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Abstract
En aquest projecte comparem l’actuacio´ de diferents me`todes a l’hora de calcular la matriu de
derivades respecte condicions inicials d’una solucio´ d’un sistema diferencial. Primer, es fa un
ana`lisi nume`rica teo`rica del problema, presentant els diferents me`todes i la seva complexitat.
Finalment, es fan comparacions dels me`todes en casos particulars: calculant una matriu de
solucio´ anal´ıtica coneguda i calculant una matriu despre´s utilitzada en un exemple d’aplicacio´
del me`tode de Newton.
Paraules clau: Me`todes nume`rics, Equacions variacionals, Derivada nume`rica, Problema res-
tringit de tres cossos.
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Introduccio´
Cone`ixer les derivades respecte condicions inicials (o respecte para`metres) d’una solucio´ d’una
equacio´ diferencial ordina`ria te´ moltes aplicacions. Les me´s conegudes so´n segurament la teoria
de pertorbacions i el ca`lcul d’estabilitat. Suposem que tenim un sistema d’EDOs que depe`n d’un
para`metre i que la solucio´ per un valor del para`metre concret (normalment zero) te´ una expressio´
senzilla. Si volem cone´ixer solucions per a para`metres diferents, pero` propers a l’anterior, podem
fer aproximacions de primer ordre on apareixeran matrius de derivades respecte para`metres.
Aquesta matriu de derivades veurem que e´s solucio´ d’un altre sistema diferencial, i per tant,
si volgue´ssim calcular-la experimentalment podr´ıem solucionar amb me`todes nume`rics aquest
nou problema. De totes maneres, hom es podria preguntar si no seria me´s senzill calcular els
coeficients d’aquesta matriu fent derivades nume`riques. L’objectiu d’aquest treball e´s, doncs,
respondre a la pregunta de quin dels dos camins e´s me´s eficient a l’hora de calcular la matriu
de derivades parcials respecte condicions inicials.
En el primer cap´ıtol, definirem amb me´s precisio´ que` e´s aquesta matriu de derivades parcials i
el sistema del qual e´s solucio´: les equacions variacionals.
En el segon, explicarem amb detall els me`todes de derivacio´ nume`rica, que estan ı´ntimament
relacionats amb l’aproximacio´ de funcions per polinomis. A me´s, aprofondirem en el fet que la
derivacio´ nume`rica esta` mal condicionada, ja que si fem servir valors aproximats podem expandir
l’error a gran escala.
Al tercer cap´ıtol presentarem la complexitat que trobarem en la comparacio´ d’aquests dos
me`todes: el volum de treball que suposa aplicar cada me`tode a un sistema i les dificultats
que presenta fer derivacio´ nume`rica amb valors obtinguts mitjanc¸ant me`todes nume`rics per a
l’integracio´ d’EDOs.
Al quart cap´ıtol presentarem els resultats obtinguts fent servir els diferents me`todes per calcular
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una matriu de derivades parcials respecte condicions incials amb expressio´ anal´ıtica coneguda.
D’aquesta manera, podrem obtenir taules de temps i error fiables per a cada me`tode, que
permettran decidir quin e´s el me´s prec´ıs.
Al cinque` i u´ltim cap´ıtol farem una altra comparacio´ dels me`todes, pero` la matriu de derivades
calculada s’utilitzara` per trobar zeros de funcions amb el me`tode de Newton. L’objectiu d’aquest
apartat no e´s doncs comparar la precisio´ amb que` es calcula la matriu, sino´ la velocitat en que`
el me`tode de Newton convergeix amb matrius que poden ser me´s o menys precises.
A priori, tot sembla apuntar a que la derivacio´ nume`rica, tot i que senzilla d’implementar, no
donara` resultats molt precisos. De totes maneres, la resolucio´ de les equacions variacionals, que
e´s un sistema de n2 equacions quan el sistema original te´ n equacions, potser representa un cost
computacional molt gran i no e´s un me`tode viable.
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Cap´ıtol 1
Equacions variacionals
1.1 Definicions i notacio´
Considerem un sistema d’equacions diferencials ordina`ries (EDOs) n-dimensional:
x˙(t) = f(t,x)
on f : Ω ⊂ R×Rn → Rn, Ω obert. Suposem f cont´ınua i localment Lipschitz. Donat que amb
aquestes hipo`tesis el problema de valor inicial (PVI)
x˙(t) = f(t,x), x(t0) = x0
nome´s te´ un solucio´ x(t) (veure [1]) i depe`n de (t0,x0), notem aquesta depende`ncia escrivint:
x(t) := φ(t; t0,x0)
A me´s, si l’EDO e´s auto`noma (x˙ = f(x)), llavors φ(t; t0,x0) = φ(t − t0; 0,x0) i podem definir
ϕ(t,x0) := φ(t; 0,x0) el flux de l’EDO, que cumpleix:
(i) ϕ(0,x0) = x0
(ii) ϕ(t+ s,x0) = ϕ(t,ϕ(s,x0))
(iii) ϕ(t,x0) = x⇔ ϕ(−t,x) = x0
Considerant f = (f1, f2, . . . , fn) i x = (x1, x2, . . . , xn), denotem:
Dtf =
∂f
∂t
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Dxf =

Dx1f1 Dx2f1 . . . Dxnf1
Dx1f2 Dx2f2 . . . Dxnf2
...
...
...
Dx1f1 Dx2f1 . . . Dxnf1

i podem estendre les notacions a φ per definir Dtφ, Dt0φ i Dx0φ.
Suposem doncs que Dx0φ existeix i que podem permutar
d
dt i Dx0 en φ (aixo` e´s aix´ı si f e´s
suficientment diferenciable, veure [1]). Derivem respecte x0 la identitat
d
dtφ = f(t,φ) i obtenim:
d
dt
Dx0φ = Dx0(
d
dt
φ) = Dx0f(t,φ) = Dxf(t,φ) ·Dx0φ
Si ara derivem φ(t0; t0,x0) = x0 tambe´ respecte x0 tenim:
Dx0φ(t0; t0,x0) = Idn
on Idn e´s la matriu identitat de dimensio´ n.
Per tant, fixades unes condicions inicials (t0,x0) i considerant x(t) = φ(t; t0,x0) la solucio´ al
PVI corresponent, podem definir:
Y (t) := Dx0φ(t; t0,x0)
A(t) := Dxf(t,x(t))
ambdues matrius n× n. Lavors, Y (t) e´s solucio´ del PVI:
Y ′ = A(t) · Y, Y (t0) = Idn (1.1)
A (1.1) l’anomenem equacions variacionals associades a l’EDO x˙ = f(t,x) i a les condicions
inicials (t0,x0). Per tant, veiem que la matriu de derivades parcials la podem calcular com a
solucio´ d’una EDO lineal homoge`nia amb condicions inicials no homoge`nies.
De fet, d’una manera molt similar a l’anterior, i a causa de la diferenciabilitat de φ respecte x0,
φ tambe´ e´s diferenciable respecte t0 (veure [2]) i la derivada cumpleix:
Dt0φ(t; t0,x0) = −Dx0φ(t; t0,x0) · f(t0,x0)
Tot aixo` es pot resumir al teorema segu¨ent:
Teorema: Si f ∈ Cr(Ω) llavors φ ∈ Cr(D) on:
D := {(t; t0,x0) ∈ R×R×Rn : (t0,x0) ∈ Ω, t ∈ I(t0,x0)}
i I(t0,x0) e´s l’interval maximal de definicio´ de φ(t; t0,x0).
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1.2 Generalitzacio´ a para`metres
Considerem ara que f = f(t,x,λ) depe`n tambe´ d’un vector de para`metres λ ∈ Rm. Donat el
lema segu¨ent (veure [2]):
Lema: Un sistema d’EDOs n-dimensional depenent de m para`metres el podem reescriure com
un sistema d’EDOs (n+m)-dimensional sense para`metres equivalent.
La diferenciabilitat de φ(t; t0,x0,λ0) respecte λ0 queda provada com a consequ¨e`ncia del teorema
anterior.
De tota manera, sembla me´s interessant trobar i definir les anomenades equacions variacionals
respecte para`metres (1.2). Per tant, anem a derivar respecte λ0 la identitat
d
dt
φ = f(t,x,λ0)
i suposant que podem permutar ddt i Dλ0 obtenim:
d
dt
Dλ0φ = Dxf(t,φ,λ0) ·Dλ0φ+Dλf(t,φ,λ0)
on Dλ0φ e´s una matriu n×m. Si ara derivem φ(t0; t0,x0,λ0) = x0 tambe´ respecte λ0 tenim:
Dλ0φ(t0; t0,x0,λ0) = 0n,m
on 0n,m e´s la matriu n×m amb tots els coeficients 0.
Per tant, fixades unes condicions inicials (t0,x0,λ0) i considerant x(t) = φ(t; t0,x0,λ0) la solucio´
al PVI corresponent, definim:
Λ(t) := Dλ0φ(t; t0,x0,λ0)
A(t) := Dxf(t,x(t),λ0)
b(t) := Dλf(t,x(t),λ0)
matrius n×m, n× n i n×m respectivament. Aleshores, Λ(t) e´s solucio´ del PVI:
Λ′ = A(t) · Λ + b(t), Λ(t0) = 0n,m (1.2)
E´s a dir, la matriu de derivades parcials respecte para`metrs sobre la solucio´ x(t) la podem
obtenir resolent un sistema d’EDOs lineal no homogeni amb condicions inicials homoge`nies.
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Cap´ıtol 2
Derivacio´ nume`rica
Donada una funcio´ definida en un interval tancat, existeix un polinomi arbitra`riament tant a
prop com vulguem a cada punt (veure [4]). Donat que la integracio´ i derivacio´ de polinomis e´s
una feina bastant senzilla, no e´s d’estranyar que per a derivar una funcio´ en un punt fem u´s de
polinomis interpoladors.
2.1 Interpolacio´ per polinomis
Considerem que tenim una funcio´ f(x) i que coneixem el seu valor en n + 1 punts arbitraris
diferents (f(xi) = fi per i = 0, 1, . . . , n). Volem trobar un polinomi que aproximi f a tot x i que
sigui exacte en els xi.
Denotem per Πn el conjunt de polinomis de grau igual o menor que n:
P (x) = a0 + a1x+ · · ·+ anxn
Aleshores, donats x0, x1, . . . , xn punts arbitraris diferents, definim els polinomis de Lagrange dels
punts {xi}ni=0 com:
Li(x) =
(x− x0) · · · (x− xi−1)(x− xi+1) · · · (x− xn)
(xi − x0) · · · (xi − xi−1)(xi − xi+1) · · · (xi − xn) =
ω(x)
(x− xi)ω′(xi)
on ω(x) :=
∏n
i=0(x− xi).
Observem que Li ∈ Πn per tot i i que cumpleixen la propietat
Li(xj) = δij =

1, if i = j
0, if i 6= j
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Amb aquesta definicio´, podem enunciar el teorema segu¨ent.
Teorema: Donats n+ 1 punts {(xi, fi)}ni=0 tals que xi 6= xj si i 6= j, existeix un u´nic polinomi
P ∈ Πn tal que:
P (xi) = fi, i = 0, 1, . . . , n
De fet, aquest polinomi s’obte´ amb la fo`rmula d’interpolacio´ de Lagrange (veure [3]):
P (x) =
n∑
i=0
fiLi(x) =
n∑
i=0
fi
n∏
k=0
k 6=i
x− xk
xi − xk
Pero` P no deixa de ser una aproximacio´ i l’error come`s P (x)− f(x) pot arribar a ser molt gran
per certes funcions f , i especialment si estem lluny del punt central de l’interval on interpolem.
De tota manera, si f e´s prou suau, podem arribar a acotar l’error. Per exemple:
Teorema: Si la funcio´ f e´s n+ 1 cops derivable, aleshores per a tot valor x¯ existeix un nu´mero
ξ ∈ I[x0, . . . , xn, x¯] tal que:
f(x¯)− P (x¯) = ω(x¯)f
(n+1)(ξ)
(n+ 1)!
on I[x0, . . . , xn, x¯] e´s el menor interval que conte´ x¯ i tots els xi, i ω(x) e´s el polinomi definit
anteriorment.
Amb tot aixo`, podem expressar la funcio´ f com:
f(x) = P (x) +
ω(x)f (n+1)(ξ(x))
(n+ 1)!
(2.1)
on ξ(x) denota la depende`ncia de ξ respecte x.
2.2 Fo`rmules per a derivades nume`riques
Per obtenir fo`rmules de derivacio´ generals, considerem que tenim q + 1 punts diferents {xi}qi=0
d’un interval I i que la nostra funcio´ es q + 1 cops derivable f ∈ Cq+1(I). Com teniem a (2.1):
f(x) =
q∑
k=0
f(xk)Lk(x) +
ω(x)
(q + 1)!
f (q+1)(ξ(x))
amb ξ(x) ∈ I. Si derivem aquesta expressio´ obtenim:
f ′(x) =
q∑
k=0
f(xk)L
′
k(x) +
ω′(x)
(q + 1)!
f (q+1)(ξ(x)) +
ω(x)
(q + 1)!
Dx[f
(q+1)(ξ(x))]
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Pero` e´s dif´ıcil acotar l’error a causa del terme Dx[f
(q+1)(ξ(x))]. De tota manera, com que
ω(xi) = 0 per i = 0, 1, . . . , q, en els punts xi l’expressio´ queda molt me´s senzilla:
f ′(xi) =
q∑
k=0
f(xk)L
′
k(xi) +
f (q+1)(ξ(xi))
(q + 1)!
q∏
k=0
k 6=i
(xi − xk)
que ens do´na la fo`rmula amb (q + 1)-punts per aproximar f ′(xi):
f ′(xi) ≈
q∑
k=0
f(xk)L
′
k(xi) (2.2)
i te´ un error controlat ja que f (q+1) esta` acotada a l’interval I[x0, . . . , xq]. Quan, a me´s, tenim
que els punts so´n equiespaiats (xj = x0 + jh, per j = 1, . . . , q) les fo`rmules d’aproximacio´ so´n
de la forma (veure [7]):
f ′(xi) ≈ 1
h
q∑
k=0
akf(xk)
amb ak ∈ R i
∑q
k=0 ak = 0. Els ak es calculen a partir de les expansions de Taylor dels f(x0+jh)
(veure [7]). Tenint en compte un altre cop que f (q+1) esta` acotada a I, l’error e´s:
f ′(xi)− 1
h
q∑
k=0
akf(xk) = C¯h
q f
(q+1)(ξ(x))
(q + 1)!
= Chq
Per tant, utilitzant q + 1 punts equiespaiats en la derivacio´, podem obtenir fo`rmules d’ordre q.
Presentem a continuacio´ les fo`rmules de derivacio´ me´s comunes, que so´n tambe´ les fo`rmules
utilitzades en la part experimental d’aquest treball.
Comencem per la fo`rmula me´s intu¨ıtiva. Si considerem la definicio´ de derivada de f respecte x0:
f ′(x0) = lim
h→0
f(x0 + h)− f(x0)
h
obtenim per 0 < h 1 la fo`rmula de derivacio´ endavant 1:
f ′(x0) ≈ f(x0 + h)− f(x0)
h
d’ordre 1. Agafant la fo`rmula general (2.2) amb q = 2 (x0 = x¯, x1 = x¯−h i x2 = x¯+h) obtenim
la fo`rmula de difere`ncis centrades:
f ′(x0) ≈ 1
2h
(f(x0 + h)− f(x0 − h))
1De fet, tambe´ podriem considerar h < 0 i obtindriem la fo`rmula de derivacio´ endarrere, pero` no la utilitzarem
en aquest treball.
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d’ordre 2. Observem que aquesta fo`rmula, tot i que hauria d’utilizar q+1 punts, nome´s n’utilitza
q. Aixo` es pot fer generalment per a q parells i fent la derivada al punt del mig. En particular,
considerant q = 4 a (2.2) obtenim la fo`rmula de 5-punts per a punts de l’interior :
f ′(x0) ≈ 1
12h
(f(x0 − 2h)− 8f(x0 − h) + 8f(x0 + h)− f(x0 + 2h))
d’ordre 4.
2.3 Error d’arrodoniment
E´s important remarcar que fent h petita no sempre obtenim millors resultats. Per il·lustrar-ho,
considerem la fo`rmula de difere`ncies centrades:
f ′(x0) ≈ f(x0 + h)− f(x0 − h)
2h
En evaluar la funcio´ f , en realitat cometem un error e i utilizem valors aproximats f¯i: f(x0−h) =
f¯1 + e1 i f(x0 + h) = f¯2 + e2. Per tant, l’error global de l’aproximacio´ de la derivada:
f ′(x0)− f2 − f1
2h
=
e2 − e1
2h
− h
2
6
f (3)(ξ(x0))
depe`n tant de l’error d’arrodoniment (primer terme) com del de truncament (segon terme).
Si suposem que els errors ei estan acotats per algun valor ε > 0 i que la tercera derivada esta`
acotada per M > 0, aleshores:
|f ′(x0)− f2 − f1
2h
| ≤ ε
h
+
h2
6
M
Tenim doncs, que per reduir l’error de truncament h
2
6 M hem de reduir la h, pero` aixo` fa
incrementar l’error d’arrodoniment εh . La h o`ptima que redueix aquest error e´s h
∗ = 3
√
3ε
M ,
pero` a la pra`ctica no sabem les cotes ε i M , i no e´s possible calcular-la.
Exemple:
Considerem que volem aproximar la derivada de f(x) = log(1 + x) a x = 1. La solucio´ anal´ıtica
e´s f ′(x) = 11+x i f
′(1) = 0.5. Fent servir la fo`rmula de difere`ncies centrades
f ′(1) ≈ log(1 + x+ h)− log(1 + x− h)
2h
amb diferents h obtenim els resultats de la taula 2.1.
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Taula 2.1: Aproximacions de la derivada de f(x) = log(1 + x) a x = 1 mitjanc¸ant difere`ncies
centrades.
h f ′(1) ≈ Error
1e-01 0.500417 -4.17e-04
1e-02 0.500004 -4.17e-06
1e-03 0.500000 -4.17e-08
1e-04 0.500000 -4.17e-10
1e-05 0.500000 -8.83e-12
1e-06 0.500000 -1.44e-11
1e-07 0.500000 2.63e-10
1e-08 0.500000 3.04e-09
1e-09 0.500000 -4.14e-08
1e-10 0.500000 -4.14e-08
Observem que l’error mı´nim l’obtenim amb h = 10−5. Per h me´s grans l’error en la derivacio´
e´s me´s gran, i per h me´s petites e´s l’error d’arrodoniment el que domina i ens do´na una mala
aproximacio´.
13
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Cap´ıtol 3
Estimacio´ teo`rica de la complexitat
El problema que se’ns presenta e´s simple, donada la solucio´ general φ(t; t0,x0) d’una EDO
x˙ = f(t,x), volem calcular la derivada de φ respecte les condicions inicials x0 a temps t = t
∗.
Experimentalment, podem trobar aquesta matriu de dues maneres. La primera e´s utilitzar
me`todes nume`rics per a resoldre el PVI de les equacions variacionals (1.1):
Y ′ = A(t) · Y, Y (t0) = Idn
I la segona e´s fer servir derivades nume`riques. E´s a dir, cada coeficient de la matriu es calcularia
mitjanc¸ant una derivada nume`rica d’ordre q amb fo`rmula general:
∂φi
∂xj0
(t∗; t0,x0) =
1
H
q∑
k=0
akφ
i(t∗; t0,x0 + kHuj) (3.1)
on uj = (u
1
j , u
2
j , . . . , u
n
j ) ∈ Rn e´s un vector tal que ukj = δjk, essent δjk la delta de Kronecker.
Cal observar que per calcular les diferents φi uilitzades en la derivacio´, cal resoldre diverses
vegades el sistema d’EDOs per a diferents valors inicials. Aixo` implica haver de controlar dos
errors (i escollir dos passos) a la vegada: els errors en φ, controlats pel pas h utilitzat a la
integracio´ de l’EDO, i l’error propi de la derivacio´, que controlem amb el pas H.
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3.1 Nu´mero d’equacions
Integracio´ de les equacions variacionals
Hem de resoldre el sistema:
Y ′(t) = A(t) · Y (t)
Y (t0) = Idn
 n2 equacions
Pero` A(t) depe`n de la posicio´ i del temps. Per tant, hem de resoldre l’EDO original a la vegada:
x˙(t) = f(t,x)
x(t0) = x0
 n equacions
I en total tenim n2 + n equacions a resoldre.
Derivacio´ nume`rica
Suposem que utilitzem un me`tode d’ordre q per fer la derivada nume`rica. Cada columna de la
matriu que volem calcular e´s ∂φ
∂xj0
(t∗; t0,x0). Recordant (3.1), tenim:
∂φ
∂xj0
(t∗; t0,x0) =
1
H
q∑
k=0
akφ(t
∗; t0,x0 + kHuj)
Per tant, per cada columna j de la matriu necessitem trobar primer φ(t∗; t0,x0 + kHuj) per
k = 0, . . . , q. Observem que la solucio´ φ(t∗; t0,x0), corresponent a k = 0, apareix per tota j i
calculant-la nome´s un cop e´s suficient. Per tant, tenim que hem de resoldre:
x˙(t) = f(t,x)
x(t0) = x0
 n equacions
i per cada columna j = 1, . . . , n:
x˙(t) = f(t,x)
x(t0) = x0 + kHuj
 n equacions per cada k = 1, . . . , q
En total tenim qn2 + n equacions a resoldre.
De tota manera, com ja hem introdu¨ıt abans, per q parells podem centrar els punts de tal manera
que el cas k = 0 no sigui necessari en la fo`rmula, deixant les equacions a resoldre en qn2.
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3.2 Pas i error
Suposem que utilitzem un me`tode Runge-Kutta (RK) per a la integracio´ de les EDOs. Sigui h
el pas fet servir en el RK i H el pas en la derivacio´ nume`rica.
Volem calcular ∂φ
i
∂xj0
(t∗; t0,x0) mitjanc¸ant la derivacio´ nume`rica:
∂φi
∂xj0
(t∗; t0,x0) = lim
H→0
φi(t∗; t0,x0 +Huj)− φi(t∗; t0,x0)
H
=
1
H
q2∑
k=−q1
akφ
i(t∗; t0,x0 + kHuj) + CHq
(3.2)
amb
∑q
k=0 ak = 0, q1 + q2 = q i on uj = (u
1
j , u
2
j , . . . , u
n
j ) ∈ Rn e´s un vector tal que ukj = δjk,
essent δjk la delta de Kronecker.
Pero`, com ja hem dit anteriorment, els φi utilitzats no so´n exactes, sino´ que obtenim valors
aproximats ηi mitjanc¸ant la integracio´ nume`rica de diferents sistemes d’EDOs. Donat que el
conjunt de me`todes RK so´n consistents i de pas constant, si suposem que fem servir un RK
d’ordre p tenim la segu¨ent expressio´ assimpto`tica per a l’error global de truncament (veure [6]):
ηi(t)− φi(t) = eip(t)hp + Ei(t, h)hp+1 (3.3)
on eip(t) e´s diferenciable i cumpleix e
i
p(t0) = 0 i E
i(t, h) acotada sobre compactes.
Si substituim (3.3) a (3.2):
∂φi
∂xj0
(t∗; t0,x0) =
1
H
[ q2∑
k=−q1
akη
i(t∗; t0,x0 + kHuj)
]
− 1
H
[ q2∑
k=−q1
akh
peip(t
∗; t0,x0 + kHuj) + hp+1Ei(t∗; t0,x0 + kHuj)
]
+ CHq
on el primer terme e´s el valor que realment calculem, el segon e´s l’error en la integracio´ nume`rica
i el tercer l’error degut a la derivada nume`rica.
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Si fem l’expansio´ dels termes amb eip respecte H:
q2∑
k=−q1
akh
peip(t
∗; t0,x0 + kHuj) =
q2∑
k=−q1
ake
i
p(t
∗; t0,x0) +
q2∑
k=−q1
akkH
∂eip
∂x0
(t∗; t0,x0) +O(H2)
= eip
q2∑
k=−q1
ak +
q2∑
k=−q1
akkH
∂eip
∂x0
+O(H2)
=
q2∑
k=−q1
akkH
∂eip
∂x0
+O(H2)
Si suposem que treballem en un espai compacte aquest u´ltim terme el podem acotar i, a me´s,
Ei tambe´ esta` acotat (com hem dit a (3.3)). Aix´ı, l’error global ens quedaria:
1
H
(C1Hh
p + C2h
p+1) + C3h
q (3.4)
amb Cj ∈ R.
Agafant H = h, veiem que l’error queda Chp + C3h
q. Per tant, hem d’agafar p = q si volem
mantenir l’ordre q del me`tode de derivacio´.
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Cap´ıtol 4
Comparacio´ dels dos me`todes:
solucio´ anal´ıtica coneguda
4.1 Plantejament del problema
Considerem el sistema: 
x˙ = −y + kx(x2 + y2 − 1)
y˙ = x+ ky(x2 + y2 − 1)
(4.1)
amb k ∈ R \ {0}. Fent el canvi a polars x = r cos θ, y = r sin θ i suposant r 6= 0(per r = 0,
x = y = 0⇒ x˙ = y˙ = 0 i e´s punt d’equilibri) ens queda:
r˙ = kr(r2 − 1)
θ˙ = 1
E´s un sistema desacoblat i de variables separables, i la seva solucio´ anal´ıtica e´s:
r(t) =

1, si r0 = 1
1√
1+( 1
r20
−1)e2kt
, si r0 6= 1
, θ(t) = θ0 + t
Veiem doncs que r ≡ 0 i r ≡ 1 so´n les u´niques solucions amb radi constant. Per veure l’estabilitat
considerem:
r′(t) =
k(1− 1
r20
)e2kt
(1 + ( 1
r20
− 1)e2kt)3/2
Tenim que per k > 0, r′(t) < 0 si 0 < r0 < 1 i r′(t) > 0 si r0 > 1, e´s a dir, l’origen e´s estable i
r ≡ 1 inestable. Mentres que per k < 0 tenim el contrari, com es mostra a la Figura 4.1.
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Figura 4.1: Esquema qualitatiu del sistema. A l’esquerra per k > 0 i a la dreta per k < 0.
Obserem que per r0 > 1 i k > 0 les solucions tendeixen a infinit. De fet, r(t) deixa d’estar definida
quan 1 + ( 1
r20
− 1)e2kt = 0, i per tant, hi ha un temps l´ımit que e´s t∞(r0, k) = 12k log(
r20
r20−1
). Si
considerem k < 0 pero`, les solucions estan definides ∀t > 0 (tenim un temps l´ımit t∞ < 0
negatiu, e´s a dir, la solucio´ prove´ de l’infinit en temps finit).
Si ara desfem el canvi a polars (pero` fent u´s de la solucio´ coneguda), tenim que la solucio´ anal´ıtica
del sistema (4.1) e´s:
Si x0 = y0 = 0: x(t) = y(t) = 0
Si x20 + y
2
0 = 1: 
x(t) = x0 cos t− y0 sin t
y(t) = y0 cos t+ x0 sin t
Si x20 + y
2
0 6= 0, 1: 
x(t) = x0 cos t−y0 sin t√
x20+y
2
0
√
1+
(
1
x20+y
2
0
−1
)
e2kt
y(t) = y0 cos t+x0 sin t√
x20+y
2
0
√
1+
(
1
x20+y
2
0
−1
)
e2kt
La matriu de derivades parcials respecte condicions incials es pot calcular directament d’aquestes
fo`rmules. No les explicitem aqu´ı pero les donem per conegudes a la resta del cap´ıtol.
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4.2 Resultats
L’objectiu d’aquesta seccio´ e´s trobar la matriu de derivades parcials respecte condicions incials
del sistema me´s general: 
x˙ = −y + kx(x2 + y2 − 1)
y˙ = x+ ky(x2 + y2 − 1)
u˙ = −v +mu(u2 + v2 − 1)
v˙ = u+mv(u2 + v2 − 1)
(4.2)
amb certes condicions inicials (x0, y0, u0, v0) i per un cert temps t = t
∗, variant els para`metres
k i m comparant l’actuacio´ del me`todes: Integracio´ de les equacions variacionals amb Runge-
Kutta d’ordre 4 (d’ara en endavant Me`tode 1), derivacio´ amb difere`ncies endavant (Me`tode 2),
derivacio´ amb difere`ncies centrades (Me`tode 3) i derivacio´ amb 5 punts (Me`tode 4).
Cas k > 0 i m > 0
Recordem que amb aquests para`metres tenim que als dos sistemes la solucio´ de radi 1 e´s ines-
table, i per tant, hi haura` un temps l´ımit. Fixem pero`, les condicions inicials (x0, y0, u0, v0) =
(1, 1,−0.5,−0.5) i obtenim les taules de errors segu¨ents:
h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 1.43e-02 1.69e-03 1.47e-04 5.60e-06 4.43e-07
Me`tode 2 8.54e-01 3.72e-01 1.75e-01 5.02e-02 2.58e-02
Me`tode 3 1.52e-01 3.46e-02 8.27e-03 9.45e-04 2.49e-04
Me`tode 4 1.22e-02 2.56e-04 5.86e-05 4.06e-06 3.37e-07
Taula 4.1: Error per a k = 2, m = 2 i t∗ = 0.0866.
h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 1.18e-04 3.54e-06 2.44e-07 1.58e-08 1.10e-09
Me`tode 2 8.29e-01 2.13e-01 1.02e-01 5.02e-02 2.58e-02
Me`tode 3 1.36e-01 1.51e-02 3.76e-03 9.39e-04 2.49e-04
Me`tode 4 2.88e-02 4.05e-04 2.46e-05 1.53e-06 1.05e-07
Taula 4.2: Error per a k = 0.5, m = 0.5 i t∗ = 0.3466.
La taula de temps per al primer cas e´s:
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h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 0.0039 0.0008 0.0012 0.0016 0.0049
Me`tode 2 0.0024 0.0008 0.0015 0.0020 0.0069
Me`tode 3 0.0031 0.0011 0.0021 0.0030 0.0124
Me`tode 4 0.0045 0.0019 0.0036 0.0091 0.0214
Taula 4.3: Temps per a k = 2, m = 2 i t∗ = 0.0866.
Cas k > 0 i m < 0
Amb aquests para`metres tenim un sistema estable i un d’inestable. Les combinacions ara so´n
molt me´s nombroses, donat que podem agafar el radi inicial del primer sistema dins o fora de
la circumfere`ncia de radi 1, i el mateix per al segon. A la realitat pero`, e´s el sistema inestable
el que domina i fa variar l’error depenent de si comenc¸a fora de la circumfere`ncia (i tendeix a
infinit) o si comenc¸a dins (i tendeix a un punt). Fixem ara els para`metres k = 0.5 i m = −0.5,
i mostrem les taules d’error per a diferents condicions inicials:
h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 1.18e-04 3.54e-06 2.44e-07 1.58e-08 1.10e-09
Me`tode 2 8.29e-01 2.13e-01 1.02e-01 5.02e-02 2.58e-02
Me`tode 3 1.36e-01 1.51e-02 3.76e-03 9.39e-04 2.49e-04
Me`tode 4 2.88e-02 4.05e-04 2.46e-05 1.53e-06 1.05e-07
Taula 4.4: Error per (x0, y0, u0, v0) = (1, 1,−0.8, 0) i t∗ = 0.3466.
h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 8.67e-07 5.42e-08 3.35e-09 2.09e-10 1.35e-11
Me`tode 2 4.15e-01 1.70e-01 7.84e-02 3.76e-02 1.86e-02
Me`tode 3 9.57e-02 2.20e-02 5.46e-03 1.35e-03 3.41e-04
Me`tode 4 7.32e-02 2.54e-03 1.46e-04 8.75e-06 5.55e-07
Taula 4.5: Error per (x0, y0, u0, v0) = (0.8, 0,−0.8, 0) i t∗ = 2.
Cas k < 0 i m < 0
Ara tenim que totes les solucions tendeixen a la circumfere`ncia de radi 1. Fixem les condicions
inicials (x0, y0, u0, v0) = (1, 1,−0.5,−0.5) i obtenim les taules de errors segu¨ents:
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h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 7.39e-04 3.82e-06 6.46e-08 6.56e-09 4.49e-10
Me`tode 2 1.47e-01 7.23e-02 3.58e-02 1.78e-02 8.93e-03
Me`tode 3 1.42e-02 3.54e-03 8.84e-04 2.21e-04 5.61e-05
Me`tode 4 9.48e-04 5.80e-05 3.60e-06 2.25e-07 1.45e-08
Taula 4.6: Error per k = −2, m = −2 i t∗ = 2.
h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 1.90e-07 1.19e-08 7.50e-10 4.66e-11 3.00e-12
Me`tode 2 7.11e-03 3.52e-03 1.77e-03 8.80e-04 4.41e-04
Me`tode 3 1.96e-04 4.90e-05 1.24e-05 3.08e-06 7.79e-07
Me`tode 4 2.59e-07 1.66e-08 1.07e-09 6.69e-11 4.33e-12
Taula 4.7: Error per k = −0.01, m = −0.01 i t∗ = 2.
La taula de temps per al segon cas e´s:
h = 0.1 h = 0.05 h = 0.025 h = 0.0125 h = 0.0063
Me`tode 1 0.0071 0.0086 0.0170 0.0335 0.0654
Me`tode 2 0.0077 0.0116 0.0214 0.0415 0.0881
Me`tode 3 0.0109 0.0175 0.0340 0.0661 0.1324
Me`tode 4 0.0254 0.0437 0.0699 0.1371 0.2703
Taula 4.8: Temps per k = −0.01, m = −0.01 i t∗ = 2.
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Cap´ıtol 5
Comparacio´ dels dos me`todes:
aplicacio´ al me`tode de Newton
El me`tode de Newton e´s un me`tode iteratiu per trobar zeros de funcions. Considerem que tenim
la funcio´ f : Rn → Rn i volem trobar x∗ tal que f(x∗) = 0. Donat un punt x0 prou a prop de la
solucio´, el me`tode ens diu que iterant:
xk+1 = xk −Df(xk)−1 · f(xk)
la successio´ {xk}k convergeix a x∗. Un gran avantatge d’aquest me`tode e´s que convergeix a la
solucio´ encara que la matriu Df(xk)
−1 tingui bastant d’error. De fet, fins i tot es pot utilitzar
una matriu constant, pero` la converge`ncia e´s me´s lenta.
L’objectiu d’aquest cap´ıtol e´s plantejar un problema on trobar un zero d’una funcio´ al qual
poguem aplicar el me`tode de Newton, i que a la matriu Df(xk) apareguin derivades parcials
respecte condicions inicials d’algun altre problema. Aix´ı, podem comparar l’efica`cia dels dos
me`todes en un context on, aparentment, l’error final en la matriu de derivades sembla menys
important que la rapidesa en calcular-les.
5.1 Problema restringit de 3 cossos
Definim el Problema restringit de tres cossos (PR3C) de la manera segu¨ent (veure [9]): Dos
cossos giren al voltant del seu centre de masses en o`rbites circulars sota la influe`ncia de la forc¸a
gravitacional mu´tua. Un tercer cos (atret pels dos cossos anteriors, pero` sense influir en el seu
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moviment) es mou dins el pla definit pels dos cossos en rotacio´. El PR3C tracta de descriure el
moviment d’aquest tercer cos.
Aquest problema es pot plantejar de moltes maneres: amb variables f´ısiques (dimensionals) o
variables sense dimensions, i amb un sistema de refere`ncia sideral o un sistema sino`dic 1. Per
practicitat, nome´s tractarem el cas sense dimensions, pero` s´ı que plantejarem el problema amb
els dos tipus de sistemes de refere`ncia.
Equacions del moviment: sistema sideral
En un sistema de coordenades (ξ, η) inercial on l’origen e´s el centre de masses dels dos cossos
en rotacio´, les equacions del moviment del tercer cos so´n:
ξ¨ = −[µ1 (ξ−µ2 cos t)ρ31 + µ2
(ξ+µ1 cos t)
ρ32
]
η¨ = −[µ1 (η−µ2 sin t)ρ31 + µ2
(η+µ1 sin t)
ρ32
]]
(5.1)
on t e´s la variable temps, µ1, µ2 so´n les masses del primer i segon cos respectiament (a me´s,
cumpleixen que µ1 + µ2 = 1), i ρ1,ρ2 estan definides per:
ρ21 = (ξ − µ2 cos t)2 + (η − µ2 sin t)2
ρ22 = (ξ + µ1 cos t)
2 + (η + µ1 sin t)
2
Equacions del moviment: sistema sino`dic
En un sistema de coordenades (x, y) amb el mateix origen que (ξ, η), que rota a la mateixa
velocitat angular que els dos cossos en rotacio´, les equacions del moviment del tercer cos so´n:
x¨− 2y˙ = −[µ1(x−µ2)
r31
+ µ2(x+µ1)
r32
]
+ x
y¨ + 2x˙ = −[yµ1
r31
+ yµ2
r32
]
+ y
(5.2)
on µ1,µ2 so´n les mateixes que a (5.1) i r1,r2 estan definits per:
r21 = (x− µ2)2 + y2
r22 = (x+ µ1)
2 + y2
Fixem-nos que en els dos cassos la condicio´ µ1 + µ2 = 1 ens permet definir µ2 = µ i µ1 = 1− µ.
D’aquesta manera, sota les condicions que s’ha plantejat el problema, en el sistema sideral el
primer cos esta` en la circumfere`ncia de radi µ i el segon en la de radi 1 − µ, i en el sistema
sino`dic fixem el primer cos en la posicio´ P1(µ, 0) i el segon a P2(µ− 1, 0) com a la Figura 5.1.
1El sistema de refere`ncia sideral o inercial e´s aquell que ni rota ni accelera respecte d’un punt de refere`ncia.
En canvi, al sistema de refere`ncia sino`dic els eixos de coordenades roten respecte un punt de refere`ncia.
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Figura 5.1: Plantejament del PR3C en el sistema de coordenades sino`dic.
5.2 O`rbites perio`diques
5.2.1 Cas µ = 0 i periode de Kepler
Considerem primer de tot que µ = 0. E´s a dir, µ1 = 1 i µ2 = 0. Nome´s tenim un cos a l’origen
de massa 1 i el cos lliure sense massa amb equacions del moviment:
ξ¨ = − ξ
ρ3
, η¨ = − η
ρ3
(5.3)
on ρ2 = ξ2 + η2, en el sistema sideral. I:
x¨− 2y˙ = x(1− 1
r3
), y¨ + 2x˙ = y(1− 1
r3
) (5.4)
on r2 = x2 + y2, en el sistema sino`dic.
Les equacions (5.3) i (5.4) de fet representen les equacions del moviment per un cos dins el
problema de Kepler de dos cossos. Les solucions de (5.3) so´n conegudes i so´n co`niques (circum-
fere`ncies, el·lipses, para`boles i hipe`rboles). Ens centrarem en les solucions circulars ja que, a
part de ser perio`diques, quan considerem el sistema de refere`ncia sino`dic segueixen sent solucions
circulars pero` de diferent per´ıode (mentre que les el·lipses, en canviar el sistema de refere`ncia
poden deixar de ser perio`diques).
Considerem doncs, el Hamiltonia` del problema per a µ = 0 en el sistema sideral (veure [9]), fent
el canvi a polars ξ = ρ cosφ, η = ρ sinφ:
H =
1
2
(
p2ρ +
p2φ
ρ2
)− 1
ρ
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que ens do´na les equacions:
ρ˙ = ∂H∂pρ = pρ
φ˙ = ∂H∂pφ =
pφ
ρ2

p˙ρ = −∂H∂ρ =
p2φ
ρ3
− 1
ρ2
p˙φ = −∂H∂φ = 0
Tenim p˙φ = 0 ⇒ pφ = φ˙ρ2 ≡ moment angular e´s constant. Si volem trobar solucions circulars
necessitem ρ˙ = pρ = 0⇒ p˙ρ = 0⇒ p2φ = ρ. Per tant, donat un radi inicial ρ(0) = ρ0, la solucio´
circular ha de cumplir: pφ = ρ
1/2
0 i φ˙ = ±ρ−3/20 constants.
Finalment, si volem trobar el per´ıode, apliquem la fo`rmula ‖φ˙‖ · T = 2pi i obtenim el per´ıode de
Kepler :
TK =
2pi
ρ
−3/2
0
(5.5)
Com me´s endevant veurem, ens interessa plantejar el problema amb unes condicions inicials
concretes: la part´ıcula es troba inicialment en l’eix d’abscisses i te´ una velocitat inicial perpen-
dicular a aquest eix i positiva. Traduint aixo` a les coordenades (ξ, η), tenim que les condicions
inicials per solucions circulars so´n:
ξ0 = ±ρ0, η0 = 0, ξ˙0 = 0, η˙0 = ρ−1/20 (5.6)
Considerem ara el Hamiltonia` del mateix problema pero` en el sistema sino`dic, fent el canvi
x = r cos θ, y = r sin θ:
H =
1
2
(
p2r +
p2θ
r2
)− pθ − 1
r
que ens do´na les equacions:
r˙ = ∂H∂pr = pr
θ˙ = ∂H∂pθ =
pθ
r2
− 1

p˙r = −∂H∂r =
p2θ
r3
− 1
r2
p˙θ = −∂H∂θ = 0
Com volem solucions circulars, fixem r˙ = pr = 0 ⇒ p˙r = 0 ⇒ p2θ = r. Per tant, donat un radi
inicial r(0) = r0 necessitem pθ = r
−1/2
0 i θ˙0 = ±r−3/20 − 1 per tal de tenir solucions circulars.
El per´ıode d’aquesta solucio´ sera`:
T˜+K =
2pi
r
−3/2
0 − 1
, T˜−K =
2pi
r
−3/2
0 + 1
(5.7)
on T˜+K e´s per solucions θ˙ > 0 i T˜
−
K e´s per solucions θ˙ < 0.
Com en el cas anterior, ens interessen unes condicions inicials particulars: posicio´ inicial a l’eix
d’abscisses i velocitat inicial perpendicular a aquest eix i positiva. En les coordenades (x, y) ens
queda:
x0 = ±r0, y0 = 0, x˙0 = 0, y˙0 = r−1/20 − r0 (5.8)
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5.2.2 Cas µ 6= 0
Quan µ 6= 0 la discussio´ anterior no es pot dur a terme a causa de que les equacions del moviment
de la part´ıcula so´n molt me´s complicades i no trobem solucions anal´ıtiques.
De tota manera, es pot demostrar mitjanc¸ant el me`tode de la continuacio´ anal´ıtica que tambe´
existeixen solucions perio`diques per a para`metres µ suficientment propers a 0, pero` la demos-
tracio´ queda fora de l’objectiu d’aquest treball (es pot trobar a [9]).
5.3 Resultats
En aquest apartat trobar experimentalment o`rbites perio`diques per a µ 6= 0.
Considerem que el tercer cos es troba al punt inicial (x0, 0). Sabem que per µ = 0, imposant
(x˙0, y˙0) = (0,
1
‖x0‖ − ‖x0‖), tenim que a temps t =
Tk
2 la part´ıcula ha fet mig cicle. Per tant,
(x, y, x˙, y˙)(Tk2 ) = (−x0, 0, 0,−y˙0).
Considerant la mateixa part´ıcula (x0, 0) amb µ 6= 0, han d’existir un temps t = T ∗ i una velocitat
inicial y˙∗0 tals que (x, y, x˙, y˙)(
T ∗
2 ) = (x(
T ∗
2 ), 0, 0, y˙(
T ∗
2 )).
Definint la funcio´:
f(T, y˙0) =
 y(x0, y0, x˙0, y˙0, T )
x˙(x0, y0, x˙0, y˙0, T )

per els valors T ∗ i y˙∗0 es cumplira` que f(
T ∗
2 , y˙
∗
0) = 0.
Per trobar-los experimentalment, considerem el me`tode de Newton segu¨ent: T
y˙0

0
=
 Tk2
1
‖x0‖ − ‖x0‖

 T
y˙0

n+1
=
 T
y˙0

n
−
 y˙ ∂y∂y˙0
x¨ ∂x˙∂y˙0

(T,y˙0)n
·
 y
x˙

(T,y˙0)n
Els coeficients de la matriu contenen derivades respecte condicions inicials, que calcularem mit-
janc¸ants els me`todes 1 i 2 del cap´ıtol anterior (integracio´ de les equacions variacionals amb un
RK d’ordre 4 i la derivacio´ amb difere`ncies endavant) ja que so´n els me´s ra`pids.
Considerem doncs que el cos es troba a la posicio´ inicial (x0, y0) = (0.4, 0). La solucio´ circum-
fere`ncia amb µ = 0 vindria donada per la condicio´ inicial (x˙0, y˙0) = (0, 1.1811) i tindria un
per´ıode de Kepler Tk = 2.1278.
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Si intentem trobar solucions perio`diques per a µ = 0.001, 0.002, . . . , 0.01 amb la mateixa posicio´
inicial i fent serir un pas 0.00315, obtenim els resultats segu¨ents:
Taula 5.1: Resultats obtinguts mitjanc¸ant el me`tode de Newton per trobar o`rbites perio`diques
al PR3C amb µ 6= 0 i (x0, y0, x˙0) = (0.4, 0, 0). A l’esquerra, els coeficients necessaris de la
matriu del me`tode calculats solucionant nume`ricament les equacions variacionals, i a la dreta
mitjanc¸ant la derivacio´ endavant.
Me`tode 1
µ N T
∗
2 y˙
∗
0 Temps
0.001 2 1.058454 1.183609 0.127177
0.002 3 1.053787 1.186083 0.187522
0.003 3 1.049383 1.188557 0.189408
0.004 3 1.047520 1.191031 0.186340
0.005 3 1.042097 1.193507 0.181891
0.006 3 1.037729 1.195984 0.187565
0.007 3 1.036171 1.198498 0.180353
0.008 4 1.032234 1.200946 0.238877
0.009 5 1.027300 1.203426 0.297687
0.010 5 1.023652 1.205910 0.308393
Me`tode 2
µ N T
∗
2 y˙
∗
0 Temps
0.001 2 1.057830 1.183612 0.132277
0.002 2 1.054816 1.186116 0.131601
0.003 3 1.050495 1.188563 0.200522
0.004 3 1.047572 1.191049 0.204977
0.005 3 1.044287 1.193544 0.196837
0.006 3 1.037886 1.196047 0.198636
0.007 4 1.034584 1.198473 0.260774
0.008 4 1.031969 1.200968 0.266817
0.009 5 1.027440 1.203430 0.323227
0.010 5 1.023659 1.205924 0.327187
on N e´s el nu´mero d’iteracions al me`tode de Newton i Temps el temps transcorregut desde la
primera iteracio´ fins a l’u´ltima.
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Conclusio´
Al llarg del treball hem anat veient com la comparacio´ dels me`todes, que podia semblar senzilla,
tenia me´s aspectes a considerar dels esperats.
La derivacio´ nume`rica sembla un recurs simple, pero` obtenir resultats precisos mitjanc¸ant aquest
me`tode no e´s trivial. La cancelacio´ produ¨ıda en restar valors molt propers i l’error d’arrodoni-
ment que incrementem en agafar un pas petit, fan que la derivacio´ nume`rica sigui un me`tode a
utilitzar amb precaucio´.
Fent l’estimacio´ teo`rica de la complexitat hem vist que la integracio´ nume`rica de les equacions
variacionals, que a priori semblava tenir un cost computacional molt major a la derivacio´, e´s en
realitat un dels me`todes amb menor nu´mero d’equacions a resoldre (juntament amb la derivacio´
endavant). Aixo`, juntament amb la dificultat afegida que comporta la derivacio´ nume`rica, fan
que aquest me`tode sembli ser la millor opcio´. Cal dir que en aquesta ana`lisi no es te´ en compte
la complexitat computacional intr´ınseca de les equacions variacionals (les parcials de la funcio´
f poden ser molt me´s complexes).
Efectivament, els resultats obtinguts en el cap´ıtol 4 ho proven. En el cas k > 0 i m > 0, les
taules 4.1 i 4.2 mostren com la integracio´ de les equacions variacionals (Me`tode 1) i la derivacio´
amb 5 punts (Me`tode 4) so´n els me`todes me´s precisos. De fet, en general el Me`tode 1 e´s me´s
precis, pero` en els casos en que` el Me`tode 4 te´ un error del mateix ordre (com a la taula 4.2), el
temps invertit en obtenir aquests resultats e´s 4 vegades major que els temps invertit pel Me`tode
1 (com es pot observar a la taula 4.3). En el cas k > 0 i m < 0 no hi ha cap dubte que el
Me`tode 1 do´na el resultat me´s prec´ıs. Cal destacar pero`, el fet que quan el sistema inestable
te´ unes condicions inicials que acaben tendint a infinit l’error pot arribar a ser 100 major que
quan les condicions inicials tendeixen a l’origen (com es pot comprovar a les taules 4.4 i 4.5).
Finalment, en el cas k < 0 i m < 0 obtenim resultats que recolzen les conclusions anteriors. A
les taules 4.6,4.7 i 4.8 podem observar com els Me`todes 1 i 4 so´n els me´s precisos, pero` el Me`tode
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1 e´s quatre vegades me´s ra`pid que el 4. A me´s, com els dos sistemes so´n estables, la precisio´
obtinguda e´s major que quan no ho e´s.
D’altra banda, els resultats obtinguts en l’u´ltim cap´ıtol, a la taula 5.1, ens do´nen un altre punt
de vista. La integracio´ de les equacions variacionals (Me`tode 1) i la derivacio´ endavant (Me`tode
2) convergeixen als mateixos punts, i la difere`ncia de nu´mero d’iteracions i de temps invertit e´s
quasi nul·la. E´s a dir, el me`tode de Newton e´stan robust (convergeix a la solucio´ dessitjada fins
i tot amb molt d’error a la matriu derivada) que la difere`ncia d’ordre entre el Me`todes 1 i 2 e´s
imperceptible.
Tenint en compte tot aixo`, podem concloure que si el nostre objectiu e´s simplement calcular la
matriu de derivades respecte condicions inicials d’un sistema, la solucio´ me´s ra`pida i eficac¸ e´s
sense dubte la ressolucio´ de les equacions variacionals. De totes maneres, si el nostre objectiu
e´s calcular aquesta matriu per despre´s utilitzar-la en un me`tode prou robust (com e´s el cas del
me`tode de Newton) la derivacio´ nume`rica endavant e´s una bona alternativa, ja que tot i e´sser
molt menys precisa, es triga el mateix i aixo` e´s prioritari en aquest cas.
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