Abstract. The main purpose of this paper is to study the problem of the existence, uniqueness and positivity of solutions of a system of higher order fractional differential equations with boundary value problem expressed by fractional and integral conditions. Using fixed point theorems, we discuss the existence and the uniqueness of solutions of this problem, and we apply GuoKrasnoselskii's fixed point theorem in cone to study the existence of positive solutions. We give some examples to illustrate our results.
Introduction
Fractional differential equations have been of great interest. This is because of the big numbers of applications in various fields of science and engineering [4, 5, 6, 7] . Recently, many books about fractional calculus and fractional differential equations have been appeared [1, 2, 3] . The main purpose of the present paper is to investigate sufficient conditions for the existence, uniqueness and positivity solution of the following higher-order fractional differential equation: 
where p ∈ N * , i ∈ {1, ..., p} , n i ∈ N * \ {1} , m i ∈ R + , 0 γ i < Γ(m i +n i )
T n i +m i −1 , u(t) = (u 1 (t), ..., u p (t)), 0 + u i (T ) has physical significations such as total mass, moment, etc. Sometimes it is better to impose integral conditions to get a more accurate measure than a local condition (see [21] ).
Various type of boundary value problems involving fractional derivative were studied by many authors using fixed point theorems on cones, fixed point index theory, Adomian decomposition method, fixed point theorem combined with the technique of measures of weak non-compactness, Leray-Schauder nonlinear alternative, LeggettWilliams fixed point theorem, upper and lower solutions method (see [13, 12, 14, 15, 16, 17, 18, 19, 20] ).
In [15] , V. Daftardar-Gejji et al. discussed existence, uniqueness and stability of solutions of the system of nonlinear fractional differential equations:
c D α i 0 + u i (t) = f i (t, u 1 (t), ..., u n (t)) = 0, 0 < t < 1 ( 3 )
where 1 i n , 1 k m i , m i < α i m i + 1.
In [14] , K. Diethelm considered the following ordinary fractional differential equations with Caputo-type differential operators:
K. Diethelm give a full characterization of the situations where smooth solutions exist of (5)- (6) . The results can be extended to a class of weakly singular Volterra integral equations.
In [17] 
where D α 0 + is the α − th Riemann-Liouville fractional derivative and 1
The existence of positive solutions of a (7)-(8) can be established by finding fixed points of an associated operator. The construction of such operators often involves the derivation of the Green's functions and is a key step in this approach.
In [12] , J. Deng et al. studied the existence and uniqueness of solutions of initial value problems for nonlinear fractional differential equations: 
Two methods are used to solve this type of equations. The first is an analytical method called Adomian decomposition method. Convergence analysis of this method is discussed. This analysis is used to estimate the maximum absolute truncated error of Adomian's series solution. The second method is a proposed numerical method. A comparison between the results of the two methods is given. For some recent contributions on fractional differential equations, we refer the reader to (see [22, 23, 24, 25, 26, 27, 28, 29] ). Our aim is to use Banach contraction principle and Leray-Schauder nonlinear alternative to prove the existence and uniqueness solutions of our problem. For this, we formulate the boundary value problem as the fixed point problem. However, the Schauder fixed point theorem cannot ensure the solutions to be positive. Since only positive solutions are useful for many applications, motivated by the above works, the existence of positive solution are obtained by the Guo-Krasnosels'kii fixed point theorem. The particularity of our equation (1)- (2) is that the nonlinear term contain the fractional order derivative D
, and boundary condition involving fractional integral condition I m i 0 + u i (1) which leads to extra difficulties. To the best of our knowledge, no one has studied the existence and positivity of solutions for nonlinear differential fractional equation (1) jointly with fractional and integral conditions (2) . For p = 1, α 1 = 2, m 1 = 0, γ 1 = 1 we have the second order problem u 1 (t) = f 1 (t, u 1 (t)), t ∈ [0, 1] with classical boundary conditions u(0) = 0, u (0) = u(1) and for p = 1, α 1 = 2, γ 1 = 0 we have the second order problem u 1 (t) = f 1 (t, u 1 (t)), t ∈ [0, 1] with the initial conditions u(0) = u (0) = 0. In special cases our problem reduces to (3)- (4), (5)- (6), (9)- (10) and (11)-(12).
Lemmas
In this section we present the necessary definitions and lemmas from fractional calculus theory. For details, see [8, 9, 10, 11] .
where Γ is the gamma function.
For
LEMMA 3. Let α, β > 0 and n = [α] + 1 , then the following relations hold:
where β > n and c D α
where, c i ∈ R, i = 0, ..., n − 1 and n = [α] + 1 .
The space E is a Banach space equipped with the norm
where c D
and c D β j t,0 + (u i )(t) fractional derivatives with respect to the variable t . (1)- (2) if and only if u satisfies (1)- (2) and for
2. The function u = (u 1 ,... ,u p ) is called a positive solution of the system (1)- (2) if and only if u satisfies (1)- (2) and for all i ∈ {1,..., p} , u i (t) > 0 for t ∈ (0, T ).
and g i,k are continuous functions. Then the fractional differential problem:
Proof. Applying Lemma 5 we reduce equation c D
From the boundary condition u
Therefore, we have successively
We denote by
We obtain that
Then
that can be written as
, where G i and ϕ i are defined by 24 and 25. The proof is complete.
Let T i the operator defined by
P i (u) and Q i (u) are given by
and
Let T, P and Q the operators defined by 
is a solution of the fractional differential boundary value problem (1)-(2) if and only if T(u)(t) = u(t) for all t ∈ [0, T ].

Existence and uniqueness results
(Note that c D
If 0 t s T , we have
This achieves the proof. Now, we prove the existence and uniqueness of solutions in the Banach space E . The uniqueness result is based on the Banach's contraction principle Theorem [30] . 
where
Then the problem (1)- (2) has a unique solution u in E .
Proof. We need to verify that T is a contraction function.
where A i, j (Q) is given in (38). From (40) we deduce that
On the other hand. For all i ∈ {1, ..., p} , j ∈ {0, ..., n i − 2} we have
where A i, j (P) is given in (39). From (42) we deduce that
From (41) and (43) we deduce that
Then T is contraction, hence it has a unique fixed point which is the unique solution of (1)-(2). The proof is complete.
We establish an existence result using the nonlinear alternative of Learay-Schauder type. 
Then the boundary value problem (1)- (2) has at least one nontrivial solution u * ∈ E .
Proof. The proof will be done in some steps. First let us prove that T is complete continuous.
Step 1. It is easy to see that T is continuous since f i , h i,k and G i are continuous. Let B η = {u ∈ E; u η} be a bounded subset in E . We shall prove that T(B η ) is relatively compact.
Step 2. For u ∈ B η and using Lemma 9 we get
Using Cauchy-Schwarz inequality we have for all i ∈ {1,..., p} , for all t
Then for all i ∈ {1,..., p} c D
We deduce that
Using a similar technique, we get
Then c D
Consequently
hence T(B η ) is uniformly bounded.
Step 3 In the end we show that T (B η ) is equicontinuous. In fact, we denote by:
Let t 1 , t 2 ∈ [0, T ] such that t 1 < t 2 and u ∈ B η we have
Similarly, we have
is equicontinuous. By means of Arzela-Ascoli theorem [30] we deduce that T is complete continuous. Now, we apply Leray -Schauder nonlinear alternative to prove that T has at least a nontrivial solution in E . We denote by Ω = {u ∈ E; u < r} . Then for u ∈ ∂ Ω, such that u = λ T(u), 0 < λ < 1, we have
B j,i (P)(r).
which is a contradiction to the fact that u ∈ ∂ Ω. Theorem 1 allows us to conclude that T has a fixed point u * ∈ Ω, and then problem (1)-(2) has a nontrivial solution u * ∈ E . This achieves the proof.
Existence of positive solutions
In this section, we will give some preliminary considerations and some lemmas which are essential to establish a sufficient conditions for the existence of at least one positive solutions for our problem. We make the following additional assumption.
THEOREM 2. (Guo-Krasnosel'skii fixed point theorem [31] ) Let E be a Banach space, and let K ⊂ E be a cone. Assume Ω 1 and Ω 2 be two bounded open subsets in E with 0 ∈ Ω 1 , Ω 1 ⊂ Ω 2 . Let A : K ∩ (Ω 2 \Ω 1 ) → K be a completely continuous operator such that:
Then A has a fixed point in K ∩ (Ω 2 \Ω 1 ).
is a cone of E .
We employ Guo-Krasnoselskii's fixed point theorem in cone to prove the existence of positive solutions of our problem, we have the following theorem. Proof. Remark 1 shows that C is a cone subset of E . Lemma 9 and (H1) show that T : C → C . In addition, a standard argument involving the Arzela-Ascoli theorem [30] implies that T is a completely continuous operator. For all i ∈ {1, ..., p}
Hence, for all i ∈ {1, ..., p}
and define
Now, we prove the second inequality. For all i ∈ {1, ..., p} , j ∈ {0, ...,
We obtain
On the other hand, for all i ∈ {1, ..., p} , j ∈ {0, ...,
we deduce that
and we define Ω 2 = {u ∈ E : u < R 2 } . Clearly, Ω 1 ⊂ Ω 2 and for any u ∈ C ∩ ∂ Ω 2 , we obtain T(u) R 2 = u . Thus, for any u ∈ C ∩ ∂ Ω 2 , it implies that
Based on Theorem 2, we get from (67) and (69) that the operator T has at least one fixed point. Thus, it follows (1)-(2) has at least one nonnegative solution and from (H1) and (H2), (1)- (2) has at least one positive solution. EXAMPLE 1. Consider the following system of boundary value problem. 
ds.
(70)
The following notations can be easily specified as x 0 = (x 1,0 , x 2,0 ), y 0 = (y 1,0 , y 2,0 ), 1 , y 2,1 ) , T = 1, p = 2, n 1 = 2, n 2 = 3, α 1 = (1 + t) 2 60000 , ϕ 1,2,0 (t) = (1 + t) 3 60000 , ϕ 2,1,0 (t) = (1 + t) 3 60000 , ϕ 2,2,0 (t) = (1 + t) 4 60000 , ϕ 2,1,1 (t) = (1 + t) 4 60000 and ϕ 2,2,1 (t) = (1 + t) 5 60000 .
We have Then from Theorem 10 we conclude that the fractional differential boundary value problem (70) has a unique solution u * = (u 1 , u 2 ) ∈ E . h 1,0 (t, x 1,0 , x 2,0 ) = h 1,1 (t, x 1,0 , x 2,0 ) = h 2,0 (t, x 1,0 , x 2,0 ) = h 2,1 (t, x 1,0 , x 2,0 ) = Hence, from Theorem 3 we conclude that the problem (72) has at least one positive solution.
