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In power system analysis, uncertainties in the supplier side are often difficult to esti-
mate and have a substantial impact on the result of the analysis. This thesis includes
preliminary work to approach the difficulties. In the first part, a specific electricity
auction mechanism based on a Japanese power market is investigated analytically
from several game theoretic viewpoints. In the second part, electricity auctions are
simulated using agent-based modeling.
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Chapter 1
Introduction
In a large number of countries and regions, auctions have been adopted or will be
adopted as a means of transaction in electricity markets. To understand how these
auction systems work is crucial not only for participants of the auction but also
for power system operators. Auctions affect the income and the expenditure of the
participants as well as network security.
For participants of the auction, bidding strategies for the auction are of interest,
and these have been explored under various settings. The optimal bidding strategy
can be derived by backward dynamic programming, with its target function set to
cost, when the market clearing price is known from historical data [1]. Also, when the
residual demand curve is known from historical data, the optimal bidding strategy is
derived by dynamic programming [1] [2] [3]. As a result, estimating the market clearing
price or the residual demand curve precisely is imperative work for participants of
the auction to maximize their profit.
For electricity market designers, this market clearing price is of interest. If the
electricity auctions were held only once, characterizing the market clearing price as
a Nash equilibrium would be rather simple. Since the electricity auctions are held
repeatedly everyday, however, there are a myriad of Nash equilibria in this game.
As is known from repeated Prisoner's Dilemma experiments, players often cooperate
in repeated games, which makes the expected market clearing price higher. These
experiments show that a player cooperates first and watches how the other players
13
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behave expecting that the other players don't use backward induction to maximize
their profit either. In this way, the players can accomplish Pareto efficient operation,
which is also called tacit collusion in this case. However, tacit collusion is not stable
and breaks down to a non-Pareto optimal Nash equilibrium during the repeated
games. After the breakdown, the strategy in which the players both defect until
the last game is a Nash equilibrium, which is called trigger strategy, but in the
experiments, the players often tacitly renegotiate to accomplish Pareto efficiency [4].
These experiments suggest the difficulty of predicting the market clearing price in
repeated auctions.
In order to deal with this complexity of repeated games, agent-based simulation
has been utilized recently. Using agent-based simulation, under the setting in which
the agents with the highest 0.5% payoff reproduce themselves, replacing the agents
with the lowest 0.5% payoff, high-cooperation agents are better off when the incentive
to defect is low. In contrast, low-cooperation agents are better off when the incentive
to defect is high [4]. This example suggests the difficulty of estimating how the auction
system works. Extending this game, electricity auctions in England and Wales [5] [6]
and in the United States have been analyzed using agent-based simulation in order to
investigate the markets from the aspect of the market clearing price, collusion, and
the exercise of the market power.
In this thesis, repeated electricity auctions are analyzed from the game theoretic
viewpoint. The electricity auction system used in a particular Japanese power mar-
ket is assumed, and its simplest form is modeled to help better understand how
the auction system works. In Japan, auctions have been adopted for electric power
transactions, and auction-based transactions are expected to continue to grow due to
the increase of generating power from independent Power Producers and Suppliers
(PPSs). In order to support the transaction, the Japan Electric Power Exchange
(JEPX) was founded last year, and will start its operation from April 2005.
At first, this repeated game is investigated analytically using different approaches,
and later, the game is simulated using agent-based modeling. In Chapter 2, classical
game theoretic techniques are used to analyze the non-repeated auction. The assumed
14
auction system and the background are also described in this chapter. In Chapter
3, the strategies in the repeated auction are modeled via a Markov chain, and the
dynamics of the game are explored. The dynamics of the game are also analyzed using
replicator equations in Chapter 4. Finally, the repeated auction is investigated by
agent-based simulation in Chapter 6. Learning algorithms for the agents are carefully
considered to verify the validity of the simulation.
15

Chapter 2
Non-Repeated Game Analysis
2.1 Auction Model
In this chapter, the auction is restricted to be held only once. Players have no
information about the other players.
Assumed Model
A company, PPSO, announces its intent to buy d MWh of electricity with
its maximum acceptable price P at the auction, and two companies, PPS1
and PPS2, bid to sell dMWh of their electricity to PPSO. Here, P is the
market reserve price, and a bid price higher than or equal to P is not
acceptable. Both PPS1 and PPS2 have sufficient generating capacity to
supply d to PPSO. Their bid prices to PPSO are P1 and P2, respectively,
and their respective costs to supply d to PPSO are cl and c2. Here, cl <
Pi < P, c2 < p2 < P, and assume without loss of generality that cl < c2.
This model is the simplest form of the electricity auction system used in a particu-
lar Japanese power market, where PPSs and large utilities participate in the auction.
The Japanese auction system consists of two rounds of auctions. At the first round
of the auction, first, some companies, sellers, announce their intent to sell their elec-
tricity. Sellers have surplus electricity in addition to the demand they have to supply,
and selling their surplus electricity at the auction is more economical for them than
17
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stopping some generators or reducing their generating output. Second, other com-
panies, buyers, bid to buy electricity. Some buyers bid to buy electricity because
they don't have sufficient electricity to supply their demand. The other buyers have
sufficient electricity to supply their demand, but buying electricity at the auction is
more economical for them than producing electricity by themselves. The seller an-
nouncements are made with the amount for sale and the minimum acceptable price,
and the buyer bid prices must be higher than this minimum acceptable price. Last,
sellers choose buyers according to buyer bid prices, from the higher bid price to the
lower bid price, until the total amount of electricity reaches the amount they specified
in their announcements. The first round of the auction closes at this point. Sellers
are responsible for producing electricity for the buyers they chose, and buyers are
responsible for paying their bid prices.
As soon as the first round of the auction closes, the second round of the auction
starts. At the second round of the auction, first, some companies, buyers, announce
their intent to buy electricity. Some buyers announce to buy electricity because they
don't have sufficient electricity even after the first round of the auction, and the
other buyers announce because buying electricity at the auction is more economical
for them than producing electricity by themselves. Second, other companies, sellers,
bid to sell their electricity. These sellers have surplus electricity even after the first
round of the auction. One reason is that their minimum acceptable prices were too
high at the first round, and they didn't receive enough buyer bids to sell out surplus
electricity. Another reason is that they didn't sell out surplus electricity on purpose
expecting that they could sell their electricity at a higher price at the second round.
For these sellers, selling their surplus electricity at the auction is more economical for
them than stopping some generators or reducing their generating output. The buyer
announcements are made with the amount to buy and the maximum acceptable price,
and the seller bid prices must be lower than this maximum acceptable price. Last,
buyers choose sellers according to seller bid prices, from the lower bid price to the
higher bid price, until the total amount of electricity reaches the amount they specified
in their announcement. The second round of the auction closes at this point. Sellers
18
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are responsible for producing electricity for the buyers they chose, and buyers are
responsible for paying their bid prices.
The assumed model in this thesis represents the second round of the auction. In
order to understand how the auction works, we assume only one company announces
to buy electricity. Also, the number of companies that bid to this announcement is
limited to two.
2.2 Pure-Strategy Nash Equilibrium
Pure-strategy Nash equilibrium is the equilibrium under which each player chooses
only one strategy. In this model, the bid price of each company is its strategy, and
each company chooses one bid price with 100% probability for the single auction. In
contrast, under the mixed-strategy Nash equilibrium, each player can have multiple
strategies, and each strategy is chosen with a probability specified in the equilibrium.
For our model, we can argue as follows that there is a unique pure-strategy Nash
equilibrium, in which PPS1 bids with the price pi = c2 and wins the auction. The
proof is given as follows. If PPS1 bids with p > c2, PPS2 can undercut PPSI's bid
by P2 < Pi. However, PPS1 can always undercut this PPS2's bid by pi < P2 because
P2 cannot be smaller than or equal to c. Moreover, among the PPSI's possible bids
between cl and c2, which assures PPS1's win, the bid pi = c2 brings the best profit to
PPS1. Thus, bidding with P1 = c2 is the best strategy for PPS1 regardless of PPS2's
bid.
2.3 Iterated Elimination of Dominated Strategies
A Nash equilibrium may also be found by the iterated elimination of dominated
strategies. The following example highlights the process by which Nash equilibrium
is derived, and suggests the nature of Nash equilibrium in the assumed model in this
thesis.
19
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Example
In the assumed model in this thesis, let c1 = 5.0, c2 = 7.0, and P =
12.0, and also suppose that the bid price is discrete with an interval of 1.0
between bids. Thus, the acceptable bid price for PPS1 is cl + 1.0 x i (i
= 1,2,3,4,5,6), and the acceptable bid price for PPS2 is c2 + 1.0 x i (i =
1,2,3,4).
d
If P1 = P2, PPS1 and PPS2 both sell MWh of electricity to PPSO at
2
Pi d cl
the price p2. Assume that the cost to sell 2 MWh of electricity is 2 and2
2 for PPS1 and PPS2, respectively. Though we can assign the monetary
2
unit for pi, P2, cl, and c2, we define that they have no unit except Chapter
6. Note that pi, P2, cl, and c2 are not given per MWh, and that is the
reason that we assume half price and half cost for supplying half amount
of electricity.
Also, note that these conditions are given in order to make the number of
strategies countable, and they don't limit the generality of the assumed
model.
In this case, PPSI's bid price is one of 6.0, 7.0, 8.0, 9.0, 10.0, or 11.0. PPS2's bid
price is one of 8.0, 9.0, 10.0, or 11.0, so PPS1 can always win when pi = 6.0 or 7.0.
Since PPS1's strategy P1 = 6.0 is obviously strictly dominated by the strategy pi =
7.0, assume that PPSl's bid price is one of 7.0, 8.0, 9.0, 10.0, or 11.0.
The iterated elimination of dominated strategies is often performed using the
payoff matrix. In this case, the payoff for PPS1 and PPS2 is the profit from the
auction. Let ul and u2 be the payoff for PPS1 and PPS2. When PPS1 wins the
auction, ul = pi - c and u2 = 0. When PPS2 wins the auction, ul = 0 and u2 =
P2 - c2. When they tie, ul and 2 = 2 The objective of both PPS1W t 2 2
and PPS2 is to maximize this payoff from the auction.
Table 2.1 is the payoff matrix of this case. The payoff (ul, u2 ) is shown in the
table. When PPS1 and PPS2 choose their strategies, if no improvement of ul can
be made by changing pi without lowering u2, and if no improvement of u2 can be
20
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PPS1's
Strategy
(Pi)
PPS2's Strategy (P2)
8.0 9.0 10.0 11.0
7.0 (2.0, 0.0) (2.0, 0.0) (2.0, 0.0) (2.0, 0.0)
8.0 (1.5, 0.5) (3.0, 0.0) (3.0, 0.0) (3.0, 0.0)
9.0 (0.0, 1.0) (2.0, 1.0) (4.0, 0.0) (4.0, 0.0)
10.0 (0.0, 1.0) (0.0, 2.0) (2.5, 1.5) (5.0, 0.0)
11.0 (0.0, 1.0) (0.0, 2.0) (0.0, 3.0) (3.0, 2.0)
Table 2.1: Payoff matrix.
made by changing P2 without lowering ul, the set of their strategies is called Pareto
efficient. From Table 2.1, we can see that (p1, P2) = (10.0, 11.0), (11.0, 10.0), (11.0,
11.0) are Pareto efficient strategies.
Now, the definition of the dominated strategy is given as follows. Let u1(pl,p2)
denote the payoff PPS1 receives when PPS1 and PPS2 choose the strategy pi and P2.
When we have following inequality:
ul(i, k) > ul(j, k), for Vk E P2 ,
we say PPSI's strategy pi = j is strictly dominated
when we have following inequality:
by its strategy pi = i. Similarly,
ul(i, k) > ul(j, k), for Vk E p2,
we say PI'PSI's strategy pi = j is weakly dominated by its strategy pi = i.
In the payoff matrix, no strategy is strictly dominated by other strategies. How-
ever, PPSi's strategy pi = 11.0 and PPS2's strategy P2 = 11.0 are weakly dominated
by their other strategies. Since the iterated elimination of weakly dominated strategies
results in different Nash equilibria according to the order of the iterated eliminations,
careful attention has to be paid to the order of the iterated eliminations.
First, suppose pi = 11.0 is eliminated before P2 = 11.0 is eliminated. After pi =
11.0 is eliminated, the payoff matrix is updated as shown in Table 2.2.
21
CHAPTER 2. NON-REPEATED GAME ANALYSIS
PPSI's
Strategy
(Pl)
PPS2's Strategy (P2)
8.0 9.0 10.0 11.0
7.0 (2.0, 0.0) (2.0, 0.0) (2.0, 0.0) (2.0, 0.0)
8.0 (1.5, 0.5) (3.0, 0.0) (3.0, 0.0) (3.0, 0.0)
9.0 (0.0, 1.0) (2.0, 1.0) (4.0, 0.0) (4.0, 0.0)
10.0 (0.0, 1.0) (0.0, 2.0) (2.5, 1.5) (5.0, 0.0)
Table 2.2: Payoff matrix after one round of elimination.
In Table 2.2, no strategy of PPS1 is strongly or weakly dominated by its other
strategies, but PPS2's strategies P2 = 10.0 and 11.0 are weakly dominated by its other
strategies. Thus, the column of P2 = 10.0 or P2 = 11.0 can be deleted now.
The tree of this iterated elimination is drawn in Figure 2-1. In Figure 2-1, different
nodes in one rectangle represent the same resulting payoff matrix from different orders
of eliminations. From the elimination tree, we can see that after the elimination of
three strategies from Table 2.1, different orders of eliminations result in only two
kinds of payoff matrices, shown in Table 2.3 and Table 2.4.
nl=l 1
p2=11
Figure 2-1: Elimination tree.
PPS1's
Strategy
(pi)
PPS2's Strategy (P2)
8.0 9.0
7.0 (2.0, 0.0) (2.0, 0.0)
8.0 (1.5, 0.5) (3.0, 0.0)
9.0 (0.0, 1.0) (2.0, 1.0)
10.0 (0.0, 1.0) (0.0, 2.0)
Table 2.3: Payoff matrix after one order of elimination.
22
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PPS2's Strategy (P2)
8.0 9.0 10.0
PPS1's 7.0 (2.0, 0.0) (2.0, 0.0) (2.0, 0.0)
Strategy 8.0 (1.5, 0.5) (3.0, 0.0) (3.0, 0.0)
(p1) 9.0 (0.0, 1.0) (2.0, 1.0) (4.0, 0.0)
Table 2.4: Payoff matrix after another order of elimination.
Now, from Table 2.3 and Table 2.4, we can continue to eliminate strongly or
weakly dominated strategies. The result of the elimination is shown in Figure 2-2.
( o2.4
Figure 2-2: Elimination tree after Figure 2-1.
Figure 2-2 shows that the iterated elimination of dominated strategies yields (pl,
P2) = (7.0, 8.0) as the only surviving strategy, regardless of the order of eliminations.
This means that (P1, P2) = (7.0, 8.0) is the only pure-strategy Nash equilibrium for
this case, and this result corresponds with the equilibrium stated in the previous
section.
2.4 Mixed-Strategy Nash Equilibrium
Nash showed that any n-person game with a finite number of pure strategies, but with
mixed strategies allowed, has at least one Nash equilibrium [7]. We have already found
a pure-strategy Nash equilibrium of the non-repeated auction in our assumed model,
but when we consider mixed-strategies, we might be able to find other Nash equilibria
of the same non-repeated auction. The Fundamental Theorem of mixed-strategy Nash
23
CHAPTER 2. NON-REPEATED GAME ANALYSIS
equilibrium is often used, in order to find a mixed-strategy Nash equilibrium from a
payoff matrix. The Fundamental Theorem can be explained as follows.
In our assumed model, let xi be the probability that PPS1 uses the i-th strat-
egy. Then, when PPS1 has n strategies, the column vector x = [xl,x 2,...,xn]T
(En= xi = 1) specifies the mixed-strategy of PPS1. Also, let y = [yl,Y2, ... ,ym]T
(Zm=l Yi = 1) denote the mixed-strategy for PPS2. Now, we define the payoff matrix
for PPS1 as:
a l l ... aim
an ... anm
where aij is the payoff for PPS1 when it uses the i-th strategy and PPS2 uses the
j-th strategy. We also define the payoff matrix for PPS2:
bl ... bin
bmi ... bmn
where bij is the payoff for PPS2 when it uses the i-th strategy and PPS1 uses the
j-th strategy.
Next, let rTAi be the expected payoff for PPS1 when it uses the i-th strategy. The
payoff 7rAi is given as:
7rAi = ailY1+ ai2y 2 + ' + aimYm
Thus, the column vector rA = [A1, 7A2, ..-, 7rAn]T, which specifies the payoff for each
strategy of PPS1, is calculated as:
7A = Ay
Let *A be the expected payoff when PPS1 uses the mixed-strategy x. The expected
24
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payoff lfA is
frA = TrA = xTAy
In the same way, the payoff for each strategy of PPS2 is
7B = Bx
and the expected payoff is
frB = YTlrB = yT Bx
Under this formulation, the Fundamental Theorem states that
strategy, Nash equilibrium if and only if:
(x*, y*) is a mixed-
X [Ay*]i = x*TAy*
X [Ay*]i < x*TAy*
X [Bx*]i = y*TBX*
X [BX*]i < y*TBx*
, for Vi s.t. x7
, for Vi s.t. x*
, for vi s.t. y
, for Vi s.t. i
>0
= 0
>0
= 0
where [.,4y*]i ndicates the i-th row of the column vector Ay*. It implies that each
strategy of PPS1 has to yield the same payoff irA for itself and each strategy of PPS2
has to yield the same payoff lUB for itself, in order for (x*, y*) to be a completely
mixed-strategy Nash equilibrium. For, if PPS1 obtains a larger payoff by playing i-th
strategy than j-th strategy, that is 7rAi > 7rAj, it can obtain a larger average payoff by
playing the i-th strategy with a probability xi + xj and not playing the j-th strategy.
Applying the Fundamental Theorem to our assumed model, in order for (x*, y*)
to be a completely mixed-strategy it has to satisfy the following equations, derived
25
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from the payoff matrix shown in Table 2.1:
= 2.0yl
= 1.5yl
+ 2.0y2
+ 3 .0y2
2
.
0 Y2
= 0.5x2 + 1.0x3
= 1.0z3
+ 2 .0y3
+ 3 .0y3
+ 4.0y3
2.5y3
+ 1.0z4
+ 2.0x4
1.5x4
+ 2. = 2.0
+ 3.0y4
+ 4.0y4
+ 5 .0y4
3
.
0y4
+ 1.0z5
+ 2.0X5
+ 3.0x5
2.0x 5
Since rAl = 2.0, we can see that iWA is equal to 2.0 if x1 > 0, and WiA is larger than
or equal to 2.0 otherwise. Now, we will show 5 = 0 by contradiction. Suppose
2
X5 $ 0. Then, 7rA5 = WiA > 2.0 from the Fundamental Theorem. It requires y4 > -
-3'
but 7rA4 > 7rA5 for V 3 when 4 > 0. Since iWA has to be larger than or equal to 7rA4
under any condition, WA > rA5. This contradicts the requirement 7rA5 = itA from
the Fundamental Theorem. Thus, 5 = 0. We see that a completely mixed-strategy
doesn't exist, but a (not-completely) mixed-strategy may still exist.
When x 5 = 0, we have B4 = 0.0. We need to consider two cases.
i) tiB = 7iB4 = 0.0
In this case, 7rB1 = 7rB2 = 7rB3 = 7rB4 = 0.0, which requires x2 = X3 = 4 = 5 =
0. Thus, x = [1,0, 0, 0, O0] is the only Nash equilibrium for PPS1 including mixed-
strategies. Under this strategy of PPS1, the payoff of PPS1 irA = rAl = 2.0,
and the payoff of PPS2 irB = 7rBi = 0.0 for Vi for any mixed-strategy of PPS2.
Therefore, any mixed-strategy of PPS2 which satisfies
A-A = 7rAl > 7TAi # [Ay*]1 > [Ay*]i , for i = 2, 3, 4, 5
can be regarded as a mixed-strategy Nash equilibrium for PPS2.
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irA
frA
itA
itA
iA
TB
itB
frB
irB
= 7A1
= 7A2
= 7A3
= 7A4
= 7rA5
= 7rB1
= 1TB2
= 1B3
= 7rB4
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ii) WrB > 7TB4 = 0.0
In this case, we have 4 =
and Y4 = 0, we obtain
This time, we can
7B3 = 0.0.
7rA
'A
ftA
A
HA
WB
71B
WfB
frB
0 from the Fundamental Theorem. By setting x5 = 0
= A1
= 7rA2
= 7A3
= 7A4
> 7rA5
= 7rB1
= 7B2
= 7rB3
> B4
2.0
1.5yl +
0.0
0.5x 2
3
.0y2
2.0y2
+ 1.0x 3
1.0x 3
+ 3.0y3
+ 4.0y3
2.5y3
+ 1.0x4
+ 2.0x4
1.5x4
0.0
show X4 = 0 by contradiction in the same way. Thus, we have
When ftB = 7TB3 = 0.0, we will obtain the same mixed-strategy Nash equilibrium
as i). When frB > 7rB3 = 0.0, we have y3 = 0 from the Fundamental Theorem.
By setting x4 = 0 and y3 = 0 this time, we obtain
WHA
WA
WA
71A
WtA
UrB
kB
kB
SUB
- 7A1
=- 7A2
= 7A3
> A4
> 7rA5
= TB1
= 7B2
> 7rB3
> 7rB4
2.0
1
.
5 yl
0.0
0.0
0.5x 2
+ 3 .0y2
2.0Y2
+ 1.0z3
1.0z3
0.0
0.0
Again, we can show 3 = 0 by contradiction and have 7rB2 = 0.0. When
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rFB = rB2 = 0.0, we will obtain the same mixed-strategy Nash equilibrium as i).
When lrB > 7rB2 = 0.0, we have 2 = 0 from the Fundamental Theorem, which
determines the mixed-strategy Nash equilibrium for PPS2 as y = [1, 0, 0, 0].
By setting x 3 = 0, yl = 1 and Y2 = 0, we obtain
7 A1 = 2.0
7rA2 = 1.5
/rA > 7rA3 = 0.0
irA > 7rA4 = 0.0
/A > 7rA5 = 0.0
/iB = 7rB1 = 0.5X2
B > 7TB2 0= .0
7TB > 7IB3 .= 0.0
rB > 7rB4 = 0.0
Since 7rA1 > rA2, we conclude that iA = 7rAl > rA2 and x = [1, 0, 0, 0, 0] is a
mixed-strategy Nash equilibrium for PPS1. Under this equilibrium, frB = rBi =
0.0 for Vi. However, it contradicts the condition irB > 7rB4 = 0.0 that we set for
ii). Therefore, there isn't a mixed-strategy Nash equilibrium under which PPS2
obtains a positive payoff.
In conclusion, in the non-repeated auction of our assumed model, (x*, y*) is a
mixed-strategy Nash equilibrium if and only if
(1) x*= [1, 0, 0, 0, 0] ,and
(2) rtA = rA1 > irAi > [Ay*]i > [Ay*]i ,for i = 2,3,4,5
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Markov Chain Analysis
3.1 Formulation
In this chapter, the auction assumed in the previous chapter is repeated infinitely,
and the dynamics of the game are investigated. A Markov chain is used to model the
repeated game. This is a common way to model repeated games [4], but players can
carry over information only from the last game. Some dynamic characteristics are
lost by this assumption, but we are still able to derive some insight.
Now, assume that players in the electricity market change their bid price in the
next auction according to the following rule:
If player wins, { Raise its bid price :
Stay
probability = a
probability = I - a
If player loses,
Lower its bid price
Stay
: probability = b
: probability = 1 - b
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If players tie, each independently will
Lower its bid price : probability = c
Stay L probability = I - c
When players raise or lower their bid price, only a one-step change, for example
from pi = 7.0 to pi = 8.0, is allowed in the model.
In this assumption, when a player wins, it stays at the same strategy or chooses a
more profitable strategy. However, this more profitable strategy is expected to have
a lower probability of winning at the next auction. When a player loses, it stays at
the same strategy or chooses a less profitable strategy which is expected to have a
higher probability of winning at the next auction. When players tie, they behave as
they do when they lose, but they are more likely to stay at the same strategy, that is
c < b.
3.2 Analysis of the Markov Process
Figure 3-1 shows the Markov chain of this repeated auction. In the figure, the state
consists of PPSI's and PPS2's strategies, and is shown as (pl, P2). The states, (7.0,
8.0) and (8.0, 8.0), constitute the only absorption class in the Markov chain, and
the other states are transient states. Thus, after enough repeated auctions, PPS1 is
bidding at pi = 7.0 or 8.0, and PPS2 is bidding at P2 = 8.0. In this steady state, the
c
probability that PPS1 bids at pi = 7.0 is , and the probability that it bids at
a
pi = 8.0 is . The Markov chain analysis suggests that the equilibrium is at pi
= 7.0 even in the repeated auction.
When we look at Figure 3-1 carefully, we notice that the states are separated into
the four zones shown in Figure 3-2. In Zonel, PPS2 loses to or ties with PPS1, and
its bid price is 8.0. In Zone2, when PPS1 loses to or ties with PPS2, its bid price is
9.0. When PPS2 loses to or ties with PPS1, its bid price is 9.0. Similarly, in Zone3,
when PPS1 or PPS2 loses or ties, its bid price is 10.0. In Zone4, it is 11.0.
Zonel is accessible from all other zones, and Zone2 is accessible from Zone3 and
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Figure 3-1: Markov chain of repeated auction.
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Figure 3-2: Zones of the Markov chain.
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3.2. ANALYSIS OF THE MARKOV PROCESS
Zone4. Similarly, Zone3 is accessible only from Zone4, and Zone4 is not accessible
from any other zones. Thus, if the current state is in Zone4, it will be eventually
absorbed in Zonel via Zone3 and Zone2. This transition from zone to zone happens
when a loser lowers its bid price. It also happens when both players lower their bid
price after they tie.
Therefore, when the starting state is in Zone4, the probability b plays an important
role in determining whether the players can reach Pareto efficient states (Pl, P2) =
(10.0, 11.0), (11.0, 10.0), (11.0, 11.0) or not. For example, starting from (Pl, P2) =
(11.0, 8.0) in Zone4, the probability that PPS1 and PPS2 go to Zone3 at the next
auction is
(1 - a)b + ab = b
Thus, when b is closer to 0, they are more likely to stay in Zone4. It means PPS1
can patiently wait and see how PPS2 behaves when it wins. Suppose that they go to
(pl, P2) = (11.0, 9.0) in Zone4 after some auctions. The probability that they go to
Zone3 at the next auction is also b. The same is true when they start from (Pl, P2)
= (7.0, 11.0), in which PPS1 wins over PPS2. From the example, we can see that
when b is closer to 0, they are more likely to be able to reach Pareto efficient states.
This suggests that, in order to achieve Pareto efficiency, the patience to wait until
the other player raises its bid price is important.
This situation matches the published experience with repeated Prisoner's Dilemma
experiments. In such an experiment, a prisoner, say Prisoner 1, often cooperates first,
and looks at how the other prisoner, Prisoner 2, behaves. If Prisoner 1 is patient
enough to wait until Prisoner 2 cooperates, they can reach the Pareto efficient strategy
together. Patience is the key to achieving Pareto efficiency in both situations.
Also, the process of getting from the Pareto efficient states to the Nash equilibrium
states is similar in both situations. The Pareto efficient states are unstable, and
eventually break down to the Nash equilibrium. Just as each prisoner betrays the
other prisoner at the Nash equilibrium, both players in our Markov process eventually
end up bidding the low price in Zonel.
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In repeated Prisoner's Dilemma experiments, prisoners often tacitly renegotiate
to accomplish Pareto efficiency from the non-Pareto optimal Nash equilibrium, but
this renegotiation is not modeled in this Markov process. This is the reason why the
states, (Pl, P2) = (7.0, 8.0), (8.0, 8.0), constitute the only absorption class in this
Markov process.
3.3 Taking a Firm Stand
What if the players never lower their bid price when they tie, that is c = O? Figure
3-3 shows the Markov process when c = 0. Now, all four states in which the players
tie, (pl, p2) = (8.0, 8.0), (9.0, 9.0), (10.0, 10.0), (11.0, 11.0), are absorption states.
Given a starting state, the probability that PPS1 and PPS2 end up in each ab-
sorption state can be calculated from Figure 3-3. For example, the calculation of the
probability that starting from (Pl, P2) = (11.0, 8.0), PPS1 and PPS2 end up in the
absorption state (Pl, P2) = (11.0, 11.0), is shown here. This probability is same as
the probability that, for c 0 and starting from (pl, P2) = (11.0, 8.0), PPS1 and
PPS2 go through the Pareto efficient state (pl, P2) = (11.0, 11.0), because the state
can only go from Zone4 to Zonel.
Let P(pl,p 2) denote the probability that starting from (Pl, p2), PPS1 and PPS2
end up in the absorption state (pl, p2) = (11.0, 11.0). Then, the solution is given as
P(11.0, 8.0). Using transition probabilities, P(pl,p2) satisfies following equations:
P(10.0,11.0) = a(1 - b) + (1 - a)(1 - b)P(10.0, 11.0) + abP(11.0, 10.0)
P(11.0,8.0) = a(1 - b)P(11.0, 9.0) + (1 - a)(1 - b)P(11.0,8.0)
P(11.0,9.0) = a(1 - b)P(11.0,10.0) + (1 -a)(1-b)P(11.0,9.0)
P(11.0,10.0) = a(1 - b) ± (1 - a)(1 - b)P(11.0, 100) + abP(10.0, 11.0)
Solving this system of equations, the solution is given as
34
3.3. TAKING A FIRM STAND
Figure 3-3: Markov Process with c = 0
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P(11.0, 8.0) = + bab)(a - 2ab)(a + b - ab)2(a + b - 2ab)
This probability, P(11.0, 8.0), is shown in Figure 3-4. We can see that the proba-
bility is large when a is close to 1 and b is close to 0, and the decline of the probability
is sharp when a and b go away from their optimal ranges. The smaller a is, the sharper
the decline of the probability is when b increases from 0. Because of the sharpness of
this decline, if the given a and b are in the area where the surface of P(11.0, 8.0) is
flat, which accounts for more than half of ab-plane, we see that PPS1 and PPS2 are
not likely to be absorbed in the state (Pi, P2) = (11.0, 11.0).
P(11
0.8
0.6
0.4
0.2
0
t< ~O4 0.2
0.46 a
0.6 a
0.8
Figure 3-4: Probability to be absorbed to (11.0, 11.0).
Starting from (PI, P2) = (11.0, 8.0), the probabilities that PPS1 and PPS2 end up
in other absorption states can also be calculated. Let Pr(pl) denote these probabilities
that PPS1 and PPS2 end up with the strategy Pi (which is equal to P2). Then,
Pr(11.0) = P(11.0, 8.0).
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(1 -a)'b3Pr(8.0) (1-a)(a + b - ab)2(a + b - 2ab)
Pr(90) - ab2(1-a)(3-a-b)
Pr(910.0) a2b( - b)(3 - a - b)(a + b - ab)2 (a + b - 2ab)
Pr(11.0) -_ a b)(3 - b)
(a + b - ab)2 (a + b - 2ab)
Pr(11.0) - (a + b -ab)2(a + b - 2ab)
According to the magnitude of Pr(pl), we can see to which states PPS1 and PPS2
are most likely to be absorbed, starting from (P1, P2) = (11.0, 8.0). The absorption
state with the largest Pr(pl) among Pr(8.0), Pr(9.0), Pr(10.0), and Pr(11.0) is
shown in Figure 3-5. Since Pr(8.0), Pr(9.0), and Pr(10.0) have the same sharpness
of decline as Pr(11.0), when the given a and b are away from their optimal ranges,
the probability that PPS1 and PPS2 end up in the absorption state shown in Figure
3-5 is relatively high.
The boundary line between (8.0, 8.0) and (9.0, 9.0) is
2a+ 1b= -1
a 2 -a+ 1
The boundary line between (9.0, 9.0) and (10.0, 10.0) is
b=a
The boundary line between (10.0, 10.0) and (11.0, 11.0) is
2b + 1
b2 -b+l 1
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a
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a
Figure 3-5: Most likely absorption states.
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Replicator Dynamics
4.1 Discrete Time Replicator Equation
The replicator equation [4][8] is also commonly used to analyze the dynamics of
repeated games, especially in biology. The replicator equation for the probability
that the player uses the i-th strategy is written as
X'i -= OXi (7ri - f )
where
xi : the probability that the player uses the i-th strategy
Ixi : time derivative of xi
a coefficient for the replicator equation
7i : payoff for the player using the i-th strategy
rk : average payoff over all strategies
(= ±rlz1 + 7r2x2 + .. + 7r Tx , for n strategies)
Unlike in previous chapters, players can use a mixed strategy in this chapter, and
during the repeated auction, they change the probability that they use each strategy.
Now, considering one auction as one time-step, a discrete-time replicator equation
can be derived. The strategies are sorted in ascending order according to their payoff,
so when there are n strategies, then 7r1 < 7r2 < ... < 7rn . During the repeated auction,
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the player using the i-th strategy may notice that the j-th strategy is better than
the i-th strategy, and switches to the j-th strategy. The probability that the player
switches to the j-th strategy in the next auction is given as follows:
Pxj (rj - 7ri) ,if j > 7iPij= 
0 , otherwise
Here, , the coefficient for the replicator equation, has to be small enough to
guarantee that every Pij is smaller than or equal to 1, and j=i+l Pij < 1 for Vi. In
order to satisfy the condition, p = 0.02 is used in this chapter.
The more the player uses the j-th strategy and the larger the difference between
7ri and rj is, the more likely the player is to switch to the j-th strategy.
Given the probability xi(t) that the player uses the i-th strategy at time t, we can
write:
i-1 n
xi(t + 1) = xi(t) + Z-pjixj(t) - xi(t) E Pij
j=1 j=i+l
i n
= xi(t) + xi(t) A, 0 (7ri - 7j) xj(t) - xi(t) (7j - 7ri) xj(t)
j=1 j=i+l
= xi(t) + Oxi (t) , xj(t) (i - 7rj)
j=1
= xi(t) + Pxi(t) (ri- )
Applying this discrete-time replicator equation, the model in Chapter 2 can be
analyzed. The limitations of the Markov chain analysis in representing changing
strategies no longer apply. The auction is repeated until the dynamics become appar-
ent. Since there are two players to be updated by their respective replicator equations,
the update takes place in turns. MATLABO is used for calculation, and the script is
shown in Appendix A.1.
Starting from the uniform distribution, after 100 auctions the probabilities that
PPS1 and PPS2 use the various strategies are given in the table below:
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The row labeled Strategy represents the bid prices of PPS1 and PPS2.
After 2000 auctions, the probabilities that PPS1 and PPS2 use the various strate-
gies looks quite different:
11.09.0.0
0.00000.0000)000
0.00220.01120.9827
Thus, PPS1 eventually finds that the pure strategy pi = 7.0 is the best strategy,
which is the Nash equilibrium in the non-repeated auction, and PPS1 and PPS2 don't
find Pareto efficient strategies. Thus, the replicator dynamics also suggests that the
equilibrium exists at p1 = 7.0 in the repeated auction.
4.2 Evolution of Strategy to the Nash Equilibrium
8.0
0.0000
10.0
0.0000
0.0039
Now, what if the first auction starts from a probability distribution
Pareto efficient? For instance, suppose:
Strategy 7.0 8.0 9.0 10.0 11.0
PPS1 0.0001 0.0001 0.0001 0.0001 0.9996
PPS2 - 0.0001 0.0001 0.0001 0.9997
After 10000 auctions, the probability distribution converges to
Strategy 7.0 8.0 9.0 10.0 11.0
PPS1 1.0000 0.0000 0.0000 0.0000 0.0000
PPS2 - 1.0000 0.0000 0.0000 0.0000
that is close to
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Strategy 7.0 8.0 9.0 10.0 11.0
PPS1 0.1568 0.5041 0.2758 0.0554 0.0079
PPS2 - 0.3316 0.3473 0.2022 0.1189
=l
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Here is how this evolution of strategy progresses. At the first auction, the payoff
for PPS1 is
7r(7.0) 2.0000
7r(8.0) 2.9999
i(9.0) = 3.9994
7(10.0) 4.9988
7r(11.0) 2.9991
where 7r(7.0) represents the payoff when PPS1 uses the strategy pi = 7.0. As can
be seen, 7r(10.0) is larger than 7r(11.0). Since PPS2 adopts the strategy P2 = 11.0,
with a probability of 0.9997, PPS1 ties with PPS2 with a probability of 0.9997 when
PPS1 adopts the strategy pi = 11.0. This brings the payoff ul = 3.0 to PPS1. When
PPS1 adopts the strategy pi = 10.0, PPS1 wins over PPS2 with a probability of
0.9997, and earns the payoff ul = 5.0. Pareto efficiency doesn't guarantee optimality
to the individuals, and in this case PPS1 can obtain a better payoff by lowering its
bid price. For this reason, PPS1 shifts its strategy from P1 = 11.0 to pi = 10.0. If
PPS1 knew at this point that it could obtain only ul = 2.0 at the Nash equilibrium,
PPS1 might settle for ul = 3.0 by choosing pi = 11.0. However, PPS1 doesn't know
where the Nash equilibrium is at first, so there is not any deterrence for PPS1 to shift
its strategy from P1 = 11.0 to pi = 10.0.
As for PPS2, the payoff at the first auction is
7r(8.0) 0.9999
7r(9.0) 1.9995
7r(10.0) 2.9989
7r(11.0) 1.9992
The same explanation can be made for PPS2. PPS2 obtains the payoff u2 = 0.0 at
the Nash equilibrium, so shifting its strategy from P2 = 11.0 to P2 = 10.0 is actually
a risky evolution of strategy for PPS2, because it can lead PPS1 to further lower its
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bid price. PPS2, however, doesn't know that its cost is higher than that of PPS1,
and PPS2 shifts its strategy from P2 = 11.0 to P2 = 10.0.
This observation suggests the difficulty of keeping players at Pareto efficient strate-
gies when there are many sellers in the auction. In the model assumed in this thesis,
players don't have information about other players. In a real auction, however, play-
ers might have information about other players from past records or the conditions it
shares with other players. This information can give a clue for the players to predict
the Nash equilibrium. Just as PPS1 might settle for ul = 3.0 by choosing pi = 11.0 if
it knew the Nash equilibrium, the information could help to prevent the breakdown
to the Nash equilibrium. The more players that take part in the auction, the more
difficult it becomes to estimate the Nash equilibrium, which causes players to drift to
the Nash equilibrium.
After 500 auctions, the evolution of strategy from (pl, P2) = (11.0, 11.0) to (pl,
P2) = (10.0, 10.0) can be clearly seen in the next table:
At this point, the payoff for PPS1 is
ir(7.0)
7r(8.0)
7r(9.0)
7(10.0)
r(11.0)
2.0000
3.0000
3.7627
2.2796
0.0914
The payoff for PPS2 is
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Strategy 7.0 8.0 9.0 10.0 11.0
PPS1 0.0000 0.0000 0.0161 0.9839 0.0000
PPS2 - 0.0000 0.1198 0.8506 0.0296
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7r(8.0) 1.0000
7r(9.0) 1.9839
I(10.0) 1.4758
7r(11.0) 0.0000
Since 7r(9.0) is larger than r(10.0) for both PPS1 and PPS2, they shift their
strategies from (pl, P2) = (10.0, 10.0) to (pl, P2) = (9.0, 9.0) this time. The repetition
of this evolution of strategy eventually leads PPS1 and PPS2 to the Nash equilibrium.
4.3 Competition Among Three Players
By using replicator equations, a repeated auction with more than two sellers can be
analyzed. In this section, we observe how the evolution of strategy changes under the
intensified competition.
Example
A company, PPSO, announces to buy d MWh of electricity with its maxi-
mum acceptable price P = 12.0 at the auction. This time, three compa-
nies, PPS1, PPS2 and PPS3, bid to sell their electricity to PPSO. Their
bid prices to PPSO are pi, P2, and p3, respectively, and their costs to sup-
ply d to PPSO are c = 5.0, c2 = 6.0, and c 3 = 7.0, respectively. Here, cl
< P < P, C2 < P2 < P, and c3 < p3 < P.
The acceptable bid price for PPS1 is cl + 1.0 x i (i = 1,2,3,4,5,6), and is
c2 + 1.0 x i (i = 1,2,3,4,5) for PPS2. For PPS3, it is c3 + 1.0 x i (i =
1,2,3,4).
When two players win with the same bid price, for example PPS1 and
d
PPS2 win with pi = P2, PPS1 and PPS2 both sell - MWh of electricity
2
Phec sl d cl
to PPSO at the price P1. The cost to sell MWh of electricity is - and
2 2 2 2
respectively for PPS1 and PPS2.
2
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d
If all three players tie at the same bid price, the three players sell - MWh
3
pi d
of electricity to PPSO at the price Pi. The cost to sell d MWh of electricity
cl C2 C3 is . , and - for PPS1, PPS2, and PPS3, respectively.
3The payoff3 3
The payoff for PPS is
U1 =
P1 -c , if Pi < P2 and Pi < P3
pi - cl2 if , z pi = P2 < P3 or pi -= P3 < P2
Pi - Cl3 ,if P1 = P2 = P3
0 , otherwise
The payoff for PPS2 and PPS3 is given in the same fashion as for PPS1.
If this auction is a non-repeated game, one of the Nash equilibria is pi = 6.0, since
PPS1 can always undercut the bids of PPS2 and PPS3 by bidding at P = 6.0. In
that Nash equilibrium, (1, u 2, U3) = (1.0, 0.0, 0.0). Pi = P2 = 7.0 is the other Nash
equilibrium of this non-repeated game. As PPS1 receives the same payoff in this
equilibrium, PPS1 doesn't have an incentive to lower its bid price once the dynamics
settles at the equilibrium. In this case, (U1, u2, U3) = (1.0, 1.0, 0.0).
Now., we go back to the repeated game. Since three players bid to sell their
electricity, the payoff matrix becomes three-dimensional. The plane p3 = 8.0 of the
payoff matrix is shown in Table 4.1.
In Table 4.1, the payoff is shown as (U1, U2, U3). In the 3 x 3 subspace on the
bottom-right corner of Table 4.1, (U1, u2, U3 ) = (0.0, 0.0, 1.0) because P > 8.0,
P2 > 8.0, and p = 8.0. The other three planes, P3 = 9.0, 10.0, and 11.0, of the
payoff matrix also need to be calculated for the analysis. The MATLAB script for
the replicator analysis with three sellers is shown in Appendix A.2, and it includes
the other three planes of the payoff matrix.
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PPSI's
Strategy
(pl)
PPS2's Strategy (P2)
7.0 8.0 9.0 10.0 11.0
6.0 (1.0, 0.0, 0.0) (1.0, 0.0, 0.0) (1.0, 0.0, 0.0) (1.0, 0.0, 0.0) (1.0, 0.0, 0.0)
7.0 (1.0, 0.5, 0.0) (2.0, 0.0, 0.0) (2.0, 0.0, 0.0) (2.0, 0.0, 0.0) (2.0, 0.0, 0.0)
8.0 (0.0, 1.0, 0.0) (1.0, 2/3, 1/3) (1.5, 0.0, 0.5) (1.5, 0.0, 0.5) (1.5, 0.0, 0.5)
9.0 (0.0, 1.0, 0.0) (0.0, 1.0, 0.5) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
10.0 (0.0, 1.0, 0.0) (0.0, 1.0, 0.5) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
11.0 (0.0, 1.0, 0.0) (0.0, 1.0, 0.5) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0) (0.0, 0.0, 1.0)
Table 4.1: Payoff matrix (P3 = 8.0).
Starting from the uniform distribution, after 100 auctions, the probability that
three sellers use each strategy is:
Strategy 6.0 7.0 8.0 9.0 10.0 11.0
PPS1 0.0996 0.4467 0.3307 0.0814 0.0270 0.0147
PPS2 - 0.3151 0.3349 0.1679 0.1029 0.0792
PPS3 - - 0.3214 0.2689 0.2181 0.1916
After 1500 auctions, the probability that the three sellers use each strategy is:
Strategy 6.0 7.0 8.0 9.0 10.0 11.0
PPS1 0.0169 0.9831 0.0000 0.0000 0.0000 0.0000
PPS2 - 1.0000 0.0000 0.0000 0.0000 0.0000
PPS3 - 0.3688 0.2544 0.2011 0.1756
Therefore, their bidding strategy eventually converges to the Nash equilibrium of
the non-repeated game. Since PPS2 chooses the strategy P2 = 7.0 with probability
1.0000, the strategies pi = 6.0 and Pi = 7.0 bring the same payoff, ul = 1.0, for PPS1.
Thus, any state in which PPS1 chooses pi = 6.0 and pi = 7.0 with a probability of
x and 1 - x, respectively, can be an equilibrium for Vx E [0.0, 1.0]. In this result,
PPS1 chooses pi = 6.0 with a probability of 0.0169 and pi = 7.0 with a probability
of 0.9831.
Compared with the result of the two-seller case, the bidding strategy in the three-
seller case converges faster to the Nash equilibrium. After 100 auctions, in the two-
seller case, PPS1 chooses the strategy pi = 8.0 with the highest probability, 0.5041.
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In the three-seller case, PPS1 chooses the strategy pi = 7.0 with the highest proba-
bility, 0.4467. This result suggests PPS1 shifts its strategy faster due to the intense
competition.
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Chapter 5
First Round of the Auction
In previous chapters, we have analyzed the second round of the electricity auction in
Japan. In this chapter, we analyze the first round of the electricity auction, where
buyers bid to seller announcements. We will show that there exists a Nash equilibrium
which is symmetrical to the one we have derived for the second round of the auction.
5.1 Non-Repeated Game Analysis
In this section, the first round of the auction is restricted to be held only once.
Assumed Model
PPS( announces its intent to sell d MWh of electricity with its minimum
acceptable price P at the auction, and PPS1 and PPS2 bid to buy d MWh
of electricity from PPSO. Their respective bid prices to PPSO are pi and
P2, which must be higher than P. If PPS1 and PPS2 produce electricity
by themselves, their costs to generate d are cl and c2, respectively. When
they cannot meet their demands by themselves, their costs are equal to
the market reserve prices, Pm1 and Pm2, by which price they can procure
the needed electricity from large utilities. Here, P < pi < c1 < Pm1, P <
P2 < c2 < Pm2, and assume without loss of generality that c1 > c2.
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For this model, there is a unique pure-strategy Nash equilibrium, in which PPS1
bids with the price pi = c2 and wins the auction. The proof is given as follows. If
PPS1 bids with pi < C2, PPS2 can win the auction by P2 > pi. However, if PPS1
bids with Pi > c2, PPS1 always wins the auction because P2 < C2. Among the choices
for PPS1 within cl > Pi > C2, Pi = c2 brings the best profit to PPS1. Thus, bidding
with pi = c2 is the best strategy for PPS1 regardless of PPS2's bid.
We can also derive this Nash equilibrium by the iterated elimination of dominated
strategies. Let cl = 12.0, c2 = 10.0, and P = 5.0. Then the acceptable bid prices
for PPS1 are 6.0, 7.0, 8.0, 9.0, 10.0, 11.0, and PPS2's bid price is one of 6.0, 7.0, 8.0,
9.0. PPS1 can always win when pi = 10.0 or 11.0, but since P = 11.0 is obviously
strictly dominated by pi = 10.0, assume that PPSI's bid price is one of 6.0, 7.0, 8.0,
9.0, 10.0. The other conditions are same as those in the example in Section 2.3.
Table 5.1 is the payoff matrix for this model. Note that this payoff matrix can
be obtained by rotating the second-round payoff matrix in Table 2.1 by 180 degrees.
Since the upper left strategy survives the iterated elimination from Table 2.1, we
expect the bottom right strategy survives the iterated elimination from Table 5.1.
Starting from the payoff matrix shown in Table 5.1, we reach the Nash equilibrium (pl,
P2) = (10.0, 9.0), as we expected, by following elimination trees shown in Figure 5-1
and Figure 5-2, regardless of the order of eliminations. At this Nash equilibrium, PPS1
wins the auction with the bid price pi = c2, and this result matches the equilibrium
derived by the theoretical reasoning.
PPS2's Strategy (P2)
PPS1's
Strategy
(Pl)
6.0 7.0 8.0 9.0
6.0 (3.0, 2.0) (0.0, 3.0) (0.0, 2.0) (0.0, 1.0)
7.0 (5.0, 0.0) (2.5, 1.5) (0.0, 2.0) (0.0, 1.0)
8.0 (4.0, 0.0) (4.0, 0.0) (2.0, 1.0) (0.0, 1.0)
9.0 (3.0, 0.0) (3.0, 0.0) (3.0, 0.0) (1.5, 0.5)
10.0 (2.0, 0.0) (2.0, 0.0) (2.0, 0.0) (2.0, 0.0)
Table 5.1: Payoff matrix for the first round of the auction.
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pl=6
p2=6
Figure 5-1: Elimination tree for the first round of the auction.
Figure 5-2: Elimination tree after Figure 5-1.
5.2 Markov Chain Analysis
For the Markov chain analysis, assume that players change their strategies according
to the following rule:
If player wins,
Lower its bid price
Stay
: probability = a
: probability = 1 - a
If player loses,
Raise its bid price
Stay
: probability = b
: probability = 1 - b
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If players tie, each independently will{ Raise its bid price : probability c
Stay : probability - c
In this assumption, when a player wins, it stays at the same strategy or chooses a
more profitable strategy. However, this more profitable strategy is expected to have
a lower probability of winning at the next auction. When a player loses, it stays at
the same strategy or chooses a less profitable strategy which is expected to have a
higher probability of winning at the next auction. Thus, this assumption corresponds
to that for the analysis of the second round of auction stated in Chapter 3.
Figure 5-3 shows the Markov chain of this repeated auction. Again, we can see
that this Markov chain can be obtained by rotating the Markov chain in Figure 3-
1 by 180 degrees. In Figure 5-3, the states, (P1, P2) = (9.0, 9.0) and (10.0, 9.0),
constitute the only absorption class in the Markov chain, and the other states are
transient states. Thus, after enough repeated auctions, PPS1 is bidding at pi 9.0
or 10.0, and PPS2 is bidding at P2 = 9.0. In this steady state, the probability that
a cPPS1 bids at pi = 9.0 is , and the probability that it bids at pi = 10.0 is +
a+c a+c
The Markov chain analysis suggests that the equilibrium is at pi = 10.0 even in the
repeated auction.
5.3 Replicator Dynamics
The assumed model in this chapter can be analyzed by the discrete-time replicator
equation we derived in Chapter 4:
xi(t + 1) = xi(t) + Pxi(t) (i - )
Starting from the uniform distribution, after 2000 auctions the probabilities that
PPS1 and PPS2 use the various strategies are given in the table below:
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Figure 5-3: Markov chain for the first round of the auction.
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During 2000 auctions, PPS1 shifts from the uniformly distributed mixed strategy
to the pure strategy pi = 10.0. Thus, the replicator dynamics also suggests that the
equilibrium exists at Pi = 10.0 in the repeated auction. Note that the result in the
table is symmetrical to the result in Section 4.1 due to the symmetrical property of
the payoff matrices.
5.4 Summary
Through this chapter we showed that the first round of the auction could be analyzed
in the same way as the second round of the auction. In the Nash equilibrium for the
non-repeated auction, the player with the higher cost wins the auction with a bid price
equal to the cost of the other player. This Nash equilibrium is the same as the Nash
equilibrium for the second round of the auction. For the repeated auction, by both
the Markov chain analysis and the replicator analysis, we also showed the equilibrium
existed at the strategy which was equal to the Nash equilibrium for the non-repeated
auction. The consistency of the results for the first round and the second round of the
auction comes from the symmetric property of the payoff matrices and the Markov
chains.
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Strategy 6.0 7.0 8.0 9.0 10.0
PPS1 0.0000 0.0000 0.0000 0.0000 1.0000
PPS2 - 0.0022 0.0039 0.0112 0.9827
Chapter 6
Agent-Based Simulation
6.1 Trade Network Game
The Trade Network Game (TNG) is a C++ platform for agent-based simulation
[9]. In the TNG, autonomous agents choose their partner-agents, and partner-agents
accept and reject offers from them. They update their payoffs through trades, and
evolve their trade strategies according to their payoffs.
6.2 Modified Trade Network Game
The TNG has been modified in this thesis to simulate the simple form of the electricity
auction in Japan. In the modified TNG, or MTNG, traders consisting of buyers and
sellers follow the procedure below to trade electricity in the auction:
1. A buyer announces its intent to buy a particular amount of electricity at prices
up to a maximum acceptable value.
2. Sellers bid to sell their electricity to the buyer, announcing amount and bid
price.
3. The buyer accepts offers from the sellers according to their bid prices.
4. Sellers update their payoff of the strategy they used in the auction.
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In the conventional TNG, when the buyer accepts offers from the sellers according
to its preference for the sellers, the preference is decided by the expected payoff
derived from past trades. In contrast, in the MTNG, the bid price is the only element
of preference for the buyer, and the history of previous trades doesn't affect the
preference of the buyer.
Applying the procedure of the MTNG, the assumed model in previous chapters is
simulated as follows. At first, PPSO announces its intent to buy 100 kWh of electricity
if it is cheaper than 12 Yen/kWh. Then, PPS1 and PPS2 bid to sell their electricity to
PPS0. They both have sufficient generating capacity to supply 100 kWh of electricity
to PPSO. After both companies bid to PPS0, the bid with lower price will be accepted
by PPS0, and the bid with higher price will be rejected by PPSO. If their bid is at
the same price, they each supply 50 kWh of electricity to PPSO. The cost to supply
electricity to PPS0 is 5 Yen/kWh for PPS1 and 7Yen/kWh for PPS2, respectively.
From now on, we shall use the term reward to denote the profit in the last auction,
and the payoff is updated according to the reward they received through all past
auctions. Let R denote the reward the trader receives. Since the bid price is not a
function of amount of electricity, the reward for traders is calculated as follows:
When the trader wins,
R = (bid price - cost) [Yen/kWh] x 100 [kWh]
When the trader loses,
R = 0 [Yen]
When the trader ties,
R = (bid price - cost) [Yen/kWh] x 50 [kWh]
The evolution of traders is the important feature of the TNG. In the TNG, traders
cooperate with and defect from their trade-partners strategically, and they update
their strategy by evolution. In the MTNG, traders always cooperate with their trade-
partners. Their strategy is only to choose the bid price in order to maximize their
reward, and the choice of the strategy is made according to the distribution of the
payoff. Thus, every update of their payoff according to the reward is equivalent to
the evolution in the TNG.
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6.3 Update of the Payoff
Traders learn which strategy is best in order to maximize their reward through re-
peated auctions. From each auction, traders receive their reward, and the payoff of
the strategy used in the auction is updated. This update of the payoff and the strat-
egy selection corresponds to the learning process for traders, and the distribution of
the payoff over their strategies affects the choice of the strategy.
Since the learning process of traders can affect the dynamics of the repeated
auction, we have implemented three kinds of learning algorithms in the MTNG in
order to investigate the effect of learning algorithms of traders. For each learning
algorithm, after the i-th strategy is used in the auction for the k-th time, the payoff
for the i-th strategy is updated as follows:
1. Average Learning
R + (k- 1)7i
2. Exponential Learning
R + p(k - 1)7i
k
3. Q-Learning
7ti R + (1 - 7r) i
where
ri : payoff for the i-th strategy
7i = 0 for Vi before the i-th strategy is used for the first time
p : coefficient for the exponential learning algorithm (0.8)
T1 : coefficient for the Q-learning algorithm (0.01)
In the average learning algorithm, the payoff is updated to be equal to the average
reward the trader has received when it used the i-th strategy. In the exponential
learning algorithm, the payoff is again updated to show the average reward, as the
payoff in the average learning algorithm, but past rewards are exponentially weighted
by the coefficient p. This coefficient p can take the value from 0 to 1; when p = 0,
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only the newest reward is considered, when p = 1, the rewards at all auctions are
given the same emphasis, which is the same as the average learning algorithm. We
use p = 0.8 in this thesis. Thus, the rewards at the old auctions diminish by the
coefficient p = 0.8. When the auction environment is changing, this emphasis on
recent results can be an advantage for traders to adapt quickly. However, in this
thesis, since the auction environment is fixed throughout 1500 iterations, it makes a
trader forget its past rewards more quickly. In the Q-learning algorithm, the newest
reward and accumulated payoff are taken into account in the proportion of U to 1 - ,
where U1 can take values from 0 to 1, and r = 0.01 is used in this thesis.
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Figure 6-1: Comparison between three learning algorithms.
The differences of the three learning algorithms are characterized in Figure 6-1.
Assuming that every time a trader uses some successful strategy, it receives a reward
of 100, Figure 6-1 is derived from the three learning algorithms. The horizontal axis
k of the figure represents how many times the strategy is used by the trader. Under
the average learning algorithm, the payoff is kept equal to 100 regardless of k. Under
the exponential learning algorithm, the payoff decreases from 100 with increasing k.
Thus, when the trader's strategy selection starts to converge, the exponential learning
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algorithm slows down the convergence. This way, the trader can try more strategies
than in the average learning algorithm. However, after the same strategy is used
about fifty times, the payoff of the strategy doesn't decrease very fast with increasing
k, and the trader's strategy selection can converge to the strategy. In contrast, under
the Q-learning algorithm, the payoff is equal to 1 when the strategy is first used, and
asymptotically come close to 100 with increasing k. Since the payoff is small at first,
the convergence speed is relatively slow until the trader's strategy selection starts
to converge. Therefore, the trader can try more strategies before that than in the
average learning algorithm.
6.4 Strategy Selection
In the iV[TNG, the bid price that traders can choose as their strategy is discrete. The
bid price, p, can be
p = cost x (1 + 0.02 x i), i = 1,2,3,..-
and p has to be smaller than maximum acceptable price.
Traders decide which strategy to use according to the distribution of the payoffs
over their strategies. Since the algorithm for the strategy selection can also affect the
dynamics of the repeated auction, three types of algorithms for the strategy selection
are adopted in the MTNG.
Let xi(t) denote the probability that the i-th strategy is chosen by the trader
at time t, then xi(t) is calculated as follows for each strategy selection algorithm
(i = 1, 2.,... ,n).
1. Replicator Selection
xi(t + 1) = Xi(t) + P3i(t) ( i - )
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2. e-Greedy Selection
xi(t+l) 
(1 - ) + , if i-th strategy is the strategy with the best payoff
at time t
n , otherwise
3. Payoff-Weighted Selection
xi(t + 1) - E i
j=1 71
where
~i : average payoff over all strategies
(= 7rlx1 + 2x2 +... + rnXn , for n strategies)
/3 : coefficient for the replicator equation (0.01)
e : coefficient for the -greedy selection (0.5)
In the e-greedy selection, traders choose the strategy randomly with a probability
of , anticipating that they may find a better strategy. On the other hand, they use
the best strategy so far with a probability of 1 - e. In the payoff-weighted selection,
the probability that traders choose the i-th strategy is proportional to 7ri.
At the first auction, the replicator selection and the -greedy selection choose
one strategy over all strategies with equal probability. In contrast, since the payoff-
weighted selection requires an initial payoff distribution, the e-greedy selection is used
for the first 500 iterations, and the payoff-weighted selection is used for the last 1000
iterations.
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6.5 Simulation Results
6.5.1 Results with the Average Learning Algorithm
In the assumed model of the MTNG, when 5.0 < pi < 7.0, PPS1 always wins the
auction and receives the reward, which is linear in Pi. Thus, PPSI's payoff at 5.0 <
Pi 7.(0) is linear under the average learning algorithm. When pi > 7.0, PPS1 doesn't
always win but receives a larger reward when it wins.
i
Strategy [Y.n/kWh
Statgy [Y.nWh]
Figure 6-2: Results with average learning algorithm and replicator selection.
Figures 6-2, 6-3 and 6-4 show the results with the average learning algorithm. The
top-left graph of each figure shows the payoff after 1500 auctions. For all strategy
selections, when 7.0 < pi < 9.0, PPS1 earns the average payoff, which is about
200 - 300, and the average payoff decreases with increasing pi. Thus, PPS1 and
PPS2 don't find Pareto efficient strategies as profitable strategies for them. In the
replicator selection, PPS1 has zero payoff at some strategies even at 5.0 < pi < 7.0,
which suggests that PPS1 didn't try all its strategies in 1500 auctions. By lowering
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Figure 6-3: Results with average learning algorithm and E-greedy selection.
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Figure 6-4: Results with average learning algorithm and payoff-weighted selection.
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the value of p from 0.01, we can make PPS1 explore more strategies at the cost of
the convergence speed.
The bottom-left graph of each figure shows the probability that each strategy is
used after 1500 auctions, and the right graph of each figure shows the frequency with
which each strategy has been chosen in 1500 auctions. From these graphs, we can see
the trader's strategies converge relatively quickly under the replicator selection and
the e-greedy selection. PPSI's strategy converges to 7.0 < p < 9.0, and it is always
lower than the strategy to which P2 converges. Note that Pi = 7.0 is the equilibrium
previously derived from our Markov chain analysis and replicator dynamics analysis.
EI
II.Io
Stra*gy [Y.*Wh] S.,gy [Y.n/Wh]
Figure 6-5: Average results of ten executions with average learning algorithm and
replicator selection.
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Ii
Satey0 [Y-WhJ Straty [Y.kWh
Figure 6-6: Average results of ten executions with average learning algorithm and
e-greedy selection.
In the MTNG, since traders choose one strategy according to the probabilities xi(t)
at time t, randomness exists in their strategy selection. Thus, the average results of
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Figure 6-7: Average results of ten executions with average learning algorithm and
payoff-weighted selection.
ten executions with all strategy selections are shown in Figure 6-5, 6-6 and 6-7. In
Figure 6-5, we see PPS1 uses all strategies between 5.0 to 7.0 in 1500 auctions even
with the replicator selection. We can also see that the characteristics discussed for
the results of one execution hold for the average results of ten executions.
6.5.2 Results with the Exponential Learning Algorithm
Figures 6-8, 6-9 and 6-10 show the results with the exponential learning algorithm.
Because of the characteristics of the exponential learning algorithm that are discussed
earlier, PPS1 chooses the strategies 5.0 < pi < 7.0 more often than in the average
learning algorithm, which don't bring better rewards than the strategy pi = 7.0.
Also, PPS1 chooses the strategies 9.0 < pi < 12.0 more often than in the average
learning algorithm, which don't bring better rewards than the strategies 7.0 < pi <
9.0, considering PPS1 more likely to lose to PPS2 when it uses the strategies 9.0 <
pi < 12.0.
Though we can find these difficulties for PPS1's strategy selection to converge
to 7.0 < Pi < 9.0, the strategies 7.0 < pi < 9.0 are most frequently used by PPS1
compared with other strategies in the same way as in the average learning algorithm.
The higher payoffs of PPS1 at the strategies 5.0 < pi < 7.0 show that the strategies
5.0 < P < 7.0 are not frequently used by PPS1 and that the exponential learning
algorithm has the effect of making PPS1 use these strategies by giving them higher
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Figure 6-8: Results with exponential learning algorithm and replicator selection.
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Figure 6-9: Results with exponential learning algorithm and -greedy selection.
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Stateg [YnWh
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Figure 6-10: Results with exponential learning algorithm and payoff-weighted selec-
tion.
payoffs. Because of these difficulties, we don't see the obvious difference in the con-
vergence speed between the three strategy selections that we saw under the average
learning algorithm.
The average results of ten executions with all strategy selections are shown in
Figures 6-11, 6-12 and 6-13. The characteristics discussed for the results of one
execution hold for the average results of ten executions.
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Sralgy [Y.-lWh Sbategy [Yen/.Wh
Figure (3-11: Average results of ten executions with exponential learning algorithm
and replicator selection.
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Figure 6-12: Average results of ten executions with exponential learning algorithm
and e-greedy selection.
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Figure 6-13: Average results of ten executions with exponential learning algorithm
and payoff-weighted selection.
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6.5.3 Results with the Q-Learning Algorithm
Figures 6-14, 6-15 and 6-16 show the results with the Q-learning algorithm. Because
of the characteristics of the Q-learning algorithm, PPS1 and PPS2 try more strategies
than in other learning algorithms. In Figure 6-14, we can see all strategies between
5.0 to 7.0 are used at least once by PPS1 even in the replicator selection. At the same
time, since a trader receives a higher payoff as it uses the same strategy repeatedly,
we can see trader's strategies converge relatively quickly under the replicator selection
and the e-greedy selection compared to the payoff-weighted selection, as we see in the
average learning algorithm.
Figure
9
I
i
i
Statgy [Y.nWhl
Sta.gy [Yn/Wh
6-14: Results with Q-learning algorithm and replicator selection.
The average results of ten executions with all strategy selections are shown in Fig-
ure 6-17, 6-18 and 6-19. Once the convergence to a strategy is started in the repeated
auction, the convergence will be accelerated in the Q-learning algorithm. Due to this
characteristic, we see that trader's strategy selection converges to a different strategy
in every execution.
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Sbatgy Yk-LWhj
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Figure 6-15: Results with Q-learning algorithm and -greedy selection.
St.aly [YWh
Figuatre [6-16: Results with Q-learning algorithm and payoff-weighted selectioWh
Figure 6-16: Results with Q-learning algorithm and payoff-weighted selection.
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Sa.t.g [Y.kWhl S.ateW [Y-lWh]
Figure 6-17: Average results of ten executions with Q-learning algorithm and repli-
cator selection.
I
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Figure 6-18: Average results of ten executions with Q-learning algorithm and e-greedy
selection.
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Figure 6-19: Average results of ten executions with Q-learning algorithm and payoff-
weighted selection.
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Chapter 7
Discussion and Conclusion
7.1 Penalty for Deviating from Tacit Collusion
Though some of the literature has pointed out the potential for tacit collusion in
electricity markets [5] [10], our results show that the market mechanism promotes
more competition than collusion. One of the reasons derives from the difference in
the bidding curve.
In most electricity markets in the world, participants specify in their bid a set
of points defined by quantity and price of electricity. In some markets such as Nord
Pool, these points are connected by straight lines to form a bidding curve as shown in
Figure 7-1. In contrast, in other markets such as JPEX, these points are connected by
horizontal and vertical lines to form a bidding curve as shown in Figure 7-2. We call
this bidding curve a stepwise bidding curve in this thesis. In Figure 7-1 and Figure
7-2, round circles mark a set of points specified in seller bids by PPS1 and PPS2.
Now, we show that the bidding curves in Figure 7-1 penalize participants when
one of them deviates from tacit collusion. First, we consider the simple bidding
curves shown in Figure 7-3. Suppose that under some collusion PPS1 and PPS2
bid with bidding curves q = alp and q = a2p, respectively (a2 > al). Or more
generally, suppose that PPS1 and PPS2 can set more competitive bidding curves
than that but don't pursue competition eagerly in Figure 7-3. Here, q and p stand
for quantity and price, and al and a2 are coefficients decided by the specification in
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Pr.
Figure 7-1:
type).
Bidding curve (Nord Pool Figure 7-2: Bidding curve (JPEX type).Figure 7-2: Bidding curve (JPEX type).
their bids. Assuming inelastic demand d, the market clearing price can be calculated
d
as p* = . The respective quantities of electricity PPS1 and PPS2 sell at the
al + a2
market is q* = alp* and q = a2p*.LL~IIC 1 il-UIV~1 2 -  
PO.e Pbe
Figure 7-3: Market under collusion. Figure 7-4: Deviation from Figure 7-3.
Next, suppose that PPS2 sets a more competitive bidding curve q = a2p (T2 > a2 )
as shown in Figure 7-4 in order to increase its profit. For the same inelastic demand
d
d, the new market clearing price will be p = (< p*). At this price, PPS1 and
al +--
PPS2 sell q = alp and q2 = -a2p of electricity, respectively.
Let ut and u1 be the respective payoffs PPS1 receives at the market in Figure 7-3
and Figure 7-4. Also, let c denote the cost to PPS1 of producing a unit of electricity.
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Comparing these two payoffs,
U1 - U1 = q (P - c1) - ql(p* - c1)
= alp(p - cl) - alp*(p* - Cl)
= al(p2 _ p*2 ) _ alcl(p - p*)
= al(p-p*)(p + p* -Cl)
Since c < p < p*, we get u - u < 0, which suggests that the payoff to PPS1
decreases by the deviation of PPS2.
We next consider the payoff to PPS2. Defining u*, u2, and c2 in the same way as
Ul, U1, and c1 ,
U2- u = q2(P - c2) - q(p* - c2)
= ap(p - c2) - a2p*(p* - c2)
=a2p - a2p*2 + c2(a2p* - a2p)
2 _2 a2 a2 _ _ _
= (al 2 -)2 (a1 + a2)2 + dc2 al + a2 al + a2
d2( 2- a2)(a - a2 2) dc2al(a 2 -2)
(al + -2)2 (a1 + a2)2 (al + a2)(al + a2)
We can see both terms are negative because a < a2 < a2. Thus, u2 - u* < 0, so the
payoff of PPS2 also decreases by its own deviation.
From this observation, we see that the deviation of PPS2 penalizes both PPS1 and
PPS2, regardless of demand level. Here, we showed the penalty rule for the simple
bidding curves in Figure 7-3. The same rule often holds for the more general bidding
curves shown in Figure 7-1. For these general bidding curves, we can carry out a
similar analysis for each block of a demand level. This penalization of deviations
from collusion plays an imperative role in maintaining collusion in some simulations
of electricity auctions [10].
Next, we consider stepwise bidding curves and their ability to penalize a deviation
from collusion. Figure 7-5 shows an example of bids using stepwise bidding curves.
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The situation is similar to what we analyzed by Figure 7-3 and Figure 7-4, and we
assume this market is under some collusion. For some inelastic demand d, we have
market clearing price p* as shown in Figure 7-5. At this price p*, PPS1 and PPS2
sell ql and q2 of electricity, respectively.
'
p=P1 p
2
Ppe. Price
Figure 7-5: Stepwise curves with high de- Figure 7-6: Stepwise curves with low de-
mand. mand.
Now, we consider a deviation from Figure 7-5. Suppose that PPS2 tries to set a
more competitive bidding curve in order to increase its profit. PPS2 has two choices,
either move the line p = P2 left or move the line q = q2 up. When PPS2 moves the
line p = P2 left, there will be no effect to the market. Both PPS1 and PPS2 will not
be penalized, and they will not gain anything. When PPS2 moves the line q = q2 up
a little, the quantity of electricity PPS2 sells at the market will increase, while the
quantity of electricity PPS1 sells at the market will decrease. Thus, these bidding
curves don't penalize PPS2 when PPS2 deviates from collusion. However if PPS2
moves the line q = q2 up to a large extent, for example above the top of the bidding
curve of PPS1 in this figure, the market clearing price p* will go down to P2, and
PPS2 will be penalized in many cases.
Figure 7-6 is a low demand case of Figure 7-5, and the bidding curves in the figure
are same as those in Figure 7-5. The market clearing price p* is as low as Pl, and
PPS1 covers all the demand d = ql. If PPS2 wants to set a more competitive bidding
curve at this market, it has to move the line p = P2 left. When the deviation is small,
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there will be no effect on the market. When PPS2 sets P2 lower than P1, however, it
will take over all the demand d from PPS1, and there is no penalty for PPS2 in this
process.
In the model assumed in this thesis, a buyer announces its demand before sellers
bid to the market. Since sellers bid knowing the demand level, bidding curves have
the shape shown in Figure 7-7, and the situation always realizes a low demand market
with stepwise bidding curves. Therefore, bidding curves in our assumed model don't
penalize deviation from collusion, and it is one of the reasons that we couldn't observe
tacit collusion in this thesis.
d
0
p
1
p
2
Price
Figure 7-7: Bidding curves in our assumed model.
7.2 Comparison of the Methods Used to Find an
Equilibrium
We have used the iterated elimination of dominated strategies, Markov chain analysis,
replicator analysis, and agent-based simulation to find an equilibrium for the auction.
These methods have different advantages and limitations. In this section, we discuss
these limitations and their effects on the results.
Most importantly, in the iterated elimination of dominated strategies, we find
Nash equilibria of a non-repeated auction. This is a static analysis, and we cannot
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see a dynamic characteristic through this analysis.
Also, we cannot consider continuous strategy space. The number of strategies has
to be finite to reach Nash equilibria by a finite number of eliminations. However, no
matter how small we divide a continuous strategy space into discrete strategy spaces,
we obtain the same result. Therefore, we don't lose generality by the discretization.
Additionally, we cannot find a mixed-strategy Nash equilibrium by the iterated
elimination of dominated strategies. This method leads us only to pure-strategy
Nash equilibria. In order to find a mixed-strategy Nash equilibrium for non-repeated
auction, we can use the Fundamental Theorem.
Second, in Markov chain analysis, players can carry over information only from
the last game. This is also true in replicator analysis. Thus, in these methods,
players don't utilize past results beyond the result in the last game. In that sense,
the intelligence of players is limited. However, we do see the dynamics of the repeated
auction as a sequence of two consecutive auctions.
Again, we cannot consider a mixed-strategy equilibrium by Markov chain analysis.
Though it is possible to define a state as a mixed-strategy used in an auction, this
increases the number of the states considerably. In our assumed model, PPS1 has
five pure-strategies. If we discretize the probability of using these strategies into 5%
intervals, PPS1 has (20 5 1) 10626 mixed-strategies. In the same way, PPS2
has four pure-strategies, so it will have ( 4 1) 1771 mixed-strategies. Thus,4-1 /
if we define a state as a combination of mixed-strategies used by PPS1 and PPS2, we
will have 1.9 x 107 states. It will make the analysis intractable.
Also, in Markov chain analysis, we limited a state transition from a state to a
state next to it, as shown in Figure 3-1. This limitation is set so that we can see the
dynamics of the repeated auction better, and it does not derive from a limitation of
Markov chain analysis. Suppose we allow a state transition from a state to a state two
intervals away, for example, a state transition from Pi = 7.0 and P2 = 10.0 to P1 = 9.0
and P2 = 10.0 in Figure 3-1. These bold transitions are more likely to happen when
we discretize the strategy space into more small intervals. Under this state transition
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rule, the Markov chain does not have an absorption class as an equilibrium of the
repeated auction. When we set the probability of these bold transitions to be low, we
will see a similar result. If we set the probability high, however, there can be other
interesting results, but we will have to undertake a numerical simulation to analyze
the dynamics.
Third, in replicator analysis, we can consider mixed-strategies effectively. After
considering mixed-strategies, we have found that under an equilibrium PPS1 uses a
pure-strategy equal to the Nash equilibrium in the non-repeated auction.
Replicator analysis is similar to the genetic algorithm in the sense that a subject
evolves according to its payoff. Here, the subject represents a strategy. In the genetic
algorithm, the evolution is often made by replacing low-payoff subjects with high-
payoff subjects, which are called elite. In contrast, in replicator analysis, this evolution
has to b:e made in accordance with a replicator equation. A coefficient O and in
a replicator equation corresponds with the rate of the replacement in the genetic
algorithm. The coefficient can be determined by trial and error so that we can assure
an appropriate evolution speed and the stability of the dynamics.
We used the discrete-time replicator equation derived from the (continuous-time)
replicator equation. A set of replicator equations constitutes a set of first-order dif-
ferential equations and is often solved analytically. If we could solve the replicator
equation for our assumed model analytically, we would see the dynamics of the re-
peated auction more thoroughly. Since in our assumed model the payoff for a player
changes according to a mixed-strategy of the other player, however, we cannot solve
the replicator equation analytically. Thus, we have to use the discrete-time replicator
equation, and it has to be solved numerically.
Last., in agent-based simulation, we can say there are no limitations for the method
itself. This approach is therefore desirable, when we implement learning algorithms
and strategy selection methods that more closely model decision making processes
that auction participants actually follow in the real world. In this thesis, we imple-
mented three learning algorithms: the average learning algorithm, exponential learn-
ing algorithm, and Q-learning algorithm. We used two strategy selection methods:
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e-greedy selection and payoff-weighted selection. Though these are popular algo-
rithms and methods in reinforcement learning and machine learning, we don't have
enough data to confirm that they are similar to actual decision making processes.
In our assumed model, we obtained similar results under these various algorithms
and methods, but they could affect a simulation result considerably under different
models. I hope in future actual decision making processes will be implemented with
the cooperation of PPSs.
7.3 Utilization of Additional Information
We have studied the dynamics of repeated games by Markov chain analysis, replicator
analysis, and agent-based simulation. In these analyses, however, players have a
limitation in their utilization of information obtained from the results in past auctions.
The limitation is that a player utilizes only its own results and doesn't utilize the other
player's results disclosed when a market settles.
In our model, when PPS1 tries to take advantage of this disclosed information, it
can obtain the following two kinds of information about c2, the cost of PPS2.
1. PPS2 won or tied in the first-round auction with the bid price P20.
=: c2 > P20
2. PPS2 won or tied in the second-round auction with the bid price P20.
=* C2 < P20
Note that P20 won't be disclosed when PPS2 loses.
Now, we consider the first information, c2 > P20. If P20 < c1, PPS1 doesn't have
a way to utilize this information. However, when P20 > cl, PPS1 can utilize this
information effectively in the second-round auction. Knowing it can always win the
second-round auction bidding with the bid price pl < P20, PPS1 sets its probabilities
of using strategies lower than P20 to zero and shifts them to Pi = P20 because it brings
a better payoff. It will help the convergence to the equilibrium we derived in previous
chapters.
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As for the first-round auction, PPS1 will know that it cannot keep winning in an
equilibrium since PPS2 can always bid higher than PPS1. The only way for PPS1
to utilize this information is leading PPS2 to estimate cl lower than actual cl and
to bid lower than actual cl. In order for that, PPS1 can choose a bid price Pi cl
at the second-round auction, accepting a negative payoff. However, it isn't likely to
alter the equilibrium we derived in previous chapters. When PPS2 loses to PPS1, it
will notice that its estimated cl is lower than actual cl. PPS2 can always correct its
estimated cl, adapt its strategy to it, and win in the following first-round auctions.
The second information, c2 < P20, is meaningful to PPS1 when P20 < c1. In this
case, PPS1 can utilize this information effectively in the first-round auction. Knowing
it can always win the first-round auction bidding with the bid price pi > P20, PPS1
sets its probabilities of using strategies higher than P20 to zero and shifts them to
P1 = P20 because it brings a better payoff. In the same way as the first information,
this information helps the dynamics of the repeated auction to converge faster.
As for the second-round auction, PPS1 will know that it cannot keep winning in
an equilibrium since PPS2 can always bid lower than PPS1. The only way for PPS1
to utilize this information is leading PPS2 to estimate cl higher than actual cl and
to bid higher than actual cl. In order for that, PPS1 can choose a bid price Pi >
cl at the first-round auction, accepting a negative payoff. However, it isn't likely to
alter the equilibrium we derived in previous chapters. When PPS2 loses to PPS1, it
will notice that its estimated cl is higher than actual cl. PPS2 can always correct its
estimated cl, adapt its strategy to it, and win in the following first-round auctions.
Now, we show an example simulation result of replicator analysis when players
utilize additional information. Let Pf denote the minimum acceptable price in the
first-round auction and Ps denote the maximum acceptable price in the second-round
auction. Note that a bidding price equal to Pf or Ps is not acceptable, as in previous
chapters. Consider the case cl = 7.0, c2 = 9.0, Pf = 5.0, and P8 = 11.0. PPS1
and PPS2 bid both at the first-round and at the second-round auctions, repeatedly.
They have sufficient generating capacity to participate in the second-round auctions,
but since Pf is lower than their cost, they also try to win in the first-round auctions.
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However, even when one of them wins in the first-round auction, it doesn't lower
its cost in the following second-round auction, assuming that it has its own demand
larger than the amount obtained in the first-round auction.
Payoff matrices are given as follows:
PPSI's
Strategy
(Pi)
PPS2's
Strategy
(P2)
PPS2's Strategy (P2)
5.5 6.0 6.5 7.0 7.5 8.0 8.5
5.5 (3/4, 7/4) (0, 3) (0, 5/2) (0, 2) (0, 3/2) (0, 1) (0, 1/2)
(1, ) (1/2, 3/2) 1 (0, 5/2) 1 (0, 2) (0, 3/2) (0, 1) (0, 1/2) 
6.5 (1/2, 0) (1/2, 0) (1/4, 5/4) (0, 2) (0, 3/2) (0, 1) (0, 1/2)
Table 7.1: Payoff matrix for the first-round auction.
PPSI's Strategy (Pl)
7.5 8.0 8.5 9.0 9.5 10.0 10.5
9.5 (1/2, 0) (1, 0) (3/2, 0) (2, 0) (5/4, 1/4) (0, 1/2) (0, 1/2)
110.0 11(1/2,0) I (1, 0) 1 (3/2, 0) 1 (2, ) (5/2, 0) (3/2, 1/2) (0, 1)
10.5 (1/2, 0) (1, 0) (3/2, 0) (2, 0) (5/2, 0) (3, 0) (7/4, 3/4)
Table 7.2: Payoff matrix for the second-round auction.
From these payoff matrices, we clearly see that (p1, P2) = (6.5, 7.0) is the Nash
equilibrium of the non-repeated first-round auction and (pl, P2) = (9.0, 9.5) is the
Nash equilibrium of the non-repeated second-round auction. We can expect that
P2 = 7.0 is the equilibrium of the repeated first-round auction and P = 9.0 is the
equilibrium of the repeated second-round auction.
Suppose we have the following initial condition:
First-round
Strategy 5.5 6.0 6.5 7.0 7.5 8.0 8.5
PPS1 0.1000 0.1000 0.8000 -
PPS2 0.4000 0.1000 0.1000 0.1000 0.1000 0.1000 0.1000
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Second-round
Strategy 7.5 8.0 8.5 9.0 9.5 10.0 10.5
PPS1 0.1000 0.1000 0.1000 0.1000 0.1000 0.1000 0.4000
PPS2 - - - 0.8000 0.1000 0.1000
Also, suppose that PPS1 and PPS2 utilize additional information in this section
when the other player uses a strategy with a probability higher than 0.1050 and wins
or ties in an auction. If we didn't use replicator analysis for this simulation, we could
start from zero probability and utilize additional information when a strategy is used
with any positive probability. In replicator analysis, however, a strategy with zero
probability will never be used in future auctions. Thus, we start from a probability
of 0.1000 and utilize additional information when the probability grows higher than
0.1050.
After 15 auctions, the probability distribution is
First-round
Strategy 5.5 6.0 6.5 7.0 7.5 8.0 8.5
PPS1 0.1000 0.1042 0.7958 -
IPPS2 0.3282 0.0893 0.1222 0.1415 0.1221 0.1967 0.0000
Second-round
Strategy 7.5 8.0 8.5 9.0 9.5 10.0 10.5
PPS1 0.0000 0.1974 0.1220 0.1414 0.1221 0.0892 0.3279
PPS2 - - - - 0.7959 0.1042 0.0999
In this distribution, PPS2 doesn't use the strategy P2 = 8.5 in the first-round
auction. Since PPS1 used the strategy pi = 8.0 in the second-round auction with a
probability higher than 0.1050, PPS2 noticed that cl was lower than 8.0 and it could
always win with the strategy P2 = 8.0. Therefore, it doesn't use the strategy P2 = 8.5,
and P(,p2 = 8.5) is shifted P(p2 = 8.0), which has the higher payoff than P2 = 8.5.
This evolution of strategy will help the convergence to the expected equilibrium of
the repeated first-round auction, p2 = 7.0. In the same way, we can see PPS1 doesn't
use the strategy Pi = 7.5 in the second-round auction. Note that the initial condition
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in this case is chosen so that these evolutions take place. Starting from some initial
conditions, the players can never utilize additional information.
After 1000 auctions, the probability distribution converges to
First-round
Strategy 5.5 6.0 6.5 7.0 7.5 8.0 8.5
PPS1 0.0855 0.1015 0.8130 -
PPS2 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000
Second-round
Strategy 7.5 8.0 8.5 9.0 9.5 10.0 10.5
PPS1 0.0000 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000
PPS2 - 0.8133 0.1012 0.0855
This result is same as the result when players don't utilize additional information.
This gives rise to the following two suggestions. Most importantly, the equilibrium
is not affected by the utilization of additional information. The other suggestion is
that the advantage in the convergence speed is canceled at least in this case because
the evolutions of strategy enabled by the utilization of additional information are not
rate-determining.
7.4 Conclusion
In order to analyze the repeated auction, three kinds of analytical approaches - the
iterated elimination of dominated strategies, Markov chain analysis, and replicator
dynamics analysis - were used in this thesis. All analytical approaches show that
in equilibrium, the company with the lower cost wins the auction by bidding at the
other company's cost.
Agent-based simulation shows similar results in most cases, but the learning al-
gorithm and the strategy selection have a notable impact on the results. Generally
speaking, the average learning algorithm makes it easier to predict the strategy to
be used than the other two algorithms, and between the two strategy selections we
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have studied, the e-greedy selection also makes it easier to predict the strategy to be
used than the payoff-weighted selection. Throughout the simulations, tacit collusion
was not; observed, though it was plausible that tacit collusion could be formed when
traders knew the Pareto efficient strategy.
The results in this thesis suggest the potential value of analytical approaches and
agent-based simulation to analyze the repeated electricity auction. All these inves-
tigations are undertaken on different suppositions. Markov chain analysis assumes
that the change of strategies obeys a Markov process, and replicator dynamics analy-
sis assumes that the change of strategies obeys the discrete time replicator equation.
Finally, for the agent-based simulation, the specific learning algorithms and strategy
selection methods are assumed. Under these different assumptions, these analytical
approaches and the agent-based simulations result in similar equilibrium conditions,
which suggests the validity of assumptions.
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Appendix A
MATLAB Code for the Replicator
Analysis
A.1 Replicator Analysis with Two Sellers
% Replicator Equations
function [x_l, x_2] = replicator()
alpha = 0.02;
% Initial value of the proportion of players
% using each strategy
% Uniform Distribution
x_1 = [0.2, 0.2, 0.2, 0.2, 0.2]';
x_2 = [0.25, 0.25, 0.25, 0.25]';
% Distribution close to Pareto efficient
% x_ = [0.0001, 0.0001, 0.0001, 0.0001, 0.9996]';
% x_2 = [0.0001, 0.0001, 0.0001, 0.9997]';
% Payoff matrices
A_ = [2.0 2.0 2.0 2.0; 1.5 3.0 3.0 3.0; 0.0 2.0 4.0 4.0;
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0.0 0.0 2.5 5.0; 0.0 0.0 0.0 3.01;
A_2 = [0.0 0.0 0.0 0.0; 0.5 0.0 0.0 0.0; 1.0 1.0 0.0 0.0;
1.0 2.0 1.5 0.0; 1.0 2.0 3.0 2.0]';
for i = 1:100
% Each row of p represents PPSl's payoff
% with respect to each PPSl's strategy
p = A_1 * x_2;
% PPSl's average payoff over its strategies
p_10 = sum(x_1 .* p1) .* ones(5, 1);
% Update PPSl's proportion
x = x + alpha .* x_l1 .* (p_l - p_10);
% Each column of p2 represents PPS2's payoff
% with respect to each PPS2's strategy
p_2 = A_2 * x_l;
/% PPS2's average payoff over its strategies
p_20 = sum(x_2 .* p2) .* ones(4, 1);
% Update PPS2's proportion
x_2 = x_2 + alpha .* x_2 .* (p_2 - p_20);
end
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A.2 Replicator Analysis with Three Sellers
% Replicator Equations for Three Sellers
function [xl, x_2, x_3] = replicatorby3()
alpha = 0.02;
% Initial value of the proportion of players
% using each strategy
% Uniform Distribution
x_l = [1/6, 1/6, 1/6, 1/6, 1/6, 1/6]';
x_2 = [1/5, 1/5, 1/5, 1/5, 1/5]';
x_3 = -1/4, 1/4, 1/4, 1/4]';
% Distribution close to Pareto efficient
% x_l = [0.0001, 0.0001, 0.0001, 0.0001, 0.0001, 0.9995]';
% x_2 = [0.0001, 0.0001, 0.0001, 0.0001, 0.9996]';
% x_3 = [0.0001, 0.0001, 0.0001, 0.9997]';
% Payoff matrices
% Payoff for PPS1 (Al_8 is a payoff matrix when p3=8.)
A1_8 = [1.0 1.0 1.0 1.0 1.0; 1.0 2.0 2.0 2.0 2.0; 0.0 1.0 1.5 1.5 1.5;
0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0];
A1_9 = [1.0 1.0 1.0 1.0 1.0; 1.0 2.0 2.0 2.0 2.0; 0.0 1.5 3.0 3.0 3.0;
0.C) 0.0 4/3 2.0 2.0; 0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0];
Al10 = [1.0 1.0 1.0 1.0 1.0; 1.0 2.0 2.0 2.0 2.0; 0.0 1.5 3.0 3.0 3.0;
0.0 0.0 2.0 4.0 4.0; 0.0 0.0 0.0 5/3 2.5; 0.0 0.0 0.0 0.0 0.0];
Al_11 = [1.0 1.0 1.0 1.0 1.0; 1.0 2.0 2.0 2.0 2.0; 0.0 1.5 3.0 3.0 3.0;
0.0 0.0 2.0 4.0 4.0; 0.0 0.0 0.0 2.5 5.0; 0.0 0.0 0.0 0.0 2.0];
Al = cat(3, Al_8, A1_9, Al_10, Al_11);
% Payoff for PPS2
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A2_8 = [0.0 0.0 0.0 0.0 0.0; 0.5 0.0 0.0 0.0 0.0; 1.0 2/3 0.0 0.0 0.0;
1.0 1.0 0.0 0.0 0.0; 1.0 1.0 0.0 0.0 0.0; 1.0 1.0 0.0 0.0 0.0];
A2_9 = [0.0 0.0 0.0 0.0 0.0; 0.5 0.0 0.0 0.0 0.0; 1.0 1.0 0.0 0.0 0.0;
1.0 2.0 1.0 0.0 0.0; 1.0 2.0 1.5 0.0 0.0; 1.0 2.0 1.5 0.0 0.0];
A2_10 = [0.0 0.0 0.0 0.0 0.0; 0.5 0.0 0.0 0.0 0.0; 1.0 1.0 0.0 0.0 0.0;
1.0 2.0 3/2 0.0 0.0; 1.0 2.0 3.0 4/3 0.0; 1.0 2.0 3.0 2.0 0.0];
A2_11 = [0.0 0.0 0.0 0.0 0.0; 0.5 0.0 0.0 0.0 0.0; 1.0 1.0 0.0 0.0 0.0;
1.0 2.0 3/2 0.0 0.0; 1.0 2.0 3.0 2.0 0.0; 1.0 2.0 3.0 4.0 5/3];
A2 = cat(3, A2_8, A2_9, A2_10, A2_11);
A2 = permute(A2, [2 3 1]);
% Payoff for PPS3
A3_8 = [0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0; 0.0 1/3 0.5 0.5 0.5;
0.0 0.5 1.0 1.0 1.0; 0.0 0.5 1.0 1.0 1.0; 0.0 0.5 1.0 1.0 1.0];
A3_9 = [0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0;
0.0 0.0 2/3 1.0 1.0; 0.0 0.0 1.0 2.0 2.0; 0.0 0.0 1.0 2.0 2.0];
A3_10 = [0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0;
0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 1.0 1.5; 0.0 0.0 0.0 1.5 3.0];
A3_11 = [0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0;
0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 0.0; 0.0 0.0 0.0 0.0 4/3];
A3 = cat(3, A3_8, A3_9, A3_10, A3_11);
A3 = permute(A3, [3 1 2]);
for i = 1:1500
Alweighted = x_3(1) .* Al(:,:,l) + x_3(2) .* A1(:,:,2) ...
+ x_3(3) .* A1(:,:,3) + x3(4) .* A1(:,:,4);
% Each row of p_l represents PPSl's payoff
% with respect to each PPSl's strategy
p_l = Al_weighted * x_2;
% PPSl's average payoff over its strategies
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p_10 = sum(x_l .* p_l) .* ones(6, 1);
% Update PPS1's proportion
x_1 = x_l + alpha .* x_l .* (p_l - p_O10);
A2_weighted = x_(l1) .* A2(:,:,1) + x_1(2) .* A2(:,:,2) + x(3) .* A2(:,:,3)
+ x_1(4) .* A2(:,:,4) + x(5) .* A2(:,:,5) + x_1(6) .* A2(:,:,6);
7, Each column of p_2 represents PPS2's payoff
% with respect to each PPS2's strategy
p_2 = A2_weighted * x_3;
% PPS2's average payoff over its strategies
p_20 = sum(x_2 .* p_2) .* ones(5, 1);
% Update PPS2's proportion
x_2 = x_2 + alpha .* x_2 .* (p_2 - p_20);
A3_weighted = x_2(1) .* A3(:,:,1) + x_2(2) .* A3(:,:,2) + x_2(3) .* A3(:,:,3)
+ x_2(4) .* A3(:,:,4) + x_2(5) .* A3(:,:,5);
% Each column of p_3 represents PPS3's payoff
% with respect to each PPS3's strategy
p_3 = A3_weighted * x_l;
% PPS3's average payoff over its strategies
p_30 = sum(x_3 .* p_3) .* ones(4, 1);
% Update PPS3's proportion
x_3 = x_3 + alpha .* x_3 .* (p_3 - p_30);
end
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