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The effect of an externally applied force upon dynamics of dissipative solitons is analyzed in the
framework of the one-dimensional cubic-quintic complex Ginzburg-Landau equation supplemented
by a linear potential term. The potential accounts for the external force manipulations and con-
sists of three symmetrically arranged potential wells whose depth is considered to be variable along
the longitudinal coordinate. It is found out that under an influence of such potential a transition
between different soliton waveforms coexisted under the same physical conditions can be achieved.
A low-dimensional phase-space analysis is applied in order to demonstrate that by only changing
the potential profile, transitions between different soliton waveforms can be performed in a control-
lable way. In particular, it is shown that by means of a selected potential, propagating stationary
dissipative soliton can be transformed into another stationary solitons as well as into periodic,
quasi-periodic, and chaotic spatiotemporal dissipative structures.
I. INTRODUCTION
The complex Ginzburg-Landau equation (CGLE)
arises in many fields of sciences including nonlinear op-
tics, semiconductor devises, Bose-Einstein condensates,
superconductivity, reaction-diffusion systems, quantum
field theories and occupies a prominent place in the the-
ory of nonlinear evolution equations [1–4]. Moreover, the
standard cubic CGLE supplemented by higher-order non-
linear terms forms a universal mathematical model used
to effectively describe diverse nonlinear phenomena pos-
sessing complex dynamical behaviors. In fact, being a
nonintegrable dynamical system near a subcritical bifur-
cation the one-dimensional cubic-quintic CGLE admits
a variety of stable localized solutions including forma-
tion of periodic and quasi-periodic patterns, as well as a
spatiotemporal chaos [5]. These solutions represent dif-
ferent forms of dissipative solitons [6–8], which appear
as stable localized structures existing due to a balance
between gain and loss in distributed nonlinear dynam-
ical systems far from equilibrium. Dissipative solitons
may stably evolve as stationary zero-velocity solitons (so-
called ‘plain pulse’ and ‘composite pulse’ [9]) and moving
solitons [10–12], periodically and quasi-periodically pul-
sating solitons with simple or more complicated behav-
iors [13, 14], chaotic solitons [13, 14], and exploding soli-
tons, which periodically manifest explosive instabilities
returning to their original waveforms after each explo-
sion [12, 14–16]. Furthermore, the cubic-quintic CGLE
has multisoliton solutions [17] and admits solutions in
many different waveforms of fronts, sources, sinks, and
bound states [11, 18–22].
The available variety of dissipative solitons can be con-
trolled by means of an externally applied force which in-
fluences their waveforms and, thus, can change behaviors
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of the soliton evolution. Independently on the physical
nature, the effect of an external force can be described
considering soliton waveform evolution that occurs in a
corresponding external potential. For instant, such a
concept is used to manage solitons in nonlinear optical
systems and Bose-Einstein condensates [23]. In order
to split optical spatial solitons governed by the nonlin-
ear Schro¨dinger equation into two solitons a longitudinal
defect [24], an external delta potential [25], and a lon-
gitudinal potential barrier [26] are applied to scatter a
single soliton. Various scenarios of the dynamics of dissi-
pative solitons interacting with a sharp potential barrier
in the cubic-quintic CGLE are analyzed in [27]. Sim-
ilarly, the evolution of dissipative solitons in an active
bulk medium has been studied in the framework of the
two-dimensional CGLE with an umbrella-shaped [28] and
a radial-azimuthal [29] potentials.
As an example of practical systems supporting prop-
agation of dissipative solitons, nonlinear magneto-optic
waveguides can be mentioned where an externally applied
magnetic field induces corresponding potential [30–35].
Significant benefits of using a spatially inhomogeneous
external magnetic field to adjust nonreciprocal propaga-
tion of light dissipative solitons in magneto-optic planar
waveguides have been demonstrated in [36, 37]. More-
over, involving an external magnetic field a new robust
mechanism to perform both selective lateral shift within
a group of stable dissipative solitons [38] and their cas-
cade replication [39] is recently proposed.
In this paper we employ the one-dimensional cubic-
quintic CGLE supplemented by a linear potential term
in order to reveal the effects of external force which
influences upon dissipative solitons. We demonstrate
that applying particular inhomogeneous potential wells
can cause nontrivial transitions between different soliton
waveforms. These transitions appear when the wave-
forms coexist within the same parameter space of the
CGLE [9, 12, 14]. The goal of the paper is to perform
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2a formalized description of peculiarities of the induced
waveform transitions of dissipative solitons and related
phenomena.
The rest of the paper is organized as follows: In Sec. II
we formulate a common mathematical model of dissipa-
tive solitons, where a linear potential term is added to the
CGLE to perform some manipulations upon the solitons.
The existence of regular waveform transitions of dissi-
pative solitons caused by the weak potential is demon-
strated in Sec. III A. In Sec. III B we present and discuss
peculiarities of irregular waveform transitions of dissipa-
tive solitons and the related effect that appear under an
influence of the strong potential. Conclusions and final
remarks summarize the paper in Sec. IV.
II. MODEL OF CONTROLLABLE
DISSIPATIVE SOLITONS
We consider 1+1 dimensional cubic-quintic CGLE sup-
plemented by a linear potential term written in the form
i
∂Ψ
∂z
+ iδΨ +
(
D
2
− iβ
)
∂2Ψ
∂x2
+ (1− iε) |Ψ|2 Ψ
− (ν − iµ) |Ψ|4 Ψ +Q(x, z)Ψ = 0, (1)
where Ψ (x, z) is a complex amplitude of transverse x
and longitudinal z coordinates, D is the group velocity
dispersion coefficient, δ is a linear absorption, β is a lin-
ear diffusion, ε is a nonlinear cubic gain, ν accounts for
the self-defocusing effect due to the negative sign, and
µ defines quintic nonlinear losses. The linear potential
Q(x, z) is considered to be in the form of arranged po-
tential wells whose depth is varied along the longitudinal
coordinate z. We express the profile of each potential
well through the hyperbolic tangent function and write
down the whole potential as some superposition of the
wells
Q(x, z) =
N∑
i=1
Mi tanh
(
qi(z)√
(x− xi)2 + d2i
)
, (2)
where N is the number of wells, xi is the transverse coor-
dinate of the i-th potential well peak or deep, the profile
function qi(z) defines the variation of the i-th potential
well along the longitudinal coordinate z, and Mi and di
are some constants which should be selected based on a
particular physical problem under consideration.
We assume that the complex amplitude Ψ(x, z) satis-
fies to the periodic boundary condition
Ψ(x, z) = Ψ(x+ Lx, z), (x, z) ∈ R× [0,+∞) , (3)
and the initial condition
Ψ(x, 0) = Ψ0(x), x ∈ R, (4)
where Lx is some given number and the initial amplitude
Ψ0(x) satisfies to the periodic condition (3) as well.
The system (1) is nonconservative since its solutions
(dissipative solitons) depend on an energy supplied to
the system. Indeed, the following continuity equation
can be derived using Eq. (1)
∂ρ
∂z
+
∂j
∂x
= p, (5)
where ρ = |Ψ(x, z)|2 is the energy density. The corre-
sponding flux j and the density of energy generation p
are defined as follows
j =
iD
2
(ΨΨ∗x −ΨxΨ∗) , (6)
p = β
(
|Ψ|2xx − 2 |Ψx|2
)
− 2
(
δ |Ψ|2 − ε |Ψ|4 + µ |Ψ|6
)
. (7)
Having integrated the energy density ρ and the density
of energy generation p over the transverse coordinate x
we get two soliton parameters (moments) to observe their
evolution along the z-axis
E(z) =
∫ ∞
−∞
|Ψ(x, z)|2 dx, P (z) =
∫ ∞
−∞
p(x, z) dx. (8)
These two parameters represent the soliton energy E(z)
and total generated energy P (z) as functions of the prop-
agation distance z, respectively.
III. NUMERICAL ANALYSIS
Further we solve the problem (1)-(4) numerically us-
ing the pseudospectral approach and exponential time
differencing method of second order [40, 41]. Since we
seek solutions Ψ(x, z) to Eq. (1) in the form of dissipa-
tive solitons which are structures localized in space, we
assume that the computational domain can be reduced to
the finite rectangular occupying the area [−Lx/2, Lx/2]×
[0, Lz]. In our numerical calculations, we sample the com-
putational domain along the x-axis with 210 discretiza-
tion points to compute the fast Fourier transform with
respect to the x coordinate. The distance along the z-
axis we sample using the step ∆z = 10−3. The length
of the simulation area along the z-axis is chosen so as to
ensure the completion of all intermediate unstable stages
appearing between distinct waveforms transitions.
The computational scheme in the Fourier domain for
updating the unknown complex amplitude along the lon-
gitudinal coordinate z is written in the form
Ψˆn+1 = Ψˆne
σ∆z + Nˆn (1 + σ∆z) e
σ∆z − 1− 2σ∆z
σ2∆z
+ Nˆn−1 1 + σ∆z − e
σ∆z
σ2∆z
, (9)
3where σ = −δ − (β + iD/2) k2 is a spectral parameter,
Ψn = Ψ(x, zn), Nn = N (Ψn, x, zn), zn = n∆z, and N
stands for the nonlinear part of Eq. (1)
N (Ψ, x, z) =
(
(i + ε) |Ψ|2 − (ν − iµ) |Ψ|4 +Q(x, z)
)
Ψ.
The circumflex denotes the Fourier transform with re-
spect to the coordinate x, i.e. Ψˆ(k, z) = F {Ψ(x, z)},
Nˆ = F {N (Ψ, x, z)}.
In order to excite a stable dissipative soliton a wide
variety of functions whose profiles are close to the existing
soliton waveform can be used as the initial condition (4).
In particular, in all our numerical calculations the initial
plane pulse soliton is evolved from the simple waveform
function sech(x).
Hereinafter we consider the case of anomalous group
velocity dispersion, i.e. D = 1. Moreover, in the poten-
tial (2) we put Mi = 2 and di = 1, i = 1, . . . , N , while
its dependence on the longitudinal coordinate z is set to
be in the form of a simple piecewise constant function
qi(z) = Aih(z − ai)−Bih(z − bi), (10)
where h(·) is the Heaviside step function and Ai, ai, Bi,
and bi are some real numbers.
A. Regular waveform transitions
In this section we consider an evolution of dissipa-
tive solitons being under an influence of the locally ap-
plied weak potential in order to reveal peculiarities of the
soliton transitions between different waveforms imply-
ing these soliton waveforms coexist in the same equation
parameter space. In particular, parameters of Eq. (1)
are chosen so as to admit waveform coexistence of plain
pulse, composite pulse and pulsating solitons. A set of
possible waveform transitions influenced by the weak po-
tential is demonstrated in details in Fig. 1. In each panel
of this figure the cross-section profiles (top) and the inten-
sity plots (bottom) of the squared absolute value of com-
plex amplitude |Ψ(x, z)|2 (left) and the potential Q(x, z)
(right) are presented.
First, the stages of soliton transition from a plain pulse
to a composite pulse are presented in Fig. 1(a). At the
section z = 0 the plain pulse comes into existence and
then propagates freely through the zero potential up to
the section z = 50, where the two-humped potential
Q abruptly arises. This potential influences upon the
plain pulse soliton transiting its waveform to another sta-
tionary state allowable under such an applied potential.
Next, at the section z = 150, the potential Q becomes
to be zero, and the waveform perturbed by the potential
transits to the composite pulse, which coexists with the
initial plain pulse under the same equation parameters.
From the viewpoint of the theory of dynamical sys-
tems, both plain pulse and composite pulse are z-
independent or stationary solutions, which are associ-
ated with two stable isolated fixed points existing in the
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FIG. 1. Illustration of regular waveform transitions of plain
pulse to (a) composite pulse, (b) composite pulse with mov-
ing fronts, and (c) pulsating soliton that appear under an
influence of different potentials Q. Intensity distribution of
squared absolute value of complex amplitude and potentials
are presented in left and right panels, respectively. Param-
eters are: (a) β = 0.5, δ = 0.5, µ = 1, ν = 0.1,  = 2.53,
Ai = Bi ∈ {1,−0.2, 1}, ai = 50, bi = 150, N = 3,
xi ∈ {−3, 0, 3}; (b) β = 0.5, δ = 0.5, µ = 1, ν = 0.1,
 = 2.53, Ai = Bi ∈ {1,−0.2, 1}, ai = 50, bi = 150, N = 3,
xi ∈ {−10, 0, 10}; (c) β = 0.08, δ = 0.1, µ = 0.1, ν = 0.07,
 = 0.75, A1 = B1 = −1, a1 = 50, b1 = 100, N = 1, x1 = 0.
4infinite-dimensional phase space of the system (1). For
each such fixed point, certain set of initial conditions
forms a basin of attraction. Thus, the applied potential
influences strongly enough upon the solition to transit
the soliton waveform from the vicinity of the plain pulse
fixed point to the basin of attraction of the composite
pulse fixed point.
Therefore, taking this property into account one can
controllably perform desired waveform transition of the
dissipative solitons between all basins of attraction which
coexist in the same equation parameter space. This abil-
ity is further demonstrated in Fig. 1(b) where the tran-
sition from the vicinity of the plain pulse fixed point to
the basin of attractor of the composite pulse with mov-
ing fronts is realized. This transition is caused by the
two-humped potential Q, whose profile is just slightly
different from the previously discussed one.
A new set of the equation parameters gives us another
example of the coexistence of plain pulse and pulsating
dissipative solitons. In Fig. 1(c) we demonstrate wave-
form transition of the stationary plain pulse to the pulsat-
ing soliton that periodically changes its waveform along
the longitudinal coordinate z. This transition is induced
by the repulsive (defocusing) potential Q. In this figure
five steady-state pulsations are zoomed in and presented
in the upper left corner of the panel, where one can no-
tice that the period of pulsations is approximately equal
to 5 on the z-axis scale.
Such a pulsating soliton can be considered as a limit
cycle in a phase space of the dynamical system (1). In or-
der to visualize this limit cycle and other attractors of the
system as well as to identify soliton behaviors along the
z-axis we perform the low-dimensional phase-space anal-
ysis which is based on the flow projections onto a pair
of two-dimensional spaces. They are defined as follows
P1 = {(E(z), P (z)) ,∈ R2} and P2 = {(z, E(z)) ,∈ R2},
where components of the projections are the soliton en-
ergy parameters (8) and the longitudinal coordinate z.
Trajectories in the two-dimensional phase spaces that
correspond to the mentioned above attractors are plot-
ted in Fig. 2. Both plain pulse and composite pulse are
represented by a single point with zero total generated
energy and horizontal line in the spaces P1 and P2, re-
spectively. For the composite pulse with moving fronts,
the trajectory in the space P1 degenerates into a straight
line while the corresponding straight line in the space P2
has positive inclination. Finally, for the pulsating soli-
ton, points in the space P1 always lies on a closed loop
(cycle) while the soliton energy along the z-axis in the
space P2 appears as a periodic function.
In Fig. 1 we have demonstrated three particular exam-
ples of induced waveform transitions of dissipative soli-
tons, where the initial plain pulse waveform transits to
another ones. In fact, the process of soliton waveform
transition is invertible. Indeed, in order to invert the con-
sidered direct waveform transitions one can apply to the
composite pulse or pulsating soliton a quite high single-
well potential (is not presented here, for illustration of
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FIG. 2. Phase trajectories in spaces P1 (top) and P2 (bot-
tom) describing soliton behaviors related to the plain pulse,
composite pulse, composite pulse with moving fronts, and pul-
sating soliton.
the invert transitions see Ref. [42]). Moreover, if for a
fixed set of equation parameters, the dynamical system
(1) has two or more attractors then waveform transitions
between each pair of the basin of attraction can be in-
duced by applying a suitable linear potential Q with a
finite support. In other words, any induced waveform
transitions between coexisted stable waveforms are pos-
sible.
The considered cases demonstrate a variety of the in-
duced waveform transitions to different waveforms. How-
ever, all these transitions are performed according to the
same scenario. An initially excited soliton approaches its
attractor until an appropriate external potential is ap-
plied. The potential inevitably influences upon the soli-
ton waveform and changes it drastically. Then waveform
transition is performed in two stages. The first one is
a relatively short transient period which begins as soon
as the potential is applied and it finishes when the per-
turbed waveform reaches a new steady state. During
the second stage a new steady state of the perturbed
waveform exists. It continues as long as the potential
is applied. When the potential is switched back to zero
the perturbed waveform returns from the induced steady
state to some attractor of the system (1) with zero po-
tential. For many sets of parameters, the system (1) has
more than one attractor. Therefore, depending on which
basin of attraction contains the perturbed waveform it
approaches the initial attractor or another one. In all
considered cases we chose the potential in such a way
that the perturbed steady state waveform does not be-
long to the initial basin of attraction. Thus, switching
off the potential unavoidably changes the initial soliton
waveform to another one. Remarkably, this mechanism
of waveform changing is stable to small variations of the
5potential profile, and waveform transitions have the same
outcome for similar potential profiles. Therefore, we dis-
tinguish these waveform transitions as regular ones.
B. Irregular waveform transitions
In previous Section we have demonstrated an effect of
influence of the relatively weak potential resulting in a
set of particular regular waveform transitions of the dis-
sipative solitons. The potential ‘weakness’ means that
a perturbed soliton waveform reaches its new stationary
steady state after performing some finite transient stage
before stabilization. However, it is revealed that applying
a stronger potential can result in some nontrivial wave-
form transitions when a perturbed soliton waveform re-
mains to be unstable without achieving any stationary
profile, i.e. it becomes to be a pulsating soliton. The
transitions that occur through pulsating waveforms and
whose outcome is very sensitive to small variations in the
potential profile are further considered as irregular wave-
form transitions. They are presented in Fig. 3, where one
can see three possible outcomes of the irregular waveform
transitions from the same initial plain pulse. Remark-
ably, these three transitions appear under the influence
of potentials which differ in the value of only one pa-
rameter bi of the function (10). In fact, this parameter
defines the longitudinal coordinate z at which the poten-
tial is switched off.
All considered irregular waveform transitions are per-
formed according to the same scenario. A plain pulse
comes into existence and freely propagates until the po-
tential is switched on at the coordinate z = 50. This
potential influences upon the soliton changing its wave-
form from a plain pulse to a periodically pulsating soli-
ton. When a particular potential is switched off the peri-
odic waveform pulsations vanish and the soliton acquires
a stationary waveform. Remarkably, after the potential
removal the soliton has an alternative to acquire the form
between different profiles from a set of waveforms coex-
isted in the same equation parameter space. In partic-
ular, for the chosen equation parameters, the pulsating
soliton transits either to a single plain pulse (Fig. 3(a)),
single composite pulse (Fig. 3(b)), or two plain and one
composite pulses (Fig. 3(c)). In fact, the releasing from
pulsations depends drastically on the potential parame-
ters and phase of periodical pulsations at which the po-
tential is switched off.
In order to explain these multiple outcomes of irreg-
ular waveform transitions we discuss peculiarities of the
soliton pulsations which are presented in Fig. 4. In each
panel of this figure the intensity plot of the squared ab-
solute value of complex amplitude |Ψ(x, z)|2 (left) and
flow projections onto two-dimensional spaces P1 and P2
(right) are presented. The soliton waveform evolution
from a plane pulse to a periodically pulsating soliton is
presented in Fig. 4(a). The unstabilized waveform ap-
pears as soon as the potential is imposed and pulsations
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FIG. 3. Illustration of drastically different outcomes of the ir-
regular waveform transitions of dissipative soliton to (a) plain
pulse, (b) composite pulse, and (c) three noninteracting soli-
tons that appear under an influence of the potential Q, which
is switched off at different points along the z axis. Intensity
distribution of squared absolute value of complex amplitude
and potentials are presented in left and right panels, respec-
tively. Parameters of the equation are: β = 0.5, δ = 0.5,
µ = 1, ν = 0.1, and  = 2.52; parameters of the potential are:
N = 3, xi ∈ {−15, 0, 15}, Bi = Ai ∈ {1.2,−0.4, 1.2}, ai = 50.
continue to exist while the potential is in action. The
pulsations demonstrate a perfect periodic behavior which
arises along the z-axis with the period being approxi-
mately 5. One period of pulsations is outlined in Fig. 4(a)
by black dashed lines. The periodic pulsations are also
confirmed by the flow projections onto the spaces P1 and
P2. One can see that soliton energy E possesses an ex-
actly periodic behavior along the longitudinal coordinate
z and the trajectory in the space P1 appears as a cycle
which repeats itself indefinitely as long as the potential
6is applied.
In each period of the soliton pulsations we further dis-
tinguish three non-overlapping zones where there are cor-
responding instantaneous waveform profiles from which
a transition to three mentioned stationary waveforms oc-
curs. These zones are denoted by Roman numerals I, II,
and III in the upper fragment of Fig. 4(a). Each such dis-
tinguished zone within the period contains all the soliton
waveforms belonging to the same basin of attraction. In
particular, if the potential is switched off at the phase of
periodical pulsations being within zones I, II, and III, all
instantaneous waveforms transit to steady state forms
belonging to the basin of attraction of the plain pulse,
three noninteracting solitons, and composite pulse, re-
spectively.
Pulsating solitons can demonstrate more complicated
behaviors when the applied potential becomes stronger.
In particular, it is found out that by choosing an ap-
propriate potential, period-1 pulsations can be changed
to quasi-periodical ones. This outcome occurs when a
soliton waveform perturbed by a strong enough poten-
tial does not reach any stabilized form being neither sta-
tionary not simply pulsating soliton. Such an example
of the waveform evolution of a plain pulse to a quasi-
periodically (with period-8) pulsating soliton is presented
in Fig. 4(b). The applied potential influences upon the
soliton in such a way that both original waveform and en-
ergy parameters recur after every eighth pulsation, while
the trajectory in the space P1 traces an eight-loops cy-
cle. This cycle repeats itself indefinitely as long as the
potential is applied.
Further increasing the height of potential wells results
in a pulsating soliton becomes to be a chaotic one. A
numerical example of such chaotic pulsations is demon-
strated in Fig. 4(c). The final soliton waveform obtained
from a plain pulse continuously evolves along the z-axis
and never repeats itself remaining to be smooth and lo-
calized, while the dependence of the soliton energy E on
the coordinate z possesses an oscillating behavior with-
out any obvious repetitions. The trajectory in the space
P1 densely fills a finite region manifesting behaviors of a
strange attractor.
Both quasi-periodic and chaotic pulsating solitons ex-
ist while the potential is applied. As soon as the poten-
tial is abruptly switched off, the soliton evolves back to
a particular unperturbed stationary waveform. Similarly
to the above discussed case of the periodically pulsating
soliton, the perturbed quasi-periodically and chaotically
pulsating solitons can acquire different profiles from co-
existed ones in the same equation parameter space.
Additionally we have calculated all local maxima of
the pulsating soliton energy as a function of the height
of applied potential (Fig. 5). This dependence can be
interpreted as the one-dimensional Poincare´ map, where
a particular solution parameter (maxima of the soliton
energy) is a function of an equation parameter (po-
tential height). We calculate the map by varying the
height of the central potential well A2 within the interval
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FIG. 4. Intensity distribution of squared absolute value of
complex amplitude (left panels) and phase spaces P1 and P2
(right panels). Waveform evolution plain pulse to (a) pe-
riodically, (b) quasi-periodically, and (c) chaotically pulsat-
ing solitons which coexist under the same equation param-
eters. Parameters of the equation are: β = 0.5, δ = 0.5,
µ = 1, ν = 0.1, and  = 2.52; parameters of the poten-
tial are: N = 3, xi ∈ {−15, 0, 15}, Bi ∈ {0, 0, 0}, ai = 50,
and (a) Ai ∈ {1.2,−0.4, 1.2}; (b) Ai ∈ {1.2,−0.8, 1.2};
(c) Ai ∈ {1.2,−1.8, 1.2}.
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FIG. 5. Local maxima of pulsating soliton energy versus
height of central potential well. Parameters of the equation
are: β = 0.5, δ = 0.5, µ = 1, ν = 0.1, and  = 2.52; param-
eters of the potential are: N = 3, xi ∈ {−15, 0, 15}, Bi = 0,
ai = 50, A1 = A3 = 1.2.
[−2,−0.3] having excited the stationary plain pulse as in
the previous irregular cases. For each fixed A2 we track
the soliton propagation until any transients related to the
switching on the potential have decayed and the soliton
evolves to its perturbed waveform. Then we calculate the
soliton energy E as a function of the longitudinal coordi-
nate z and find all its local maxima Emax. For period-s
pulsating solitons we find s separate points and plot them
in the graph for each value of the central well height A2.
A chaotic soliton generates infinite sequence of different
numbers distributed within some finite interval that cor-
responds to a continuous vertical line in the graph. In
the final graph there are five domains where chaotic soli-
tons exist. In the remaining four domains an appearance
of quasi-periodic solitons is admitted, while period-1 pul-
sating soliton can exist under the condition A2 > −0.79.
All domains possess extremely sharp boundaries indicat-
ing that both direct and inverse transitions to chaotic
waveforms happen abruptly when the potential parame-
ter A2 varies continuously.
IV. CONCLUSIONS
We have considered waveform transitions of dissipative
solitons induced by application of a spatially inhomoge-
neous potential to the system. The waveform transitions
can occur only in the system having at least two attrac-
tors for the chosen equation parameters. It is demon-
strated that an appropriate potential influences upon the
soliton changing an initially excited soliton waveform to a
variety of perturbed waveforms which belong to different
basins of attraction. Switching off the potential causes an
evolution of the perturbed waveforms to another attrac-
tors. We have distinguished two types of induced wave-
form transitions, namely regular and irregular ones. If
the outcomes of induced waveform transitions are stable
with respect to small variations of the applied potential
and do not depend on a particular point at witch the po-
tential is switched off then the waveform transitions are
considered to be regular. Otherwise they are irregular
manifesting periodic, quasi-periodic, and chaotic behav-
iors. Both types of the induced waveform transitions are
invertible. However, different outcomes of the direct ir-
regular waveform transitions can be inverted by applying
the same potential function. Discussed mechanism can
found an application in the practical systems supporting
dissipative solitons to manage their propagation.
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