We present a method to prove oracle theorems of the following type. Let K1, : : : ; K2n and L1, : : : ; L2m be complexity classes. The method provides a general framework for constructing an oracle A such that K A 2i?1 6 = K A 2i for i = 1; : : : ; n and L A 2j?1 6 = L A 2j for j = 1; : : : ; m. Using that method we obtain several results of this kind. The hardest of them is the existence of an oracle A such that P A 6 = NP A , P A = BPP A and both Co-NP A -sets and NP A -sets are P A -separable. We exhibit also two theorems that cannot be proved by that method.
Introduction
When people realized that P 6 = NP is likely true but hard to prove (and impossible to prove by relativizable arguments BGS 75]), they began to prove interesting theorems under P 6 = NP hypothesis. Interesting problems of this kind arise in cryptography, where the reliability of all known protocols is based on complexity assumptions even stronger than P 6 = NP. A very challenging problem is to construct cryptographic protocols which are provably secure if P 6 = NP. In the present paper we ascertain that many complexity assertions cannot be proved by relativizable arguments even under the P 6 = NP assumption and under stronger assumptions. In other words, we construct oracles relative to which certain Boolean combinations of the P 6 = NP assumption and stronger ones are true. Moreover, we investigate a general powerful method to This research was in part supported by a grant from the American Mathematical Society. y Institute of New Technologies, Nizhnjaa Radishchevskaja 10, Moscow, Russia 109004 z This research was in part supported by the grant MQT000 from the International Science Foundation, a NAS/NRC COBASE grant, and NSF grant CCR-8957604. Work done in part while visiting the University of Rochester.
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prove such theorems and in the last section we present some theorems which cannot be proved by that method.
Many results of this sort (when an oracle is constructed under which some Boolean combination of complexity assertions is true) have appeared in literature. The following results among them deal with the classes considered in the present paper. Racko in R 78] constructed oracles A and B such that P A = R A 6 = NP A and P B 6 = R B = NP B . In BGS 75], it was proved that P = NP \ Co-NP 6 = NP under some oracle.
In the present paper we prove, for example, that there exists an oracle under which P 6 = NP and NP-sets are separable, thus we solve the problem left open in GS 88] . 1 This implies that reliability of all the cryptographic schemes based on the existence of one-way functions cannot be derived from P 6 = NP by relativizable arguments (since one-way functions do not exist if NP-sets are separable). Moreover, we show that one cannot prove using relativizable arguments that NP-sets are inseparable even under hypothesis that both Co-NP-sets are inseparable and P 6 = R. The strongest result of our paper states that there exists an oracle under which P 6 = NP and NP-sets are separable and Co-NPsets are separable and P = BPP. In other words, it is impossible to prove by relativizable arguments even the disjunction \NP-sets are inseparable or Co-NP-sets are inseparable or P 6 = BPP" under the P 6 = NP hypothesis.
The method used in the present paper goes back to BGS 75]. We call it \the universum method". In the present paper we re ne that method and apply it to prove the existence of oracles relative to which certain Boolean combinations of the assertions P = NP, P = R, P = BPP, P = NP\Co-NP, P = R\Co-R, \NP-sets are P-separable", and \Co-NP-sets are P-separable" hold (we are successful to construct oracles for 13 of 17 possible combinations, thus 4 problems of this kind remain unsolved).
Roughly speaking, the method works as follows. Suppose we want to prove that there exists an oracle A such that P A 6 = BPP A and P A = R A . First, we de ne a subset V (called the universum) of the set of all oracles. Second, we choose a su ciently powerful oracle H (in all known applications we can take any PSPACE-complete set as H). Third, we consider machines having two oracles: the oracle H and a varying oracle B ranging over V . (Thus, every machine of this type accepts a subset of B V , where B = f0; 1g is the input alphabet.) Finally, we prove that there exists a BPP-machine of this type which recognizes a subset of B V recognizable by no P-machine of this type and prove that for any R-machine of this type there exists a P-machine of this type recognizing the same subset of B V .
Another general method close to ours was presented in the paper FFKL 93]. The extension of that method was applied by Fortnow and Rogers in FR 94] to prove the existence of oracles relative to which certain Boolean combinations of the assertions P = NP, P = UP, P = NP \ Co-NP, \NP-sets are P-separable", and \Co-NP-sets are P-separable" hold. They succeeded in constructing oracles for all possible combinations.
In a sense our method (as well as the method of FFKL 93]) is a special case of the forcing method (see Section 5.2.1). In Section 6, we prove two negative results that can be interpreted as that both methods fail to prove the following two theorems: the theorem that P 6 = R = PSPACE under some oracle R 78] and the theorem proven by Ko in Ko 89] that P = NP 6 = PSPACE under some oracle.
In the next section we introduce some notation. In Section 3, we prove a sample theorem in full detail to exhibit all main ideas of the method in the simplest situation. In Section 4 we obtain the main results applying our method. We give there also a simple proof of the result by HI 86] that there exists an oracle relative to which P 6 = NP \ Co-NP 6 = NP and the class NP \ Co-NP has a complete problem. In Section 5, we formalize the universum method and formulate two general theorems on the method. This makes possible to formulate what means that the method fails to prove the two above cited theorems. All theorems in Sections 5 and 6 are presented without proofs. The proofs can be found in MV 94].
Preliminaries
We restrict ourselves to binary alphabet B = f0; 1g. The set of all binary words is denoted by B . The set of all functions from B into B is denoted by . A language L B is identi ed with its characteristic function. We say that a language L separates languages L 0 and L 1 if L 0 (x) = 1 ) L(x) = 0 and L 1 (x) = 1 ) L(x) = 1 for any x 2 B . Call any language in a class C of languages a C-set. An oracle is an element of .
Denote by jyj the length of word y. We say that NP A -sets (Co-NP A -sets) are separable if any two disjoint NP A -sets (Co-NP A -sets) are separable by a P A -set. If this is not the case, then we say that NP A -sets (Co-NP A -sets) are inseparable.
Let N denote the set of nonnegative integers. Denote by B n the set of all binary words of length n. Denote by B n (B n ) the set of all binary words of length at most n (at least n, respectively).
Denote by fjD the restriction of function f to set D.
Let us de ne the binary operation on languages as follows: B C = f0u j u 2 Bg f1v j v 2 Cg (we denote by xy the concatenation of words x and y).
An interval is a set of oracles having the form ?(') = fA 2 j 8y 2 Dom(') A(y) = '(y)g; where ' is a function from a nite subset of B into B, and Dom(') denotes the domain of '.
For a nite set M B denote by maxlength(M) the max y2M jyj and denote by jMj the number of elements in M.
Let P be a deterministic oracle machine. Denote by Query B P (x; B H) the set of all y 2 B such that P asks`B(y) =?' during the computation on input x with oracle B H. Let N be a nondeterministic oracle machine and c be one of its computations with oracle B H on some input. Denote by Query B N (c; B H) the set of all y 2 B such that N asks`B(y) =?' during the computation c. By P-NP-, BPP-] machine we mean a polynomial-time deterministic nondeterministic, probabilistic] oracle machine.
For a function de ned on a nite set D denote by # 1 the number of y 2 D such that (y) = 1 (the notation # 0 is de ned in the similar way).
3 A sample application Theorem 1 There exists an oracle A such that NP A -sets are inseparable and Co-NP A -sets are separable.
Proof. The proof of this theorem is very close to the proof of the theorem from
BGS 75] stating that P A = NP A \ Co-NP A 6 = NP A for some oracle A.
De ne the sequence of integers n i by induction n 0 = 1, n i+1 = 2 2 n i . Let S = fn i j i 2 Ng. Consider the following set of oracles: V = fB 2 j for all n 2 S there exists at most one y 2 B n such that B(y) = 1 and for all n 2 N n S there exist no y 2 B n such that B(y) = 1g: Let H be a PSPACE-complete language. The oracle A will have the form B H, where B is in V . Thus, we have to de ne the oracle B.
We construct B in such a way that the following sets:
L B 0 = f1 n j n 2 S and there exists y 2 B n?1 such that B(0y) = 1g; L B 1 = f1 n j n 2 S and there exists y 2 B n?1 such that B(1y) = 1g are P A -inseparable. Obviously, both L B 0 and L B 1 belong to NP B H and are disjoint for any B 2 V . So we have to construct an oracle B 2 V such that 1) L B 0 and L B 1 are separable by no P B H -set, and 2) any two disjoint Co-NP B H -sets are separable by some P B H -set.
Let M be a deterministic or nondeterministic machine. Write M A (x) = 1 if M with oracle A accepts x and write M A (x) = 0 otherwise. Say that a pair hN 0 ; N 1 i of NP-machines is correct on A if the languages fx j N A 0 (x) = 0g and fx j N A 1 (x) = 0g are disjoint. The assertion 1) means that for any Pmachine P the language fx j P B H (x) = 1g does not separate L B 0 from L B 1 . The assertion 2) means that for any pair hN 0 ; N 1 i of NP-machines being correct on B H there exists a P B H -set separating the set fx j N B H 0 (x) = 0g from the set fx j N B H 1 (x) = 0g. Let P 0 , P 1 , : : :, P i , : : : be an enumeration of P-machines and hN 00 ; N 01 i, hN 10 ; N 11 i; : : :; hN j0 ; N j1 i; : : : be an enumeration of pairs of NP-machines.
In step i, we construct an interval ? i intersecting with V in such a way that i=1 ? i the assertions 1) and 2) will hold.
We start with ? 0 = . Let us explain what to do on each step. Let ? i?1 = ?(') = fB 2 j Bj Dom(') = 'g be the interval constructed on (i ? 1)th step. On the ith step we make the following. Consider two cases.
First case: i = 2k + 1. Pick n 2 S greater than maxlength Dom(') and so large that P k on input 1 n makes less than 2 n?1 queries to oracle. Let C be the oracle in ? i?1 being equal to zero on all the words not in Dom('). Without loss of generality we may assume that P C H k (1 n ) = 0 (other case is entirely similar).
We know that j Query C Pk (1 n ; C H)j is less than the number of words of length n ? 1. Pick a word z of the form 1u in the set B n n Query C Pk (1 n ; C H). Note that z is not in Dom(') since n > maxlength(Dom(')). Let ? i = fB 2 ? i?1 j B(z) = 1; B(y) = C(y) for all y 2 Query C Pk (1 n ; C H)g:
Then P B H k (1 n ) = P C H k (1 n ) = 0 and L B 1 (1 n ) = 1 for any B 2 ? i , and ? i \ V is non-empty since C fzg is in ? i \ V .
The reader can see that, in fact, we have proved the following lemma, whose analog will be used in all other proofs. The union is over all the computations of N k0 (N k1 ) on input 1 n with oracle C H. Obviously, we have made poly(jxj) queries. 2 Proof of Lemma 1.3. Let P be a good machine. De ne the functions question(x; w) and result(x; w) as follows. Let w be a binary word of length n. For any i n denote by w(i) the ith symbol of w. Run the machine P on input x and give the answer w(1) to the rst query, the answer w(2) to the second query and so on. There are three possibilities: 1) P makes exactly n queries and then returns a result say r; in this case set question(x; w) = $; result(x; w) = r; 2) P makes n queries and then makes (n + 1)st query, say`B(y) =?'; in this case set question(x; w) = y; result(x; w) = $; 3) P makes less than n queries; in this case set question(x; w) = result(x; w) = $: Obviously, both functions question and result are computable within polynomial space. Therefore, they can be computed by a polynomial-time machine with oracle H. Let machine M work according the program shown on Figure 1 . 2
The proof of Theorem 1 is nished. 2 All other theorems in this paper are proved according to the presented scheme. Namely, rst a set V of oracles is de ned (which is called the universum).
The oracle under which the desired Boolean combination of complexity assertions holds always has the form B H, where H is a PSPACE-complete set.
The desired properties of B are represented as a countable family of requirements on B and then the diagonal construction is used to satisfy all the requirements. On the ith step, an interval ? i is constructed such that the ith requirement holds for any B 2 ? i \V . The requirements are of two types: \neg-ative" ones and \positive" ones (in the above example the requirements satis ed on odd steps are negative ones and the requirements satis ed on even steps are end positive ones). Negative requirements are satis ed by using an appropriate analog of Lemma 1.1. Its proof is always easy, therefore we will only present the analog of languages L B 0 and L B 1 . The positive requirements will be satis ed by trying rst to make the current pair of machines (or single machine in the case of classes BPP and R) incorrect. The notion of correctness of course will be speci c in each case. If this fails, then we use an analog of Lemma 1.2, which combined with Lemma 1.3 (common for all the applications of the method) will complete the proof.
Thus, the proof of any speci c theorem in the sequel will consist of the de nition of the universum, the de nition of analog of languages L B 0 and L B 1 and the proof(s) of the appropriate analog(s) of Lemma 1.2.
The applications of the universum method
The assertions on complexity classes to which the method is applied are shown on the Figure 2 . We apply the universum method to prove the existence of oracles under which one or another combination of assertions that label the nodes of the graph holds. There are 17 possible combinations of those assertions. They are listed in the Table 1 .
We are able to prove the existence of oracles under which the combinations of all the lines but the lines number 3, 4, 9 and 10 are true. In fact, we do not know the answer to the following question.
Question Is there an oracle under which Co-NP-sets are separable and P 6 = BPP? Table 1 : The signs \+" and \ " put in a line of the table indicate that the corresponding assertion is true. The signs \?" and \ " indicate that the corresponding assertion is false. The di erence between the signs \+" and \ " is that the truth of assertions labeled by \+" follows from the truth of assertions labeled by \ " but the truth of any assertion labeled by \ " does not follow from the truth of other assertions. The same di erence is between the signs \?" and \ ". The commentary ending each line includes information about where the combination present in the line is proved. 
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We shall use only the universums of the form V = V (Z) = fB 2 j 8n 6 2 S8y 2 B n B(y) = 0; 8n 2 S BjB n 2 Zg; where Z is a subfamily of the family F of all the functions having the type B n ! B for some n 2 S. In the sequel we denote by F n the set B B n . The set Z is called the base of V (Z).
The following ve standard bases are important for the present investigation:
Z( 1) = f 2 F j # 1 1g; this base was already used in the proof of Theorem 1
Other bases will be built from these standard bases by the following operation + on bases: Z 0 + Z 00 = f 2 F ni j i is even and 2 Z 0 g f 2 F ni j i is odd and 2 Z 00 g. Now, we formulate the ve analogs of Lemma 1.1, which will be used to satisfy negative requirements in the proofs of the next theorems. Their proofs are straightforward and therefore we omit them.
Lemma 1 Let Z 0 be any base and let an interval ? intersect with the universum V = V (Z( 1)+Z 0 ). Then there exists no P-machine M such that M B H separates the language f1 n j n 2 S; n is even and there exists y 2 B n?1 such that B(0y) = 1g from the language f1 n j n 2 S; n is even and there exists y 2 B n?1 such that B(1y) = 1g for any B 2 ? \ V . These languages are in NP B H and are disjoint for any B 2 V . Lemma 2 Let Z 0 be any base and let an interval ? intersect with the universum V = V (Z( 1)+Z 0 ). Then there exists no P-machine M such that M B H separates the language f1 n j n 2 S; n is even and for all y 2 B n?1 B(0y) = 0g from the language f1 n j n 2 S; n is even and for all y 2 B n?1 B(1y) = 0g for any B 2 ? \ V . These languages are in Co-NP B H and are disjoint for any B 2 V . Lemma 3 Let Z 0 be any base and let an interval ? intersect with the universum V = V (Z(= 1)+Z 0 ). Then there exists no P-machine M such that M B H recognizes the language f1 n j n 2 S; n is even and there exists y 2 B n?1 such that B(0y) = 1g for any B 2 ? \ V . This language is in NP B H \ Co-NP B H for any B 2 V . Lemma 4 Let Z 0 be any base and let an interval ? intersect with the universum V = V (Z(BPP)+Z 0 ). Then there exists no P-machine M such that M B H recognizes the language f1 n j n 2 S; n is even and # 1 (BjB n ) > (2=3)2 n g for any B 2 ? \ V . This language is in BPP B H for any B 2 V . Lemma 5 Let Z 0 be any base and let an interval ? intersect with the universum V = V (Z(R)+Z 0 ). Then there exists no P-machine M such that M B H recognizes the language f1 n j n 2 S; n is even and # 1 (BjB n ) > (1=2)2 n g for any B 2 ? \ V . This language is in R B H for any B 2 V . Now, we are going to consider all the lines in the table except lines numbered 3, 4, 9 and 10.
The existence of oracles under which the combinations in the rst and in the last lines hold is well known so we skip those lines.
Theorem 2 NP-sets are inseparable, Co-NP-sets are separable and P = BPP under some oracle (8th line in the table).
Proof. This theorem strengthens Theorem 1 and its proof uses the same universum V = V (Z ( 1)). All we have to do is to prove the analog of Lemma 1.2 for BPP-machines. We say that a BPP-machine M is correct on an oracle A if M A accepts any input with probability lying outside the segment 1/3;2/3].
Lemma 2.1 Assume that ? is an interval and M is a BPP-machine being correct on C H for any C 2 ? \ V . Then there exists a good machine P that recognizes with oracle B the same language as M does with oracle B H for any B 2 V \ ?.
Proof. Let M and ? satisfy the conditions of the lemma. Let us construct P. Let x be an input to P. In fact, the beginning of the proof of all analogs of Lemma 1.2 is common. We rst nd an n = n i 2 S such that log 2 n jxj < 2 n , query B's values on words of length at most n i?1 , then compute the value Prob M B H (x)] directly if jxj is so small that M B H (x) may depend on BjB ni+1 . It remains to construct a good machine P 0 that on input hx; BjB ni?1 i, where B 2 V \ ?, decides if Prob M B H (x)] > 2=3 provided x is so long that M B H on input x cannot query B's value on words of length n i+1 or greater.
Let P 0 work as follows. Find rst the probability p of the event \M C H (x) = 1", where C is the oracle being equal to B on words of length di erent from n and to zero on remaining words. Note that we know all the values of C needed to nd p. Without loss of generality we may assume that p 1=2 (the case p 1=2 is entirely similar). 2 We will use the notion of weight introduced in S 82]. For an oracle D let w D (y) (the weight of y relative to D) denote the probability of the event \M D H at some moment in the computation on input x queries`D(y) =?'". It is easy to see that Denote by W the set of all y 2 B n such that w C (y) 1=6. Obviously, jWj poly(jxj).
Find W and query`B(y) =?' for all y 2 W. Consider two cases. To ensure separability of NP A -sets we shall prove the following analog of Lemma 1.2. Lemma 4.1 Let hN 0 ; N 1 i be a pair of NP-machines being correct on B H for any B 2 V \ ?. Then there exists a good machine P that for all B 2 V \ ? on input x with oracle B nds an l 2 f0; 1g for which N B H l (x) = 0. Proof. Let x be the input word. Let n = n i be de ned as in the proof of Lemma 1.2. Assume that the length of x is so large that both machines N 0 ; N 1 on input x cannot query oracle values on words of length n i+1 and that n is greater than lengths of words de ning ?. Assume that we already know BjB ni . We have to nd an l such that N B H l (x) = 0. To this end we shall use the technique from BI 87]. We need the notion of a certi cate. Let l = 0; 1. An l-certi cate is a function having the form Cj Query C Nl (c; C H), where C is an oracle agreeing with B on all words of length di erent from n, N C H l (x) = 1 and c is an accepting computation of N C H l on x.
Note that if is an l-certi cate and C continues , then N C H l (x) = 1. Obviously, the cardinality of domain of any l-certi cate is bounded by a polynomial of jxj, say p(jxj). Assume that x is so long that 2 n > 2p(jxj). We claim that then any 0-certi cate ' is inconsistent with any 1-certi cate (that is, '(y) 6 = (y) for some y 2 Dom(') \ Dom( )).
Indeed, assume that a 0-certi cate ' and a 1-certi cate are consistent. Then there exists an oracle C agreeing with B on words of length di erent from n that continues both ' and . As j Dom(')j + j Dom( )j < 2 n we may assume that there exists y 2 B n such that C(y) = 1, that is, C is in V . 3 Obviously, we have made at most p(jxj) 2 queries to B. Let us prove now that the described program can be run within polynomial space. We do not need to store C 0 or C 1 . It su ces to store the set U and the B's value on elements of U.
Having U and BjU we can decide if there is a 0-certi cate 1-certi cate] consistent with BjU by checking all the computations of N 0 N 1 ] on input x. If a query`B(y) =?' is made during one of computations we answer`B(y)' if jyj n i?1 or y is in U (note that we know B's value on such words), 0 if n i?1 < jyj < n or n < jyj and try all the answers otherwise. As the number of queries does not exceed poly(jxj) the amount of stored information is poly(jxj). 2
To ensure the equality BPP A = P A we shall prove the following analog of Lemma 1.2. 3 In the next theorem we shall need this lemma for V = V (Z(BPP)). In this case we need the inequality jDom(')j + jDom( )j < (1=3)2 n . Having this inequality we can nd an oracle C being consistent with both ' and , agreeing with B on words of length di erent from n and such that the number of words of length n in C is greater than (2=3)2 n , that is, we can nd C 2 V \ ? continuing both ' and . Let x be an input and let B be in V \ ?. Let n be de ned as usually and let x be so long that M on input x cannot query B's value on words of length n i+1 or greater and that n is greater than lengths of words de ning ?.
Denote by k the maximal number of queries that M can make on input x. It is important that k poly(jxj). Let in the sequel Q(B) denote the set of all the oracles in V agreeing with B on all the words of length di erent from n.
Note that Q V \ ? so M is correct on C H for any C 2 Q(B). Second case: C y 6 2 Q(B). Since C y agrees with B on all the word of length di erent from n this means that # 1 (C y jB n ) = 0. This may happen only if # 1 (CjB n ) = 1 and therefore this case can occur for the single y. Lemma 5.1 Let hN 0 ; N 1 i be a pair of NP-machines being correct on B H for any B 2 V \ ?. Then there exists a good machine P that for any B 2 V \ ? on input x with oracle B nds an l 2 f0; 1g for which N B H l (x) = 0 Proof. This lemma can be proven just as Lemma 4.1. The only di erence is that we have to take x so large that (1=3)2 n > 2p(jxj) (and not 2 n > 2p(jxj) as in that proof). 2
Let us say that a probabilistic oracle Turing M machine is correct on A if for any x, Prob M A (x) = 1] either is equal to 0 or is greater than 1/2.
We need the following analog of of Lemma 1.2. It is obvious that there exists an NP-machine N 1 satisfying this requirement. Thus, we have to construct an NP-machine N 0 satisfying this requirement.
Let x be an input to N 0 and let B be in V \ ?. Let n = n i be de ned in usual way. Assume that M on input x cannot query oracle values on words of length n i+1 . Let k = poly(jxj) be the maximal number of queries to B which machine M can make during the work on input x. Let Q(B) denote the set of all the oracles in V agreeing with B on all the words of length di erent from n. Denote by w C (y) the probability of the event \M C H (x) on input x queries C(y) =?'". Let W = fy 2 B n j w B (y) > 1=4kg. Note that jWj < 4k 2 . Claim. Prob M C H (x) = 1] = 0 for any C 2 Q(B) agreeing with B on W.
Proof of the claim. Assume the contrary. Let C be a counterexample. Then for at least one random string, M C H (x) = 1. Denote by U the set of all the y 2 B n such that the query`C(y) =?' is made during the computation of M C H on x for that random string. Obviously, jUj k. Let D be the oracle agreeing with C on U and with B on remaining words. If n is large enough, then D is in ?. If D belonged to V we would obtain a contradiction: we know that probability of the event \M D H (x) = 1" is positive, hence, this probability would be greater than 1/2. Therefore, by Lemma 2. Now we have to explain what to do if D 6 2 V , that is, # 1 (DjB n ) 2 (1=3)2 n ; (2=3)2 n ]: We know that B 2 V , that is, # 1 (BjB n ) 6 2 (1=3)2 n ; (2=3)2 n ]. Without loss of generality we may assume that # 1 (BjB n ) > (2=3)2 n . Then # 1 (DjB n ) > (2=3)2 n ? jUj. We have jUj k = poly(jxj). Therefore, we may assume that 2jUj + jWj (1=3)2 n .
As (1=3)2 n # 0 (DjB n ), there exists a set T B n having exactly jUj elements, not intersecting with U W and such that D(y) = 0 for any y 2 T. The rest is as in the proof of Lemma 4.2.
For a set U B n let O(BjU) denote the set of all oracles C agreeing with B on all the words in U and on all the words of length di erent from n and such that the number of words in B n n U on which C is equal to zero is at most k. Assume that jxj is so large that 4k 2 + k < 2 n? for the corresponding universum. The sign \{" in a line of the table indicates that the analog of Lemma 1.1 is true for the corresponding universum. The letter \o" means that the proof was omitted (because we do not need the corresponding assertion). Machine P works as follows. Let x be the input. Let n = n i 2 S be de ned by inequalities log 2 n jxj < 2 n . Theorem 12 There exists an oracle A such that NP A \Co-NP A 6 = P A , R A 6 = P A and R A \ Co-R A = P A ( 16th line in the table).
Proof. Take the base Z = Z(=1) + Z(R). 2
The next theorem completes theorems shown in the Table 1 . To prove it we need many universums.
Theorem 13 There exists an oracle A such that P A 6 = NP A , NP A -sets are separable, Co-NP A -sets are separable and BPP A = P A (second line in the table).
Proof. We use a diagonal construction as in the proof Theorem 1 but instead of a chain of intervals we construct a chain The oracle A as usually will have the form B H, where H is a PSPACEcomplete set. The set in NP A n P A will be L B = f1 n j n 2 S; 9u 2 B n B(u) = 1g.
We do not present the whole diagonal construction but instead present only speci c points. The steps on which we satisfy the requirement L B 6 2 P B H are made as usual: on those steps we do not need to change current universum. Current universum is changed on steps on which we satisfy the requirement of separability of NP-sets. We have now to use the following analog of Lemma 1.2. Proof. The good machine that nds l works on input x as follows. Start with the oracle C that is equal to B on words of length di erent from n and to zero on remaining words. Find an l such that N C H l (x) = 1 (such l does exist since C is in V (Z j ) \ ?). Then we either discover that N B H l (x) = N C H l (x) or nd a u 2 B n such that B(u) = 1. In the latter case include u in C and repeat the process.
After at most k = n=j] + 1 iterations we will halt since # 1 (BjB n ) < k. 2 We need also the analog of Lemma 1.2 for BPP-machines:
Lemma 13.3 Let M be a BPP-machine being correct on B H for any B 2 V (Z j ) \ ?. Then there exists a good machine P such that P B recognizes the same language as M B H does for any B 2 V (Z j ) \ ?. Otherwise include in C all those u 2 U which are in B and repeat the process. After at most l = n=j] + 1 iterations we will halt since # 1 (BjB n ) < l. 2 Let us present one more application of the universum method consisting in the new proof of a known theorem. Theorem 14 (Hartmanis and Immerman HI 86] ). There exists an oracle A such that P A 6 = NP A \ Co-NP A 6 = NP A and the class NP A \ Co-NP A has an m-complete language.
Proof. It is su cient to construct an oracle A such that NP A \Co-NP A 6 = P A , NP A 6 Co-NP A and the class NP A \ Co-NP A has an m-complete language. The oracle A will have the form B H, where H is a PSPACE-complete set.
Thus, we have to construct the oracle B.
Take the universum V = fA 2 j # 1 (AjB n ) = 1 for any even n and # 1 (AjB n ) 1 for any odd ng:
The language in NP A n Co-NP A will be L B 1 = f1 n j n is odd and 9u 2 B n B(u) = 1g: The language in NP A \ Co-NP A n P A will be L B 2 = f1 n j n is even and 9u 2 B n?1 B(1u) = 1g: Obviously, L B 1 2 NP A and L B 2 2 NP A \ Co-NP A for any B 2 V (recall that A = B H). Thus, we have to construct an oracle B 2 V such that 1. L B 1 6 2 Co-NP A ; 2. L B 2 6 2 P A ; 3. NP A \ Co-NP A has a complete language.
To this end let us enumerate all the polynomial-time deterministic and nondeterministic oracle machines and all the pairs of nondeterministic polynomial-time oracle machines. In usual way we construct a chain For C 2 denote by C n the word of length 2 n+1 ? 1 encoding C's value on words of length at most n in lexicographic order.
Let us note that a pair hN j ; N k i of NP-machines de nes a language in NP B H \ Co-NP B H i N j (x; B H) + N k (x; B H) = 1 for any x. As a complete language we take the following language: L B = fhj; k; B n ; x; 0 pj(jxj)+pk(jxj) i j j; k; n 2 N; N j (x; B H) = 1 and N j (x; C H) + N k (x; C H) = 1 for any C 2 V \ ?(B j B n )g: Let us prove that L B is in NP A \ Co-NP A . To this end let us prove that L B is in NP A (the remaining part L B 2 Co-NP A can be proved entirely similar).
Let us construct rst a nondeterministic polynomial space oracle machine that accepts L B and makes polynomial number of queries.
Let w be an input word. Decide rst whether w has the form hj; k; B n ; x; 0 pj(jxj)+pk(jxj) i for some D 2 V and some j; k; n. Then decide whether B n = D n and whether N j (x; C H)+N k (x; C H) = 1 for all C 2 V such that C n = D n (this can be done within polynomial space since both values N j (x; C H) and N k (x; C H) depend only on value of C on words of length at most p j (jxj)+p k (jxj), therefore all the needed information about C can be written within polynomial space). If this is not the case, then reject. Otherwise run N j on input x with oracle B H and accept if N j (x; B H) = 1.
As in the proof of Lemma 1.3 we can convert the constructed nondeterministic polynomial-space machine into a nondeterministic polynomial-time machine with oracle H.
Thus, it remains to prove that L B is complete in NP A \ Co-NP A . Let a language L be in NP A \ Co-NP A . Let hN j ; N k i be a pair of nondeterministic polynomial-time oracle machines such that L(x) = N j (x; B H) = 1?N k (x; B H) for any x. The construction of the oracle ensures that there exists n such that N j (x; C H) + N k (x; C H) = 1 for any C 2 V \ ?(B j B n ). Let us x such an n. The mapping x 7 ! hj; k; B n ; x; 0 pj(jxj)+pk(jxj) i reduces L to L B . 2 Remark In a similar way we could prove all the previous theorems in a stronger form: we could add the assertion that all the involved classes have complete problems.
General theorems
In this section we formalize the method applied in the previous section. All the theorems are presented here without proofs. The proofs may be found in MV 94].
Basic de nitions
We deal with decision problems as well as with separation problems. It is convenient to consider a decision problem as a particular case of a separation problem.
De nition 2 A separation problem is a function P from B into f0; 1; g (the meaning of this de nition is as follows: we have to separate the set fx j P(x) = 0g from the set fx j P(x) = 1g). A language is a separation problem L such that L(x) 6 = for all x 2 B . For example, (1) and (2) are descriptions, and (1) is an oracle machine.
De nition Obviously, if M is an oracle machine being correct on A, then M A is a language.
Denote by BPP the set of all descriptions having the form (1), where M is a probabilistic polynomial-time oracle machine. (We use bold face letters for classes of languages, e.g., BPP, and roman letters for classes of descriptions, thus, BPP 6 = BPP, however BPP A = BPP A for any A).
Denote by NP-separation the class of all descriptions of the form (2), where N 0 and N 1 are polynomial-time nondeterministic oracle machines. Likewise one can de ne Co-NP-separation, as well as classes of machines P, NP, R, R\Co-R, NP \ Co-NP, PSPACE.
Say that a separation problem P 1 is easier than a separation problem P 2 (P 1 P 2 in symbols) if P 1 (x) 6 = implies P 2 (x) = P 1 (x). In other words, P 1 (x) P 2 (x) for all x 2 B , where denotes the partial ordering on the set f0; 1; g de ned by inequalities 0, 1. 
A generalization of Theorem 15
A natural question is if the above theorem can be generalized to involve other assertions on relativized classes, for example, \K A has a complete problem". The answer is a rmative.
The general approach is as follows. Suppose we wish to prove that there exists an oracle A such that an assertion '(A) on complexity classes is true. Suppose that the assertion '(Y ) can be expressed by a closed formula in a rst order language having atomic formulae of the form P(x 1 ; : : :; x n ; Y ), where each variable x i ranges over a countable set (possibly, di erent for di erent variables). by constants attached to all the elements from the domains of all the variables. Assume that the following condition is true: ( ) for any atomic formula P(x 1 ; : : :; x n ; Y ) for any values a 1 ; : : :; a n of x 1 , : : :, x n the set fA 2 j P(a 1 ; : : :; a n ; A)g is pseudo open.
Note that Condition 1 in the de nition of superuniversum implies that all the sets fA 2 j P(x; A) = #g, fA 2 j P(x; A) 6 = #g, fA 2 j P(x; A) Q(x; A)g, and fA 2 j P( For particular classes of descriptions we can give equivalent de nitions using no notion of computability. Let us do this for the classes considered in the previous section. To do this we have to de ne the notion of a Boolean decision tree and the notion of a branching program. More exactly, we de ne families of decision trees and families of branching programs; for the sake of brevity we omit the word \family".
A Boolean decision tree (or simply decision tree) is a pair T = hquestion; resulti; where question is a function from B B into B f$g, result is a function from B B into f0; 1; $g. The decision tree T computes the description hx; Ai 7 ! T(x; A) de ned as follows: T(x; A) is equal to the result returned by the program shown on Figure 3 . (We assume that this program always halt.)
Call a decision tree polynomial if 1) there exists a polynomial p such that j question(x; w)j p(jxj; jwj) for any end.
x; w 2 B and any A 2 and 2) the program shown on Figure 3 halts after executing poly(jxj) loops; it is important that in this case the program makes only poly(jxj) queries to A. It must be stressed that we do not require any computability of functions question and result. Obviously, if both functions question and result are polynomial-time computable, then the description T(x; A) can be computed by a polynomial-time oracle machine.
We claim that a description D is in n.u.P i D can be computed by a polynomial decision tree. This is quite easy: let D be in n.u.P, say D(x; A) = M(x; A C), where M is a polynomial-time oracle machine and C is an oracle. Then let question(x; w) be the question to oracle A made by M after getting answers w(1), w(2), : : :, w(jwj) to previous questions made to A and let result(x; w) be the value returned by M after getting answers w(1), w(2), : : :, w(jwj) to questions made to A (if the speci ed values are unde ned, then we consider them to be equal to $). Obviously, the de ned decision tree Now we are able to present the second general theorem which is the essence of the universum method.
Suppose there exists a superuniversum V such that the following two assertions hold:
(a 0 ) There is a description K 2 n.u.K that is correct on any oracle in l(V) and such that there are no L 2 n.u.L and V 2 V such that K(x; A) L(x; A) for any x and any A 2 V ; (b 0 ) for any V 2 V and any description M 2 n.u.M being correct on any oracle in V there exist N 2 n.u.N and V 0 2 V such that V 0 V and M(x; A) N(x; A) for any x and any A 2 V 0 .
Note that (a 0 ) and (b 0 ) are obtained respectively from (a) and (b) by replacing uniform classes relativized by H by the corresponding nonuniform classes.
The following theorem states that (a 0 ) and (b 0 ) imply the existence of an oracle H for which (a) and (b) are true, and hence the existence of an oracle A such that K A 6 L A and M A N A .
To prove that theorem we need some extra restrictions on classes K, L, M and N. Let us formulate those restrictions. We would mention that they are rather cumbersome and therefore it may be better for the reader to skip them and to read the following theorem assuming that the classes K, L, M and N are some of the classes considered in the previous section. 6 When the universum method cannot be used
We say that the universum method can be applied to prove that there exists an oracle A such that K A 6 L A and M A N A if there exists a superuniversum V such that (a 0 ) and (b 0 ) are true. In this section we present two theorems that cannot be proven by the universum method. We omit their proofs, which can be found in MV 94]. Both Theorems 18 and 19 can be proven by a method that may be called \cod-ing method" because, in those proofs, some di cult-to-compute information is encoded via oracle values, to ensure the truth of positive assertion (M A N A ).
To prove Theorem 18, one needs a lower bound by H 86, Y 85] on complexity of computation of PARITY function by means of AND,OR-circuits of bounded depth, which has a rather complicated proof. Theorem 19 was proved in the paper R 78] (in fact, the weaker assertion that P 6 = R = NP under some oracle was proved there but the proof is good also for our case).
Theorem 22 The universum method cannot be applied to prove Corollary 20, i.e., there exists no superuniversum V such that (a 0 ) and (b 0 ) are true for K = PSPACE, L = NP and M = Co-NP, N = NP. Theorem 23 Corollary 21 cannot be proven by the universum method, that is, there exists no superuniversum V such that (a 0 ) and (b 0 ) hold for K = PSPACE, L = P and M = Co-NP, N = R.
