This short position paper considers issues in developing Data Architecture for the Internet of Things (IoT) through the medium of an exemplar project, Domain Expertise Capture in Authoring and Development Environments (DECADE). A brief discussion sets the background for IoT, and the development of the distinction between things and computers. The paper makes a strong argument to avoid reinvention of the wheel, and to reuse approaches to distributed heterogeneous data architectures and the lessons learned from that work, and apply them to this situation. DECADE requires an autonomous recording system, local data storage, semi-autonomous verification model, sign-off mechanism, qualitative and quantitative analysis carried out when and where required through web-service architecture, based on ontology and analytic agents, with a self-maintaining ontology model. To develop this, we describe a web-service architecture, combining a distributed data warehouse, web services for analysis agents, ontology agents and a verification engine, with a centrally verified outcome database maintained by certifying body for qualification/ professional status.
Introduction
Mark Weiser's 1991 paper in Scientific American gave us a vision of a future in which increased availability of processing power would be countered by a decreasing visibility of that power, a technological ubiquity in which the world around us becomes active in every aspect of our lives: 'The most profound technologies are those that disappear. They weave themselves into the fabric of everyday life until they are indistinguishable from it' [1] . Progressively, as we have investigated the interconnection of technologies, we have moved away from the notion of a world focused around people<->people connections, to a world that encompasses people<->computer, computer<->com puter, people<->thing, computer<->thing, and even thing<->thing connections, where things are regarded as objects that are distinct from computers. This distinctionbecomes increasinglydifficulttomaintain,as even simple sensors now offer memory and computing capability, but the major issue is in the autonomous and semi-autonomous nature of such connections, and in the networks that can then be developed from the combinations of such connections. It is in this climate that the International Telecommunication Union produced a report in 2005 entitled 'The Internet of Things' (IoT) [2] , and there has been much written and much researched inthelastfiveyearsontheformandnatureoftheIoT, and the mechanisms for communication and support.
One danger we always face in developing new technological models, and especially new paradigms, is in reinventing the wheel to justify our research ideas, rather than building on existing knowledge, experience and skills. It seems that, once again, much of the purportedly novel research and development in this area fails to take account of previous work, and, once again, everything is new. While there can be no argument that the nature of the things are new, since they have not previously had the capability to communicate, to self-report, to self-analyse and configureorthe intelligenceto self-organize,itisfar less easy to categorize the nature of the problem as new. In fact, the problem is, and always has been, how to utilize the technologies to improve the quality of the lives of human beings, whether it be better business decision-making, autonomous control of power plants or getting the fridge to order food for tonight's meal. In the process of developing technologies to resolve this problem, we have developed heterogeneous data reconciliation systems, distributed database architectures, federated schematic models for In recent years, technology researchers, often as a consequence of funding and publication requirements, have tended to avoid using or referencing existing solutions, with a resultant increase in reinvented wheel papers.
In considering a database architecture for the IoTs therefore, the approach we have chosen to adopt is to determineaspecificationoftherequirementsfordata capture, manipulation and storage, and then to map these to existing tools and solutions. We believe that this approach will enable working prototype systems to be developed quickly and easily and will allow time and energy to focus on the real research challenges that exist in this problem space. To consider the problem space, we are using a research project that we are currently investigating, which is considering the issues of Domain Expertise Capture in Authoring and Development Environments (DECADE), which is described in the next section.
The Domain Expertise Capture in Authoring and Development Environments Project
Domain Expertise Capture in Authoring and Development Environments (DECADE) is a project focused on the development of autonomous and semi-autonomous agent-based web-service networks capturing qualitative and quantitative usage information from students and practitioners operating in digital authoring and software development environments.
A major problem faced in the development of high-level software systems, advanced content and next generation internet-based services, is in the combination of skills and expertise required by practitioner teams, andintheidentificationofthedevelopmentandtraining needs for staff to be appropriate members of such teams. Existing systems based around curriculum vitae,skillsaudits,practitionertestsandcertification (including Chartered status) are predominantly based around the concepts of self-reporting by practitioners, expert assessment of self-reports and practice tests and analysis of practitioner history. One fundamental flawinthissystemisthatitishighlydependentonthe honesty and veracity of the practitioner, and, especially in advanced systems, the capability of the certifying bodies to develop appropriate and up-to-date testing instruments.
An alternative approach would be to utilize autonomous and semi-autonomous agents, working through the APIs and accounting tools of existing development and authoring environments, to capture practitioner experience as it takes place and thereby build a real-life portfolio of that experience in both quantitative and qualitative terms. Such a mechanism would allow the selection of practitioner teams on the basis of well-defined,accurateskillsprofiles,whilestaff training and development could be accurately targeted to areas ofskilldeficitortothedevelopmentofnewskillareas. Itwouldalsoprovideanefficientandeffectivemodel for skills certification, including chartered status, and support mechanisms for the maintenance of that certification.
Having developed such a system, we can envisage practitioners establishing a baseline skills statement signed off by a certifying body, and then utilizing the system to track their continued development and experience, while students on degree programs and new practitioners could begin to build their portfolio from day one. As a means of verifying information being captured by the autonomous system, semi-autonomous checks through employers, academic institutions or other recognized bodies could be carried out and cross-checked against the portfolio being generated by the system. This would have the advantage of minimizing the workload in capturing the skills and expertise data, removing any requirement to immediately quantify or qualify that data, but still providing a verification mechanism to ensure that plagiarism, hacking, and other mechanisms for expertise or skills inflation, can be identified and eliminated.
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The portfolio generated by the system, properly authenticated by a certifying body, with any additional components added by the practitioner, could then be verified by awarding bodies, tutors, etc. This would provideaveryhighquality,verifiedcurriculumvitae,as a statement of skills necessary for professional sign off at contract-level, or as evidence for expert witness status, or for various other professional and employment purposes.
The project itself is planned to take place in three phases, funding has already been obtained for phase one and it is taking place during the summer of 2009:
Phase 1
A survey, by means of questionnaire and focus groups, considering the use of existing software accounting tools and other mechanisms to consistently capture domain expertise and skills of practitioners in digital authoring environments. The survey will be targeted to employers of digital professionals in the IT industry, academics working in IT/computing departments at European universities and certifying professional bodies and legislators within the IT industry across Europe.
Phase 2
This phase will consider the development of the agent network and appropriate toolsets to support an initial prototype implementation of the services described above for a specified subset of practitioners within the IT industry, predominantly focusing on students and early-stage practitioners in the first instance. The tools and agents developed will offer a service-oriented architecture, operating autonomously as part of the 'IoTs', providing data capture, quantitative and qualitative analytical capabilities. These will compare the data generated for the practitioner portfolio againsta qualifiedbodyofdomainexpertiseandskills, represented in a self-maintaining ontology, which will be developed by the project and maintained by the certifying body within the industry.
Phase 3
This phase will consider the establishment of an infrastructure of cooperating bodies in industry, academia and the certifying bodies across Europe. This networkwillestablishthecertificationandverification processes, and identify bodies responsible for these, within a coordinated framework. They will then deploy the agent network and the tools developed in phase two, initially as a pilot project for a targeted group of practitioners over a specified timescale, to determine the viability of the infrastructure, and evaluate the effectiveness of the tools and agents and the portfolios thus produced.
Proposed Outline Architecture
Althoughthearchitecture[Figure1]identifiesthelocal system as being on a user PC, when users develop code it could be on a stand-alone computer or networked in various ways, hence both situations need to be catered for. Users will develop and author using various tools, including IDEs, which the reasoning engine will need to interface with. This local system will be completely autonomous, with the capture utilities being either computational agents working through APIs, or things operating on low-level capture, such as keystroke streaming. The local reasoning engine will build quantitative and qualitative data classification structures, with the support of ontology agents from the external system, and then encrypt and store the data in a local data log.
The external system is a semi-autonomous system, with some human interfacing for data and ontology verificationpurposes,butallotherprocesses operating without human intervention. Intentionally, this system is separate from the local system, and provides a fail-safe mechanism to prevent attempts to deceive or corrupt the process. The external system will take data relating to user activityfromthelocalsystem,andsetupa verification process, which will then result in that verified data being transferredtothenational certification authority, which will apply a range of quantitative and qualitative analytics to translate this data into a structured form representing the amount and quality of the domain expertise of the individual user. This data is then stored in a central store, in a heavily encrypted and compressed form, with the underpinning data available from the local data log, if required, for validation purposes. The local certificationauthorityundernormalcircumstances would be the user's employer or educational institution, but could be anyone prepared to host the information. All transmitted and stored data will be appropriately encrypted, with encryption and decryption keys and processes handled autonomically by the system. To support the verification process, summary statistics will be available for line managers to authenticate on a The ontology will be developed and maintained as a web service, delivered by intelligent agents, which can self-maintain but also seek regular confirmation and verificationofrevisedstructuresandnewknowledge. Similarly, quantitative and qualitative analytics will be developed as web services to be applied by intelligent agentsacrosstheverifieddatasets.Theseagentscanbe utilized within a web-service based network to support the external system, and inform the local system.
A Data Architecture for Domain Expertise Capture in Authoring and Development Environments
Perhaps the first point to make about the DECADE requirements in terms of Data Architecture is that we are clearly describing a Distributed Database Architecture, since each local data log will be very similar in nature and each will be structured according to information provided from the ontology agents. The work of Bell and Grimson [3] ,andnumerousothers,inthisarea, providesa basis for the development of the underpinning structures to support the systems. However, the concept of a local data log forming a component of a collective structural model is not restricted to the concepts of distributed systems. The model we describe bears similarities to the work of Litwin [4] indevelopingmulti-database architectures, which are fundamentally homogeneous, while the seminalpaperbyShethandLarsen [5] , identified structures which could be applied to heterogeneous structures, offering the opportunity for local autonomy and variation, while still supporting interoperability. These systems rely heavily on the concept of shared schematics, andperhapsmost importantly,identifiedmechanismsfor autonomous resolution of schematic differences, which could be used in designing the DECADE systems. It is key to the nature of the DECADE systems and the prime concepts of the IoT that these approaches are designed to support autonomous operation of systems, and do not inherently require human intervention.
The work of Fonkam and Gray [6] , which was then further developed by MacKinnon et al. [7] utilized the concept of intentional structures and intentional answers to describe the outcomes of queries in terms of the query itself, and can be used in developing both the local data log structures and supporting the self-regulation of the ontology. However, the development of an agent-based ontology model, with the potential to self-regulate, will draw on the work of the MIPS project in the mid-90s [8] , and the concept of agents asmediatorsdefinedbyWiederhold [9] .Thisworkwas further developed in El-Khatib et al. [10] , which considered a cooperating agent architecture building intentional structures to support heterogeneous federations of data sources. Combining this approach with the distributed approaches offers the opportunity to build in a level of intelligence and autonomousconfigurationwithinsystems.
More recently, the work of Gonzalez et al. [11, 12] has identified the benefits of the binary relational model fordatawarehousing,buildingonasignificant history of research and development in this area, and the practical benefits that can be achieved. This approach also offers the opportunity to develop further protection for the DECADE systems, since if the systems were to be underpinned by a distributed data warehouse architecture then the attribute table, as distinct from the position table, can be held in the central system, based on the ontology, while the local data logs can represent the distributed form of the position table, and can therefore never be reconstituted outside the system, without compromising the central system.
In terms of the web-services architecture, the DECADE systems can draw on work carried out in supporting e-learning systems, commercial business support systems andserviceportals [13] [14] [15] .Thesesystemsarepredominantly designed to offer interfaces for human decision support and interaction; however, but recent developments have used such services for autonomous and semiautonomous systems, such as automated assessment and feedback, automated trigger mechanisms in corporate transaction models and CRM systems, and the utilization of action rules in supporting inter-agent collaboration and service delivery. The message of the recent developments in this area is that Service-Oriented Architectures (SOA) are of relevance in the IoT, and the work carried out in this area can be reused for interactions between collaborating networksofallthetypesofconnectionidentifiedearlier.
Conclusions and Future Work
The key argument of this paper is that developing Data Architectures for the IoTs should begin from our existing body of knowledge, rather than immediately determining a requirement for unique and novel developments to reflectthenoveltyofthe environment.Thismayseemtobe stating the obvious, but it is the experience of the authors in recent years, and in the recent work on the IoT, that this is perhaps not as obvious as it should be. In this paper, we have set out the initial analysis of requirements for a new project requiring cooperating autonomous and semiautonomous systems, incorporating a range of connections between humans, computers and things. In describing theserequirements,wehaveidentified existingsystems and 20-year-old research outcomes that are important and havevalueinthedesignand specificationofthesenext generation systems, alongside new research and research outcomes. The DECADE systems represent a subset of the data requirements that will emerge from the IoT, but importantly they encompass both autonomous and semiautonomous systems, and require various types of connection envisaged in the ITU paper [2] . This being the case, we can see that existing research in distributed data systems offers a range of possible alternative architectural models, although the DECADE systems would appear to be best suited by a combination of the distributed agent-based web-service network, underpinned by a distributed data warehouse architecture. The current research identified in this paper is focused on building and developing existing research solutions, and the novelty in such research is bothintheapplicationofthosesolutionstotheidentified problem, and in addressing the complexities and emergent issuesoccasionedbyoperatinginthe specificproblemand solution spaces.
The arguments presented here should not be seen as in any way opposed to the development of new research ideas and projects, but rather supporting the recognition that this is a mature discipline building on over 50 years of research. Isaac Newton paraphrased John of Salisbury's work in Meta logicon to introduce the phrase 'Standing on the shoulders of giants', and those developing Data Architectures for the IoTs should also seek out the relevant shoulders to improve their view.
