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Abstract
The consideration of quantum fields defined on a spacetime lattice provides computa-
tional techniques which are invaluable for studying gauge theories nonperturbatively from
first principles.
Perturbation theory is an essential aspect of computations on the lattice, especially
for investigating the behavior of lattice theories near the continuum limit. Particularly
important is its role in connecting the outcome of Monte Carlo simulations to continuum
physical results. For these matchings the calculation of the renormalization factors of
lattice matrix elements is required.
In this review we explain the main methods and techniques of lattice perturbation
theory, focusing on the cases of Wilson and Ginsparg-Wilson fermions. We will illus-
trate, among other topics, the peculiarities of perturbative techniques on the lattice, the
use of computer codes for the analytic calculations and the computation of lattice inte-
grals. Discussed are also methods for the computation of 1-loop integrals with very high
precision.
The review presents in a pedagogical fashion also some of the recent developments in
this kind of calculations. The coordinate method of Lu¨scher and Weisz is explained in
detail. Also discussed are the novelties that Ginsparg-Wilson fermions have brought from
the point of view of perturbation theory.
Particular emphasis is given throughout the paper to the role of chiral symmetry on
the lattice and to the mixing of lattice operators under renormalization. The construction
of chiral gauge theories regularized on the lattice, made possible by the recent advances
in the understanding of chiral symmetry, is also discussed.
Finally, a few detailed examples of lattice perturbative calculations are presented.
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1 Introduction
In a lattice field theory the quantum fields are studied and computed using a discretized version
of the spacetime. The lattice spacing a, the distance between neighboring sites, induces a cutoff
on the momenta of the order 1/a.
A spacetime lattice can be viewed as a regularization which is nonperturbative. Since the
other known regularizations, like dimensional regularization or Pauli-Villars, can be defined
only order by order in perturbation theory, the lattice regularization has this unique advantage
over them. It is a regularization which is not tied to any specific approximation method,
and which allows calculations from first principles employing various numerical and analytical
methods, without any need to introduce models for the physics or additional parameters.
In discretizing a continuum field theory one has to give up Lorentz invariance (and in general
Poincare´ invariance), but the internal symmetries can usually be preserved. In particular, gauge
invariance can be kept as a symmetry of the lattice for any finite value of the lattice spacing,
and this makes possible to define QCD as well as chiral gauge theories like the electroweak
theory. The construction of the latter kind of theories on a lattice however presents additional
issues due to chiral symmetry, which have been understood and solved only recently. The fact
that one is able to maintain gauge invariance for any nonzero a is of great help in proving the
renormalizability of lattice gauge theories.
Lattice gauge theories constitute a convenient regularization of QCD where its nonper-
turbative features, which are essential for the description of the strong interactions, can be
systematically studied. The lattice can then probe the long-distance physics, which is other-
wise unaccessible to investigations which use continuum QCD. Precisely to study low-energy
nonperturbative phenomena the lattice was introduced by Wilson, which went on to prove in
the strong coupling regime the confinement of quarks. Confinement means that quarks, the
fundamental fields of the QCD Lagrangian, are not the states observed in experiments, where
one can see only hadrons, and the free theory has no resemblance to the observed physical
world. The quark-gluon structure of hadrons is hence intrinsically different from the structure
of other composite systems. No description in terms of two-body interactions is possible in
QCD. Lattice simulations of QCD show that a large part of the mass of the proton arises from
the effect of strong interactions between gluons, that is from the pure energy associated with
the dynamics of confinement. Only a small fraction of the proton mass is due to the quarks.
Similarly, the lattice confirms that only about half of the momentum and a small part of the
spin of the proton come from the momentum and spin of the constituent quarks. Computa-
tions coming from the lattice can then give important contributions to our understanding of
the strong interactions.
In this review we are interested in doing lattice calculations in the weak coupling regime.
This is the realm of perturbation theory, which is used to compute the renormalization of the
parameters of the Lagrangian and of the matrix elements, and to study the approach of the
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lattice to the continuum limit. Details of the lattice formulation that are only relevant at the
nonperturbative level will not be discussed in this review. If the reader is also interested in
the nonperturbative aspects of lattice field theories, they are covered at length in the books
of (Creutz, 1983; Montvay and Mu¨nster, 1994; Rothe, 1997) and in the just appeared book
of (Smit, 2002). The book by Rothe is the one which contains more material about lattice
perturbation theory. Useful shorter reviews, which also cover many nonperturbative aspects,
sometimes with a pedagogical cut, can also be found in (Kogut, 1983; Sharpe, 1994; Sharpe,
1995; DeGrand, 1996; DeGrand, 1997; Gupta, 1999; Sharpe, 1999; Wittig, 1999; Mu¨nster and
Walzl, 2000; Davies, 2002; Kronfeld, 2002) and in the recent (Lu¨scher, 2002). Here we would like
to explain the main methods and techniques of lattice perturbation theory, particularly when
Wilson and Ginsparg-Wilson fermions are used. We will discuss, among other things, Feynman
rules, aspects of the analytic calculations, the computer codes which are often necessary to
carry them out, the mixing properties of lattice operators, and lattice integrals.
Chiral symmetry is a recurrent topic in the treatment of fermions on the lattice, and we will
address some issues related to it in the course of the review. We feel that a discussion of the
problems connected with the realization of chiral symmetry on the lattice is needed. The reader
might otherwise wonder why one should do such involved calculations like the ones required
for Ginsparg-Wilson fermions. We think that it is also interesting to see how the lattice can
offer fascinating solutions to the general quantum theoretical problem of defining chiral gauge
theories beyond tree level.
Also discussed is an algebraic method for the reduction of any 1-loop lattice integral (in the
Wilson case) to a linear combination of a few basic constants. These constants are calculable
with very high precision using in a clever way the behavior of the position space propagators
at large distances. The coordinate space method, which turns out to be a very powerful tool
for the computation of lattice integrals, allows then the calculation of these constants with
very high precision, which is also the necessary requirement in order to be able to compute
two-loop lattice integrals with many significant decimal places, as we will explain in detail. A
lot of nice and interesting work has been done using these techniques in the case of bosonic
integrals, which thanks to them can be easily computed with extraordinary precision at one-
loop, and with good precision at two loops. A nonnegligible part of this review will discuss
these calculations in detail in the bosonic case.
The focus of this review is on methods rather than on results. In fact, very few numerical
results will be reported. The reader, if interested, can consult many perturbative results in the
references given. Instead, our objective is different. We would like to provide computational
tools which can be useful for physicists who are interested in doing this kind of calculations.
Technical details will be therefore explained in a pedagogical fashion. Particular attention will
be paid to certain aspects that only occur in lattice computations, and that physicists expert
in continuum perturbative calculations might find curious. The main objective of this review
is to show how perturbation theory works on the lattice in the more common situations. It is
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hoped that one can learn from the material presented here.
A background in continuum quantum field theory is required, and an acquaintance with
continuum perturbative calculations in gauge field theories, the derivation of Feynman rules
in continuum QCD and the calculation of Feynman diagrams will be assumed. Familiarity
with the path integral formalism, with the quantization of field theories through the functional
integral and with the renormalization of continuum quantum field theories is also desired. The
knowledge of elementary facts, such as the renormalization group equations, the running of the
strong coupling, the β function and asymptotic freedom of QCD, will also be taken for granted.
This review is not homogeneous. I have given more space to the topics that I believe are
more interesting and more likely to be of wider use in the future. Many of the choices made
and of the examples reported draw from the experience of the author in doing this kind of
calculations.
To keep this review into a manageable size, not all important topics or contributions will
be covered. One thing that will not be discussed in detail is perturbation theory applied to
Symanzik improvement, which, although very interesting and useful, would probably require a
review in itself, given also the many important result that have been produced. The Schro¨dinger
functional is also introduced only in a very general way. I will not be able to do justice to other
topics like numerical perturbation theory or tadpole improvement.
Many interesting subjects had to be entirely left out because of constraints on space. Among
the topics which are not covered at all are nonrelativistic theories, heavy quarks, and anisotropic
lattices. I have also omitted all what concerns finite temperature perturbation theory. Many of
these things are treated in detail in the reviews and books cited above, where several topics not
covered here can also be found. Moreover, we will not occupy ourselves with phenomenological
results, but only with how perturbation theory is useful for the extraction from the lattice of
that phenomenology. In any case, there are by now so many perturbative calculations that
have been made on the lattice that it would be impossible to include all of them here.
The main reason for the introduction of the lattice was to study QCD in its nonperturbative
aspects, like confinement, and we will confine this review to QCD. Although very interesting,
spin models, the λφ4 theory and the Higgs sector, to name a few, will be left out. Even after
this restriction is made, lattice QCD is still quite a broad topic by itself, and thus to contain this
review into a reasonable size we have been compelled to discuss only the main actions that have
been used to study QCD on the lattice. Given the great number of different actions that have
been proposed for studying lattice QCD in the past 30 years, it is necessary to limit ourselves
to just the few of them that are more widely used. The Wilson and staggered formulations have
been the most popular ones in all this time. Recently the particular kind of chiral fermions
known as Ginsparg-Wilson (like the overlap, domain wall and fixed-point fermions) have also
begun to find broader application, and they present interesting challenges for lattice physicists
interested in perturbation theory. These are the actions that we will cover in this paper.
The main features of the lattice construction and of lattice perturbation theory will be
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discussed in detail in the context of Wilson fermions. When the other actions will be introduced
the discussions will be more general, although we will try to point out the peculiarities of
perturbative calculations in these particular cases. The explanations of the various lattice
actions will be rather sketchy and aimed mainly at the aspects which are interesting from the
point of view of perturbation theory.
1.1 Outline of the paper
The review is divided in three parts: Sections 2 and 3, which are a sort of motivation, Sections
4 to 12, which introduce the lattice, the various actions and their Feynman rules, and Sections
13 to 20, which in much more technical detail show how lattice computations are made.
We begin with two Sections which are meant to stress the importance of lattice perturbation
theory and explain what is meant for renormalization of operators on the lattice. After having
introduced these motivations, we start with the first technical points, defining in Section 4 a
euclidean lattice and showing what the discretization of a continuum theory means in practice.
We introduce typical lattice quantities and we pass to discuss in detail the Wilson action
(which has not chiral invariance) in Section 5, explaining how to derive its Feynman rules in
momentum space. All Feynman rules necessary for one-loop calculations are then explicitly
given. In Section 6 we focus our attention on the relation between chirality and fermionic
modes on the lattice, and the problems which arise when one tries to define chiral fermions on
a lattice. After a brief interlude which discusses staggered fermions, which have some chiral
symmetry and have been the major alternative to Wilson fermions (at least in the first two
decades of the lattice), we then introduce in Section 8 Ginsparg-Wilson fermions, the long-
awaited reconciliation of chirality with the lattice. We give some details about the overlap, the
domain wall and the fixed-point actions, which are solutions of the Ginsparg-Wilson relation.
In Section 9 we then explain how using Ginsparg-Wilson fermions it is possible to define on
the lattice chiral gauge theories, where gauge invariance and chiral symmetry are maintained
together at every order in perturbation theory and for any finite value of the lattice spacing.
In Section 10 we then see the approach of coupling and masses to the continuum limit and
talk about the β function and the Λ parameter of the lattice theory. In Section 17 we briefly
introduce the Symanzik improvement, including a short discussion about improved pure gauge
actions on the lattice. We conclude the first part of the review with a brief introduction to the
Schro¨dinger functional, which has gained a paramount place in the lattice landscape in recent
years.
In Section 13 we begin the more technical part of the review, dedicated to how to actually
carry out the perturbative computations on the lattice. We introduce at this point the symmetry
group of the lattice, the hypercubic group. Since the lattice symmetries are not as restrictive as
in the continuum theory, more mixings arise in general under renormalization, and we discuss
some examples of them in Section 14. How to compute Feynman diagrams on the lattice is
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explained in great detail in Section 15, where we talk about the lattice power counting theorem
of Reisz, which is useful for the computation of divergent integrals, and we present, step by step,
the complete calculation of the 1-loop renormalization constant of the operator measuring the
first moment of the momentum distribution of quarks in hadrons. This example is rather simple
(compared to other operators) and contains all the main interesting features one can think of:
a logarithmic divergence, a covariant derivative, symmetrized indices and of course the peculiar
use of Kronecker deltas in lattice calculations. Moreover, it is an example of a calculation
in which the various propagators and vertices need an expansion in the lattice spacing a (in
this case, at first order). Finally, it includes the computation of the quark self-energy, which
is quite interesting and useful by itself. Brief discussions about overlap calculations, tadpole
improvement and perturbation theory with fat link actions conclude Section 15. In Section 16
we then discuss the use of computer codes for the automated computations of lattice Feynman
diagrams.
In Section 17 we explain some advanced techniques for the numerical evaluation of lattice
integrals coming from Feynman diagrams (using extrapolations to infinite volume), while in
Section 18 we introduce an algebraic method for the exact reduction of any Wilson 1-loop
integral to a few basic constants. The bosonic case is thoroughly explained, so that the reader
can learn to use it, and some applications to the exact calculations of operator tadpoles are also
explicitly given. Section 18 ends with a discussion of the main points of the general fermionic
case, and the expression of the 1-loop quark self-energy in terms of the basic constants.
The basic constants of the algebraic method can be computed with arbitrary precision, as
explained in detail in Section 19. The values of the fundamental bosonic constants, Z0 and Z1,
are given with a precision of about 400 significant decimal places in Appendix B. In order to
be able to calculate them to this precision, we need to introduce the coordinate space method
of Lu¨scher and Weisz, which will also be used for the computation of 2-loop integrals. The 2-
loop bosonic integrals are discussed at length, and the general fermionic case is also addressed.
In Section 20 we then briefly introduce numerical perturbation theory, which is promising for
doing calculations at higher loops. Finally, conclusions are given in Section 21, and Appendix
A summarizes some notational conventions.
2 Why lattice perturbation theory
To some readers the words “lattice” and “perturbation theory” might sound like a contradic-
tion in terms, but we will see that this is not the case and that lattice perturbation theory has
grown into a large and established subject. Although the main reason why the lattice is intro-
duced is because it constitutes a nonperturbative regularization scheme and as such it allows
nonperturbative computations, perturbative calculations on the lattice are rather important,
and for many reasons.
Perturbation theory of course cannot reveal the full content of the lattice field theory, but it
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can still give a lot of valuable informations. In fact, there are many applications where lattice
perturbative calculations are useful and in some cases even necessary. Among them we can
mention the determinations of the renormalization factors of matrix elements of operators and
of the renormalization of the bare parameters of the Lagrangian, like couplings and masses. The
precise knowledge of the renormalization of the strong coupling is essential for the determination
of the Λ parameter of QCD in the lattice regularization (as we will see in Section 10) and of its
relation to its continuum counterpart, ΛQCD. In general perturbation theory is of paramount
importance in order to establish the right connection of the lattice scheme which is used in
practice, and of the matrix elements simulated within that scheme, to the physical continuum
theory. Every lattice action defines a different regularization scheme, and thus one needs for
each new action that is considered a complete set of these renormalization computations in
order for the results which come out from Monte Carlo simulations to be used and understood
properly.
Moreover, lattice perturbation theory is important for many other aspects, among which
we can mention the study of the anomalies on the lattice, the study of the general approach to
the continuum limit, including the recovery of the continuum symmetries broken by the lattice
regularization (like Lorentz or chiral symmetry) in the limit a→ 0, and the scaling violations,
i.e., the corrections to the continuum limit which are of order an. These lattice artifacts bring a
systematic error in lattice results, which one can try to reduce by means of an “improvement”,
as we will see in Section 11.
Perturbative calculations are thus in many cases essential, and are the only possibility
for having some analytical control over the continuum limit. As we will see in Section 10,
the perturbative region is the one that must be necessarily traversed in order to reach the
continuum limit. Lattice perturbation theory is in fact strictly connected to the continuum
limit of the discretized versions of QCD. Because of asymptotic freedom, one has g0 → 0 when
µ→∞, which means a→ 0. We should also point out that one cannot underestimate the role
played by perturbative calculations in proving the renormalizability of lattice gauge theories.
Finally, perturbation theory will also be important for defining chiral gauge theories on the
lattice at all orders of the gauge coupling, as we will see in detail in Section 9. The lattice will
thus be proven to be the only regularization that can preserve chirality and gauge invariance
at the same time (without destroying basic features like locality and unitarity).
We can say in a nutshell that lattice perturbation theory is important for both conceptual
and practical reasons. The phenomenological numbers that are quoted from lattice compu-
tations are very often the result of the combined effort of numerical simulations and analytic
calculations, usually with some input from theoretical ideas.
In principle all known perturbative results of continuum QED and QCD can also be repro-
duced using a lattice regularization instead of the more popular ones. However, calculating in
such a way the correction to the magnetic moment of the muon (to make an example) would be
quite laborious. A lattice cutoff would not be the best choice in most cases, for which instead
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regularizations like Pauli-Villars or dimensional regularization are more suited and much easier
to employ. The main virtue of the lattice regularization is instead to allow nonperturbative
investigations, which usually need some perturbative calculations to be interpreted properly.
As we have already mentioned, the connection from Monte Carlo results of matrix elements
to their corresponding physical numbers, that is the matching with the continuum physical
theory, has to be realized by performing a lattice renormalization. It is in this context that
lattice perturbation theory has a wide and useful range of applications, and we will discuss this
important aspect of lattice computations in more detail in the next Section. In this respect,
perturbative lattice renormalization is important by itself as well as in being a hint and a
guide for the few cases in which one can also determine the renormalization constants nonper-
turbatively according to the method proposed in (Martinelli et al., 1995) (for a recent review
see (Sommer, 2002)). This is even more important in the cases in which operator mixings are
present, which are generally more complex than in the continuum. In fact, mixing patterns on
the lattice become in general more transparent when looked at using perturbative renormaliza-
tion than nonperturbatively. We should also add that perturbative coefficients can be usually
computed much more accurately than typical quantities in numerical simulations. Perturbative
renormalization results can in any case be quite useful in checking and understanding results
coming from nonperturbative methods (when available). When short-distance quantities can
be calculated using such diverse techniques as lattice perturbation theory and Monte Carlo
simulations, the comparison of the respective results, repeated in different situations, can give
significant suggestions on the validity of perturbative and nonperturbative methods.
In some cases a nonperturbative determination of the renormalization constants can turn
out to be rather difficult to achieve. For the method to work, it is necessary that there is a
plateau for the signal over a substantial range of energies so that one can numerically extract
the values of the renormalization factors. The nonperturbative renormalization methods can
then fail because a window which is large enough cannot be found. Moreover, where mixings
are present these methods could come out to be useless because the amount of mixing is too
small to be disentangled with numerical techniques, although still not too small to be altogether
ignored. It is then not clear whether all operators can be renormalized nonperturbatively in
such a way. In these cases the only possibility to compute renormalization factors seems to be
provided by the use of lattice perturbative methods. An important exception to this is given
by the Schro¨dinger functional scheme, where using a particular procedure known as recursive
finite-size scaling technique (which we will explain in Section 12) it is possible to carry out
precise nonperturbative determinations of renormalized couplings, masses and operators for an
extremely wide range of energies. Computations using the Schro¨dinger functional are however
rather more involved than average and usually require much bigger computational resources.
We would also like to point out that in the case of Ginsparg-Wilson fermions the numerical
computations required to extract nonperturbative renormalization factors (which come on top
of the already substantial effort needed to determine the bare matrix elements) could turn
11
Figure 1: Perturbative and nonperturbative running of the renormalized strong coupling from the
Schro¨dinger functional on the lattice, from (Capitani et al., 1999c). In this scheme Λ ∼ 116 MeV .
out to be quite expensive, especially in the cases of complicated operators like the ones that
measure moments of parton distributions.
We can thus say, after having looked at all these different aspects, that lattice perturbation
theory is important and fundamental. Of course sometimes there can be issues concerning
its reliability when a 1-loop perturbative correction happens to be large, especially when the
corresponding 2-loop calculation looks rather difficult to carry out. 2
On the other hand, there are cases in which lattice perturbation theory works rather well.
As an example we show in Figs. 1 and 2 the scale evolutions of the renormalized strong coupling
and masses computed in the Schro¨dinger functional scheme (Capitani et al., 1999c). 3 We can
see that these scale evolutions are accurately described by perturbation theory for a wide range
of energies. The perturbative and nonperturbative results are very close to each other, and
2In this case mean-field improved perturbation theory, using Parisi’s boosted bare coupling, is known to
reduce the magnitude of these corrections in many situations (see Section 15.6).
3An explanation of the way these nonperturbative evolutions are obtained is given in Section 12.
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Figure 2: Perturbative and nonperturbative running of the renormalized masses from the Schro¨dinger
functional on the lattice, from (Capitani et al., 1999c). In this scheme Λ ∼ 116 MeV . The renormal-
ization group invariant mass M is defined in Eq. (10.34).
almost identical even down to energy scales which are surprising low. The best perturbative
curves shown are obtained by including the b2g
7
0 term of the β function and the d1g
4
0 term
of the τ function (that is, the first nonuniversal coefficients). The other curves are lower
approximations. In Section 10 more details about these functions can be found.
Although the coupling and masses in the figures are computed in the Schro¨dinger func-
tional scheme, and their values are different from, say, a calculation done with standard Wilson
fermions, this example shows how close perturbation theory can come to nonperturbative re-
sults. The case shown is particularly interesting, because these nonperturbative results are
among the best that one can at present obtain. The Schro¨dinger functional coupled to recur-
sive finite-size techniques allows to control the systematic errors completely. There are fewer
errors in these calculations, and they are fully understood. In other situations we cannot really
exclude, when we see a discrepancy between nonperturbative and perturbative results, that at
least part of this discrepancy originates from the nonperturbative side.
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Another nice example of the good behavior of lattice perturbation theory is given in Fig. 3,
which comes from the work of (Necco and Sommer, 2001; Necco, 2002a). These authors have
computed the running coupling from the static quark force or potential in three different ways,
corresponding to three different schemes: 4
F (r) =
dV
dr
= CF
αqq(1/r)
r2
, (2.1)
V (r) = −CF αV (1/r)
r
, (2.2)
V˜ (Q) = −4πCF αV (Q)
Q2
, (2.3)
and showed that in first case, called qq scheme, the perturbative expansion of the coupling
is rather well behaved, that is the coefficients are small and rapidly decreasing. This is what
is shown in Fig. 3, which indicates that the perturbative computations can be trusted to
describe with a good approximation the nonperturbative numbers for couplings up to αqq ≈
0.3. In the other two schemes, however, the coefficients are somewhat larger (especially in
the last case), and the perturbative expansion of the coupling has a worse behavior. The
perturbative couplings in these two schemes have a more pronounced difference with respect to
the nonperturbative results.
The three schemes above differ only by kinematics, and the results show how the choice of
one scheme or another can have a big influence on the perturbative behavior of the coupling.
Discussions about the validity of lattice perturbation theory cannot then be complete until the
dependence on the renormalization scheme (beside the dependence on the various actions used)
is also taken into account and investigated. Not all schemes are suitable to be used in lattice
perturbation theory to the same extent. In particular, the qq scheme is the best one among
the three considered above. From this point of view the coupling in the Schro¨dinger functional
scheme is even better behaved than αqq, in other words the coefficient b2 of the β function (the
first nonuniversal coefficient) is the smallest in this scheme, and in this sense the Schro¨dinger
functional scheme is the closest to the MS scheme.
We would also like to mention the work of (Davies et al., 1997), where the QCD coupling
is extracted from various Wilson loops, and which shows another instance of a good agreement
between perturbation theory and simulations.
We can thus trust lattice perturbation theory, under the right conditions. It is probably not
worse behaved than perturbative QCD in the continuum, which is an asymptotic expansion, and
which also gives origin to large corrections in some cases. We could even say that perturbation
theory can be better tested on the lattice than in the continuum, because in a lattice scheme one
has also at his disposal the nonperturbative results to compare perturbation theory with. When
lattice perturbation theory does not agree with nonperturbative numerical results, perhaps a
look at the systematic errors coming from the numerical side can sometimes be worthwhile.
4A few different ways of defining a strong coupling constant on the lattice are discussed in (Weisz, 1996).
14
Figure 3: Perturbative and nonperturbative running of the renormalized strong coupling in the qq
scheme, from (Necco and Sommer, 2001).
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3 Renormalization of operators
In general, matrix elements of operators computed on the lattice using numerical simulations
still require a renormalization in order to be converted into meaningful physical quantities.
The Monte Carlo matrix elements can be considered as (regulated) bare numbers, and to
get physical results one needs to perform a renormalization, matching the numbers to some
continuum scheme, which is usually chosen to be the MS scheme of dimensional regularization.
In many physical problems one evaluates matrix elements of operators that appear in an
operator product expansion. These matrix elements contain the long-distance physics of the
system, and are computed numerically on the lattice, while the Wilson coefficients contain the
short-distance physics, which can be gathered from perturbative calculations in the continuum.
In this case the operators computed on the lattice must at the end be matched to the same
continuum scheme in which the Wilson coefficient are known. Therefore one usually chooses to
do the matching from the lattice to the MS scheme of dimensional regularization. A typical ex-
ample is given by the moments of deep inelastic structure functions, and we will illustrate many
features of perturbation theory in the course of this review using lattice operators appearing in
operator product expansions which are important for the analysis of structure functions.
Thus, on the lattice one has to perform a matching to a continuum scheme, that is one
looks for numbers which connect the bare lattice results to physical continuum renormalized
numbers. We will now discuss how a perturbative matching can be done at one loop. Some
good introductory material on the matching between lattice and continuum and on the basic
concepts of lattice perturbation theory can be found in (Sachrajda, 1990; Sharpe, 1994; Sharpe,
1995). A short review of the situation of perturbative calculations at around 1995 is given
in (Morningstar, 1996).
It turns out that to obtain physical continuum matrix elements from Monte Carlo simula-
tions one needs to compute 1-loop matrix elements on the lattice as well as in the continuum.
Lattice operators are chosen so that at tree level they have the same matrix elements as the
original continuum operators, at least for momenta much lower than the lattice cutoff, p≪ π/a.
Then at one loop one has
〈q|Olati |q〉 =
∑
j
(
δij +
g20
16π2
(
− γ(0)ij log a2p2 +Rlatij
))
· 〈q|Otreej |q〉 (3.1)
〈q|OMSi |q〉 =
∑
j
(
δij +
g2
MS
16π2
(
− γ(0)ij log
p2
µ2
+RMSij
))
· 〈q|Otreej |q〉. (3.2)
The lattice and continuum finite constants, Rlatij and R
MS
ij , and therefore the lattice and con-
tinuum 1-loop renormalization constants, do not have the same value. 5 This happens because
5We note that while Rlatij is the whole momentum-independent 1-loop correction, R
MS
ij does not contain the
pole in ǫ and the factors proportional to γE and log 4π.
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lattice propagators and vertices, as will be seen in detail later on, are quite different from their
continuum counterparts, especially when the loop momentum is of order 1/a. Therefore the
1-loop renormalization factors on the lattice and in the continuum are in general not equal.
Note however that the 1-loop anomalous dimensions are the same.
The connection between the original lattice numbers and the final continuum physical results
is given, looking at Eqs. (3.1) and (3.2), by
〈q|OMSi |q〉 =
∑
j
(
δij − g
2
0
16π2
(
− γ(0)ij log a2µ2 +Rlatij − RMSij
))
· 〈q|Olatj |q〉. (3.3)
The differences ∆Rij = R
lat
ij − RMSij enter then in the matching factors
Zij(aµ, g0) = δij − g
2
0
16π2
(
− γ(0)ij log a2µ2 +∆Rij
)
, (3.4)
which are the main objective when one performs computations of renormalization constants of
operators on the lattice. 6 Lattice operators have more mixing options than continuum ones,
due to the lower symmetry of the lattice theory. There is no Lorentz invariance (as we will
see in more detail in Section 13), and in many cases other symmetries, like chiral symmetry,
are also broken. Thus, the matching factors are not in general square matrices, that is one has
i ≤ j in Eq. (3.3). To include all relevant operators one should look at the tree-level structures
which appear in the calculation of lattice radiative corrections.
While Rlat and RMS depend on the state |q〉, ∆R is independent of it and the Z depends
only on aµ. This is as it should be, since the renormalization factors are a property of the
operators and are independent of the particular states with which a given matrix element is
constructed. This is the reason why we have not specified |q〉. Furthermore, the matching
6The coupling that appears in Eq. (3.3) is usually chosen to be the lattice one, g0, as advocated in (Sachrajda,
1990). Of course choosing one coupling or the other makes only a 2-loop difference, but these terms could still
be numerically important. The validity of this procedure should be checked by looking at the size of higher-
order corrections. Unfortunately on the lattice these terms are known only in a very few cases and no definite
conclusions can then be reached with regard to this point.
In the work of (Ji, 1995) a generalization to higher loops was proposed, which gives an exact matching
condition to all orders. This is done using the lattice and continuum renormalization group evolutions (see
Section 10). Using the lattice evolution, one goes to very high energies, which means very small couplings
because of asymptotic freedom, and there he does the matching to MS. It thus essentially becomes a matching
at the tree level. After this, one goes back to the original scale µ, using the continuum renormalization group
evolution backwards. For the matching at the scale µ one then obtains a factor
exp
{
−
∫ g
MS
(µ)
0
du
γMS(u)
βMS(u)
}
· exp
{
−
∫ 0
g0(a)
dv
γlat(v)
βlat(v)
}
, (3.5)
where the γ function governs the evolution of the renormalized operator. Effectively this formula uses the
high-order coefficients of the β and γ functions. This approach has been used in (Gupta, Bhattacharya and
Sharpe, 1997), where a discussion on these issues is made.
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factors between the lattice and the MS scheme are gauge invariant, and this property can be
exploited to make important checks of lattice perturbative calculations.
At the end of the process that we have just explained one has computed, using both lattice
and continuum perturbative techniques, the renormalization factor ZO(aµ) which converts the
lattice operator O(a) into the physical renormalized operator Ô(µ):
Ô(µ) = ZO(aµ)O(a). (3.6)
The reader should always keep in mind that in this way one does the matching of the bare
Monte Carlo results (obtained using a lattice regulator) to the physical renormalized results in
the MS scheme.
As for any general quantum field theory, the process at the end of which one obtains physical
numbers is accomplished in two steps. First one regularizes the ultraviolet divergences, and in
this case the regulator is given by the lattice itself. Afterwards one renormalizes the theory so
regulated, and on the lattice this results in a matching to a continuum scheme. In the end,
after renormalization the lattice cutoff must be removed, which means that one has to go to
the continuum limit a → 0 of the lattice theory, and that it is safe to do so at this point (if
the renormalization procedure is consistent). What remains after all this is only the scale µ
brought in by the renormalization. In our case the scale µ at which the matrix elements are
renormalized should be in the range
ΛQCD < µ <
π
a
. (3.7)
The lower bound ensures that perturbation theory is valid, while the upper bound ensures that
the cutoff effects, proportional to positive powers of the lattice spacing, are small. One usually
sets
µ =
1
a
, (3.8)
and since the 1-loop anomalous dimensions are the same on the lattice and in the continuum,
only a finite renormalization connects the lattice to the MS scheme:
〈q|OMSi |q〉 =
∑
j
(
δij − g
2
0
16π2
(
Rlatij − RMSij
))
· 〈q|Olatj |q〉. (3.9)
Every lattice action defines a different regularization scheme, and therefore these finite renor-
malization factors are in principle different for different actions. The bare numbers, that is the
Monte Carlo results for a given matrix element, are also different, and so everything adjusts to
give the same physical result.
We conclude mentioning that Sharpe (1994) has observed that when the operators come
from an operator product expansion one should multiply the 1-loop matching factors introduced
above with the 2-loop Wilson coefficients, in order to be consistent. This can be seen by looking
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at the 2-loop renormalization group evolution for the Wilson coefficients,
c(µ1)
c(µ2)
=
(
g20(µ1)
g20(µ2)
)−γ(0)/2β0[
1 +
g20(µ2)− g20(µ1)
16π2
(
γ(1)
2β0
− γ
(0)β1
2β20
)
+O(g40)
]
. (3.10)
The term proportional to g20(µ2)−g20(µ1) is analogous to a 1-loop matching factor, but this term
contains β1 and γ
(1), which are 2-loop coefficients. So, it is only combining 1-loop renormal-
ization matching with 2-loop Wilson coefficients that one is doing calculations in a consistent
way.
In this Section we have learned that we need perturbative lattice calculations in order to
extract a physical number from Monte Carlo simulations of matrix elements of operators (unless
one opts for nonperturbative renormalization, when this is possible). We will try to explain
how to do this kind of calculations in the rest of the review.
4 Discretization
Lattice calculations are done in euclidean space. A new time coordinate is introduced by doing
a Wick rotation from Minkowski space to imaginary times:
xE0 = ix
M
0 . (4.1)
In momentum space this corresponds to kE0 = −ikM0 , so that the Fourier transforms continue
in euclidean space to be defined through the same phase factor. The reason for working with
imaginary times is that the imaginary factor in front of the Minkowski-space action becomes a
minus sign in the euclidean functional integral,
eiSM −→ e−SE , (4.2)
and the lattice field theory in euclidean space acquires many analogies with a statistical system.
The path integral of the particular quantum field theory under study becomes the partition
function of the corresponding statistical system. The transition to imaginary times brings a
close connection between field theory and statistical physics which has many interesting facets.
In particular, when the euclidean action is real and bounded from below one can see the
functional integral as a probability system weighted by a Boltzmann distribution e−SE . It is
this feature that allows Monte Carlo methods to be used. 7 Furthermore, on a euclidean lattice
of finite volume the path integral is naturally well defined, since the measure contains only a
finite number of variables and the exponential factor, which has a negative exponent, gives an
absolutely convergent multi-dimensional integral. One then can generate configurations with
7However, when the action is complex, like in the case of QCD with a finite baryon number density, this is
not possible. It is this circumstance that has hampered progress in the lattice studies of finite density QCD.
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the appropriate probability distribution and in this way sample the functional integral with
Monte Carlo techniques. This is the practical basis of Monte Carlo simulations.
From now on we will work in the euclidean space in four dimensions, with metric (1,1,1,1),
and we will drop all euclidean subscripts from lattice quantities, so that x0 is for example the
time component after the Wick rotation. The Dirac matrices in euclidean space satisfy an
anticommutation relation with gµν replaced by δµν :
{γµ, γν} = 2δµν , (4.3)
and they are all hermitian:
(γµ)
† = γµ. (4.4)
The euclidean γ5 matrix is defined by
γ5 = γ0γ1γ2γ3, (4.5)
is also hermitian, and satisfies (γ5)
2 = 1. The relation between Dirac matrices in Minkowski
and euclidean space is
γE0 = γ
M
0 , γ
E
i = −iγMi . (4.6)
This can be inferred from the kinetic term of the Dirac action in the functional integral:
exp
{
iψγMµ ∂
M
µ ψ
}
−→ exp
{
− ψγEµ ∂Eµ ψ
}
. (4.7)
The explicit euclidean Dirac matrices in the chiral representation are given in Appendix A.
We want to construct field theories on a hypercubic lattice. This is a discrete subset of
the euclidean spacetime, where the sites are denoted by xµ = anµ (with nµ integers). We
will work in this review only with hypercubic lattices, where the lattice spacing is the same
in all directions. A 2-dimensional projection of such a (finite) lattice is given in Fig. 4. For
convenience we will sometimes omit to indicate the lattice spacing a, that is we will use a = 1.
The missing factors of a can always be reinstated by doing a naive dimensional counting.
In going from continuum to lattice actions one replaces integrals with sums,∫
d4x→ a4∑
x
, (4.8)
where on the right-hand side x means now sites: x = an. 8 Lattice actions are then written in
terms of sums over lattice sites. The distance between neighboring sites is a, and this minimum
distance induces a cutoff on the modes in momentum space, so that the lattice spacing a acts
as an ultraviolet regulator. The range of momenta is thus restricted to an interval of range
2π/a, called the first Brillouin zone, and which can be chosen to be
BZ =
{
k : −π
a
< kµ ≤ π
a
}
. (4.9)
8We use in general the same symbols for continuum and lattice quantities, hoping that this does not cause
confusion in the reader. An exception is given by the lattice derivatives, for which we will use special symbols.
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aFigure 4: A 2-dimensional projection of a lattice. A site, a link and a closed loop are also shown.
This is region of the allowed values of k, and is the domain of integration when lattice calcula-
tions are made in momentum space. For a lattice of finite volume V = L0L1L2L3 the allowed
momenta in the first Brillouin zone become a discrete set, given by
(kn)µ =
2π
a
nµ
Lµ
nµ = −Lµ/2 + 1, . . . , 0, 1, . . . , Lµ/2, (4.10)
and so in principle one deals with sums also in momentum space. However, as we will see later,
when doing perturbation theory one assumes to do the calculations in infinite volume and so
the sums over the modes of the first Brillouin zone become integrals:
1
V
∑
k
−→
∫ π
a
−π
a
dk0
2π
∫ π
a
−π
a
dk1
2π
∫ π
a
−π
a
dk2
2π
∫ π
a
−π
a
dk3
2π
. (4.11)
The one-sided forward and backward lattice derivatives (also known as right and left deriva-
tives) can be respectively written as
∇µψ(x) = ψ(x+ aµˆ)− ψ(x)
a
, (4.12)
∇⋆µψ(x) =
ψ(x)− ψ(x− aµˆ)
a
, (4.13)
where µˆ denotes the unit vector in the µ direction. It is easy to see that
(∇µ)† = −∇⋆µ, (4.14)
(∇⋆µ)† = −∇µ, (4.15)
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that is they are (up to a sign) conjugate to each other. Therefore ∇µ or ∇⋆µ alone cannot
be chosen in a lattice theory that is supposed to have a hermitian Hamiltonian. In this case
one needs their sum, ∇µ +∇⋆µ, which is anti-hermitian and gives a lattice derivative operator
extending over the length of two lattice spacings:
1
2
(∇+∇⋆)µψ(x) = ψ(x+ aµˆ)− ψ(x− aµˆ)
2a
. (4.16)
Note that the second-order differential operator ∇µ∇⋆µ = ∇⋆µ∇µ is hermitian, and when µ is
summed corresponds to the 4-dimensional lattice Laplacian,
∆ψ(x) =
∑
µ
∇⋆µ∇µψ(x) =
∑
µ
ψ(x+ aµˆ) + ψ(x− aµˆ)− 2ψ(x)
a2
. (4.17)
It is also useful to know that∑
x
(∇µf(x))g(x) = −
∑
x
f(x)(∇⋆µg(x)), (4.18)
that is, ∑
x
(
f(x+ aµˆ)g(x)− f(x)g(x)
)
=
∑
x
(
f(x)g(x− aµˆ)− f(x)g(x)
)
, (4.19)
which is valid for an infinite lattice, and also for a finite one if f and g are periodic (or their
support is smaller than the lattice). The formula above corresponds to an integration by parts
on the lattice, which in practical terms amounts to a shift of the summation variable.
There is in general some freedom in the construction of lattice actions. For the discretization
of continuum actions and operators and the practical setting of the corresponding lattice theory
many choices are possible. Since the lattice symmetries are less restrictive than the continuum
ones, there is more than one possibility in formulating a gauge theory starting from a given
continuum gauge theory. In particular, one has quite a few choices for the exact form of the
QCD action on the lattice, depending on what features are of interest in the studies that one
wants to carry out using the discretized version. There is not an optimal lattice action to use
in all cases, and each action has some advantages and disadvantages which weigh differently
in different contexts. This means that deciding for one action instead of another depends on
whether chiral symmetry, flavor symmetry, locality, or unitarity are more or less relevant to the
physical system under study. There is a special emphasis on the symmetry properties. One
also evaluates the convenience of lattice actions by considering some balance between costs and
gains from the point of view of numerical simulations and of perturbation theory. Therefore,
the final choice of a lattice action depends also on the problem that one wants to study.
There are many lattice actions which fall in the same universality class, that is they have the
same naive continuum limit, and each of them constitutes a different regularization, for finite a,
of the same physical theory. Since every lattice action defines a different regularization scheme,
one needs for each action that is used a new complete set of renormalization computations
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of the type discussed in Section 3, in order for the results which come out from Monte Carlo
simulations to be used, interpreted and understood properly. Using different actions leads to
different numerical results for the matrix elements computed in Monte Carlo simulations, and
also the values of the renormalization factors, and of the Λ parameter, depend in general on the
lattice action chosen. Even the number and type of counterterms required in the renormalization
of operators can be different in each case. For example, a weak operator which is computed
on the lattice using the Wilson action, where chiral symmetry is broken, needs in general more
counterterms to be renormalized than when is computed with the overlap action, which is chiral
invariant. Of course all the various differences among lattice actions arise only at the level of
finite lattice spacing. The final extrapolations to the continuum limit must lead, within errors,
to the same physical results.
In the case of QCD there seems to be a lot of room in choosing an action for the fermion part,
although also the pure gauge action has some popular variants (but the plaquette, or Wilson,
action has a clear predominance over the other ones here, except in particular situations,
where for example improved gauge actions may be more convenient). The main features of
perturbation theory will be first introduced in the context of Wilson fermions, which are one of
the most widely used lattice formulations. Then a few other fermion actions will be discussed
along the way, pointing out the differences with the standard perturbation theory made with
Wilson fermions, which is generally simpler.
5 Wilson’s formulation of lattice QCD
One of the most popular lattice formulations of QCD is the one invented by Wilson (1974;
1977), which was also the first formulation ever for a lattice gauge theory. Its remarkable
feature is that it maintains exact gauge invariance also at any nonzero values of the lattice
spacing. The discretization of the (euclidean) QCD action for one quark flavor
S =
∫
d4x
[
ψ(x)
(
6D +mf
)
ψ(x) +
1
2
Tr
[
Fµν(x)Fµν(x)
]]
(5.1)
that Wilson proposed is the following:
SW = a
4
∑
x
[
− 1
2a
∑
µ
[
ψ(x)(r − γµ)Uµ(x)ψ(x+ aµˆ)
+ψ(x+ aµˆ)(r + γµ)U
†
µ(x)ψ(x)
]
+ ψ(x)
(
m0 +
4r
a
)
ψ(x)
]
+
1
g20
a4
∑
x,µν
[
Nc − ReTr
[
Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν(x)
] ]
, (5.2)
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where x = an and 0 < r ≤ 1. This action has only nearest-neighbor interactions. 9 The
derivative in the Dirac operator is the symmetric one, Eq. (4.16) (with an integration by
parts). The fields Uµ(x) live on the links which connect two neighboring lattice sites, and these
variables are naturally defined in the middle point of a link. Each link carries a direction, so
that
U−1µ (x) = U
†
µ(x) = U−µ(x+ aµˆ). (5.3)
These link variables, which are unitary, are not linear in the gauge potential Aµ(x). The fact is
that they belong to the group SU(Nc) rather than to the corresponding Lie algebra, as would
be the case in the continuum. The relation of the Uµ(x) matrices with the gauge fields Aµ(x),
the variables which have a direct correspondence with the continuum, is then given by
Uµ(x) = e
ig0aT
aAaµ(x) (a = 1, . . . , N2c − 1), (5.4)
where the T a are SU(Nc) matrices in the fundamental representation.
The Wilson action is a gauge-invariant regularization of QCD, and it has exact local gauge
invariance on the lattice at any finite a. The gauge-invariant construction is done directly
on the lattice, extending a discretized version of the free continuum fermionic action. It is
not therefore a trivial straightforward discretization of the whole gauge-invariant continuum
QCD action, which would recover the gauge invariance only in the continuum limit. A naive
lattice discretization of the minimal substitution rule ∂µ → Dµ would in fact result in an action
that violates gauge invariance on the lattice, whereas with the choice made by Wilson gauge
invariance is kept as a symmetry of the theory for any a. It is this requirement that causes
the group variables Uµ to appear in the action instead of the algebra variables Aµ. The lattice
gauge transformations are given by
Uµ(x) → Ω(x)Uµ(x) Ω−1(x+ aµˆ)
ψ(x) → Ω(x)ψ(x)
ψ(x) → ψ(x) Ω−1(x), (5.5)
with Ω ∈ SU(Nc), and it is easy to see that they leave the quark-gluon interaction term in
the Wilson action invariant. Note that also in the lattice theory the local character of the
invariance group is maintained.
This form of local gauge invariance imposes strong constraints on the form of the gauge
field-strength tensor Fµν . Given the above formula for the lattice gauge transformations of the
Uµ’s, it is easy to see that the simplest gauge-invariant object that one can build from the
link variables involves their path-ordered product. In particular, one obtains a gauge-invariant
quantity by taking the trace of the product of Uµ’s on adjoining links forming a closed path,
thanks to the unitarity of the Uµ’s and the cyclic property of the trace.
9Other actions can have more complicated interactions, like for example overlap fermions (see Section 8).
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The physical theory is a local one, and so in constructing the pure gauge action we should
direct our attention toward small loops. The simplest lattice approximation of Fµν is then the
product of the links of an elementary square, called “plaquette”:
Pµν(x) = Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν(x), (5.6)
which is shown in Fig. 5. This form is not surprising, given that the gauge field-strength tensor
is in differential geometry the curvature of the metric tensor. One could also take larger closed
loops, but this minimal choice gives better signal-to-noise ratios, and for the standard Wilson
action the trace of the plaquette is then used. 10 This is the expression appearing in the last
line of Eq. (5.2). The factor Nc can be understood by looking at the expansion of the plaquette
Eq. (5.6) in powers of a, which is
Pµν(x) = 1 + ig0a
2Fµν(x)− 1
2
g20a
4F 2µν(x) + ia
3Gµν(x) + ia
4Hµν(x), (5.7)
with G and H hermitian fields. 11 We have then
ReTrPµν(x) = Nc − 1
2
g20a
4TrF 2µν(x) +O(a
6), (5.9)
where we have used TrFµν = 0, because the trace of the generators is zero. The plaquette
action then has the right continuum limit, and the first corrections to the continuum pure
gauge action are of order a2. These are irrelevant terms, which are zero in the continuum limit,
but they are important for determining the rate of convergence to the continuum physics. It
can also be shown that in the fermionic part of the action the corrections with respect to the
continuum limit are of order a. In Section 11 we will see how to modify the fermion action in
order to decrease the error on the fermionic part to order a2.
The plaquette action is also often written as
β · a4∑
P
(
1− 1
Nc
ReTrUP
)
, (5.10)
where UP is given in Eq. (5.6), and in numerical simulations of QCD the coefficient in front of
the action is
β =
2Nc
g20
=
6
g20
. (5.11)
10Other actions which use different approximations for Fµν , and which have the aim of reducing the dis-
cretization errors, are discussed in Section 11.2.
11This expansion can be derived using
Aµ(x+ aνˆ) = Aµ(x) + a∂νAµ(x) + · · · . (5.8)
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ψ(x) Uµ(x) ψ(x+ µˆ)
Uν(x+ µˆ)
ψ(x+ µˆ+ νˆ)U †µ(x+ νˆ)ψ(x+ νˆ)
U †ν(x)
Figure 5: The plaquette.
The factor two comes out because here one takes the sum over the oriented plaquettes, that is
a sum over ordered indices (for example, µ > ν), while in Eq. (5.2) the sum over µ and ν is
free.
In the weak coupling regime, where g0 is small, the functional integral is dominated by the
configurations which are near the trivial field configuration Uµ(x) = 1. Perturbation theory
is then a saddle-point expansion around the classical vacuum configurations, and the relevant
degrees of freedom are given by the components of the gauge potential, Aaµ(x). Thus, while
the fundamental gauge variables for the Monte Carlo simulations are the Uµ’s and the action
is relatively simple when expressed in terms of these variables, in perturbation theory the true
dynamical variables are the Aµ’s. This mismatch causes a good part of the complications of
lattice perturbation theory. In fact, when the Wilson action is written in terms of the Aµ’s,
using Uµ = 1+ig0aAµ−g20a2A2µ+ · · ·, it becomes much more complicated. Moreover, it consists
of an infinite number of terms, which give rise to an infinite number of interaction vertices.
Fortunately, only a finite number of vertices is needed at any given order in g0.
All vertices except a few of them are “irrelevant”, that is they are proportional to some
positive power of the lattice spacing a and so they vanish in the naive continuum limit. However,
this does not mean that they can be thrown away when doing perturbation theory. Quite on
the contrary, they usually contribute to correlation functions in the continuum limit through
divergent (∼ 1/an) loop corrections. These irrelevant vertices are indeed important in many
cases, contributing to the mass, coupling and wave-function renormalizations (Sharatchandra,
1978). All these vertices are in fact necessary to ensure the gauge invariance of the physical
amplitudes. Only when they are included can gauge-invariant Ward Identities be constructed,
and the renormalizability of the lattice theory can be proven.
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Figure 6: Diagrams for the self-energy of the gluon on the lattice. The diagrams on the upper row
have a continuum analog, while the diagrams on the lower row are a pure lattice artifact. They are
however necessary to maintain the gauge invariance of the lattice theory, and are important for its
renormalizability.
An example of this fact is given by the diagrams contributing to the gluon self-energy at
one loop (Fig. 6). If one would only consider the diagrams on the upper row, that is the
ones that would also exist in the continuum, the lattice results would contain an unphysical
1/(am)2 divergence. This divergence is canceled away only when the results of the diagrams
on the lower row are added, that is only when gauge invariance is fully restored. Notice that
for this to happen also the measure counterterm is needed (see Section 5.2.1). In a similar way,
terms of the type p2µδµν , which are not Lorentz covariant and are often present in the individual
diagrams, disappear only after all diagrams have been considered and summed.
From what we have seen so far, we can understand that a lattice regularization does not
just amount to introducing in the theory a momentum cutoff. In fact, it is a more complicated
regularization than just setting a nonzero lattice spacing, because one has also to provide a
lattice action. Different actions define different lattice regularizations. Because of the particular
form of lattice actions, the Feynman rules are much more complicated that in the continuum,
and in the case of gauge theories new interaction vertices appear which have no analog in the
continuum. The structure of lattice integrals is also completely different, due to the overall
periodicity which causes the appearance of trigonometric functions. The lattice integrands are
then given by rational functions of trigonometric expressions.
At the end of the day, lattice perturbation theory is much more complicated than contin-
uum perturbation theory: there are more fundamental vertices and more diagrams, and these
propagators and vertices, with which one builds the Feynman diagrams, are more complicated
on the lattice than they are in the continuum, which can lead to expressions containing a huge
number of terms. Finally, one has also to evaluate more complicated integrals. Lattice pertur-
bative calculations are thus rather involved. As a consequence, for the calculation of all but
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the simplest matrix elements computer codes have to be used (see Section 16).
Matrix elements computed in euclidean space do not always correspond to the analytic
continuation of matrix elements of a physical theory in Minkowski space. For this to happen,
the lattice action has to satisfy a property known as reflection positivity, which involves time
reflections and complex conjugations (roughly speaking is the analog of hermitian conjugation
in Minkowski space). In this case the reconstruction theorem of Osterwalder and Schrader
(1973; 1975) says that it is possible to reconstruct a Hilbert space in Minkowski space in the
usual way starting from the lattice theory.
The Wilson action with r = 1 is reflection positive, and therefore corresponds to a well-
defined physical theory in Minkowski space (Lu¨scher, 1977; Creutz, 1987). For r 6= 1 instead
the lattice theory contains additional time doublers, which disappear in the continuum limit. 12
In the following we will only work with r = 1. This is what is usually meant for Wilson action.
5.1 Fourier transforms
To perform calculations of Feynman diagrams in momentum space (the main topic of this
review) we need to define the Fourier transforms on the lattice. They are given in infinite
volume (which is the standard setting in perturbation theory) by
ψ(x) =
∫ π
a
−π
a
d4p
(2π)4
eixp ψ(p),
ψ(x) =
∫ π
a
−π
a
d4p
(2π)4
e−ixp ψ(p),
Aµ(x) =
∫ π
a
−π
a
d4k
(2π)4
ei(x+aµˆ/2)k Aµ(k), (5.12)
where with abuse of notation we indicate ψ(x) and its Fourier transformed function with the
same symbol. The inverse Fourier transforms are given by
ψ(p) = a4
∑
x
e−ixp ψ(x)
ψ(p) = a4
∑
x
eixp ψ(x)
Aµ(k) = a
4
∑
x
e−i(x+aµˆ/2)k Aµ(x), (5.13)
and this means that
δ(4)(p) =
a4
(2π)4
∑
x
e−ixp. (5.14)
12This is at variance with the doublers which appear for r = 0 (naive fermion action), which do not disappear
in the continuum limit, as we will see in Section 6.
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This lattice delta function is zero except at p = 2πn. The Kronecker delta in position space is
δxy = a
4
∫ π
a
−π
a
d4p
(2π)4
ei(x−y)p. (5.15)
Of course on a lattice of finite volume the allowed momenta are a discrete set. However, in
perturbation theory we will always consider the limit of infinite volume.
Notice that the Fourier transform of Aµ(x) is taken at the point x + aµˆ/2, that is in the
middle of the link. This comes out naturally from its definition. This choice turns out to
be quite important also for the general economy of the calculations, as we can see from the
following example.
Let us consider the gauge interaction of the quarks in the Wilson action at first order in the
gauge coupling, which gives rise to the quark-quark-gluon vertex. Going to momentum space
we have
Sqqg = − ig0
2
a4
∑
x,µ
(
ψ(x)(r − γµ)Aµ(x)ψ(x+ aµˆ)− ψ(x+ aµˆ)(r + γµ)Aµ(x)ψ(x)
)
= − ig0
2
a4
∑
x,µ
∫ π
a
−π
a
d4p
(2π)4
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p′
(2π)4
eix(p+k−p
′) eiakµ/2 (5.16)
×
(
ψ(p′)(r − γµ)Aµ(k)ψ(p)eiapµ − ψ(p′)e−iap′µ(r + γµ)Aµ(k)ψ(p)
)
=
ig0
2
∑
µ
∫ π
a
−π
a
d4p
(2π)4
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p′
(2π)4
(2π)4δ(4)(p+ k − p′) eiakµ/2
×
(
ψ(p′)γµAµ(k)ψ(p)(e
iapµ + e−iap
′
µ) + rψ(p′)Aµ(k)ψ(p)(−eiapµ + e−iap′µ)
)
=
ig0
2
∑
µ
∫ π
a
−π
a
d4p
(2π)4
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p′
(2π)4
(2π)4δ(4)(p+ k − p′) eiakµ/2
×
(
ψ(p′)γµAµ(k)ψ(p) e
iapµ/2e−iap
′
µ/2 · 2 cos a(p+ p
′)µ
2
+rψ(p′)Aµ(k)ψ(p) e
iapµ/2e−iap
′
µ/2 · (−2i) sin a(p + p
′)µ
2
)
. (5.17)
We can notice at this point that all exponential phases cancel with each other, because of the
δ function expressing the momentum conservation at the vertex (where p′ = p + k). We are
then left with
Sqqg =
∫ π
a
−π
a
d4p
(2π)4
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p′
(2π)4
(2π)4δ(4)(p+ k − p′)
× ig0
∑
µ
ψ(p′)
(
γµ cos
a(p+ p′)µ
2
− ir sin a(p+ p
′)µ
2
)
Aµ(k)ψ(p), (5.18)
which gives us the lattice Feynman rule for this vertex. It is easy to see that in the continuum
limit this Wilson vertex reduces to the familiar vertex of QCD,∫ ∞
−∞
d4p
(2π)4
∫ ∞
−∞
d4k
(2π)4
∫ ∞
−∞
d4p′
(2π)4
(2π)4δ(4)(p+ k − p′) · ig0
∑
µ
ψ(p′)γµAµ(k)ψ(p). (5.19)
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Notice that had we chosen for the Fourier transform of the gauge potential the expression
Aµ(x) =
∫ π
a
−π
a
d4k
(2π)4
eixk Aµ(k) (5.20)
the exponential phases would not have canceled, and the eiapµ/2e−iap
′
µ/2 terms would still be
present in the final expression of the vertex. This is a general feature of lattice perturbation
theory: if one uses the Fourier transforms in Eq. (5.12), all terms of the type eiakµ/2 coming from
the various gluons exactly combine to cancel all other phases floating around, and then only
sine and cosine functions remain in the Feynman rules in momentum space. This cancellation
becomes rather convenient in the case of complicated vertices containing a large number of
gluons.
We are now going to give the explicit expressions for the propagators and for the vertices of
order g0 and g
2
0 of the Wilson action, which is all what is needed for 1-loop calculations. In the
following we will not explicitly write the δ function of the momenta present in each vertex and
propagator. In our conventions for the vertices, all gluon lines are entering, and when there are
two quarks or ghosts one of them is entering and the other one is exiting.
5.2 Pure gauge action
As we have seen, in the Wilson formulation gauge invariance is imposed directly on the free
fermion lattice action, so that the group elements Uµ(x) appear instead of the algebra elements
Aµ(x), which are the fundamental perturbative variables. To derive the gluon vertices from
the pure gauge action, one has then to expand the Uµ’s in the plaquette in terms of the Aµ’s.
As a consequence, an infinite number of interaction vertices are generated, which express the
self-interaction of n gluons, with any n. Since the power of the coupling which appears in these
vertices grows with the number of gluons, only a finite number of them is needed at any given
order in g0.
In lattice QCD the Aµ’s are also nontrivial color matrices, and therefore they do not com-
mute with each other. The expansion of the plaquette in terms of the Aµ’s can be carried out
using the Baker-Campbell-Hausdorff formula
eAeB = exp
{
A+B +
1
2
[
A,B
]
+
1
12
[
A− B,
[
A,B
]]
+
1
24
[[
A,
[
A,B
]
, B
]]
+ · · ·
}
. (5.21)
Since the color matrices T a are traceless and are closed under commutation, the exponent in
the expansion of the plaquette obtained using the Baker-Campbell-Hausdorff formula is also
traceless, so that the knowledge of the terms of this expansion which are cubic in Aaµ is sufficient
to calculate all vertices with a maximum of four gluons, that is to order g20, which is all that is
needed for 1-loop calculations. 13
13For computing vertices of higher order it is useful to know that the Baker-Campbell-Hausdorff formula can
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cd
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qr
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bc
µ
νλ
p1 p2
a
bc
µ
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a
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µ
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µ ν
k
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Figure 7: Propagators and vertices sufficient for 1-loop calculations in lattice QCD.
be written as
eAeB = exp
{ ∞∑
n=1
Cn(A,B)
}
, (5.22)
where the Cn’s can be determined recursively:
Cn+1(A,B) =
1
2(n+ 1)
[
A−B,Cn(A,B)
]
(5.23)
+
∑
p≥1
2p≤n
B2p
(2p)!(n+ 1)
∑
m1,...,m2p>0
m1+...+m2p=n
[
Cm1(A,B),
[
. . . ,
[
Cm2p(A,B), A+B
]
· · ·
]]
,
with C1(A,B) = A+B, and B2p a Bernoulli number. The Bernoulli numbers Bi are defined by
x
ex − 1 = 1−
x
2
+
B1x
2
2!
− B2x
4
4!
+
B3x
6
6!
− · · · , |x| < 2π. (5.24)
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Looking at Eq. (5.4), we see that the entries of the matrices ag0Aµ(x) are angular variables,
which thus assume values between zero and 2π. In the functional integral the range of inte-
gration of the fields Aaµ(x) is extended to infinity, so that it is possible to work with Gaussian
integrals in the zeroth-order computations. It is only after Aaµ(x) has been decompactified that
the propagators and the correlation functions of operators can then be computed.
The propagators come as usual from the inverse of the quadratic part of the action. For the
full expression of the gluon propagator we have to wait until gauge fixing is implemented, and
we will report it later. The 3-gluon vertex is:
W abcµνλ(p, q, r) = −ig0 fabc
2
a
{
δµν sin
a(p− q)λ
2
cos
arµ
2
(5.25)
+δνλ sin
a(q − r)µ
2
cos
apν
2
+ δλµ sin
a(r − p)ν
2
cos
aqλ
2
}
,
where p + q + r = 0, all momenta are entering and are assigned clockwise (see Fig. 7). This
lattice vertex for a→ 0 reduces to the continuum vertex
− ig0 fabc
{
δµν (p− q)λ + δνλ (q − r)µ + δλµ (r − p)ν
}
. (5.26)
It is useful from now on to introduce the shorthand notation
âkµ =
2
a
sin
akµ
2
, (5.27)
especially for writing the 4-gluon vertex, which is quite complicated. It is given by (Rothe,
1997):
W abcdµνλρ(p, q, r, s) = −g20
{∑
e
fabefcde
[
δµλδνρ
(
cos
a(q − s)µ
2
cos
a(k − r)ν
2
− a
4
12
k̂ν q̂µr̂ν ŝµ
)
−δµρδνλ
(
cos
a(q − r)µ
2
cos
a(k − s)ν
2
− a
4
12
k̂ν q̂µr̂µŝν
)
+
1
6
δνλδνρa
2 ( ̂s− r)µ k̂ν cos aqµ
2
− 1
6
δµλδµρa
2 ( ̂s− r)ν q̂µ cos akν
2
+
1
6
δµνδµρa
2 ( ̂q − k)λ r̂ρ cos asλ
2
− 1
6
δµνδµλa
2 ( ̂q − k)ρ ŝλ cos arρ
2
+
1
12
δµνδµλδµρa
2
∑
σ
( ̂q − k)σ( ̂s− r)σ
]
+(b↔ c, ν ↔ λ, q ↔ r) + (b↔ d, ν ↔ ρ, q ↔ s)
}
+
g20
12
a4
{
2
3
(δabδcd + δacδbd + δadδbc) +
∑
e
(δabeδcde + δaceδbde + δadeδbce)
}
The first few Bernoulli numbers are: B1 = 1/6, B2 = 1/30, B3 = 1/42, B4 = 1/30, B5 = 5/66, B6 = 691/2730,
B7 = 7/6.
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×
{
δµνδµλδµρ
∑
σ
k̂σq̂σ r̂σŝσ − δµνδµλ k̂ρq̂ρr̂ρŝµ
−δµνδµρ k̂λq̂λŝλr̂µ − δµλδµρ k̂ν r̂ν ŝν q̂µ − δνλδνρ q̂µr̂µŝµk̂ν
+δµνδλρ k̂λq̂λr̂µŝµ + δµλδνρ k̂ν r̂ν q̂µŝµ + δµρδνλ k̂ν ŝν q̂µr̂µ
}
. (5.28)
In the continuum limit this expression becomes the four-gluon vertex of continuum QCD. 14
The vertices containing five or more gluons are at least of order g30, and thus they are not
necessary for calculations at one loop. To my knowledge, an explicit expression for the five-
gluon vertex has not yet been given in the literature. General algorithms for the automated
calculation of higher-order vertices (for a given configuration of external momenta) have been
reported in (Lu¨scher and Weisz, 1986).
For nonabelian gauge theories, the calculation of the pure gauge part of course does not
end here. One has still to consider the gauge integration measure, which gives a 1/a2 mass
counterterm at order g20 and an infinite number of measure vertices of order g
3
0 and higher, as
well as the Faddeev-Popov procedure on the lattice, with which the Feynman rules for the ghost
propagator and the various ghost vertices can be derived. We anticipate that the effective ghost-
gauge field interaction, at variance with the continuum, is not linear in the gauge potential Aµ,
and thus also in this sector we find an infinite number of new vertices that have no continuum
analog, like for example the vertex involving two ghosts and two gluons.
5.2.1 Measure
The definition of the gauge-invariant integration measure on the lattice turns out for nonabelian
gauge groups to be nontrivial, and again generates an infinite number of vertices.
Let us at first consider only the gauge potential, Aµ, at a certain point. We start with the
2-form
d2s = Tr(dU †µdUµ), (5.31)
where dUµ = Uµ(Aµ + dAµ) − Uµ(Aµ), which is invariant under left or right multiplication of
Uµ with an SU(3) matrix. When rewritten in terms of Aµ, this 2-form defines a metric g on
14It is interesting to note that also in lattice QED there are vertices in which the gauge particles are self-
interacting, but of course they have to be irrelevant in the continuum limit. The lowest-order vertex in pure
gauge contains four lattice photons coming from the a4g20F
4
µν term of the expansion of the lattice QED action
1
2a4g20
· a4
∑
x
∑
µν
(
1− cos(a2g0Fµν(x))
)
, (5.29)
where
Fµν(x) = ∇µAν(x) −∇νAµ(x). (5.30)
This vertex contains four derivatives, it is of order a4 and it disappears in the continuum limit.
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the space of the Aµ’s,
d2s = gab(A) dA
a
µdA
b
µ, (5.32)
which gives the gauge-invariant measure (the Haar measure) 15
dµ(A) =
√
det g(A)
∏
a,µ
dAaµ. (5.35)
The calculation of g(A) can be done using the properties of the SU(3) group. It turns out that
the infinitesimal transformation can be written as (Boulware, 1970)
Uµ(Aµ + dAµ) = Uµ(Aµ)(1 + iag0 dA
a
µMab(Aµ) T
b), (5.36)
where the matrix M is given by
M(Aµ) =
(
eiag0A˜µ − 1
iag0A˜µ
)
, (5.37)
and A˜ denotes the gauge potential in the adjoint representation:
A˜µ = A
a
µt
a, (ta)bc = −ifabc, Tr(tatb) = 3δab. (5.38)
One can then write (Kawai, Nakayama and Seo, 1981)
gabdA
a
µdA
b
µ = Tr(dU
†
µdUµ)
= Tr
{
T cM †ca(Aµ) (−i)d(ag0Aaµ)U †µ(Aµ) · Uµ(Aµ)id(ag0Abµ)Mbd(Aµ) T d
}
= a2g20 ·
1
2
M †ca(Aµ)M
bc(Aµ) dA
a
µdA
b
µ. (5.39)
The metric is thus given, leaving aside a factor that will simplify in the ratios expressing the
expectation values of operators, by
g(A) =
1
2
(
M †(A)M(A)
)
, (5.40)
which explicitly is
g(A) =
1− cos(ag0Aaµta)
(ag0Aaµt
a)2
=
1
2
+
∞∑
l=1
(−1)l
(2l + 2)!
(
iag0A
a
µt
a
)2l
. (5.41)
15 The gauge-invariant Haar measure on the group has the properties:∫
[dU ] = 1, (5.33)∫
[dU ]f(U) =
∫
[dU ]f(U0U), (5.34)
for any arbitrary but sensible function f , and for any arbitrary element U0 of the gauge group.
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The measure for the Wilson action can then be written as the product over all sites of the
above expression, and is given by
DU =∏
x,µ
√√√√det(1
2
M †(Aµ(x))M(Aµ(x))
)
DA, DA = ∏
x,µ,a
dAaµ(x). (5.42)
It is convenient to write this measure term in the form
DU = e−Smeas[A]DA. (5.43)
This can be done by using the identity det g = exp(Tr log g), so that at the end we obtain,
using Eq. (5.41),
Smeas[A] = −1
2
∑
x,µ
Tr log
2(1− cos(ag0Aaµta))
(ag0Aaµt
a)2
= −1
2
∑
x,µ
Tr log
[
1 + 2
∞∑
l=1
(−1)l
(2l + 2)!
(
ag0A
a
µt
a
)2l]
.
(5.44)
This formula contains the infinite number of vertices coming from the measure term. These
measure vertices do not contribute at the tree level. The lowest order is just
Smeas[A] =
g20
8a2
∑
x,a,µ
(Aaµ)
2, (5.45)
and this term, which is quadratic in Aµ, is nonetheless part of the interaction and not a kinetic
term. It acts like a mass counterterm of order g20, and is needed to restore gauge invariance
in lattice Feynman amplitudes. It cancels, for example, the quadratic divergence in the 1-loop
gluon self-energy (see Fig. 6). In momentum space this mass counterterm is (see Fig. 7)
− g
2
0
4a2
δµνδab. (5.46)
The higher orders in Eq. (5.44), which give self-interaction vertices of the gluons, are at least
of order g30 and thus only relevant for calculations with two or more loops.
As a last comment, we mention that in lattice QED things are much simpler: the abelian
measure is just given by
DU = ∏
x,µ,a
dAaµ(x), (5.47)
and thus there are no measure counterterms.
5.2.2 Gauge fixing and the Faddeev-Popov procedure
Although in some situations can be convenient, gauge fixing is not necessary on the lattice
when one works with actions which are expressed in terms of the Uµ’s, as is done in Monte
Carlo calculations. The reason is that the volume of the gauge group is finite, and it can be
35
factored out and simplified when one normalizes the path integral with the partition function
for the calculation of expectation values of operators. In perturbation theory, where one makes
a saddle-point approximation of the functional integral around Uµ = 1 and the Aµ’s become the
real variables (which moreover are decompactified), gauge fixing is instead necessary (Baaquie,
1977; Stehr and Weisz, 1983). A gauge has then to be fixed in order to avoid the zero modes
in the quadratic part of the action (expressed in terms of the Aµ’s). This degeneracy is due to
gauge invariance.
We can see why it is necessary to fix a gauge in perturbative lattice QCD also from the
following argument. Strictly speaking, perturbation theory arises as an expansion around the
minimum of the action, that is the plaquette. We can see from looking at the Wilson action
that the value of the plaquette Pµν(x) = 1 minimizes the pure gauge action, but this does
not yet imply Uµ(x) = 1. Quite on the contrary, even if one fixes Uµ(x) = 1 for each link
from the beginning, a gauge transformation will lead to 1 → Ω(x) Ω−1(x + aµˆ), which can
assume any value. In order for perturbation theory to be a weak coupling expansion around
the configuration Uµ(x) = 1, one must then fix the gauge.
Gauge fixing is thus an essential step in the perturbative calculations made on the lattice,
and can be implemented by using a lattice Faddeev-Popov procedure, which goes along lines
similar to the continuum. The final result, however, will be rather different. In fact, as another
consequence of the gauge invariance on the lattice, one obtains from the Faddeev-Popov pro-
cedure an infinite number of vertices. Although cumbersome, this procedure is consistent and
gives a meaning to the lattice functional integral.
We illustrate the lattice Faddeev-Popov method for a covariant gauge, which is the most
commonly used, implementing the gauge-fixing condition
Fax [A, χ] = ∇⋆µAaµ(x)− χa(x) = 0, (5.48)
with χ some arbitrary fields. One chooses the backward lattice derivative ∇⋆µ here because only
in this way the gluon propagator can be expressed in a simple form, as we will see below. The
Faddeev-Popov determinant is defined by
1 = ∆FP [A, χ] ·
∫
Dg∏
x,a
δ(Fax [Ag, χ]), (5.49)
where g is a gauge transformation and Ag is the result of this gauge transformation applied to
A. The measure Dg = ∏x dµ(gx) is given by the product of the Haar measures over the lattice
sites. From the property (5.34) of an Haar measure it is easy to see that the Faddeev-Popov
determinant so constructed is gauge invariant: ∆FP [Ag, χ] = ∆FP [A, χ].
One makes now the same steps as in the continuum, that is Eq. (5.49) is inserted into
the partition function, and, as in the continuum, the gauge invariance of the Faddeev-Popov
determinant is exploited so that at the end one can factorize the Dg integration and drop it
out. Finally, after adding a gauge-fixing term to the action like is done in the continuum and
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integrating in χ, one obtains for the expectation value of a generic gauge-invariant operator 16
〈O〉 =
∫
DψDψDADχ∆FP [A, χ]∏x,a δ(Fax [A, χ]) · O · e−SQCDe−Smease−
1
2α
a4
∑
x,a
χa(x)χa(x)
∫
DψDψDADχ∆FP [A, χ]∏x,a δ(Fax [A, χ]) · e−SQCDe−Smease−
1
2α
a4
∑
x,a
χa(x)χa(x)
,
(5.50)
where α is the gauge parameter (particular cases are the Feynman gauge α = 1 and the
Landau gauge α = 0). What is left at this point is the computation of the Faddeev-Popov
determinant, which turns out to be independent of χ. To do this, one only needs to know
Ag in the infinitesimal neighborhood of the identity transformation g = 1. The infinitesimal
transformation with parameter ǫa(x) gives
Uµ(x)→ eiǫ(x)Uµ(x)e−iǫ(x+aµˆ) = eiag0
(
Aµ(x)+δ(ǫ)Aµ(x)
)
, (5.51)
where
g0δ(ǫ)A
a
µ(x) = −
∑
b
D̂µ[A]abǫ
b(x), (5.52)
with
D̂µ[A] = (M
†)−1(Aµ(x)) · ∇µ + ig0Aaµ(x)ta. (5.53)
We remark that M is the same matrix of Eq. (5.37) and ta is a matrix in the adjoint repre-
sentation of SU(3). This is similar to the continuum case. In fact D̂µ[A] is a discretized form
of the covariant derivative acting on fields in the adjoint representation. The result for the
Faddeev-Popov determinant is indeed still reminiscent of the continuum: 17
∆FP [A] = det (−∇⋆µD̂µ[A]). (5.54)
However, the important difference with the continuum case is that the lattice operator D̂µ[A]
is not linear in A, because of the expansion
(M †)−1(Aµ(x)) = 1 +
i
2
ag0Aµ(x)− 1
12
(ag0Aµ(x))
2 + · · · , (5.55)
and an infinite number of ghost vertices are thus generated. 18 In fact, using the well-known
formula for Grassmann variables c and c,
∫
D(cc) e
−a4∑
ij
ciQijcj
= detQ, (5.58)
16This formula is not generally valid in a nonperturbative context. It can happen that the partition function
of a gauge-fixed BRS-invariant theory reduces to zero on the lattice, because of the contribution of Gribov
copies (Neuberger, 1986; Neuberger, 1987). One of the possible ways to overcome this is proposed in (Testa,
1998b).
17For the detailed derivation, see (Rothe, 1997).
18The part of the lattice Faddeev-Popov determinant that gives a direct correspondence with the continuum
ghosts can be obtained putting M = 1, as one can easily see by combining the formulae (5.52) and (5.53) to
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we can write the Faddeev-Popov determinant in terms of an action involving ghosts,
∆FP [A] =
∫ (∏
a,x
dca(x)ca(x)
)
e
a4
∑
x
ca(x)∇⋆µD̂abµ [A]cb(x)
, (5.59)
so that the expectation value of a generic gauge-invariant operator is
〈O〉 =
∫
DψDψDADcDc · O · e−SQCDe
a4
∑
x
ca(x)∇⋆µD̂abµ [A]cb(x)
e−Smease−Sgf
∫
DψDψDADcDc · e−SQCDe
a4
∑
x
ca(x)∇⋆µD̂abµ [A]cb(x)
e−Smease−Sgf
, (5.60)
where the gauge-fixing term has been written, thanks to the delta function δ(Fax [A, χ]), as
Sgf =
a4
2α
∑
x
(∑
µ
∇⋆µAµ(x)
)2
=
a2
2α
∑
x
(∑
µ
(
Aµ(x)− Aµ(x− aµˆ
))2
. (5.61)
The ghosts are Grassmann variables which carry a color index, but they have no spin index.
They transform according to the adjoint representation of SU(3).
We are now at last ready to compute the gluon propagator in the covariant gauge ∂µAµ = 0,
which is:
Gabµν(k) = δ
ab 1
4
a2
∑
λ sin
2 akλ
2
{
δµν − (1− α)
sin
akµ
2
sin
akν
2∑
λ sin
2 akλ
2
}
. (5.62)
This expression is the result of adding the free part of the gluon action,
Sg =
1
4
(
∇µAν −∇νAµ
)2
=
1
2
(
∇µAν∇µAν −∇µAν∇νAµ
)
= −1
2
(
Aν∇⋆µ∇µAν −Aν∇⋆µ∇νAµ
)
= −1
2
(
Aν(∆δµν −∇⋆µ∇ν)Aµ
)
, (5.63)
to the gauge-fixing term,
Sgf =
1
2α
(∇⋆νAν)(∇⋆µAµ) = −
1
2α
Aν∇ν∇⋆µAµ, (5.64)
where we have integrated by parts. We can see that one is forced to choose the backward lattice
derivative in the gauge-fixing term because in the pure gauge action the forward derivative is
reconstruct the continuum formulae
g0δ(ǫ)A
a
µ(x) = −(∂µ + ig0Acµ(x)tc)ab ǫb(x) = −Dµ[A](x) · ǫ(x) (5.56)
and
∆FP [A] = det (−∂µDµ[A]). (5.57)
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present. Only in this way the longitudinal components of the lattice propagator have a simple
form. In the limit a → 0 the lattice gluon propagator of course reduces to the well-known
expression
δab · 1
k2
[
δµν − (1− α)kµkν
k2
]
. (5.65)
From Eqs. (5.59) and (5.53) one can derive the Feynman rules for the ghosts on the lattice.
The ghost propagator is
δab · 1
4
a2
∑
λ sin
2 akλ
2
, (5.66)
and the ghost-gluon-gluon vertex (see Fig. 7) is
ig0fabc(p̂2)µ cos
(ap1)µ
2
, (5.67)
while the ghost-ghost-gluon-gluon vertex,
1
12
g20a
2{ta, tb}cd δµν (p̂1)µ(p̂2)µ, (5.68)
is the first ghost vertex which is a lattice artifact, that is it vanishes in the continuum limit.
Vertices containing three or more ghosts are at least of order g30 and do not enter in 1-loop
calculations.
The lattice theory so defined after gauge fixing has an exact BRS symmetry (Baaquie, 1977;
Kawai, Nakayama and Seo, 1981), which is given by
δAaµ(x) =
1
g0a
[
M−1ab (Aµ(x)) c
b(x)−M−1ba (Aµ(x)) cb(x+ aµˆ)
]
(5.69)
δca(x) = −1
2
fabc c
b(x)cc(x) (5.70)
δca(x) = − 1
αg0a
∑
ν
(
Aaν(x)−Aaν(x− aνˆ)
)
(5.71)
δψ(x) = i ca(x) T a ψ(x) (5.72)
δψ(x) = iψ(x) T a ca(x). (5.73)
The BRS variation of the gauge-fixing term in the action is the opposite of the BRS variation
of the Faddeev-Popov term, and they cancel. This can be seen from the nilpotence of the
BRS transformation, δ2Aaµ(x) = 0. The transformations of quarks, antiquarks and ghosts are
the same as in the continuum BRS. The transformation of the antighosts, which contains the
gauge-fixing term, replaces the continuum derivative with the lattice backward derivative, and
the difference with the continuum is then of O(a). The transformation of the gauge potential
is instead quite different from the continuum, and because of M is nonlinear in the gauge
potential A. For a→ 0 it reduces to the continuum BRS transformation.
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In the abelian case the Faddeev-Popov determinant reduces to a trivial factor that can
be eliminated from the path integral when computing expectation values, analogously to the
continuum QED theory.
The derivation of the Faddeev-Popov determinant for arbitrary linear gauge-fixing condi-
tions and for lattices with a large class of boundaries can be found in (Lu¨scher and Weisz,
1986).
5.3 Fermion action
We now discuss the Feynman rules coming from the fermion part of the action. The quark
propagator can be computed by inverting the lattice Dirac operator in momentum space, and
is given by
Sab(k,m0) = δ
ab · a
−i∑µ γµ sin akµ + am0 + 2r∑µ sin2 akµ2∑
µ sin
2 akµ +
(
2r
∑
µ sin
2 akµ
2
+ am0
)2 . (5.74)
In the continuum limit this is the well-known expression
δab · −i
∑
µ γµkµ +m0∑
µ k2µ +m
2
0
. (5.75)
The vertices are obtained from the expansion of the fermionic part of the action in powers of
g0A, with a Fourier transform. We get again an infinite tower of vertices, which involve two
(anti-)quarks and n gluons. Fortunately, only a finite number of them is needed at any given
order in g0. Here we only give the explicit expressions for the vertices which are sufficient to
do 1-loop calculations.
We have already derived the quark-quark-gluon vertex (see Eq. (5.18), and is
(V a1 )
bc
µ (p1, p2) = −g0(T a)bc
(
iγµ cos
a(p1 + p2)µ
2
+ r sin
a(p1 + p2)µ
2
)
, (5.76)
where p1 and p2 are the quark momenta flowing in and out of the vertices (see Fig. 7). For
a→ 0 this is the familiar continuum QCD vertex
− g0(T a)bc iγµ. (5.77)
Doing a similar calculation, one can derive that the quark-quark-gluon-gluon vertex is given by
(V ab2 )
cd
µ1µ2(p1, p2) = −
1
2
ag20 δµ1µ2
( 1
Nc
δab + dabeT e
)cd (− iγµ sin a(p1 + p2)µ
2
+ r cos
a(p1 + p2)µ
2
)
.
(5.78)
This vertex is zero in the continuum limit and thus has no continuum analog. However it
can still give nonvanishing contributions to Feynman diagrams, like in divergent loops or in
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tadpoles, which have a factor 1/a2 coming from the gluon propagator. Vertices of two quarks
and n gluons are also irrelevant and are associated with a factor an−1gn0 .
In spite of the complexities brought from the fact that the lattice gauge theory has an
infinite number of vertices, it turns out that the superficial degree of divergence of a Feynman
diagram depends only on the number of its external lines (Kawai, Nakayama and Seo, 1981):
D = 4− EG − Eg − 3
2
Eq. (5.79)
The type of vertex functions which give rise to divergences is the same as in the continuum,
and this is very important for the renormalizability of the theory. Thus, vertices which are of
higher order in a and g0 do not modify this continuum picture.
It is customary to define and use the vector and axial currents on the lattice as follows:
Vµ(x) = ψ(x) γµ ψ(x) (5.80)
Aµ(x) = ψ(x) γµγ5 ψ(x). (5.81)
However, these currents are not conserved in the Wilson formulation (in fact, they are not
equal to the currents appearing in the action), and therefore they are not protected from
renormalization. One then has
ZV 6= 1, (5.82)
ZA 6= 1, (5.83)
at variance with the continuum results. The Noether current corresponding to the vector
transformation that leaves the Wilson action invariant is instead given by
V consµ (x) =
1
2
(
ψ(x) (γµ − r)Uµ(x)ψ(x+ aµˆ) + ψ(x+ aµˆ) (γµ + r)U †µ(x)ψ(x)
)
, (5.84)
and it is an extended operator, which needs for its definition two lattice sites. The renormal-
ization constant of this conserved current is one. It is not possible to make a corresponding
construction which leads to a conserved axial current because, as we will see in detail in the
next Section, the Wilson action breaks chiral symmetry.
We want to conclude this Section by mentioning that, for reasons of computing power, the
so-called quenched approximation is often used in Monte Carlo simulations. In order to perform
a statistical sampling of the functional integral, the fermion variables (which are Grassmann
numbers) are analytically integrated (using Eq. (5.58)) and one does the numerical simulations
using the partition function
Z =
∫
DU det(6D[U ] +m0) e−Sg[U ]. (5.85)
This is equivalent to use the effective action
Seff [U ] = Sg[U ]− log det(6D[U ] +m0) = Sg[U ]− Tr log(6D[U ] +m0). (5.86)
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Figure 8: The diagram on the left is zero in the quenched approximation, while the diagram on the
right does not contain internal quark loops and has to be included also in quenched calculations.
Simulations in full QCD have to include the full contribution of the determinant, while quench-
ing amounts to doing simulations where one puts det(6D[U ] + m0) = 1, which saves a couple
of orders of magnitudes of computer time. In physical terms, this means that there are no sea
quarks in the calculations: the internal quark loops are neglected (see Fig. 8). Quenching is
often summarized by saying that Nf = 0. Although it looks quite drastic, in many cases this
does not turn out to be a bad approximation.
This approximation has been introduced only for reasons having to do with the simulations.
In perturbation theory, quenching means dropping all diagrams which contain an internal quark
loop, but the inclusion of these diagrams is usually not so challenging as it is in the simula-
tions. For consistency one can exclude the diagrams containing internal quark loops when the
perturbative numbers have to be used in connection with quenched simulation results.
6 Aspects of chiral symmetry on the lattice
Due to the presence of the Wilson term (the part of the action proportional to the parameter
r), the Wilson action breaks chiral symmetry, and thus Wilson fermions do not possess chiral
invariance even when the bare mass of the quark is zero. This additional symmetry-spoiling
term turns out however to be necessary in order to get rid of the extra fermions (also called
doublers) which are unavoidable in the naive lattice discretization of the QCD action.
Let us see what would happen putting r = 0 in the Wilson action (which corresponds to
naive fermions). In this case, the free fermion propagator is just
Sab(k,m0) = δ
ab · a −i
∑
µ γµ sin akµ + am0∑
µ sin
2 akµ + (am0)2
. (6.1)
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Let us for simplicity consider the massless naive propagator, setting m0 = 0 in the above
equation. This propagator has a pole at ak = (0, 0, 0, 0), as expected. However, there are also
poles at ak = (π, 0, 0, 0), ak = (0, π, 0, 0), . . . , ak = (π, π, 0, 0), . . . , ak = (π, π, π, π), that is
at all points at the edges of the first Brillouin zone, because
∑
µ sin
2 akµ vanishes at these 16
points, at which any component is either kµ = 0 or kµ = π/a. This propagator describes a
fermion mode at each of these poles. All these fermions are acceptable and legitimate particles,
even if they correspond to poles at the edges of the Brillouin zone. In fact, we can always
think of shifting the integration in momentum space, thanks to the periodicity of the lattice;
for example, we could shift it from
∫ π/a
−π/a to
∫ 3π/2a
−π/2a and so no pole would then be found at
the edges. At these poles we have then low-energy excitations as legitimate as the fermion at
ak = (0, 0, 0, 0).
For r = 0 we would then have to take into account all these 16 Dirac particles when doing
computations with the lattice theory. Although they are a lattice artifact, they would be pair
produced as soon as the interactions are switched on, and would appear in internal loops and
contribute to intermediate processes.
Let us consider in more detail one of these poles, for example the one at ak = (π, 0, 0, 0).
To see things more clearly, we make the change of variables
k′0 =
π
a
− k0, k′i = ki, (6.2)
and correspondingly 19
γ′0 = −γ0, γ′i = γi, (6.3)
so that γ′5 = −γ5. The propagator in the new variables assumes near ak′ = (0, 0, 0, 0) the
same form as the original propagator Eq. (6.1) near ak = (0, 0, 0, 0). This means that there is a
fermion mode also at ak = (π, 0, 0, 0), and moreover the chirality of this new particle is opposite
to the chirality of the mode at ak = (0, 0, 0, 0), because γ′5 = −γ5, so that (1+γ5)/2 = (1−γ′5)/2.
It can be easily seen that the 16 doublers split in 8 particles of one chirality and 8 particles
of the opposite chirality, so that even if the massless continuum theory had chiral symmetry
and the physical particle (the pole at the origin) was a chiral mode we end up with a vector
theory on the lattice. The main problem then is not that there are more species of fermions
than expected, but that the doublers destroy the chirality properties of the continuum theory.
The Wilson term does precisely the work of suppressing these 15 unwanted additional
fermions in the continuum limit. In fact, the Wilson action in short form can be written
as
DW =
1
2
(
γµ(∇˜⋆µ + ∇˜µ)− ar∇˜⋆µ∇˜µ
)
, (6.4)
where the gauge covariant forward derivative is given by
∇˜µψ(x) = 1
a
(
U(x, µ)ψ(x+ aµˆ)− ψ(x)
)
, (6.5)
19The Dirac matrices that one has to use in the transformed variables are equivalent to the standard set:
γ′µ = (γ0γ5)γµ(γ0γ5)
†.
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and the Wilson term is the Laplacian part of this action,
− 1
2
ar∇˜⋆µ∇˜µ. (6.6)
This term is irrelevant in the continuum limit but modifies the lattice dispersion relation for
finite lattice spacing, so that this “bosonic” energy term gives the extra doublers at the edges
of the Brillouin zone a mass of the order of the cutoff. This mass then becomes large in the
continuum limit and decouples the doublers from the “right” physical fermion. Of course, being
a generalized (momentum-dependent) mass term, it automatically breaks chiral symmetry. This
connection of the doublers with chiral symmetry is a deep one, and what we have shown is a
particular case of a general phenomenon, as we will shortly see.
Thus, if one uses Wilson fermions chiral symmetry can only be recovered in the continuum
limit. The breaking of chiral symmetry at finite lattice spacing has serious consequences on the
Wilson theory, among them the appearance of an additive renormalization to the quark mass.
The nonzero value of the bare quark mass which corresponds to a vanishing renormalized quark
mass is called critical mass. Its value depends on the strength of the interaction. There is then
a critical line in the plane of bare parameters,
m0 = mc(g0), mc(0) = 0, (6.7)
where the physical quark mass vanishes. It is only the subtracted mass m0 − mc that is
multiplicatively renormalized:
mR = Zm(m0 −mc). (6.8)
Thus, the renormalized quark mass has no protection from chiral symmetry and acquires a
nonzero value even when the bare quark mass is zero. The bare and the renormalized quark
mass cannot vanish at the same time, and the bare mass has to be carefully tuned in order
to extract physical information from the simulations. Since numerical simulations of QCD are
performed with lattice spacings that are not small, the violation of chiral symmetry by these
lattice effects is rather pronounced, and this mass renormalization is quite large.
The quark self-energy at one loop has a correction proportional to 1/a, which corresponds
to the mass counterterm which has to be introduced due to the breaking of chirality, and we
will show in detail how to compute it in Section 15. This critical mass mc is one of the best
known quantities in lattice perturbation theory, and its high-precision determination at 1-loop,
as well as its value calculated to two loop, are given in Section 19.2.2.
Another bad consequence of the loss of chirality is the appearance of more mixings under
renormalization, because the mixing among operators of different chirality is not a priori for-
bidden for Wilson fermions. One example of this kind of mixings will be given in Section 14.2.
Moreover, it is not possible to define a conserved axial current.
The impossibility of removing the doublers in the naive fermion formulation without break-
ing at the same time chiral symmetry (as it happens in the Wilson action) or some other im-
portant symmetry is a special case of a very important no-go theorem, established by Nielsen
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and Ninomiya many years ago (Nielsen and Ninomiya, 1981a; 1981b; 1981c; Friedan, 1982). 20
In short, the theorem says that a lattice fermion formulation without species doubling and with
an explicit continuous chiral symmetry is impossible, unless one is prepared to give up some
other fundamental properties like locality, or unitarity. 21
It is quite common in quantum field theory that the introduction of an ultraviolet regulator
brings some unphysical features, and this chiral symmetry issue is perhaps the most serious and
unpleasant drawback of the lattice regularization. The difficulties regarding chiral symmetry
with lattice fermions arise already at the level of free fields, and they are present even when
one does not discretize space, but only the time direction. We can see why this happens from
general topological considerations on the free fermion propagator, where the close interplay
between chirality and doublers follows from the continuity of the energy-momentum relation in
the Brillouin zone (Karsten and Smit, 1981) (see also the lectures of (Smit, 1986)). The general
form of a massless fermion propagator on the lattice which is compatible with continuous chiral
invariance is
1
i
∑
µ γµPµ(k)
, (6.11)
where the function Pµ(k) is real. This function has to cross each Pµ = 0 axis only once if this
propagator is meant to describe for a→ 0 only a single fermion.
Let us assume at first that Pµ(k) is a continuous function. If the derivative in the Dirac
operator in the action is anti-hermitian (like in Wilson), the theory is unitary and the function
Pµ(k) is periodic in 2π. Since it has a first order zero at kµ = 0 (that is at kµ = 2πnµ), it
has to cross the Pµ = 0 axis one other time somewhere else in the first Brillouin zone, and
with the opposite derivative, which corresponds to the opposite chirality (see Fig. 9, top left).
This crossing is then precisely the doubler, and therefore it is unavoidable to have these extra
particles in the theory. This reasoning only comes from global features, and is independent of
the shape of the particular function, as long as it is continuous. Another heuristic proof coming
from topological arguments, as well as a more general explanation of why half of the doublers
have opposite chirality, has been given in (Wilczek, 1987). In this work a particular choice of
the function Pµ(k) which minimizes the numbers of doublers is also proposed, which has the
drawback of the loss of the equivalence of all four directions under discrete permutations, and
the need of new operators (but no 1/a counterterm as in Wilson).
20An alternative proof of the theorem which makes use of the Poincare´-Hopf theorem has been given
in (Karsten, 1981).
21This statement only applies to the chiral symmetry which acts on the spinor fields like
ψ → ψ + ǫ · γ5 ψ, (6.9)
ψ → ψ + ǫ · ψ γ5. (6.10)
As we will shortly see, one of the major theoretical advances of the last years has been the understanding that
there are other kinds of transformations that can define a lattice chiral symmetry and which do not necessarily
imply a fermion doubling.
45
kµ
Pµ(k)
-π
a
π
a
kµ
Pµ(k)
-π
a
π
a
kµ
Pµ(k)
-π
a
π
a
kµ
(4S(k))−1
-π
a
π
a
Figure 9: Examples of inverse propagator functions: a smooth function Pµ(k) which gives a particle
and its three doublers (top left), Pµ(k) for the naive fermion propagator (top right) and the SLAC
propagator (bottom left), and the inverse of the bosonic propagator (bottom right). The dashed parts
of the curves lie outside the first Brillouin zone.
Let us come back to the naive propagator in Eq. (6.1), i.e., Pµ(k) = sin akµ. One crucial
feature here is that the argument of the sine function is k, which is a consequence of the fact
that one uses the anti-hermitian derivative ∇µ+∇⋆µ. This choice causes all our problems. If the
argument of the sine function were k/2, things would be completely different, since sin ak/2 is
antiperiodic, that is it has a period of 4π in ak, and there would be no need to cross the Pµ = 0
axis a second time inside the first Brillouin zone. Then no doublers would appear. However,
sin ak/2 can only appear in the propagator if one uses either the forward or the backward
derivative, but not their sum. These derivatives are not anti-hermitian, and unfortunately in
this case the theory turns out not to be unitary, which causes other kinds of serious problems.
The fact is that ∇ and ∇⋆ are unphysical, and they propagate the fermion only in the forward
or backward direction, and so using only one of them cannot give a Lorentz invariant theory
in Minkowski space. It has also been shown, in lattice QED, that if one uses only the forward
or backward derivative, then the interactions generate noncovariant contributions to the quark
self-energy and vertex function, and the theory is nonrenormalizable (Sadooghi and Rothe,
1997).
Note that a boson propagator does not have this problem, as it is the solution of a second
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order differential equation. Therefore the function Pµ(k) is in this case quadratic (and γµ
disappears), and crossings are replaced by second-order zeros. Therefore, even if doublers were
present, there would be no problems regarding the chiral properties of the lattice theory. In
any case, the Dirac operator can be chosen to be discretized using ∇⋆∇, which is hermitian
and produces a sin2 k/2 function in the propagator, as is well known. Therefore in this case
the function has only a minimum at the origin without further crossings in the first Brillouin
zone (see Fig. 9, bottom right), and there are no doublers.
In the fermionic case, the only other way to avoid the second crossing would be to consider
a discontinuous function Pµ(k). The most famous example of this is given by the SLAC prop-
agator (Drell, Weinstein and Yankielowicz, 1976a; 1976b), for which Pµ(k) = kµ throughout
the whole Brillouin zone (see Fig. 9, bottom left). SLAC fermions have been studied in pertur-
bation theory in (Karsten and Smit, 1978; Karsten and Smit, 1979). However, this implies a
nonlocality in the lattice action (it corresponds to a nonlocal lattice derivative), which brings
many problems in the continuum limit. The locality assumption is important in order to avoid
a disaster in the straightforward weak coupling expansion, otherwise propagators and vertex
functions would not be analytic in the momenta. Another chiral action which is nonlocal has
been proposed in (Rebbi, 1987).
At the end of the day the origin of the fermion doubling lies in the fact that the Dirac equa-
tion is of first order. Doublers in the naive fermion action are a necessary feature, and we can
understand why also by looking at quantum anomalies. We know that in continuum quantum
field theory the quantum corrections, and precisely the process of regularization, break chiral
symmetry. A mass scale appears in the renormalized theory, 22 which gives rise to the phe-
nomenon of dimensional transmutation and causes the appearance of quantum anomalies. So
even in theories that are chirally symmetric the axial current acquires an anomalous divergence
through quantum effects.
Naive lattice fermions can be thought as a regularization that does not break chiral symme-
try for any finite a. The lattice theory has no anomalies, and this implies that one needs some
extra particles in order to cancel the continuum anomaly which is associated with the “right”
fermion. When one tries to remove only the extra doublers from the game then the anomaly
becomes again nonzero (as in the continuum), which must then correspond to a regularization
which somehow has to break chiral symmetry, and in fact we end up with the lattice Wilson
action. So, everything fits in the general picture.
After these general considerations we are now ready to state the Nielsen-Ninomiya theorem.
In one of its formulations it says that the lattice massless Dirac operator D = γµDµ in the
fermionic action
SF = a
4
∑
x,y
ψ(x)D(x− y)ψ(y) (6.12)
22For example, in dimensional regularization (which preserves the gauge symmetry) one needs to introduce
a scale µ to define the coupling in noninteger dimensions, and in Pauli-Villars one introduces a heavy mass in
the propagators.
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cannot satisfy all of the following four properties at the same time:
(a) D(x) is local (in the sense that is bounded by Ce−γ|x|);
(b) its Fourier transform has the right continuum limit: D(p) = iγµpµ +O(ap
2) for small p;
(c) D(p) is invertible for p 6= 0 (and hence there are no massless doublers);
(d) γ5D +Dγ5 = 0 (it has chiral symmetry).
Therefore, for any given lattice action at least one of the these conditions has to fail. In
particular, naive fermions have doublers and therefore do not satisfy (c), Wilson fermions
break chiral symmetry and therefore do not satisfy (d), and SLAC fermions are not local and
therefore do not satisfy (a). The case of staggered fermions, another widely used (and old)
fermion formulation which has been useful for studying problems in which chiral symmetry is
relevant, and which will be discussed in the next Section, is more complicated from this point
of view: only a U(1)⊗U(1) subgroup of the SU(Nf )⊗SU(Nf ) chiral group remains unbroken,
and the doublers are removed only partially.
Contrary to what one would naively expect after looking at the Nielsen-Ninomiya theorem,
it is still possible to construct a Dirac operator which satisfies (a), (b) and (c) and is also chiral
invariant. The solution to this apparent paradox is that the corresponding chiral symmetry
cannot be the one associated with a Dirac operator which anticommutes with γ5, and the
condition (d) has instead to be replaced by the Ginsparg-Wilson relation: γ5D + Dγ5 is not
zero, but is proportional to aDγ5D. Thus, the real lattice chiral symmetry turns out not to be
what one would naively expect, the Nielsen-Ninomiya theorem is still valid and one can have a
nonpathological formulation of chiral fermions with no doublers. 23
This kind of lattice chiral fermions will be discussed in detail in Section 8. Before that, we
will shortly present staggered fermions. If one wants to maintain some form of chiral symmetry,
but is prepared to give up flavor symmetry, then staggered fermions are the ideal fermions to
work with. Otherwise, the only way to maintain chiral symmetry and flavor symmetry at the
same time (and of course all other fundamental properties like locality, unitarity etc.) leads
again to the Ginsparg-Wilson relation.
7 Staggered fermions
Another formulation of fermions on the lattice which is quite popular can be obtained by keeping
part of the doublers of the naive fermion action and interpreting them as extra flavors. One
23When the condition that the Dirac operator anticommutes with γ5 is released (at a 6= 0), the lattice quark
propagator is not restricted to the form in Eq. (6.11) and the considerations about the presence of the doublers
deriving from it are not anymore valid. In fact, one finds more general propagator functions which in particular
do not have the simple Dirac structure of Eq. (6.11), as one can see by looking at the overlap propagator in
Eqs. (8.18) and (8.19).
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remains with 4 fermion flavors whose 16 components are split over a unit hypercube by assigning
only a single fermion field component to each lattice site. This construction gives the staggered,
or Kogut-Susskind, fermions (Kogut and Susskind, 1975; Banks, Susskind and Kogut, 1976;
Susskind, 1977), and can only be carried out in an even number of spacetime dimensions. It
turns out that a continuous subgroup of the original chiral transformations remains a symmetry
of this lattice action even at finite lattice spacing, and thus no mass counterterms are needed
for vanishing bare quark masses. All this is achieved at the expense of flavor and translational
symmetry, which become in fact all mixed together.
The idea is to use only one spinor component for each Dirac spinor at each site. One has to
decouple this component from the remaining three, which can then be kept out of the dynamics.
This is accomplished doing a change of variables called spin-diagonalization (Kawamoto and
Smit, 1981)
ψ(x) = γ(x)χ(x), (7.1)
ψ(x) = χ(x)γ†(x), (7.2)
where
γ(x = an) = γn00 γ
n1
1 γ
n2
2 γ
n3
3 (7.3)
depends only on mod2(nµ) (because γ
2
µ = 1). In these new spinor variables χ(x) and χ(x) the
naive fermion action
Sf = a4
∑
x
∑
µ
1
2a
ψ(x)γµ
[
Uµ(x)ψ(x+ aµˆ)− U †µ(x− aµˆ)ψ(x− aµˆ)
]
+ a4
∑
x
mfψ(x)ψ(x) (7.4)
becomes
Sfstagg = a
4
∑
x
∑
µ
1
2a
χ(x)ηµ(x)
[
Uµ(x)χ(x+ aµˆ)− U †µ(x− aµˆ)χ(x− aµˆ)
]
+ a4
∑
x
mfχ(x)χ(x).
(7.5)
Up to now, what we have done is just a rewriting of the usual naive action in terms of new
variables. The crucial thing now is that the Dirac matrices have disappeared, and they have
been replaced by the phase factors
ηµ(x = an) = (−1)
∑
µ<ν
nν . (7.6)
Thus in the action (7.5) the 4 components of the spinor χ(x) are decoupled from each other.
We are then allowed to keep only one spinor component out of four, and to forget about the
others. Since we started with the action of naive fermions, which presents 16 doublers, after
the spin-diagonalization we end up only with 4 doublers. This theory is a theory of 4 flavors.
The phase factors ηµ(x) bring a minus sign in the action for every translation of one lat-
tice spacing a, and divide the lattice in even and odd sites, so that they form two independent
sublattices. This makes the action invariant only for translations of two lattice spacings. Trans-
lations of an even number of lattice spacings correspond to ordinary continuum translations,
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whereas a translation of an odd number of lattice spacings interchanges the chiral components
(i.e., is a chiral rotation of π/2).
It is then natural to take as fundamental objects hypercubes of linear size a (which contain
16 sites) rather than single sites. The 16 spinor components of the 4 flavors of the theory at
each site x can be assigned at the vertices of such a 24-hypercube whose (0, 0, 0, 0) vertex is the
point x. In the continuum limit each 24-hypercube will then be mapped to a single physical
point. In this way one distributes the fermionic degrees of freedom over the lattice, leaving only
one degree of freedom per lattice site. Beside the 4 components of each of the 4 continuum
quarks, the components of the continuum γ matrices are also spread over these 24-hypercubes.
With this construction there is a doubling of the effective lattice spacing, which becomes 2a,
and the staggered formulation effectively halves the size of the Brillouin zone. This is the way
it (partially) solves the problem of the doublers. One works with an action in which there is
only one independent Grassmann variable χ(x) per site. Only the color degrees of freedom
remain at each site.
Since in d dimensions the unit hypercube has 2d sites, and a Dirac spinor has 2d/2 components
(for even d), one needs 2d/2 fermion fields to carry out this construction. In four dimensions
this corresponds to 4 flavors, and everything fits together. This also shows that it is not
possible to remove all the doublers in this way, because 16 is the minimal number of sites of a
four-dimensional unit hypercube, and not 4.
With the construction above, the 16-fold original degeneracy has thus been reduced to a
4-fold degeneracy. Actually, strictly speaking the 4 flavors are degenerate only in the continuum
limit, while at finite lattice spacing the SU(4) symmetry is broken. For nonzero a the action
maintains nevertheless an exact U(1)V symmetry,
χ(x)→ eiθV χ(x), χ(x)→ χ(x)e−iθV , (7.7)
corresponding to fermion number conservation, which in the case of vanishing bare masses is
supplemented by a flavor nonsinglet axial U(1)A symmetry,
χ(x)→ eiθA·(−1)n0+n1+n2+n3χ(x), χ(x)→ χ(x)eiθA·(−1)n0+n1+n2+n3 . (7.8)
This chiral U(1)L⊗U(1)R group is all what remains of the original SU(4)L⊗SU(4)R symmetry,
but it is enough to guarantee that quark masses are not additively renormalized. Thus, no mass
counterterm is required if one starts with a zero bare mass, and this is a great advantage of
staggered over Wilson fermions.
The intertwining of spin and flavor is a major disadvantage of staggered fermions, and the
correct spin-flavor structure is only recovered in the continuum limit. Much of the work in stag-
gered calculations goes in the reconstruction of the continuum quark fields and operators from
the 16 one-component fields (carrying flavor and spin components) spread over the hypercubes.
This can be complicated, and calculations with staggered fermions can thus become rather
involved. For details on the way staggered perturbation theory is set up, the reader can turn to
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the works of (Sharatchandra, Thun and Weisz, 1981; van den Doel and Smit, 1983; Golterman
and Smit, 1984a; Golterman and Smit, 1984b; Go¨ckeler, 1984) and (Daniel and Sheard, 1988;
Patel and Sharpe, 1993; Sharpe and Patel, 1994; Ishizuka and Shizawa, 1994). The difficult
part of dealing with staggered fermions is in writing the lattice discretization of a continuum
operator which has certain given symmetry properties. In fact, the construction of staggered
lattice operators and the interpretation of their components in terms of spin and flavor turns
out to be quite complicated. Moreover, there are various possibilities for the assignments of the
various spin and flavor components. One can choose to make these assignments in momentum
space as well.
This is the price to pay for the fact that staggered fermions are numerically quite cheap. The
mixing of operators under renormalization when staggered fermions are used can also become
quite complicated. Flavor symmetry breaking can generate mixings with operators which were
not present in the original continuum theory. If for example we consider a four-fermion operator
with a certain flavor structure, then using staggered fermions this operator will mix already
at one loop with many other four-fermion operators which have different flavor components.
This quickly renders these calculations technically involved, and complicates a lot perturbative
calculations with staggered fermions. Gamma matrices are split as well, and also the presence
of color matrices (if one has U fields in the operators) or derivatives contributes to entangle
things more. To my knowledge no one has done the calculation of the renormalization of an
operator like ψγµDνψ, which involves a covariant derivative, with staggered fermions. We will
present the calculation of this operator with Wilson fermions in Section 15.4. On the other
hand, the perturbative calculations for ǫ′/ǫ are at a rather advanced stage (for a recent work
see (Lee, 2001), and other recent perturbative calculations with staggered fermions can be found
in (Hein et al., 2002; Nobes et al., 2002) and (Lee and Sharpe, 2002a; Lee and Sharpe, 2002b)).
Of course it makes much more sense to spend a lot of effort for weak operators, given the good
chiral properties of staggered fermions. But recently the full understanding of the implications
of the Ginsparg-Wilson relation has opened more ways for the investigation of these matrix
elements on the lattice.
8 Ginsparg-Wilson fermions
8.1 The Ginsparg-Wilson relation
For many years it was believed that the Nielsen-Ninomiya theorem had said the final word
with regard to the possibility of having reasonable chiral fermions on the lattice. The (now)
fundamental paper by Ginsparg and Wilson (1982), in which the mildest breaking of chiral
symmetry was introduced in a study of the block-spin renormalization group in lattice QCD,
appeared shortly after the work of Nielsen and Ninomiya, but remained almost unnoticed. Its
importance was only recognized fifteen years later.
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The Ginsparg-Wilson relation lay indeed dormant for all this time, until it was rediscovered
in the context of perfect actions (Hasenfratz, 1998a). Shortly after, also overlap fermions
and domain wall fermions, which had been formulated some time before following ingenious
ideas, and well before anyone were thinking about the Ginsparg-Wilson relation, were also
recognized to be a solution of this relation. Many interesting developments have then come
out after the rediscovery of the paper of Ginsparg and Wilson, and for a general overview of
these developments the reader can study the excellent reviews of (Niedermayer, 1999), (Creutz,
2001), (Lu¨scher, 2001), and (Neuberger, 2001), which cover different aspects of them, as well as
the shorter and original discussion of the main ideas given in (Herna´ndez, Jansen and Lellouch,
2002). An up-to-date discussion of the numerical results which have been obtained using
Ginsparg-Wilson fermions can be found in (Giusti, 2002).
A Dirac operator D which satisfies the Ginsparg-Wilson relation
γ5D +Dγ5 = a
1
ρ
Dγ5D (8.1)
and the hermiticity condition D† = γ5Dγ5 defines fermions which have exact chiral symme-
try, present no doublers 24 and which also possess all other fundamental principles like flavor
symmetry, locality (Herna´ndez, Jansen and Lu¨scher, 1999), 25 unitarity and gauge invariance.
Lu¨scher has shown that fermions obeying the Ginsparg-Wilson relation possess an exact
chiral symmetry at finite lattice spacing, which is of the form (Lu¨scher, 1998)
ψ → ψ + ǫ · γ5
(
1− a
ρ
D
)
ψ, (8.2)
ψ → ψ + ǫ · ψ γ5. (8.3)
Note the asymmetric way in which ψ and ψ are treated. The global anomaly of the original
continuum fermions is also reproduced at nonzero lattice spacing (as was already noticed in
the case of domain wall fermions by (Jansen, 1992)). In terms of the quark propagator the
Ginsparg-Wilson relation reads
S(x, y)γ5 + γ5S(x, y) = a
1
ρ
γ5 δ(x− y), (8.4)
which implies that the propagator is chirally invariant at all nonzero distances, i.e., on the mass
shell.
This surprising result is a new form of chiral symmetry that can coexist with a momentum
cutoff. The fact is that chiral symmetry can be realized on the lattice in different ways other
24Although in general the Ginsparg-Wilson relation does not guarantee the absence of doublers, we are of
course only interested in actions which have no doublers and the solutions that we will discuss are all of this
kind.
25Locality in this context does not have the meaning of strict locality, but it is to be understood in the larger
sense that the strength of the interaction decays exponentially with the distance in lattice units. It becomes
microscopically small when one considers the continuum limit.
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than the naive expectation, and this does not constitute an exception to the Nielsen-Ninomiya
theorem. In this case, the condition of the theorem that is not fulfilled is the anticommutation
of the Dirac operator with γ5, which can only be recovered in the continuum limit. Chirality (in
this new formulation) remains a symmetry of the lattice theory also for nonzero lattice spacing,
as are flavor symmetry and the other fundamental symmetries.
The chiral symmetry associated with the Ginsparg-Wilson relation can be used to define
left- and right-handed fermions. We first note that the operator
γ̂5 = γ5
(
1− a
ρ
D
)
(8.5)
satisfies
(γ̂5)
† = γ̂5, (γ̂5)
2 = 1, Dγ̂5 = −γ5D. (8.6)
The projectors
P̂± =
1
2
(1± γ̂5) (8.7)
P± =
1
2
(1± γ5)
can then separate the two chiral sectors. In particular, the constraints
P̂−ψ = ψ (8.8)
ψP+ = ψ (8.9)
define the left-handed fermions. Lu¨scher’s chiral symmetry can then be rewritten in the ap-
pealing form
ψ → ψ + ǫ · γ̂5 ψ (8.10)
ψ → ψ + ǫ · ψ γ5. (8.11)
It is to be remarked here that the definition of left-handed fields is not independent of the
gauge fields U . The full implications of this fact will be seen when one wants to construct
chiral gauge theories on the lattice, and we will discuss them in Section 9. One of the most re-
markable developments has indeed been the discovery that Ginsparg-Wilson fermions constitute
a nonperturbative regularization of gauge theories with an explicit chiral symmetry.
The known solutions of the Ginsparg-Wilson relation are given by overlap, domain wall
and fixed-point (“classically perfect”) fermions. We will now have a look at these three cases
in some detail. A few other actions which are approximate solutions of the Ginsparg-Wilson
relation have sprung up in recent years. We will not discuss them here. They are much more
complicated than these three cases, especially from the point of view of perturbation theory. We
will see that overlap, domain wall and fixed-point fermions bring already many complications
into the perturbative features of the theory.
53
We mention at last that for Ginsparg-Wilson fermions it is also possible to define a conserved
axial current, and of course a conserved vector current (which was possible already in the Wilson
case). The form of these Noether currents is rather complicated. They extend over all lattice
sites, and the kernels decay exponentially with the distance from the “physical” point (in
which the corresponding continuum current is defined). These are then still local currents in
the sense explained above. They are given explicitly in (Kikukawa and Yamada, 1999b) for
overlap fermions.
8.2 Overlap fermions
Almost ten years ago Narayanan and Neuberger (1993a; 1993b; 1994; 1995), motivated from
mathematical insights and previous theoretical developments (Callan and Harvey, 1985; Kaplan,
1992; Frolov and Slavnov, 1993), devised an ingenious construction with which it was shown
how to define chiral fermions on the lattice. The chiral mode resulted from the overlap between
two infinite towers of chiral fermion fields, and the infinite number of fermions for each lattice
site was the crucial new feature which was understood as necessary in order to construct
chiral fermions on the lattice. The Dirac operator coming from this overlap formalism was
later recognized by Neuberger (1998a; 1998b; 1998c) to be a solution of the Ginsparg-Wilson
relation, and its action was given a simple form.
In the massless case 26 the overlap-Dirac operator is 27
DN =
1
a
ρ
(
1 +
X√
X†X
)
, X = DW − 1
a
ρ, (8.14)
where DW is the usual Wilson-Dirac operator:
DW =
1
2
(
γµ(∇˜⋆µ + ∇˜µ)− ar∇˜⋆µ∇˜µ
)
(8.15)
∇˜µψ(x) = 1
a
(
U(x, µ)ψ(x+ aµˆ)− ψ(x)
)
.
26When the quarks have a nonzero bare mass m0 then the overlap-Dirac operator is given by
D
(m0)
N =
(
1− 1
2ρ
am0
)
DN +m0. (8.12)
27We note that any X which satisfies
γ5X
† = Xγ5 (8.13)
makes DN a solution of the Ginsparg-Wilson relation. Using the Wilson action is the standard option, although
other actions have been sometimes chosen forX , which are supposed to improve things. Such generalized overlap
fermions have been proposed by (Bietenholz, 1999; Bietenholz and Hip, 2000; Bietenholz, 2001; Bietenholz,
2002). They showed that when X is a truncated perfect action (see later) the convergence properties of these
fermions are improved, together with their locality and other symmetries. The presence in X of fat link actions
(Section 15.7) can further improve things (Bietenholz, 2001; DeGrand, 2001). Perturbation theory however
becomes much more complicated in all these cases.
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In the range 0 < ρ < 2r (at tree level) the right spectrum of massless fermions is obtained. For
the pure gauge part one usually uses the Wilson plaquette action. Sometimes improved pure
gauge actions are also used.
Since additive mass renormalization is forbidden by chiral symmetry, when using overlap
fermions one avoids altogether a source of systematic errors that is always present with Wilson
fermions.
Although the interactions in the overlap action are not limited to nearest-neighbor sites,
and not even to next-to-nearest-neighbor sites, but in fact involve all sites, the strength of these
interactions falls off exponentially with the distance, given in lattice units, and in this sense
the theory is still local.
Let us now have a look at perturbation theory with overlap fermions. The interaction
vertices and the quark propagator are much more complicated than the ones in the Wilson
formulation. This causes the perturbative computations to be rather cumbersome, and one then
needs computer programs, even in the simplest cases. The calculations in (Capitani, 2001a;
Capitani, 2001b; Capitani and Giusti, 2000; Capitani and Giusti, 2001; Capitani, 2002a) have
been carried out using an ensemble of routines written in the symbolic manipulation language
FORM. These routines are an extension of the ones used to do calculations with the Wilson
action in several cases.
In deriving the Feynman rules we start by noticing that in momentum space
X0(k) =
1
a
(
i
∑
µ
γµ sin akµ + 2r
∑
µ
sin2
akµ
2
− ρ
)
. (8.16)
The massless quark propagator, which is computed inverting
1
a
ρ
(
1 +
X0(k)√
X†0(k)X0(k)
)
, (8.17)
is then given by
Sab(k) = δab ·
(−i∑µ γµ sin akµ
2ρ (ω(k) + b(k))
+
a
2ρ
)
, (8.18)
where
ω(k) =
(√
X†X
)
0
(k) =
1
a
√√√√∑
µ
sin2 akµ +
(
2r
∑
µ
sin2
akµ
2
− ρ
)2
, (8.19)
b(k) =
1
a
(
2r
∑
µ
sin2
akµ
2
− ρ
)
.
To compute the interaction vertices one first expands X order by order:
X(p1, p2) = X0(p1)(2π)
4δ(4)(p1 − p2) +X1(p1, p2) +X2(p1, p2) +O(g30), (8.20)
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where X0 is given in Eq. (8.16), and the Xi’s are the same interaction vertices of the Wilson
action. For one-loop calculations one needs to compute only the vertices of order g0 and g
2
0.
Let us now write the expansion of the inverse of the square root as follows:
1√
X†X
(p1, p2) =
(
1√
X†X
)
0
(p1, p2) + Y1(p1, p2) + Y2(p1, p2) +O(g
3
0). (8.21)
Y1 and Y2 can be obtained imposing the identity (Kikukawa and Yamada, 1999a)∫ π
a
−π
a
d4q
(2π)4
∫ π
a
−π
a
d4r
(2π)4
(X†X)(p1, q)
(
1√
X†X
)
(q, r)
(
1√
X†X
)
(r, p2) = (2π)
4δ(4)(p1 − p2)
(8.22)
order by order in the coupling. For example, at first order one has
(X†X)1(p1, p2)
(
1√
X†X
)2
0
(p2) + (X
†X)0(p1) Y1(p1, p2)
(
1√
X†X
)
0
(p2)
+(
√
X†X)0(p1) Y1(p1, p2) = 0, (8.23)
which solving for Y1 gives
Y1(p1, p2) = − 1
(ω(p1) + ω(p2))ω(p1)ω(p2)
(X†X)1(p1, p2). (8.24)
One can easily compute (X†X)1 and thus obtain an explicit expression for Y1. With somewhat
more manipulations one also arrives at an expression for Y2. The overlap vertices can be finally
computed using (
X√
X†X
)
1
= X0Y1 +X1
(
1√
X†X
)
0
(8.25)(
X√
X†X
)
2
= X0Y2 +X1Y1 +X2
(
1√
X†X
)
0
. (8.26)
It is clear that the interaction vertices can be entirely given in terms of the vertices of the QED
Wilson action,
W1µ(p1, p2) = −g0
(
iγµ cos
a(p1 + p2)µ
2
+ r sin
a(p1 + p2)µ
2
)
(8.27)
W2µ(p1, p2) = −1
2
ag20
(
− iγµ sin a(p1 + p2)µ
2
+ r cos
a(p1 + p2)µ
2
)
(where p1 and p2 are the quark momenta flowing in and out of the vertices), and of X0(p). The
quark-quark-gluon vertex in the overlap theory has then the expression
(V a1 )
bc
µ (p1, p2) = (T
a)bc · ρ 1
ω(p1) + ω(p2)
[
W1µ(p1, p2)− 1
ω(p1)ω(p2)
X0(p2)W
†
1µ(p1, p2)X0(p1)
]
,
(8.28)
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which in the continuum limit is the usual QCD vertex, −g0(T a)bc iγµ. The quark-quark-gluon-
gluon vertex in the overlap theory is
(V ab2 )
cd
µν(p1, p2) = δµν
( 1
Nc
δab + dabeT e
)cd
×
{
ρ
1
ω(p1) + ω(p2)
[
W2µ(p1, p2)− 1
ω(p1)ω(p2)
X0(p2)W
†
2µ(p1, p2)X0(p1)
]
+
1
2
ρ
1
ω(p1) + ω(p2)
1
ω(p1) + ω(k)
1
ω(k) + ω(p2)
(8.29)
×
[
X0(p2)W
†
1µ(p2, k)W1ν(k, p1) +W1µ(p2, k)X
†
0(k)W1ν(k, p1) +W1µ(p2, k)W
†
1ν(k, p1)X0(p1)
−ω(p1) + ω(k) + ω(p2)
ω(p1)ω(k)ω(p2)
X0(p2)W
†
1µ(p2, k)X0(k)W
†
1ν(k, p1)X0(p1)
]}
.
This is an irrelevant operator and then, although it is not obvious by its visual appearance, it
vanishes in the continuum limit.
Beyond the lowest orders the calculation of the vertices becomes increasingly complicated,
but in principle it can be carried through. Perhaps in this case it is more convenient to use an
alternative method to derive the Feynman rules, which involves less algebra but more integrals.
It makes use of the integral representation
1√
X†X
=
∫ ∞
−∞
dt
π
1
t2 +X†X
. (8.30)
The expansion of the square root to the second order in this representation is given by
1√
X†X
=
∫ ∞
−∞
dt
π
1
t2 +X†0X0
−
∫ ∞
−∞
dt
π
1
t2 +X†0X0
(X†0X1 +X
†
1X0)
1
t2 +X†0X0
(8.31)
−
∫ ∞
−∞
dt
π
1
t2 +X†0X0
(X†0X2 +X
†
1X1 +X
†
2X0)
1
t2 +X†0X0
+
∫ ∞
−∞
dt
π
1
t2 +X†0X0
(X†0X1 +X
†
1X0)
1
t2 +X†0X0
(X†0X1 +X
†
1X0)
1
t2 +X†0X0
,
so that, using the fact that 1/(t2 +X†0X0) commutes with X0, we have that
aD = aD0 +
∫ ∞
−∞
dt
π
1
t2 +X†0X0
(t2X1 −X0X†1X0)
1
t2 +X†0X0
(8.32)
+
∫ ∞
−∞
dt
π
1
t2 +X†0X0
(t2X2 −X0X†2X0)
1
t2 +X†0X0
−
∫ ∞
−∞
dt
π
t2
1
t2 +X†0X0
X1
1
t2 +X†0X0
(X†0X1 +X
†
1X0)
1
t2 +X†0X0
−
∫ ∞
−∞
dt
π
t2
1
t2 +X†0X0
X0X
†
1
1
t2 +X†0X0
X1
1
t2 +X†0X0
+
∫ ∞
−∞
dt
π
X0
1
t2 +X†0X0
X†1X0
1
t2 +X†0X0
X†1X0
1
t2 +X†0X0
+ · · · .
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The t integration can now be performed using the residue theorem, and at the end one obtain
the various vertices.
For more details on one-loop perturbative calculations with overlap fermions the works
of (Chiu, Wang and Zenkin, 1998; Ishibashi et al., 2000) and (Yamada, 1998) are useful.
One can also see (Fujikawa and Ishibashi, 2002), which contains many technical details about
perturbation theory, although for generalized Ginsparg-Wilson relations.
Many 1-loop calculations with overlap fermions have been already carried out, including the
relation between the Λ parameter in the lattice scheme defined by the overlap operator and in
the MS scheme (Alexandrou, Panagopoulos and Vicari, 2000), and the renormalization factors
of the quark bilinears ψΓψ (Alexandrou et al., 2000), of the lowest moments of all structure
functions (Capitani, 2001a; Capitani, 2001b; Capitani, 2002a), and of the ∆S = 2 and ∆S = 1
effective weak Hamiltonians, which are important for the calculation of ∆I = 1/2 amplitudes
(see Section 14.2) and of the parameter ǫ′/ǫ on the lattice (Capitani and Giusti, 2000; Capitani
and Giusti, 2001).
A calculation of the axial anomaly to order g40 has been presented in (Chiu and Hsieh, 2002).
8.3 Domain wall fermions
Another solution of the Ginsparg-Wilson relation is given by domain wall fermions. The con-
struction of domain wall fermions is not peculiar to the lattice, and we begin by discussing a
simple continuum case. The main point, which traces back to ideas from (Callan and Harvey,
1985), is to work in a 5-dimensional spacetime where in the fifth dimension, denoted by s,
there is a domain wall separating the region s > 0 from the region s < 0. This domain wall
can be described by a background field Φ(s) with a behavior like in Fig. 10. An example is
Φ(s) = M tanh(Ms), but the precise form is not important. The essential thing is that it
behaves like a step function with a height of order M and a width of order 1/M .
The 5-dimensional free Dirac operator in this theory is formed adding to the usual term a
derivative term in the fifth dimension which is proportional to γ5, and the background field:
D5 = γµ∂µ + γ5∂s − Φ(s). (8.33)
The eigenvectors of this operator can be written in the form
χ(x, s) = eipxu(s), (8.34)
where the 4-dimensional plane waves are solution of the usual 4-dimensional Dirac equation,
while u(s) satisfies (
γ5∂s − Φ(s)
)
u(s) = −iγµpµu(s). (8.35)
All solutions χ(x, s) have a definite chirality and describe fermions which have a mass of order
M (the only available scale), except a mode which is massless and which obeys the equations
(γ5∂s − Φ(s))u(s) = 0, γµpµu(s) = 0. (8.36)
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sΦ(s)
M
−M
Figure 10: A background field for the domain wall.
The massless chiral solutions are then given by
u(s) = exp
(
±
∫ s
0
dtΦ(t)
)
v, γµpµv = 0, P±v = v, (8.37)
and we see that the solution with positive chirality is nonnormalizable for |s| → ∞, while the
interesting result is the solution with negative chirality. This is the massless chiral mode, the
aim of the domain wall construction, which from the above equation can be seen to fall off
exponentially in the fifth dimension. This mode is thus confined near the domain wall s = 0,
and at energies which are far below M this is the only particle left in the theory, which has
then effectively become, after this dimensional reduction, a chiral theory in 4 dimensions. 28
This chiral mode is present also when the theory is formulated on a lattice (Kaplan 1992;
1993). The scale M is now meant to be of order 1/a, so that for any finite lattice spacing only
the massless chiral mode can propagate, while the massive particles decouple from the theory.
As already noted, the precise form of the background field is not important. Let us consider
the half space s ≥ 0, with P+χ(x, s)|s=0 = 0, in which we can take Φ(s) = M . The Dirac
operator is now just
D5 = D4 + γ5∂s −M, (8.38)
with D4 = γµ∂µ. It can be shown that the 5-dimensional propagator on the domain wall is
then given by
G(x, s; y, t)
∣∣∣
s=t=0
= 2M · P−S(x, y)P+, (8.39)
28For more details on this derivation see also (Lu¨scher, 2001).
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where the propagator S(x, y) is the inverse of the 4-dimensional operator
D =M +
D4 −M√√√√1− (D4
M
)2 , (8.40)
which satisfies the relation
γ5D +Dγ5 =
1
M
Dγ5D. (8.41)
If we make at this point the identification M = ρ/a, the above equations, which we have
obtained after doing the dimensional reduction, are just the overlap solution (when D4 =
DW ) and the Ginsparg-Wilson relation. In this sense, overlap and domain wall fermions are
equivalent, and one can consider the overlap case like a domain wall seen from the 4-dimensional
world.
The lattice formulation of domain wall fermions that is commonly used in simulations has
been proposed in (Shamir, 1993; Furman and Shamir, 1995). For a review see also (Jansen,
1996). The 5-dimensional action is constructed starting from the 4-dimensional Wilson action
(otherwise some doublers mode would still be present), and is given by 29
SDW =
∑
x
Ns∑
s=1
[
1
2
∑
µ
(
ψs(x)(−r + γµ)Uµ(x)ψs(x+ µˆ) + ψs(x)(−r − γµ)U †µ(x− µˆ)ψs(x− µˆ)
)
+
1
2
(
ψs(x)(1 + γ5)ψs+1(x) + ψs(x)(1− γ5)ψs−1(x)
)
+ (ρ− 1 + 4r)ψs(x)ψs(x)
]
+m
∑
x
(
ψNs(x)P+ψ1(x) + ψ1(x)P+ψNs(x)
)
. (8.42)
There is a parameter ρ, which corresponds to the one already seen in the overlap case, and has
to take values between zero and two (at tree level). The Wilson parameter is set to r = −1, and
the sign of the Wilson term is different. This domain wall action can be thought as a Wilson
action with an infinite number of flavors (labeled by the index s) and a special mass matrix
(Eqs. (8.47) and (8.48) below). The infinite number of flavors corresponds to the infinite tower
of fermions for each lattice site of the original overlap formulation.
The pure gauge part is the usual Wilson plaquette action. The gauge fields are 4-dimensional,
and therefore there is no gauge interaction along the fifth dimension. The measure term, the
gauge-fixing term and the Faddeev-Popov term are also the same as in Wilson. This means
that the gluon propagator and the quark-gluon vertices are the same as in the Wilson action.
The quark propagator is instead different, and much more complicated. In practical terms
this lattice action can be looked at as describing a theory of Ns fermion flavors which have a
complicated propagator.
29In the following we put a = 1.
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As the reader will have noticed, the range of s in Eq. (8.42) is finite, 1 ≤ s ≤ Ns, because
this is how the simulations have to be made. All modes have a mass of order ρ/a except two
modes which are nearly massless (that is, their masses are exponentially small in Ns) and which
are localized near the boundaries s = 1 and s = Ns. These two modes have opposite chirality.
As long as Ns is finite there is a small residual interaction (exponentially small in Ns) between
these two chiral modes. 30 It is only in the limit in which the number of points in the fifth
dimension goes to infinity that the chiral mode at s = 1 becomes massless and decouples entirely
from the other massless mode, giving an exact chiral theory. In the perturbative calculations
made so far (Aoki and Hirose, 1996; Aoki and Taniguchi, 1999a; Aoki et al., 1999a; Aoki and
Taniguchi, 1999b; Aoki et al., 1999b; Aoki and Kuramashi, 2001; Aoki et al., 2002) it has been
assumed that one can take the limit Ns →∞ before doing the Feynman integrals. The quark
propagator which one uses in perturbation theory is then the one for Ns =∞.
The domain wall Dirac operator in momentum space is
Dst(p) = δs,t
∑
µ
iγµ sin pµ + (W
+
st (p) +mM
+
st )P+ + (W
−
st (p) +mM
−
st )P−, (8.43)
with
W+st (p) = −W (p) δs,t + δs+1,t, (8.44)
W−st (p) = −W (p) δs,t + δs−1,t, (8.45)
W (p) = 1− ρ− 2r∑
µ
sin2
pµ
2
, (8.46)
and the mass matrix is
M+st = δs,Ns δt,1, (8.47)
M−st = δs,1 δt,Ns , . (8.48)
By inverting it one gets the quark propagator
Sst(p) = 〈ψs(−p)ψt(p)〉 = (−iγµ sin pµ δs,u +W−su(p) +mM−su(p))GRut(p)P+ (8.49)
+(−iγµ sin pµ δs,u +W+su(p) +mM+su(p))GLut(p)P−,
where
GRst(p) =
A
F
[
− (1−m2)(1−W e−α)eα(−2Ns+s+t) − (1−m2)(1−W eα)e−α(s+t)
−2Wm(eα(−N+s−t) + eα(−Ns−s+t)) sinhα
]
+ Ae−α|s−t|, (8.50)
GLst(p) =
A
F
[
− (1−m2)(1−W eα)eα(−2Ns+s+t−2) − (1−m2)(1−W e−α)e−α(s+t−2)
30The overlap between the chiral modes on the two walls depends also on the strength of the gauge coupling,
and for strong couplings these chiral modes tend to acquire some nonnegligible overlap.
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−2Wm(eα(−N+s−t) + eα(−Ns−s+t)) sinhα
]
+ Ae−α|s−t|, (8.51)
cosh(α) =
1 +W 2 +
∑
µ sin
2 pµ
2|W | , (8.52)
A =
1
2W sinhα
, (8.53)
F = 1− eαW −m2(1−W e−α). (8.54)
These formulae are valid only for positive W. For 1 < ρ ≤ 2 and small momenta W can be
negative, and in this case the propagator is given by the above equations with the replacements
W → −|W |, (8.55)
e±α → −e±α, (8.56)
which also imply sinhα→ − sinhα.
The massless fermion is given at tree level by
χ0 =
√
1− w20 (P+ws−10 ψs + P−wNs−s0 ψs), (8.57)
with w0 = 1 − ρ. We can see that this damping factor confines the two chiralities on the two
different domain walls. Since this factor is renormalized by the interactions due to the additive
renormalization of ρ (this is a mass term not protected by chiral symmetry), 31 it is more
convenient to work instead with the “physical” field
q(x) = P+ψ1(x) + P−ψNs(x) (8.58)
q(x) = ψNs(x)P+ + ψ1(x)P−, (8.59)
whose renormalization is simple. The corresponding propagator is given by
Sq(p) = 〈q(−p)q(p)〉 = −iγµ sin pµ + (1−W e
−α)m
−(1− eαW ) +m2(1−W e−α) . (8.60)
While the 1-loop propagator 〈ψ(−p)ψ(p)〉 gets an additive mass correction, this 1-loop physical
propagator is protected from such terms, as it should be thanks to chiral symmetry. Composite
operators in the theory are then constructed using the physical field. The bilinears are for
example given by
O(x) = q(x)Γq(x). (8.61)
One sees that, when computing Feynman diagrams in which the physical field is present as an
external state, the propagators of the external lines are also needed,
〈q(−p)ψs(p)〉 =
1
F
(iγµ sin pµ −m(1−W e−α))(e−α(Ns−s)P+ + e−α(s−1)P−) (8.62)
31The renormalizations of w0 and of the wave function turn out to be quite large. The former in particular is
of order O(102). This is claimed to be cured by tadpole improvement. The wave function at one loop has been
also computed in (Shamir, 2000).
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q(p) ψs(−p) ψs(k) ψt(−k) ψt(p) q(−p)
Figure 11: A typical correction to the physical quark propagator showing the various fermionic fields
which form the various propagators.
+
1
F
[m(iγµ sin pµ −m(1−W e−α))− F ]e−α(e−α(s−1)P+ + e−α(Ns−s)P−),
〈ψs(−p)q(p)〉 = 1
F
(e−α(Ns−s)P− + e
−α(s−1)P+)(iγµ sin pµ −m(1−W e−α)) (8.63)
+
1
F
(e−α(s−1)P− + e
−α(Ns−s)P+)e
−α[m(iγµ sin pµ −m(1−W e−α))− F ].
A typical situation in which these propagators are required is depicted in Fig. 11, a self-energy
diagram. It is interesting to note that logarithmic divergences, for example in the self-energy,
are localized at the boundaries s = 1 and s = Ns, because they arise when the masses are going
to zero.
Given the expressions of the quark propagators, perturbative calculations with domain wall
fermions tend to be rather cumbersome, even in the limit Ns =∞. Many quantities have been
calculated so far, using gluon propagators in Feynman gauge, but no operators with covariant
derivatives have been considered, like for instance the ones measuring moments of structure
functions.
8.4 Fixed-point fermions
Historically the fixed-point action, developed in the context of perfect actions (Hasenfratz and
Niedermayer, 1994; Wiese, 1993; Bietenholz and Wiese, 1994; DeGrand et al., 1995; DeGrand et
al., 1996; DeGrand et al., 1997), was the actual chiral battleground where the Ginsparg-Wilson
relation was rediscovered (Hasenfratz, 1998a). The key idea here goes under the name of
classically perfect actions, that is actions for which their classical predictions (and in particular
the properties of the chiral modes) agree with those of the continuum. This is true even when
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the lattice spacing is not small. 32
The construction of perfect actions employs ideas which strongly resemble Wilson’s renor-
malization group in statistical mechanics (Wilson and Kogut, 1974; Wilson, 1975). A renor-
malization group step in this context, also called a block transformation, consists in doubling
the lattice spacing, which means that in lattice units the correlation length is halved after each
step. In this way the short-scale fluctuations in the functional integral can be eliminated step
by step. The fixed points of these renormalization group transformations, which is reached
after they are iterated an infinite number of times,
A −→ A′ −→ A′′ −→ A′′′ −→ · · · −→ AFP , (8.64)
are the fixed-point actions. Their properties can be investigated using classical equations.
A block variable of the lattice with double lattice spacing can be constructed from the fine
variable as follows:
χ(xB) = b
∑
x
ω(2xB − x)φ(x),
(∑
x
ω(2xB − x) = 1
)
. (8.65)
One integrates out the original variables keeping the new block averages fixed. Blocking is
then equivalent to going to a coarse lattice. The action that one obtains after the blocking
transformations will in general contain all kinds of interactions, even when one starts with a
very simple action. The fixed-point action to which one at the end arrives contains an infinite
number of interactions, with an infinite number of corresponding couplings.
A fixed point is by definition an action that is invariant under further block transformations.
One is then on a critical surface and the correlation length is infinite. This means that in
asymptotically free theories, and in particular in QCD, the fixed-point action can only be
reached for g0 → 0, that is β → ∞. Strictly speaking a fixed-point action AFP could then
only be simulated at β = ∞. However, if one considers an action with the same form as
the fixed-point action but for finite β, this action will be quite close, for large β, to the true
renormalization group trajectory (see Fig. 12). The lattice artifacts will then be quite small.
In this way one has linearized the fixed-point transformation and in the only relevant direction
this action βAFP is classically perfect. 33
Doing a good averaging using appropriate block transformations is a kind of an art. A bad
choice can lead to a fixed-point action with bad locality properties or even to no fixed point at
all. A good choice can instead lead to a good parameterization of the fixed-point action which
is convenient for simulations. The task is then to find a good blocking transformation which
leads to a fixed-point action that can be well approximated by taking a small number of terms
which are not difficult to simulate.
32For a nice pedagogical review of these ideas and techniques, see (Hasenfratz, 1998b); a short review can be
found in (Hasenfratz, 1998a).
33However, it is not quantum perfect, as 1-loop calculations have shown (Hasenfratz and Niedermayer, 1997).
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1/β
K2, . . .
K1
Fixed-point action
Renormalization group transformation
Fixed point
Figure 12: The renormalization group flow and the classically perfect fixed-point trajectory. The
directions K1,K2, . . . represent the parameter space.
Let us now consider the Wilson action
βAg(U) +Af(ψ, ψ, U) = β
∑
P
(
1− 1
Nc
ReTrUP
)
(8.66)
+
1
2
∑
x,µ
(
ψ(x)(γµ − 1)Uµ(x)ψ(x+ µˆ)− ψ(x+ µˆ)(γµ + 1)U †µ(x)ψ(x)
)
+
∑
x
ψ(x)(m+ 4)ψ(x).
The renormalization group transformed action is given, after one step, by
e−(β
′A′g(V )+A
′
f
(χ,χ,V )) =
∫
DψDψDU e−(β(Ag(U)+Tg(V,U))+Af (ψ,ψ,U)+Tf (χ,χ,ψ,ψ,U)), (8.67)
where the blocking kernels are
Tg(V, U) =
∑
xB,µ
[
− κg
Nc
ReTr(Vµ(xB)Q
†
µ(xB)) +N (Qµ(xB))
]
(8.68)
for the pure gauge part (where N is needed to normalize correctly the block variables), and
Tf(χ, χ, ψ, ψ, U) = κf
∑
xB
(
χ(xB)− bf
∑
x
ψ(x)ω†x,xB(U)
)(
χ(xB)− bf
∑
x
ωxB,x(U)ψ(x)
)
(8.69)
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for the fermion part. Qµ(xB) is an average of the fine links near xB, while ω is an averaging
function for the quark fields. The details of these function are complicated and will not interest
us here. A simple case is given by ω(2xB−x) = 2−d for the points x in the hypercube containing
xB.
Note that for finite κg, κf the average of the fine variables in a block is allowed to fluctuate
around the block variables. When instead κg, κf → ∞ the blocking kernels become delta
functions. Thus, the parameters κg and κf determine the stiffness of the averaging.
In QCD the fixed point lies at β =∞. In this limit one can perform the computations using
a saddle-point approximation. Hence for the pure gauge part we have
A′g(V ) = min
{U}
[
Ag(U) + T∞g (V, U)
]
, (8.70)
where T∞g is the β =∞ limit of the blocking kernel, and the fixed-point action satisfies
AFPg (V ) = min
{U}
[
AFPg (U) + T∞g (V, U)
]
. (8.71)
Substituting the Umin that minimizes Eq. (8.70) in the fermion part one obtains a recursion
relation and finally arrives at the equation that determines the fixed-point fermion action,
hFPxB ,x′B(V )
−1 =
1
κf
δxB ,x′B + b
2
f
∑
x,x′
ωxB,x(Umin) h
FP
x,x′ (Umin)
−1ω†x′,x′
B
(Umin), (8.72)
where
Af(ψ, ψ, U) =
∑
x,x′
ψ(x)hx,x′(U)ψ(x
′). (8.73)
So far no approximations have been made. The blocking kernels are quadratic, and if the
actions are also quadratic the renormalization group transformations can be computed using
Gaussian integrals. The above is then an exact formula, and Gaussian integrals are equiva-
lent to minimization. The solutions are in general obtained doing some approximations and
truncations, but in the case of the free theory they can be still computed exactly.
The fixed-point propagator which is obtained starting from massless Wilson fermions and
using ω(2xB − x) = 2−d and Umin = 1 is given by
h−1(q) =
∑
l∈Zd
γµ(qµ + 2πlµ)
(q + 2πl)2
∏
ν
sin2
qν
2(qν
2
+ πlν
)2 + 2κf . (8.74)
This is an analytic function and corresponds to a local action which has no doublers. It is then
not surprising to learn that this action breaks chiral symmetry. This breaking is due to the
term 2/κf , which comes entirely from the fermionic blocking kernel Tf . The remarkable point
is that this fixed-point propagator satisfies
{h−1, γ5} = 4
κf
γ5, (8.75)
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or equivalently the fixed-point action obeys
{h, γ5} = 4
κf
hγ5h, (8.76)
which we can recognize to be a form of the Ginsparg-Wilson relation. Thus this action, although
it breaks the naive chiral symmetry, has a remnant of chiral symmetry (from the point of view
of the continuum) which is given by Lu¨scher’s symmetry, and which is a good chiral symmetry
for any finite value of the lattice spacing. It follows that the pion mass is zero when the bare
quark mass in the action is zero, that the index theorem is satisfied, that the theory reproduces
the correct global anomalies, and so on.
We would like to point out that in the limit κf =∞ this action becomes chirally symmetric
in the naive sense, {h, γ5} = 0, but then it becomes also nonlocal, and so it does not contradict
the Nielsen-Ninomiya theorem.
We have thus learned that the fixed-point action satisfies the Ginsparg-Wilson relation. As
we observed at the beginning, it is actually when studying the solution in Eq. (8.74) that the
Ginsparg-Wilson was rediscovered in all its strength after fifteen years of neglect.
In Monte Carlo computations a truncation of the fixed-point action is necessary. It is not
possible to simulate more than the first few terms. It is however hoped that the use of the
truncated action still brings small errors with respect to the results that would come out using
the true fixed-point action.
Perturbative calculations, even for a truncated action, are more cumbersome than average.
Even when the action contains just a few terms, their complexity can increase swiftly, because
they contain higher powers of the fundamental fields and of their derivatives. The propagator
and vertices are obtained from summing the contributions of all these terms, which in general
will give some complicated expressions. The coefficients of these various terms can only be
determined numerically, and this constitutes another limitation on the accuracy of fixed-point
results. When one wants to make simulations using a truncated action that has a small residual
symmetry breaking and is not too far from the true fixed-point action, a relatively large number
of terms is needed, and in this case perturbation theory looks quite demanding. In fact not
many perturbative calculations with fixed-point actions have appeared in the literature. Apart
from (Hasenfratz and Niedermayer, 1997), examples of this kind of perturbative calculations
can be found in (Bietenholz and Struckmann, 1999), where a perfect action for the anharmonic
oscillator was perturbatively constructed, and (Farchioni et al., 1995), where the mass gap of
the nonlinear σ-model was computed in perturbation theory. However, no renormalization of
operators has been attempted.
Finally, we would like to point out that, although perturbation theory is more complicated
here compared to overlap and domain wall fermions, the fixed-point action possesses some
better physical properties than them. The fixed-point action is in fact classically perfect, while
the overlap and domain wall actions are only aimed to recover the classical predictions for
chiral symmetry, and do not care to what happens to other physical quantities. Moreover,
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the strength of the interaction decays slower for overlap and domain wall fermions, that is the
effective range is greater, and in this sense the fixed-point action is more local. Of course, the
overlap action can be given explicitly in a simple form, while to obtain the fixed-point action,
even in an approximate form, one needs to solve complicated equations.
At the end of the day domain wall and overlap fermions are equivalent formulations, while
fixed-point fermions can be considered to be something different because they possess better
“continuum” properties than the other two cases.
For recent developments on the subject of fixed-point actions, see (Hasenfratz et al., 2002).
Many technical details can also be found in (Jo¨rg, 2002).
8.5 Concluding remarks
Among the various formulations of Ginsparg-Wilson fermions, we have discussed in some detail
the perturbation theory of the overlap solution and also given an elementary introduction
to perturbative calculations for the domain wall and, for what is possible without being too
technical, the perfect action solutions.
The practical aspects of the implementation of these various fermions, and of the computa-
tions made with them, are quite different. In particular, the control over the numerical chiral
symmetry breaking which necessarily occurs in actual simulations seems to be easier for overlap
fermions (Herna´ndez, Jansen and Lu¨scher, 2000).
In the domain wall formulation, where chirality appears in the reduction of a five-dimensional
theory to our four-dimensional world, one has to remember that the exact chiral symmetry is
attained only when there is an infinite number of sites in the fifth dimension, which is never the
case in Monte Carlo simulations. Reducing the amount of chiral breaking in this case means
doing new simulations using larger lattices.
In the fixed point action it is the necessary truncation which breaks chiral symmetry, and
one has to add more and more terms in order to decrease the amount of breaking.
For overlap fermions, on the other hand, the numerical chiral symmetry breaking can be
reduced by using more and more refined methods to compute the square root in the action.
Techniques which use polynomial approximations of the action and an exact evaluation of the
lowest eigenvalues of the Dirac operator are widely employed. One does not need to repeat the
simulations on new and larger lattices, or to add more terms to the action. Here the road to
smaller chiral symmetry breaking goes via the extraction of more eigenvalues and the refinement
of the polynomials, which can be easier to accomplish. It looks instead much more expensive
and complicated to make simulations on lattices which are longer and longer in the domain
wall fifth dimension, or to include into the perfect action calculations more and more terms of
the expansion, with all that this implies in terms of costs and complexities.
We mention in passing that also perturbation theory seems to be more difficult to carry out
in the case of domain wall and fixed-point actions.
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9 Perturbation theory of lattice regularized chiral gauge
theories
The recent developments in the understanding of chiral symmetry on the lattice have also led
to very interesting insights into the subject of chiral gauge theories, in which left- and right-
handed fermions do not couple to the gauge fields in the same way. This is the case of neutrino
interactions, in which as is well known no right-handed neutrino components couple to the
electroweak gauge field, and in general of the electroweak theory.
We have learned in the previous Section that a Dirac operator satisfying the Ginsparg-
Wilson relation describes fermions that have an exact chiral symmetry at finite lattice spacing.
In this Section we discuss the fact that when this symmetry is gauged, that is when these
fermions become chiral gauge fermions, the lattice regularization can at the same time preserve
the gauge invariance at all orders in perturbation theory, and at any finite lattice spacing. It
has been shown by Lu¨scher (2000c) that using Ginsparg-Wilson fermions it is indeed possible
to regularize chiral gauge theories in such a way that the regularization does not break gauge
invariance and at the same time maintains at all orders chiral symmetry, locality and all other
fundamental principles. We think that this has been one the major theoretical advances in
the theory of quantum fields on the lattice in recent times, and we would like to give a short
account of it.
Ginsparg-Wilson lattice fermions provide in this way the only known regularization of chi-
ral gauge theories which is consistent at the nonperturbative level and which does not violate
the gauge symmetry or other fundamental principles. For all other widely used regularization
methods (and also the BPHZ finite-part prescription) this is impossible, because chirality and
gauge invariance cannot be maintained together as symmetries beyond the classical level. 34
If one wants to keep chiral invariance unbroken, one is compelled to introduce new countert-
erms order by order in perturbation theory to maintain the gauge invariance, making these
regularizations much less appealing. Even on the lattice itself new counterterms need to be
introduced when one just uses Wilson fermions, and a delicate fine tuning of the corresponding
coefficients is required in order to recover chiral invariance. This is what was done in the Rome
approach (Borrelli et al., 1989; 1990; Testa, 1998a). The problem here is not only that one has
to introduce counterterms that are not gauge invariant, but that the fermion modes couple to
the longitudinal modes of the gauge field (because of the lack of gauge invariance), and the
effect of these unwanted gauge modes on the fermions, which can lead to modifications of the
spectrum and in particular to the appearance of doublers, has to be controlled and removed in
some way. While in the rest of this Section we are only interested in chiral gauge theories which
34A well-known 1-loop example in the electroweak theory is given by the divergent triangle diagrams containing
γ5, which give rise to the chiral anomaly (Adler, 1969; Bell and Jackiw, 1969; Bardeen, 1969). The recent
lectures of (Zinn-Justin, 2002) contain much material about chiral anomalies in various regularizations and
their connection with topology.
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employ Ginsparg-Wilson fermions and which maintain an exact gauge invariance, there is an-
other nonperturbative approach which is worth mentioning where the coupling of the fermions
to the unphysical degrees of freedom of the gauge field is controlled by means of a suitable
gauge fixing (Bock, Golterman and Shamir, 1998a; Bock, Golterman and Shamir, 1998b; Bock
et al., 2000). This gauge fixing approach uses Wilson fermions and the naive notion of chirality
on the lattice, and skirts the consequences of the Nielsen-Ninomiya theorem because it has no
explicit gauge invariance, which can in fact only be recovered in the continuum limit. It thus
needs counterterms which are not gauge covariant (and which have to be appropriately tuned),
but it still ensures renormalizability and at the end it achieves the decoupling of the longitu-
dinal degrees of freedom while keeping the fermion spectrum intact, so that one can define a
lattice chiral gauge theory where the fermions have no doublers. Some nonperturbative consid-
erations are also needed in order to define a valid perturbation theory around Aµ = 0 which is
still a reliable approximation of the full lattice theory at weak coupling (Bock, Golterman and
Shamir, 1998c). A naive gauge fixing does not do the job, and an appropriate classical potential
containing higher powers of the gauge potential has to be introduced. A gauge fixing action
which leads to a chiral gauge theory has been so constructed in the abelian case (Golterman and
Shamir, 1997; Shamir, 1998), and it needs only one counterterm to be tuned nonperturbatively.
For a recent presentation of this method see (Golterman and Shamir, 2002). Reviews have also
been given in (Shamir, 1996) and (Golterman, 2001). 35
It thus seems that the lattice, when Ginsparg-Wilson fermions are used, is an exception to
this vicious pattern which is common to all other regularizations. The lattice acquires in this
sense a predominance over other regularizations, as it is the only nonperturbative technique
which makes possible to regularize theories which are chiral and gauge invariant, and it does a
much better job than to introduce counterterms. No noninvariant counterterms in the action
are needed. One can thus regularize chiral gauge theories without breaking the gauge invariance
and using a cutoff, which was thought impossible.
Such a powerful chiral regularization, which can only be realized using Ginsparg-Wilson
fermions on the lattice, works because the gauge anomaly cancels when radiative corrections
are included. Simple schemes which do not take this fact into account and try to construct
chiral fermions only at the tree level cannot work out. Many years have been indeed necessary
to understand the structure of chiral fermions on the lattice and go beyond the apparent
impossibility given by the Nielsen-Ninomiya theorem. Of course at the end one does not
contradict the Nielsen-Ninomiya theorem at all, because it is the condition (d) (see Section 6)
which is not fulfilled. This was a nontrivial conceptual advance.
We know from general results in algebraic renormalization theory that if chiral gauge anoma-
lies can be shown to be canceled at one loop, then they are absent at all orders because no
further anomalies can be generated at higher orders (Adler and Bardeen, 1969). A feature of
Ginsparg-Wilson fermions is that the gauge anomaly descends from a topological field in 4+2
35I thank M. Golterman and Y. Shamir for correspondence.
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dimensions, and that the anomaly cancellation at one loop can be formulated in terms of a
local cohomology problem in 4+ 2 dimensions, which has been studied and solved in (Lu¨scher,
1999a; 1999b; 2000a; 2000b; Suzuki, 1999), for abelian gauge theories. In general one needs
a classification of the topological fields in 6 dimensions, and the local cohomology problem is
then solved.
Let us now explain some of the details of the construction of chiral gauge theories using
Ginsparg-Wilson fermions. In chiral theories the fermion integral in the path-integral formula-
tion is restricted to left-handed fields, and the propagator involves a chiral projector (defined
in Eq. (8.7)):
{ψ(x)ψ(y)}F = 〈1〉F × P̂−S(x, y)P+, (9.1)
where S(x, y) is the inverse of the Dirac operator:
∑
zD(x, z)S(z, y) = a
−4δxy. Thus, only the
left-handed components of the fermion field propagate.
The fundamental point is that the definition of the measure for left-handed fermions, which
is needed to construct the quantum theory, is highly nontrivial, because the projectors P̂ contain
a γ̂5 = γ5(1− a/ρD) matrix, and thus depend on the gauge fields. This produces an ambiguity
in the measure which can be expressed in terms of a pure phase factor, and can be seen in
the following way. The measure can be defined by giving a complete basis of complex-valued
fermionic fields vj which are eigenstates of the projection operators. The quantum field can
then be expanded like
ψ(x) =
∑
j
cjvj(x), (9.2)
and changing the basis means that the measure gets multiplied by the determinant of a unitary
transformation matrix, which is a phase factor. Since the projectors depend on the gauge fields,
the basis and the corresponding phase factor also depend on the gauge fields and cannot be
fixed independently of them (see Fig. 13). This is the source of the phase ambiguity.
Thus, in chiral gauge theories the fermion integration has a nontrivial phase ambiguity and
the fermion measure is not a simple product of local measures. Since this phase ambiguity de-
pends on the gauge fields, it does not cancel in ratios of expectation values when one normalizes
the path integral with the partition function. The right-handed projectors on the other hand
give a constant phase factor, which can be factored out and does cancel in such ratios.
The phase problem, that is the definition of the measure, is the key issue in the construc-
tion of chiral gauge theories. The phase ambiguity for the left-handed components can be
consistently removed only if the fermion multiplet is nonanomalous, that is when
dabcR = 2iTr
{
R(T a)
[
R(T b)R(T c) +R(T c)R(T b)
]}
(9.3)
is zero, where R(T a) are the anti-hermitian generators of the fermion representation of the
gauge group. 36 For U(1) gauge theories coupled to N left-handed Weyl fermions of charges eα
this condition becomes
∑N
α=1 e
3
α = 0.
36In this Section we use, as in the original papers, anti-hermitian color matrices, that is they satisfy
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ψ = 0
subspace moves
with the gauge field
left-handed fields
Space of all Dirac fields
Figure 13: Dependence of the phase of the fermion measure on the gauge fields.
The key step forward is that the phase problem can be equivalently formulated in terms of
a local current which is gauge covariant. To make this step let us consider the effective action
when the fermionic degrees of freedom are integrated out,
e−Seff [U ] =
∫
DψDψe−SF [U,ψ,ψ]. (9.4)
An infinitesimal deformation of the gauge field
δηUµ(x) = aηµ(x)Uµ(x) (9.5)
(where ηµ(x) = η
a
µ(x)T
a, and µ is not summed) induces a variation of the effective action
δηSeff = −Tr
{
δηDP̂−D
−1P+
}
+ iLη. (9.6)
The first term in the above formula is the naive expression which one would normally obtain,
while the second term
Lη = a4
∑
x
ηaµ(x)j
a
µ(x), (9.7)
which is linear in the field variation, is the new term proper of Ginsparg-Wilson fermions which
arises because the fermion measure depends on the gauge fields, and in fact this term can also
be written as Lη = i∑j(vj , δηvj). The axial current jµ(x) contains all the information about
Tr{T aT b} = −1/2 δab and [T a, T b] = fabcT c. This means that Uµ = exp{ag0AaµT a}. The interested reader can
then turn for more details to these papers without problems.
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the phase of the fermion measure, provided it is given by a gauge-covariant local field which
satisfies the integrability condition, which in its differential form reads
δηLζ − δζLη + aL[η,ζ] = iTr
{
P̂−
[
δηP̂−, δζP̂−
]}
, (9.8)
for all field variations ηµ(x) and ζµ(x) that do not depend on the gauge field. The reconstruction
theorem then says that a given current with these requirements fixes the phase of the measure,
and knowing the current is then equivalent to knowing the fermion measure. Once the measure
is fixed, the functional integral is well defined and the effective action is gauge invariant. We
have then constructed a chiral gauge theory which is not spoiled by radiative corrections.
There is thus a one-to-one correspondence between the current and the measure, up to a
constant phase factor in each topological sector which is not relevant. The current jµ(x) defines
the chiral gauge theory, and the problem of constructing the fermion measure is reduced to the
problem of constructing this current. The measure does not need to be explicitly specified.
Let us now make an expansion in the coupling constant of the various quantities introduced
above. The exact cancellation of the gauge anomaly can then be proven recursively, order by
order in g0. We think it is interesting to sketch how this construction is carried out, skipping
the points that are technically more involved, for which the reader is referred to the original
papers. A more detailed treatment is beyond the scope of this review.
To write an expansion in the coupling, which we also need in order to be able to derive
the additional interaction vertices coming from the measure term Lη, we use the variation with
respect to the gauge potential A rather than to the link U , which is
δηAµ(x) = ηµ(x). (9.9)
Because
δη = g
−1
0 δη +O(1), (9.10)
the corresponding variation of the effective action contains an explicit dependence on the cou-
pling,
δηSeff = −Tr
{
δηDP̂−D
−1P+
}
+ ig0Lη, (9.11)
with
ηµ(x) =
{
1 +
∞∑
k=1
1
(k + 1)!
(
g0a A˜µ(x)
)k}
ηµ(x), (9.12)
where the gauge potential entering in η is in the adjoint representation. To construct the
current, one starts from the curvature term in the right-hand side of the integrability condition
Eq. (9.8),
Fηζ = iTr
{
P̂−
[
δηP̂−, δζP̂−
]}
, (9.13)
which has an expansion in the coupling constant whose leading term is of order g30. The reason
why the terms of order g20 and lower are zero is the anomaly cancellation condition d
abc
R = 0,
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and the fact that these lowest-order contributions are zero will be crucial in the following. The
lowest-order part of the curvature is then
F˜ηζ = 1
3!
∂3
∂g30
Fηζ
∣∣∣∣∣
g0=0
, (9.14)
and the lowest-order part of the measure term is
L˜η = 1
4!
∂4
∂g40
Lη
∣∣∣∣∣
g0=0
, (9.15)
where L˜ has to be invariant under the linearized gauge transformations 37
Aµ(x)→ Aµ(x) +∇µω(x). (9.18)
In terms of these quantities the lowest-order form of the integrability condition reads
δηL˜ζ − δζL˜η = F˜ηζ . (9.19)
From the lowest-order term of the curvature F˜ we now define the functional
Hη = −1
5
F˜ηλ
∣∣∣
λµ=Aµ
, (9.20)
which satisfies the lowest-oder form of the integrability condition 38 and is linear in η, which
allows to define the current hµ(x):
Hη = a4
∑
x
ηa(x)haµ(x). (9.23)
This current in general is not gauge invariant, but from it we can construct
q(x) = ∇⋆µhµ(x), (9.24)
37One has
ηµ(x) = −D˜µω(x), (9.16)
with
D˜µω(x) =
1
a
[
Uµ(x)ω(x + aµˆ)U
†
µ(x)− ω(x)
]
. (9.17)
38To prove that
δηHζ − δζHη = F˜ηζ (9.21)
one has to make use of the Bianchi identity
δηF˜ζλ + δζF˜λη + δλF˜ηζ = 0. (9.22)
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which is invariant under the linearized gauge transformations (9.18). It can be shown that q(x)
is a topological field, that is it satisfies
a4
∑
x
δλq(x) = 0 (9.25)
for all variations λµ(x) of the gauge potential. Not surprisingly, this topological field turns
out to correspond to the anomaly −1/2Tr{γ5TD(x, x)}. We stress that q(x) has been derived
in a unique way from the current jµ(x) (which also determines the fermion measure), via the
curvature term of the integrability condition, F˜ .
Topological fields like q(x) have been classified in the U(1) lattice gauge theory, and in
absence of matter they are equal to a sum of Chern polynomials plus a divergence term which
is topologically trivial. The field q(x) that we have just obtained is homogeneous of degree 4
in the gauge potential, and since Chern polynomials in four dimensions have degree 2, they
cannot contribute in this case. All that is left is thus the topologically trivial term, so that we
have
q(x) = ∂⋆µkµ(x), (9.26)
where kµ(x) turns out to be a local current invariant under linearized gauge transformations.
The lowest-order part of the measure term is now given by
L˜η = Hη + δη · 1
4
a4
∑
x
Aaµ(x)k
a
µ(x), (9.27)
which, since the last term has zero curvature, satisfies the lowest-oder form of the integrability
condition.
This completes the construction at leading order. The higher-order terms of L can be then
computed recursively according to the following procedure. If one has already calculated the
O(gn0 ) term in the expansion of L, then he subtracts to L another function, L(n), whose first
n terms in the coupling expansion are the same as L. Applying then the above construction
(with some slight changes) to the difference L − L(n), one can compute its leading-order term,
which determines L at O(gn+10 ), and repeating this procedure one can obtain L to the desired
order.
This construction is unique up to terms that are of higher orders in the lattice spacing and
that therefore are irrelevant in the continuum limit (apart for a finite renormalization). As we
have already mentioned, it can be carried out only if the fermion multiplet is anomaly-free.
If this is not instead the case, i.e., if dabcR 6= 0, the lowest term of the curvature turns out to
be of order g0 instead of g
3
0, and the lowest term of the measure is of order g
2
0 instead of g
4
0.
The topological field obtained along the lines explained above is now homogeneous of degree
2 in the gauge potential, and then this time the Chern polynomials do contribute, and q(x)
is topologically nontrivial. It can be shown that this leads to the presence of a lattice field
corresponding to FµνF˜µν :
q(x) = − 1
192π2
dabcR ǫµνρσT
aF bµν(x)F
c
ρσ(x+ aµˆ+ aνˆ) +∇⋆µkµ(x), (9.28)
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where Fµν = ∇µAν(x) − ∇νAµ(x) is the linearized gauge field-strength tensor. This is the
well-known covariant anomaly. Thus, for dabcR 6= 0, the theory is not chiral invariant after
quantum corrections, which corresponds to the fact that the construction of a L˜ which satisfies
the integrability condition, and hence of the measure term, cannot be accomplished.
For nonabelian gauge groups the cohomology problem has not yet been solved, that is a
classification of the topological fields in 4 + 2 dimensions has not yet been done. Thus, the
general structure of the nonabelian anomaly on the lattice is currently not known. However,
although we cannot yet prove that q(x) is topologically trivial for nonabelian gauge groups,
there is no reason to suspect that the theorem could not be valid after all in that case. The
cancellation of the anomalies can in fact be proven for topological fields in the continuum limit,
and if the topological structure at finite a matches with the one in the continuum limit (which
would not constitute a surprising result) then the theorem can be proven also at finite lattice
spacing. 39 Thus, the remaining open issues are mostly technical and not of principle and
one should expect to overcome these difficulties at some point. There is little doubt that the
construction is valid also in this case. 40
We conclude this Section discussing the implications of this remarkable construction for
perturbative calculations. The measure term
Lη =
∞∑
k=4
gk0
k!
a4k+4
∑
x,...,zk
L(k)(x, z1, . . . , zk)
aa1...ak
µµ1...µk
ηaµ(x)A
a1
µ1
(z1) · · ·Aakµk(zk) (9.29)
can be considered as a local counterterm to the action, and the implicit dependence of the
measure on the gauge fields generates additional gauge-field vertices in the effective action.
Operating with δηAµ(x) on Lη an appropriate number of times one can obtain all these addi-
tional vertices which derive from the measure term. These vertices only appear at the one-loop
level, and the k-th order vertex is given by
ig0 δη · · · δη Lη
∣∣∣
Aµ=0
= gk0 a
4k
∑
z1,...,zk
V
(k)
M (z1, . . . , zk)
a1...ak
µ1...µk
ηa1µ1(z1) · · · ηakµk(zk). (9.30)
In this formula the operator δη has been applied k − 1 times. The expansion of Lη as a power
series in the coupling only begins with the g40 term, and these vertices are only of fifth and
39Although in this case one should also show that there are no global topological obstructions at the nonper-
turbative level.
40The only nonabelian chiral gauge theory for which the solution of the cohomology problem is known is the
SU(2)L⊗U(1)Y electroweak theory, which is easier to deal with because the representation of SU(2) are pseudo-
real (Kikukawa and Nakayama, 2001). Theoretical advances have also been reported in (Suzuki, 2000; Igarashi,
Okuyama and Suzuki, 2000), where the cancellation of the lattice gauge anomaly to all orders in powers of the
gauge potential for any compact group was established, and in (Kikukawa, 2002), where an explicit construction
of the chiral measure which employs domain wall fermions was given. In the abelian case a nonperturbative
construction has been so far carried out for weak fields satisfying |Fµν | < ǫ (with ǫ < 1/30), however one can
make them the only statistically relevant fields in the functional integral by using a modified version of the
plaquette action which lies in the same universality class of the standard plaquette action (Lu¨scher, 1999c).
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higher orders in the gauge coupling. They can be determined, using a recursive procedure,
once a local gauge-covariant current is given that satisfies the integrability condition.
These interaction vertices are not explicitly known at present. Luckily, they are not needed
in most cases of interest. In fact, since they are only of order g50 and higher, and moreover they
are proportional to positive powers of the lattice spacing (as can be seen by naive dimensional
counting), they do not contribute to the continuum limit of one-loop diagrams. At the two-loop
level the vertices coming from the measure term can come into play only in some very special
circumstances. In fact, the lowest-order vertex, which is a five-point vertex, is totally symmetric
in the gauge group indices, so that in two-loop calculations this vertex can contribute only if
it gives rise to more than three external lines.
All propagators and vertices of these chiral gauge theories satisfy the conditions for the
validity of the Reisz power counting theorem (see Section 15). Although their renormalizability
has not yet been proven, it seems unlikely that these theories are nonrenormalizable.
In this Section we have discussed only the theory of left-handed fermions. The introduction
of Higgs fields does not affect the measure term, because the chiral projectors do not refer to the
Higgs sector. Higgs field or other fields that couple vectorially can then be easily incorporated
in this theory.
We have seen that lattice Feynman diagrams for Ginsparg-Wilson fermions are more com-
plicated to calculate than continuum ones, and the vertices coming from the fermionic measure
are also quite involved. On the other hand, having a nonperturbative regularization that is
both chiral and gauge invariant after quantum corrections are included can be a big advantage,
especially when one makes calculations in the electroweak theory. It can then be worth to pay
this price.
We have thus shown that, although certainly not simple, there is now a construction of
chiral gauge theories, at least in the abelian case, which is suitable for quantum calculations,
and which makes uses of the lattice. A consistent formulation of the standard model now exists
beyond perturbation theory.
10 The approach to the continuum limit
The range of couplings for which perturbation theory aspires to be a reasonable expansion, that
is when g0 is small, is closely related to the approach to the continuum limit of lattice QCD.
This approach can be described using Callan-Symanzik renormalization group equations which
are similar to the continuum ones. Since the first two coefficients of the β function, which
determines the perturbative running of the coupling, are independent of the scheme (Caswell
and Wilczek, 1974; Espriu and Tarrach, 1982), they have the same values also for lattice QCD,
which is therefore asymptotically free. This implies that the lattice QCD coupling goes to zero
in the limit in which the momenta go to infinity, which when translated in the lattice language
means the limit of vanishing lattice spacing, or in other words the continuum limit.
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Let us consider, in a massless theory, a physical quantity P of mass dimension n which is
computed on a lattice of spacing a. The product anP is a dimensionless quantity, which can
only depend on the bare coupling, which in turn depends on the scale, that on the lattice is
determined by the spacing a. We thus have anP = f(g0(a)). Since the physical quantity P has
some well-defined value in the continuum limit, for a→ 0 it must happen that
lim
a→0
f(g0(a))
an
(10.1)
is a constant. Near the continuum limit g0 is a smooth function of a which satisfies
lim
a→0
g0(a) = gc. (10.2)
This critical point for QCD turns out to be gc = 0. This is a stable ultraviolet fixed point of
the theory.
In the continuum limit the correlation length, the rate of the exponential falloff of the
two-point correlation functions in position space, goes to infinity. This can be understood by
thinking that the correlation length is fixed in physical units, and thus when a decreases it just
becomes larger and larger when instead is measured in units of the lattice spacing. For a→ 0
the correlation length must diverge in lattice units, and the discretization effects disappear.
The continuum limit is thus a critical point of the theory.
What shown above is a completely nonperturbative argument. This is just a particular case
of the well-known fact that the bare parameters depend in general on the cutoff, which in our
case is the lattice spacing a. Therefore there is always a well-defined relation between g0 and
a. For couplings small enough for the perturbative β function to be a reasonable approxima-
tion to the real running of the coupling, the approach to the continuum limit can be studied
in perturbation theory, where g0 and a tend together to zero along a trajectory determined
by renormalization group equations. The β function appearing in the renormalization group
equation for lattice QCD is defined by
a
dg0
da
= −β(g0). (10.3)
This β function has for small couplings the expansion
β(g0) = −g30
[
b0 + b1g
2
0 + b2g
4
0 + . . .
]
. (10.4)
We see that things are similar to the continuum, with µ replaced by 1/a. The first two co-
efficients of the β function are universal, and thus b0 and b1 in Eq. (10.4) are the same as in
the continuum, were they were computed by (Gross and Wilczek, 1973; Politzer, 1973) and
by (Jones, 1974; Caswell, 1974):
b0 =
1
(4π)2
(
11− 2
3
Nf
)
, (10.5)
b1 =
1
(4π)4
(
102− 38
3
Nf
)
. (10.6)
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The coefficient b2 depends on the scheme. The first calculations of this coefficient for the Wilson
action were attempted in (Ellis and Martinelli, 1984a; Ellis and Martinelli, 1984b; Ellis, 1984).
The coefficient b2 was then fully computed in (Lu¨scher and Weisz, 1995a; Lu¨scher and Weisz,
1995d; Alle´s, Feo and Panagopoulos, 1997; Christou et al., 1998), with the result
b2 = −0.00159983232(13) + 0.0000799(4)Nf − 0.00000605(2)N2f (csw = 0), (10.7)
b2 = −0.00159983232(13)− 0.0009449(4)Nf + 0.00006251(2)N2f , (csw = 1), (10.8)
were in the last line we have also given its value in the tree-level improved theory (which we will
introduce in the next Section), which has been computed by (Bode and Panagopoulos, 2002)
for general csw. The value of b2 in the Schro¨dinger functional has been computed in (Bode,
1998; Bode, Wolff and Weisz, 1999; Bode, Weisz and Wolff, 2000a; Bode, Weisz and Wolff,
2000b), and for T = L, θ = π/5 and Nf = 0 has the value
b2 =
1
(4π)3
0.482(7), (10.9)
while for Nf = 2 is
b2 =
1
(4π)3
0.064(10). (10.10)
For comparison, b2 is given in the continuum MS scheme by (Tarasov, Vladimirov and Zharkov,
1980)
b2 =
1
(4π)6
(
2857
2
− 5033
18
Nf +
325
54
N2f
)
. (10.11)
In this scheme some higher-order coefficients are also known (van Ritbergen, Vermaseren and
Larin, 1997).
Solving Eqs. (10.3) and (10.4) at lowest order gives the solution
g20 ∼ −
1
b0 log a2Λ2lat
+O(1/ log2 a2). (10.12)
The evolution of the bare lattice coupling with the scale a defines, like in the continuum, a Λ
parameter. The value of the Λ parameter cannot be determined using the lowest-order solution,
since a rescaling of Λ is of the same order as terms which have been dropped. A reasonable
definition of the Λ parameter has to take into account higher orders:
Λ = a−1 · (b0g20)
− b1
2b20 · e
− 1
2b0g20 · exp
{
−
∫ g
0
dt
(
1
β(t)
+
1
b0t3
− b1
b20t
)}
. (10.13)
This definition has been used in the calculations of (Capitani et al., 1999c) reported in Section 2,
which use the Schro¨dinger functional. A Λ parameter in a given scheme specifies the value of
the coupling constant in that scheme for any given scale µ, and all dimensionful quantities are
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proportional to Λ. Since the Λ parameter depends on the scheme, its values on the lattice will
not be equal to ΛQCD as is known from the continuum. It happens indeed that the values of Λ
on the lattice are in general quite different from the continuum. Their ratio can be computed
using lattice (and continuum) perturbation theory (Hasenfratz and Hasenfratz, 1980; Dashen
and Gross, 1981; Weisz, 1981; Hasenfratz and Hasenfratz, 1981). For example, for the pure
gauge Wilson action one has
ΛMS
Λlat
= 28.80934(1). (10.14)
The huge change in scales between the lattice theories and the continuum is a common phe-
nomenon, and is more pronounced for some lattice actions than for others.
The two scales Λlat and ΛQCD can thus be related. Once the relation between the lattice and
continuum coupling constants is known, combining the results of Monte Carlo simulations with
the knowledge of Λlat and the quark masses allows in principle to predict all physical quantities.
In this way one can predict for example the value of αS(MZ) using only nonperturbative lattice
calculations of the spectrum.
We have seen that the bare coupling g0 automatically determines the size of the lattice
spacing a, and computing lattice quantities near the continuum limit means taking both of
them to zero in such a way that Eq. (10.12) (or even better Eq. (10.13)) is satisfied. The
renormalized physical quantities should remain constant along this trajectory, and this defines
the “scaling region” near the continuum limit. If when doing some lattice simulations we can
show that g0 and a follow this relation, then we now that we are extracting continuum physics
from the Monte Carlo results.
For sufficiently large scales one can also expand the running couplings in different schemes
directly in powers of each other. We can then relate the couplings by doing a matching at a
finite scale p (Celmaster and Gonsalves, 1979a; 1979b). On the lattice the relation between the
bare and the renormalized coupling (defined as the three-point function at a certain momentum
p) is
gR(p) = g0
[
1 + g20
(
− b0 log ap+ CL +O(a2p2 log ap)
)
+O(g40)
]
, (10.15)
while for the continuum coupling one has
gR(p) = gMS
[
1 + g2
MS
(
− b0 log p
µ
+ CMS
)
+O(g4
MS
)
]
. (10.16)
Combining these two equations we have then that
g0 = gMS
[
1 + g20
(
CMS − CL + b0 log aµ
)
+O(g40) +O(a
2)
]
. (10.17)
The most effective way of computing the matching between different couplings is provided
by background field techniques (De Wit, 1967a; De Wit, 1967a; Abbott, 1981). For most of
the calculations cited above a background field method has been indeed employed. In the
calculations of (Lu¨scher and Weisz, 1995a; Lu¨scher and Weisz, 1995d) this was supplemented
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by evaluations of the Feynman diagrams using the coordinate space method. We will discuss
this method in detail in Section 19, and we will show there some integrals that occur in the
calculation of b2 using the background field.
A gauge theory on the lattice with a background gauge field is renormalizable to all orders
of perturbation theory. A nice thing is that no new counterterms are needed, that is the
ones already required in the lattice theory without background fields are sufficient (Lu¨scher
and Weisz, 1995c), as it happens in the continuum case (Kluberg-Stern and Zuber, 1975a;
Kluberg-Stern and Zuber, 1975b). Thus, introducing a background field does not affect the
renormalization of the lattice theory. The renormalization of gauge theories on the lattice
without background fields has been proven in (Reisz, 1989).
The propagator of the background field is proportional to 1/g2, and for the renormalization
of the coupling and the perturbative determination of the lowest coefficients of the β function
the computation of the self-energy of the background field is then sufficient. This is the main
advantage of using a background field method. It is much easier to compute diagrams with
two legs instead of three, as would be the case without background field, and the number of
diagrams to be computed is also smaller. It is true that to control the renormalization of the
gauge-fixing parameter the corrections to the gauge field propagator must also be calculated,
but this is only needed to lower orders.
In the continuum the fields Aµ are decomposed as follows:
Aµ(x) = Bµ(x) + g0qµ(x), (10.18)
where the background field Bµ is a smooth external source field (which is not required to satisfy
the Yang-Mills equations), while qµ is the quantum field. To the gauge action reexpressed in
terms of Bµ and qµ one has to add the gauge-fixing term
1
α
∫
dxTr
(
Dµqµ(x)Dνqν(x)
)
(10.19)
and the ghost action (coming from the Faddeev-Popov procedure)
2
∫
dxTr
(
Dµc(x)
(
Dµ + ig0q˜µ(x)
)
c(x)
)
, (10.20)
where the covariant derivative is
Dµ = ∂µ + iB˜µ, (10.21)
and q˜ and B˜ denote the quantum field and the background field in the adjoint representation:
B˜µ = B
a
µt
a (like in Section 5.2.1).
On the lattice, as expected, there is more than one choice for extending the theory with the
introduction of a nonzero background field. A convenient decomposition of the gauge links is
Uµ(x) = e
iaBµ(x)eiag0qµ(x). (10.22)
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In this case the background gauge transformations take a simple form,
BΩµ = −
i
a
log
(
Ω(x) eiaBµ(x)Ω−1(x+ aµˆ)
)
(10.23)
qΩµ = Ω(x) qµ(x) Ω
−1(x), (10.24)
with Ω a classical field. The gauge-fixing term is
1
α
· a4∑
x
Tr
(
D⋆µqµ(x)D
⋆
νqν(x)
)
(10.25)
and the ghost action is
2a4
∑
x
Tr
(
Dµc(x)
(
(M †)−1(qµ(x)) ·Dµ + ig0q˜µ(x)
)
c(x)
)
, (10.26)
where the forward and backward lattice covariant derivatives in this case act as follows:
Dµf(x) =
1
a
(
eiaBµ(x) f(x+ aµˆ) e−iaBµ(x) − f(x)
)
, (10.27)
D⋆µf(x) =
1
a
(
f(x)− e−iaBµ(x−aµˆ) f(x− aµˆ) eiaBµ(x−aµˆ)
)
, (10.28)
and M is the same matrix defined in Eq. (5.37).
The theory so defined is gauge invariant, and has a BRS symmetry and a shift transformation
symmetry (Lu¨scher and Weisz, 1995c). The Feynman rules of pure QCD in the presence of a
background field are given in (Lu¨scher and Weisz, 1995d). The usual lattice gauge theory with
the standard covariant gauge-fixing term can be recovered in the limit of zero background field.
The β function can also be defined for describing the scale evolution of the renormalized
coupling. In this form it has been used to determine the perturbative running of the strong
coupling in the Schro¨dinger functional scheme of which we have discussed in Section 2. There
we showed also the scale evolution of the renormalized masses of the quarks, which is described
in lattice QCD by the τ function:
a
dm
da
= −τ(g)m. (10.29)
The expansion of the τ function for small g is given by
τ(g) = −g2
[
d0 + d1g
2 + d2g
4 + . . .
]
. (10.30)
The leading-order coefficient coefficient d0 does not depend on the scheme, and has been com-
puted in (Nanopoulos and Ross, 1975)
d0 =
8
(4π)2
. (10.31)
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The coefficient d1 is different in the various schemes. In the Schro¨dinger functional d1 has been
computed by (Sint and Weisz, 1999), and is given (for T = L and θ = 0.5) by
d1 =
1
(4π)2
(
0.217(1) + 0.084(1)Nf
)
. (10.32)
In continuum MS is instead given by (Nanopoulos and Ross, 1979; Tarrach, 1981; Espriu and
Tarrach, 1982)
d1 =
1
(4π)4
(
404
3
− 40
9
Nf
)
. (10.33)
In the MS scheme some higher-order coefficients are also known (Chetyrkin, 1997; Vermaseren,
Larin and van Ritbergen, 1997).
A very useful quantity is the renormalization group invariant mass, defined by (Gasser and
Leutwyler, 1982; Gasser and Leutwyler, 1984; Gasser and Leutwyler, 1985)
M = m · (2b0g2)
− d0
2b0 · exp
(
−
∫ g
0
dt
[ τ(t)
β(t)
− d0
b0t
])
. (10.34)
This quantity, at variance with the Λ parameter, is even scheme independent. Moreover,
renormalization group masses present the convenience that they are nonperturbatively defined,
whereas the masses renormalized at a certain scale in the MS scheme are not.
11 Improvement
The results of lattice simulations are affected by statistical errors (which arise because only a
finite number of configurations can be generated) and systematic errors.
The systematic errors are of various nature. Rather important are those coming from the
finiteness of the lattice spacing, and often also finite volume effects, quenching effects (i.e., when
internal quark loops are neglected) and extrapolations to the chiral limit constitute significant
systematic errors.
The techniques which go under the name of “improvement” aim at removing the systematic
error due to the finiteness of the lattice spacing, which are generally of order a with respect to
the continuum limit, as in the formal expansion
〈
p
∣∣∣ÔL∣∣∣ p′〉
Monte Carlo
= ad
[〈
p
∣∣∣Ô∣∣∣ p′〉
phys
+O(a)
]
. (11.1)
We know that at the values of the coupling which are presently simulated these discretization
errors can often have a significant effect on the results.
It is very expensive to reduce these cutoff effects by “brute force”, that is simply decreasing
the lattice spacing a, since the computing time required for this would grow with the fifth
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power of the inverse lattice spacing in the quenched approximation, and even faster in full
QCD. This means for example that halving the discretization errors by brute force would
require a calculational effort at least thirty times bigger, all other things being equal. A better
way of reducing these errors can be achieved by improving the theory. These unphysical terms
are then systematically removed by adding irrelevant terms to actions and operators (that is,
they vanish in the continuum limit and do not change the continuum theory). We will now
discuss what this implies in terms of perturbation theory. For a pedagogical introduction on
these topics, which we will not here discuss much in detail, the reader can turn to the reviews
of (Lu¨scher, 1986) and (Lu¨scher, 1999a).
11.1 Improved quarks
A systematic improvement program to reduce the cutoff errors order by order in the lattice
spacing a for Wilson fermions was first proposed by Symanzik (1979; 1981; 1983a; 1983b) and
then further developed, and applied to on-shell matrix elements, in (Lu¨scher and Weisz, 1985a;
Lu¨scher and Weisz, 1985b; Sheikholeslami and Wohlert, 1985; Heatlie et al., 1991).
In this formulation, an irrelevant operator is added to the Wilson action in order to cancel,
in on-shell matrix elements, all terms that in the continuum limit are effectively of order a. 41
In this way one can reduce the cutoff errors coming from the discretization of the action from
O(a) to O(a2): 〈
p
∣∣∣ÔL∣∣∣ p′〉
Monte Carlo
= ad
[〈
p
∣∣∣Ô∣∣∣ p′〉
phys
+O(a2)
]
. (11.2)
This is a remarkable decrease of the systematic error due to the finiteness of the lattice spacing.
The continuum limit is reached much faster, with a rate proportional to a2. 42
For this purpose one has to introduce the improved “clover” fermion action, first proposed
in (Sheikholeslami and Wohlert, 1985):
∆SfI = csw · ig0a4
∑
x,µν
r
4a
ψ(x)σµνF
clover
µν (x)ψ(x), (11.3)
which vanishes in the continuum limit and has the same symmetries of the original unimproved
Wilson action. This counterterm is the only one required after exploiting all the symmetries
41This means that at n loops these terms, because of Eq. (10.12), have the form g2n0 a log
n a.
42A similar thing can be found for example in numerical integration methods, where the trapezoidal rule
reduces the discretization error to the cubic power of the integration step, and Simpson’s rule further reduces
it to the fifth power.
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µν
Figure 14: The combination of the four plaquettes which builds the clover lattice approximation of
the Fµν tensor at the point x.
and the equations of motion. 43 The “clover” gluon field is here defined as
F cloverµν (x) =
1
4
1
2ig0a2
∑
µν=±
(Pµν(x)− P †µν(x)), (11.8)
that is the average of the four plaquettes lying in the plane µν stemming from the point x
(see Fig. 14). This definition maximizes the symmetry of the field-strength tensor on the
lattice (Mandula, Zweig and Govaerts, 1983b).
Improved actions like this allow one to extract continuum physics already for lattice cou-
plings which are not too small. One just exploits the fact that more than one lattice action
corresponds to a given continuum action, and looks for lattice actions with smaller discretiza-
tion errors. This of course implies a change in the Feynman rules (and usually not for the best).
43The other dimension-five terms that are gauge invariant and compatible with the symmetries of the Wilson
action are
ψ
→
Dµ
→
Dµ ψ + ψ
←
Dµ
←
Dµ ψ, (11.4)
m
(
ψγµ
→
Dµ ψ − ψ
←
Dµ γµψ
)
, (11.5)
which can be eliminated in on-shell matrix elements using two equations of motion, and
mTr
(
FµνFµν
)
, (11.6)
m2 ψψ, (11.7)
which can be reabsorbed into a rescaling of the coupling and mass.
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Adding the Sheikholeslami-Wohlert term to the Wilson Lagrangian means that we have to add
to the Wilson quark-quark-gluon interaction vertex
(V a)bcρ (p1, p2) = −g0(T a)bc
[
iγρ cos
a(p1 + p2)ρ
2
+ r sin
a(p1 + p2)ρ
2
]
(11.9)
the improved quark-quark-gluon interaction vertex
(V aIMP )
bc
ρ (p1, p2) = −csw · g0
r
2
(T a)bc cos
a(p1 − p2)ρ
2
∑
λ
σρλ sin a(p1 − p2)λ. (11.10)
The fermion propagator and the vertices with an even number of gluons are instead not modified
by the improved action.
Neither is the gluon propagator. In fact, as we have seen in Section 5, the first corrections
to the pure gauge term in the Wilson action are already of order a2, and thus there is no need of
improvement to this order, although sometimes it is useful to improve the gluon action reducing
the discretization errors from O(a2) to O(a3) (in fact O(a4)), as we will see shortly.
Only with the appropriate value of the improvement coefficient csw (for a given value of
the coupling) the cancellation of O(a) effects can be achieved. At lowest order in perturbation
theory one just needs the tree-level value csw = 1, and in the work of (Heatlie et al., 1991) it
has been explicitly shown that all terms that are effectively of order a are absent in the 1-loop
matrix elements of the quark currents for csw = 1. Perturbative determinations of csw at order
g20 have been made in (Wohlert, 1987; Naik, 1993; Lu¨scher and Weisz, 1996). Nonperturbative
determinations of csw have been carried out by the ALPHA Collaboration, using the Schro¨dinger
functional and imposing the cancellation of all O(a2) effects in the PCAC relation. The formula
that summarizes the ALPHA Collaboration quenched results when 0 ≤ g0 ≤ 1 is (Lu¨scher et
al., 1997):
csw =
1− 0.656 g20 − 0.152 g40 − 0.054 g60
1− 0.922 g20
, (11.11)
while in the Nf = 2 case one has (Jansen and Sommer, 1998):
csw =
1− 0.454 g20 − 0.175 g40 + 0.012 g60 + 0.045 g80
1− 0.720 g20
. (11.12)
The O(g20) terms in these formulae correspond to the 1-loop perturbative result.
All the above machinery is not enough to improve completely a lattice theory. In addition
to improving the action, one also has to improve each operator that happens to be studied.
This means that one must add a basis of higher-dimensional irrelevant operators with the
same symmetry properties as the original unimproved operator. Bases of improved operators
have been constructed for quark currents (Sint and Sommer, 1996; Sint and Weisz, 1997) and
operators measuring unpolarized structure functions (Capitani et al., 2001b), and improved
renormalization factors have been computed in (Gabrielli et al., 1991; Frezzotti et al., 1992;
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Borrelli et al., 1993) and (Capitani et al., 1998b; Capitani et al., 2001b). We will not deal with
these calculations here.
Of course one can also attempt to improve the theory to the next order, canceling all
contributions which are effectively of order a2. For the fermion part this is quite complicated.
In this case four-quark operators are also necessary, besides a certain number of two-quark
operators of dimension six.
We would like briefly to mention what improving the theory looks like when overlap fermions
are used (Capitani et al., 1999b; Capitani et al., 2000c; Capitani et al., 2001b). One of the
many qualities of overlap fermions is that the overlap action is already improved to O(a), and
thus one needs only to improve operators. An operator O = ψO˜ψ is improved, to all orders in
perturbation theory, by taking the expression
Oimp = ψ
(
1− 1
2ρ
aDN
)
O˜
(
1− 1
2ρ
aDN
)
ψ. (11.13)
Moreover, Oimp and O˜ have the same renormalization constants.
We remind, for comparison, that for Wilson fermions an additional interaction vertex has
instead to be introduced, the Sheikholeslami-Wohlert clover term (proportional to csw), and
furthermore for each operator one needs to construct a complete basis of operators which are
one dimension higher and whose coefficients have then to be tuned to cancel the residual O(a)
contributions not coming from the action.
For example, for the first moment of the quark momentum distribution the relevant operator
is
O{µν} = ψγ{µDν}ψ, (11.14)
symmetrized in µ and ν, and one basis for the improvement is given by
ψγ{µDν}ψ − 1
4
aic1
∑
λ
ψσλ{µ
[
Dν}, Dλ
]
ψ − 1
4
ac2 ψ
{
Dµ, Dν
}
ψ. (11.15)
Only for some particular values of the improvement coefficients
c1(g
2
0) = 1 + g
2
0c
(1)
1 +O(g
4
0) (11.16)
c2(g
2
0) = 1 + g
2
0c
(1)
2 +O(g
4
0)
the operator if effectively improved, i.e., all O(a) corrections are exactly canceled. Even for this
simple case, these two coefficients are not known, because at present one knows only a relation
between them. One of the coefficients then remains unknown (Capitani et al., 2001b).
One could determine all remaining coefficients using some Ward Identities or physical con-
ditions, but this involves a lot of effort. Moreover, for higher moments, which contain more
covariant derivatives, the number of operator counterterms becomes larger and larger. This
means that many improvement coefficients have to be determined, and they need as many
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conditions to be set. Moreover, one has also to compute the contribution of each one of these
operator counterterms to the total renormalization constant. This looks a formidable task.
Thus, improving the theory is much simpler for overlap fermions.
11.2 Improved gluons
The plaquette is not the only possibility for the construction of the discretized version of the
gauge field strength. One can also consider larger closed loops. As we noted in Section 5,
the corrections to the pure gauge part of the Wilson action with respect to the continuum
are of order a2. The gluon part of the action is then already O(a) improved. The next step
consists in implementing the improvement to O(a2), that is adding to the Wilson action some
counterterms of dimension 6 that (with the appropriate values of their coefficients) can cancel
all O(a2) effects, so that the first corrections that are left are then at least of order a3. 44 There
are 3 terms of dimension 6 with the right quantum numbers, and the improved gauge action
can be written as
Sg =
6
g20
[
c0(g
2
0)L(4) + a2
3∑
i=1
ci(g
2
0)L(6)i
]
, (11.17)
where L(4) is the usual Wilson plaquette action, and the dimension-6 terms are six-link closed
loops which are called planar, twisted and L-shaped respectively (see Fig. 15). Each of these
terms contains the
∑
µν Tr
(
FµνFµν
)
operator plus a linear combination of the following opera-
tors: ∑
µν
Tr
(
DµFµνDµFµν
)
,
∑
µνρ
Tr
(
DµFνρDµFνρ
)
,
∑
µνρ
Tr
(
DµFµρDνFνρ
)
. (11.18)
Lu¨scher and Weisz have computed the coefficients of these linear combinations and determined,
imposing improvement conditions on the large Wilson loops, the values of the improvement
coefficients that accomplish the cancellation of the O(a2) corrections (Lu¨scher and Weisz, 1985a;
Lu¨scher and Weisz, 1985b). At tree level one has
c0 =
5
3
, c1 = − 1
12
, c2 = 0, c3 = 0, (11.19)
so that only the L(6)1 counterterm (the planar loop) is needed. We have then
Sg =
6
g20
[
5
3
L(4) − 1
12
a2 L(6)1
]
=
1
2
∫
TrF 2µν(x) +O(a
4). (11.20)
This action is a discretization of the continuum QCD pure gauge action in which the discretiza-
tion errors have been reduced to order a4. Although both L(4) and L(6)1 have discretization errors
44Actually, due to symmetry considerations they are of order a4. The fact that the corrections to the pure
gauge action are of order a2 or a4 essentially comes from the fact that one can construct gauge-invariant terms
of dimension 6 and 8, but not of dimension 5 and 7.
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of order a2, the above combination cancels these contributions and the first correction to the
continuum becomes of order a4. Of course this is only a tree-level cancellation, and the coef-
ficients get corrected by quantum effects. The values that improve the pure gauge action to
1-loop are
c0(g
2
0) =
5
3
+ 0.2370g20,
c1(g
2
0) = −
1
12
− 0.02521g20,
c2(g
2
0) = −0.00441g20,
c3(g
2
0) = 0. (11.21)
They define the Lu¨scher-Weisz action. These coefficients satisfy the normalization condition
c0 + 8c1 + 8c2 + 16c3 = 1, (11.22)
which is valid to all orders of perturbation theory. Since at one loop c2 is small one usually
drops L(6)2 , and L(6)1 remains the only counterterm (as it was at tree level). In this case the
normalization condition is used to write the action in the form
Sg =
6
g20
[
(1− 8c1)L(4) + a2c1 L(6)1
]
(11.23)
=
6
g20
[
(1− 8c1)
∑
x
∑
µ<ν
P 1×1µν + a
2c1
∑
x
∑
µ<ν
(
P 1×2µµ,ν + P
1×2
νν,µ
)]
,
where P 1×2µµ,ν denotes the rectangle which is two lattice spacings long in the µ direction. These ac-
tions has been extensively investigated also in (Weisz, 1983; Weisz and Wohlert, 1984; Wohlert,
Weisz and Wetzel, 1985; Curci, Menotti and Paffuti, 1983; Bernreuther, Wetzel and Wohlert,
1984).
There are also other actions which go under the name of improved gauge actions where
improvement is not done a` la Symanzik, but instead following renormalization group arguments
(and then they still have O(a4) correction terms). In this case one looks for actions which are
close to what one obtains after doing blocking transformations, that is renormalization group
transformations in which the lattice spacing is doubled at each step. A perturbative calculation
gives the action proposed by Iwasaki (1983a; 1983b), which is Eq. (11.23) with
c1 = −0.331, (11.24)
while nonperturbative calculations which use Schwinger-Dyson equations lead to the DBW2
action (Takaishi, 1996; de Forcrand et al., 2000), which is Eq. (11.23) with 45
c1 ≃ −1.40686. (11.25)
45The acronym DBW2 stands for doubly-blocked Wilson 1 × 2 plaquette. We remark that in this case the
relation between the coefficients is not linear, and these are only rather approximate values.
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L(6)1 L(6)2 L(6)3
Figure 15: The planar, twisted and L-shaped six-link loops.
There are other proposals in which c2 and c3 are nonzero, which we will not consider here.
All these improved gauge actions have the aim to achieve a better convergence to the
continuum limit. Their main drawback is that they have no reflection positivity (Lu¨scher
and Weisz, 1984), and thus there is no corresponding theory in the continuum, that is it is
not possible to construct a Hilbert space in the usual way. This also causes problems with
numerical simulations. The violation of physical positivity in fact leads to unphysical poles in
the propagators, which correspond to unphysical states that create a sizeable disturb in the
extraction of physical observables (Necco, 2002b).
All these actions are quite complicated to use in perturbation theory. The gluon propagator
in a covariant gauge for generic c1 is given by
Gµν(k) =
1
(k̂2)2
(
αk̂µk̂ν +
∑
σ
(k̂σδµν − k̂νδµσ)k̂σAσν(k)
)
, (11.26)
with
Aµν(k) = Aνµ(k) = (1− δµν)∆(k)−1
[
(k̂2)2 − c1k̂2
(
2
∑
ρ
k̂4ρ + k̂
2
∑
ρ6=µ,ν
k̂2ρ
)
+c21
((∑
ρ
k̂4ρ
)2
+ k̂2
∑
ρ
k̂4ρ
∑
τ 6=µ,ν
k̂2τ + (k̂
2)2
∏
ρ6=µ,ν
k̂2ρ
)]
, (11.27)
where
∆(k) =
(
k̂2 − c1
∑
ρ
k̂4ρ
)[
k̂2 − c1
(
(k̂2)2 +
∑
τ
k̂4τ
)
+
1
2
c21
(
(k̂2)3 + 2
∑
τ
k̂6τ − k̂2
∑
τ
k̂4τ
)]
−4c31
∑
ρ
k̂4ρ
∑
τ 6=ρ
k̂2τ . (11.28)
The gluon vertices are quite complicated, and we will not report them here. They can be found
in (Weisz and Wohlert, 1984). The quark-gluon vertices are of course not modified.
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Perturbative calculations using improved gauge actions have been recently presented in (Aoki
et al., 2000) for three-quark operators and in (DeGrand, Hasenfratz and Kova´cs, 2002) for two-
and four-quark operators, and they have even been employed in domain wall calculations (Aoki
et al., 2002), where the use of improved gauge actions is thought to diminish the residual chiral
symmetry breaking which one has when working at finite Ns.
12 The Schro¨dinger functional
We present here a short introduction to a powerful framework for lattice calculations that goes
under the name of Schro¨dinger functional. This is a field of research that has grown very much
in recent years and would need a separate review in itself, given its peculiarities and technical
complexities as well as the number and importance of the results that has produced. For an
introductory review the lectures of (Lu¨scher, 1999a) are recommended.
The Schro¨dinger functional was extensively investigated on the lattice in (Symanzik, 1981;
Lu¨scher, 1985; Lu¨scher et al., 1992; Sint, 1994) and used in various physical situations. 46 It has
been essential for the calculation of csw perturbatively and nonperturbatively (Jansen et al.,
1996; Lu¨scher et al., 1996; Lu¨scher and Weisz, 1996; Lu¨scher et al., 1997; Jansen and Sommer,
1998) and for the nonperturbative computation of the running coupling in QCD (which has
allowed a quite precise determination of the Λ parameter) and of the masses of the quarks and
their scale evolution (Lu¨scher, Weisz and Wolff, 1991; Lu¨scher et al., 1993; Lu¨scher et al., 1994;
Capitani et al., 1998c; Capitani et al., 1999c; Bode et al., 2001; Garden et al., 2000; Knechtli
et al., 2002).
The Schro¨dinger functional constitutes a finite volume renormalization scheme. It is a
standard functional integral in which fixed boundary conditions are imposed, and where the
time direction assumes a special meaning. In fact, on the space directions there are generalized
periodic conditions, while on the time direction one puts Dirichlet boundary conditions (see
Fig. 16).
This means that at x0 = 0 and x0 = T one fixes the spatial components of the links U to
some particular values (usually constant abelian fields), while the temporal components, U0(x),
remain unconstrained, and they are defined only for 0 ≤ x0 ≤ T − 1. The pure gauge action
is given by the sum of the Wilson plaquettes which are fully contained between the timeslices
at x0 = 0 and x0 = T . The spatial plaquettes at the boundaries x0 = 0 and x0 = T contribute
to the action only with a weight 1/2 to avoid double counting. The gauge group is local in the
bulk but global on the boundaries.
The fermion fields are dynamical only for 1 ≤ x0 ≤ T − 1, while at the two temporal
46The Schro¨dinger functional had also been studied in (Rossi and Testa, 1980a; Rossi and Testa, 1980b;
Rossi and Testa, 1984; Rossi and Yoshida, 1989; Leroy et al., 1990), using the temporal gauge and boundary
conditions different from the ones that we are going to introduce in the following.
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boundaries only half their components are defined, and they are fixed to some particular values:
P+ψ(x)
∣∣∣
x0=0
= ρ(~x), P−ψ(x)
∣∣∣
x0=T
= ρ′(~x), (12.1)
ψ(x)P−
∣∣∣
x0=0
= ρ(~x), ψ(x)P+
∣∣∣
x0=T
= ρ′(~x),
where the projectors are
P± =
1± γ0
2
. (12.2)
The complementary components (P−ψ(x)
∣∣∣
x0=0
etc.) vanish for consistency. In the spatial
directions the quark fields are periodic up to a phase, and the generalized periodic conditions
can be written as
ψ(x+ Lkˆ) = eiθkψ(x), ψ(x+ Lkˆ) = ψ(x)e−iθk , k = 1, 2, 3. (12.3)
It turns out to be more convenient to work with the equivalent setting in which the fermion
fields have strictly periodic boundary conditions in the spatial directions and this phase θ is
moved inside the definition of the covariant derivative,
Dµψ(x) =
1
a
[
λµUµ(x)ψ(x+ aµˆ)− ψ(x)
]
(12.4)
D⋆µψ(x) =
1
a
[
ψ(x)− λ−1µ U−1µ (x− aµˆ)ψ(x− aµˆ)
]
,
with
λµ = e
iaθµ/L, θ0 = 0, −π < θk ≤ π. (12.5)
This phase θ is called a finite-size momentum, and it is not quantized (although we are by
definition in a finite volume). It can then be chosen to be smaller than the minimal quantized
momentum, pmin = 2π/L, thereby reducing this kind of lattice artifacts. θ is a free parame-
ter, and can be tuned in such a way that one obtains the best numerical signals or the best
perturbative expansions (or both, if one is lucky).
The boundaries do not influence the integration measure of the functional integral. Corre-
lation functions in the path integral formulation can be computed in the usual way, the only
difference being that the action has a more complicate form at the boundaries. The correlation
functions can then involve functional derivatives of the Boltzmann factor acting also on the
boundary values of the quark fields,
ζ(~x) =
δ
δρ(~x)
, ζ(~x) = − δ
δρ(~x)
, (12.6)
ζ ′(~x) =
δ
δρ′(~x)
, ζ
′
(~x) = − δ
δρ′(~x)
,
if the operators under consideration contain fermions fields close to the boundaries. After
taking the appropriate number of derivatives to build the desired operator, one puts ρ = ρ′ =
ρ = ρ′ = 0 as usual.
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T0
time
space
Ak(T, ~x) = C
′
k
Ak(0, ~x) = Ck
x0
ψ(x)
ψ(x)
ζ(~z)
ζ(~y)
Figure 16: The Schro¨dinger functional, with its time boundaries. Shown is also a correlation function
involving the boundary fields.
The Schro¨dinger functional is not linked to a particular regularization. In fact, it is originally
a continuum construction, and corresponds to the amplitude for the quantum evolution from a
field configuration at the time zero to a field configuration at the time T . A lattice regularization
is of course useful for studying the nonperturbative aspects of QCD, from first principles. When
one chooses to set the Schro¨dinger functional on the lattice, 47 the fact that it is defined in a
finite volume brings interesting features.
The choice of temporal boundary conditions specified above implies that zero modes are
absent at the lowest oder of perturbation theory. For zero quark masses the lowest eigenvalue
of the Dirac operator is then of order 1/L. The frequency gap on the quark and gluon fields
remains of order 1/L even in the interacting theory, and this means that one can perform
47Usually one takes as lattice action in the interior the Wilson action, which is probably the simplest setting
for a lattice Schro¨dinger functional.
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simulations with quark masses close to zero without encountering singularities, because an
infrared cutoff is provided by the lattice size, L.
A lattice of finite volume usually gives rise to systematic errors, but here the situation is
completely different. The Schro¨dinger functional is used as a finite volume renormalization
scheme, where the renormalized quantities are specified at the scale µ = 1/L and for vanishing
quark masses. 48 This is something quite different from the usual lattice calculations, where
the renormalization scale is independent of the lattice size, and is instead determined by the
lattice spacing. Thus, there cannot be by definition any finite volume effects in the Schro¨dinger
functional. The finite volume is instead used to probe the theory and specify the renormalization
prescriptions.
We stress again that the Schro¨dinger functional is a continuum scheme, because the scale at
which the theory is renormalized is not proportional to the inverse of the lattice spacing, and
so it can also be defined for a theory with zero lattice spacing. In practice however everything,
from Monte Carlo simulations to perturbation theory, is carried out using lattice techniques.
For instance, the perturbative calculations used for the running coupling in the Schro¨dinger
functional that we mentioned in Section 2 were all done on the lattice. 49 At the end one can
extrapolate the results obtained at different lattice spacings to the continuum limit, where the
Schro¨dinger functional is well defined. Then it helps that the Λ parameter is much closer to
the continuum that usual Λ parameters defined on the lattice. For the theory with zero flavors
one has
ΛSF
ΛMS
= 0.48811(1). (12.7)
This is related to the fact that this scheme seems “closer” to the MS scheme, as we have also
discussed at the end of Section 2.
The Schro¨dinger functional scheme can also be supplemented with powerful finite-size recur-
sive techniques, which allow to perform renormalization calculations which span a wide range
of energies. Wilson suggested to introduce a renormalization group transformation so that one
can cover large scale differences in a recursive manner (Wilson, 1980), and these ideas were then
developed in (Lu¨scher, 1983), (Lu¨scher et al., 1992) and (Jansen et al., 1996; Lu¨scher et al.,
1996). Nice summaries of these techniques are also given in (Lu¨scher, 1997), (Sommer, 1997)
and (Lu¨scher, 2002) The evolution of renormalized coupling and masses can then be studied
from rather low to rather high energies. This allows nonperturbative studies to be carried out
with a good control over the systematic errors.
We would like to sketch how this nonperturbative renormalization over many scales is ac-
complished. One takes a sequence of pairs of lattices, where in each pair a lattice has size L and
48Usually one chooses T = 2L or T = L, and everything in the theory is then referred to the scale L. It seems
that some systematic errors are more pronounced in the case T = 2L, and T = L is then usually preferred (Sint
and Weisz, 1999).
49A one-loop calculation of the Schro¨dinger functional in dimensional regularization can be found in (Sint,
1995).
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the other one has size L′ = 2L, and computes the renormalized parameters at the new scale
µ′ = µ/2 knowing them at the scale µ = 1/L, maintaining in the process the bare parameters
fixed. 50 This defines step scaling functions σ, which for the renormalized coupling and masses
are given by 51
g2(2L) = σ(g2(L)) (12.10)
ZP (2L) = σP (ZP (L)) · ZP (L). (12.11)
These are a kind of integrated form of the β and τ functions (see Eqs. (10.3) and (10.29)).
The errors on these step scaling functions can be rendered rather small when for each L one
repeats the lattice computations for a few different values of a and then extrapolates them to
the continuum limit in the O(a) improved theory. One does not need large lattices at all, and
in fact lattices as small as L/a = 5 have been used. For the coupling and mass calculations it
has never been necessary to consider lattices larger than L′/a = 32.
The step scaling functions σ and σP are used recursively to go from very high to very low
scales. Once the renormalized quantities are computed at the new scale L′ = 2L, this is taken
as the starting scale for the computation of the renormalized quantities at L′′ = 2L′ = 4L, and
this process is repeated until after n steps one reaches the scale L(n) = 2nL. One has then
completed the evolution of the renormalized parameters from the energy µ to the energy µ/2n.
The low-energy end of this evolution should correspond to a scale at which one can safely match
the renormalized quantities to some low-energy hadronic quantities. In this way one fixes the
relations between the bare coupling and masses and the renormalized coupling and masses at
that scale. This matching can again be done without the use of large lattices. At the high-energy
end one uses perturbation theory, which is completely safe there (see Figs. 1 and 2), to compute
the Λ parameter and the renormalization group invariant masses (Eqs. (10.13) and (10.34)
respectively). Once these numbers are known, one can easily carry out the matching of the Λ
parameter to the MS scheme or to other continuum schemes, via continuum calculations only.
We remind that the renormalization group invariant masses do not depend on the scheme, and
thus is only the Λ parameter which needs an additional conversion to MS.
50The renormalized strong coupling is defined as the response of the functional to the variation of the gauge
fields at the boundaries.
51In practice the PCAC relation
∂µAµ(x) = 2m · P (x) (12.8)
is used to define the masses, so that the renormalization of the mass is proportional to ZA/ZP , and since ZA
does not evolve with the scale the scale evolution of the renormalized mass is proportional to the inverse of the
renormalization of the pseudoscalar density:
m(µ) =
ZA
ZP (L)
m0, µ =
1
L
. (12.9)
We remind that the local currents are not conserved on the lattice, and they are renormalized by the strong
forces, so that their Z’s are different from one.
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We have thus been able to connect the nonperturbative infrared sector of the theory with
the high-energy perturbative regime. This is the only method which allows such a remarkable
thing. With the Schro¨dinger functional coupled with the recursive finite-size scaling techniques
one can cover large scale differences, which can be of more than two orders of magnitude.
One can arrive at energies of more than 100 GeV (as in Figs. 1 and 2). In order to achieve
this with conventional methods it would be necessary to contain all relevant scales in a single
lattice, which is impossible. The Schro¨dinger functional acts in this process only as an inter-
mediate renormalization scheme. Everything can be computed nonperturbatively and when
improvement is also implemented the systematic errors are then completely controlled.
The methods that we have just described have allowed to establish the best lattice result
that we currently have for the Λ parameter of QCD,
ΛMS = 238± 19 MeV , (12.12)
in the theory with zero flavors (Capitani et al., 1999c). In this work also the nonperturbative
relation between the bare masses and the renormalization group invariant masses has been
determined with a rather small error. A spinoff of the latter calculation has been the com-
putation of the nonperturbative renormalization of the scalar quark condensate using overlap
fermions (Herna´ndez et al., 2001; Herna´ndez et al., 2002). This is possible for one thing because
in a regularization which respects chiral symmetry one has
ZS = ZP =
1
ZM
, (12.13)
and therefore the knowledge of the renormalization of the mass translates immediately in the
determination of the renormalization of the scalar current, and furthermore because the renor-
malization group invariant masses are independent of the scheme, and thus they are the same
whichever lattice action is used. This means that one can then compute the renormalization of
the mass in the overlap formulation by comparing
MRGI = Z
ov
M (g0)mov(g0) (12.14)
MRGI = Z
W
M (g
′
0)mW(g
′
0), (12.15)
where ZWM , the relation between the bare mass in the Wilson formulation and the renormaliza-
tion group invariant mass, has been nonperturbatively determined using the finite-size scaling
techniques and the Schro¨dinger functional as an intermediate scheme (Capitani et al., 1999c).
Thus, ZovM can be computed by evaluating the ratio of the bare masses in the two schemes,
which can be done imposing that some renormalized quantity at a certain scale assumes the
same value in both schemes. Finally, the knowledge of ZovM , because of Eq. (12.13), allows the
determination of the renormalization factor connecting the bare condensate to the renormal-
ization group invariant condensate.
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This kind of reasoning can be applied to other physical situations and other lattice actions. It
shows how important the calculations made using the Schro¨dinger functional can be in practice,
and how the results obtained using the finite-size scaling techniques can have implications
beyond the Schro¨dinger functional and the Wilson action.
Let us now turn our attention to perturbation theory, which in the Schro¨dinger functional
has its own peculiarities, and is more complicated than average. For details on the perturbative
setting the reader can consult the article of (Lu¨scher and Weisz, 1996). There is an asymmetry
between spatial indices and the temporal index, and the perturbative calculations are not
visually 4-dimensional covariant. This is due to the fact that the Schro¨dinger functional has
no periodic boundary conditions in the time direction, and so translational invariance is lost
and Fourier transforms can be done only in the spatial directions. Thus one works in the
time-momentum representation, and uses quantities like
q(x0, ~p), (12.16)
the three-dimensional Fourier transform of a function q(x) of coordinate space. The presence of
the boundaries also renders the form of the propagators quite complicated. Moreover, usually
the improved theory is considered and this causes the calculations to be even more involved. In
fact, to improve the Schro¨dinger functional to order a, in addition to the usual Sheikholeslami-
Wohlert term one also needs some O(a) boundary counterterms, both for the gluon part and
for the quark part of the action.
Let us then consider the O(a) improved theory. The quark propagator obeys the equation(
D + δDv + δDb +m0
)
S(x, y) = a−4δxy, 0 < x0 < T, (12.17)
with the boundary conditions
P+S(x, y)
∣∣∣
x0=0
= P−S(x, y)
∣∣∣
x0=T
= 0, (12.18)
where the improvement counterterm to the Dirac operator in the interior is the same as for the
Wilson action, namely the Sheikholeslami-Wohlert term
δDvψ(x) = csw
i
4
aσµνF
clover
µν (x)ψ(x), (12.19)
but there are also additional counterterms at the boundaries,
δDbψ(x) = (c˜t−1)1
a
[
δx0,a
[
ψ(x)−U †0 (x−a0ˆ)P+ψ(x−a0ˆ)
]
+δx0,T−a
[
ψ(x)−U0(x)P−ψ(x+a0ˆ)
]]
,
(12.20)
where c˜t is an improvement coefficient corresponding to these fermion boundary counterterms.
In perturbation theory it is convenient to make the decomposition
ψ(x) = ψcl(x) + χ(x), ψ(x) = ψcl(x) + χ(x), (12.21)
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where the classical field satisfies the Dirac equation(
D + δDv + δDb +m0
)
ψcl(x) = 0, 0 < x0 < T, (12.22)
and has boundary values
P+ψcl(x)|x=0 = ρ(~x), P−ψcl(x)|x=T = ρ′(~x) (12.23)
(see Eq. (12.1)). A similar decomposition holds for ψcl. In terms of the boundaries the classical
field has the expression
ψcl(x) = a
3
∑
~y
c˜t
[
S(x, y)U †0(y − a0ˆ)ρ(~y)
∣∣∣
y0=a
+ S(x, y)U0(y)ρ
′(~y)
∣∣∣
y0=T−a
]
. (12.24)
A useful property of this decomposition is that the quantum components χ(x) have vanishing
boundary values. The fermionic action splits as
Simpf [U, ψ, ψ] = S
imp
f [U, ψcl, ψcl] + S
imp
f [U, χ, χ], (12.25)
and the quantum and classical components are then completely independent. The generating
functional with fermionic sources η, η is given by
logZf = logZf
∣∣∣
ρ′=...=η=0
−a3∑
~x
[
1
2
ac˜s
[
ρ(~x)γk(∇⋆k +∇k)ρ(~x) + ρ′(~x)γk(∇⋆k +∇k)ρ′(~x)
]
−c˜t
[
ρ(~x)U0(x− a0ˆ)ψcl(x)
∣∣∣
x0=a
+ ρ′(~x)U †0 (x)ψcl(x)
∣∣∣
x0=T−a
]]
+a8
∑
x,y
η(x)S(x, y)η(y) + a4
∑
x
[
η(x)ψcl(x) + ψcl(x)η(x)
]
, (12.26)
where c˜s is an improvement coefficient corresponding to this other kind of fermion counterterms
at the boundaries (entirely contained in the timeslices at x0 = 0 and x0 = T ). This now allows
upon differentiation to derive the basic contractions, among which we find 52[
ψ(x)ψ(y)
]
= S(x, y), (12.27)[
ψ(x)ζ(~y)
]
=
δψcl(x)
δρ(~y)
= c˜tS(x, y)U
†
0(y − a0ˆ)P+
∣∣∣
y0=a
, (12.28)
[
ζ(~z)ψ(x)
]
=
δψcl(x)
δρ(~z)
= c˜tP−U0(z − a0ˆ)S(z, x)
∣∣∣
z0=a
. (12.29)
52The square brackets denote fermion correlations in a given gauge field.
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Using these contractions one can construct for example the correlation function of the axial
current, inserted at the time x0, which is (see Fig. 16)
fA(x0) = a
6
∑
~y,~z
1
2
〈
Tr
{ [
ζ(~z)ψ(x)
]
γ0γ5
[
ψ(x)ζ(~y)
]
γ5
}〉
, (12.30)
where 〈· · ·〉 denotes gluon averages. The complete list of contractions is given in (Lu¨scher and
Weisz, 1996).
We give here the explicit expression of the quark propagator, which has a quite complicated
form, even in the unimproved theory (c˜t = c˜s = 1). One has
S(x, y) =
(
D† +m0
)
G(x, y), 0 < x0, y0 < T, (12.31)
where
G(x, y) =
1
L3
∑
~p
ei~p(~x−~y)
−2ia−1 sin ap+0 A(~p+)R(p+)
(12.32)
×
{
(M(p+)− ia−1 sin ap+0 )e−ω(~p
+)|x0−y0| + (M(p+) + ia−1 sin ap+0 )e
−ω(~p+)(2T−|x0−y0|)
−(M(p+) + iγ0a−1 sin ap+0 )e−ω(~p
+)(x0+y0) − (M(p+)− iγ0a−1 sin ap+0 )e−ω(~p
+)(2T−x0−y0)
}
,
for 0 ≤ x0 ≤ T , with
p+µ = pµ +
θµ
L
(12.33)
A(~q) = 1 + a
(
m0 +
2
a
3∑
k=1
sin2
aqk
2
)
(12.34)
R(q) = M(q)
[
1− e−2ω(~q)T
]
− i
a
sin aq0
[
1 + e−2ω(~q)T
]
(12.35)
M(q) = m0 +
2
a
∑
µ
sin2
aqµ
2
(12.36)
and
p0 = p
+
0 = iω(~p
+)mod
2π
a
, (12.37)
where ω(~q) is given by
sinh
[a
2
ω(~q)
]
=
a
2
√√√√ 1a2 ∑3k=1 sin2 aqk + 1a2 (A(~q)− 1)2
A(~q)
. (12.38)
The angle θ in the formulae above is the finite-size momentum which comes from the boundary
conditions in the spatial directions (or rather from the modified covariant derivative, Eq. (12.4)).
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We can see that things easily become rather technical. We want here to report also the expres-
sion of the gluon propagator, which in the Feynman gauge is given by
Dµν(x, y) =
1
L3
∑
~p
ei~p(~x−~y)dµν(x0, y0; ~p), (12.39)
with
d00(x0, y0; ~p) =
a
sinh(εa) sinh(εT )
cosh
[
ε
(
T − x0 − 1
2
a
)]
cosh
[
ε
(
y0 +
1
2
a
)]
(12.40)
dkj (x0, y0; ~p) = δkj
a
sinh(εa) sinh(εT )
sinh
[
ε(T − x0)
]
sinh
(
εy0
)
(12.41)
for nonzero ~p, and
d00(x0, y0;~0) = y0 + a (12.42)
dkj(x0, y0;~0) = δkj (T − x0)y0
T
(12.43)
for ~p = 0. The “energy” ε is here given by
cosh(aε) = 1 + 2
3∑
k=1
sin2
apk
2
. (12.44)
The mixed components d0k and dk0 vanish. The above expression is valid for x0 ≥ y0, and for
y0 > x0 one uses the symmetry
dµν(y0, x0; ~p) = dνµ(x0, y0; ~p). (12.45)
For more technical details, and for the remaining parts of the perturbative setting like the gauge
fixing (which is quite complicated), see (Lu¨scher et al., 1992; Lu¨scher and Weisz, 1996) and
also (Kurth, 2002), where the renormalization of the quark mass has been computed at one
loop. The Feynman rules for the gluon vertices are given in (Palombi, Petronzio and Shindler,
2002).
The Schro¨dinger functional has been very useful also for the computation of many improve-
ment coefficients. In particular the O(a) corrections to the PCAC relation were used to fix
csw, and because a mass term is present in this relation the Schro¨dinger functional is much
more appropriate for this determination than, say, usual Wilson fermions. Also calculations of
moments of structure functions have been done using the Schro¨dinger functional, coupled to the
recursive finite-size scaling technique with which to define appropriate step scaling functions for
the relevant operators. These calculations are reported in (Bucarelli et al., 1999), in (Guagnelli,
Jansen and Petronzio, 1999a; 1999b; 1999c; 2000) and in (Jansen, 2000; Palombi, Petronzio
and Shindler, 2002). Perturbation theory is in this case quite cumbersome. The covariant
derivatives make everything more complicated, because of the phase factors and the boundary
fields.
We conclude mentioning that also a few two-loop calculations have been completed using
the Schro¨dinger functional (Wolff, 1995; Narayanan and Wolff, 1995; Bode, Wolff and Weisz,
1999; Bode, Weisz and Wolff, 2000a; Bode, Weisz and Wolff, 2000b).
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13 The hypercubic group
With this Section we begin to explain in a more detailed way how lattice perturbative calcu-
lations are actually done. As a first thing, it is useful to discuss the symmetry group of the
lattice and see what are the consequences of the breaking of Lorentz invariance.
On the lattice one inevitably ends up with a discrete group. The symmetry group of
the discrete rotations of a four-dimensional hypercubic lattice onto itself is a crystallographic
group, denoted by W4 and called the hypercubic group. This is the group of π/2 rotations on
the six lattice planes with the addition of the reflections (so that parity transformations are also
included). It consists of 384 elements and 20 irreducible representations (Baake, Gemu¨nden
and Oedingen, 1982; Baake, Gemu¨nden and Oedingen, 1983; Mandula, Zweig and Govaerts,
1983a).
The hypercubic group is a subgroup of the orthogonal groupO(4), which is the Lorentz group
analytically continued to euclidean space. One of the main difficulties in doing perturbative
calculations on the lattice arises from the fact that the (euclidean) Lorentz symmetry breaks
down to the hypercubic W4 symmetry. The lattice has then a reduced symmetry with respect
to the continuum, and many more mixings arise, as we will see in the next Section.
Let us first consider the special hypercubic group, SW4, consisting of proper rotations
without reflections, which has 192 elements and 13 irreducible representations. Five of these
representations (of dimensions 1, 1, 2, 3 and 3) are connected to the 4-dimensional group of
permutations, S4. There are then four representations of O(4) which remain irreducible under
the special hypercubic group:
(1, 0), (0, 1), (
1
2
,
1
2
), (
3
2
,
1
2
). (13.1)
The product of the first three of these representations with the completely antisymmetric
representation of the permutation group S4 gives three other representations of SW4 (which
have the same dimensionality), while (3
2
, 1
2
) is invariant under this operation and the hypercubic
representations (1
2
, 3
2
) and (3
2
, 1
2
) turn out to be the same.
So far we have then been able to identify 12 representations. These is still another rep-
resentation, which has dimension 6. The complete list of the representations of the special
hypercubic group SW4 is thus given by:
11, 12, 2, 31, 32, 33, 34, 35, 36, 41, 42, 6, 8, (13.2)
where subscripts label different representations with the same dimensionality. This group is a
subgroup of SO(4), the special orthogonal group.
We now discuss the representations of the group W4. Including the reflections doubles the
number of group elements, but not the number of the representations. This comes out from
the fact that, contrary to what happens in three dimensions for the case of the cubic group,
the hypercubic group is not the direct product of the rotation group and the reflection group.
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The reason is that the reflection of all four axes is still a rotation, which is not true for the
reflection of three axes in three dimensions. Therefore, the representations do not double, and
from 13 they only become 20. What happens is that 9 of these 13 just double (generating the
representations with opposite parity), while the remaining 4, all of dimension 3, merge into two
6-dimensional representations which are reflection invariant. In particular, the 33 and 34 of
SW4 merge into the 61 of W4, and the 35 and 36 of SW4 merge into the 62 of W4. The other
representations of SW4 just double. We can then give the complete list of the representations
of W4:
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11, 12, 13, 14, 21, 22, 31, 32, 33, 34, 41, 42, 43, 44, 61, 62, 63, 64, 81, 82. (13.3)
The representation 41 is the canonical one, which corresponds to an object with a Lorentz
index, like (1
2
, 1
2
) is in the continuum. When we are interested in the behavior of lattice
operators which have more than one Lorentz index, we have to look at which representations
of the hypercubic group are contained in the tensor products of the 41 with itself, and compare
the result with what happens in the continuum, where one has to consider the tensor products
of the (1
2
, 1
2
) with itself. The relation between these two expansions determines what kind of
mixings arise when one computes radiative corrections of lattice matrix elements (apart from
additional mixings due to the breaking of chiral symmetry or of other symmetries).
14 Operator mixing on the lattice
Since W4 is a subgroup of O(4), a continuum operator which belongs to a given irreducible
representation the (euclidean) Lorentz group becomes in general a sum of irreducible represen-
tations of the part of that group that still remains a symmetry on the lattice, the hypercubic
group. The continuum operator can then belong to various distinct lattice representations,
according to the way in which its indices are chosen. This implies than on the lattice the
possibilities for mixings under renormalization are larger than in the continuum, and mixings
can arise which are pure lattice artifacts and which have to be carefully treated. The number of
independent renormalization factors in a lattice calculation is then in general larger than in the
continuum. In particular, operators which are multiplicatively renormalizable in the continuum
may lose this property on the lattice. 54
Thus, the mixing of lattice operators under renormalization presents features which are often
significantly different from the corresponding continuum theory. In general the mixing patterns
53It could be useful to note that our notation Nm corresponds to the representation τ
(N)
m (or sτ
(N)
m for SW4)
in (Baake, Gemu¨nden and Oedingen, 1982).
54The fact that additional operators appear in the mixings is a feature that occurs not only using the lattice
regularization. For example, in continuum calculations using dimensional regularization in the version known as
DRED “evanescent” operators, coming from the additional −2ǫ dimensions, are generated in the intermediate
stages of the calculations.
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are more complicated. Moreover, for Wilson fermions additional mixings (beside those due to
the breaking of Lorentz invariance) can arise because of the breaking of chiral symmetry. For
staggered fermions, the loss of flavor invariance also opens the door for more mixings, although
of a different kind. All these additional mixings are not physical, are just lattice artifacts which
have to be subtracted in order to get physical results from the lattice. In practical terms the
worst situation occurs in the case of mixings with operators of lower dimensions. This implies
that the corresponding lattice renormalization factors contain a power divergent coefficient,
proportional to 1/an. These are a kind of lattice artifact which is not possible to subtract in
perturbation theory.
In short, the Lorentz breaking, as well as the breaking of chiral, flavor or other symmetries
that occur in specific lattice actions, means in general that the multiplicative renormalizability
of continuum operators becomes a mixing when the theory is put on a lattice, in some cases
even with power divergences. The necessary condition for not having any mixing at all is that
the operator belongs to an irreducible representation ofW4, but this is sometimes not sufficient,
as we will see shortly.
14.1 Unpolarized structure functions
Let us discuss some examples involving operators which measure moments of unpolarized struc-
ture functions. 55 These operators appear in the operator product expansion of two electro-
magnetic or weak hadronic currents, and have the form
O{µµ1···µn}(x) = ψ(x) γ{µDµ1 · · ·Dµn} ψ(x). (14.1)
They are symmetric in all their indices and traceless. The operator O{µµ1···µn} measures the n-th
moment, 〈xn〉, of the unpolarized structure functions, that is of the distribution of the momen-
tum of the quarks inside the hadrons. The renormalization of these operators, which presents
particular computational difficulties due to the presence of the covariant derivatives, has been
first studied with Wilson fermions in (Kronfeld and Photiadis, 1985; Corbo`, Franco and Rossi,
1989; Corbo`, Franco and Rossi, 1990; Caracciolo, Curci, Menotti and Pelissetto, 1990; Caracci-
olo, Curci, Menotti and Pelissetto, 1989) and then in (Capitani and Rossi, 1995a; Beccarini et
55It is not possible to compute a complete structure function directly on the lattice. The reason is that the
structure functions describe the physics close to the light cone, and this region of Minkowski space shrinks
to a point when one goes to Euclidean space, where Monte Carlo simulations are performed. However, on a
Euclidean lattice it is possible to compute the moments of the structure functions, using an operator product
expansion: ∫ 1
0
xnF (i)(x,Q2) ∼ C(n,i)(Q
2
µ2
) · 〈h|O(n,i)(µ)|h〉.
The Wilson coefficients contain the short-distance physics, and can be perturbatively computed in the contin-
uum. The matrix elements contain the long-distance physics, and can computed using numerical simulations,
supplemented by a lattice renormalization of the relevant operators.
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al., 1995; Go¨ckeler et al., 1996b; Brower et al., 1997) and (Capitani, 2001a; Capitani, 2001b).
Recent numerical works in full QCD which have made use of these perturbative renormalization
factors are (Dolgov et al., 2001; Dolgov et al., 2002; Dreher et al., 2002) and (Go¨ckeler et al.,
2002), and recent short reviews of perturbative and nonperturbative methods and results can
be found in (Capitani, 2002b; Capitani, 2002c; Negele, 2002).
Perturbative renormalization factors for all these operators have also been computed using
overlap fermions, and are reported in (Capitani, 2001a; Capitani, 2001b; Capitani, 2002a).
We point out that all mixings discussed below, which are artifacts of the lattice, are only
due to the breaking of Lorentz invariance. They have nothing to do with the breaking of chiral
symmetry for Wilson fermions, and therefore they are still present, in exactly the same form,
even when one uses Ginsparg-Wilson fermions.
In the continuum each of these structure function operators belongs to an irreducible rep-
resentation of the Lorentz group. On the lattice they are instead in general reducible, they
become linear combinations of irreducible representations of the hypercubic group, and this is
the reason of the mixings which appear when radiative corrections are computed. More detailed
analyses of these mixings can be found in (Beccarini et al., 1995) and (Go¨ckeler et al., 1996a).
14.1.1 First moment
The operator is Oµν = ψ γµDν ψ, symmetric and traceless.
An object with a single Lorentz index belongs in the continuum to the (1
2
, 1
2
) representation
of the euclidean Lorentz group O(4), while on the lattice it belongs to the 41 representation of
the hypercubic group W4.
The general decomposition of the 16 (nonsymmetrized) tensor components is in the contin-
uum:
(
1
2
,
1
2
)⊗ (1
2
,
1
2
) = (0, 0)⊕ (1, 0)⊕ (0, 1)⊕ (1, 1), (14.2)
while on the lattice is:
41 ⊗ 41 = 11 ⊕ 31 ⊕ 61 ⊕ 63. (14.3)
We have essentially two choices here for the symmetrized operators, that is the two indices
can be different or can be equal. In the latter case, one has also to subtract the trace component.
The first case can be exemplified by considering the operator O{01}, which belongs to the
61 and is multiplicatively renormalizable. We will compute its renormalization constant in
detail in Section 15.4. A representative of the second case is O{00} − 13(O{11} + O{22} + O{33}),
which belongs to the 31 and is also multiplicatively renormalizable. The subtracted trace part
belongs to the 11. Finally, the antisymmetric components (which do not enter in the operator
product expansion for the moments), for example the operator O[01], belong to the remaining
representation in the expansion, the 63.
Since they belong to different representations of W4, the lattice renormalization factors of
the operators O{01} and O{00} − 13(O{11} + O{22} + O{33}) are different, as has been verified by
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explicit calculations; in the continuum however they are the same, as both operators belong to
the (1, 1).
We mention here that from the point of view of Monte Carlo simulations the choice of two
different indices is worse, because in this case one has to choose one component of the hadron
momentum to be different from zero, and this leads to larger systematic effects due to the
granularity of the lattice.
14.1.2 Second moment
The operator is Oµνσ = ψ γµDνDσ ψ, symmetric and traceless.
The general decomposition of the 64 (nonsymmetrized) tensor components of this rank-three
operator is in the continuum:
(
1
2
,
1
2
)⊗ (1
2
,
1
2
)⊗ (1
2
,
1
2
) = 4 · (1
2
,
1
2
)⊕ 2 · (3
2
,
1
2
)⊕ 2 · (1
2
,
3
2
)⊕ (3
2
,
3
2
), (14.4)
while on the lattice is:
41 ⊗ 41 ⊗ 41 = 4 · 41 ⊕ 42 ⊕ 44 ⊕ 3 · 81 ⊕ 2 · 82. (14.5)
We have essentially three choices here for the symmetrized components. One is repre-
sented by the operator O{123}, which belongs to the 42 and is multiplicatively renormalizable.
This choice however is quite unsatisfactory from the point of view of simulations, because two
components of the hadron momentum have to be different from zero, leading to rather large
systematic errors. One should minimize these systematic errors by including as few nonzero
components of the hadron momentum as possible. From this point of view, the optimal choice
is the operator O{111}, which belongs to the 41. Unfortunately this operator mixes with ψ γ1 ψ,
which is a 41 as well. Moreover, the coefficient of this mixing can be seen from dimensional
arguments to be power divergent, 1/a2, and thus this mixing cannot be studied in perturbation
theory.
There is an intermediate choice between having the indices all different or all equal, and
is given by the operator O{011} − 12(O{022} + O{033}), which has no power divergences due to
the particular combination chosen. This operator belongs to an irreducible representation of
W4, but nonetheless is not multiplicatively renormalizable, and mixes with other operators.
The way in which this happens is not trivial, and was first understood in (Beccarini et al.,
1995). The point is that this operator belongs to the 81, but there are three “copies” of
the 81 in the decomposition of Oµνσ. It turns out that two of these copies mix in our case,
at least at the 1-loop level. What happens is that OA = O011 − 12(O022 + O033) and OB =
O101+O110− 12(O202+O220+O303+O330), which have different tree levels (γ0p21− 12(γ0p22+γ0p23)
and 2γ1p0p1− (γ2p0p2+ γ3p0p3) respectively), have different 1-loop corrections and renormalize
with different numerical factors. In other words, O{011} − 12(O{022} + O{033}) = 13(OA + OB)
mixes with an operator of mixed symmetry (nonsymmetrized).
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We have thus seen that the choice of indices for this rank-three operator is very important,
and has practical consequences for the Monte Carlo simulations as well as for the calculation
of renormalization factors.
In the continuum, all the cases discussed above for O{µνσ}, including O{111}, belong to the
(3
2
, 3
2
), and therefore they have the same renormalization constant, and of course no mixing
problem.
14.1.3 Third moment
The operator is Oµνσρ = ψ γµDνDσDρ ψ, symmetric and traceless.
The general decomposition of the 256 (nonsymmetrized) tensor components is in the con-
tinuum:
(
1
2
,
1
2
)⊗ (1
2
,
1
2
)⊗ (1
2
,
1
2
)⊗ (1
2
,
1
2
) = 4 · (0, 0)⊕ 6 · (1, 0)⊕ 6 · (0, 1)⊕ 2 · (2, 0)⊕ 2 · (0, 2)
⊕9 · (1, 1)⊕ 3 · (2, 1)⊕ 3 · (1, 2)⊕ 2 · (2, 2), (14.6)
while on the lattice is:
41 ⊗ 41 ⊗ 41 ⊗ 41 = 4 · 11 ⊕ 12 ⊕ 14 ⊕ 3 · 21 ⊕ 2 · 22 ⊕ 7 · 31 ⊕ 3 · 32 ⊕ 3 · 33 ⊕ 3 · 34
⊕10 · 61 ⊕ 6 · 62 ⊕ 10 · 63 ⊕ 6 · 64. (14.7)
Without entering a detailed discussion, here we only say that it turns out that among the
symmetrized operators only O{0123}, which belongs to the 12 representation, is multiplicatively
renormalizable. Any other choice leads to some mixings, in some cases with power-divergent
coefficients.
A special case is given by the operator O{0011} + O{3322} − O{0022} − O{3311}, which belongs
to the 21 and in principle mixes with two other operators of mixed symmetry which have very
complicated expressions, as shown in (Go¨ckeler et al., 1996a). However, at one loop this mixing
is not seen and we can consider this operator to be multiplicatively renormalizable. The tadpole
coming from this operator (as well as the one corresponding to O{0123}) will be computed in
detail in Section 18.3.
14.1.4 Higher moments
The operator for the fourth moment is Oµνσρτ = ψ γµDνDσDρDτ ψ, symmetric and traceless.
We have seen that going from the first to the second and then to the third moment the
mixing structure becomes more and more complicated. For the fourth moment and higher, that
is for operators at least of rank five, a new feature occur: mixings which imply power-divergent
coefficients becomes unavoidable, because at least two of the indices are bound to be equal.
One can always find lower-dimensional operators with the same transformation properties, and
it is not possible to avoid a power-divergent renormalization factor.
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Furthermore, even the finite mixings become much more complicated and quite entangled,
since there happen to be a lot of “copies” of the same representations around. For example,
the rank-five operator has the decomposition
41 ⊗ 41 ⊗ 41 ⊗ 41 ⊗ 41 = 31 · 41 ⊕ 20 · 42 ⊕ 15 · 43 ⊕ 20 · 44 ⊕ 45 · 81 ⊕ 40 · 82. (14.8)
For the higher moments it seems then rather unlikely to find an operator which does not mix
and does not have power divergences.
14.2 A mixing due to breaking of chiral symmetry: ∆I = 1/2 oper-
ators
We now discuss a case in which some of the operator mixings that take place are entirely due
to the breaking of chiral symmetry by Wilson fermions. We show then that the calculations
on the lattice become much simpler and more manageable when overlap fermions are instead
used. The physics is the one of strangeness-changing weak decays, and the operators that we
consider appear in the part of the ∆S = 1 effective weak nonleptonic Hamiltonian which is
relevant for ∆I = 1/2 transitions (Gaillard and Lee, 1974; Altarelli and Maiani, 1974; Altarelli
et al., 1981; Buras and Weisz, 1990; Buras et al., 1992). The ∆I = 1/2 amplitudes, as is well
known, are experimentally much greater than the ∆I = 3/2 amplitudes. This phenomenon is
called “octet enhancement” or “ ∆I = 1/2 rule”, and to this day has not been theoretically
understood.
The ∆I = 1/2 bare operators that we consider are, for scales above the charm mass and
below the bottom mass,
O± = (O1 − Oc1)± (O2 − Oc2), (14.9)
with 56
O1 = (s
aγµLu
b) (ubγµLd
a) (14.10)
O2 = (sγ
µ
Lu) (uγ
µ
Ld) (14.11)
Oc1 = (s
aγµLc
b) (cbγµLd
a) (14.12)
Oc2 = (sγ
µ
Lc) (cγ
µ
Ld). (14.13)
Without entering into many details, we sketch the structure of their mixing on the lattice.
When Wilson fermions are used, these operators need in order to be renormalized the
subtraction of several other operators of the same and of lower dimensionality. The pattern of
mixing is as follows:
Ô± = Z
W
±
[
O± +
∑
i
C6,i± · O6,i± (14.14)
56When color indices are not shown they are trivially contracted, i.e., the operators are color singlets.
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+(mc −mu)C5± · isσµνF µνd+ a(mc −mu)(md −ms) C˜5± · isσµν F˜ µνd
+
1
a2
(mc −mu)C3± · sd+
1
a
(mc −mu)(md −ms) C˜3± · sγ5d
]
+O(a2).
All dimension-6 operators O6,i± have opposite chirality with respect to O±. The precise form of
them, which is given in (Martinelli, 1984), will not interest us here. 57
A remarkable thing is that the coefficients of the mixings with the dimension-5 operators,
which could in principle diverge like 1/a, are instead, thanks to the Glashow-Iliopoulos-Maiani
(GIM) mechanism, finite. This happens because the GIM mechanism says that this mixing
should be zero for mc = mu, and then a mass factor mc −mu takes the place in which a factor
1/a would otherwise be.
The coefficients of the mixings with the dimension-3 operators could in principle diverge like
1/a3. The GIM mechanism and, for the parity-violating operator, also a factor md−ms due to
the CPS symmetry (which combines C, P and the exchange of the s and d quarks (Bernard
et al., 1985)), renders these power divergences less severe. Still, the fact that these mixings
remain power divergent makes impossible to calculate the full renormalization of the ∆I = 1/2
operators using perturbation theory. What can be computed in perturbation theory is only
the overall renormalization ZW , which is logarithmically divergent, the coefficients C6,i± , and
the coefficients C5± and C˜
5
±, which however require a two-loop calculation, which has been done
in (Curci et al., 1988) for C5±.
Let us now see what happens when fermions which respect chiral symmetry are used. The
renormalization is in this case given by: 58
Ô± = Z
ov
±
[
O± + (m
2
c −m2u)Cm± ·
(
(md +ms) sd+ (md −ms) sγ5d
)]
+O(a2). (14.15)
We can see that chiral symmetry has brought a big change in the pattern of subtractions.
First of all, chiral symmetry forbids in a direct way any mixings with the other dimension-6
operators, O6,i± , which are of opposite chirality. Furthermore, the GIM mechanism from linear
becomes now, when combined with chiral symmetry, quadratic, and thus it gives coefficients
proportional to m2c − m2u, like in the continuum. This mass factor counts for two powers of
1/a. Finally, the mixing coefficients with parity-conserving and parity-violating operators are
57The study of weak operators on the lattice has a long history, and several perturbative calculations have
been done using Wilson fermions (Cabibbo, Martinelli and Petronzio, 1984; Martinelli, 1984; Maiani et al.,
1987; Bernard, Soni and Draper, 1987). Recent results for four-fermion operators can be found in (Gupta,
Bhattacharya and Sharpe, 1997). Four-fermion operators are also useful for other problems, like the renor-
malization of higher-twist operators in deep inelastic scattering, and in this case they have a different color,
spin and flavor structure (Capitani et al., 1999a; Capitani et al., 2000a; Capitani et al., 2000b; Capitani et al.,
2001a).
58We should mention that to construct overlap operators which have the right chiral properties γµL has to be
replaced by γµL(1− a2ρD), and similarly for the other bilinears, so that for example sd becomes s(1− a2ρD)d.
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now the same. The parity-conserving operators then acquire an additional factor (md + ms)
which mirrors the factor (md − ms) coming from the CPS symmetry for the parity-violating
operators. This eats away another factor of a.
As a result, the mixings with the dimension-5 magnetic operators, which were finite in
Wilson, become now of order a2, and hence one does not have to take into account these
mixings at all, even in the improved theory. What is remarkable is that after all these new
mass factors are inserted the mixings with the dimension-3 operators sd and sγ5d (which were
power divergent in Wilson) become finite. Thus, the renormalization of the ∆I = 1/2 matrix
elements can now be carried out entirely with perturbative methods, because there are no
power-divergent coefficients when one uses overlap fermions (Capitani and Giusti, 2001).
15 Analytic computations
Analytic computations of Feynman diagrams in lattice QCD present quite a few new and
interesting features with respect to the continuum. Of course standard rules like a minus sign
for each fermionic loop, which derive from the general properties of the path integral and the
Wick theorem, continue to be valid on the lattice. The combinatorial rules are also similar to
the continuum. But there are a few technicalities, many of them connected to the breaking
of Lorentz invariance, which the reader should be aware of. We will discuss many of them in
this Section. We will first introduce the power counting theorem on the lattice and see how
divergent integrals can be treated. We will then show in detail the calculation of a matrix
element at one loop, using Wilson fermions. A few comments about calculations with overlap
fermions and with fat links will be also made.
15.1 The power counting theorem of Reisz
On the lattice the functions to be integrated are periodic (with period 2π/a), and a power
counting theorem which is appropriate for this kind of integrals, and which accounts for their
properties in the the continuum limit, has been established by Reisz (1988a; 1988b; 1988c;
1988d). This power counting theorem, like the one in the continuum (Hahn and Zimmermann,
1968), is very useful for the treatment of divergent integrals, and is fundamental for proving
the renormalizability of lattice gauge theories.
We will follow the presentation of (Lu¨scher, 1990), where somewhat milder conditions are
required than in the original papers. Let us then consider a generic lattice integral at L loops,
which will have the general form
I =
∫ π
a
−π
a
d4k1
(2π)4
· · ·
∫ π
a
−π
a
d4kL
(2π)4
V (k, q;m, a)
C(k, q;m, a)
, (15.1)
where qi (i = 1, . . . , E) are the external momenta and m stands for the masses of the theory.
The numerator V contains all vertices and the numerators of the various propagators, while
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the denominator C is the product of the denominators of these propagators. This overall
denominator is assumed to have the structure
C(k, q;m, a) =
I∏
i=1
Ci(li;m, a), (15.2)
where I is the number of internal lines of the diagram, and the line momenta li(k, q) carried by
them are linear combinations of the integration variables kj and the external momenta qj. For
the power counting theorem to be valid, a few conditions have to be satisfied by the numerator
V , the denominators Ci and the line momenta li. These conditions can be stated as follows.
(V1) There exists an integer ω and a smooth function F such that
V (k, q;m, a) = a−ωF (ak, aq; am), (15.3)
and F is periodic in aki and a polynomial in am.
(V2) The continuum limit of the numerator,
P (k, q;m) = lim
a→0
V (k, q;m, a), (15.4)
exists.
(C1) There exist smooth functions Gi satisfying
Ci(li;m, a) = a
−2Gi(ali; am), (15.5)
and the Gi’s are periodic in ali and polynomials in am.
(C2) The continuum limit of all Ci’s exists, and is given by
lim
a→0
Ci(li;m, a) = l
2
i +m
2
i , (15.6)
where the positive masses mi are combinations of the original masses m.
(C3) There exist positive constants a0 and A such that
|Ci(li;m, a)| ≥ A(lˆ2i +m2i ) (15.7)
for all a ≤ a0 and all li’s.
(L1) All line momenta satisfy
li(k, q) =
L∑
j=1
aijkj +
E∑
l=1
bilql, (15.8)
for aij integer and bil real.
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(L2) Given the linear combinations
pi(k) =
L∑
j=1
aijkj (15.9)
and the associated set
L = {k1, . . . , kL, p1, . . . , pI}, (15.10)
and considering u1, . . . , uL linearly independent elements of L, then
ki =
L∑
j=1
cijuj (15.11)
holds, with cij integer.
The conditions L1 and L2 define a “natural” choice of line momenta. It is important that the
coefficients aij in L1 and cij in L2 are integers. These conditions guarantee that shifting inte-
gration variables by 2π/a and choosing some of the line momenta as new integration variables
still gives a periodic integrand and does not change the domain of integration.
The condition C3 is one of the most significant. While the other conditions are rather weak,
and are fulfilled by any reasonable theory, this one is strongly discriminating against certain
type of integrands. Condition C3 is in fact satisfied by scalars as well as by Wilson and overlap
fermions, but not by naive fermions and staggered fermions. Essentially this condition asks that
the denominators Ci diverge like 1/a
2 when the momenta li are at the edges of the Brillouin
zone, which is sufficient to forbid any doublers in that region.
We need now a definition of the degree of divergence of an integrand. The degree of diver-
gence of the numerator is defined from its asymptotic behavior,
V (λk, q;m, aλ)
λ→∞
= Kλdeg V +O(λdegV−1), (15.12)
where K 6= 0, and similarly for the degree of divergence of the denominator, degC. The lattice
degree of divergence takes into account the behavior of the integrand functions not only for
small lattice spacing, but also for large loop momenta k ∼ 1/a. The degree of divergence of
the integral I is then given (in four dimensions) by
deg I = 4 + deg V − degC. (15.13)
Finally, for integrals beyond one loop we need to introduce the notion of Zimmermann sub-
spaces, which are linear subspaces of the momenta. Let us consider L linear independent
elements of the set of momenta L defined in condition L2,
u1, . . . , ud, v1, . . . , vL−d, (d ≥ 1), (15.14)
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and take them as new integration variables. If we now fix v1, . . . , vL−d to some value, we obtain
a 4d-dimensional Zimmermann subspace, spanned by u1, . . . , ud.
59 The degree of divergence
for V in this Zimmermann subspace is then defined as
V (k(λu, v), q;m, aλ)
λ→∞
= KλdegZ V +O(λdegZ V−1), (15.15)
where K 6= 0, and similarly for Ci. This allows to study the behavior of the integrand when
only some of the momenta are large.
The theorem of Reisz says that the continuum limit of the integral I in Eq. (15.1) exists if
degZ I < 0 for all its possible Zimmermann subspaces Z, and in this case is given by integrating
the naive continuum limit of the integrand (as in conditions V2 and C2):
lim
a→0
I =
∫ ∞
−∞
d4k1
(2π)4
· · ·
∫ ∞
−∞
d4kL
(2π)4
P (k, q;m)∏I
i=1(l
2
i +m
2
i )
. (15.16)
Thus, in this case we have reduced the initial problem to the computation of a simpler continuum
integral, which is absolutely convergent. The theorem can also be formulated in the case in
which massless propagators are present, but then one has also to introduce infrared degrees of
divergence (Reisz, 1988b; 1988d).
The proof of the power counting theorem is rather complicated and goes beyond the scope
of this review. We refer the interested reader to the original papers (Reisz, 1988a; 1988b; 1988c;
1988d).
We now discuss a couple of examples which illustrate the meaning of the theorem of Reisz.
Let us consider the one-dimensional integral
I(N) =
∫ π
a
−π
a
dk
2π
1
N2
a2
sin2
ak
N
+m2
, (15.17)
which when N = 1 describes naive fermions and when N = 2 describes scalar particles. Doing
naively the limit a→ 0 of the integrand and of the integration region gives∫ ∞
−∞
dk
2π
1
k2 +m2
=
1
2m
, (15.18)
which is independent of N . The true value of the integral at finite a can be computed using
the Schwinger representation
1
x2 +m2
=
∫ ∞
0
dα e−α(x
2+m2), (15.19)
so that it becomes
I(N) =
2a
N2
∫ ∞
0
dy e
−
(
1+ 2a
2m2
N2
)
y
I0(y), (15.20)
59One does not distinguish between subspaces corresponding to different values of the fixed momenta
v1, . . . , vL−d.
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where I0 is a modified Bessel function, which for large y behaves as
I0(y)
y→∞−→ 1√
2πy
ey. (15.21)
We can now compute the limit a→ 0 of I(N) by replacing in the integrand the modified Bessel
function with its asymptotic expression, and using
∫∞
0 e
−bxdx/
√
x =
√
π/a one obtains
I(N)
a→0−→ 1
Nm
, (15.22)
which is the correct continuum limit of I(N). We can see that it depends on N . For N = 2 this
result is the same as the naive continuum limit (15.18), whereas for N = 1 the naive continuum
limit gives only half of the true value (15.22). This mismatch corresponds to a case in which the
Reisz theorem cannot be applied, because the propagator of naive fermions (N = 1) does not
satisfy condition C3. In fact, this propagator has a doubler, and the true value of the integral
in the continuum limit is then precisely twice the result which one would obtain just doing the
naive continuum limit.
In the above example all integrals have a negative degree of divergence. The integral∫ π
a
−π
a
d4k
(2π)4
1− cos akµ
4
a2
∑
λ sin
2 akλ
2
+m2
, (15.23)
instead, is divergent like 1/a2 in the continuum limit, as can be seen by dimensional counting
using the rescaled variable k′ = ka. Therefore, the theorem of Reisz cannot be used, and in
fact a naive continuum limit of the integrand gives a zero result, which is incorrect.
The Reisz power counting theorem is quite useful for the calculation of lattice integrals,
especially when they are divergent, as we will see in the next Section. It is also of great help for
the proof of the renormalizability of lattice theories at all orders of perturbation theory, which
has been given for pure nonabelian gauge theories by (Reisz, 1989).
15.2 Divergent integrals
For the treatment of divergent integrals on the lattice it is convenient to use a method which was
introduced in (Kawai, Nakayama and Seo, 1981). It consists in making an expansion of these
integrals in powers of the external momenta, and computing on the lattice only the integrals
with vanishing momentum, which are technically much simpler. As an example we consider
the case of a quadratically divergent integral depending on two external momenta p and q,
I =
∫
dk I(k, p, q). (15.24)
This integral can be split as
I = J + (I − J), (15.25)
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where
J =
∫
dk I(k, 0, 0) +∑
ρ,σ
[
pρqσ
∫
dk
∂2I(k, p, q)
∂pρ∂qσ
∣∣∣∣∣
p=q=0
(15.26)
+
pρpσ
2
∫
dk
∂2I(k, p, 0)
∂pρ∂pσ
∣∣∣∣∣
p=0
+
qρqσ
2
∫
dk
∂2I(k, 0, q)
∂qρ∂qσ
∣∣∣∣∣
q=0
]
is the Taylor expansion of the original integral to second order. The integrals appearing in J do
not depend on the external momenta and are thus much easier to calculate on the lattice. The
whole dependence on the external momenta remains in I−J which, because of the subtraction,
is ultraviolet-finite for a → 0 and can thus be computed, according to the theorem of Reisz,
just by taking the naive continuum limit. Thanks to this fact, only zero-momentum integrals
have to be evaluated on the lattice.
Notice that for p, q 6= 0 and finite lattice spacing I is well defined, but J and I − J are
infrared divergent. To compute J and I−J separately, one must then introduce an intermediate
regularization. The associated divergences will at the end cancel out in the sum J + (I − J).
This intermediate regularization is completely independent from the main regularization used
in the lattice theory, and in particular can be different from it. It just comes out because the
splitting is somewhat unnatural.
To give an explicit illustration of this method, let us take the logarithmically divergent
integral
I =
∫ π
a
−π
a
d4k
(2π)4
1(
4
a2
∑
µ
sin2
a(k + p)µ
2
)2 . (15.27)
The splitting is then made as follows:
J = I(p = 0) =
∫ π
a
−π
a
d4k
(2π)4
1(
4
a2
∑
µ
sin2
akµ
2
)2 , (15.28)
I − J = lim
a→0
∫ π
a
−π
a
d4k
(2π)4
{
1(
4
a2
∑
µ
sin2
a(k + p)µ
2
)2 − 1(
4
a2
∑
µ
sin2
akµ
2
)2
}
=
∫ ∞
−∞
d4k
(2π)4
{
1
((k + p)2)2
− 1
(k2)2
}
. (15.29)
Taking common denominators, it is easy to see that the degree of divergence of the above
integral is negative, and therefore it can be safely computed in the continuum.
If we use dimensional regularization we have the result 60
J =
1
16π2
( 2
d− 4 − log 4π + F0
)
, (15.30)
60See Eq. (18.30) later. Notice that the integral of the second term in I − J is zero in this regularization.
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I − J = 1
16π2
(
− 2
d− 4 − log a
2p2 + log 4π − γE
)
, (15.31)
where γE = 0.57721566490153286 . . . and the lattice constant is F0 = 4.369225233874758 . . .
(see Eqs. (18.25) and (18.26) and Table 2 later), while if we regularize adding a small mass
term m2 to k2 in the denominators we obtain 61
Jm =
1
16π2
(
− log a2m2 − γE + F0
)
, (15.32)
(I − J)m = 1
16π2
(
log a2m2 − log a2p2
)
. (15.33)
In both cases, adding up J and I − J we obtain for the original integral the result
I = − log a2p2 − γE + F0. (15.34)
To summarize, for the computation of any divergent integral which depends on external
momenta it is sufficient to compute some lattice integrals at zero momenta and some continuum
integrals.
In computer programs, a convenient way to deal with a generic divergent integral (which
has to be processed in an automated way) is to subtract to it a simple integral with the same
divergent behavior for which the numerical value is exactly known. The difference is then
finite and can be computed with reasonable precision using simple integration routines. This
is extremely convenient in the case of actions which give rise to complicated denominators,
like for example overlap fermions. In this case, Wilson integrals with the same divergence are
subtracted to the original overlap integral, and then overlap denominators, which are much
more complicated, appear only in the numerical calculation of finite integrals. The calculation
of divergent integrals is made only using Wilson fermions.
Of course, this is not the only available method for computing divergent integrals. In
Section 19.2.1 we will show another technique based on the coordinate space method.
15.3 General aspects of the calculations
We have seen that the Feynman rules on the lattice are rather different from the continuum
ones. The structure of lattice integrals is also completely different. The integrands are periodic
in the momenta, and the basic objects are trigonometric functions and not simple polynomials
of the momenta. Many standard methods which are very useful in continuum perturbation
theory, like Feynman parameterization and partial integration, are then not of much relevance
for perturbative lattice calculations. 62
We have thought of doing a useful thing by showing a complete lattice calculation which
illustrates the peculiar aspects of lattice perturbation theory.
61See Eq. (18.29) later.
62We mention that recently a computational method has been presented (Becher and Melnikov, 2002) that
through a change of variables (t = tan k/2) transforms lattice integrals in continuum-like integrals and employs
known techniques of continuum calculations which use asymptotic expansions.
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15.4 Example (Wilson): the first moment of the quark momentum
distribution
We describe in this Section, as a pedagogical example, a typical lattice perturbative calcula-
tion. We explain in detail the main steps of the computation, with the Wilson action, of the
renormalization constant of the forward matrix element 〈q|O{µν}|q〉 on one-quark states of the
operator
O{µν} = ψγ{µDν}
λf
2
ψ, µ 6= ν. (15.35)
This operator, which is symmetrized in the indices µ and ν, measures the first moment of the
fraction of the momentum of the proton carried by the quarks. The λ’s are flavor matrices, which
means that we are considering a flavor nonsinglet operator. The corresponding singlet operator
(proportional to the identity flavor matrix) mixes, when radiative corrections are included,
with the gluon operator
∑
ρTr (FµρFρν), which measures the first moment of the momentum
distribution of the gluon, and to make things not too complicated we will not consider it here.
This example is rather simple (compared to other operators) and contains all the main inter-
esting features one can think of: a logarithmic divergence, a covariant derivative, symmetrized
indices and of course the special use of Kronecker deltas in lattice perturbative calculations.
Moreover, it is an example of a calculation which needs an expansion of the various propagators
and vertices in the lattice spacing a (in this case, at first order). 63
For what concerns the value of the renormalization constant, the flavor matrices are not
important (that is, except for the fact that they forbid the mixing with gluonic operators), and
we will then carry out the explicit computations using the operator
1
2
(
ψγµDνψ + ψγνDµψ
)
, (15.36)
where µ 6= ν is chosen, so that this operator belongs to the representation 61 of the hypercubic
group (see Section 13). The choice µ = ν would compel us to consider the operator O{00} −
1
3
(O{11} + O{22} + O{33}), which belongs to the representation 31 and has a different lattice
renormalization constant. This would render the calculations a bit more cumbersome, without
teaching us much new.
The covariant derivative is defined as follows:
D =
↔
D=
1
2
( →
D − ←D
)
, (15.37)
and the discretization of it that we use for this calculation is
→
Dµ ψ(x) =
1
2a
[
Uµ(x)ψ(x+ aµˆ)− U †µ(x− aµˆ)ψ(x− aµˆ)
]
, (15.38)
63A simpler calculation with no covariant derivatives and no need of expansions in a, that the reader could
try as a warm-up, is given by the renormalization of quark currents. This was first computed in (Martinelli and
Zhang, 1983a), and for the case of extended currents, which are defined on more than one lattice site like the
conserved vector current in Eq. (5.84), in (Martinelli and Zhang, 1983b).
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Figure 17: “Proper” diagrams for the 1-loop correction of the matrix element 〈q|ψγ{µDν}ψ|q〉. The
black squares indicates the insertion of the operator. Shown is also the choice of momenta used in the
calculations.
ψ(x)
←
Dµ =
1
2a
[
ψ(x+ aµˆ)U †µ(x)− ψ(x− aµˆ)Uµ(x− aµˆ)
]
.
We consider amputated Green’s functions, that is the external propagators are removed.
The tree level of the amputated forward quark matrix element of the operator above is easily
seen to be
〈q|O{µν}|q〉
∣∣∣
tree
=
1
2
i(γµpν + γνpµ), (15.39)
and the 1-loop QCD result has, as we will see from the calculation, the form
〈q|O{µν}|q〉
∣∣∣
1 loop
=
1
2
i(γµpν + γνpµ) · g
2
0
16π2
CF
(
c1 log a
2p2 + c2), (15.40)
i.e., it is proportional to the tree level and this operator is thus multiplicatively renormalized.
The renormalization constant for the matching to the MS scheme can then be read off from the
above 1-loop result plus the corresponding continuum calculations made in the MS scheme (see
Eq. (3.3) and Section 3). For the computation of the lattice part it is necessary to evaluate six
Feynman diagrams, which are given in Figs. 17 and 18. The two diagrams in Fig. 18 compute
the quark self-energy, and give the renormalization of the wave function. The remaining four
diagrams, in Fig. 17, are specific to the operator considered, and we will call them “proper”
diagrams.
15.4.1 Preliminaries
We work in Feynman gauge (α = 1), where the form of the gluon propagator is simpler, and
we set r = 1. We perform the calculations using massless fermions. 64 This is the simplest
64Calculations in which the quark propagator is massive are more complicated. A few examples of these
calculations, which use simpler operators, can be found in (Kronfeld and Mertens, 1984; El-Khadra, Kronfeld
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k
Figure 18: Diagrams for the quark self-energy. On the left the sunset diagram, on the right the
tadpole diagram.
situation one can think of, although it already leads to complicated manipulations, as we will
shortly see. We carry out these manipulations starting from the operator
Oµν = ψγµDνψ, (15.41)
and implement the symmetrization in µ and ν at a later stage. Due to the presence of the link
variable U in the covariant derivative, this operator has an expansion in the coupling,
Oµν = O
(0)
µν + g0O
(1)
µν + g
2
0O
(2)
µν +O(g
3
0). (15.42)
To evaluate the one-loop Feynman diagrams in momentum space one has to compute the
Fourier transforms of the operators in this expansion including the term of O(g20). It turns out
that to work out these momentum-space insertions for our forward matrix element we can use
the operator defined with the right derivative only, instead of the one involving the difference
between the right and the left derivative (which would lead to more complicated manipulations).
We have then that the expansion of a4
∑
x
(
ψγµ
→
Dν ψ
)
(x) is
a4
1
2a
∑
x
(
ψ(x)γµUν(x)ψ(x+ aνˆ)− ψ(x)γµU †ν(x− aνˆ)ψ(x− aνˆ)
)
= a4
{
1
2a
∑
x
(
ψ(x)γµψ(x+ aνˆ)− ψ(x)γµψ(x− aνˆ)
)
(15.43)
+
1
2
ig0T
a
∑
x
(
ψ(x)γµA
a
ν(x)ψ(x+ aνˆ) + ψ(x)γµA
a
ν(x− aνˆ)ψ(x− aνˆ)
)
−1
4
ag20T
aT b
∑
x
(
ψ(x)γµA
a
ν(x)A
b
ν(x)ψ(x+ aνˆ)− ψ(x)γµAaν(x− aνˆ)Abν(x− aνˆ)ψ(x− aνˆ)
)
+O(a2g30)
}
.
and Mackenzie, 1997; Mertens, Kronfeld and El-Khadra, 1998) and (Kuramashi, 1998).
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The Fourier transform of the lowest order is
a4
1
2a
∑
x
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4k′
(2π)4
ψ(k′)γµψ(k)e
−ik′x
(
eik(x+aνˆ) − eik(x−aνˆ)
)
(15.44)
=
1
2a
∫ π
a
−π
a
d4k
(2π)4
ψ(k)γµψ(k)
(
eiakν − e−iakν
)
(15.45)
=
i
a
∫ π
a
−π
a
d4k
(2π)4
ψ(k)γµψ(k) sin akν , (15.46)
where we have used a4
∑
x e
−ik′xeikx = (2π)4δ(4)(k − k′). Similar delta functions arise at each
order of the expansion, expressing the conservation of momentum at the various vertices. The
first order term in g0 is
a4
1
2
ig0T
a
∑
x
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p
(2π)4
∫ π
a
−π
a
d4q
(2π)4
ψ(p)γµψ(k)A
a
ν(q)
×e−ipxeiqxeikx
(
eiqνa/2eikνa + e−iqνa/2e−ikνa
)
=
1
2
ig0T
a
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p
(2π)4
ψ(p)γµψ(k)A
a
ν(p− k)
(
ei(p−k)νa/2eikνa + e−i(p−k)νa/2e−ikνa
)
= ig0T
a
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p
(2π)4
ψ(p)γµψ(k)A
a
ν(p− k) cos
a(k + p)ν
2
. (15.47)
With our convention for the Fourier transform of the gauge fields the gluons are always entering
the vertices. The calculation above corresponds to the left sail in Fig. 17, and the reader can
check that the calculation for the right sail gives the same function:
ig0T
a
∫ π
a
−π
a
d4k
(2π)4
∫ π
a
−π
a
d4p
(2π)4
ψ(k)γµψ(p)A
a
ν(k − p) cos
a(k + p)ν
2
. (15.48)
Finally, since the only second-order contribution in which we are interested is the operator
tadpole, we exploit the simplifications which this situation brings. In particular, since the gluon
is emitted and reabsorbed at the same vertex, there is a Kronecker delta in color space coming
from the gluon propagator and the color factor becomes
∑
a(T
a)2bb = (N
2
c − 1)/(2Nc) = CF ,
the quadratic Casimir invariant of SU(Nc). We have then that the insertion of the operator
tadpole is
−1
4
ag20CF
∫ π
a
−π
a
d4k
(2π)4
ψ(p)γµψ(p)A
a
ν(k)A
a
ν(k)
(
eipνa − e−ipνa
)
= −1
2
iag20CF
∫ π
a
−π
a
d4k
(2π)4
ψ(p)γµψ(p)A
a
ν(k)A
a
ν(k) sin apν , (15.49)
where now the color index a is not summed. Note that the factors exp(±iakν/2) coming from
the gluons have canceled, again because it is the same gluon that is emitted and absorbed at
the vertex. This insertion does not depend on the momentum of the gluon.
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1
a iγµ sin akν T
a iγµ cos
a(k+p)ν
2 −a2 CF iγµ sin apν
+g0· +g20· +O(g30)
k k k p
p− k
p p
k k
ν ν ν
Figure 19: Operator insertions for ψγ{µDν}ψ. Please note that in the second-order term the color
factors have been already worked out as they occur in the tadpole.
We have thus obtained, in the momentum choice of Fig. 17, the operator insertions
O(0)µν (k) =
1
a
iγµ sin akν , (15.50)
O(1)µν (k, p) = T
a iγµ cos
a(k + p)ν
2
, (15.51)
O(2)µν (p) = −
a
2
CF iγµ sin apν . (15.52)
These operator insertions are shown in Fig. 19. They generate the vertex, sails and opera-
tor tadpole respectively (see Fig. 17). The gluons have the same index as the trigonometric
functions.
In the intermediate stages of the calculations many terms are present. A lot of them
originate from the Taylor expansions of the denominators of the propagators. With our choice
of momenta 65 only the gluon propagator has to be expanded in the lattice spacing, whereas the
quark propagator does not contain any external momenta, and does not need to be expanded.
We have found that this leads to less complicated manipulations than the other choice in which
the quark propagators have momentum p− k and the gluon propagator has momentum k.
15.4.2 Vertex
The first diagram that we consider, and for which we will give a rather detailed explanation of
how is computed, is the vertex function in Fig. 17. Since this Feynman diagram is divergent, it
is convenient to split its computation into two parts, as explained in Section 15.2: the integral
at zero momentum, J , and the rest of the integral, I − J , which can be computed in the
65We always have that the external momentum is p, the quark propagator has momentum k and the gluon
propagator has momentum p− k (except in the tadpoles).
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continuum thanks to the theorem of Reisz. We use dimensional regularization as regulator of
the intermediate divergences, with d = 4− 2ǫ.
We have then 66
J =
∫ π
a
−π
a
ddk
(2π)d
∑
ρ,λ
Gρλ(p− k) · Vρ(k, p) · S(k) · O(0)µν (k) · S(k) · Vλ(p, k)
∣∣∣∣∣
ap=0
, (15.53)
where (in Feynman gauge)
Sab(k) = a δab ·
−i∑
λ
γλ sin akλ + 2
∑
λ
sin2
akλ
2∑
λ
sin2 akλ + 4
(∑
λ
sin2
akλ
2
)2 , (15.54)
(V a)bcρ (k, p) = (V
a)bcρ (p, k) = −g0(T a)bc
(
sin
a(k + p)ρ
2
+ iγρ cos
a(k + p)ρ
2
)
(15.55)
= −g0(T a)bc
(
sin
akρ
2
+ iγρ cos
akρ
2
+
apρ
2
(
cos
akρ
2
− iγρ sin akρ
2
))
+O(a2),
Gabρλ(p− k) = δabδρλ ·
1
4
a2
∑
λ
sin2
a(p− k)λ
2
(15.56)
= δabδρλ · a2

1
4
∑
λ
sin2
akλ
2
+ a
2
∑
λ
pλ sin akλ(
4
∑
λ
sin2
akλ
2
)2 +O(a2)

.
Putting everything together we have
J = a4 · g
2
0
a
CF
∫ π
a
−π
a
ddk
(2π)d
·∑
ρ

1
4
∑
λ sin
2 akλ
2
+
2a
∑
λ pλ sin akλ(
4
∑
λ sin
2 akλ
2
)2

(15.57)
×
(
sin
akρ
2
+ iγρ cos
akρ
2
+
apρ
2
(
cos
akρ
2
− iγρ sin akρ
2
))
×

−i∑λ γλ sin akλ + 2∑λ sin2 akλ2∑
λ sin
2 akλ + 4
(∑
λ sin
2 akλ
2
)2

· γµ sin akν ·

−i∑λ γλ sin akλ + 2∑λ sin2 akλ2∑
λ sin
2 akλ + 4
(∑
λ sin
2 akλ
2
)2

66We will assume the implicit summation convention for the indices ρ and λ in the continuum, while on the
lattice even repeated indices, unless explicitly stated, are not summed.
121
×
(
sin
akρ
2
+ iγρ cos
akρ
2
+
apρ
2
(
cos
akρ
2
− iγρ sin akρ
2
))
+O(a5).
The color factors are, for this diagram, the same as in the continuum,
∑
a
∑
b
(T a)cb(T
a)bc =
∑
a
(T a)2cc =
N2c − 1
2Nc
= CF , (15.58)
and CF becomes an overall factor in front of the expressions. We now rescale the integration
variable:
k → k′ = ak, (15.59)
so that 67 ∫ π
a
−π
a
ddk
(2π)d
f(ak, ap) =
∫ π
−π
ddk′
(2π)d
1
a4
f(k′, ap). (15.60)
Note that the domain of integration after the rescaling becomes independent of a. The factor
a4 in front of Eq. (15.57) cancels the factor 1/a4 coming from the rescaling in Eq. (15.60), and
thus we have an overall factor 1/a left. This means that in order to take the continuum limit of
this lattice integral we have to expand the whole integrand including factors of order ap. This
is not surprising, as it goes in the right direction of recovering the tree level γµpν . We continue
to call k the integration variable, with the understanding that is the rescaled one. We use from
now on the shorthand notation
Γλ = sin kλ, (15.61)
W = 2
∑
λ
sin2
kλ
2
, (15.62)
Nρ = sin
kρ
2
, (15.63)
Mρ = cos
kρ
2
, (15.64)
so that the calculations will appear somewhat easier to follow visually. Of course we also have
6Γ =∑
λ
γλ sin kλ (15.65)
and
Γ2 =
∑
λ
sin2 kλ. (15.66)
67We have introduced noninteger dimensions because we are using dimensional regularization to compute the
finite part of the divergent integrals. While in principle there should be a factor 1/ad in the right-hand side of
this equation, the difference between d and 4 is not relevant for the expansion in a and we can set from the
beginning this factor to be equal to 1/a4.
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It is worthwhile to keep in mind during the calculations that Γ and N are odd in k, while
M and W are even. Expanding everything to order a (which compensates the remaining 1/a
factor in Eq. (15.57)) we have:
J = ig20CF
∫ π
−π
ddk
(2π)d
∑
ρ
{
2
∑
λ pλΓλ
(2W )2
(Nρ + iγρMρ)
−i6Γ +W
Γ2 +W 2
· γµΓν · −i6Γ +W
Γ2 +W 2
(Nρ + iγρMρ)
+
1
2W
pρ
2
(Mρ − iγρNρ)−i6Γ +W
Γ2 +W 2
· γµΓν · −i6Γ +W
Γ2 +W 2
(Nρ + iγρMρ)
+
1
2W
pρ
2
(Nρ + iγρMρ)
−i6Γ +W
Γ2 +W 2
· γµΓν · −i6Γ +W
Γ2 +W 2
(Mρ − iγρNρ)
}
. (15.67)
We emphasize at this point that it has been necessary to perform the Taylor expansion before
doing the gamma algebra, because the Dirac structure is “hidden” inside the unexpanded
propagators and vertices. After a few manipulations we get
J = ig20CF
∫ π
−π
ddk
(2π)d
∑
ρ
{
2
∑
λ pλΓλ
(2W )2(Γ2 +W 2)2
Γν
[
γµN
2
ρW
2 − γργµγρM2ρW 2 − 6Γγµ6ΓN2ρ
+γρ6Γγµ6ΓγρM2ρ + (γρ6Γγµ + γµ6Γγρ + γργµ6Γ + 6Γγµγρ)NρMρW + . . .
]
+
1
2W (Γ2 +W 2)2
pρ
2
Γν
[
2γµNρMρW
2 − 26Γγµ6ΓNρMρ + 2γργµγρNρMρW 2 (15.68)
−2γρ6Γγµ6ΓγρNρMρ + (γρ6Γγµ + γµ6Γγρ + γργµ6Γ + 6Γγµγρ)(M2ρ −N2ρ )W + . . .
]}
,
where the dots denote terms which are odd in k and therefore do not contribute to the final
result because their integral is zero by parity. Notice that the terms which are even in k possess
an odd number of Dirac matrices, and this again goes in the right direction of recovering the
tree-level expression.
At this stage we can finally perform the gamma algebra. However, this is one of the most
delicate points of the whole calculation, and one must be careful here. What happens is that
the expressions are not in general tensors in the usual sense. Summed indices can appear more
than twice in each monomial, due to the breaking of Lorentz invariance. Thus, the well-known
formulae for doing the gamma algebra in the continuum cannot be used straightforwardly on
the lattice.
The lattice reduction formulae which we need in order to proceed with the calculation of
the vertex are:
6Γγµ6Γ = −γµΓ2 + 26ΓΓµ, (15.69)
which is just as it would be in the continuum,∑
ρ
γργµγρ =
∑
ρ
γρ(−γργµ + 2δρµ) = γµ
∑
ρ
(−γ2ρ + 2δρµ), (15.70)
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which is instead different from the continuum result, and∑
ρ
γρ6Γγµ6Γγρ =
∑
ρ
γρ(−γµΓ2 + 26ΓΓµ)γρ (15.71)
=
∑
ρ
(γµγ
2
ρΓ
2 − 2δρµγµΓ2 − 26Γγ2ρΓµ + 4γρΓρΓµ).
The Kronecker deltas in the formulae above, as well as the various γ2ρ factors, are very important
and for the moment they have to be kept, because their outcome depends on what is present
in the rest of each monomial. This can be seen in the following examples:∑
ρ
γργµγρ cos kµ cos kρ =
∑
ρ
(−γµγ2ρ + 2δρµγµ) cos kµ cos kρ (15.72)
= −γµ cos kµ
∑
ρ
cos kρ + 2γµ cos
2 kµ∑
ρ
γργµγρ cos
2 kµ =
∑
ρ
(−γµγ2ρ + 2δρµγµ) cos2 kµ (15.73)
= −(4− 2ǫ)γµ cos2 kµ + 2γµ cos2 kµ = −(2 − 2ǫ)γµ cos2 kµ.
Similarly, a term like γρΓρ in the J expression above can be contracted only if in the rest of
the monomial there are no other functions with index ρ. Another gamma algebra relation that
we need is
γαγβγγ + γγγβγα = 2(δαβγγ + δβγγα − δαγγβ), (15.74)
so that
γρ6Γγµ + γµ6Γγρ + γργµ6Γ + 6Γγµγρ = 4γρΓµ. (15.75)
Using these formulae for the reduction of γ matrices we then obtain:
J = ig20CF
∫ π
−π
ddk
(2π)d
{
2
∑
λ pλΓλ
(2W )2(Γ2 +W 2)2
Γν
[∑
ρ
(
γµN
2
ρW
2 + γµΓ
2(N2ρ +M
2
ρ )
−26ΓΓµ(N2ρ +M2ρ ) + γµM2ρW 2 + 4γρΓρΓµM2ρ + 4γρΓµNρMρW
)
−2γµΓ2M2µ − 2γµM2µW 2
]
+
1
2W (Γ2 +W 2)2
∑
ρ
pρ
2
Γν
[(
4γµΓ
2NµMµ − 8γρΓρΓµNρMρ (15.76)
+4γρΓµ(M
2
ρ −N2ρ )W
)
+ 4γµNµMµW
2
]}
.
We now exploit the symmetry k → −k of the integration region one more time: odd powers of
sine functions of the various Lorentz components of the momentum must be combined together
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in such a way that only even powers, which have a nonzero final integral, are left:∑
λρ
sin kρ sin kλ =
∑
λρ
sin2 kρδλρ (15.77)∑
λρ
sin kρ sin kλ sinµ sinν =
∑
λρ
sin2 kρ sin
2 kλ(δρµδλν + δρνδλµ) (µ 6= ν). (15.78)
Of course, since in our case we have µ 6= ν, terms of the kind sin kµ sin kν are zero when
integrated and can be safely dropped (unless they appear together with sines of other indices
like in sin kµ sin kν sin kα sin kβ, as in the formula above). Examples which are relevant for the
J expression that we are computing are:∑
λρ
pλΓλΓνγµN
2
ρW =
∑
ρ
γµpνΓ
2
νN
2
ρW, (15.79)∑
ρ
γµpρΓνNµMµW
2 = 0, (15.80)∑
λρ
pλΓλΓν 6ΓΓµ(N2ρ +M2ρ ) =
∑
ρ
(pνΓ
2
νγµΓ
2
µ + pµΓ
2
µγνΓ
2
ν)(N
2
ρ +M
2
ρ ), (15.81)
and another interesting example is∑
ρ
pρ6ΓΓµΓρNρMρ = γµpµΓ2µΓνNνMν + γνpνΓ2νΓµNµMµ. (15.82)
It is easy to see that after this step all that is left in J is multiplied for either γµpν or γνpµ,
while pρ has disappeared altogether:
J = ig20CF
∫ π
−π
ddk
(2π)d
{
2γµpνΓ
2
ν
(2W )2(Γ2 +W 2)2
[∑
ρ
(
(N2ρ +M
2
ρ )W
2 + Γ2(N2ρ +M
2
ρ )
−2Γ2µ(N2ρ +M2ρ )
)
− 2Γ2M2µ − 2M2µW 2 + 4Γ2µM2µ + 4ΓµNµMµW
]
(15.83)
+
2γνpµΓ
2
µ
(2W )2(Γ2 +W 2)2
[
− 2Γ2ν
∑
ρ
(N2ρ +M
2
ρ ) + 4Γ
2
νM
2
ν + 4ΓνNνMνW
]}
.
Notice also that the whole part proportional to 1/(2W (Γ2 +W 2)2) has disappeared, because
all terms were of the kind sin kµ sin kν .
At this point we remark that we started to do our calculation only using the operator γµDν ,
and what we have just obtained is a 1-loop expression of the form
γµDν
1 loop−→ g
2
0
16π2
i
(
γµpνA+ γνpµB
)
. (15.84)
It seems that we have not obtained a 1-loop expression which is proportional to the tree level,
which is the necessary condition in order for the operator to be multiplicatively renormalized.
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However, if we now take the symmetrization in µ and ν into account everything is fine, because
the operator Oνµ gives
γνDµ
1 loop−→ g
2
0
16π2
i
(
γµpνB + γνpµA
)
, (15.85)
with the same A and B of γµDν , and this means that
O{µν} =
1
2
(
γµDν + γνDµ
)
1 loop−→ g
2
0
16π2
1
2
i (γµpν + γνpµ)(A+B). (15.86)
The symmetrized operator is thus multiplicatively renormalized (at least, for now, its vertex
contribution), and looking at Eq. (3.1) we see that the lattice part of the 1-loop renormalization
constant that matches to the continuum is given by
− γ(0)vert · log a2p2 +Rlatvert = A +B. (15.87)
In practical terms, in order to get the 1-loop expression for the symmetrized operator, we need
to exchange, in the expression in Eq. (15.83) for J , the indices µ and ν in the terms proportional
to γνpµ. We have then the result
J = ig20CF
∫ π
−π
ddk
(2π)d
{
γµpνΓ
2
ν
2(Γ2 +W 2)2
[∑
ρ
(N2ρ +M
2
ρ )− 2M2µ
]
+
2γµpνΓ
2
µΓ
2
ν
W (Γ2 +W 2)2
+
2γµpνΓ
2
ν
(2W )2(Γ2 +W 2)2
(∑
ρ
(
Γ2(N2ρ +M
2
ρ )− 4Γ2µ(N2ρ +M2ρ )
)
− 2Γ2M2µ + 8Γ2µM2µ
)}
,
in which we have also made some simplifications and used the trigonometric identity
NρMρ =
1
2
Γρ. (15.88)
We can now write the final result in a more explicit way, using also
N2ρ +M
2
ρ = 1, (15.89)
and we obtain our final expression:
J = ig20CFγµpν
∫ π
−π
ddk
(2π)d
{
sin2 kν
(
4− 2ǫ− 2 cos2 kµ
2
)
2
(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
+
sin2 kµ sin
2 kν(∑
λ sin
2 kλ
2
)(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
+
sin2 kν
((
4− 2ǫ− 2 cos2 kµ
2
)(∑
λ sin
2 kλ − 4 sin2 kµ
))
8
(∑
λ sin
2 kλ
2
)2(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
}
. (15.90)
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It should be noticed that the function cos(kα/2) is present in the final expression of the Feynman
diagrams only with an even power (even though in the Feynman rules, for example in the quark-
gluon vertex, Eq. (5.76), it appears also at the first power), while cos kα can be present also
with an odd power. The same will be true for the sails, and in general for every Feynman
diagram in this kind of theories. This is due to the fact that cos(kα/2) has not a period of 2π,
and hence is not an admissible function, while cos2(kα/2) has a period of 2π indeed. Of course
the sine functions, due to the symmetry of the integration region, appear in any case only with
an even power.
The last term in the final result for J is logarithmically divergent. The coefficient of the
divergence is easily extracted, and the finite rest can be computed with great precision using
the algebraic method that we will introduce in Section 18. We can however proceed here in a
much faster (although less precise) way by subtracting a simple lattice integral which the same
divergence, for example
− 1
3
∫ π
−π
d4−2ǫk
(2π)4−2ǫ
1(
4
∑
λ sin
2 kλ
2
)2 = 116π2
[
− 1
3
(
− 1
ǫ
− log 4π + F0
)]
, (15.91)
which we have taken from Section 18. The finite difference can then be computed numerically
with a simple integration routine. In this way the value of the zero-momentum integral can be
obtained, and the result is
J = iγµpν
g20
16π2
CF
[
− 1
3
(
1
ǫ
− F0 + log 4π
)
+ 0.473493
]
= iγµpν
g20
16π2
CF
(
− 1
3ǫ
+ 1.086227
)
.
(15.92)
The continuum part, I − J , is just
I − J = −g20CF
1
(p− k)2 γρ
−i6k
k2
iγµkν
−i6k
k2
γρ (15.93)
= iγµpν
g20
16π2
CF
[
− 1
3
(
− 1
ǫ
+ log p2 + γE − log 4π
)
+
5
9
]
= iγµpν
g20
16π2
CF
(
1
3ǫ
− 1
3
log p2 + 1.206825
)
.
In principle in I − J also terms of the form pµpν 6p/p2 appear, but they belong to the matrix
element and not to the renormalization constant, and in any case they cancel when the difference
between continuum and lattice renormalization factors is taken, because they have the same
coefficient in both cases.
The final result for the Feynman diagram is (Capitani, 2001a):
I = iγµpν
g20
16π2
CF
(
− 1
3
log p2 + 2.293052
)
. (15.94)
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We could have chosen a mass regularization instead of dimensional regularization (adding a
mass m2 to the gluon propagator). In this case we would have obtained
Jm = iγµpν
g20
16π2
CF
[
−1
3
(
logm2+γE−F0
)
−0.193173
]
= iγµpν
g20
16π2
CF
(
−1
3
logm2+1.070830
)
(15.95)
and
(I − J)m = iγµpν g
2
0
16π2
CF
[
− 1
3
(
log p2 − logm2
)
+
11
9
]
. (15.96)
Of course the sum of Jm and (I − J)m is still given by Eq. (15.94).
Looking at the expression in Eq. (15.57), it can be seen that after the a4 rescaling it contains
also 1/a terms. One could ask where have the 1/a terms gone. The fact is that they are zero
for this diagram. They are zero also for the sails, while in the case of the self-energy the 1/a
terms are finite and give an important contribution, which is linked to the breaking of chiral
symmetry.
15.4.3 Sails
We now turn to the sails in Fig. 17. In these diagrams there is only one interaction vertex
coming from QCD, and the gluon is the contraction of the Aν coming from the covariant
derivative in the operator and of the Aρ in the QCD vertex Vρ, which therefore (in Feynman
gauge) becomes Vν .
The first order expansion of the covariant derivative in the operator gives, as we have seen,
O(1)µν (k, p) = iγµ cos
a(k + p)ν
2
= iγµ
(
cos
akν
2
− apν
2
sin
akν
2
)
, (15.97)
and this expression is valid for both sails. We evaluate the two sails together, since they are
similar and some simplifications will take place at intermediate stages of the calculations when
taking their sum. Again, we first compute the J part at zero-momentum,
J =
∫ π
a
−π
a
ddk
(2π)d
Gνν(p− k) · g0
[
Vν(k, p) · S(k) · O(1)µν (k, p) +O(1)µν (k, p) · S(k) · Vν(p, k)
]∣∣∣∣∣
ap=0
= − ig
2
0
a
CF
∫ π
−π
ddk
(2π)d
(
1
2W
+
2a
∑
λ pλΓλ
(2W )2
)[(
Nν + iγνMν
)−i6Γ +W
Γ2 +W 2
γµ
(
Mν − apν
2
Nν
)
+γµ
(
Mν − apν
2
Nν
)−i6Γ +W
Γ2 +W 2
(
Nν + iγνMν
)]
, (15.98)
where we have already rescaled the integration variable as we did in the vertex. It is easy to
see that the integral in the first line contains an overall factor a3 (a from S(k) and a2 from
Gνν(p−k)), and after rescaling (which gives a factor 1/a4) one is left with an overall 1/a factor.
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We have then, in the limit a→ 0:
J = −ig20CF
∫ π
−π
ddk
(2π)d
×
{
2
∑
λ pλΓλ
(2W )2
(
(Nν + iγνMν)
−i6Γ +W
Γ2 +W 2
· γµMν + γµMν · −i6Γ +W
Γ2 +W 2
(Nν + iγνMν)
)
+
1
2W
pν
2
(
(Mν − iγνNν)−i6Γ +W
Γ2 +W 2
· γµMν + γµMν · −i6Γ +W
Γ2 +W 2
(Mν − iγνNν) (15.99)
+(Nν + iγνMν)
−i6Γ +W
Γ2 +W 2
· γµ(−Nν) + γµ(−Nν) · −i6Γ +W
Γ2 +W 2
(Nν + iγνMν)
)}
= −ig20CF
∫ π
−π
ddk
(2π)d
{
2
∑
λ pλΓλ
(2W )2(Γ2 +W 2)
(
2γµNνMνW + (γν 6Γγµ + γµ6Γγν)M2ν + . . .
)
+
1
2W (Γ2 +W 2)
pν
2
(
2γµ(M
2
ν −N2ν )W − 2(γν 6Γγµ + γµ6Γγν)NνMν + . . .
)}
.
Again we drop terms odd in k and perform the gamma algebra, using
γν6Γγµ + γµ6Γγν = 2(γµΓν + γνΓµ), (15.100)
which is valid for µ 6= ν. After combining the sine functions and exchanging the indices µ and
ν in the γνpµ terms we arrive at
J = −ig20CF
∫ π
−π
ddk
(2π)d
{
1
2W 2(Γ2 +W 2)
γµpν
(
Γ2νW + 2Γ
2
ν(M
2
ν +M
2
µ)
)
+
1
2W (Γ2 +W 2)
(
γµpν(M
2
ν −N2ν )W − Γ2ν
)}
, (15.101)
where we have also replaced the NνMν factor with Γν/2. At the end, after some further
simplifications (which include the replacement of M2ρ −N2ρ with cos kρ), we obtain the explicit
form
J = −ig20CFγµpν
∫ π
−π
ddk
(2π)d
{
cos kν
2
(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
+
sin2 kν
(
cos2 kµ
2
+ cos2 kν
2
)
4
(∑
λ sin
2 kλ
2
)2(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
}
. (15.102)
This final expression for the sails gives, when integrated,
J = iγµpν
g20
16π2
CF
[
2
(
1
ǫ
−F0+log 4π
)
+6.506752
]
= iγµpν
g20
16π2
CF
(
2
ǫ
+2.830350
)
, (15.103)
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and
I − J = g20CF
1
(p− k)2
[
γν
−i6k
k2
γµ + γν
−i6k
k2
γµ
]
(15.104)
= iγµpν
g20
16π2
CF
[
2
(
− 1
ǫ
+ log p2 + γE − log 4π
)
− 4
]
= iγµpν
g20
16π2
CF
(
− 2
ǫ
+ 2 log p2 − 7.907617
)
.
The final result for the Feynman diagram is (Capitani, 2001a):
I = iγµpν
g20
16π2
CF
(
2 log p2 − 5.077267
)
. (15.105)
With a mass regularization the intermediate results would be:
Jm = iγµpν
g20
16π2
CF
[
2
(
logm2 + γE − F0
)
+ 6.506752
]
= iγµpν
g20
16π2
CF
(
2 logm2 − 1.077267
)
,
(15.106)
and
(I − J)m = iγµpν g
2
0
16π2
CF
[
2
(
log p2 − logm2
)
− 4
]
. (15.107)
Also in this diagram the 1/a terms are zero.
15.4.4 Operator tadpole
We now consider the diagram arising from the second order expansion of the covariant derivative
in the operator, whose Fourier transform is, in the special case in which the two gluons are
contracted to make a tadpole,
O(2)µν (p) = −
a
2
CF iγµ sin apν . (15.108)
The operator that enters into the tadpole depends only on the external quark momentum, but
not on the integration variable, which is carried by the gluon, and so it has a simple continuum
limit. The integral is rather easy to compute, and the result is
I =
∫ π
a
−π
a
ddk
(2π)d
Gνν(k) · g20O(2)µν (p)
= g20CF
(
− a
2
iγµ sin apν
) ∫ π
a
−π
a
ddk
(2π)d
a2
1
4
∑
λ
sin2
akλ
2
= g20CF
(
− 1
2
iγµ
sin apν
a
) ∫ π
−π
ddk
(2π)d
1
4
∑
λ
sin2
kλ
2
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= −1
2
g20CF iγµpν
∫ π
−π
ddk
(2π)d
1
4
∑
λ
sin2
kλ
2
. (15.109)
Although this diagram comes from O(a2A2) terms in the action which are naively zero in the
continuum limit, the gluon loop gives an extra factor of 1/a2 and so these contributions do not
disappear in the limit a = 0 of the diagram.
So, this diagram is not zero, and we can see that it is also not divergent. This finite
integral can be encountered very frequently in lattice calculations, is in fact one of the most
basic quantities of perturbation theory and is taken as a fundamental constant, called Z0, in
the algebraic method (see Section 18). This constant can in principle can be computed with
arbitrary precision. It is now known with a very great precision, about 400 significant decimal
places, as we will see in Section 19. For our calculation is enough to know that
∫ π
−π
ddk
(2π)d
1
4
∑
λ
sin2
kλ
2
= Z0 = 0.15493339, (15.110)
so that the value of the operator tadpole is
I = − g
2
0
16π2
CF iγµpν · 12.233050. (15.111)
Of course the symmetrization of this result is trivial.
The computation of operator tadpoles for more complicated operators, which can be done in
an exact way (that is, expressing the results in terms of only two integrals known with arbitrary
precision) using the algebraic method, is discussed in Section 18.
15.4.5 Quark self-energy (sunset diagram)
The zero-momentum part for the sunset diagram of the quark self-energy (that is, without
considering the tadpole) is:
J =
∫ π
a
−π
a
ddk
(2π)d
∑
ρ
Gρρ(p− k) ·
[
Vρ(k, p) · S(k) · Vρ(p, k)
]∣∣∣∣∣
ap=0
=
g20
a
CF
∫ π
−π
ddk
(2π)d
∑
ρ
(
1
2W
+
2a
∑
λ pλΓλ
(2W )2
)(
Nρ + iγρMρ +
apρ
2
(Mρ − iγρNρ)
)
×−i6Γ +W
Γ2 +W 2
(
Nρ + iγρMρ +
apρ
2
(Mρ − iγρNρ)
)
, (15.112)
where we have already rescaled the integration variable. After combining the various factors a
coming from the propagator and the vertices as well as from the rescaling of k, what remains
131
in front of the expression is an overall factor 1/a. This means that we have to keep all terms
of order ap. We have then
J =
g20
a
CF
∫ π
−π
ddk
(2π)d
∑
ρ
1
2W
(Nρ + iγρMρ)
−i6Γ +W
Γ2 +W 2
(Nρ + iγρMρ) (15.113)
+ g20CF
∫ π
−π
ddk
(2π)d
∑
ρ
{
2
∑
λ pλΓλ
(2W )2
(Nρ + iγρMρ)
−i6Γ +W
Γ2 +W 2
(Nρ + iγρMρ)
+
1
2W
pρ
2
[
(Mρ − iγρNρ)−i6Γ +W
Γ2 +W 2
(Nρ + iγρMρ)
+(Nρ + iγρMρ)
−i6Γ +W
Γ2 +W 2
(Mρ − iγρNρ)
]}
,
which gives
J =
g20
a
CF
∫ π
−π
ddk
(2π)d
∑
ρ
1
2W (Γ2 +W 2)
(
N2ρW − γ2ρM2ρW + (γρ6Γ + 6Γγρ)NρMρ
)
+ g20CF
∫ π
−π
ddk
(2π)d
∑
ρ
{
2
∑
λ pλΓλ
(2W )2(Γ2 +W 2)
(
− i6ΓN2ρ + iγρ6ΓγρM2ρ + 2iγρNρMρW
)
+
1
2W (Γ2 +W 2)
pρ
2
(
2iγρ(M
2
ρ −N2ρ )W − 2i6ΓNρMρ − 2iγρ6ΓγρNρMρ
)}
, (15.114)
where again we have not considered terms which are odd in k. Here we have also kept the
contribution proportional to 1/a because, contrary to vertex and sails, for this diagram it turns
out not to be zero. In fact, this is a very important quantity for Wilson fermions. It contributes
to the linearly divergent Σ0/a term in the 1-loop self-energy
68
g20
16π2
(
Σ0
a
+ i6pΣ1 +m0Σ2
)
, (15.115)
which is due to the breaking of chiral symmetry for Wilson fermions (in fact it is proportional
to r, and vanishes for naive fermions), and gives the critical mass to one loop:
mc = Σ0. (15.116)
We can see that after reduction there are no Dirac matrices in the contribution to mc coming
from this diagram. The corresponding integral is finite and given by
m(a)c = g
2
0CF
∫ π
−π
ddk
(2π)d
∑
ρ
1
2W (Γ2 +W 2)
(
(N2ρ −M2ρ )W + Γ2ρ
)
(15.117)
68Of course, since in our example we are doing the computations using a massless fermion propagator, we do
not obtain the Σ2 factor.
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= g20CF
∫ π
−π
ddk
(2π)d
{ ∑
ρ cos kρ
2
(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
+
∑
ρ sin
2 kρ
4
(∑
λ sin
2 kλ
2
)(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
}
= − g
2
0
16π2
CF · 2.502511.
This is the contribution to the critical mass coming from the sunset diagram of the self-energy.
Another contribution to it, m(b)c , comes from the tadpole and we will compute it soon. Let
us now turn to the rest of the expression (15.114), which contributes to the renormalization
of the operator that we are studying. From now on J will only denote the a = 0 part of the
zero-momentum expression, in which after reduction there is one Dirac matrix, and which gives
Σ1. We have then
J = g20CF
∫ π
−π
ddk
(2π)d
∑
ρ
{
2
∑
λ pλΓλ
(2W )2(Γ2 +W 2)
(
− i6Γ(N2ρ +M2ρ ) + 2iγρΓρM2ρ + iγρΓρW
)
+
1
2W (Γ2 +W 2)
pρ
(
iγρ(M
2
ρ −N2ρ )W − iγρΓ2ρ
)}
(15.118)
= g20CF
∫ π
−π
ddk
(2π)d
{
i6p
(2W )2(Γ2 +W 2)
(
− 2Γ2ν
∑
ρ
(N2ρ +M
2
ρ ) + 4
∑
ρ
Γ2ρM
2
ρ + 2Γ
2
νW
)
+
i6p
2W (Γ2 +W 2)
(
(M2ν −N2ν )W − Γ2ν
)}
. (15.119)
In the last passage we have used the substitution
∑
λ
γλpλ
∫
fλ(k) = 6p
∫
fµ(k), (15.120)
since this kind of integrals does not depend on the direction, with the understanding that the
index µ is fixed and must not appear in the rest of the monomial. This reconstructs the i6p
factor and allows the extraction of the value of Σ1. We thus have:
J = g20CF i6p
∫ π
−π
ddk
(2π)d
{
cos kν
2
(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
+
−(4− 2ǫ) sin2 kν + 2∑ρ sin2 kρ cos2 kρ2
8
(∑
λ sin
2 kλ
2
)2(∑
λ sin
2 kλ +
(
2
∑
λ sin
2 kλ
2
)2)2
}
. (15.121)
The lattice result at zero momentum is then
J = i6p g
2
0
16π2
CF
(
1
ǫ
− F0 + log 4π + 4.411364
)
= i6p g
2
0
16π2
CF
(
1
ǫ
+ 2.573163
)
. (15.122)
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We have still to consider the continuum (I − J):
I − J = −g20CF
1
(p− k)2 γρ
−i6k
k2
γρ (15.123)
= i6p g
2
0
16π2
CF
(
− 1
ǫ
+ log p2 + γE − log 4π − 1
)
= i6p g
2
0
16π2
CF
(
− 1
ǫ
+ log p2 − 2.953809
)
.
The final result for the i6p part of the sunset diagram of the lattice self-energy is then:
Σ
(a)
1 =
g20
16π2
CF
(
log p2 − 0.380646
)
. (15.124)
This term, together with the analog term coming from the self-energy tadpole which we will
compute soon, needs to be added to the results of the proper diagrams (vertex, sails and
operator tadpole). In fact this is the wave function renormalization, and inserted into the
tree-level diagram for the operator gives a leg correction:
i6pΣ1 · S(p) · iγµpν = i6pΣ1 · −i6p
p2
· iγµpν = iγµpν Σ1 (15.125)
If a mass regularization is used one gets
Jm = i6p g
2
0
16π2
CF
(
logm2 + γE − F0 + 5.411364
)
= i6p g
2
0
16π2
CF
(
logm2 + 1.619354
)
, (15.126)
and
(I − J)m = i6p g
2
0
16π2
CF
(
log p2 − logm2 − 2
)
. (15.127)
15.4.6 Quark self-energy (tadpole diagram)
The last diagram, which completes the lattice self-energy and has no analog in the continuum,
is the self-energy tadpole, which originates from the irrelevant vertex in Eq. (5.78). This vertex,
when put in the tadpole diagram, depends only on the external momentum. The diagram is
then 69
I =
1
2
∫ π
a
−π
a
ddk
(2π)d
∑
ρ
Gρρ(k) · (V aa2 )ρρ(p, p)
=
1
2
∫ π
a
−π
a
ddk
(2π)d
a2
1
4
∑
λ
sin2
akλ
2
(
− 1
2
ag20
∑
a
{T a, T a}cc
)∑
ρ
(
− iγρ sin apρ + cos apρ
)
69Note that we have used lima→0
∑
ρ cos apρ = 4.
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= −1
2
g20CF
∫ π
−π
ddk
(2π)d
1
4
∑
λ
sin2
kλ
2
(
− i6p + 4
a
)
= −1
2
g20CFZ0
(
− i6p + 4
a
)
. (15.128)
The last term diverges like 1/a, and therefore is part of Σ0. In fact it gives a substantial
contribution to the critical mass:
m(b)c = −g20CF · 2Z0 = −
g20
16π2
CF · 48.932201. (15.129)
The 1-loop critical mass for Wilson fermions is then: 70
mc = m
(a)
c +m
(b)
c = −
g20
16π2
CF · 51.434712 = −g20CF · 0.325714. (15.130)
The term proportional to i6p gives the contribution of the self-energy tadpole to the renor-
malization of the first moment operator:
Σ
(b)
1 =
g20
16π2
CF · 12.233050. (15.131)
The total result for the 1-loop self-energy on the lattice in the massless case is then
Σ1 = Σ
(a)
1 + Σ
(b)
1 =
g20
16π2
CF
(
log p2 + 11.852404 + (1− α)
(
− log p2 + 4.792010
))
, (15.132)
where we have also included the part which one would obtain if the calculation were carried
out in a general covariant gauge.
15.4.7 Concluding remarks
We have thus computed all diagrams which are necessary for the 1-loop renormalization of
the operator O{µν} = ψγ{µDν}
λα
2
ψ, with different indices. Collecting the results of the various
diagrams together, we have the final result (Capitani, 2001a)
〈q|O{01}|q〉
∣∣∣
1 loop
=
1
2
i(γ0p1 + γ1p0) · g
2
0
16π2
CF
(
8
3
log a2p2 − 3.16486
)
. (15.133)
This allows us to specify Eq. (3.1) for this operator, with Rlatij = −3.16486 ·CF . For the 1-loop
matching to the MS scheme one needs also to know the RMSij factor in Eq. (3.2). Its value is
−40/9 · CF , and can be inferred from the calculations of the various I − J integrals that we
70We will later see that the 1-loop critical mass can be expressed in terms of only two constants (Eq. (18.117)),
which are calculable with very high precision. Its 2-loop value is given at the end of Section 19.
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have just done, by summing the contributions of vertex, sails and the sunset diagram of the
self-energy (which are 5/9, −4 and −1 respectively). We then obtain for this operator
〈q|Olat{01}|q〉 =
(
1 +
g20
16π2
CF
(8
3
log a2p2 − 3.16486
))
· 〈q|Otree{01}|q〉 (15.134)
〈q|OMS{01}|q〉 =
(
1 +
g2
MS
16π2
CF
(8
3
log
p2
µ2
− 40
9
))
· 〈q|Otree{01}|q〉, (15.135)
so that the renormalization factor that converts the raw lattice results (in the Wilson formula-
tion) to the MS scheme is (for µ = 1/a)
〈q|OMS{01}|q〉 =
(
1− g
2
0
16π2
CF · 1.27958
)
· 〈q|Olat{01}|q〉. (15.136)
For the typical value g0 = 1 (which corresponds to a scale 1/a of about 2 GeV in the quenched
approximation) we then obtain
〈q|OMS{01}|q〉 = 0.98920 · 〈q|Olat{01}|q〉. (15.137)
We would now like to make some comments on these lattice calculations. First we notice
that the magnitude of the self-energy tadpole is much larger than the result for the vertex
and the sails, and this is a general feature of lattice calculations, which is called “tadpole
dominance” of perturbation theory. It has been in some cases used to estimate the value of the
radiative corrections of matrix elements, by neglecting all diagrams other than the tadpole.
However, even if the tadpole of the self-energy is large, sometimes this is not the end of
the story. An uncritical application of tadpole dominance can be at times misleading. For
example, in the calculations that we have just done we have encountered a situation in which
the operator tadpole, which also gives a large number, exactly cancels the self-energy tadpole,
so that the final result for the matrix element is given only from the contributions of the vertex
and the sails (plus the sunset diagram of the self-energy). This cancellation only happens for
the first moment. For higher moments, that is the case in which we have an operator with
n covariant derivatives with indices all different from each other, the result of the operator
tadpole is nZ0/2 (see also Section 18.3),
71 so the final result has even a different sign from the
one that would be inferred from computing the self-energy tadpole alone.
As discussed in Section 14, there exists also another class of operators which measure the
first moment of the quark momentum distribution and which belong to another representation
of the hypercubic group:
O00 − 1
3
(O11 +O22 +O33). (15.138)
71This result is only valid for n between 2 and 4, as for higher n is impossible to have all indices distinct
from each other, and the contractions of the Aµ’s become more complicated and do not give just nZ0/2. The
numerical result for n ≥ 5 is however not far from this number, and one has again a final positive result when
all diagrams are summed, with dominance of the operator tadpole and not of the self-energy tadpole.
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Due to the breaking of the Lorentz invariance, on the lattice this operator has a renormalization
constant different from O{01}. We leave as an exercise for the interested reader to reproduce
the final 1-loop result 72
〈q|O00 − 1
3
3∑
i=1
Oii|q〉
∣∣∣
1 loop
=
1
2
i
(
γ0p0 − 1
3
3∑
i=1
γipi
)
· g
2
0
16π2
CF
(
8
3
log a2p2 − 1.88259
)
, (15.139)
which gives the 1-loop matching factor to the MS scheme
〈q|(O00 − 1/3
3∑
i=1
Oii)
MS|q〉 = 0.97837 · 〈q|(O00 − 1/3
3∑
i=1
Oii)
lat|q〉. (15.140)
We want to conclude this Section by mentioning that in the case of a calculation with the
improved action we have to add the Sheikholeslami-Wohlert improved vertex of Eq. (11.10), and
also the operators have to be improved. This renders the calculations much more cumbersome.
Since the Sheikholeslami-Wohlert vertex includes a σ matrix, more Dirac matrices appear in
the manipulations. In the case in which both vertices in the vertex function are taken to be
the improved ones, the chains of Dirac matrices can become quite long.
The improvement of the operators, in the case that we have just calculated, means that
we have to consider also the contribution to the renormalization constants coming from the
operators in Eq. (11.15). These calculations are quite complicated, and the results are given
in (Capitani et al., 2001b).
15.5 Example of overlap results
To follow an overlap calculation step by step in the same way as we did for the Wilson case
would be quite cumbersome. We give here, as an example of results, the analytic expressions
for the tadpole of the self-energy of the quark, Σ
(b)
1 , and for the vertex of the scalar current ψψ
(in the Feynman gauge, for r = 1). In order to be able to write them in a compact form it is
convenient to introduce further abbreviations:
B = b(k) = 2
∑
λ
sin2
kλ
2
− ρ, (15.141)
D = 2ρ
(
ω(k) + b(k)
)
, (15.142)
A =
ω2(k)
ρ2
= 1− 4
ρ
∑
λ
sin2
kλ
2
+
1
ρ2
(∑
λ
sin2 kλ +
(
2
∑
λ
sin2
kλ
2
)2 )
, (15.143)
72It might turn useful to know that the numerical results for all individual diagrams are the same as in the
calculation with different indices, except for the vertex diagram, in which the number for the finite part is now
3.575320.
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with ω(k) given in Eq. (8.19). The result for the 1-loop tadpole of the quark self-energy for
overlap fermions is then given by
1
2
g20
∫
d4k
2π4
Gµµ(k)
(
1− 4
ρ
)
+ g20
∫
d4k
2π4
Gµµ(k)
1
ρ2(1 +
√
A)2
(15.144)
×∑
λ
[
M2λ +N
2
λ +
(
1 +
1√
A
)(
− Γ2µ +B(M2µ −N2µ)
)
+
2 +
√
A
ρ
√
A
(
− B(M2λ −N2λ) + Γ2
)]
+g20
∫ d4k
2π4
G2µµ(k)
1
ρ2(1 +
√
A)2
∑
λ
[
− 2Γ2µN2λ +
(
1 +
1√
A
)(
2Γ2µ(B + 2M
2
µ −M2λ)
)]
.
The first term comes from the part of the overlap vertex V2 in Eq. (8.29) containing W2 and
W †2 , and its value for ρ = 1 is quite large,
1
2
g20 · Z0
(
1− 4
ρ
)∣∣∣∣∣
ρ=1
= − g
2
0
16π2
36.69915, (15.145)
while the 1-loop result for the whole self-energy tadpole in Eq. (15.144) is slightly smaller, but
still large:
− g
2
0
16π2
23.35975. (15.146)
Adding now the value −14.27088 g20/(16π2) for the sunset diagram of the overlap self-energy of
the quark, which is much harder to compute by hand and would produce a very lengthy analytic
expression, gives the result −37.63063 g20/(16π2) for the complete self-energy in the Feynman
gauge, for ρ = 1 (Alexandrou et al., 2000; Capitani, 2001a). The values of the overlap self-
energy for various choices of ρ and in a general covariant gauge are given in Table 1. One
advantage of using overlap fermions is that Σ0, the power divergent part of the self-energy that
for Wilson fermions gives a nonzero additive mass renormalization, vanishes here.
The results for the 1-loop vertex diagram of the scalar operator 73 can be written in the
form
g20
∫ d4k
2π4
G(p− k) 1
(1 +
√
A)2
[(
− Γ
2
D2
+
1
4ρ2
)
·X + 1
ρD
· Y
]
(15.147)
for small p, where
X =
∑
λ
[
− (M2λ −N2λ) +
1
ρ
√
A
2(M2λ +N
2
λ) +
1
ρ2A
(
(Γ2 −B2)(M2λ −N2λ) + 2BΓ2
)]
Y =
∑
λ
[
Γ2 +
1
ρ
√
A
2Γ2(M2λ +N
2
λ) +
1
ρ2A
Γ2
(
− 2B(M2λ −N2λ) + Γ2 −B2
)]
. (15.148)
These are the only diagrams for which the author has had enough patience to perform their
calculation by hand using the overlap action (Capitani, 2001a). Other overlap calculations of
73We note that the sails are not present in this case, as there are no covariant derivatives.
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ρ self-energy (sunset) self-energy (tadpole) total self-energy
0.2 -27.511695 +11.911596 ξ -213.087934 -7.119586 ξ -240.599629 +4.792010 ξ
0.3 -23.687573 +11.098129 ξ -131.723110 -6.306119 ξ -155.410693 +4.792010 ξ
0.4 -21.172454 +10.520210 ξ -91.817537 -5.728200 ξ -112.989991 +4.792010 ξ
0.5 -19.337313 +10.071356 ξ -68.315503 -5.279346 ξ -87.652816 +4.792010 ξ
0.6 -17.912921 +9.704142 ξ -52.931363 -4.912132 ξ -70.844284 +4.792010 ξ
0.7 -16.760616 +9.393275 ξ -42.140608 -4.601265 ξ -58.901224 +4.792010 ξ
0.8 -15.800204 +9.123666 ξ -34.193597 -4.331656 ξ -49.993801 +4.792010 ξ
0.9 -14.981431 +8.885590 ξ -28.125054 -4.093580 ξ -43.106485 +4.792010 ξ
1.0 -14.270881 +8.672419 ξ -23.359746 -3.880409 ξ -37.630627 +4.792010 ξ
1.1 -13.645294 +8.479438 ξ -19.534056 -3.687428 ξ -33.179350 +4.792010 ξ
1.2 -13.087876 +8.303183 ξ -16.407174 -3.511173 ξ -29.495050 +4.792010 ξ
1.3 -12.586126 +8.141044 ξ -13.813486 -3.349034 ξ -26.399612 +4.792010 ξ
1.4 -12.130497 +7.991018 ξ -11.635482 -3.199008 ξ -23.765979 +4.792010 ξ
1.5 -11.713524 +7.851554 ξ -9.787582 -3.059544 ξ -21.501106 +4.792010 ξ
1.6 -11.329238 +7.721442 ξ -8.206069 -2.929432 ξ -19.535307 +4.792010 ξ
1.7 -10.972744 +7.599750 ξ -6.842630 -2.807740 ξ -17.815374 +4.792010 ξ
1.8 -10.639905 +7.485778 ξ -5.660084 -2.693768 ξ -16.299989 +4.792010 ξ
1.9 -10.327042 +7.379023 ξ -4.629539 -2.587013 ξ -14.956581 +4.792010 ξ
Table 1: Results for the finite constant of the quark self-energy with overlap fermions in a
general covariant gauge, from (Capitani, 2001a). We have used the abbreviation ξ = 1 − α.
The first column (sunset) refers to the diagram on the left in Fig. 18, and the second column
(tadpole) to the diagram on the right.
renormalization factors made using FORM codes are reported there and in (Capitani, 2001b;
Capitani and Giusti, 2000; Capitani and Giusti, 2001).
The renormalization constants of operators computed using overlap fermions are sometimes
large, and in general larger than the corresponding Wilson results (Capitani, 2001a; Capitani,
2001b). For example for the first moment of the unpolarized quark distribution (operator
O{01}) the constant is −53.25571, while (as we have just seen) in the Wilson case is −3.16486.
However, for the proper diagrams the overlap results show only relatively small differences
from the Wilson numbers. The biggest contribution to the renormalization constant comes
from the operator tadpole, and it is exactly the same for overlap and Wilson fermions. The
difference between overlap and Wilson results is then almost entirely due to the quark self-
energy. In the Feynman gauge, the constant of the finite part of the self-energy in the overlap
(for ρ = 1) is −37.63063, while for Wilson fermions is +11.85240; their difference is a large
number, −49.48303, and quite close to the difference of the total renormalization constants for
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the two kinds of fermions, −50.09085. We can notice from Table 1 that the value of the overlap
self-energy decreases when ρ increases, and if one would consider the overlap fermions for
ρ = 1.9, the difference between the self-energies would go from −49.48303 down to −26.80898.
However, the quark propagator becomes singular for ρ = 2, so simulations would likely be more
expensive when approaching this value of ρ.
We note that, contrary to the Wilson case, where the tadpole gives a much larger contribu-
tion than the sunset, in the overlap things are more entangled, and for certain values of ρ it is
the sunset that gives a larger result than the tadpole.
15.6 Tadpole improvement
We have seen that gluon tadpoles give large numerical results compared to other diagrams
(although sometimes they happen to cancel with each other). Quite often the large corrections
which occur in lattice perturbation theory are caused by these tadpole diagrams. Since they are
an artifact of the lattice (the corresponding interaction vertex is zero in the naive continuum
limit), in order to attempt to make the lattice perturbative expansions closer to the continuum
ones a tadpole resummation method has been proposed in (Parisi, 1980) and (Lepage and
Mackenzie, 1993). The lectures of (Mackenzie, 1995) contain a pedagogical introduction to
these ideas.
This resummation of tadpoles amounts to a mean-field improvement, in which one makes a
redefinition of the link, separating the contributions of their infrared modes:
Uµ(x) = e
ig0aAµ(x) = u0 e
ig0aAIRµ (x) = u0 U˜µ(x). (15.149)
The rescaling factor u0 (which is a number between 0 and 1) contains the high-energy part of
the link variables. One makes in the gluon action the substitution
Uµ(x) = u0 U˜µ(x), (15.150)
and takes U˜µ(x) as the new link variable. This implies β˜ = u
4
0β. The effective coupling becomes
then g˜20 = g
2
0/u
4
0, and is claimed to be closer to the coupling defined in the MS scheme than the
original lattice coupling. In fact, the perturbative expansions in terms of g˜0 have often smaller
coefficients and are better behaved than the standard perturbative expansions.
The value of the rescaling factor u0 is taken from the mean value of the link in the Landau
gauge,
u0 =
〈
1
Nc
ReTrUµ(x)
〉
, (15.151)
because in this gauge its value is higher (in other gauges u0 can assume very small values).
However, the fourth root of the mean value of the plaquette,
uP =
〈
1
Nc
ReTrPµν(x)
〉1/4
, (15.152)
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is easier to compute and is then taken in place of u0 in most applications, although one should
always keep in mind that this is a good approximation only for small lattice spacings. When
a ∼ 0.4 fm the two definitions differ already by about 10%. In this case, if one sticks to the
plaquette definition, every perturbative quantity should be computed at least to 2 loop. There
is then a small ambiguity in this choice.
In the resummed theory one works with tadpole-improved actions and operators. Of course
all quantities that contain a field U have to be rescaled accordingly, and will be multiplied by
some positive or negative power of u0. This then applies also to the covariant derivatives ap-
pearing in operators measuring moments of structure functions. When all variables are properly
rescaled the large tadpole contributions can be reabsorbed, and after this tadpole improvement
has been implemented the coefficients in the results of perturbative lattice calculations get in
general smaller.
The above construction can be seen as a different choice of the strong coupling (and of other
parameters), and is equivalent to a reorganization of lattice perturbation theory. At the end of
the day, this is a theory in which a redefinition of the coupling is taking place, and then it has
a different value of the Λ parameter. 74 So, one should be careful and do things consistently,
because one is effectively changing scheme. This would not matter if one knew the complete
series, but at the lowest orders it makes a difference. It is however difficult to estimate the
error that results from this. Moreover, not always this different definition of the coupling gives
a better perturbative expansions. Not in all cases the contributions get smaller.
It is possible to set up tadpole improvement also on Symanzik-improved theories, rescaling
the affected quantities with appropriate powers of u0. For example, the improvement coefficient
csw undergoes the rescaling c˜sw = u
3
0 csw. The coefficients of the Lu¨scher-Weisz improved gauge
action are modified as follows:
c0 =
5
3u40
, c1 = − 1
12u60
. (15.153)
A different kind of improvement of lattice perturbation theory has been proposed and used
in (Panagopoulos and Vicari, 1998; Panagopoulos and Vicari, 1999). It works through the
resummation of “cactus” diagrams, i.e., tadpoles which become disconnected if any one of their
vertices is removed. These diagrams are gauge invariant and it seems that in some cases, for
example the renormalization of the topological charge, this kind of resummation achieves better
results than standard tadpole improvement.
We conclude mentioning that for overlap fermions simple tadpole improvements like the
ones discussed here seem not to be of much help, because also the sunset diagram of the self-
energy gives large results, and this is a diagram that is present also in the continuum. Probably
74This is similar to what happens in continuum QCD renormalized in the minimal subtraction (MS) scheme,
where some second-order perturbative corrections can sometimes be large. If however one systematically drops
the factors γE and log 4π these corrections become much smaller, and this defines the MS scheme, where one
has a different renormalized coupling and a different value of the Λ parameter.
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xx− νˆ x+ νˆ
x+ µˆx− νˆ + µˆ x+ νˆ + µˆ
c
6
c
c
6
Figure 20: The APE smearing of the thin link Uµ(x) which produces the fat link.
a different kind of diagram resummation has to be devised in this case.
15.7 Perturbation theory for fat links
Another way to reduce the magnitude of the large renormalization factors seems to be given,
at least in some cases, by fat link actions (DeGrand, Hasenfratz and Kova´cs, 1999). Under the
name of fat links are meant actions in which the quarks couple to gauge links which are smeared
(see Fig. 20). They present some advantages, like the facts that exceptional configurations are
suppressed and the additive mass renormalization is small. Furthermore, these actions exhibit
better chiral properties. From the point of view of perturbation theory the interesting feature
is that renormalization factors often have values quite close to unity, and hence this could be
worth of some consideration in the cases in which the 1-loop corrections of matrix elements
on the lattice are large compared to their tree-level values. Damping the large perturbative
corrections can be particularly useful in the case of overlap fermions. Simulations using overlap-
like fermions with fat links have been reported in (DeGrand, 2001), and the improvement of
the locality and topological properties using overlap and overlap-like fermions with fat links
has been studied in (DeGrand, Hasenfratz and Kova´cs, 2002) and (Kova´cs, 2002).
We follow (Bernard and DeGrand, 2000), and we consider the particular construction known
as APE blocking (Albanese et al., 1987), where the smearing of a link is done as follows. Starting
with the original link, also known as thin link,
V (0)µ (x) = Uµ(x), (15.154)
the first smearing step is done like in Fig. 20. The general smearing step constructs the fat link
recursively as
V (m+1)µ (x) = P
(
(1− c)V (m)µ (x) +
c
6
∑
ν 6=µ
[
V (m)ν (x)V
(m)
µ (x+ νˆ)V
†(m)
ν (x+ µˆ) (15.155)
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+V †(m)ν (x− νˆ)V (m)µ (x− νˆ)V (m)ν (x− νˆ + µˆ)
])
,
where P projects back into SU(3) matrices. A typical value that is used is c = 0.45, and a
typical value for the total number of iterations is N = 10 (see for example (Bernard et al.,
2000)).
In perturbation theory the basic variables are the Aµ’s, and for 1-loop computations of
quark operators only the linear part of the relation between them,
A(1)µ (x) =
∑
y
∑
ν
hµν(y)A
(0)
ν (x+ y), (15.156)
is relevant, because the quadratic part, being antisymmetric, gives no contributions to the
tadpoles (which at one loop are the only diagrams that can be constructed from two gluons
stemming from the same point). In momentum space this convolution becomes a form factor,
A(1)µ (q) =
∑
ν
h˜µν(q)A
(0)
ν (q), (15.157)
where
h˜µν(q) =
(
1− c
6
q̂2
)(
δµν − q̂µq̂ν
q̂2
)
+
q̂µq̂ν
q̂2
. (15.158)
We notice that the longitudinal part h˜ is not affected by the smearing, because this part is
unphysical and does not depend on which path of links between two fixed sites is chosen. After
N smearings one gets
A(N)µ (q) =
∑
ν
h˜(N)µν (q)A
(0)
ν (q), (15.159)
with
h˜(N)µν (q) =
(
1− c
6
q̂2
)N(
δµν − q̂µq̂ν
q̂2
)
+
q̂µq̂ν
q̂2
. (15.160)
Since this is a correction to the gauge interaction of the quarks, the effect is that each quark-
gluon vertex is multiplied by a form factor h˜(N)µν (q), where q is the gluon momentum. Now we
consider the case, which often happens in practice, in which all gluon lines of a diagram start
and end on quark lines. If this is true one can imagine these form factors as attached to the
gluon propagator instead than to the vertices. The effect of smearing can then be summarized
in a simple modification of the gluon propagator 75
Gµν(q) −→ h˜(N)µλ (q)Gλρ(q)h˜(N)ρν (q). (15.161)
75Here Gµν(q) is the standard Wilson gluon propagator, because the fat link action changes the quark-gluon
interaction but leaves the plaquette action unaltered, and in particular the gluon propagator. This is in some
sense complementary to the case of improved gluons (Section 11.2), where the pure gauge action is modified
but not the quark-gluon interaction. Recently actions which contain both fat links and an improvement of the
pure gauge part have also been considered in perturbation theory (DeGrand, Hasenfratz and Kova´cs, 2002).
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It is now clear that the Landau gauge is the most natural setup for fat link calculations. The
Landau gauge propagator kills the longitudinal components of h˜, and it is then quite easy to
convert a thin link calculation made in Landau gauge to a fat link result, provided the loop
integration momentum was chosen to be the same as the gluon momentum q (which we have
not done in Section 15.4):
∫ d4q
(2π)4
I(q)→
∫ d4q
(2π)4
(
1− c
6
q̂2
)2NI(q). (15.162)
Thus, no matter how many iterations N one makes, the final result is simply given by the
multiplication of the old thin link integrand with a form factor. In the case in which the
thin link calculation was instead done in Feynman gauge, one can observe that doing the
same calculation using fat links in Landau gauge will generate new terms, coming from the(
1 − c
6
q̂2
)N q̂µq̂ν
q̂2
part of h˜(N)µν (q). However, when
(
1 − c
6
q̂2
)
= 1, the total contribution of these
terms must vanish by gauge invariance. If this cancellation already occurs at the level of the
integrands, the further multiplication by
(
1 − c
6
q̂2
)N
will not spoil it, and then one can use
again Eq. (15.162) for passing from thin to fat links, even if the thin link calculation was done
in Feynman gauge. This has been verified for the additive and multiplicative renormalization
of the mass (Bernard and DeGrand, 2000). However, if the cancellation is more subtle, for
example involving integration by parts, then Eq. (15.162) is not valid anymore and these new
fat link terms have to be computed from scratch.
As we mentioned at the beginning, one of the attractive features of fat links is that renormal-
ization factors seem to be much closer to their tree level values. The Wilson tadpole diagram
12.233050 g20/(16π
2)CF (see Eq. (15.131)), which is responsible for many of the large correc-
tions in lattice perturbation theory, becomes in the fat link case 0.346274 g20/(16π
2)CF (when
c = 0.45 and N = 10 are used). Thus tadpole improvement is not necessary in this kind of
calculations. Other quantities, like the 1-loop correction to the renormalization of the various
currents, have been verified to be smaller of nearly two orders of magnitudes with respect to
the Wilson results.
The reason of these small factors is that if c is not too large, c < 0.75, the absolute value of(
1− c
6
q̂2
)
is less than one, and so
(
1− c
6
q̂2
)N
is a very small factor, except perhaps for the region
of very small momenta. Thus, the region of large momenta is completely suppressed, and this
is precisely the dominant contribution to the tadpole diagrams. We can then understand why
these fat link integrals are strongly suppressed. 76 This damping however does not necessarily
take place when divergent diagrams are considered. In this case one has to perform appropriate
subtractions, and not all terms in the original integral remain proportional to
(
1− c
6
q̂2
)2N
. The
finite part of a divergent fat link integral is then not necessarily small, and more investigations
are needed to understand the general situation of divergent integrals.
76We should however point out that a too strong suppression could render the integrals infrared sensitive.
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Recently a new bunch of perturbative calculations with fat link actions has been reported (De-
Grand, 2002; DeGrand, Hasenfratz and Kova´cs, 2002). They mainly use another smearing
choice known as hypercubic blocking (Hasenfratz and Knechtli, 2001; Hasenfratz, Hoffmann
and Knechtli, 2002; Hasenfratz and Knechtli, 2002), which is more complicated and involves
three free parameters which need to be fixed. Using this version of fat links the renormalization
constants of the quark currents as well as of weak four-fermion operators have been computed,
with the fattening of the links applied to the Wilson, the improved (for the quark as well as
the gluon part) and the overlap actions. The case of fat links applied to staggered fermions has
been extensively studied in (Lee and Sharpe, 2002a; Lee, 2002; Lee and Sharpe, 2002b).
16 Computer codes
The calculation of the 1-loop renormalization constant of the unimproved matrix element
〈q|O{µν}|q〉, that we have described in detail in the previous Section, can be done entirely
by hand. However, even in this relatively simple case a computer program (written in the
FORM language) has also been used to have some cross-checks on the correctness of all results.
It is in general useful to have this kind of mutual checks between calculations made by hand
and calculations made using a computer.
If one wants to compute the matrix element 〈q|O{µν}|q〉 in the improved theory, adding the
vertex in Eq. (11.10) to the usual Wilson vertex, or even including the improvement of the
operator as well, which means computing the renormalization of the operators in Eq. (11.15),
or even worse if one considers more complicated operators, containing perhaps more covariant
derivatives, computer programs become necessary, as the huge number of manipulations and
the size of the typical monomials makes the completion of these calculations entirely by hand
almost impossible. Of course these codes turn out at the end to be necessary also because they
can provide an output file of the result of the analytic manipulations which is already formatted
(for example in Fortran) as an input file for the numerical integration.
One of the main reasons for the increasing difficulty in the manipulations for the moments
of unpolarized structure functions is that the covariant derivative is proportional to the inverse
of the lattice spacing, D ∼ 1/a, so that one has
〈xn〉 ∼ 〈ψ γµDµ1 · · · Dµn ψ〉 ∼
1
an
. (16.1)
This means that to compute the n-th moment one needs to perform a Taylor expansion in a
to order n, and then every single object (propagators, vertices, operator insertions) has to be
expanded to this order. One does not need too much imagination to see what happens. It is
sufficient to have a look to the Wilson quark-quark-gluon vertex to order a2,
(V a)bcµ (k, ap) = −g0 (T a)bc ·
{
iγµ
[
cos
kµ
2
− 1
2
apµ sin
kµ
2
− 1
8
a2p2µ cos
kµ
2
]
(16.2)
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+r
[
sin
kµ
2
+
1
2
apµ cos
kµ
2
− 1
8
a2p2µ sin
kµ
2
]}
,
or to the expansion of the Wilson quark propagator even only to order a,
Sab(k + aq, am0) = δ
ab ·
{−i∑µ γµ sin kµ + 2r∑µ sin2 kµ2∑
µ sin
2 kµ +
[
2r
∑
µ sin
2 kµ
2
]2 (16.3)
+a ·
[−i∑µ γµqµ cos kµ + r∑µ qµ sin kµ +m0∑
µ sin
2 kµ +
[
2r
∑
µ sin
2 kµ
2
]2
−
(
− i∑
ρ
γρ sin kρ + 2r
∑
ρ
sin2
kρ
2
)∑µ qµ sin 2kµ + 4r∑µ sin2 kµ2
(
r
∑
ν qν sin kν +m0
)
{∑
µ sin
2 kµ +
[
2r
∑
µ sin
2 kµ
2
]2}2
]}
.
The algebraic manipulations become thus quite complex. The main consequence of all this is
the generation of a huge number of terms, at least in the initial stages of the manipulations,
even in the case of matrix elements where all Lorentz indices are contracted. The multiplication
of two vertices and two quark propagators which are expanded to order a can be seen from
the formulae above to give rise to about 42 · 112 ∼ 2000 monomial terms. Initial expansions
of Feynman diagrams containing operators which measure the second and third moment of
structure functions can easily reach the order of 106 terms. This slows down the execution of
the codes considerably. Most of these terms become zero after doing the Dirac algebra, or do
not contribute to the sought Dirac structure, or are zero after integration. The terms which
do not contribute to the final expression have to be killed as early as possible to speed up
the computations. Of course this is not easy; for example terms like the ones proportional to
1/(2W (Γ2+W 2)2) which we have mentioned after Eq. (15.83) are zero because µ 6= ν, but this
can be seen only after the Dirac algebra has been solved.
Thus, the fact that an operator with n covariant derivatives requires Taylor expansions in a
to order n also implies a limitation on the number of moments of structure functions that one
can practically compute on the lattice. This is something different from the limitation coming
from operator mixings, seen in Section 14, and the combination of these two computational
challenges renders in practice the computation of the renormalization of the fourth moment or
higher very difficult.
Also the gamma algebra becomes cumbersome to do by hand. This is even worse when one
adds the improvement, because, as noted in the previous Section, adding a σ matrix for each
improved vertex at the end builds up long chains of Dirac matrices.
At the end of the day, perturbation theory, even only at 1-loop level, is quite cumbersome on
the lattice, and due to the complexity of the calculations, to the great number of diagrams, and
to the huge amount of terms for each diagram, computer codes have to be used. To evaluate
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the Feynman diagrams and obtain the algebraic expressions for the renormalization factors, the
author has developed sets of computer codes written in the symbolic manipulation language
FORM (for recent developments see (Vermaseren, 2000)). These codes are able to take as
input the Feynman rules for the particular combination of operators, propagators (Wilson or
overlap) and vertices (Wilson, and Sheikholeslami-Wohlert-improved, or overlap) appearing in
each diagram, to expand them in the lattice spacing a at the appropriate order, to evaluate
the gamma algebra on the lattice, and then to work out everything until the final sought-for
expressions are obtained. Due to the enormous number of terms in the initial stages of the
manipulations one needs in many cases a large working memory.
To properly deal with the γ5 matrices additional computer routines have also been writ-
ten which are able to perform computations in the ’t Hooft-Veltman scheme, the only scheme
proven to have consistent trace properties when γ5 matrices are involved.
77 This has been
important especially for doing calculations involving weak interactions and four-fermion op-
erators (Capitani et al., 1999a; Capitani et al., 2000a; Capitani et al., 2000b; Capitani et al.,
2001a). There is however an increase of about one order of magnitude in computing times when
one uses the ’t Hooft-Veltman scheme, due to the sum splittings, and also a careful memory
management is required. These FORM codes are able to use Dimensional Regularization (NDR
or ’t Hooft-Veltman), and a mass regularization, and some independent checks are thus possi-
ble. As a further check on the codes, the author has in many cases performed the calculations
also by hand.
Computer codes are of course often employed nowadays also for continuum perturbation
theory, where however in general there are more external legs and one can reach higher loops,
because the building blocks (the various Feynman rules, the typical monomials, etc.) are much
simpler. But there are differences also in the codes themselves.
We have already mentioned several times that the Lorentz symmetry is broken on the
lattice. This gives rise to a whole new series of problems, regarding for example the validity
of the Einstein summation convention. One of the biggest challenges of computer codes for
lattice perturbation theory is to deal with the fact that the summation convention on repeated
indices is suspended. FORM, and similar programs, have been developed having in mind the
usual continuum calculations. 78 There are therefore many useful built-in features that are in
principle somewhat of an hindrance in doing lattice perturbative calculations. These built-in
functions cannot be used straightforwardly on the lattice. This is for example what FORM
would normally do, because two equal indices are assumed to be contracted:∑
λ
γλpλ −→ 6p (16.4)
77A definition of the Dirac matrices in this scheme is given in (Veltman, 1989). The work of (Jegerlehner,
2001) contains an interesting discussion about dimensional regularization, the use of chiral fields and their
relation with the properties of γ5 in noninteger dimensions.
78A recent description of this kind of programs can be found in (Weinzierl, 2002).
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∑
λ
γλpλ sin kλ −→ 6p sin kλ (16.5)∑
λ
γλ sin kλ cos
2 kλ −→ (γ · sin k) cos2 kλ (16.6)∑
λ,ρ
γργλγρ sin kλ cos
2 kρ −→ −2
∑
λ
γλ sin kλ cos
2 kρ. (16.7)
Here however the typical terms are monomials which contain more than twice the same index.
Only the first case is then correctly handled by FORM. For example, in the last case the right
answer is instead
−∑
λ,ρ
γλ sin kλ cos
2 kρ + 2
∑
ρ
γρ sin kρ cos
2 kρ. (16.8)
For this reason one needs the development of special routines to deal with the gamma algebra on
the lattice (for more details see also (Capitani and Rossi, 1995b; Capitani and Rossi, 1995a)).
One solution is to introduce generalized Kronecker delta symbols (Lu¨scher and Weisz, 1995d)
δµ1µ2...µn (16.9)
which are equal to one only if all indices are equal, µ1 = µ2 = . . . = µn, and are zero otherwise.
In general one needs special routines, with appropriate modifications to the usual commands,
to properly treat Dirac matrices and handle terms like in Eq. (15.71).
In Feynman diagrams that involve a few gluons the color structure can become quite in-
volved, especially if the 4-gluon vertex is present. A program for the automatic generation
of gluon vertices and the reduction of the color structure has been described in (Lu¨scher and
Weisz, 1986). Expression containing color tensors can be computed by repeatedly using the
identities (Lu¨scher and Weisz, 1995d)
Tr(T aXT aY ) =
1
2Nc
Tr(XY )− 1
2
Tr(X) Tr(Y ) (16.10)
Tr(T aX) Tr(T aY ) =
1
2Nc
Tr(X) Tr(Y )− 1
2
Tr(XY ), (16.11)
where X and Y stand for general complex Nc ×Nc matrices.
Of course when the computations become so complicated that it is not possible to carry
them out by hand, a number of additional checks on the codes is desirable. One can use
different regularizations, like a mass regularization and dimensional regulation (in its various
forms), and one can develop various routines which use different methods.
The case of overlap fermions is one in which manual checks are much more difficult, because
only a few computations can be performed by hand. When computing renormalization factors
it is useful then to exploit the cancellation of the gauge-dependent part between the continuum
and the lattice results (as we noted in Section 3). In particular, in the calculations made in
covariant gauge the contributions proportional to (1−α) must be independent of the parameter
ρ, and this can only be seen after the numerical integration, since in the thousands of terms
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which have to be integrated the dependence on ρ cannot be factored out. The dependence on
ρ is in fact highly nontrivial, and a look at the quark propagator shows that the monomials
in the integrand are not even rational functions of ρ. Thus, this is really a nontrivial check.
Of course calculations made in a general covariant gauge are much more expensive than the
restriction to the Feynman gauge, due to the more complicated form of the gluon propagator,
but it is worthwhile to do them. They can give a strong check of the behavior of the FORM
codes in the case of overlap fermions, as well as of the integration routines.
The contributions proportional to (1−α), besides being independent of ρ, seem to a certain
extent also to be independent of the fermion action used. In particular, for overlap fermions
they have the same value as for the Wilson case. 79 These terms are in general equal to their
Wilson counterparts at the level of the single diagrams. An exception is given by the self-
energy, where only the sum of the sunset and the tadpole diagrams is independent of ρ, as can
be seen in Table 1, and has the same value as in the Wilson action, as can be seen looking at
Eq. (15.132). 80 The component of the total self-energy proportional to (1−α) is proportional
only to the combination F0 − γE + 1 = 4.792009568973 · · · (see Eqs. (18.25) and (18.26) and
Table 2 later), and therefore is the same for all plaquette actions, irrespective of the fermionic
part. Another case in which we have found that individual overlap diagrams do not correspond
to their Wilson result is given by operators measuring the moment of the structure function
g2 (Capitani, 2001b). These operators are of the form
ψγ[µγ5D{ν]Dρ · · ·Dλ}ψ, (16.12)
that is they involve both a symmetrization and an antisymmetrization of indices, and in the
Wilson case they mix with other operators of lower dimension, with a 1/a divergent coefficient,
while in the overlap case they are multiplicatively renormalizable, because these mixings are
forbidden by chiral symmetry. For this operator only the sum of vertex and sails is independent
of the fermion action used.
Lattice perturbative calculations generally involve the manipulation of a huge number of
terms, but often a large number of terms remain also in the final analytic expressions which
have to be numerically integrated. The integrations then require a lot of computer time, which
in some cases can be of the order of hundreds of hours.
79In the case of overlap fermions however, due do the greater number of terms and the more complicated
functional forms, one gets less precise numbers for these contributions (for a given computing time).
80This is probably connected to the fact that the 1-loop self-energy for Wilson fermions has a nonvanishing
Σ0 contribution, which gives the additive quark mass renormalization due to the breaking of chiral symmetry,
while for overlap fermions this term is zero.
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17 Lattice integrals
After the analytical manipulations in Feynman diagrams have been carried out, it still remains
to integrate the resulting expressions. Lattice integrals are quite complicated rational functions
of trigonometric expressions, and so far it has not been possible to compute them analytically.
The only way to obtain a number from these expressions is to use numerical integration methods.
The results of the analytic calculations obtained with computer programs can be stored as a
sum of terms suitable to be integrated, which can be formatted in an appropriate way and
passed on to become the input of a, say, Fortran program.
Integrals can be approximated by discrete sums. At the basic level, one computes the
function to be integrated in a number of points, and uses the sum over these points (sometimes
with appropriate weights) as an approximation to the true value of the integral. Since we are
working in four dimensions (usually in momentum space), even choosing only 100 points in each
direction means that the function has to be evaluated in 108 points, and the computational
requirements grow then quite rapidly. This becomes much worse for 2-loop integrals, where one
has to evaluate sums in eight dimensions. It is therefore invaluable, in order to compute 2-loop
integrals, to use the coordinate space methods that we will introduce in Section 19, with which
these 8-dimensional integrals can be expressed in terms of only 4-dimensional sums.
Using simple integration routines it is possible to evaluate numerically lattice 1-loop integrals
with reasonable precision, and one can without much effort obtain results with five or six
significant decimal places. There are also some more refined methods which have been devised
and used to obtain faster and cheaper evaluations of these integrals and to improve on the
precision of the integrations. We are going to explain some of them in the rest of this Section.
One expects (Symanzik, 1983b) that a lattice Feynman diagram D with l loops will have
near the continuum limit the asymptotic behavior
D(a)
a→0∼ a−ω
∞∑
n=0
l∑
m=0
cnm a
n(log a)m, (17.1)
where the nonnegative exponent ω is related to the convergence properties of D and its sub-
diagrams. Lu¨scher and Weisz have devised a recursive blocking method for the calculation of
the first coefficients of the expansion in a of a 1-loop Feynman diagram:
D(a)
a→0∼ a−ω
∞∑
n=0
an (cn0 + cn1 log a), (17.2)
so that one does not need to evaluate the diagram for very small lattice spacings, which would
be numerically quite demanding. To use this method (Lu¨scher and Weisz, 1986), the diagram
has to be known numerically (with a good precision) for a sequence of different lattice spacings,
which for simplicity will be taken to be ak = 1/µk, with k integer and µ a constant. The
continuum limit a → 0 means k → ∞. We consider the case in which only even powers of a
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appear in the expansion, which includes diagrams which are O(a) improved (if one is interested
in the coefficients with n ≤ 2). It is also assumed that one knows the coefficients of the
logarithm terms exactly, so that the task is reduced to compute numerically only the coefficient
c00 (which is the finite part of the limit a = 0 of the Feynman diagram), and c20. Let us see
how one can compute c00.
One starts by defining an auxiliary function
f0(k) = {aωD(a) + (c01 + a2c21) log k}|a=ak , (17.3)
which can be seen to have the asymptotic expansion
f0(k)
k→∞∼ A0 + A1
(µk)2
+
∞∑
n=2
(An +Bn log k)
(µk)2n
, (17.4)
where
A0 = c00 − c01 logµ, (17.5)
A1 = c20 − c21 logµ,
and so on. We can then consider taking
A0 ≃ f0(kmax) (17.6)
as a first approximation to compute c00 (remember that c01 is exactly known). It is however
easy to do better. In fact, the function
f1(k) =
(k + δ0)
2
4δ0k
f0(k + δ0)− (k − δ0)
2
4δ0k
f0(k − δ0) (17.7)
has an expansion similar to Eq. (17.4) with the same initial term A0 but no 1/k
2 term, so that
the first correction becomes of order 1/k4 only. Therefore the approach to the limiting value
for k →∞ is faster, and
A0 ≃ f1(kmax − δ0) (17.8)
gives a better approximation for the computation of c00. Notice that f1 is not defined at kmax,
because it is a discrete difference involving the nearest point, and thus one has to use its value
at kmax − δ0. Usually one chooses δ0 = 1 or δ0 = 2.
The above blocking transformation can be iterated i times to give closer and closer approx-
imations to the right value of A0:
fi(k) = A0 +O(1/k
2i+2). (17.9)
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However, because of the logarithms present in Eq. (17.4) for n ≥ 2, the transformations become
now slightly more complicated:
fi+1(k) = w1fi(k + δi) + w2fi(k) + w3fi(k − δi), (17.10)
wj = vj/(v1 + v2 + v3), (j = 1, 2, 3), (17.11)
v1 = (k + δi)
2i+2 log(1− δi/k), (17.12)
v2 = k
2i+2[log(1 + δi/k)− log(1− δi/k)], (17.13)
v3 = −(k − δi)2i+2 log(1 + δi/k). (17.14)
While each new iteration gives in principle a better approximation to A0, it is to be noticed
that the domain of the function fi becomes smaller and smaller with every new blocking step,
and therefore after a while (depending on the total number of different lattice measurements
available, k) there is a natural halt to the blocking steps. Moreover, the numerical precision is
lost a little after each iteration; Lu¨scher and Weisz estimated that one loses one or two decimal
places with each blocking step.
There is an optimal choice for the number of iterations, and in (Lu¨scher and Weisz, 1986) a
stopping criterion and an estimate for the total error are given. At the end there is an optimal
estimate of c00 given by
A0 ≃ fi∗(k∗) (17.15)
where k∗ and i∗ minimize the error.
Another method which is useful for the extraction of the leading behavior of lattice integrals
has been used in (Bode, Weisz and Wolff, 2000a; Bode, Weisz and Wolff, 2000b). One assumes
as before to know the integrals F (k) for a sequence of different lattice spacings ki, (i = 1, . . . , n),
with the necessary computer precision. One wants then to determine the first nf coefficients of
the expansion
F (k) =
nf∑
i=1
αifi(k) +R(k) (17.16)
in terms of general functions fi(k) = log
µ k/kν (which also include f0(k) = 1).
Of course one has always nf ≤ n, because the parameters to be determined cannot exceed
the data set. In matrix form the above equation reads
F = fα+R, (17.17)
where F is the n-dimensional vector of the data F (ki), α is the nf -dimensional vector of the
leading coefficients that we want to determine, and f is an n× nf matrix.
The method calls for α to be determined by minimizing the quadratic form in the residues
χ2 = (F − fα)TW 2(F − fα), (17.18)
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where W 2 is a matrix of positive weights. 81 This leads to
fTW 2fα = fTW 2F, (17.19)
and if the columns of the matrix Wf are linearly independent, and P is a projector on the
corresponding nf -dimensional subspace, then the task is reduced to finding a solution of
Wfα = PWF. (17.20)
This can be done using the singular value decomposition for Wf ,
Wf = USV T , (17.21)
where S and V are diagonal and orthonormal nf ×nf matrices respectively, and U is a column-
orthonormal nf × nf matrix, i.e., UTU = 1 and UUT = P . The solution for the nf leading
coefficients in Eq. (17.16) is then
α = V S−1UTWF. (17.22)
The blocking procedure of Lu¨scher and Weisz discussed previously can be considered as
a particular case of this method. In fact, if one repeats these improved fits modifying the
component proportional to one of the functions fj , then only the corresponding αj changes.
Then, if n = nf (i.e., one has the minimal data set which is able to determine the coefficients),
this method is equivalent to performing blocking transformations which cancel the nf − 1
components not related to αj.
We want to conclude this Section by discussing a simple method which is useful to acceler-
ate the convergence of the numerical evaluation of the integral of a periodic analytic function
over a compact domain. This kind of integrals arises in theories with twisted boundary condi-
tions (Lu¨scher and Weisz, 1986),
Uµ(x+ Lνˆ) = ΩνUµ(x)Ω
−1
ν , (17.23)
where the gauge fields cross through the lattice boundaries. At least two directions must be
twisted, otherwise the twisting is equivalent to a field redefinition of a theory with standard
boundary conditions. The twist matrices Ω are constant and gauge-field independent, and are
SU(Nc) matrices which satisfy the algebra
ΩµΩσ = e
2πi
Nc ΩσΩµ. (17.24)
Explicit representations of these matrices are not needed. These boundary conditions remove
the zero modes and the theory acquires a mass gap, so that the gluon propagator is not singular.
81These weights could be useful in order to give more importance to particular data points, as for larger a
there is less roundoff error, while for smaller a the asymptotic expansions are better satisfied. In (Bode, Weisz
and Wolff, 2000a; Bode, Weisz and Wolff, 2000b) it was however reported that uniform weights W = 1 work
just fine as well.
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Beside inducing an infrared cutoff in Feynman diagrams, they also cause the spectrum of
momenta to be continuous, because the momentum components are not quantized by the
boundary conditions. Similarly, the ghosts are also twisted periodic fields, and the Faddeev-
Popov determinant has no zero modes. One then ends up with integrals of periodic analytic
functions. More technicalities and the Feynman rules can be found in (Lu¨scher and Weisz,
1986).
For simplicity we consider one-dimensional integrals. We want to compute
I =
∫ π
−π
dk
2π
f(k), (17.25)
where f(k) is analytic and periodic, f(k+2π) = f(k). A first approximation of this integral is
given by the sum
I(N) =
1
N
N∑
j=1
f(
2π
N
j) (17.26)
for N large enough. While in general this is not a very efficient approximation, for periodic
functions the convergence turns out to be exponential,
I(N)− I = O(e−ǫN), (17.27)
where ǫ is the absolute value of the imaginary part of the singularity of the integrand which is
closest to the real axis.
One can see that problems can arise when ǫ happens to be very small, because in this case
the convergence of I(N) to I becomes quite slow. However, things can be improved by making
a change of variable (Lu¨scher and Weisz, 1986),
k = k′ − α sin k′, 0 ≤ α(ǫ) < 1, (17.28)
where α is chosen to be near to one, so that the singularity in the new variables is pushed away
from the real axis: ǫˆ = O(1). The sums
Iˆ(N) =
1
N
N∑
j=1
fˆ(
2π
N
j), (17.29)
calculated using the transformed function
fˆ(k′) = (1− α cos k′)f(k(k′)), (17.30)
become then better convergent to the integral I:
Iˆ(N)− I = O(e−ǫˆN ). (17.31)
Thus, much lower values of N , and less computing power, are sufficient to get the same precision
in the numerical evaluation of the integral I.
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18 Algebraic method for 1-loop integrals
If one is happy with computing 1-loop lattice integrals with a precision of only five or six signifi-
cant decimal places, their values can be easily estimated by using a simple rectangle integration.
In order to have some more precise results one can implement the methods discussed in the
previous Section.
The algebraic method for Wilson fermions, that we are going to explain in this Section, is
an enormous improvement on all that. It allows every integral coming from 1-loop Feynman
diagrams to be computed in a completely symbolic way and to be reduced to a linear combi-
nation of a few basic constants. This means that the generic integral can then be calculated
numerically with a very large precision with a very small effort. In fact, once determined these
few basic constants with the desired precision once for all, the original integral is just an appro-
priate linear combination of them. It is then possible to compute every integral with a very high
precision, for example with seventy significant decimal places (Capitani et al., 1998a), and in
some cases with even nearly 400 significant decimal places (see Appendix B). Computing 1-loop
integrals with sixty or seventy significant decimal places turns out to be absolutely necessary if
one wants to evaluate 2-loop integrals with a precision of at least ten significant decimal places,
which can be accomplished using the coordinate space method (Section 19).
It is sufficient to apply the algebraic method only to integrals with zero external momenta,
since the momentum-dependent part can be evaluated in the continuum, as we have seen in
Section 15.2. Furthermore, the general zero-momentum integral on the lattice can always be
written as a linear combination of terms of the form
F(p, q;nx, ny, nz, nt) =
∫ π
−π
d4k
(2π)4
kˆ2nxx kˆ
2ny
y kˆ
2nz
z kˆ
2nt
t
DF (k,mf )pDB(k,mb)q
. (18.1)
The algebraic method allows then to express these terms in terms of a certain number of basic
integrals. The complete reduction of a generic F(p, q;nx, ny, nz, nt) is achieved using an iteration
procedure which makes use of appropriate recursion relations in noninteger dimensions.
At the end of this procedure, using the algebraic method every purely bosonic integral can
be expressed in terms of 3 basic constants, every purely fermionic integral in terms of 9 basic
constants, and every general fermionic-bosonic integral in terms of 15 basic constants.
18.1 The bosonic case
We are now going to explain in detail the recursive algorithm in the bosonic case, when the gluon
action is given by the Wilson plaquette (Caracciolo, Menotti and Pelissetto, 1991; Caracciolo,
Menotti and Pelissetto, 1992).
We note first of all that it is enough to consider lattice integrals at zero external momenta.
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We are in fact interested in the continuum limit of
G(p) =
∫
d4k
(2π)4
F (k; p) (18.2)
where p is some external momentum. As explained in Section 15.2, we can split this integral in
two parts: a subtracted (ultraviolet-finite) integral, which can be evaluated in the continuum,
and a certain number of lattice integrals with zero external momenta. We have then
G(p) =
∫
d4k
(2π)4
[F (k; p)− (T nFF )(k; p)]
+
∫
d4k
(2π)4
(T nFF )(k; p), (18.3)
where nF is the degree of the divergence of the integral, and
(T nFF )(k; p) =
nF∑
n=0
1
n!
pµ1 . . . pµn
[
∂
∂pµ1
. . .
∂
∂pµn
F (k; p)
]
p=0
. (18.4)
If the propagators are massless, we need to at this point to introduce an intermediate regular-
ization for k = 0. It is convenient to choose an infrared mass cutoff m or to use dimensional
regularization. The singularities will cancel when the contribution of the momentum-dependent
part is added at the end.
Any zero-momentum integral coming from the calculation of lattice Feynman diagrams in
the pure gauge Wilson theory can be expressed as a linear combination of terms of the form 82
B(p;nx, ny, nz, nt) =
∫ π
−π
d4k
(2π)4
kˆ2nxx kˆ
2ny
y kˆ
2nz
z kˆ
2nt
t
DB(k,m)p
, (18.5)
where p and ni are positive integers, and the inverse bosonic propagator, which we take in
general to be massive in order to regularize the divergences coming from the separation in J
and I − J , is
DB(k,m) = kˆ
2 +m2. (18.6)
Actually, due to the appearance of other kind of singularities at some intermediate stages of
the reductions, we have to consider the more general integrals
Bδ(p;nx, ny, nz, nt) =
∫ π
−π
d4k
(2π)4
kˆ2nxx kˆ
2ny
y kˆ
2nz
z kˆ
2nt
t
DB(k,m)p+δ
,
where p is an arbitrary integer (not necessarily positive) and δ is a real number which will be
set to zero at the end of the calculations.
82It is always possible to reduce any numerator to contain only factors of sin2 kµ/2, using sin
2 kµ =
4 sin2 kµ/2− 4 sin4 kµ/2 and similar formulae for the cosine functions.
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To begin with, each integral Bδ(p;nx, ny, nz, nt) can be reduced through purely algebraic
manipulations to a sum of integrals of the same type with nx = ny = nz = nt = 0 (i.e., pure
denominators). This is done by using the recursion relations 83
Bδ(p; 1) = 1
4
[Bδ(p− 1)−m2Bδ(p)] (18.7)
Bδ(p; x, 1) = 1
3
[Bδ(p− 1; x)− Bδ(p; x+ 1)−m2Bδ(p; x)] (18.8)
Bδ(p; x, y, 1) = 1
2
[Bδ(p− 1; x, y)− Bδ(p; x+ 1, y)− Bδ(p; x, y + 1)
−m2Bδ(p; x, y)] (18.9)
Bδ(p; x, y, z, 1) = Bδ(p− 1; x, y, z)− Bδ(p; x+ 1, y, z)
−Bδ(p; x, y + 1, z)−Bδ(p; x, y, z + 1)−m2Bδ(p; x, y, z), (18.10)
which can be obtained from the trivial identity
DB(k,m) =
4∑
i=1
kˆ2i + m
2. (18.11)
With these recursion relations one can eliminate each numerator argument, ni, of the Bδ
function, provided that it has the value 1. When it is greater than 1, one has to lower its value
until it reaches 1, so that it is then possible to use the above set of recursion relations. The
lowering of ni is done by using another recursion relation,
Bδ(p; . . . , r) = r − 1
p + δ − 1Bδ(p− 1; . . . , r− 1)−
4r − 6
p+ δ − 1Bδ(p− 1; . . . , r− 2)+4Bδ(p; . . . , r− 1),
(18.12)
which is obtained integrating by parts the equation (for r > 1)
(kˆ2w)
r
DB(k,m)p+δ
= 4
(kˆ2w)
r−1
DB(k,m)p+δ
+2
(kˆ2w)
r−2
p+ δ − 1 sin kw
∂
∂kw
1
DB(k,m)p+δ−1
. (18.13)
Notice that for p = 1 some coefficients in this recursion relation diverge as 1/δ, and therefore in
order to compute Bδ(1; . . .) for δ = 0 we need to compute Bδ(0; . . .) including terms of order δ. In
general one needs to compute the intermediate expressions for the integrals Bδ(p;nx, ny, nz, nt)
with p ≤ 0 keeping all terms of order δ.
Using the recursion relations introduced so far, every integral Bδ(p;nx, ny, nz, nt) can thus
be reduced to a sum of the form
Bδ(p;nx, ny, nz, nt) =
p∑
r=p−nx−ny−nz−nt
ar(m, δ)Bδ(r), (18.14)
where ar(m, δ) are polynomials in m
2, which may diverge as 1/δ for p > 0 and r ≤ 0 .
83In the following when one of the arguments ni is zero it will be omitted.
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At this point, it only remains to reexpress all Bδ(p)’s appearing in the above formula in
terms of a small finite number of them. To accomplish this we need some other recursion
relations, which can be obtained considering the trivial identity
Bδ(p; 1, 1, 1, 1)− 4Bδ(p+ 1; 2, 1, 1, 1)−m2 Bδ(p+ 1; 1, 1, 1, 1) = 0, (18.15)
and applying to it the previous procedure until it is reduced to a relation between the Bδ(r)’s
only. One then arrives to a nontrivial relation of the form
p∑
r=p−4
br(p; δ)Bδ(r) + S(p;m, δ) = 0, (18.16)
where S(p;m, δ) = O(m2) for p ≤ 2, while for p > 2 is a polynomial in 1/m2 (which is finite
for δ → 0).
We can now use the last relation to express all Bδ(p)’s in terms of Bδ(r)’s which are only in the
range 0 ≤ r ≤ 3. To do this, when p ≥ 4 we just write Bδ(p) in terms of Bδ(p−1), . . . ,Bδ(p−4)
and iterate until needed. When p ≤ −1, we solve the relation in terms of Bδ(p− 4), make the
shift p → p + 4, and then use it to write Bδ(p) in terms of Bδ(p + 1), . . . ,Bδ(p + 4). Again we
iterate until needed. Applying recursively these two relations we get then, for p 6= 0, 1, 2, 3:
Bδ(p) =
3∑
r=0
cr(p; δ)Bδ(r) + T (p;m, δ), (18.17)
where T (p;m, δ) is a polynomial in 1/m2.
The above procedure allows the general bosonic integral to be written, after a finite number
of steps, as
Bδ(p;nx, ny, nz, nt) = A(δ)Bδ(0) +B(δ)Bδ(1) + C(δ)Bδ(2) +D(δ)Bδ(3) + E(m, δ), (18.18)
where E(m, δ) is a polynomial in 1/m2. It can be shown that the limit δ → 0 is safe at this
stage, and one finally obtains
B(p;nx, ny, nz, nt) = A(0) +B(0)B(1) + C(0)B(2) +D(0)B(3) + E(m, 0), (18.19)
in terms of three basic constants, B(1), B(2) and B(3). This is a minimal set, i.e, no further
reduction can be done.
It is common practice to write the bosonic results in terms of the three constants Z0, Z1
and F0, which are defined by
Z0 = B(1)|m=0 (18.20)
Z1 =
1
4
B(1; 1, 1)|m=0 (18.21)
F0 = lim
m→0
(
16π2B(2) + logm2 + γE
)
. (18.22)
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Z0 0.154933390231060214084837208
Z1 0.107781313539874001343391550
F0 4.369225233874758
Table 2: Numerical values of the basic bosonic constants.
Explicitly,
Z0 =
∫ π
−π
d4k
(2π)4
1
4
∑
λ sin
2 kλ
2
, (18.23)
Z1 =
∫ π
−π
d4k
(2π)4
sin2
k1
2
sin2
k2
2∑
λ sin
2 kλ
2
, (18.24)
and 84 ∫ π
−π
d4k
(2π)4
1(
4
∑
λ sin
2 kλ
2
)2
+m2
=
1
16π2
(
− logm2 − γE + F0
)
. (18.26)
Their values are given in Table 2. We remind that γE = 0.57721566490153286 . . . is the well-
known Euler’s constant appearing in continuum integrals.
Rewriting B(1) and B(2) in terms of F0 and Z0 is rather trivial. For B(3) one has
B(3) = 1
32π2m2
− 1
128π2
(
logm2 + γE − F0
)
− 1
1024
− 13
1536π2
+
Z1
256
, (18.27)
which is a special case of Eq. (18.29).
In general d − 1 basic constants are enough for all bosonic integrals in d dimensions, and
d − 2 if one only considers finite integrals. This means that in two spacetime dimensions any
finite bosonic integral can be written in terms of rational numbers and 1/π2 factors only, and
one constant has to be introduced for divergent integrals.
This concludes the illustration of the algebraic method. However, if one wants to use it, it
comes handy to know some formulae regarding divergent integrals, that is the Bδ(p)’s for p ≥ 2.
These formulae can be derived using their expression in terms of the modified Bessel function
I0(x),
Bδ(p) = 1
2p+δΓ(p+ δ)
∫ ∞
0
dx xp+δ−1e−m
2x/(2−4x)I40 (x), (18.28)
84In case dimensional regularization is used, F0 is defined by∫ π
−π
d4−2ǫk
(2π)4−2ǫ
1(
4
∑
λ sin
2 kλ
2
)2 = 116π2 (− 1ǫ − log 4π + F0). (18.25)
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obtained using the Schwinger representation. The basic formula for the divergent integrals is
then
B(r) = 1
Γ(r)
r−1∑
i=2
bi−2Γ(r − i)
2i(m2)r−i
+
br−2
2rΓ(r)
(
− logm2 − γE + Fr−2
)
+Hr−2. (18.29)
If dimensional regularization is instead used one has
Bd(r) = br−2
2rΓ(r)
( 2
d− 4 − log 4π + Fr−2
)
+Gr−2. (18.30)
In the latter case, the recursion relations have to be extended to noninteger dimensions, which
can be done without too much effort. These formulae can be found in (Caracciolo, Menotti
and Pelissetto, 1992).
The constants bi appearing in the formulae for divergent integrals are defined by the asymp-
totic expansion of the modified Bessel function I0,
Id0 (x) =
edx
(2πx)d/2−2
∞∑
i=0
bi − (d− 4)ci +O((d− 4)2)
xi+2
+O(e−x), (18.31)
and the constants Fi are also related to this modified Bessel function:
85
Fp =
1
bp
{∫ 2
0
dx xp+1e−4xI40 (x) +
∫ ∞
2
dx xp+1
[
e−4xI40 (x)−
p∑
i=0
bi
xi+2
]}
. (18.33)
The first Fi’s are given explicitly by
86
F1 = F0 − 1
8
π2 +
35
12
+
1
2
π2 Z1 (18.34)
F2 = F0 − 31
144
π2 +
1349
216
+
1
9
π2 Z0 +
31
36
π2 Z1 (18.35)
F3 = F0 − 523
1872
π2 +
24257
2808
+
25
117
π2 Z0 +
523
468
π2 Z1 (18.36)
F4 = F0 − 7145
22176
π2 +
294919
33264
+
401
1386
π2 Z0 +
7145
5544
π2 Z1 (18.37)
F5 = F0 − 27971
80190
π2 +
3347101
481140
+
13582
40095
π2 Z0 +
55942
40095
π2 Z1 (18.38)
F6 = F0 − 27039607
74221920
π2 +
448657133
111332880
+
1708783
4638870
π2 Z0 +
27039607
18555480
π2 Z1 (18.39)
F7 = F0 − 751956319
2016614880
π2 +
3823946741
3024922320
+
48529351
126038430
π2Z0 +
751956319
504153720
π2 Z1,(18.40)
85These and other constants to them related were introduced in (Gonza´lez-Arroyo and Korthals-Altes, 1982).
Note that F0 was called F0000 there. Many properties of these functions are discussed there and in (Ellis and
Martinelli, 1984a). We also note that the finite constant Z0 can also be expressed in terms of modified Bessel
functions:
Z0 =
1
2
∫ ∞
0
dx e−4xI40 (x). (18.32)
86These relations can be obtained by applying the recursion relations to an appropriate identity like
Eq. (18.15).
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r br cr Gr Hr
0
1
4π2
0 0 0
1
1
8π2
− 1
32π2
− 7
256π2
− 1
32π2
2
3
32π2
− 1
32π2
− 11
1536π2
− 1
128π2
3
13
128π2
− 55
1536π2
− 793
589824π2
− 53
36864π2
4
77
512π2
− 5
96π2
− 311
1474560π2
− 331
1474560π2
5
297
1024π2
− 1973
20480π2
− 27251
943718400π2
− 3653
11796480π2
6
5727
8192π2
− 54583
245760π2
− 559001
158544691200π2
− 4261
110100480π2
7
66687
32768π2
− 8558131
13762560π2
− 7910171
20293720473600π2
− 1331861
295950090240π2
Table 3: Values of br, cr, Gr and Hr.
while the first bi’s, together with the first Hi’s and Gi’s, which are defined by
Hp =
1
Γ(p+ 2)
p−1∑
i=0
bi
2i+2(i− p) , (18.41)
Gp = Hp − 1
Γ(p+ 2)
cp
2p+1
, (18.42)
are given in Table 3.
If the integral to be computed is finite from the start, all logm2 terms must cancel, and
this means that the F0 constant is not present. In fact F0 appears only in divergent integrals
(B(2), B(3), . . .), and always in the combination
logm2 + γE − F0. (18.43)
The absence of logm2 factors implies then the cancellation of the γE and F0 terms, and thus
all finite integrals turn out to be functions of Z0 and Z1 only.
These two basic constants are now known with an incredible high precision, about 400
significant decimal places, as it will be shown in Section 19.1 and Appendix B, where they will
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be computed using coordinate space methods. Thus, every finite bosonic integral can now be
calculated with about 400 significant decimal places.
18.2 Examples of bosonic integrals
As an illustration of the algebraic method, we show here in detail how to compute a few
bosonic integrals which will afterwards be used for the calculation of the operator tadpoles
necessary for the renormalization of the operators corresponding to the third moment of the
quark momentum distribution. We will start from the simpler integrals, which in some cases
will be needed as intermediate results for the calculation of the more complicated ones.
Since these integrals all are finite, in general it is sufficient to use the recursion relations
of the previous subsection with m = 0. Exceptions will be duly noted. We will not write
the subscript δ explicitly, although the integrals are supposed to be computed at δ 6= 0 when
necessary. We also remind that B(1) = Z0, from its definition.
1. B(1; 1)
This very simple integral is given, using the first recursion relation, by
B(1; 1) = 1
4
B(0) = 1
4
. (18.44)
2. B(1; 1, 1)
We have
B(1; 1, 1) = 4Z1, (18.45)
from its definition.
3. B(2; 1, 1)
By applying the various recursion relations we get
B(2; 1, 1) = 1
3
(
B(1; 1)− B(2; 2)
)
=
1
3
(
1
4
−
(
1
1 + δ
B(1; 1)− 2
1 + δ
B(1) + 4B(2; 1)
))
=
1
3
(
1
4
−
(
1
4
− 2Z0 + 4 · 1
4
B(1)
))
=
1
3
Z0. (18.46)
We have taken the limit δ = 0, because it is safe to do so here.
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4. B(2; 2, 1)
We have to compute this integral because it is necessary for B(2; 1, 1, 1) (the last example).
The manipulations are as follows:
B(2; 2, 1) = 1
3
(
B(1; 2)− B(2; 3)
)
=
1
3
((
1
δ
B(0; 1)− 2
δ
B(0) + 4B(1; 1)
)
−
(
2B(1; 2)− 6B(1; 1) + 4B(2; 1)
))
=
1
3
(
1
δ
B(0; 1)− 2
δ
B(0) + 4B(1; 1)
−2
δ
B(0; 1) + 4
δ
B(0)− 8B(1; 1) + 6B(1; 1)− 4B(2; 1)
)
=
1
3
(
− 1
δ
B(0; 1) + 2
δ
B(0) + 2B(1; 1)− 4B(2; 1)
)
, (18.47)
where we have taken the limit δ = 0 when safe. Now
B(0; 1) = 1
4
B(−1), (18.48)
and we need the expression of B(−1) including terms of order δ. Applying the recursion
relations to the identity (18.15), 87
Bδ(3; 1, 1, 1, 1)− 4Bδ(4; 2, 1, 1, 1)−m2 Bδ(4; 1, 1, 1, 1) = 0, (18.49)
we obtain
B(−1) = 8 + δ ·
(
− 20Z0 − 48Z1 + 8
)
+O(δ2). (18.50)
We have then
− 1
δ
B(0; 1)+ 2
δ
B(0) = − 1
4δ
(
8+ δ
(
− 20Z0− 48Z1+8
))
+
2
δ
= 5Z0+12Z1− 2, (18.51)
which is finite, as it should be. The final result is
B(2; 2, 1) = 4
3
Z0 + 4Z1 − 1
2
. (18.52)
5. B(2; 1, 2)
Also this integral appears in the computation of B(2; 1, 1, 1). Of course it has to be equal
to B(2; 2, 1) by symmetry, but the manipulations are slightly different. Actually, they are
87Now we have to keep the m2 term in this identity, because some intermediate integrals will be divergent.
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much simpler than the previous one:
B(2; 1, 2) = B(1; 1, 1)− 2B(1; 1) + 4B(2; 1, 1)
= 4Z1 − 2 · 1
4
+ 4 · 1
3
Z0
=
4
3
Z0 + 4Z1 − 1
2
. (18.53)
This example shows that by a judicious choice of the order of the indices it is possible to
obtain the same result with less effort.
6. B(2; 1, 1, 1)
The first decomposition of the integral gives
B(2; 1, 1, 1) = 1
2
(
B(1; 1, 1)− B(2; 2, 1)− B(2; 1, 2)
)
. (18.54)
Taking the results of the two integrals that we have just computed, we have then
B(2; 1, 1, 1) = 1
2
(
4Z1 − 2 ·
(
4
3
Z0 + 4Z1 − 1
2
))
= −4
3
Z0 − 2Z1 + 1
2
. (18.55)
These are all the integrals which will be needed in the next Section. In (Panagopoulos
and Vicari, 1990) the exact expressions of various other bosonic integrals (useful for the renor-
malization of the trilinear gluon condensate) in terms of the constants Z0 and Z1 can also be
found.
18.3 Operator tadpoles
A very important class of diagrams on the lattice is given by the operator tadpoles, which are
generated when an operator in a matrix element contains in its definition U fields. In the case in
which the pure gauge action is given by the plaquette, and this includes Wilson and Ginsparg-
Wilson fermions, these tadpoles can be computed exactly, using the algebraic methods that we
have just discussed.
We give here the results of the operator tadpoles in a general covariant gauge for operators
which contain one, two and three covariant derivatives. These operators are useful for example
for the calculations of the renormalization constants of operators measuring the lowest moments
of the structure functions. Dirac matrices can then be added at will, since they do not influence
the calculation of the tadpoles. What is important instead is the choice of the indices of the
derivatives, and this is not surprising because these operators fall in different representations
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of the hypercubic group depending on this choice, and the results will differ accordingly. The
operator tadpoles for the various operators in terms of Z0 and Z1 are
TψDµψ =
1
2
Z0 + (1− α)1
8
Z0, (18.56)
TψDµDνψ = −Z0 + (1− α)
1
6
Z0, (18.57)
TψDµDµψ = −2Z0 +
1
8
+ (1− α)
(
Z0 − 1
8
)
, (18.58)
TψDµDνDσψ = −
3
2
Z0 + (1− α)
(
− 1
24
Z0 − 1
4
Z1 +
1
16
)
, (18.59)
TψDµDµDνψ = −
5
2
Z0 +
1
8
+ (1− α)
(
9
8
Z0 + Z1 − 1
4
)
, (18.60)
TψDνDµDµψ = −
5
2
Z0 +
1
8
+ (1− α)
(
9
8
Z0 + Z1 − 1
4
)
, (18.61)
TψDµDνDµψ = −
5
2
Z0 − Z1 + 1
4
+ (1− α)
(
9
8
Z0 + Z1 − 1
4
)
, (18.62)
where µ 6= ν 6= σ, and repeated indices are not summed.
These results, as we mentioned, are valid also for Wilson and overlap fermions (among
others), because they depend only on the structure of the gluon propagator, whereas this is not
true for the self-energy tadpole, which for overlap fermions is different from the Wilson result
(as we have seen in Section 15.5), because there the interaction vertex is different.
We now show explicitly how these computations are done, deriving the results of Eqs. (18.59),
(18.60), (18.61) and (18.62), and taking as final task the calculation of the operator tadpoles
of the operators
O{0123} = ψγ{0D1D2D3}ψ (18.63)
and
O{0011} +O{3322} −O{0022} −O{3311} (18.64)
= ψγ{0D0D1D1}ψ + ψγ{3D3D2D2}ψ − ψγ{0D0D2D2}ψ − ψγ{3D3D1D1}ψ,
which was carried out in (Capitani, 2001b). These operators are multiplicatively renormalizable
at one loop, and measure the third moment of the unpolarized quark distribution.
Each of the four terms in Eq. (18.64) gives the same value for the tadpole. Furthermore
O{0011} =
1
6
(
O0011 +O0101 +O0110 +O1001 +O1010 +O1100
)
, (18.65)
and since for the tadpole what is important is the position of the covariant derivatives, and not
of the Dirac matrices, we have
TO{0011} =
1
3
(
TO0011 + TO0101 + TO0110
)
(18.66)
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(the remaining terms have the indices 0 and 1 exchanged, and therefore they give the same
result). The results corresponding to these three terms are given in Eqs. (18.61), (18.62) and
(18.60) respectively.
Let us begin by computing the tadpoles for operators with three covariant derivatives which
have general indices µ, ν and ρ (that is, for the moment they are left open to be equal or
different). We have again that one can consider, for the sake of the computation of the tadpole,
ψ
→
D
→
D
→
D ψ instead of 1/8ψ
↔
D
↔
D
↔
D ψ, which would be a lot more tedious to calculate. Applying
the three covariant derivatives in cascade gives
→
Dρ
→
Dν
→
Dµ ψ(x) =
1
8a3
[
Uρ(x)Uν(x+ aρˆ)Uµ(x+ aνˆ + aρˆ)ψ(x+ aµˆ+ aνˆ + aρˆ) (18.67)
−Uρ(x)Uν(x+ aρˆ)U †µ(x− aµˆ+ aνˆ + aρˆ)ψ(x− aµˆ+ aνˆ + aρˆ)
−Uρ(x)U †ν(x− aνˆ + aρˆ)Uµ(x− aνˆ + aρˆ)ψ(x+ aµˆ− aνˆ + aρˆ)
+Uρ(x)U
†
ν (x− aνˆ + aρˆ)U †µ(x− aµˆ− aνˆ + aρˆ)ψ(x− aµˆ− aνˆ + aρˆ)
−U †ρ(x− aρˆ)Uν(x− aρˆ)Uµ(x+ aνˆ − aρˆ)ψ(x+ aµˆ+ aνˆ − aρˆ)
+U †ρ(x− aρˆ)Uν(x− aρˆ)U †µ(x− aµˆ+ aνˆ − aρˆ)ψ(x− aµˆ+ aνˆ − aρˆ)
+U †ρ(x− aρˆ)U †ν(x− aνˆ − aρˆ)Uµ(x− aνˆ − aρˆ)ψ(x+ aµˆ− aνˆ − aρˆ)
−U †ρ(x− aρˆ)U †ν(x− aνˆ − aρˆ)U †µ(x− aµˆ− aνˆ − aρˆ)ψ(x− aµˆ− aνˆ − aρˆ)
]
.
For the calculation of the tadpoles we have now to expand the U ’s in the above expression
to second order, and keep the A2 terms coming from the same U as well as the products
A · A coming from two different U ’s. Regarding the latter, if we were doing the calculations
in Feynman gauge only the pairs of A with the same index would give nonzero contributions.
Here however we work in general covariant gauge, so we must consider all terms. In addition,
we have to expand the ψ terms to order a3p3, which reconstructs the tree level of the operator,
− ipµpνpρ. (18.68)
For example, one of such terms gives
1
a3
ψ(x+ aµˆ+ aνˆ + aρˆ) −→ 1
a3
eiapµeiapνeiapρ (18.69)
= −ipµpνpρ − δµν ip2µpρ − δµρip2µpν − δνρip2νpµ −
i
2
δµνδνρp
3
µ.
This factor a3 compensates the factor 1/a3 coming from the covariant derivatives, while the
factor a2 coming from the U expansions multiplied with the factor a2 present in the gluon
propagator cancels the rescaling factor of the integration variable, a4. The tadpoles are then
finite in the limit a→ 0.
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Let us first consider the terms where both A’s come from the expansion of the same U .
This is a simple calculation which gives
CF
1
8a3
(
− g
2
0a
2
2
)∫ π
a
−π
a
d4k
(2π)4
(
Aaµ(k)A
a
µ(−k) + Aaν(k)Aaν(−k) + Aaρ(k)Aaρ(−k)
)
· 8a3ipµipν ipρ
= −3g
2
0a
2
2
∫ π
a
−π
a
d4k
(2π)4
Gaaµµ(k) · (−ipµpνpρ), (18.70)
where we have contracted the A’s to form the propagator (note that now the color index a is
not summed). Inserting the covariant gauge propagator (Eq. (5.62)) and dividing for the tree
level we have that the above expression is reduced to g20CF multiplied by
88
T1 = −3
2
(
B(1)− (1− α)B(2; 1)
)
= −3
2
Z0 + (1− α)3
8
Z0. (18.71)
The remaining part of the calculation of the tadpoles involves the terms in which the A’s that
have to be contracted come from the expansion of different U ’s, and is much more complicated.
In the case in which all indices all different, which corresponds to the operator O{0123}, the
relevant part of the expansion of Eq. (18.67) is
1
8a3
(−g20a2)
∫ π
a
−π
a
d4k
(2π)4
(18.72)
×
[(
Aρ(−k)Aν(k)eiakρ/2eiakν/2 + Aν(−k)Aµ(k)eiakν/2eiakµ/2
+Aρ(−k)Aµ(k)eiakρ/2eiakµ/2eiakν
)(
− ipµpνpρ − iδνρp2νpµ − iδµνp2µpρ − iδµρp2µpν
)
+
(
Aρ(−k)Aν(k)eiakρ/2eiakν/2 − Aν(−k)Aµ(k)eiakν/2e−iakµ/2
−Aρ(−k)Aµ(k)eiakρ/2e−iakµ/2eiakν
)(
− ipµpνpρ + iδνρp2νpµ − iδµνp2µpρ + iδµρp2µpν
)
+
(
−Aρ(−k)Aν(k)eiakρ/2e−iakν/2 −Aν(−k)Aµ(k)e−iakν/2eiakµ/2
+Aρ(−k)Aµ(k)eiakρ/2eiakµ/2e−iakν
)(
− ipµpνpρ − iδνρp2νpµ + iδµνp2µpρ + iδµρp2µpν
)
+
(
−Aρ(−k)Aν(k)eiakρ/2e−iakν/2 + Aν(−k)Aµ(k)e−iakν/2e−iakµ/2
−Aρ(−k)Aµ(k)eiakρ/2e−iakµ/2e−iakν
)(
− ipµpνpρ + iδνρp2νpµ + iδµνp2µpρ − iδµρp2µpν
)
+
(
−Aρ(−k)Aν(k)e−iakρ/2eiakν/2 + Aν(−k)Aµ(k)eiakν/2eiakµ/2
−Aρ(−k)Aµ(k)e−iakρ/2eiakµ/2eiakν
)(
− ipµpνpρ + iδνρp2νpµ + iδµνp2µpρ − iδµρp2µpν
)
+
(
−Aρ(−k)Aν(k)e−iakρ/2eiakν/2 −Aν(−k)Aµ(k)eiakν/2e−iakµ/2
+Aρ(−k)Aµ(k)e−iakρ/2e−iakµ/2eiakν
)(
− ipµpνpρ − iδνρp2νpµ + iδµνp2µpρ + iδµρp2µpν
)
+
(
Aρ(−k)Aν(k)e−iakρ/2e−iakν/2 −Aν(−k)Aµ(k)e−iakν/2eiakµ/2
88It is easy to see that B(2; 1) = 1/4 · B(1) = 1/4 · Z0.
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−Aρ(−k)Aµ(k)e−iakρ/2eiakµ/2e−iakν
)(
− ipµpνpρ + iδνρp2νpµ − iδµνp2µpρ + iδµρp2µpν
)
+
(
Aρ(−k)Aν(k)e−iakρ/2e−iakν/2 + Aν(−k)Aµ(k)e−iakν/2e−iakµ/2
+Aρ(−k)Aµ(k)e−iakρ/2e−iakµ/2e−iakν
)(
− ipµpνpρ − iδνρp2νpµ − iδµνp2µpρ − iδµρp2µpν
)]
,
which gives
(−ipµpνpρ)g20a2
∫ π
a
−π
a
d4k
(2π)4
(
Gρν(k) sin
akρ
2
sin
akν
2
(18.73)
+Gνµ(k) sin
akν
2
sin
akµ
2
+Gρµ(k) cos akν sin
akρ
2
sin
akµ
2
)
.
The result is
T (µνσ)2 = −(1− α)
∫ π
−π
d4k
(2π)4
(
4 sin2 kρ
2
sin2 kν
2
+ 4 sin2 kν
2
sin2 kµ
2
+
(
1− 2 sin2 kν
2
)
sin2 kρ
2
sin2 kµ
2(
4
∑
λ sin
2 kλ
2
)2
)
= (1− α)
(
− 3
4
B(2; 1, 1) + 1
8
B(2; 1, 1, 1)
)
= (1− α)
(
− 5
12
Z0 − 1
4
Z1 +
1
16
)
. (18.74)
In the last line we have used the results which we have obtained in the previous subsection
applying the recursion relations of the algebraic method. This result, added to T1, gives the
operator tadpole for O{0123}, Eq. (18.59):
T (µνσ) = −3
2
Z0+ (1−α)
(
− 1
24
Z0− 1
4
Z1+
1
16
)
= 36.69915049+ (1−α) 4.59514785. (18.75)
We now consider the cases in which two of the indices are equal, which are necessary for
the computation of the operator tadpole of O{0011}. We have
T (ννµ)2 = a2
∫ π
a
−π
a
d4k
(2π)4
(
Gνν(k)
(
sin2
akν
2
− cos2 akν
2
)
+Gµν(k)
(
sin
akµ
2
sin
akν
2
+ cos akν sin
akµ
2
sin
akν
2
+ sin akν sin
akµ
2
sin
akν
2
))
=
∫ π
−π
d4k
(2π)4
(
sin2 kν
2
− cos2 kν
2(
4
∑
λ sin
2 kλ
2
) − (1− α)×
×sin
4 kν
2
− sin2 kν
2
cos2 kν
2
+ sin2 kµ
2
sin2 kν
2
(
1 + cos kν
)
+ sin2 kµ
2
sin kν
2
cos kν
2
sin kν(
4
∑
λ sin
2 kλ
2
)2
)
=
1
2
B(1; 1)− B(1)− (1− α)
(
1
2
B(2; 2)− B(2; 1) + B(2; 1, 1)− 1
4
B(2; 2, 1)
)
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= −Z0 + 1
8
− (1− α)
(
1
2
(
1
4
− Z0
)
− 1
4
Z0 +
1
3
Z0 − 1
4
(
4
3
Z0 + 4Z1 − 1
2
))
= −Z0 + 1
8
+ (1− α)
(
3
4
Z0 + Z1 − 1
4
)
. (18.76)
Again, in the last line we have substituted the results obtained in the previous subsection using
the algebraic method. The willing reader can check that
T (ρµµ)2 = T (ννµ)2 , (18.77)
but the remaining combination gives a different result:
T (µνµ)2 =
∫ π
−π
d4k
(2π)4
(
cos kν
(
sin2 kν
2
− cos2 kν
2
)
(
4
∑
λ sin
2 kλ
2
)
−(1 − α)
cos kν
(
sin4 kν
2
− sin2 kν
2
cos2 kν
2
)
+ 2 sin2 kµ
2
sin2 kν
2(
4
∑
λ sin
2 kλ
2
)2
)
= −1
4
B(1; 1, 1) + B(1; 1)− B(1)− (1− α)
(
1
2
B(2; 2)− B(2; 1) + B(2; 1, 1)− 1
4
B(2; 2, 1)
)
= −Z0 − Z1 + 1
4
+ (1− α)
(
3
4
Z0 + Z1 − 1
4
)
. (18.78)
Adding the term T1 to each of the above cases we have
T (ρµµ) = T (ννµ) = −5
2
Z0 +
1
8
+ (1− α)
(
9
8
Z0 + Z1 − 1
4
)
(18.79)
T (µνµ) = −5
2
Z0 − Z1 + 1
4
+ (1− α)
(
9
8
Z0 + Z1 − 1
4
)
, (18.80)
so that the operator tadpole for the operator O{0011}, and hence for the operator O{0011} +
O{3322} −O{0022} −O{3311}, is finally
TO{0011} =
1
3
(
T (µνµ) + 2T (ννµ)
)
(18.81)
= −5
2
Z0 − 1
3
Z1 +
1
6
+ (1− α)
(
9
8
Z0 + Z1 − 1
4
)
(18.82)
= −40.5196866756 + (1− α) 5.0660880895. (18.83)
All these results can be given with much more precision using the numbers reported in Appendix
B.
The tadpoles of operators with one or two covariant derivatives, which are given at the
beginning of this Section, are much simpler to calculate and are left as an exercise for the
reader.
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18.4 The first moment of the gluon momentum distribution
We want now to show the 1-loop result of a gluonic matrix element, which is probably the
most complicated case in which the resulting integrals have been reduced to an expression
containing only the two bosonic constants Z0 and Z1. The calculation of the operator measuring
the first moment of the gluon momentum distribution, which also corresponds to the gluonic
contribution to the energy-momentum tensor, has been done analytically and then the integrals
reduced using the algebraic method (Caracciolo, Menotti and Pelissetto, 1992; Capitani and
Rossi, 1995a). The renormalization of this operator can be obtained by computing the radiative
corrections to the gluonic matrix element
〈g|∑
ρ
Tr (FµρFρν)|g〉. (18.84)
The relevant diagrams are shown in Fig. 21.
The vertex function gives
Nc ·
(
− 13
192
+
23
48π2
− 53
144
Z0 +
1
3
Z1 − 3
16π2
(
log p2 + γE − F0
))
, (18.85)
the result for the sails is
Nc ·
(
1
192
− 7
9π2
+
31
24
Z0 − 19
48
Z1 +
7
24π2
(
log p2 + γE − F0
))
, (18.86)
and the operator tadpole gives
Nc ·
(
− 3
64
− 4
3
Z0
)
+
1
4Nc
. (18.87)
The diagram containing the 4-gluon vertex (the rightmost in Fig. 21) is zero for this operator.
One has still to add the gluon self-energy at one loop (Caracciolo, Menotti and Pelissetto,
1992; Capitani and Rossi, 1995a),
Nc ·
(
1
16
+
7
36π2
+
7
72
Z0 − 5
48π2
(
log p2 + γE − F0
))
− 1
8Nc
. (18.88)
This is the case Nf = 0, that is the quenched approximation. The diagrams are as in Fig. 6,
without the quark loops. The numerical result for the gluon self-energy is
1
16π2
(
21.679380Nc − 19.739209 1
Nc
)
. (18.89)
Summing everything together we have that the complete renormalization of the operator∑
ρTr (FµρFρν) at 1-loop is given by
Nc ·
(
− 3
64
− 5
48π2
− 5
16
Z0 − 1
16
Z1
)
+
1
8Nc
. (18.90)
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Figure 21: “Proper” diagrams for the 1-loop correction to the matrix element 〈g|∑ρ Tr (FµρFρν)|g〉.
The black squares indicate the insertion of the operator. Notice that the last two diagrams are quite
different: the last diagram contains a 4-gluon vertex (and vanishes for this matrix element), while the
previous one is the tadpole coming from the second-order expansion of the operator.
The divergences of the individual diagrams have canceled, and so the energy-momentum tensor
has zero anomalous dimensions, as it should be. Numerically one has
1
16π2
(
− 17.778285Nc + 19.739209 1
Nc
)
. (18.91)
Using the values of Z0 and Z1 reported in Appendix B this result (as well as the gluon self-energy
Eq. (18.89) can be stated with almost 400 significant decimal places.
We want to point out that working out the color structure for the diagrams considered here
is more complicated than the case of the quark matrix elements measuring the moments of
the unpolarized quark distributions. The reduction of the color factors, the fabc tensors etc.
can become quite cumbersome. On the other hand, the momentum integrals are much simpler
in these gluonic matrix elements than in the quark case, because the fermion propagator is
missing. Numerically evaluating integrals that have only gluon propagators poses much less of
a computational challenge.
18.5 The general fermionic case
Similarly to the bosonic case, one only needs to compute lattice integrals with vanishing external
momenta. Any lattice zero-momentum integral coming from the calculation of lattice Feynman
diagrams in the general Wilson case can be written as a linear combination of terms of the form
F(p, q;nx, ny, nz, nt) =
∫ π
−π
d4k
(2π)4
kˆ2nxx kˆ
2ny
y kˆ
2nz
z kˆ
2nt
t
DF (k,mf)pDB(k,mb)q
, (18.92)
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where p, q and ni are positive integers, the inverse bosonic propagator is
DB(k,mb) = kˆ
2 +m2b , (18.93)
and the denominator appearing in the propagator of Wilson fermions is taken to be
DF (k,mf) =
∑
i
sin2 ki +
r2
4
(kˆ2)2 +m2f . (18.94)
Actually, the correct Wilson denominator would be
DˆF (k,mf) =
∑
i
sin2 ki +
(
r
2
kˆ2 +mf
)2
, (18.95)
however in this algorithm mf only play the role of an infrared regulator and thus it does not
need to be the true fermion mass. This form of the fermion propagator turns out to be much
easier to handle than the true one. Moreover, for integrals which are only logarithmically
divergent, the two forms give exactly the same result in the limit of small quark masses.
As we did in the fermionic case, we first generalize the integrals to noninteger dimensions
introducing
Fδ(p, q;nx, ny, nz, nt) =
∫ π
−π
d4k
(2π)4
kˆ2nxx kˆ
2ny
y kˆ
2nz
z kˆ
2nt
t
DF (k,mf )p+δDB(k,mb)q
, (18.96)
where p and q are arbitrary integers (not necessarily positive) and δ is used in the intermediate
steps of the calculations and then safely set to zero at the end of them.
It turns out that every Fδ(p, q;nx, ny, nz, nt) with q ≤ 0 (i.e., a purely fermionic integral)
can be expressed iteratively in terms of nine purely fermionic integrals, in our case F(1, 0),
F(1,−1), F(1,−2), F(2, 0), F(2,−1), F(2,−2), F(3,−2), F(3,−3) and F(3,−4). Purely
fermionic integrals can always be expressed in terms of integrals of the same type. This is
a general property of all recursion relations. The integral F(2, 0) appears only in the case
of divergent integrals. Only eight constants are then needed if the original purely fermionic
integral is finite (i.e., q ≤ 0 and p ≤ 1).
In the general case in which q can be positive one needs three additional constants, called
Y1, Y2, and Y3, to describe the mixed fermionic-bosonic integrals, plus the constants Z0, Z1 and
F0 which already appeared in the purely bosonic case.
While for the bosonic case we could give a complete treatment of the reduction steps, for
fermions, due to the complexity of the procedure, we can only sketch them. For the readers
interested to apply the method, in (Burgio, Caracciolo and Pelissetto, 1996) all details can be
found.
There are four steps in this general fermionic method.
The first step consists in expressing each integral Fδ(p, q;nx, ny, nz, nt) in terms of Fδ(p, q)
only (that is, pure denominators). For this we need three sets of recursion relations. From the
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trivial identity DB(k,mb) =
∑
i kˆ
2
i +m
2
b we obtain the first set of recursion relations:
Fδ(p, q; 1) = 1
4
[
Fδ(p, q − 1)−m2bFδ(p, q)
]
, (18.97)
Fδ(p, q; x, 1) = 1
3
[
Fδ(p, q − 1; x)−m2bFδ(p, q; x) (18.98)
− Fδ(p, q; x+ 1)] ,
Fδ(p, q; x, y, 1) = 1
2
[
Fδ(p, q − 1; x, y)−m2bFδ(p, q; x, y) (18.99)
−Fδ(p, q; x+ 1, y)−Fδ(p, q; x, y + 1)] ,
Fδ(p, q; x, y, z, 1) = Fδ(p, q − 1; x, y, z)−m2bFδ(p, q; x, y, z) (18.100)
−Fδ(p, q; x+ 1, y, z)− Fδ(p, q; x, y + 1, z)− Fδ(p, q; x, y, z + 1).
From the identity∑
i
kˆ4i = 4(DB(k,mb)−DF (k,mf)−m2b +m2f) + r2(DB(k,mb)−m2b)2 (18.101)
we get a second set of recursion relations, of which we give here only some examples:
Fδ(p, q; x, y, 2) = 2
[
Fδ(p, q − 1; x, y)− Fδ(p− 1, q; x, y) (18.102)
+(m2f −m2b)Fδ(p, q; x, y)−
1
4
Fδ(p, q; x+ 2, y)− 1
4
Fδ(p, q; x, y + 2)
]
+
r2
2
[
Fδ(p, q − 2; x, y)− 2m2bFδ(p, q − 1; x, y) +m4bFδ(p, q; x, y)
]
,
Fδ(p, q; x, y, z, 2) = 4
[
Fδ(p, q − 1; x, y, z)− Fδ(p− 1, q; x, y, z) (18.103)
+(m2f −m2b)Fδ(p, q; x, y, z)−
1
4
Fδ(p, q; x+ 2, y, z)
−1
4
Fδ(p, q; x, y + 2, z)− 1
4
Fδ(p, q; x, y; z + 2)
]
+r2
[
Fδ(p, q − 2; x, y, z)− 2m2bFδ(p, q − 1; x, y, z) +m4bFδ(p, q; x, y, z)
]
.
Integrating by parts, for s ≥ 3, the equation
(kˆ2w)
s
DF (k,mf )p+δ
=
4(kˆ2w)
s−1 − 4(2 + r2kˆ2)(kˆ2w)s−3 sin2 kw
DF (k,mf )p+δ
− 4(kˆ
2
w)
s−3
p + δ − 1 sin kw
∂
∂kw
1
DF (k,mf)p−1+δ
, (18.104)
we obtain the third set of recursion relations:
Fδ(p, q; . . . , s) = 6Fδ(p, q; . . . , s− 1)− 8Fδ(p, q; . . . , s− 2)
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−4r2Fδ(p, q − 1; . . . , s− 2) + 4r2m2bFδ(p, q; . . . , s− 2)
+r2Fδ(p, q − 1; . . . , s− 1)− r2m2bFδ(p, q; . . . , s− 1)
+
4
p+ δ − 1
[
− 2qFδ(p− 1, q + 1, . . . , s− 2)
+
q
2
Fδ(p− 1, q + 1; . . . , s− 1) + (2s− 5)Fδ(p− 1, q; . . . , s− 3)
−1
2
(s− 2)Fδ(p− 1, q; . . . , s− 2)
]
. (18.105)
As before, by looking at this relation for p = 1 we see that in general we have to keep contri-
butions of order δ in the intermediate stages of the algebraic reductions.
Using the recursion relations introduced up to now each integral Fδ(p, q;nx, ny, nz, nt) can
be reduced at the end of the first step to a sum of pure denominator integrals of the form
Fδ(p, q;nx, ny, nz, nt) =
p∑
r=p−k+1
q+k∑
s=q−k
ars(m, δ)Fδ(r, s), (18.106)
where k = (nx + ny + nz + nt), and m = mb = mf . In the limit m→ 0 this becomes
Fδ(p, q;nx, ny, nz, nt) =
p∑
r=p−k+1
q+k∑
s=q−k
ars(0, δ)Fδ(r, s) + R(m, δ) + O(m2), (18.107)
where R(m, δ) depends on the values of p and q as follows:
1. p > 0, q ≤ 0: R(m, δ) is a polynomial in 1/m2, finite for δ → 0;
2. p > 0, q > 0: R(m, δ) = 1
δ
(1− δ logm2)R(1)(m) + R(2)(m) + O(δ), where R(i)(m) are
polynomials in 1/m2;
3. p ≤ 0,q ≤ 0: R(m, δ) = 0;
4. p ≤ 0, q > 0: R(m, δ) = (1− δ logm2)R(1)(m) + δR(2)(m) +O(δ2).
In the second step, with the systematic use of the identity
Fδ(p, q; 1, 1, 1, 1)− 4Fδ(p, q + 1; 2, 1, 1, 1)−m2Fδ(p, q + 1; 1, 1, 1, 1) = 0, (18.108)
one obtains a nontrivial relation of the form∑
r,s
frs(p, q; δ)Fδ(r, s) +Rδ(p, q;m, δ) = 0, (18.109)
where p− 4 ≤ r ≤ p. As in the bosonic case, it can be used to obtain new recursion relations;
in this case, one can exploit it in three different ways.
At the end of the second step one is then able to reduce every Fδ(p, q) in terms of only the
Fδ(r, s)’s with 0 ≤ r ≤ 3 and arbitrary s, or r ≤ −1 and s = 1, 2, 3, or r ≥ 4 and s = 0,−1,−2.
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In the third step we systematically use the identity
Fδ(p, q; 1, 1, 1, 1)−Fδ(p+ 1, q − 1; 1, 1, 1, 1) + Fδ(p+ 1, q; 3, 1, 1, 1)
−1
4
[
Fδ(p+ 1, q − 2; 1, 1, 1, 1)− 2m2Fδ(p+ 1, q − 1; 1, 1, 1, 1)
+m4Fδ(p+ 1, q; 1, 1, 1, 1)
]
= 0, (18.110)
which is applied in four different ways according to the particular properties of the four regions
q ≤ 0 and 0 ≤ p ≤ 3, q > 0 and 0 ≤ p ≤ 3, q = 1, 2, 3 and p ≤ −1, q = −2,−1, 0 and p ≥ 4.
We can at the end of the third step express the remaining Fδ(p, q) in terms of only the
Fδ(r, s)’s with r = 3 and −4 ≤ s ≤ 0, or r = 2 and −4 ≤ s ≤ 2, or r = 1 and −4 ≤ s ≤ 4, or
r = 0 and −4 ≤ s ≤ 6, or r = −1 and s = 2.
In the fourth step the identities in Eqs. (18.108) and (18.110), which so far have not been
used for all possible values of p and q, are further exploited to provide additional relations
between the remaining integrals. One has to look systematically for further values of p and q
for which these two identities were not trivially satisfied. At the end of this process one can
then achieve a further decrease of the number of independent constants. We give an example
of these additional relations:
Fδ(0, 4) = (1− δ logm2)
[
1
96π2m4
− 19
4608π2m2
+
1
9216π2
]
(18.111)
+
31
144
Fδ(0, 3)− 13
1152
Fδ(0, 2) + 1
9216
Fδ(0, 1)
+δ
[
− 5
576π2m4
+
61
18432π2m2
+
80989
88473600π2
+
347
1440
Fδ(0, 3)
− 83
2560
Fδ(0, 2) + 137
184320
Fδ(0, 1)− 689
2880
Fδ(1, 2) + 1139
23040
Fδ(1, 1)
− 415
147456
Fδ(1, 0) + 23
4423680
Fδ(1,−1)− 329
11520
Fδ(2, 0) + 13283
1105920
Fδ(2,−1)
− 391
221184
Fδ(2,−2)− 30479
2211840
Fδ(3,−2) + 437
245760
Fδ(3,−3) + 161
589824
Fδ(3,−4)
]
.
At the end of these complicated reductions, one is able to write a generic purely fermionic
integral (p > 0 and q ≤ 0) in terms of eight infrared-finite integrals: F(1, 0), F(1,−1), F(1,−2),
F(2,−1), F(2,−2), F(3,−2), F(3,−3) and F(3,−4), plus a constant, Y0, which appears in
the logarithmic divergent integral
F(2, 0) = − 1
16π2
(
logm2 + γE − F0
)
+ Y0. (18.112)
For the mixed fermionic-bosonic integrals (p > 0 and q > 0) one must introduce three additional
constants, which have been chosen as
Y1 =
1
8
F(1, 1; 1, 1, 1), (18.113)
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F(1, 0) 0.08539036359532067914
F(1,−1) 0.46936331002699614475
F(1,−2) 3.39456907367713000586
F(2,−1) 0.05188019503901136636
F(2,−2) 0.23874773756341478520
F(3,−2) 0.03447644143803223145
F(3,−3) 0.13202727122781293085
F(3,−4) 0.75167199030295682254
Y0 − 0.01849765846791657356
Y1 0.00376636333661866811
Y2 0.00265395729487879354
Y3 0.00022751540615147107
Table 4: New constants appearing in the general fermionic case.
Y2 =
1
16
F(1, 1; 1, 1, 1, 1), (18.114)
Y3 =
1
16
F(1, 2; 1, 1, 1). (18.115)
In Table 4 we report the values of the new basic constants introduced in the general case.
Most of the basic recursion relations for fermions presented above can be easily generalized
to integrals which are dimensionally regularized, however some of them are instead intrinsically
four-dimensional identities. For this reason it is more convenient to apply the above reductions
which use a mass as a regulator. We don’t give here the complicated relation between the two
schemes, but only say that fortunately the case of logarithmically divergent integrals can still
be dealt with rather easily, because it is enough to make the substitution 2/(d − 4) + log 4π
for logm2 + γE. The relation between integrals computed using the true fermion propagator
and integrals computed using the propagator (18.94) is also rather complicated. However, if
the integrals are only logarithmically divergent, for m→ 0 the two results coincide. For power-
divergent expressions instead, if one uses the true fermion propagator the divergent part is a
polynomial in 1/m instead of 1/m2, and the expressions are in general more cumbersome than
those involving the propagator in Eq. (18.94).
The method discussed here depends on the form of the quark propagator, but not on
the vertices. It can thus be applied to O(a) improved fermions as well. A version for, say,
overlap fermions, which involves more complicated denominators, has not yet been developed.
In this case one has to find a generalization of the method, but it can be expected that the
corresponding recursion relations will turn out to be much more complicated, since already
Wilson fermions bring rather cumbersome recursion relations. In these cases, a convenient
method to reduce all integrals could be the one of (Laporta, 2000), which has been used
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in (Becher and Melnikov, 2002). It uses a brute force approach which reduces integrals to
simpler ones integrals (with lower values of the indices) by means of a classification which uses
a lexicographic order, without the need of finding a complicated system of recurrence relations
like the one exposed above.
18.6 The quark self-energy
Using the algebraic methods explained above, it is possible to give a purely algebraic result
for the 1-loop quark self-energy (for r = 1, in the Feynman gauge). This was first computed
in (Gonza´lez-Arroyo, Yndura´in and Martinelli, 1982; Hamber and Wu, 1983; Groot, Hoek and
Smit, 1984). The result for the 1-loop quark self-energy
Σ(p2, m2) = g20CF
(
m˜c + i6p Σ˜1(p2, m2) +m Σ˜2(p2, m2)
)
, (18.116)
in terms of the basic constants is (Burgio, Caracciolo and Pelissetto, 1996)
m˜c = −Z0 − 2F(1, 0) ≈ −0.32571411742170157236, (18.117)
Σ˜1(p
2, m2) =
1
16π2
(2G(p2a2, m2a2) + γE − F0) + 1
8
Z0 +
1
192
− 1
32π2
− Y0 + 1
4
Y1 − 1
16
Y2 + 12 Y3 − 1
768
F(1,−2)
− 1
192
F(1,−1) + 109
192
F(1, 0)− 1
768
F(2,−2) + 25
48
F(2,−1)
≈ 1
8π2
G(p2a2, m2a2) + 0.0877213749, (18.118)
Σ˜2(p
2, m2) =
1
4π2
(F (p2a2, m2a2) + γE − F0) + 1
48
− 1
4π2
−4 Y0 + Y1 − 1
4
Y2 − 1
192
F(1,−2)− 1
48
F(1,−1)
−83
48
F(1, 0)− 1
192
F(2,−2) + 49
12
F(2,−1)
≈ 1
4π2
F (p2a2, m2a2) + 0.0120318529, (18.119)
where
F (p2a2, m2a2) =
∫ 1
0
dx log[(1− x)(p2x+m2)a2], (18.120)
G(p2a2, m2a2) =
∫ 1
0
dx x log[(1− x)(p2x+m2)a2]. (18.121)
The importance of having explicit expressions like these cannot be underestimated. Thanks
to them, the 1-loop self-energy Σ(p2, m2) can now be computed with many significant decimal
places, provided the basic constants are determined with sufficient accuracy.
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19 Coordinate space methods
It is very useful to consider propagators in coordinate space. In this Section we are going to
illustrate the coordinate space method, developed by (Lu¨scher and Weisz, 1995b), which is
very powerful for a variety of reasons. In particular it turns out to be very important for the
calculation of 1-loop integrals with very high precision. Having 1-loop integrals determined
with such precision is necessary for the implementation of the only known method (which will
be also presented here) with which the computation of 2-loop integrals with good precision can
be carried out.
A fundamental object for the coordinate space method is the mixed fermionic-bosonic prop-
agator in position space, which will be denoted by
GF (p, q; x) =
∫
d4k
(2π)4
eikx
DF (k,m)pDB(k,m)q
. (19.1)
Any of these propagators GF (p, q; x) can be expressed as a linear combination of the integrals
F introduced in Section 18.5, and consequently as a linear combination of the fifteen basic con-
stants Z0, Z1, F0, . . . , Y0, Y1, Y2, Y3. Of course the general position space propagator GF (p, q; x)
can also be expressed in terms of a different set of fifteen basic constants, and general recursion
relations between the GF ’s can be derived. We can always consider the GF ’s instead of the
F ’s as an intermediate representation of the general integral coming from the calculations of
Feynman diagrams, and then express every GF in terms of a chosen set of fifteen constants.
To begin with we consider the finite bosonic case, in which, as we know, only two basic con-
stants are needed. In the bosonic case a simple reduction algorithm was developed by (Lu¨scher
and Weisz, 1995b), following ideas by Vohwinkel. For (p, q) = (0, 1) (i.e., the standard boson
propagator), a recursion relation which involves only terms with the same (p, q) = (0, 1) was
obtained. This simple recursion relation avoids the introduction of noninteger dimensions and
nonpositive values of q, as is instead the case for algorithms for general p and q. The free lattice
gluon propagator in position space can then be evaluated recursively, and is a linear function
of its values near the origin. Lu¨scher and Weisz chose as basic constants two values of the
propagator close to the origin:
GF (0, 1; (0, 0, 0, 0)) = Z0, (19.2)
GF (0, 1; (1, 1, 0, 0)) = Z0 + Z1 − 1
4
,
where the relation between these two constants and the constants of Section 18 is also shown.
We denote the gluon propagator by G(x) = GF (0, 1; x). The key observation in the Lu¨scher-
Weisz algorithm is that
(∇⋆µ +∇µ)G(x) = xµH(x), (19.3)
where the function
H(x) =
∫ π
−π
d4p
(2π)4
eipx log pˆ2 (19.4)
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is independent of µ. Summing now this key formula over µ and using −∆G(x) = δx,0 (where
∆ =
∑3
µ=0∇⋆µ∇µ) we get
H(x) =
2
ρ
3∑
µ=0
[G(x)−G(x− µˆ)], ρ =
3∑
µ=0
xµ, (19.5)
which can be used back to eliminate H(x) from the key formula. We then obtain the funda-
mental recursion relation for the gluon propagator in position space:
G(x+ µˆ) = G(x− µˆ) + 2xµ
ρ
3∑
ν=0
[G(x)−G(x− νˆ)]. (19.6)
This formula is to be used for ρ 6= 0. Since the propagator is independent of the sign and order
of the four coordinates, we can restrict ourselves to x0 ≥ x1 ≥ x2 ≥ x3 ≥ 0. In this sector,
the recursion relation allows to express G(x) in terms of its values in five points: G(0, 0, 0, 0),
G(1, 0, 0, 0), G(1, 1, 0, 0), G(1, 1, 1, 0), G(1, 1, 1, 1). Now, using the properties of the propagator
three more relations between these five constants can be found,
G(0, 0, 0, 0)−G(1, 0, 0, 0) = 1/8 (19.7)
G(0, 0, 0, 0)− 3G(1, 1, 0, 0)− 2G(1, 1, 1, 0) = 1/π2
G(0, 0, 0, 0)− 6G(1, 1, 0, 0)− 8G(1, 1, 1, 0)− 3G(1, 1, 1, 1) = 0,
and thus we can finally write the generic bosonic propagator G(x) in terms of only two basis
constants:
G(x) = r1(x)G(0, 0, 0, 0) + r2(x)G(1, 1, 0, 0) +
r3(x)
π2
+ r4(x). (19.8)
The coefficients rk(x) are rational numbers which can be computed in a recursive manner. We
have thus expressed the free gluon propagator in terms of two basic constants, which can be
reinterpreted as the values of the propagator near the origin.
The generalization of the coordinate method by Lu¨scher and Weisz to fermions is more
complicated, and we will not discuss it here. For fermions a recursion relation analog to
Eq. (19.6) which only involves the fermion propagator itself (i.e., without excursions to other
values of p and q) has not yet been found, and the reduction to the basic constants has to be
carried out along more complicated procedures. The free fermion propagator can be written
at the end in terms of eight basic constants, which can be reinterpreted as some values of the
quark propagator near the origin.
19.1 High-precision integrals
The reduction of the coordinate space propagators to a small set of basic constants, which
we have just described, has interesting properties that turn out to be very useful for the
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high-precision computation of these basic constants. One can show that the coefficients rk
in Eq. (19.8) increase exponentially with the distance x, while the propagator G(x) remains of
course bounded. There are therefore huge cancellations and significance losses when x is large.
One can look at this apparent nuisance with other eyes, and exploit this numerical instability
the other way around to compute the basic constants with very high precision (Lu¨scher and
Weisz, 1995b). Let us consider the boson propagator at the points
x1 = (n, 0, 0, 0) (19.9)
x2 = (n, 1, 0, 0)
for large n. The associated sets of coefficients rk(x1) and rk(x2) in Eq. (19.8),
G(x1) = r1(x1)G(0, 0, 0, 0) + r2(x1)G(1, 1, 0, 0) +
r3(x1)
π2
+ r4(x1) (19.10)
G(x2) = r1(x2)G(0, 0, 0, 0) + r2(x2)G(1, 1, 0, 0) +
r3(x2)
π2
+ r4(x2),
are of order 10n. If this 2 × 2 algebraic system is now inverted in terms of the unknowns
G(0, 0, 0, 0) and G(1, 1, 0, 0), the coefficients multiplying G(x1) and G(x2) will be of order 10
−n.
Therefore the constants G(0, 0, 0, 0) and G(1, 1, 0, 0) can be determined to this level of precision,
if one just neglects G(x1) and G(x2) in the 2 × 2 inverse system. G(0, 0, 0, 0) and G(1, 1, 0, 0)
then remain functions only of the coefficients r3 and r4.
It costs very little to go to very high n and obtain the values of these two constants with
very high precision. One can then systematically improve on the accuracy until the desired
level of precision is reached. The method is exponentially convergent, and the error can also
be estimated with good accuracy. On the contrary, a direct evaluation of the integrals defining
the basic constants can never provide such accurate results.
Using this method we have calculated Z0 and Z1, the two constants which are the basis of
finite bosonic integrals, with almost 400 significant decimal places. These new results are given
in Appendix B.
In the general mixed fermionic case, the expressions for a generic GF (p, q; x) in terms of
fifteen values of it near the origin are also numerically unstable for |x| → ∞. If we consider for
example the fermion propagator, we can choose eight points with |x| ≈ n (say y1, . . . , y8) and
then we can express the propagator for |x| < n in terms of GF (1, 0; yi). These expressions are
numerically stable: considering for example the set of eight points X(n) ≡ {(n, [0−3], 0, 0), (n+
1, [0−3], 0, 0)} for high n one can obtain the values of the propagator near the origin with great
precision. It is also possible to apply the same procedure to GF (1, q; x) with q < 0. The main
advantage is that, using larger negative values of q, one can obtain more precise estimates of
GF (1, q; x) at this set of points.
Once one has extracted the fifteen values for the mixed propagators near the origin, it is
straightforward to change basis and compute the fifteen basic constants for 1-loop integrals,
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Z0, Z1, . . . , Y2, Y3. All constants (except F0) are now known with a precision of sixty decimal
places (Caracciolo, Pelissetto and Rago, 2001).
19.2 Coordinate space methods for 2-loop computations
The determination of 1-loop integrals with high precision is an essential component of refined
2-loop calculations which are carried out using coordinate space methods. They allow to reach
a precision unmatched by more conventional methods.
A few 2-loop calculations have also been performed by means of sophisticated extrapolations
to infinite L of momentum sums, using fitting functions and blocking transformations of the kind
that we have discussed in Section 17. 89 The precision reached with these conventional methods
can be good in some cases, but the precision which can be achieved using the coordinate method
is already higher at present, and can be easily increased (by computing the 1-loop “building
blocks” with higher precision). Sometimes the absolute values of the integrals to be computed
are rather small, less than 10−6, 90 and in order to get a good relative error the coordinate
method seems to be the most suitable.
The 2-loop calculations completed so far, using either conventional or coordinate space
methods, only concern quantities that are finite, like the coefficient b2 of the β function, of
which we have spoken in Section 10. No divergent matrix elements have yet been computed.
Although some of the individual diagrams for finite matrix elements can contain subdivergences,
the situation in which the matrix element are themselves divergent is certainly more challenging.
19.2.1 Bosonic case
We will now illustrate the calculation of two loop integrals using the coordinate space method
by (Lu¨scher and Weisz, 1995b). At first we discuss the case of integrals with zero external
momenta, which is simpler. Let us then consider the 2-loop integral in momentum space
I1 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
1
k̂2q̂2( ̂k + q)2 . (19.11)
This integral can be reexpressed as follows:
I1 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4r
(2π)4
(2π)4δ(4)(k + q + r)
1
k̂2q̂2r̂2
=
∑
x
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4r
(2π)4
eikx
1
k̂2
eiqx
1
q̂2
eirx
1
r̂2
89In a couple of cases even three-loop calculations have been carried out (Alle´s et al., 1994a; Alle´s et al.,
1994b; Alle´s, Feo and Panagopoulos, 1998).
90An example of this is given by the calculation of the coefficients C5± of Eq. (14.14), which has been carried
out using conventional 2-loop integration methods (Curci et al., 1988).
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=
∑
x
( ∫ π
−π
d4k
(2π)4
eikx
1
k̂2
)3
=
∑
x
G3(x). (19.12)
The 2-loop integral in momentum space has thus been written in terms of a sum of a simple
function of the position-space propagator G(x) over the lattice sites. We have changed from an
eight-dimensional sum in momentum space to a four-dimensional sum in position space. Since
G(x) ∼ 1/x2, this sum is absolutely convergent. An evaluation of the sum over a finite domain
containing the origin, say the region |x| < 20, can then be taken as a first approximation of
the integral I1. Of course one must also know the propagator G(x) with very good accuracy,
because some precision will be lost when computing the sums. It is here that the high-precision
technique which we have just discussed turns out to be vary handy. In particular, the recursion
relations in Eq. (19.6) allow to compute G(x) in terms of two constants (which can be chosen to
be Z0 and Z1) which can be computed with arbitrary precision, and thus G(x) can be computed
with that precision.
If G(x) can be determined (for any x in the domain) with arbitrary precision, the only
remaining challenge is to evaluate the sums over a reasonable domain of sites in the most
effective way. Of course the domain cannot be too large because of computational limitations.
The sums can then be better evaluated by exploiting the knowledge of the asymptotic expansion
of the propagator for large x, which is given by 91
G(x)
x→∞−→ 1
4π2x2
{
1− 1
x2
+ 2
x4
(x2)3
− 4 1
(x2)2
+ 16
x4
(x2)4
− 48 x
6
(x2)5
+ 40
(x4)2
(x2)6
+ . . .
}
. (19.13)
Here and in the following the notation
xn =
3∑
µ=0
(xµ)
n (19.14)
is used. We have then
G3(x)
x→∞−→ 1
(4π2)3
1
(x2)3
{
1− 3
x2
+ 6
x4
(x2)3
− 9 1
(x2)2
+ 36
x4
(x2)4
−144 x
6
(x2)5
+ 132
(x4)2
(x2)6
}
+O(|x|−12) (19.15)
=
1
(4π2)3
{[
1
(x2)3
+
3
10(x2)5
]
h0(x) +
[
3
(x2)6
+
24
7(x2)7
]
h1(x)
− 3
4(x2)8
h2(x) +
33
140(x2)9
h3(x)
}
+O(|x|−12), (19.16)
91For the derivation of this and similar asymptotic expansions, see (Lu¨scher and Weisz, 1995b).
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where in the last line we have rewritten G3(x) in terms of the homogeneous harmonic polyno-
mials
h0(x) = 1, (19.17)
h1(x) = 2x
4 − (x2)2, (19.18)
h2(x) = 16x
6 − 20x2x4 + 5(x2)3, (19.19)
h3(x) = 560(x
4)2 − 560x2x6 + 60(x2)2x4 − 9(x2)4. (19.20)
It is useful at this point to define a generalized zeta function
Z(s, h) =
∑
x:x 6=0
h(x)(x2)−s, (19.21)
where the site x = 0 is not to be included in the sum. These zeta functions can be calculated
with the necessary accuracy. To this end one introduces the heat kernel
k(t, h) =
∑
x:x 6=0
h(x)e−πtx
2
, (19.22)
so that the generalized zeta function can be reexpressed as
Z(s, h) =
πs
Γ(s)
∫ ∞
0
dt ts−1[k(t, h)− h(0)] (19.23)
=
πs
Γ(s)
{
2h(0)
s(s− 2) +
∫ ∞
1
dt [ts−1 + (−1)d/2td−s+1][k(t, h)− h(0)]
}
, (19.24)
where in the last line the integration has been split into two parts, and the formula
k(t, h) = (−1)d/2 t−d−2 k(1/t, h) (19.25)
has been used. 92 We have then∑
x
G3(x) =
∑
x:x 6=0
[
G3(x)−G3as(x)
]
+
1
(4π2)3
{
Z(3, h0) +
3
10
Z(5, h0) + 3Z(6, h1) +
24
7
Z(7, h1)
−3
4
Z(8, h2) +
33
140
Z(9, h3)
}
+G3(0). (19.27)
92This formula derives from the fact that h(x) is harmonic and from the Poisson summation formula∑
x
e−iqxe−πtx
2
= t−2
∑
x
e−(q+2πx)
2/(4πt). (19.26)
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We can see that once the values of the zeta function are known, it only remains to compute∑
x:x 6=0
[
G3(x)− G3as(x)
]
, which is rapidly convergent since each term goes at least like |x|−12.
This sum can then be evaluated with a reasonable approximation using domains which are not
too large, and in this way one can obtain
I1 = 0.0040430548122(3). (19.28)
The coordinate space method can be used to compute more complicated integrals in which
nontrivial numerators are present, like
I2 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
3∑
µ=0
k̂2µq̂
2
µ
k̂2q̂2( ̂k + q)2
=
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4r
(2π)4
(2π)4δ(4)(k + q + r)
3∑
µ=0
k̂2µq̂
2
µ
k̂2q̂2r̂2
=
∑
x
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4r
(2π)4
eikxeiqxeirx
3∑
µ=0
k̂2µq̂
2
µ
k̂2q̂2r̂2
=
∑
x
3∑
µ=0
(∫ π
−π
d4k
(2π)4
eikx
k̂2µ
k̂2
)2(∫ π
−π
d4r
(2π)4
eirx
1
r̂2
)
=
∑
x
3∑
µ=0
(
−∇∗µ∇µG(x)
)2
G(x)
= 0.0423063684(1). (19.29)
Here the derivatives of the propagator in coordinate space generate the k̂2µ and q̂
2
µ factors in the
numerators of the momentum-space integrals. Similarly,
I3 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
3∑
µ=0
k̂2µq̂
2
µ(
̂k + q)2µ
k̂2q̂2( ̂k + q)2
=
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4r
(2π)4
(2π)4δ(4)(k + q + r)
3∑
µ=0
k̂2µq̂
2
µr̂
2
µ
k̂2q̂2r̂2
=
∑
x
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4r
(2π)4
eikxeiqxeirx
3∑
µ=0
k̂2µq̂
2
µr̂
2
µ
k̂2q̂2r̂2
=
∑
x
3∑
µ=0
(∫ π
−π
d4k
(2π)4
eikx
k̂2µ
k̂2
)3
=
∑
x
3∑
µ=0
(
−∇∗µ∇µG(x)
)3
= 0.054623978180(1). (19.30)
In general, integrals where the numerator is a polynomial in sines and cosines can be computed
using these techniques. However, in more complicated cases, where for example the denominator
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has a higher power than the integrals discussed so far, it is necessary to introduce auxiliary
functions.
One of such cases is given by the calculation of
I4 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
3∑
µ=0
k̂2µq̂
2
µ
(k̂2)2q̂2( ̂k + q)2 . (19.31)
The problem here is that the factor 1/(k̂2)2 cannot be related in a simple way to G(x). In this
case, the auxiliary function
K(x) =
∫ π
−π
d4p
(2π)4
(eipx − 1)
(p̂2)2
(19.32)
is just what we need. In fact,
∇∗µ∇µK(x) = −
∫ π
−π
d4p
(2π)4
p̂2µ
eipx
(p̂2)2
, (19.33)
so that
I4 =
∑
x
3∑
µ=0
(
−∇∗µ∇µK(x)
)(
−∇∗µ∇µG(x)
)
G(x)
= 0.006603075727(1). (19.34)
The function K(x) is related to G(x) by
−∆K(x) = G(x), (19.35)
(∇∗µ +∇µ)K(x) = −xµG(x), (19.36)
so that it can be recursively computed in terms of G(x) and of the values of K(x) at the corner
of the unit hypercube.
Finally, the integral
I5 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
3∑
µ=0
k̂4µ
(k̂2)3q̂2( ̂k + q)2 (19.37)
can be computed introducing the auxiliary function
L(x) =
∫ π
−π
d4p
(2π)4
(
eipx − 1− i∑µ x sin pµ + 12(∑µ x sin pµ)2)
(p̂2)3
, (19.38)
which has the properties
−∆L(x) = K(x) + 1
8
G(0)− 1
32π2
, (19.39)
(∇∗µ +∇µ)L(x) = −
1
2
xµ
[
K(x) +
1
8
G(0)
]
, (19.40)
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and can be computed recursively. The integral is then given by
I5 =
∑
x
3∑
µ=0
(
∇∗µ∇µ∇∗µ∇µL(x)
)
G2(x)
= 0.00173459425(1). (19.41)
We now turn to 2-loop integrals which also depend on an external momentum. Of course
these integrals can also be computed using the decomposition explained in Section 15.2 and the
theorem of Reisz, thanks to which only zero-momentum integrals have at the end to be really
computed on the lattice. However, it is also possible to compute these 2-loop integrals using
the coordinate space methods directly, as we are going to show.
To understand how external momenta are incorporated into the method, let us first discuss
the simpler case of a 1-loop integral depending on an external momentum p. The logarithmically
divergent integral
I6 =
∫ π
−π
d4k
(2π)4
1
k̂2( ̂k − p)2 (19.42)
can be rewritten in position space as follows:
I6 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
(2π)4δ(4)(q + k − p) 1
k̂2q̂2
=
∑
x
e−ipx
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
eikx
1
k̂2
eiqx
1
q̂2
=
∑
x
e−ipxG2(x). (19.43)
The integral can then be computed by evaluating the sums
I6 = lim
ǫ→0
∑
x
e−ǫx
2
e−ipxG2(x). (19.44)
It is now useful to employ the function H(x) which we have introduced in Eq. (19.4) when
deriving the recursion relations for G(x) in coordinate space:
H(x) =
∫ π
−π
d4p
(2π)4
eipx log pˆ2. (19.45)
Its asymptotic expansion for large x is
H(x)
x→∞−→ − 1
π2
1
(x2)2
{
1− 4
x2
+ 8
x4
(x2)3
− 7 1
(x2)2
+ 40
x4
(x2)4
−288 x
6
(x2)5
+ 280
(x4)2
(x2)6
+ . . .
}
, (19.46)
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and thus its leading order term has (up to a constant) the same asymptotic behavior of G2(x).
We now subtract and add to the original integral an appropriate expression containing H(x):
I6 = − 1
16π2
lim
ǫ→0
∑
x
e−ǫx
2
e−ipxH(x) +
∑
x
e−ipx
[
G2(x) +
1
16π2
H(x)
]
. (19.47)
The first part is just the Fourier transform of H(x), which can be read off from its definition
above, and is thus given by
− 1
16π2
lim
ǫ→0
∑
x
e−ǫx
2
e−ipxH(x) = − 1
16π2
log pˆ2 = − 1
16π2
log p2 +O(p2). (19.48)
The finite constant is obtained from the second part, in which the leading 1/|x|4 terms of G2(x)
and H(x) cancel in the subtraction, so that this part goes like the Fourier transform of 1/|x|6
(and is therefore finite). In the limit p→ 0 we have then
I6 = − 1
16π2
log p2 +
∑
x
[
G2(x) +
1
16π2
H(x)
]
. (19.49)
The sum can be computed using generalized zeta functions as explained before. The result is
I6 = − 1
16π2
log p2 +
1
8π2
+ 0.02401318111946489(1). (19.50)
Let us now illustrate this powerful method for a 2-loop integral with an external momentum
p. We consider
I7 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
1
k̂2q̂2( ̂k + q − p)2 , (19.51)
which by dimensional arguments will give a result of the form
I7 = c1 + c2 p
2 log p2 + c3 p
2 +O(p4). (19.52)
We would like to determine the coefficients c2 and c3. We already know the constant c1, which
can be computed setting p = 0 and is given by I1, Eq. (19.11). This integral can be written in
position space as
I7 =
∫ π
−π
d4k
(2π)4
∫ π
−π
d4q
(2π)4
∫ π
−π
d4s
(2π)4
(2π)4δ(4)(s+ q + k − p) 1
k̂2q̂2ŝ2
=
∑
x
e−ipxG3(x). (19.53)
A function that has the same leading asymptotic behavior (up to a constant) of G3(x), and for
which the Fourier transform is easily calculable in an exact way, is the 4-dimensional Laplacian
of H(x). We thus make the decomposition
I7 = − 1
2(4π)4
∑
x
e−ipx∆H(x) +
∑
x
e−ipx
[
G3(x) +
1
2(4π)4
∆H(x)
]
. (19.54)
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The first part is the Fourier transform of ∆H(x), which can be easily computed and gives
− 1
2(4π)4
∑
x
e−ipx∆H(x) = − 1
2(4π)4
pˆ2 log pˆ2 = − 1
2(4π)4
p2 log p2 +O(p4). (19.55)
We have thus computed the coefficient c2. The coefficient c3 can be obtained from the second
part, in which the leading 1/|x|6 terms of G3(x) and H(x) cancel in the subtraction, which
then goes like 1/|x|8. This fact is important, because to compute c3 we have to expand the
exponential to order p2, and then the second part becomes
− 1
8
∑
x
p2x2
[
G3(x) +
1
2(4π)4
∆H(x)
]
, (19.56)
and only in this way the function to be summed goes like 1/|x|6 again and is then finite and
can be computed using generalized zeta functions. Putting everything together we have the
result
I7 = I1 − 1
2(4π)4
p2 log p2 − 1
8
p2
∑
x
x2
[
G3(x) +
1
2(4π)4
∆H(x)
]
+O(p4) (19.57)
= 0.0040430548122(3)− 1
2(4π)4
p2 log p2 − p2 · 0.00007447695(1) +O(p4).
A more complicated example can be found in (Lu¨scher and Weisz, 1995b), to which we
also refer for further details on the method. These and other integrals have been used for the
calculation of the coefficient b2 of the β function in the pure Wilson gauge theory (Lu¨scher and
Weisz, 1995a; Lu¨scher and Weisz, 1995d). The complete 2-loop calculation of this coefficient
requires a combination of momentum space and coordinate space methods .
To summarize, coordinate space is of great help for the calculation of important 2-loop
momentum space integrals. One can make use of the important advantages that only four-
dimensional lattice sums must be performed, instead of eight-dimensional ones, and one can
also exploit the asymptotic expansion of the gluon propagator G(x) for large values of x to
improve on the convergence.
19.2.2 Fermionic case
We now briefly discuss the computations of 2-loop lattice diagrams with Wilson fermions based
on the coordinate space method by Lu¨scher and Weisz, which have been presented in (Capitani
et al., 1998a; Caracciolo, Pelissetto and Rago, 2001).
An essential ingredient of these 2-loop calculations is the high-precision determination of
1-loop mixed fermionic-bosonic propagators (Section 18.5). The algebraic method for general
Wilson fermions, thanks to which any 1-loop lattice integral with Wilson fermions can be
written as a combination of fifteen basic constants, which can be computed once for all with
arbitrarily high precision, allows then the implementation of the coordinate space method to
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two-loop integrals with Wilson fermions. We remind that the algebraic method depends only
on the structure of the Wilson propagators, and not on the vertices, and thus it can be applied
in calculations with the Wilson action as well as with the improved clover action.
Let us consider a very simple integral
I =
∫ π
−π
d4l
(2π)4
∫ π
−π
d4r
(2π)4
1
DF (l)DF (r)DF (l + r)
, (19.58)
where DF is the denominator of the quark propagator. The standard alternative (in momentum
space) would consists in replacing each integration with a discrete sum over L points and then
extrapolate to infinite L:
I =
1
L8
∑
l,r,l+r 6=0
1
DF (l)DF (r)DF (l + r)
. (19.59)
Here l and r run over the set (n+1/2) · 2π/L, n = 0, . . . , L−1, and one excludes from the sum
the points l+ r = 0 mod 2π (where the third propagator would diverge). Increasing the values
of L one gets the following approximations for the integral I:
L = 10 0.000799652 (19.60)
L = 18 0.000848862 (19.61)
L = 20 0.000853822 (19.62)
L = 26 0.000863064. (19.63)
Then, using an extrapolation function of the form
a0 +
a1 logL+ a2
L2
+
a3 logL+ a4
L4
(19.64)
and fitting with it the results of the sum for 6 ≤ L ≤ 26, one gets the estimate I ≈ 0.000879776.
Note that the computation at L = 26 requires the evaluation of the function on an integration
grid of 268 ∼ 2 · 1011 points. With the 2-loop techniques based on the coordinate space method
one can instead without much effort obtain I ≈ 0.0008797779181(12).
In order to compute 2-loop momentum-space integrals with high precision, they are first
rewritten in coordinate space along the lines shown by Lu¨scher and Weisz, trading an additional
x integration for the δ(4)(l+r+s) which expresses the vanishing of external momenta (Capitani
et al., 1998a). For example one can write
I =
∫ π
−π
d4l
(2π)4
∫ π
−π
d4r
(2π)4
1
Dp1F (l)D
q1
B (l)
1
Dp2F (r)D
q2
B (r)
1
Dp3F (l + r)D
q3
B (l + r)
=
∫ π
−π
d4l
(2π)4
∫ π
−π
d4r
(2π)4
∫ π
−π
d4s
(2π)4
1
Dp1F (l)D
q1
B (l)
1
Dp2F (r)D
q2
B (r)
1
Dp3F (s)D
q3
B (s)
δ(4)(l + r + s)
=
∑
x
GF (p1, q1; x) GF (p2, q2; x) GF (p3, q3; x). (19.65)
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To compute this simple integral we have to evaluate in coordinate space the lattice sums in
the last line. The price to be paid is to compute all necessary GF (pj, qj ; x) integrals with huge
precision. This does not constitute a particular challenge. These GF (pj, qj ; x) integrals can be
determined with the desired precision (for a sufficiently large domain of values of x) by using
the 1-loop algebraic algorithm, and one can exploit their asymptotic expansions for large values
of x. After the subtraction of the asymptotic behavior, the sums are much better convergent.
The task is then to evaluate with enough accuracy sums of the kind
Σ =
∑
Λ
f(x) (19.66)
where Λ should in principle be the whole lattice, using only a not too big finite lattice domain,
and be able to estimate the error. The sums are restricted over domains defined as
Dp = {x ∈ Λ : |x|1 ≤ p} (19.67)
where |x|1 = ∑µ |xµ|. In (Capitani et al., 1998a) it was found that the domain D21 is a
reasonable choice. For the computation of the generic Feynman diagram one then chooses
some convenient representation of 2-loop integrals, and assembles a database of them. To do
this, the 1-loop integrals necessary for their computations can be recursively decomposed in
terms of the fifteen basic 1-loop constants and then evaluated with very high precision.
Recently with this method the 2-loop critical mass mc, defined by the vanishing of the
inverse renormalized propagator S−1(p,m0) at p = 0,
S−1(0, mc) = 0, (19.68)
has been computed in the Wilson case. Using one-dimensional integrals calculated with high
accuracy (about sixty significant decimal places), the 2-loop diagrams relevant for the critical
mass have been obtained with a precision of about ten significant decimal places. The result
for SU(Nc) with Nf fermion flavors can be put in the form
mc = g
2
0
N2c − 1
Nc
c1 + g
4
0(N
2
c − 1)
(
c2,1 +
1
N2c
c2,2 +
Nf
Nc
c2,3
)
(19.69)
where
c1 = −0.16285705871085078618 (19.70)
is the 1-loop result, and
c2,1 = −0.0175360218(2) (19.71)
c2,2 = 0.0165663304(2) (19.72)
c2,3 = 0.001186203(6) (19.73)
is the result of the 2-loop computations made with the coordinate space method. These 2-loop
numbers are in agreement with the less precise results given in (Follana and Panagopoulos,
2001), obtained using conventional momentum-space methods, which have also produced the
value of the critical mass for improved fermions (Panagopoulos and Proestos, 2002).
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20 Numerical perturbation theory
We want to conclude this review mentioning some numerical methods that are completely
different from all that we have presented so far, but represent interesting alternative ideas for
the computation of perturbative expansions, and in principle can be able to perform high-loop
calculations, at least in some cases. In the last decade a numerical approach to perturbation
theory, in which one extracts perturbative coefficients using Monte Carlo simulations instead
of calculating Feynman diagrams analytically, has emerged and has produced a few interesting
results.
One of these techniques is given by the so-called numerical stochastic perturbation the-
ory (Di Renzo et al., 1994; Di Renzo, Onofri and Marchesini, 1995), which is based on the
stochastic quantization by Parisi and Wu (1981). It uses numerical simulations of the Langevin
equation. An additional parameter, the stochastic time τ , is introduced in the theory, and the
gauge field is taken to be a random variable, Uµ(x; τ), which evolves according to the Langevin
equation:
d
dτ
Uµ(x; τ) = −δS[U ]
δUµ
+ η(x; τ). (20.1)
The last term, η(x; τ), is a Gaussian noise matrix, i.e., its expectation value is
〈η(x; τ)η(x′; τ ′)〉 = 2δx,x′δτ,τ ′, (20.2)
and is the stochastic part of the equation. This approach lends itself quite naturally to lattice
investigations. One has to discretize the stochastic time τ , introducing a nonzero Langevin
time step ǫ. This causes an O(ǫ) systematic error, but for ǫ→ 0 and τ →∞ the time average
is expected to reach asymptotically the expectation values corresponding to a path integral
with action S[U ]. At the end of the lattice calculations one has then to make extrapolations to
the limit ǫ = 0.
The numerical solution to the Langevin equation consists in updating the gauge field ac-
cording to (Batrouni et al., 1985),
Uµ(x; τ + ǫ) = e
−F [U(τ), η] Uµ(x; τ), (20.3)
where the driving function is
F [U, η] =
∑
i
T i(ǫ∇ix,µS[U ] +
√
ǫηi), (20.4)
∇ being the Lie derivative on the group. For the Wilson plaquette action one has
∑
i
T i∇ix,µSG[U ] =
β
4Nc
∑
UP∋Uµ(x)
(UP − U †P )Tr, (20.5)
where Tr stands for the traceless part.
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Using stochastic perturbation theory it has been possible for simulations involving only
gluons to reach much higher orders in g20 than in conventional perturbative calculations, where
only in a few cases one has reached to two-loop stage. Simulations done using stochastic
perturbation theory have instead reached something like the tenth loop order in the case of the
plaquette (Di Renzo, Onofri and Marchesini, 1995). Where results are available for stochastic
and conventional perturbation theory, they agree within errors.
The inclusion of fermions in stochastic perturbation theory has been accomplished only
recently (Di Renzo and Scorzato, 2001; Di Renzo, Miccio and Scorzato, 2002). Although
passing from quenched to unquenched calculations requires little computational overhead, one
needs to use a fast Fourier transform.
To perform the field updating in the unquenched theory one has to include a more compli-
cated derivative term in the driving function,
∇SG →∇SG −∇(Tr logM) = ∇SG − Tr((∇M)M−1), (20.6)
where M is the fermionic matrix. We see that the Lie derivative generates an inverse fermionic
matrix M−1, which is nonlocal and quite expensive to compute numerically. An ingenious way
to simulate this term has been proposed long ago (Batrouni et al., 1985), and consists in taking
instead
∇SG − Re(ξ†(∇M)M−1ξ), (20.7)
where ξ is a Gaussian random variable: 〈ξiξj〉 = δij , so that after averaging over this new
variable one recovers the fermionic term
〈ξ(∇M)M−1ξ〉 = Tr((∇M)M−1). (20.8)
This random fermionic term can be computed recursively, expanding the relevant quantities
order by order in the coupling. In practical terms one generates the random variable ξ0 (which
does not depend on the coupling and is then of order zero) and then recursively computes the
variable ψ in
Mψ = ξ. (20.9)
This is a lot easier than doing the inversion of the Dirac operator, and gives a local evolution,
because Eq. (20.7) becomes
∇SG − Re(ξ†(∇M)ψ). (20.10)
To compute ψ order by order one needs the expansions
M =M (0) +
∑
k>0
β−k/2M (k) (20.11)
and its inverse
M−1 =M (0)
−1
+
∑
k>0
β−k/2M−1
(k)
. (20.12)
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Note that inverting the zeroth order of the fermionic matrix is trivial: M−1
(0)
= M (0)
−1
. The
non-trivial orders of M−1 can be obtained recursively as follows:
M−1
(1)
= −M (0)−1M (1)M (0)−1 (20.13)
M−1
(2)
= −M (0)−1M (2)M (0)−1 −M (0)−1M (1)M−1(1)
M−1
(3)
= −M (0)−1M (3)M (0)−1 −M (0)−1M (2)M−1(1) −M (0)−1M (1)M−1(2),
and so forth. Since M (0)
−1
is diagonal in momentum space, one can perform its computation
going to momentum space, back and forth, and for this reason a fast Fourier transform code is
needed. At the end one has
ψ(0) = M (0)
−1
ξ0 (20.14)
ψ(1) = M−1
(1)
ξ0 = −M (0)−1M (1)ψ(0)
ψ(2) = M−1
(2)
ξ0 = −M (0)−1M (2)ψ(0) −M (0)−1M (1)ψ(1),
and so forth. These are the lowest order terms in the expansion
ψ(i) = M−1
(i)
ξ0, (20.15)
with which one can compute recursively Eq. (20.7), and hence simulate the fermion system
using the Langevin equation.
Every quantity that one wants to compute with stochastic perturbation theory has to be
expanded in powers of
β−1/2 =
g0√
6
. (20.16)
For example,
Uµ(x; τ) = 1 +
∑
k>0
β−k/2U (k)µ (x; τ), Aµ(x; τ) =
∑
k>0
β−k/2A(k)µ (x; τ), (20.17)
where
Uµ(x; τ) = exp(Aµ(x; τ)/
√
β). (20.18)
Observables are composite operators, and every observable depending on U can be expanded
in the coupling. For example the first order of the plaquette (Eq. (5.6)) is given by
P (1)µν (x; τ) = U
(1)
µ (x; τ)U
(0)
ν (x+ aµˆ; τ)(U
†
µ)
(0)(x+ aνˆ; τ)(U †ν)
(0)(x; τ)
+U (0)µ (x; τ)U
(1)
ν (x+ aµˆ; τ)(U
†
µ)
(0)(x+ aνˆ; τ)(U †ν)
(0)(x; τ)
+U (0)µ (x; τ)U
(0)
ν (x+ aµˆ; τ)(U
†
µ)
(1)(x+ aνˆ; τ)(U †ν)
(0)(x; τ)
+U (0)µ (x; τ)U
(0)
ν (x+ aµˆ; τ)(U
†
µ)
(0)(x+ aνˆ; τ)(U †ν)
(1)(x; τ). (20.19)
So far the calculations which use stochastic perturbation theory have been limited to finite
quantities. The computation of the quark currents, of operators measuring structure functions
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and also weak operators, which in general have nonvanishing anomalous dimensions, still seems
a long way to go.
There is another way to compute the coefficients of perturbative expansions numerically. It
makes use of Monte Carlo simulations at very weak couplings to measure short-distance quan-
tities (Dimm, Lepage and Mackenzie, 1995; Trottier et al., 2002). The perturbative coefficients
are then extracted by making fits to the results of these numerical simulations. In this method
some input from conventional perturbation theory is still required, to define a physical coupling
constant.
Monte Carlo results are thus fitted to truncated polynomial expansions in the coupling. One
must be careful in doing this, because if the truncation is too short a poor fit to the Monte Carlo
data will come out, while if it is too long then the lowest coefficients, which are the dominant
contributions, become poorly constrained. These fits can be improved by constraining some of
the parameters by means of the techniques known as “constrained curve fitting” (Lepage et al.,
2002). They are especially useful in order to constrain parameters which are poorly determined
statistically.
Couplings and volumes are chosen in such a way that the lattice momenta are perturbative.
The computations are done at very small lattice spacings and couplings. For example in (Trot-
tier et al., 2002) Wilson fermions have been used with couplings ranging from αlat = 0.008 to
αlat = 0.053. The lattice spacing and the volume must satisfy
q⋆ ≪ aL
2π
≪ 1
ΛQCD
(20.20)
where q⋆ is a typical gluonic momentum scale. This condition also insures that the density of
the discrete momenta is not small. In recent works the lattice spacing was able to cover a wide
range of values,
10−29 < aΛQCD < 10
−3. (20.21)
Unfortunately when doing these simulations one has to take into account the problem of
the appearance of zero modes, and these infrared effects are potentially dangerous. Twisted
boundary conditions, like the ones in Eq. (17.23), can however eliminate these zero modes, and
they are also useful to suppress nonperturbative finite-volume effects.
With this method one has studied problems like the mass renormalization, small Wilson
loops and the static-quark self-energy. In the case of Wilson loops, their three-loop coefficients
have been extracted and very good agreement has been found with existing conventional per-
turbative results at two loops (Hattori and Kawai, 1981; Di Giacomo and Paffuti, 1982; Curci
and Petronzio, 1983; Curci, Paffuti and Tripiccione, 1984; Hasenfratz et al., 1984; Heller and
Karsch, 1985; Bali and Boyle, 2002).
Numerical perturbation theory is still in its infancy. Studies have been mostly limited to
gluonic quantities, and moreover finite ones, although some progress has been seen recently in
the fermionic case. It seems that much work still needs to be done before one can think of
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reproducing for example the results of Section 15.4 for the renormalization of the first moment
of the unpolarized quark distribution, which involves a fermionic operator with a nonzero
anomalous dimension.
21 Conclusions
We have discussed in this review many different aspects of the perturbative calculations made
with gauge fields and fermions defined on a hypercubic lattice. Much progress has been made
in the last decade. Perturbative calculations have been carried out using a variety of actions
and in a variety of physical situations, and recently they have been of great help in the study of
chiral fermions on the lattice. This long-standing issue has been solved, and the construction
of chiral gauge theories on the lattice presents features that are theoretically relevant also for
general quantum field theories.
We have seen the consequences of the loss of exact Lorentz invariance, and discussed the
mixings that derive from this, as well as mixings caused by the breaking of chiral symmetry.
In this respect Ginsparg-Wilson fermions represent a great step forward in lattice calculations,
and they promise to solve long-standing problems like the calculation from first principles of
∆I = 1/2 weak amplitudes and of the CP-violating parameter ǫ′/ǫ.
From the more technical side, new methods for the calculation of one- and two-loop integrals,
with at times incredible precision, have been invented. It is now possible to compute one-
loop bosonic integrals with very high precision, and also fermionic integrals with rather good
precision. More challenging have been the calculations of two-loop Feynman diagrams. Here
new methods based on the calculation of propagators in position space have been very useful.
These coordinate space methods present many advantages for the computation of two-loop
integrals, and is likely that more development on this side will make two-loop calculations much
easier to compute and more precise.
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A Notation and conventions
Generally we use Greek letters µ, ν, λ, . . . for the 4-dimensional Lorentz (or Euclidean) indices,
which run from 0 to 3, and Latin letters i, j, k, . . . for the 3-dimensional indices. Latin letters
a, b, c, . . . are instead used for color indices. Matrices in the fundamental representation of
SU(Nc) are denoted by T , while in the adjoint representation they are denoted by t. The
normalization is
Tr(T aT b) =
1
2
δab, [T a, T b] = ifabcT c. (A.1)
The symbol ∂µ is used for continuum derivatives, while the forward and backward lattice
derivatives are
∇µf(x) = f(x+ µˆ)− f(x)
a
, ∇⋆µf(x) =
f(x)− f(x− µˆ)
a
. (A.2)
The gauge covariant lattice derivatives are denoted by ∇˜µ, ∇˜⋆µ and are given in the main text.
The shorthand notation
âkµ =
2
a
sin
akµ
2
(A.3)
is also often used.
The euclidean Dirac matrices in the chiral representation are
γ0 =
(
0 −1
−1 0
)
, γi =
(
0 −iσi
iσi 0
)
, γ5 = γ0γ1γ2γ3 =
(
1 0
0 −1
)
, (A.4)
where σi are the Pauli matrices, and 1 is the 2× 2 identity matrix. The chiral projectors are
P± =
1± γ5
2
=
1
2
(
1 ∓1
∓1 1
)
. (A.5)
Also,
σµν =
i
2
[γµ, γν]. (A.6)
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B High-precision values of Z0 and Z1
We give here the new results of a high-precision calculation of the fundamental bosonic constants
Z0 and Z1, defined in Eqs. (18.20) and (18.21). They have been obtained using the recursion
relation Eq. (19.6) starting with the gluon propagator at x = 396. 93 The resulting values are:
Z0 = 0.15493339023106021408483720810737508876916113364521% (B.1)
98321191752313395351673319454163790491630919236741%
07489754149497376290387736082594941817577598499678%
92951387264251940296570608026229566408322643387967%
84914774223913881583813529174816118783903355821052%
96552782448948240231078335735055832848473775143559%
80401738187671539786446652153505144942596811258480%
8043251280463983474068128158341212164145185669(1),
Z1 = 0.10778131353987400134339155028381651483289553031166% (B.2)
39233465607465024738935201734450177503973077057462%
05621844437484365688328635749227594895147284883092%
15513746596880936011669949517608632177321337226921%
37793898141534158628242723648006344189984806003623%
35938862675314675890326849096822755901010023056671%
38098768018557508588203302625651590185630674198459%
5509105334593113724314740915504203882005031989(1).
These numbers have 396 significant decimal places. Thus, every 1-loop Feynman diagram in the
pure gauge theory can always be given with such numerical accuracy (if the plaquette action
is used), since it can be expressed as a linear combination of Z0 and Z1 only.
93This was the maximum value compatible with the computational resources at my disposal.
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