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Abstract
Hierarchies are an effective way to boost sample effi-
ciency in reinforcement learning, and computational effi-
ciency in classical planning. However, acquiring hierar-
chies via hand-design (as in classical planning) is sub-
optimal, while acquiring them via end-to-end reward based
training (as in reinforcement learning) is unstable and still
prohibitively expensive. In this paper, we pursue an al-
ternate paradigm for acquiring such hierarchical abstrac-
tions (or visuo-motor subroutines), via use of passive first-
person observation data. We use an inverse model trained
on small amounts of interaction data to pseudo-label the
passive first person videos with agent actions. Visuo-motor
subroutines are acquired from these pseudo-labeled videos
by learning a latent intent-conditioned policy that predicts
the inferred pseudo-actions from the corresponding im-
age observations. We demonstrate our proposed approach
in context of navigation, and show that we can success-
fully learn consistent and diverse visuo-motor subroutines
from passive first-person videos. We demonstrate the util-
ity of our acquired visuo-motor subroutines by using them
as is for exploration, and as sub-policies in a hierarchi-
cal RL framework for reaching point goals and semantic
goals. We also demonstrate behavior of our subroutines
in the real world, by deploying them on a real robotic
platform. Project website with videos, code and data:
https://ashishkumar1993.github.io/subroutines/.
1. Introduction
Every morning, when you decide to get a cup of cof-
fee from the kitchen, you think of going down the hallway,
turning left into the corridor and then entering the room
on the right. Instead of deciding the exact muscle torques,
you plan at this higher level of abstraction by composing
these reusable lower level visuo-motor subroutines to reach
your goal. In this paper, we focus on learning such visuo-
motor subroutines for computational agents. Behavior of
our learned subroutines as executed on a robotic platform is
shown in Figure 1.
Figure 1: Given an input image as shown at the top, this paper pro-
poses a novel method to learn subroutines, short horizon policies
that exhibit a coherent behavior (such as going left into a room),
and affordances, what subroutines can be invoked where.
These visuo-motor subroutines are classically known as
operators in STRIPS planning [14] or more recently as op-
tions in RL [30]. They enable hierarchical planning which
mitigates the known issue of high computational cost in
classical planning and high sample complexity in reinforce-
ment learning. But how can AI-agents acquire these visuo-
motor routines? One way is to manually design them
as done in classical robotics and STRIPS. Alternately, we
can learn these visuo-motor routines through interaction by
training a hierarchical agent in an end-to-end manner typi-
cally done via reward based reinforcement learning. Since
these methods jointly learn all levels of hierarchy, they are
unstable to train and still require a large number of active
interaction samples.
To address these challenges, we propose to exploit pas-
sive observations of humans performing these tasks. This is
a major theme in learning based robotics, drawing inspira-
tion from the fact that in human society we learn to perform
many tasks not solely through our own experimentation but
by observing parents or other experts. To imitate an expert
at a visuomotor task, ideally we need to know both the per-
ceptual input to the expert and the action taken. This cre-
ates an interesting dilemma depending on whether we cap-
ture first person (ego-centric) video of a human performing
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Figure 2: Approach Overview: We propose an approach that combines learning from direct environmental interaction, with learning
from first-person videos collected over the Internet. Inverse models built using a small number of environmental interactions are used to
interpret videos, and distill a set of subroutines and affordance. Subroutines are short-horizon policies that show consistent behavior that
adapts to the specifics of the environment. Affordances predict which subset of subroutines are feasible given the current image.
a task or a third-person video. Third person videos have
the benefit of having action information but don’t have the
perceptual input. So if the routine is dependent on respond-
ing to specific visual inputs, we are at a loss. The opposite
challenge occurs when we have first person video of a per-
son performing a task (e.g. a head mounted GoPro camera);
then we have the perceptual input the agent gets at every
moment in time, but typically we don’t know which action
was executed. In this paper, we will address this case. An
overview of our approach is shown in Figure 2.
We start with first person navigation videos from agents
R1...Rn, without corresponding action labels. People con-
stantly upload these kinds of videos online making it freely
available. Given these videos, we want our robot S to learn
subroutines from these videos. This happens in two phases.
In the first phase, overviewed in Figure 3, we generate
pseudo-action labels for these videos by running an inverse
model on every consecutive pair of images. This inverse
model is learned by the agent S using self supervision on
random exploration data. An interesting thing to note is that
action space of R1...Rn might be different from the action
space of our agent S. Hence, these pseudo-action labels are
not the actual action taken, but an action imagined by the
agent S to make transition between the observations in the
reference video in the agent S’s action space as closely as
possible.
In the second phase, shown in Figure 4, we start with
these pseudo-labeled videos and train a forward prediction
model that takes the image as input and predicts the corre-
sponding action taken in the reference video. However, this
is a fundamentally ambiguous task, for example, an agent
Rk in the reference video that is facing a T-junction could
have gone either left or right. To disambiguate this, we al-
low another network to look at the entire sequence of ac-
tions of Rk in the reference video and encode the behavior
as a one-hot latent intent vector that is additionally used
to make the forward prediction. We additionally train an
affordance model to predict which subroutines can be in-
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Figure 3: Approach Details: (a) We execute random actions in
training environments Etrain, to obtain image-action sequences
{. . . , It, at, It1 . . .}. We use triplets (It, at, It+1) to train an in-
verse model, that can predict the action at given consecutive im-
ages It and It+1. (b) We use this inverse model to pseudo-label
ego-centric videos of navigating agents. Grey circles with = sign
represent loss functions (cross-entropy loss) between predicted
and ground truth actions.
voked for a given input image from our repertoire of learned
subroutines. We do this by predicting the inferred one-hot
encoding of the trajectory from the first image.
We show that subroutines and affordance models learned
in this manner, are useful for downstream navigation tasks.
They can be composed together in novel environments as is
for effective exploration and can be used to initialize hier-
archicies RL policies for downstream navigation tasks such
as point and semantic navigation. We have even transferred
our learned subroutines on a real robot and have found them
to be consistent in their behavior over random starting loca-
tions.
We survey related work in Section 2. We describe our
approach for acquiring subroutines and affordance models
in Section 3 and present a qualitative evaluation in Sec-
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tion 4. We demonstrate and evaluate use of our learned
subroutines for downstream tasks in Section 5.
2. Related Work
Our work on learning subroutines for navigation is re-
lated to efforts for learning policies for navigation, skill
learning using imitation learning, hierarchical RL and af-
fordance learning from videos. We survey these lines of
work and relate them to VMSR.
Classical Navigation. Classical approaches to naviga-
tion employ geometric reasoning to solve the task. They
typically operate on an occupancy map (built a priori or in-
crementally) [12, 32] and use path planning [8, 22, 25] to
determine sequence of actions that conveys the robot to de-
sired goal locations. While most works optimize in the base
action space of the agent, few works employ hand-crafted
motion primitives to speed up planning [18]. In contrast,
we are studying how to learn such motion primitives (or vi-
suomotor subroutines) automatically. To enable learning of
motion primitives Dynamic Motion Primitives (DMPs) pro-
pose a framework for specifying atomic actions [29]. They
can potentially be learned given a demonstration [20]. How-
ever, which demonstrations constitute atomic units of action
are manually decided. In contrast, these atomic behaviors
emerge as a consequence of our algorithm.
Learned Navigation. Recent learning based-efforts use
reinforcement learning (or behavior cloning) to learn poli-
cies for solving specific navigation tasks [17,27,35]. While
these works learn to leverage high-level semantics and ex-
hibit behavior such as walking down hallways, exit rooms
through doors, they still directly operate in the base action
space of the robot. Learned skills are task and environment
specific, and it takes a large number of interaction samples
to even solve the same task in a new environment [27, 35].
To address this some works ignore task-specific environ-
mental rewards and instead uses intrinsic rewards such as
diversity [16] or prediction error [28]. However, neither of
these approaches distill out composable skills from learned
policies to solve novel tasks. Moreover, as all training sig-
nal is derived from interaction with the environment, skill
acquisition is extremely expensive. In fact, our experiments
show that our use of passive videos for learning skills is
more sample efficient and results in better performance than
such purely interactive approaches.
Learning from State-Action Trajectories. Several
works in robotics use learning from demonstration [2, 7].
Here, a human operates the robot to demonstrate how to
solve tasks, often in the desired test environment. Thus,
learning has access to both the observations as well as the
ground truth actions to solve the task. Works like [19] ex-
tend these formulations to work with trajectory collections
that have multiple modes. However, this line of work relies
on ground truth action labels from an expert. In contrast, we
only assume observation data (without paired actions), and
study performance at novel tasks in novel environments.
Learning from State Only Trajectories. Contempo-
rary works [4, 11, 33] study the problem of learning from
state only trajectories, similar to our work here. However,
all of these works only study the scenario where the agent
solves the task in exactly the same environment that they
have state-only demonstrations for. In contrast, we do not
assume access to environments for which we have videos
for, making learning more challenging and rendering these
past techniques ineffective. Additionally, our goal is to
learn subroutines that work in previously unseen environ-
ments, which goes beyond the focus of these works.
Sub-policies and Options in Hierarchical RL. Hier-
archical RL or the idea of decomposing a task into sub-
tasks that can be accomplished using sub-policies, options
or macros is an active area of research [5, 10, 30], with a
number of recent papers (such as [26, 34]). These works
acquire these sub-policies in a top-down manner while in-
teracting with the environment to solve a reward based task.
Our approach on the other hand investigates a bottom-up
development of subroutines and can learn from relatively
inexpensive unlabelled passive data. Our learned subrou-
tines can be used to initialize any of these top-down HRL
methods to accelerate learning.
Affordance Learning from Videos. Researchers have
studied affordance learning from Internet videos. Fouhey
et al. [15] leveraged YouTube videos to learn about affor-
dances (pixels that afford walking, sitting, etc.), by observ-
ing where people walk, sit, etc. While this is a great first
step, it does not exactly tell us about actions that a robot
should execute. In contrast, we are learning subroutines di-
rectly in the action space of the specific robot at hand, al-
lowing immediate deployment.
3. Affordances and Subroutines from Videos
Our agent S is equipped with an onboard RGB cam-
era, and an action space Ax,θ. These actions are a) stay
in place, b) turn left by θ, c) turn right by θ, and d) move
forward by distance x. The goal of our work is to learn
visuo-motor subroutines for S from first person navigation
videos of agents R1, R2, . . . , Rn.
To learn these subroutines, we assume that the robot has
access to a set of training environments Etrain, where it can
execute actions and record image observations from its on-
board cameras. We additionally assume access to a large
dataset D of first-person (or ego-centric) navigation videos.
Figure 2 shows an overview of our approach. We use
Etrain to learn an inverse model (Section 3.1). This in-
verse model is then used to generate imagined actions cor-
responding to the video sequences in the dataset D. We call
these action labels pseudo labels, the subsequent dataset ob-
tained as Dˆ (Section 3.2). This pseudo-labeled dataset is
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then used to mine visuo-motor routines (Section 3.3) from
Dˆ which lacks any demarcation or clustering information on
these routines. We additionally learn an affordance model
(Section 3.4) to predict which subroutines can be invoked
given an image. We call our proposed method of learning
visuo-motor subroutines and affordance model VMSR. We
next describe each of these components.
3.1. Inverse Model
We first build a one-step inverse model ψ for the agent,
i.e. given a pair of consecutive image observations ot and
ot+1, we train a model to predict the action at that was ex-
ecuted to get from ot to ot+1:
aˆt = ψ(ot, ot+1). (1)
The agent S collects data {. . . , ot, at, ot+1, at+1 . . .} to
train ψ by sampling at uniformly from {left, right,
forward} and executing it in Etrain conveying it from im-
age ot to ot+1. We sample triples (ot, at, ot+1) to train ψ.
Function ψ is implemented via a multi-layer percep-
tron on top of feature embeddings computed via convolu-
tional neural networks on the images, i.e., ψ(ot, ot+1) =
MLP(φ(ot), φ(ot+1)). All parameters in ψ are optimized
via back-propagation to minimize the cross-entropy loss be-
tween the true action at and the action aˆt predicted by ψ.
3.2. Pseudo-Labeling Video Data
We then use this learned inverse model ψ, to pseudo-
label the dataset D of passive first-person videos, which
contains sequences of images {o1, o2, . . . , oT }. Given a
pair of observations ot and ot+1, we use the inverse model
to estimate aˆ = ψ(ot, ot+1)which would take the agent from
ot to ot+1 as closely as possible. This generates a pseudo
labeled dataset Dˆ, that contains image action sequences,
{o1, aˆ1, o2, aˆ2, . . . , oT }. Note that this pseudo labeling is
done purely by looking at pairs of consecutive images.
3.3. Learning Visuo-Motor Subroutines
Next, we use the generated pseudo-labeled dataset Dˆ to
learn subroutines. Our subroutines are realized via a recur-
rent neural network pi, which predicts a˜t as:
a˜t, ht+1 = pi(ot, z, ht) (2)
where state ht and ht+1 are the current and updated hidden
states respectively, ot is the current observation, and z is a
one hot vector which specifies the subroutine to invoke. pi
then executes the subroutine in a closed loop, executing the
predicted action a˜t and receiving the next observation ot+1
as it proceeds.
pi is learned on the pseudo-labeled dataset Dˆ. While
we do have supervision for what action to execute (pseudo-
labels aˆt), we don’t have the underlying subroutine id z that
̂a1
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…
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Figure 4: Learning Visuo-Motor Routines and Affordances:
We want to mine visuo-motor routines with the ability to explicitly
invoke them. We implement this as recurrent networks that take in
the current observations and a one-hot vector z that species the
subroutine that we want to invoke. Since we don’t have the labels
for subroutine id z, we obtain it by jointly training two networks:
one that looks at the entire future sequence of actions to predict
the subroutine id, and other which takes the subroutine id z and
the image as input to predict the action to take. Both the networks
are jointly trained to minimize cross-entropy loss (gray circle with
= sign). Finally, we also train an affordance model that predicts
the inferred subroutine id z from the first image.
a given trajectory corresponds to. We overcome this chal-
lenge, by adding another network f (1D CNN followed by
a multi-layer perceptron) which looks at the entire future
trajectory and predicts the subroutine-id z, which in turn
is consumed by policy pi to predict actions. Both the net-
works are jointly trained to maximize the likelihood of the
pseudo-labeled action sequence. Thus, given an image ac-
tion sequence {p1, aˆ1, p2, aˆ2, . . . pT }:
e = f(aˆ1, aˆ2, . . . , aˆT ) (3)
z ∼ softmax(e) (4)
a˜t, ht+1 = pi(pt, z, ht) ∀t ∈ {1 . . . T − 1} (5)
pi and f are optimized together to maximize the likeli-
hood of the pseudo-labeled action sequence. The subrou-
tine id z is sampled from the action embedding e through a
Gumbel-Softmax distribution [21]. This allows estimating
gradients for parameters of f despite the sampling. Figure 4
shows the network diagram.
3.4. Learning Affordance Model
To enable the subroutines to be used efficiently in down-
stream tasks, we train another network α to predict the sub-
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routine id given the first image of the video sequence:
z˜ = α(o1). (6)
Intuitively, given an image of a hallway with two doors,
one on the left and other on the right, α should learn to as-
sign high probabilities to both go into left door and go into
right door subroutines, whereas when there are no doors, it
should simply peak on the subroutine go down a hallway.
Also note that the α learns to predict the possible subrou-
tines considering the next T steps, where T is the length
of the subroutines. As α predicts which subroutines can be
invoked in what situations, we call it an affordance model.
4. Learning Affordances and Subroutines
4.1. Experimental Setup
Our experiments involve use of environments (where the
agent can actively interact with the environment) Etrain and
Etest, and a dataset of first-person videos D. We describe
choices for the environment, agent and this video dataset:
Environments Etrain and Etest: We model these envi-
ronments using a visually realistic simulator derived from
scans of real world indoor environments from the Stanford
Building Parser Dataset [3] (SBPD) and the Matterport 3D
Dataset [9] (MP3D). These scans have been used to study
navigation tasks in [17,24,31], and we adapt publicly avail-
able simulation code from Gupta et al. [17]. We split these
environments into four sets: Etrain, Evideo, Eval and Etest.
Etrain is used to train subroutines, Eval is used for devel-
opment of policies for down-stream tasks, and Etest is used
for evaluating performance of our policies on down-stream
tasks. Use of Evideo is described below. We make sure there
is no overlap in any pair of these splits. Finally, we also
do some tests in the real world on a real robot (iCreate2
platform equipped with a RGB camera).
Agent Model: Our agent is modeled as a cylinder that
has 4 actions: a) stay in place, b,c) rotate left or right by θ
(= 30◦), and d) move forward by x (= 40cm). The robot
is equipped with a RGB camera mounted at a height h (=
120cm) from the ground and at an elevation φ (= −5◦) from
the horizontal.
Dataset D: We consider MP3D Walks dataset for first-
person videos. MP3D Walks Dataset is auto-generated us-
ing the Evideo environments, by rendering out images along
the shortest path between pairs of random points. As we
don’t assume access to underlying actions, we throw them
out and only keep the sequence of images. We additionally
ensure that the videos also come from agents with differ-
ent parameters (θ, x, h, φ) than our agent (which operates
in Etrain (for inverse model training) and Etest (for down-
stream tasks)), see Table A1 for specifics. As we can con-
trol the diversity and scale of this dataset, we can use it
for studying performance trade-offs of the design choices
subroutine 0
subroutine 0
subroutine 1
subroutine 0 subroutine 2
subroutine 1
subroutine 0 subroutine 2
subroutine 1 subroutine 3
Figure 5: Subroutine Consistency over Different Starting Lo-
cations: In this figure we show roll-outs for subroutine different
locations in the environment. Rows show the same subroutine,
while columns show different subroutines unrolled from the same
location. Subroutines show consistent behavior, that is different
between different subroutines. SubR1 always wants to turn right,
SubR2 turns left, and SubR3 & SubR0 have a higher preference
for going straight (with occasional left/right turning). Visualiza-
tions show top view, however policies only use first person views.
of VMSR. MP3D Walks Dataset consists of around 217K
clips of 40 steps each.
4.2. Training Details
We provide details of various stages of subroutine learn-
ing, and present visualizations for the test time behavior of
the learned subroutines.
Inverse Model Training. The agent is initialized at
1.5K different locations spread over the 4 environments in
Etrain. It is allowed to execute actions randomly for 30
steps. The collected data (45K interaction samples) is used
to train the inverse model. We use cross-entropy loss be-
tween the actual action and the predicted action. We use
Adam [23] with 64 batch size and a 0.001 learning rate.
Video Pseudo-Labeling. We then pseudo-label videos
in D using the learned inverse model to obtain dataset Dˆ as
described in Section 3.2. This pseudo-labeled dataset Dˆ is
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subroutine 0
subroutine 1
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subroutine 1
Figure 6: Affordance Model Visualization: Top row shows images that the affordance model assigns high probability for being feasible
for subroutine 1 (that goes rightwards), while images in the bottom row show images that are assigned high probability for subroutine 2
(that goes leftward). These high scoring images, indeed afford the predicted subroutines.
Figure 7: Multi-modality in Affordance Predictions: We visu-
alize the entropy of the distribution output by the affordance model
as we walk the agent along different trajectories in the test envi-
ronment. A larger circle denotes a higher entropy, that is, more
subroutines can be invoked at that location. We observe that the
affordance model predicts more subroutines to be possible as the
agent approaches hallway intersections, or room entrances. This
multi-modality collapses as the agent crosses the decision junction
and proceeds further.
used to learn subroutines pi(., z) as described in Section 3.3
and the affordance model as described in Section 3.4.
Subroutine Training: We slice each of the 217K videos
into clips of length 10 steps with a sliding window of 5.
This gives us a total of 2.2M clips to train our subroutines.
We experiment with using 4 subroutines (i.e. the z vector is
4-dimensional). These subroutines are sampled from the
predicted action clusters using Gumbel-Softmax distribu-
tion [21]. We use the straight-through estimator [6] to esti-
mate gradients across this non-differentiability. This model
is trained by minimizing the cross-entropy loss between the
actions output by the policy (a˜) and the pseudo-labels (aˆ)
obtained from the inverse model.
Affordance Training: To generate the data for the af-
fordance model, we use the inferred subroutine id z for a
given action sequence of length 10 as the affordance label
for the first image in the sequence and train to minimize
cross-entropy loss over the inferred z label.
4.3. Results
Behavior of Subroutines: We unroll different subrou-
tines from different locations in the test environment Etest,
and visualize the trajectories followed by each of them in
the top view. Trajectories shown in each individual row
of Figure 5 demonstrate that a specific subroutine does
the same thing even when initialized at different locations.
SubR1 always turns right, SubR1 always turns left. Rollouts
shown in different columns of Figure 5 show that different
subroutines show diverse behaviors when started from the
same location. This shows the consistency of each of our
subroutines and the diversity across subroutines.
Affordance Prediction: To understand the affordance
prediction model, we include images from Etest where the
affordance prediction model makes high prediction in Fig-
ure 6. Top row shows images that cause a high predic-
tion for SubR1, while bottom row shows images that excite
SubR2. Figure 7 visualizes the entropy in the prediction
of the affordance model as a function of the location in the
environment. Locations near locations where multiple sub-
routines are possible have higher entropy.
Real Robot Deployment: We deployed our subroutines
(learned in simulation) in the real world on a real robot
(iCreate2 platform equipped with a RGB camera) and
show robustness and diversity in Figure 8 and diversity in
Figure 9.
5. Using Affordances and Subroutines
Learned subroutines and affordance models can be trans-
ferred to downstream navigation tasks. Our subroutines and
the affordance model can be used as is in conjunction with
each other to tackle tasks like exploration of novel envi-
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Figure 8: Robustness and Diversity of Subroutines on Real
Robot: Learned Subroutines when deployed on a real robot
demonstrate a robust and consistent behavior over perturbations
to starting location as shown in top row for SubR2 and bottom
row for SubR1.
Figure 9: Consistency of Subroutines on Real Robot: Learned
Subroutines when deployed on a real robot demonstrate consis-
tent behavior over different starting locations, as demonstrated for
SubR2.
ronments. We can simply compose our subroutines via af-
fordance model to generate exploration behavior. Further-
more, this decomposition into subroutines and affordance
models, very naturally fits into hierarchical reinforcement
learning frameworks [5]. Our subroutines are analogous to
sub-policies, while the affordance model is analogous to the
meta-controller. We study three downstream tasks with our
learned subroutines (pi) and the affordance model (α):
Exploration Task: Subroutines can be sequentially com-
posed together using the affordance model. This simple
strategy of using these models as is leads to effective ex-
ploration of the environment. Comparisons against hand-
crafted baselines, and other learning-based baselines are fa-
vorable to our approach on a number of metrics like sample
complexity of active interactions, coverage, distance from
initial location and collision rates.
PointGoal and AreaGoal Tasks: Our learned navigation
subroutines can be used to initialize hierarchical RL poli-
cies for studying PointGoal (go to a specified point) and
AreaGoal (go to the washroom) tasks with sparse and dense
rewards. Initialization with our learned subroutines makes
training significantly 4× more sample efficient than alter-
nate initialization schemes for hierarchical RL.
5.1. Exploration via Subroutines and Affordances
The exploration task requires the agent to explore a novel
environment efficiently, i.e., given a starting location how
well can an agent visit different parts of the environment.
This can be done in a zero-shot manner by simply compos-
Random Forward Bias Policy
Always Forward, Rotate on Collision Skills from Curiosity
Skills from Diversity VMSR (Ours)
Figure 10: Coverage Visualization: We show coverage of the
overall space after sampling 20 roll-outs from 11 different loca-
tions in the the test environment Etest. Note that VMSR covers
more of the environment. It is able to come out of rooms and dif-
ferent roll-outs go towards different areas. Curiosity, diversity and
Random policies spend most of their time inside rooms. Policies
that are biased to move forward do come out, but do not show
diverse behavior. Visualizations show top view, however policies
only use first person views.
# Samples: Number of environment interactions used for training. Lower
is better.
ADT or Average Distance to Trajectory: Given executed trajectories
from a given starting location, we compute the mean geodesic distance
of points in the environment to the closest point on the trajectory. If we
wanted to visit a point in the environment, this metric measures how much
we will need to go off the trajectory to get to this point, in expectation. We
report the average over all starting locations. Lower ADT is better.
Maximum Distance From Start: We measure how far the executed tra-
jectories convey the agent. For each trajectory, we measure the maximum
of the geodesic distance from the starting location to all points on the tra-
jectory. We report the average maximum geodesic distance over trials.
Higher Maximum Distance is better.
Collision Rate: We measure how often predicted forward actions lead to
collisions with obstacles in the environment. Good methods should lead to
fewer collisions. Lower collision rate is better.
Method # Samples ADT Maximum Collision
Distance Rate (%)
Random 0 18.09 7.5 65
Forward Bias Policy 0 15.25 13.11 82
Always Forward, Rotate on Collision 0 14.89 13.31 72
Skills from Diversity [13] 10M 17.63 7.85 67
Skills from Curiosity [28] 10M 17.68 7.87 64
VMSR (Exploration via Subroutines) 45K 7.73 27.78 12
Table 1: Exploration Metrics: VMSR beats 3 hand-crafted base-
lines and two state-of-the-art learning based techniques [13, 28].
See text for details.
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ing the learned subroutines via the affordance model.
Exploration via Subroutines: Given the visual obser-
vation from the current location, we repeat the following
two steps: a) we use the affordance model α to sample the
subroutine z to execute, b) we execute the sampled sub-
routine for 10 steps. If we have learned meaningful sub-
routines, they will exhibit coherent navigation behavior to
cover large distances in the environment, rather than hit-
ting against obstacles or random walking around the start-
ing location. Consistency and diversity of subroutines will
enable an effective affordance model to appropriately com-
pose subroutines for diverse exploration behaviour.
Task Setup: We randomly initialize the agent at 100 dif-
ferent locations in the novel test environment Etest. For
each location, we do 5 random executions (from a randomly
chosen initial orientation) of length 408 each (square root of
navigable area in the floor).
Metrics: We measure different aspects of the ex-
ploratory navigation behavior via the following metrics: a)
Number of environment interactions used for training, b)
Average distance of points in the environment to trajectory
(ADT), c) Maximum distance traveled by policies in a sin-
gle run, and d) Collision rate among forward actions. More
details about the metrics can be found in Table 1. These
metrics serve to measure different aspects of skillful nav-
igation. We emphasize that VMSR is not trained to opti-
mize for any of these metrics. Yet, as we describe next, they
perform well on these metrics and outperform a number of
baselines.
Baselines. We compare with the three hand-crafted
baselines: a) Random policy (randomly execute one of the 4
actions), b) Forward bias policy (biased to more frequently
execute forward action), and c) Always forward but rotate
on collision policy. We also compare to the state-of-the-
art unsupervised RL-based skill learning method d) DIAYN
[13], and e) Curiosity [28]. These learning based techniques
were trained with comparable networks (ResNet 18 models
pre-trained on ImageNet) for over 10M samples. More de-
tails about these baselines are in Section A1.
Results. Table 1 shows that VMSR compares favorably
to all baselines on all metrics outperforming on all three
metrics. Figure 10 overlay trajectories executed by differ-
ent policies onto the map (only used for visualization). In-
deed, our trajectories cover the map much better than other
methods.
It is particularly striking that all of this was just learned
from a total of 45K interactions with the environment. Suc-
cessful learning from first-person videos allowed the agent
to execute coherent trajectories, even though it had only
ever executed random actions. It also successfully learned
the bias towards forward actions in navigation and the no-
tion of obstacle avoidance leading to a high maximum dis-
tance, and a low collision rate. It outperforms hand-crafted
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Figure 11: Subroutines and Affordances for Hierarchical RL:
Initializing from VMSR leads to large gains in sample complex-
ity for downstream navigation tasks. Top row shows results for
PointGoal (go to (x, y) coordinate), bottom row shows results for
AreaGoal (go to washroom). We see improvements across these
tasks for both sparse and dense reward scenarios, with larger gains
in the harder case of sparser rewards. VMSR is upto 4× more
sample efficient than the next best hierarchical method.
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Figure 12: Subroutines for RL: Initializing a flat RL policy with
VMSR (with only 1 SubR) leads to improved sample complexity
for downstream AreaGoal navigation task (go to washroom), as
compared to alternate schemes for initialization, based on random
initialization, initialization from ImageNet features, and initializa-
tion from skills obtained via curiosity [28].
baselines that were designed using these insights in mind.
Furthermore, it outperforms state-of-the-art learning
based techniques for learning skills [13, 28], that were
trained on multiple orders of magnitude more interaction
sampled (45K vs. 10 million). These past works have
only been shown to perform well for low-dimensional state-
spaces and simple game environments. It is not surpris-
ing that they completely breakdown when used with high-
dimensional inputs such as realistic real world images. Fur-
ther explanation of their performance is in Section A1.
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5.2. PointGoal and AreaGoal via HRL
We next investigate how we can use VMSR to solve
goal-driven tasks. We do this by setting up hierarchical RL
policies based of our learned subroutines and affordance
models. Our experiments show that use of VMSR in hi-
erarchical RL in this manner leads to significant improve-
ments in sample complexity for training HRL agents for
goal-driven tasks of PointGoal and AreaGoal, as compared
to not using a hierarchy, using a hierarchy derived using
state-of-the-art skill learning method [13, 28], and alternate
ways of initializing the hierarchy.
Task Setup: We setup two goal driven navigation tasks,
PointGoal and AreaGoal as defined in [1]. For PointGoal
task, the agent is required to reach a given goal location
(specified as a relative offset from robot’s current location).
For the AreaGoal task, the agent is required to go to the
washroom. We study both tasks in sparse and dense re-
ward settings. RL and HRL policies are developed on the
validation environment Eval, and finally trained on the test
environment Etest set with 3 random seeds to assess sample
efficiency for learning.
Metrics: We use train time sample complexity to com-
pare different methods.
Comparisons: VMSR can serve as initializations for
hierarchical policies. We compare with the following al-
ternates for initializing the meta-controller and the sub-
policies: a) Random Initialization, b) ImageNet Initial-
ization, and c) Initialization from skills via DIAYN [13]
pre-training. (c) doesn’t provide an affordance model, so
we initialize the meta-controller image CNN with the sub-
policy CNN.
We can also compare VMSR initialization to initializa-
tion obtained from Curiosity [28]. Pathak et al. [28] use a
monolithic policy (i.e. without any handle to control what
they do), and study a AreaGoal task. Thus, for a fair com-
parison, we limit the comparison to the AreaGoal task and
use a monolithic RL policy instead of the hierarchical pol-
icy. We report three training plots: a) Random Initialization,
b) Initialization from Curiosity [28], and c) VMSR, where
we obtain a monolithic policy using a version of VMSR
with a single subroutine.
Training rewards are plotted in Figure 11 and Figure 12.
Figure 11 shows the comparison among hierarchical poli-
cies. We observe upto 4× faster training when initial-
ized with VMSR and affordance models when compared
to the next best baseline which is ImageNet initialization.
Improvements are generally larger for the harder case of
sparser rewards. DIAYN [13] based initialization entirely
fails, as it collapses to a trivial policy (more details in Sec-
tion A1). Even among non hierarchical policies (Figure 12),
initializing with VMSR (VMSR (1 SubR)) performs best
(AreaGoal Tasks), outperforming random initialization and
initialization from curiosity policy [28].
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A1. Baselines for Exploration
1. Random Policy: We randomly sample an action from the
four possible actions (stay, left, right, forward) at every
step.
2. Forward Bias Policy: Since motion is typically domi-
nated by forward motion, we compare to another pol-
icy that samples the forward action more preferably.
We use the distribution of actions in the MP3D Walks
Dataset, probabilities for stop, turn left, turn
right and forward were [0.0, 0.17, 0.17, 0.66] re-
spectively.
3. Always Forward, Rotate on Collision: This baseline re-
peats the following procedure: rotate by a random angle
sampled from (−pi, pi], move straight till collision.
4. Diversity Policy (DIAYN) [13]: We use the state-of-the-
art RL-based unsupervised skill learning algorithm from
Eysenbach et al. [13] to learn 4 diverse skills on Etrain
environments. We test the learned skills for exploration
by randomly sampling a skill, and then executing it for
10 steps, where we sample actions from the probabili-
ties output by the selected skill. Policy architecture is
same as those for our subroutines, discriminator is based
of a ResNet 18 model. Both models are initialized from
ImageNet. Policy is trained for over 10 million interac-
tion, best performance occurs at around 1M interaction
samples.
5. Curiosity Policy [28]: We train a curiosity-based agent
that seeks regions of space where its forward model has
high prediction error [28]. Policy architecture is same
as that for our subroutines (except that it does not take
in the latent vector z), and initialized from ImageNet.
Forward model is learned in the conv5 average pooled
feature space of a fixed Resnet 18 model pre-trained on
ImageNet. Trajectories are executed by sampling from
the action probabilities output by the policy. Once again,
policy is trained for over 10 million interaction, best per-
formance occurs at around 1M interaction samples.
Curiosity Model: Pathak et al. [28] proposed use of pre-
diction error of a forward model as an intrinsic reward for
learning skills using RL. We were surprised at the rather
poor performance for the curiosity model. We found that
the model converges to the policy of simply rotating in-
place. Such a degenerate solution makes sense as rotating
in-place has higher prediction error than staying in-place
and moving forward. In-place rotations cause new parts of
the environment to become visible which makes for a harder
prediction task. Staying-in-place and moving forward cause
only minor changes to the image or no changes at all. Thus,
the curiosity model rightly learns to simply rotate in-place.
We saw this same behavior across different runs with differ-
ent hyper-parameters and different architectures: policies
will collapse to outputting just the rotation actions. En-
tropy based regularization is used to prevent such a col-
lapse. We used such regularization and cross-validated var-
ious choices for the trade-offs in loss between entropy reg-
ularization and policy gradient loss, but didn’t find it to al-
leviate this issue. We selected the best model for the task
of exploration across different runs and different number of
training iterations. This selected model ended up being a
heavily regularized model that would pick actions almost
uniformly at random, as that would get higher performance
than simply rotating in-place. As both extremes (taking ac-
tions randomly, or picking only the rotate in-place action)
are trivial solutions, the curiosity model starts to ignore the
image and consequently performs on-par with uninitialized
models for reinforcement learning tasks.
Diversity Model: The diversity model from Eysenbach
et al. [13] seeks to classify states with the skill id that was
used to get to it (see Algorithm 1 in [13]). While this works
well for the environments studied in [13], it breaks down
for visual navigation. This is because, the same state can
be reached via different skills depending on the starting
state. This causes the skill classifiers q to only perform at
chance. Consequently, the reward for the skill policies is
uniform, causing the policies to collapse (all actions pro-
duce the same reward, and hence no learning happens). We
observed this empirically in our experiments as well: ac-
curacy for state classification was at chance (25% for four
skills), and the reward stayed constant. Best performing
policy (based on validation for exploration metrics) always
predicted the following probabilities for different actions
for different skills: [0.246, 0.232, 0.237, 0.285] (for stop,
left, right, forward respectively). As this can be
done without looking at the image, the policy learns to
ignores the image. Thus, the model perform on-par with
uninitialized models for hierarchical reinforcement learning
experiments.
A2. RL Experimental Setup
We use Etest for RL experiments. We use A2C to train
all our algorithms on Point Goal task and Area Goal task.
• Area Goal: The task is to find the nearest washroom.
Etest contains 2 washroom, and we start the agent 10-
23 steps away from the nearest washroom. We ran-
domly start the agent at a different location for every
episode.
• Point Goal: We specify the goal coordinates relative
to the start position, and randomly sample the start and
the goal locations every episode. The goal is 10-17
steps away from the start location.
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Figure A1: Dependence on active environment interaction samples, length of reference videos and number of subroutines specified:
Column 1 and 2: We plot the exploration metrics against the number of self supervision interaction samples. There are two orthogonal
ways of achieving this – increasing the number of restarts while keeping each episode length fixed (Col 1) and increasing the length of each
self supervision episode while keeping the number of restarts fixed (Col 2). We see that visual diversity improves performance on Max Dist
metric, but saturates at 45K interaction samples (1500 restarts with 30 steps each). Performance roughly remains the same as we increase
the episode length. Column 3: We change the number of subroutines learned on the x-axis and compare the use of affordance model for
sampling subroutines to randomly sampling subroutines. Affordance model shows improvement in collision rate over random sampling,
indicating that the affordance model better respects the constraints of the physical space. We don’t see an improvement in the exploration
metric or max distance metric. Column 4: We observe improvements as we increase the path length of the reference trajectories. Longer
trajectories presumably allow VMSR to learn more complex subroutines.
Split Environments Agent Settings
Step Sizes Rotation Angles Elevations Height
(x in cm) (θ) (φ) (h in cm)
Etrain area1, area6, B6ByNegPMKs, Vvot9Ly1tCj 20, 50, 80 36◦, 24◦, 18◦ [-25◦, 5◦] [90, 150]
Evideo area5a, area5b, p5wJjkQkbXX, VFuaQ6m2Qom,
2n8kARJN3HM, SN83YJsR3w2
30, 60, 90 40◦, 30◦, 24◦, 20◦ [-35◦, -5◦] [80, 160]
Eval area3 40 30◦ -15◦ 120
Etest area4 40 30◦ -15◦ 120
Table A1: Split of environments between different sets used in the paper. These environments are from Stanford Building Parser Dataset
(SBPD) [3] and Matterport 3D Dataset (MP3D) [9]. We fix a step size (x) and rotation angle (θ) for each area by randomly sampling from
the list. For elevation angle and height of the robot, we resample a value from the given ranges for every video.
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