We investigate the partial orderings of the form P(X), ⊂ , where X = X, ρ is a countable binary relational structure and P(X) the set of the domains of its isomorphic substructures and show that if the components of X are maximally embeddable and satisfy an additional condition related to connectivity, then the poset P(X), ⊂ is forcing equivalent to a finite power of (P (ω)/ Fin) + , or to (P (ω × ω)/(Fin × Fin)) + , or to the direct prod-
Introduction
The posets of the form P(X), ⊂ , where X is a relational structure and P(X) the set of the domains of its isomorphic substructures, were investigated in [4] . In particular, a classification of countable binary structures related to the forcing-related properties of the posets of their copies is described in Diagram 1: for the structures from column A (resp. B; D) the corresponding posets are forcing equivalent to the trivial poset (resp. the Cohen forcing, <ω 2, ⊃ ; an ω 1 -closed atomless poset) and, for the structures from the class C 4 , the posets of copies are forcing equivalent to the quotients of the form P (ω)/I, for some co-analytic tall ideal I.
The aim of the paper is to investigate a subclass of column D, the class of structures X for which the separative quotient sq P(X), ⊂ is an ω 1 -closed and atomless poset (containing, for example, the class of all countable scattered linear orders [5] ). Clearly, such a classification depends on the model of set theory in which we work. For example, under the CH all the structures from column D are in the same class (having the posets of copies forcing equivalent to the algebra P (ω)/Fin without zero), but this is not true in, for example, the Mathias model.
Applying the main theorem of the paper, proved in Section 4, in Section 5 we obtain forcing equivalents of the posets of copies of countable equivalence relations, disconnected ultrahomogeneous graphs and some partial orderings. 
Preliminaries
Let P = P, ≤ be a pre-order. Then p ∈ P is an atom, in notation p ∈ At(P), iff each q, r ≤ p are compatible (there is s ≤ q, r). P is called atomless iff At(P) = ∅; atomic iff At(P) is dense in P. If κ is a regular cardinal, P is called κ-closed iff for each γ < κ each sequence p α : α < γ in P , such that α < β ⇒ p β ≤ p α , has a lower bound in P . ω 1 -closed pre-orders are called σ-closed. Two pre-orders P and Q are called forcing equivalent iff they produce the same generic extensions. A partial order P = P, ≤ is called separative iff for each p, q ∈ P satisfying p ≤ q there is r ≤ p such that r ⊥ q. The separative modification of P is the separative pre-order sm(P) = P, ≤ * , where p ≤ * q ⇔ ∀r ≤ p ∃s ≤ r s ≤ q. The separative quotient of P is the separative partial order sq(P) = P/= * , , where
Let Fin = [ω] <ω and ∆ = { m, n ∈ N × N : n ≤ m}. Then the ideals Fin × Fin ⊂ P (ω × ω) and ED fin ⊂ P (∆) are defined by:
Fin × Fin = {S ⊂ ω × ω : ∃j ∈ ω ∀i ≥ j |S ∩ ({i} × ω)| < ω} and ED fin = {S ⊂ ∆ : ∃r ∈ N ∀m ∈ N |S ∩ ({m} × {1, 2, . . . , m})| ≤ r}. By h(P) we denote the distributivity number of a poset P. In particular, for n ∈ N, let h n = h(((P (ω)/ Fin) + ) n ); thus h = h 1 . The following statements will be used in the paper. Fact 2.1 (Folklore) If P i , i ∈ I, are κ-closed pre-orders, then i∈I P i is κ-closed. Fact 2.2 (Folklore) Let P, Q and P i , i ∈ I, be partial orderings. Then (a) P, sm(P) and sq(P) are forcing equivalent forcing notions; (b) P is atomless iff sm(P) is atomless iff sq(P) is atomless; (c) sm(P) is κ-closed iff sq(P) is κ-closed; (d) P ∼ = Q implies that sm P ∼ = sm Q and sq P ∼ = sq Q; (e) sm( i∈I P i ) = i∈I sm P i ; (f) sq( i∈I P i ) ∼ = i∈I sq P i .
Fact 2.3 (Folklore) Let P be an atomless separative pre-order. Then we have (a) If ω 1 = c and P is ω 1 -closed of size c, then P is forcing equivalent to (Coll(ω 1 , ω 1 )) + or, equivalently, to (P (ω)/ Fin) + ; (b) If t = c and P is t-closed of size t, then P is forcing equivalent to (Coll(t, t)) + or, equivalently, to (P (ω)/ Fin) + .
Fact 2.4 (a)
are forcing equivalent, t-closed atomless pre-orders of size c.
(b) (Shelah and Spinas [8] ) Con(h n+1 < h n ), for each n ∈ N. (c) (Szymański and Zhou [9] 
Fact 2.5 If P, ≤ P and Q, ≤ Q are partial orderings and f : P → Q, where
Proof. We have sm P = P, ≤ * P , sq P = P/= P , P , sm Q = Q, ≤ * Q and sq Q = Q/= Q , Q , where for each p 1 , p 2 ∈ P and each q 1 , q 2 ∈ Q
Claim.
If
and, by (ii), there is p ′ ≤ P p, p 2 and Claim is proved.
Now we show that
By Claim, (2) and (4), for each
and F is a surjection.
By Claim, (2) and (4) again,
Structures and posets of their copies
Let L = {R} be a relational language, where
If, in addition, f is a surjection, it is an isomorphism (we write X ∼ = f Y) and the structures X and Y are isomorphic, in notation X ∼ = Y. X and Y are equimorphic iff X ֒→ Y and Y ֒→ X. According to [2] a relational structure X is: p-monomorphic iff all its substructures of size p are isomorphic; indivisible iff for each partition X = A ∪ B we have X ֒→ A or X ֒→ B.
are L-structures and X i ∩ X j = ∅, for i = j, then the structure i∈I X i = i∈I X i , i∈I ρ i is the union of the structures X i , i ∈ I.
Let X, ρ be an L-structure and ρ rst the minimal equivalence relation on X containing ρ (the transitive closure of the relation ρ rs = ∆ X ∪ ρ ∪ ρ −1 given by x ρ rst y iff there are n ∈ N and z 0 = x, z 1 , . . . , z n = y such that z i ρ rs z i+1 , for each i < n). For x ∈ X the corresponding equivalence class will be denoted by [x] and called the component of X, ρ containing x. The structure X, ρ will be called connected iff it has only one component. It is easy to prove (see [4] ) that
is the unique representation of X, ρ as a disjoint union of connected relations.
Here we investigate the partial orders of the form P(X), ⊂ , where X = X, ρ is an L-structure and P(X) the set of its isomorphic substructures, that is
We will use the following statements.
Fact 3.1 ([4])
For each relational structure X we have: | sq P(X), ⊂ | ≥ ℵ 0 iff the poset P(X), ⊂ is atomless iff P(X) contains two incompatible elements.
Fact 3.2 ([4])
A structure X is indivisible iff I X is an ideal in P (X). Then (a) sm P(X), ⊂ = P(X), ⊂ I X , where A ⊂ I X B ⇔ A \ B ∈ I X ; (b) sq P(X), ⊂ is isomorphic to a dense subset of (P (X)/ = I X ) + , ≤ I X . Hence the poset P(X), ⊂ is forcing equivalent to (P (X)/I X ) + .
(c) If X is countable, then P(X), ⊂ is an atomless partial order of size c. 4 Structures with maximally embeddable components Theorem 4.1 Let X i = X i , ρ X i , i ∈ I, be the components of a countable Lstructure X = X, ρ and, for all i, j ∈ I, let
Fact 3.3 ([4]) Let
, ⊂ is an ω 1 -closed atomless poset of size c. In addition, it is isomorphic (and, hence, the poset P(X), ⊂ is forcing equivalent) to the poset
where P is an ω 1 -closed atomless poset, forcing equivalent to (P (∆)/ED fin ) + .
(b) For some forcing related cardinal invariants of the poset P(X), ⊂ we have
A proof of the theorem, given at the end of this section, is based on the following five claims.
Claim 4.2 C ∈ P(X) iff there is an injection f : I → I and there are
Proof. (⇒) Let C ∈ P(X). By Fact 3.3(b) there are functions f : I → I and (7) and such that C = i∈I g i [X i ]. By (7) and (ii), f is an injection. Since g i :
Since f is an injection, for different i, j ∈ I the sets g i [X i ] and g j [X j ] are in different components of X and, hence, we have (7) . By Fact 3.3(b), C ∈ P(X). ✷
We continue the proof considering the following cases and subcases. (d) There are structures X n , n ∈ N \ N , such that |X n | = n and that the extended family {X i : i ∈ I} ∪ {X n : n ∈ N \ N } satisfies (i) and (ii);
(e) The poset P(X), ⊂ is forcing equivalent to (P (∆)/ED fin ) + .
Proof. Clearly, N ∈ [N] ω implies that |I| = ω. First we prove
(⇒) Here, for convenience, we assume that I = ω. Suppose that for each n ∈ ω there is i ∈ I such that |S ∩ X i | > n. Then I S >n = {i ∈ ω : |S ∩ X i | > n}, n ∈ ω, are infinite sets. By recursion we define sequences i k : k ∈ ω in ω and
Suppose that the sequences i 0 , . . . , i k and C 0 , . . . , C k satisfy (i) and (ii). Since
| and the recursion works.
By (i) the function f :
(⇐) Suppose that C ∈ P(X), where C ⊂ S. By Claim 4.2 there are an injection f :
(a) Suppose that X = C ∪ D is a partition, where C, D ∈ I X . Then, by (8), there are m, n ∈ ω such that |C ∩ X i | ≤ m and |D ∩ X i | ≤ n, for each i ∈ I. Hence for each i ∈ I we have (c) it is sufficient to show that sm P(X), ⊂ is an ω 1 -closed and atomless pre-order. Let sm P(X), ⊂ = P(X), ≤ . By Fact 3.2 and (a) for each A, B ∈ P(X) we have A ≤ B iff A \ B ∈ I X and, by (8) ,
Let A n ∈ P(X), n ∈ ω, and A n+1 ≤ A n , for all n ∈ ω. We will find A ∈ P(X) such that A ≤ A n , for all n ∈ ω, that is, by (9),
By recursion we define a sequence i r : r ∈ ω in I such that for each r, s ∈ ω
Since A r+1 ∈ P(X) and N ∈ [N] ω , by Claim 4.2 the set
is infinite and we choose
Then (i) is true. Clearly,
. By (i), (ii) and (8) we have S ∈ I X and, hence, there is A ∈ P(X) such that A ⊂ S. We prove (10). For n ∈ ω we have
So sq P(X), ⊂ is ω 1 -closed. By (a) and 
Let {y 1 , y 2 , y 3 } ∈ [X i 1 ] 3 and, for r ∈ {1, 2, 3}, let Y r = Y r , τ r , where Y r = {y k : k ≤ r} and τ r = (ρ i 1 ) Yr . We prove
If |X i | < |X i 1 | then, by (i), there exists an isomorphism f : X i → X i 1 and by (14) we have A,
Clearly we have τ 1 = ∅ or τ 1 = { y 1 , y 1 }. First, suppose that τ 1 = ∅. Then by (15), for each i ∈ I we have
that is, all relations ρ i , i ∈ I, are irreflexive. Suppose that τ 2 ∩{ y 1 , y 2 , y 2 , y 1 } = ∅. Then by (15) we would have ρ i 1 = ∅ and X i 1 would be a disconnected structure, which is not true. Thus τ 2 ∩ { y 1 , y 2 , y 2 , y 1 } = ∅. Thus, if y 1 , y 2 , y 2 , y 1 ∈ τ 2 , then by (15), for each i ∈ I we have
and, hence, X i is a complete graph. Otherwise, if |τ 2 ∩ { y 1 , y 2 , y 2 , y 1 }| = 1 then, by (15), for each i ∈ I we have
and, hence, X i is a tournament. Thus Y 3 is a tournament with three nodes and, hence, Y 3 ∼ = C 3 = {1, 2, 3}, { 1, 2 , 2, 3 , 3, 1 } (the oriented circle graph) or Y 3 ∼ = L 3 = {1, 2, 3}, { 1, 2 , 2, 3 , 1, 3 } (the transitive triple, the strict linear order of size 3). But Y 3 ∼ = C 3 would imply that X i 1 contains a four element tournament having all substructures of size 3 isomorphic to C 3 , which is impossible. Thus Y 3 ∼ = L 3 which, together with (15), (16) and (18) implies that all relations ρ i , i ∈ I are transitive, so X i , i ∈ I, are strict linear orders. If τ 1 = { y 1 , y 1 } then using the same arguments we show that the structures X i , i ∈ I, are either full relations or reflexive linear orders.
(d) follows from (c). Namely, if, for example, X i are complete graphs, then X n are complete graphs of size n.
(e) Let N = {n k : k ∈ N}, where n 1 < n 2 < . . . and let X n , n ∈ N \ N , be the structures from (d). W.l.o.g. suppose that
and let Y = l∈N Y l , l∈N ρ l . We prove that X ֒→ Y and Y ֒→ X. Y ֒→ X. Let f : N → I, where f (l) = n l , 1 . Since n 1 < n 2 < . . . we have |Y l | = l ≤ n l = |X n l ,1 | = |X f (l) | and, since the extended family of structures satisfies (i), there is g l : Y l ֒→ X f (l) . Since f is an injection, the sets g l [Y l ], l ∈ N, are in different components of X and, hence, condition (6) is satisfied. Thus, by Fact 3.3(a),
Hence there is an injection f k : I n k → J k \n k and, since the extended family satisfies (i), there are embeddings g n k ,r : X n k ,r ֒→ Y f ( n k ,r ) , for n k , r ∈ I n k . Thus, f = k∈N f k : I → N and condition (6) is satisfied so, by Fact 3.3, 
Proof. (a) Case
Let S ∈ I X and C ⊂ S, where C ∈ P(X). By Claim 4.2 there are an injection f : I → I and
Thus f (i) ∈ I S m , for each i ∈ I m which, since f is one-to-one, implies |I S m | = ω. Suppose that |I S m | = ω and let f : I → I S m be a bijection. For i ∈ I we have X f (i) ⊂ S and |X i | ≤ m = |X f (i) | and we choose C i ∈ [X f (i) ] |X i | . Now C = i∈I C i ⊂ S and, by Claim 4.2, C ∈ P(X). Thus S ∈ I X and (19) is proved.
W.l.o.g. we assume that I m = ω. By (19), for A ∈ P(X) we have I A m ∈ [ω] ω and we show that the posets P(X), ⊂ and [ω] ω , ⊂ and the mapping f : P(X) → We prove that f is a surjection. Let S ∈ [ω] ω and let g : ω → S be a bijection. Then h = id I\ω ∪ g : I → I is an injection. For i ∈ ω we have h(i) = g(i) ∈ S and we define
Case B: |I m | < ω. Since |X| = ω the set I = n∈N I n is infinite and, hence, there is m 0 = max{n ∈ N : |I n | = ω}. Clearly we have
and
the copy A has exactly |I n |-many components of size n and, by (20) and Claim 4.2, Z ⊂ A. So, it is easy to see that P(X) = {C ∪ Z : C ∈ P(Y)} and, hence, the mapping F : P(Y) → P(X) given by F (C) = C ∪ Z is well defined and onto. If If m = 1, then N = {1} and, since P(X i , X j ) = [X j ] |X i | , the structures X i = {x i }, ρ {x i } , i ∈ I, are isomorphic and, hence, either ρ {x i } = ∅, for all i ∈ I, which implies ρ = ∅ or ρ {x i } = { x i , x i }, for all i ∈ I, which implies ρ = ∆ X . Thus, since |I| = ω, either X ∼ = ω, ∅ or X ∼ = ω, ∆ ω and P(X) = [X] ω in both cases, which implies that X is an indivisible structure. ✷
and X is the disjoint union of the structures Y = Y, ρ Y and Z = Z, ρ Z .
Claim 4.5 (Case 2.1) If
where P is an ω 1 -closed atomless poset; Proof. (a) For i ∈ I ω , let A i , B i ∈ [X i ] ω be disjoint sets, A = i∈I\Iω X i ∪ i∈Iω A i and B = i∈I\Iω X i ∪ i∈Iω B i . Then, by Claim 4.2, A, B ∈ P(X) and, since A ∩ B does not contain infinite components, we have A ∩ B ∈ I X . By Facts 3.1 and 2.2(b), the posets P(X), ⊂ and sq P(X), ⊂ are atomless.
Concerning the closure properties of sq P(X), ⊂ , first we prove the equality
If C ∈ P(X), then, by Claim 4.2, there is an injection f : I → I and there are 
, for all i ∈ I, and, by Claim 4.2, A ∪ B = i∈I C i ∈ P(X). Thus (22) is true. Now we prove that
By (22), the function F : P(Y) × P(Z) → P(X) given by F ( A, B ) = A ∪ B is well defined and onto and, clearly, it is a monotone injection. If 
By the assumption, for i, j ∈ I ω we have P(
By (26), for A ∈ P(X) the set I A ω = I i∈I\In m X i ∪ i∈In m {x i } and B = i∈In m X i \ {x i }. Then X = A ∪ B and neither A nor B contain a copy of X, since all their components are of size < n m . If N ⊂ N, then I ω = ∅ and, since |I ω | < ω, we have 0 < |I ω | = m ∈ N. Since |I| = 1, by Claim 4.5(c) X is not indivisible. ✷
Examples
Example 5.1 Equivalence relations on countable sets. If X = X, ρ , where ρ is an equivalence relation on a countable set X, then, clearly, the components X i , i ∈ I, of X are the equivalence classes determined by ρ and for each i ∈ I the restriction ρ X i is the full relation on X i , which implies that conditions (i) and (ii) of Theorem 4.1 are satisfied. Thus the poset sq P(X), ⊂ is ω 1 -closed and atomless and, hence, X belongs to the column D of Diagram 1. Some examples of such structures are given in Diagram 2, where m F n denotes the disjoint union of m full relations on a set of size n. We note that X is a ultrahomogeneous structure iff
Diagram 2: Equivalence relations on countable sets all equivalence classes are of the same size, so the following countable equivalence relations are ultrahomogeneous and by Theorem 4.1 have the given properties. ω F n . It is indivisible iff n = 1 (the diagonal) and the poset sq P(X), ⊂ is isomorphic to (P (ω)/ Fin) + which is a t-closed and h-distributive poset.
n F ω . It is indivisible iff n = 1 (the full relation) and the poset sq P(X), ⊂ is isomorphic to ((P (ω)/ Fin) + ) n which is t-closed, but for n > 1 not h-distributive poset in, for example, the Mathias model. ω F ω (the ω-homogeneous-universal equivalence relation). It is indivisible and sq P(X), ⊂ is isomorphic to (P (ω × ω)/(Fin × Fin)) + , which is ω 1 -closed, but not ω 2 -closed and, hence, consistently neither t-closed nor h-distributive.
Example 5.2 Disjoint unions of complete graphs. The same picture as in Example 5.1 is obtained for countable graphs X = i∈I X i , where X i = X i , ρ i , i ∈ I, are disjoint complete graphs (that is ρ i = (X i × X i ) \ ∆ X i ) since, clearly, conditions (i) and (ii) of Theorem 4.1 are satisfied. Also, by a well known characterization of Lachlan and Woodrow [6] all disconnected countable ultrahomogeneous graphs are of the form m K n (the union of m-many complete graphs of size n), where mn = ω and m > 1. So in Diagram 2 we can replace F n with K n . Example 5.3 Disjoint unions of ordinals ≤ ω. A similar picture is obtained for countable partial orders X = i∈I X i , where X i 's are disjoint copies of ordinals α i ≤ ω. (Clearly, linear orders satisfy (ii) of Theorem 4.1 and P(α, β) = [β] |α| , for each two ordinals α, β ≤ ω.) So in Diagram 2 we can replace F n with L n , where L n ∼ = n ≤ ω, but these partial orderings are not ultrahomogeneous.
Remark 5.4
All structures analyzed in Examples 5.1, 5.2 and 5.3 are disconnected. But, since P( X, ρ ) = P( X, ρ c ), taking their complements we obtain connected structures with the same posets P(X), ⊂ and sq P(X), ⊂ , having the properties established in these examples. For example, the complement of m F n is the graph-theoretic complement of the graph m K n .
Remark 5.5
The structures satisfying the assumptions of Theorem 4.1. Let a countable structure X = i∈I X i satisfy conditions (i) and (ii).
First, (i) implies that all components of the same size are isomorphic. Second, if |X i | = ω for some i ∈ I, then, by (i), P(X i ) = [X i ] ω and, by [4] , X i is isomorphic to one of the following structures: 1. The empty relation; 2. The complete graph; 3. The natural strict linear order on ω; 4. Its inverse; 5. The diagonal relation; 6. The full relation; 7. The natural reflexive linear order on ω; 8. Its inverse. Thus, since X i is a connected structure, it is isomorphic to the structure 2, 3, 4, 6, 7 or 8 and, by (i) again, this fact implies that ( * ) All X i 's are either full relations or complete graphs or linear orders.
By Claim 4.3(c), ( * ) holds when X i 's are finite, but their sizes are unbounded.
But, if the size of the components of X is bounded by some n ∈ N, there are structures which do not satisfy ( * ). For example, take a disjoint union of ω copies of the linear graph L n and ω copies of the circle graph C n+1 .
