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Abstract
The functor Z in question associates to every semigroup S the semigroup ring Z(S) where
Z is the ring of integers. We construct two more functors, one naturally equivalent to Z and
one adjoint of Z. In relation to the functor Z, we also study the functor which to each ring R
associates the usual embedding of R into a unitary ring. We consider the eect of the functor Z
on such semigroup constructions as strong semilattices of semigroups, Rees matrix and Bruck
semigroups. The paper concludes with certain commutativity property of Z with the translational
hull in semigroups and rings. c© 2000 Elsevier Science B.V. All rights reserved.
MSC: 20M25; 16S50; 16S70
1. Introduction and summary
The interplay of semigroups and rings has a long history and partly accounts for
the origins of semigroup theory. From rings to semigroups, the traditional transition
amounts to a forgetful functor where the \forgotten" part is the addition of the ring.
The passage in the opposite direction is more subtle. To every ring R and semigroup S,
we may associate their semigroup ring R(S). If we x a ring R, we obtain the natural
correspondence S!R(S). This we do in the present note by taking for R the most
natural and venerable example of the ring Z of integers. Considering the category R
of rings and their homomorphisms as well as the category S of semigroups and their
homomorphisms, we obtain a functor Z :S!R. Our purpose here is to establish some
basic facts concerning this functor. Even though the choice of the ring Z is arbitrary,
the resulting functor has many interesting features.
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The motivation was the form of Z(B) where B is a bicyclic semigroup, which
occurs in the study of directly innite rings, considered in a separate publication [8].
The forgetful functor M mentioned before is an adjoint of Z which corroborates our
choice of Z . The theme we discuss here belongs to the circle of problems concerning
the relationship of semigroups and rings, a fascinating subject in itself.
Section 2 contains some preliminary material. In Section 3, we introduce the functors
P :S!R and M :R!S proving that P is naturally equivalent to Z and M is an
adjoint of Z. By means of standard embeddings of rings into unitary rings and of
semigroups into monoids, we dene in Section 4 the functors D and A, respectively,
and prove that ZA and DZ are naturally equivalent functors. In Sections 5{7 we
study the form of Z(S) where S is expressed by means of some standard constructions
in semigroup theory. We conclude in Section 8 by considering the transfer of the
translational hull of a semigroup.
2. Preliminaries
For symbolism and concepts, we follow [6] for semigroups and [10] for rings.
We shall consider the following categories (and by abuse of notation these letters
also denote the corresponding varieties):
S { semigroups and their homomorphisms,
M { monoids and their homomorphisms,
R { rings and their homomorphisms,
U { unitary rings and their homomorphisms,
Set { sets and functions.
We remind the reader that both monoid and unitary ring homomorphisms are supposed
to map the identity onto the identity. We shall compose all maps from left to right
except functors, composed from right to left.
Let S be a semigroup and R a ring. Given a map f : S!R, the support of f is
supp(f)= fs2 S j sf 6=0g:
We say that f has nite support if supp(f) is nite. Let R(S) denote the set of all
maps f : S!R with nite support. Given f; g2R(S), we dene f + g and fg by
s(f + g)= sf + sg; s(fg)=
X
xy=s
(xf)(yg) (s2 S);
respectively. It is well known that with these operations R(S) constitutes a ring. We
shall be particularly interested in the case R=Z . It is common to describe the elements
of Z(S) as (nite) formal sums according to the correspondence
f$
X
s2S
(sf)s$
X
s2supp(f)
(sf)s;
identifying each s2 S with the corresponding nite formal sum 1s. For the sake of
simplication, we will use this formal sum description whenever possible.
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Lemma 2.1. Let S be a semigroup; T be a subsemigroup of the multiplicative semi-
group of some ring R and ’ : S!T a homomorphism. Then there exists a unique
ring homomorphism  :Z(S)!R such that jS =’.
Proof. Dene a mapping
 :Z(S)!R;
kX
j=1
njsj 7!
kX
j=1
nj(sj’);
with nj 2Z and sj 2 S for j=1; : : : ; k. It is easy to see that  is well dened. Let
f=
kX
j=1
njsj; g=
kX
j=1
mjsj 2Z(S):
Then
(f + g)=
0
@ kX
j=1
(nj + mj)sj
1
A= kX
j=1
(nj + mj)(sj’)
=
kX
j=1
nj(sj’) +
kX
j=1
mj(sj’)=f+ g;
(fg)=
0
@ kX
j=1
kX
i=1
(njmi)(sjsi)
1
A= kX
j=1
kX
i=1
(njmi)(sjsi)’
=
kX
j=1
kX
i=1
(njmi)(sj’)(si’)=
0
@ kX
j=1
nj(sj’)
1
A kX
i=1
mi(si’)
!
= (f)(g)
and  is a homomorphism. It is immediate that jS =’ and the uniqueness follows
from the fact that S generates Z(S) as a ring.
We describe a functor Z :S!R as follows. For every S 2S, let Z(S)=Z(S). For
every semigroup homomorphism ’ : S!T , let Z(’) denote the unique ring homomor-
phism  :Z(S)!Z(T ) induced by ’, which exists by Lemma 2.1. To check that Z
is a functor is a simple exercise.
Let V denote a variety of algebras of a certain type. Given a V-algebra A and a
relation  on A (that is, a subset of AA), we denote by ] the congruence on A
generated by .
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Let X be a nonempty set. A free object of V on X is an ordered pair (FV(X ); V)
such that:
 FV(X )2V,
 V :X !FV(X ) is a map;
 for every map ’ :X !A, with A2V, there exists a unique homomorphism of
V-algebras  :FV(X )!A such that ’= V.
A free object of V on X is dened up to isomorphism and FV(X ) is often referred
to as a free object on X itself. A V-presentation is a formal expression of the form
VhX ; i, where X is a nonempty set and  is a relation on FV(X ). The algebra of
V dened by the presentation VhX ; i is the quotient FV(X )=]. It follows easily
from the denition that every algebra A2V can be dened, up to isomorphism, by a
presentation of the form VhX ; i. In such a case, we write A VhX ; i. Given A2V
and u; v2FV(X ), we write A j= u= v and say that A satises the V-identity u= v if
u’= v’ for every V-homomorphism ’ :FV(X )!A. Given a set  of V-identities,
we denote by []V the class of all V-algebras A such that A j=  for every 2. By
Birkho’s Theorem [1, Section II.11], a subclass W of V is a variety of V-algebras
if and only if W= []V for some set  of V-identities.
We also provide a concrete description of free objects. Let X denote a nonempty
set. A word over X is a nite sequence of elements of X , usually written in the
form x1x2 : : : xn, with n  0 and x1; : : : ; xn 2X . The empty word is denoted by 1. We
denote by X+ the set of all nonempty words on X and write X =X+ [f1g, with
concatenation of words as binary operation on X . With this multiplication, X  is a
monoid with the empty word as an identity, and X+ is a subsemigroup of X .
Lemma 2.2. Let X be a nonempty set and let  :X !X+ be the map which associates
to every element x2X the word x. Then the following statements hold:
(i) (X+; ) is a free semigroup on X;
(ii) (X ; ) is a free monoid on X;
(iii) (Z(X+); ) is a free ring on X;
(iv) (Z(X ); ) is a free unitary ring on X .
The rst two items are well known, for the rest see [10, Section 1.3].
3. Two more functors
We now describe a functor P :S!R. Let S be a semigroup. Considering the
set XS = S, the identity map on S extends uniquely to a surjective homomorphism
 S :X+S ! S. Let S denote the congruence on X+S induced by the homomorphism  S .
Then ShXS ; Si is a presentation of S. We dene P(S) to be the ring dened by
the presentation RhXS ; Si. Let ’ : S!T be a homomorphism of semigroups. Since
Z(X+S ) is a free ring on XS , the mapping
XS!Z(X+T )=]T ; a 7! (a’)]T
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has a unique extension to a ring homomorphism  :Z(X+S )!Z(X+T )=]T . Let (s; s0)2 S .
Then the equality s= s0 holds in S and so the equality s’= s0’ holds in T . Hence
s= s0 and we may dene the quotient homomorphism
 :Z(X+S )=
]
S!Z(X+T )=]T ; f]S 7!f:
We let P(’) be the ring homomorphism  just dened. Again, it is a simple exercise
to check that P is a functor.
In order to see that the functors Z and P are naturally equivalent, we proceed as
follows. Given a semigroup S, let S : S!X+S =S denote the canonical isomorphism.
Let (X+S )
0 be a subset of X+S such that (X
+
S )
0 contains exactly one element from each
S -class of X+S . For every u2X+S , let u0 denote the (unique) element of (X+S )0 in uS .
For every f2Z(X+S =S), dene f0 2Z(X+S ) by
uf0=

(uS)f if u2 (X+S )0;
0 otherwise:
By [9, Theorem 3.1], we know that the mapping
S :Z(X+S =S)!Z(X+S )=]S ; f 7!f0]S
is an isomorphism.
Theorem 3.1. For every semigroup S; we dene S :Z(S)!P(S) by S =Z(S)S .
Then  is a natural equivalence of the functors Z and P.
Proof. Let S be a semigroup. Since S is an isomorphism and Z is a functor, we have
that
Z(S) :Z(S)!Z(X+S =S)
is also an isomorphism. Therefore S =Z(S)S is an isomorphism of Z(S) onto
P(S)=Z(X+S )=
]
S . To show that  is a natural equivalence of Z and P, it remains
to show that the diagram
Z(S)
Z(’)−−−−−! Z(T )
S
?????y
?????y T
P(S)
P(’)−−−−−! P(T )
commutes for every semigroup homomorphism ’ : S!T . Since all the mappings in
the diagram are ring homomorphisms and S generates Z(S) as a ring, it is enough to
show that sZ(’)T = sSP(’) for every s2 S.
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Let s2 S. On the one hand, we have
sZ(’)T = s’Z(T )T = s’T T =(s’T )0]T =(s’)
0]T
and on the other hand,
sSP(’) = sZ(S)SP(’)= sSSP(’)= (sS)0]SP(’)
= s0]SP(’)= s
0’]T
and it suces to show that (s’)0]T = s
0’]T . Clearly, (s’)
0]T = s’
]
T ; also s
0S s
yields (s0’)T (s’) and so s0’]T = s’
]
T as well. Therefore (s’)
0]T = s
0’]T and 
is a natural equivalence.
Next we describe a functor M :R!S. For a ring R, we dene M(R) to be the
multiplicative semigroup of R. Given a ring homomorphism ’ :R!R0, we dene
M(’) :M(R)!M(R0) to be ’, now considered just as a semigroup homomorphism.
A functor with these characteristics is usually called a forgetful functor.
The following result can be found in [3, p. 85] without proof. For the sake of
completeness we include it with a short proof.
Theorem 3.2. For every semigroup S and ring R; let
(S;R) :HomR(Z(S); R)!HomS(S;M(R)); ’ 7!’jS
where ’jS is viewed as a semigroup homomorphism. Then  is a natural equivalence
of the functors
HomR(Z(); ); HomS(;M()) :SR!Set:
Therefore the functors Z and M are adjoint.
Proof. Since Z(S) is generated by S as a ring, (S;R) is injective. By Lemma 2.1, every
semigroup homomorphism  : S!M(R) can be extended to a ring homomorphism
	 :Z(S)!R. Hence (S;R) is surjective and therefore a bijection.
Let  : S 0! S be a semigroup homomorphism and  :R!R0 a ring homomorphism.
We must show that the diagram
HomR(Z(S); R)
HomR(Z(); )−−−−−−−! HomR(Z(S 0); R0)
(S; R)
?????y (S0 ; R0)
?????y
HomS(S;M(R))
HomS(;M())−−−−−−−! HomS(S 0;M(R0))
commutes.
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Let 2HomR(Z(S); R). Commutativity of the diagram is equivalent to the equality
(Z())jS0 = (jS)M():
Viewing all these homomorphisms as plain functions, we have M()=  and Z()jS0
= . Since the image of  is contained in S, the equality follows. Thus Z and M are
adjoint functors.
Since P and Z are equivalent functors, P is also an adjoint of M. Analogous results
can be obtained considering the categories of monoids and unitary rings.
The composition MZ is a functor from S to S. This functor does not preserve most
elementary properties, for example the satisfaction of identities: for instance, S j= x=y
generally does not imply MZ(S) j= x=y. Our next result characterizes all the varieties
of semigroups closed for this functor. We dene a permutative identity to be an identity
of the form
x1 : : : xk = x1 : : : xk
where  is a permutation on the set f1; : : : ; kg. An identity of the form
xi1 : : : xik = xi1 : : : xik
where  is a permutation on the set f1; : : : ; kg, is said to be balanced. Therefore a
permutative identity is a balanced identity where no letter occurs more than once on
the same side of the identity.
Theorem 3.3. Let V be a semigroup variety. Then MZ(S)2V for every S 2V if
and only if V can be dened by a set of permutative identities.
Proof (Necessity). By contrapositive, assume that V cannot be dened by a set of
permutative identities. We may write V= []S where  denotes the set of all identities
on a countable alphabet fx1; x2; : : :g satised by V. If some 2 is not balanced, then
M(Z) 6j=  and so MZ(S) =2 V for S trivial. Hence we may assume that M(Z)2V
and all identities in  are balanced. Let 0 be the set of all permutative identities in
 and let W= [0]. By our initial assumption, there exists an identity u= v in  such
that W 6j= u= v or, equivalently, such that u= v is not a consequence of the identities
in 0. We may write
u= xi1 : : : xik ; v= xi1 : : : xik ;
where  is a permutation on the set f1; : : : ; kg. Let Y = fyij j i; j=1; : : : ; kg and
S =FV(Y ). We show that MZ(S) 6j= u= v. We may assume that FV(Y )=Y+=
for some fully invariant congruence  on Y+, see [1, Section II.14]. For j=1; : : : ; k,
let
fj =yj1+   + yjk
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in Z(S). Suppose that fi1 : : : fik =fi1 : : : fik . It follows easily from the denitions that
fi1 : : : fik =(yi11 : : : yik k)+ g
for some g2Z(S) with nonnegative coecients and so
(yi11 : : : yik k)2 supp(fi1 : : : fik );
hence (yi11 : : : yik k)2 supp(fi1 : : : fik): This yields the equality
(yi11 : : : yik k)=(yi11 : : : yikk) (1)
for some transformation  of the set f1; : : : ; kg. Since  is fully invariant, (1) implies
that
FV(Y ) j= xi11 : : : xik k = xi11 : : : xikk: (2)
Now M(Z)2V and M(Z) contains a free monogenic semigroup F as a subsemigroup,
hence F is a homomorphic image of FV(Y ) and so FV(Y ) can satisfy no nonbalanced
identities. Thus  is a permutation. Moreover, l= j implies that yill=yij j, hence
ij= ij for j=1; : : : ; k. Since  is fully invariant, it follows from (2) that
FV(Y ) j= x1 : : : xk = x1 : : : xk: (3)
Suppose thatV 6j= x1 : : : xk = x1 : : : xk. Then there exists T 2Vgenerated by k elements
such that T 6j= x1 : : : xk = x1 : : : xk. Since jY j  k, T is a homomorphic image of
FV(Y ), contradicting (3). Thus
V j= x1 : : : xk = x1 : : : xk
and so x1 : : : xk = x1 : : : xk 20. Hence
W j= x1 : : : xk = x1 : : : xk
and applying the appropriate homomorphism we get
W j= xi1 : : : xik = xi1 : : : xik :
Since ij= ij for j=1; : : : ; k, we obtain
W j= xi1 : : : xik = xi1 : : : xik ;
that is W j= u= v, a contradiction. Therefore MZ(S) 6j= u= v, as required.
(Suciency). Without loss of generality, we may assume that V is dened by a
single permutative identity u= v. Let u= x1 : : : xk and v= x1 : : : xk; where  is a per-
mutation on the set f1; : : : ; kg. Let S be a semigroup such that S j= u= v and let
f1; : : : ; fk 2Z(S). Setting
k[
i=1
supp(fk)= fs1; : : : ; smg;
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we may write fi=
Pm
j=1 nijsj for every i=1; : : : ; k, where nij 2Z . On the one hand,
f1 : : : fk =
0
@ mX
j=1
n1jsj
1
A : : :
0
@ mX
j=1
nkjsj
1
A
=
mX
j1 ;:::; jk=1
(n1j1 : : : nkjk )(sj1 : : : sjk )
and on the other hand,
f1 : : : fk =
0
@ mX
j=1
n1; jsj
1
A : : :
0
@ mX
j=1
nk; jsj
1
A
=
mX
j1 ;:::; jk = 1
(n1; j1 : : : nk; jk )(sj1 : : : sjk )
=
mX
j1 ;:::; jk = 1
(n1j1−1 : : : nkjk−1 )(sj1 : : : sjk )
=
mX
j1 ;:::; jk = 1
(n1j1 : : : nkjk )(sj1 : : : sjk):
Since S j= u= v, it is clear that sj1 : : : sjk = sj1 : : : sjk and thus MZ(S) j= u= v.
4. The Dorroh extension
The standard embedding of a ring R into a unitary ring we call the Dorroh ex-
tension of R since this construction is due to Dorroh [2]. To wit, let D=RZ with
componentwise addition and
(a; m)(b; n)= (ab+ mb+ na; mn)
as multiplication. Then D is an (ideal) extension of the ring f(r; 0) j r 2Rg with unity
(0; 1). The mapping r! (r; 0) (r 2R) is an embedding of R into D and we occasionally
identify R with its image in D.
We dene a functor D :R!U as follows. For every ring R, let D(R) be its Dorroh
extension. If ’ :R!R0 is a homomorphism of rings, we dene D(’) by
D(’) :D(R)!D(R0); (r; m) 7! (r’; m):
Straightforward verication shows that D(’) is a homomorphism of unitary rings and
that D is a functor.
There is a simpler version of the above for semigroups. For every semigroup S, let
A(S)= S [f1g where 1 =2 S and acts as an identity element (i.e., A(S) is S with an
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identity adjoined). For a semigroup homomorphism ’ : S! S 0, the map A(’) :A(S)
!A(S 0) extends ’ by sending 1 to 1. Simple checking shows that A :S!M is a
functor.
Theorem 4.1. For every semigroup S; we dene
S :ZA(S)!DZ(S);
pX
i=2
misi + m11 7!
 pX
i=2
misi; m1
!
:
Then  is a natural equivalence of the functors ZA and DZ.
Proof. Observe that both ZA and DZ are functors from S to U. For a semigroup S,
we must show that S is a homomorphism of unitary rings. Letting
X =
pX
i=2
mi xi + m11; Y =
qX
j=2
njyj + n11;
we get
XS+YS =
 pX
i=2
mi xi; m1
!
+
0
@ qX
j=2
njyj; n1
1
A
=
0
@ pX
i=2
mi xi+
qX
j=2
njyj; m1+n1
1
A
=
0
@ pX
i=2
mi xi+
qX
j=2
njyj+(m1+n1)1
1
A S
= (X + Y )S ;
(XS)(YS) =
 pX
i=2
mi xi; m1
!0@ qX
j=2
njyj; n1
1
A
=
0
@ pX
i=2
mi xi
!0@ qX
j=2
njyj
1
A+m1
0
@ qX
j=2
njyj
1
A+n1
 pX
i=2
mixi
!
; m1n1
1
A
=
0
@ pX
i=2
mi xi
!0@ qX
j=2
njyj
1
A+m1
0
@ qX
j=2
njyj
1
A
+ n1
 pX
i=2
mi xi
!
+m1n11
1
A S
= (XY )S
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and 1S =(0; 1) so that S is a homomorphism of unitary rings. Clearly S is a bijection
and thus an isomorphism.
Let S and T be semigroups and ’ : S!T be a homomorphism. With the above
notation,
X
ZA(’)−−−−−!
pX
i=2
mi(xi’) + m11
T−−−−−!
 pX
i=2
mi(xi’); m1
!
;
X
S−−−−−!
 pX
i=2
mi xi; m1
!
DZ(’)−−−−−!
 pX
i=2
mi(xi’); m1
!
and hence the requisite diagram commutes. Therefore  is a natural equivalence of the
functors ZA and DZ.
Let R be an ideal of a ring E. Then E is a retract extension of R if there exists a
homomorphism, called retraction, of E onto R which leaves all elements of R xed.
Proposition 4.2. A ring R is unitary if and only if D(R) is a retract extension of R.
Proof. Let e be the unity of R. Identifying R with the subring Rf0g of D(R), we
dene
’ :D(R)!R; (a; m) 7! a+ me:
Then
((a; m) + (b; n))’= (a+ b; m+ n)’= a+ b+ (m+ n)e=(a+ me) + (b+ ne)
= (a; m)’+ (b; n)’;
((a; m)(b; n))’= (ab+ mb+ na; mn)’= ab+ mb+ na+ mne
= (a+ me)(b+ ne)= (a; m)’(b; n)’
and ’ is a homomorphism. Obviously ’ xes the elements of R.
Conversely, if ’ is a retraction of D(R) onto R, then it is straightforward to verify
that (0; 1)’ is the unity of R.
5. The transfer of strong semilattices of semigroups
Let Y be a semilattice. For every 2Y , let S be a semigroup and assume that
S \ S= ; if  6= . For any ; 2Y such that  , let ’; : S! S be a homomor-
phism and assume that
(i) ’; is the identity mapping on S,
(ii) if   , then ’;’; =’; .
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On S =
S
2Y S dene a multiplication by
ab=(a’; )(b’;) if a2 S; b2 S;
where the product on the right is in S. Then S is a semigroup called a strong
semilattice Y of semigroups S and denoted by [Y ; S; ’;]. We write the product
in S by juxtaposition. For a discussion of this subject, see ([7, Section II.2]).
For any family of rings fRg2A, we denote by
L
2A R its direct sum.
We are now ready for the main result of this section.
Theorem 5.1. Let S = [Y ; S; ’] where Y is a nite semilattice and S’s are arbi-
trary semigroups. Dene a mapping
 :Z(S)!
M
2Y
Z(S); X =
pX
i=1
misi 7! (x)2Y
where si 2 Si for i=1; : : : ; p and
x=
P
mi(si’i; ) the sum over i for which i ;
0 otherwise:
(4)
Then  is an isomorphism of Z(S) onto
L
2Y Z(S).
Proof. Let X be as in the statement of the theorem. If also W =
Pq
j=1 njtj, with tj 2 Sj
for j=1; : : : ; q, and W=(w)2Y , we have
w=
P
nj(tj’j; ) the sum over j for which j  ;
0 otherwise;
(5)
so that
xw=
8<
:
P
minj(si’i; )(tj’j; ) the sum over i for which i 
and j for which j  ;
0 otherwise
(6)
whereas
XW =
X
i; j
minj(sitj)=
X
i; j
minj(si’i; ij)(tj’j; ij)
so that (XW )=(u)2Y with
u=
P
minj(si’i; )(tj’j; ) the sum over (i; j) for which ij  ;
0 otherwise:
(7)
The sum in (6) is also over (i; j) such that ij   since
i ; j   , ij  :
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Therefore (6) and (7) are equal and
(XW )=(u)2Y =(xw)2Y =(X)(W):
Further, X +W =
Pp
i=1misi +
Pq
j=1 njtj yields that (X +W )=(v)2Y , where
v=
8<
:
P
mi(si’i; ) +
P
nj(tj’j; ) the sum over i for which i 
and j for which j  ;
0 otherwise:
This compared with (4) and (5) yields that
(X +W )=(v)2Y =(x)2Y + (w)2Y =X +W
and  is a homomorphism.
To prove injectivity, we let X=0 so that in the notation (4), x=0 for all 2Y
and thus
P
mi(si’i; )= 0 with summation over i for which i . Let i be maximal
among 1; : : : ; p. Then for = i, we get
P
mksk =0 where the sum is over k for
which k = i. Viewing X as a map of S to Z , this means that X jSi =0. We can
repeat this procedure with a maximal element j of the remaining ’s. We nish by
obtaining X jS =0 for all 2Y . Thus X =0 and  is injective.
Before proving surjectivity, we need the following observation. Since Y is nite,
we can write Y = f1; : : : ; ng with j maximal in fj; : : : ; ng for j=1; : : : ; n. For
j=1; : : : ; n, let
Ij = fi2f1; : : : ; ng j i>jg:
If i2 Ij, we denote by ’i; j the homomorphism of Z(Si) into Z(Sj) induced by
’i; j . Let (u)2Y 2
L
2Y Z(S), and write uj =
Ppj
i=1 mijsij. For j=1; : : : ; n, dene
successively
Xj = uj −
X
i2 Ij
Xi’i; j 2Z(Sj);
and let X =X1 +    + Xn 2Z(S). Writing X=(z)2Y and Xj=(z( j) )2Y , we
have
z(i)j =
(
Xi’i; j if i j;
0 otherwise;
and so
zj =
nX
i=1
z(i)j =Xj +
X
i2 Ij
Xi’i; j = uj :
Thus (u)2Y =X and  is surjective.
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Let S1; : : : ; Sn be pairwise disjoint semigroups. Set S =(
Sn
i=1 Si)[f0g where 0 is a
symbol not in
Sn
i=1 Si which acts as the zero of S and for si 2 Si; sj 2 Sj,
sisj =

product in Si if i= j;
0 otherwise:
Clearly this makes S a semigroup, to be denoted by
Pn
i=1 Si.
Corollary 5.2. Let S =
Pt
i=1 Si where Si’s are arbitrary semigroups. Dene a map-
ping
 :Z(S)!
 
tM
i=1
Z(Si)
!
 Z;
mX
j=1
njsj 7!

(xi);
X
nk

where for i=1; : : : ; t;
xi=
P
njsj the sum over j for which sj 2 Si;
0 otherwise;
and
P
nk is the sum over k for which sk =0. Then  is an isomorphism of Z(S) onto(Lt
i=1 Z(Si)
 Z .
Proof. In order to apply Theorem 5.1, we let Y = f0; : : : ; ng, with multiplication
ij=

i if i= j;
0 if i 6= j:
S0 be the singleton semigroup f0g and s’i;0 = 0 if s2 Si; i=1; : : : ; n.
For i=1; : : : ; n, the component xi must be as stated since there are no elements of
Y above i. For i=0, the component S0 contains only the element 0.
The above construction is a special case of an orthogonal sum of semigroups; this
construction is discussed in [7, Section I.3]. The presence of zero usually requires
\contracted" semigroup rings, see [5, Chapter I.4].
6. The transfer of Rees matrix semigroups
Let I and  be nonempty sets, T a semigroup and P a  I matrix over T . We
write P=(pi) with pi 2T . On the set S = I T  dene a multiplication by
(i; g; )(j; h; )= (i; gpjh; ):
Then S is a semigroup called a Rees matrix semigroup over T and denoted by
M(I; T; ;P). For the case when T is a group, consult [6, Section IV.2].
The label \matrix" can be justied by the following construct. We consider all I 
matrices over T 0, where T 0 is the semigroup T with a zero adjoined, having exactly
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one nonzero entry, with multiplication X Y =XPY. The latter is the usual product of
matrices where t + 0=0 + t= t for all t 2T and the sum of an arbitrary number of
zeros is set equal to 0. It is well known that in this way we get a semigroup isomorphic
to S above.
The latter construction can be easily adapted to rings as follows. We take all I 
matrices over a ring T having only a nite number of nonzero entries with addition
by entries and multiplication X Y =XPY as above, where now P is a  I matrix
over T , with the same conventions as above. Routine verication shows that this yields
a ring; we denote it again by M(I; T; ;P). For related material, see [5, Chapter I.5].
The next result is due to Munn [4] (see also [5, Chapter I.5]).
Proposition 6.1. Let S =M(I; T; ;P) where T is an arbitrary semigroup. Dene a
mapping
 :Z(S)!M(I; Z(T ); ;P);
pX
k=1
mk(ik ; tk ; k) 7! (ui )
where (ui) is the I  matrix over Z(T ) with
ui =
P
mktk the sum over all k for which i= ik and = k ;
0 otherwise:
Then  is an isomorphism of Z(S) onto M(I; Z(T ); ;P).
For the next result, we shall need the following construction. For k =1; : : : ; n, let
Rk =M(Ik ; Qk ; k ;Pk)
be a ring as constructed above. Set
I =
nY
k=1
Ik ; Q=
nY
k=1
Qk; =
nY
k=1
k; P=
nY
k=1
Pk =(p(k )(ik ))
where Q is the direct product of rings (the same as direct sum in this case) and P
is the  I matrix with p(k )(ik ) = (pk ik ). The matrix P being over Q, we get a ring
R=M(I; Q; ;P).
Lemma 6.2. With the above notation, dene a mapping
 :
nY
i=1
Ri!R; ((qi1 1 ); : : : ; (qin n)) 7! (q(i1 ;:::; in)(1 ;:::; n))
where
q(i1 ;:::; in)(1 ;:::; n) = (qi1 1 ; : : : ; qin n):
Then  is an isomorphism of
Qn
i=1 Ri onto R.
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Proof. It follows easily that  is a bijection for it amounts to a rearrangement of
elements of
Qn
i=1 Ri. Further,
((qi1 1 ); : : : ; (qin n))  ((sj1 1 ); : : : ; (sjn n))
=(qi1 1 ; : : : ; qin n)P(sj1 1 ; : : : ; sjn n)
= ((qi1 1 )P1(sj1 1 ); : : : ; (qin n)Pn(sjn n))
=(((qi1 1 ); : : : ; (qin n))((sj1 1 ); : : : ; (sjn n)))
and  is also an isomorphism.
We can now state the desired result.
Corollary 6.3. Let S = [Y ; S; ’] where Y is nite and for every 2Y; S=
M(I; T; ;P). Then the mappings
Z(S)!
M
2Y
Z(S)!
M
2Y
M(I; Z(T); ;P)
!M
 Y
2Y
I;
Y
2Y
Z(T);
Y
2Y
;
Y
2Y
P
!
are isomorphisms, where the rst one is from Theorem 5.1 , the second one is induced
by that in Proposition 6.1 and the third one is from Lemma 6.2.
In the case that all T’s in Corollary 6.3 are groups, S is a normal band of groups
with a nite number of D-classes, and conversely up to isomorphism. For this subject,
consult [6, Section IV.4].
7. The transfer of Bruck semigroups over monoids
Let M be a monoid with the group of units G and  :M!G be a homomorphism.
Denote by N the set of nonnegative integers. On the set S =N M N dene a
multiplication by
(m; g; n)(p; h; q)= (m+ p− r; (gp−r)(hn−r); n+ q− r)
where r= minfn; pg and 0 stands for the identity mapping on M . Then S is a monoid
called a Bruck semigroup over the monoid M and is denoted by B(M; ). For a dis-
cussion of this construction, we refer the reader to [7, Section II.5].
In the special case when M is a trivial monoid we may omit the second entry thereby
getting a bicyclic semigroup B dened on N N .
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We showed in [8] that Z(B)=B, where B is the ring of all N N matrices over
Z generated by the following two matrices:
2
6664
0 1 0 0 : : :
0 0 1 0 : : :
0 0 0 1 : : :
...
...
...
...
3
7775;
2
666664
0 0 0 : : :
1 0 0 : : :
0 1 0 : : :
0 0 1 : : :
...
...
...
3
777775:
We shall give a generalization of this result for Bruck semigroups constructed above.
Given a ring R, we denote by R1 the ring of all N N matrices over R with only a
nite number of nonzero entries in each row and each column. A usual m n matrix A
over R is a nite matrix; we label its rows and columns by 0; 1; 2; : : : and denote by
A0 the matrix in R1 in which A takes up the upper left corner and the rest is lled
with zeros.
We x a Bruck semigroup B(M; ) with G the group of units of M . Let  denote
the induced homomorphism Z() :Z(M) ! Z(G). Given f2Z(M) and m; n2Z , we
write hm;f; ni for the matrix in (Z(M))1 with ft in the (m + t; n + t)-position for
t=0; 1; 2; : : : and 0 elsewhere, we call it a ray matrix; [m;f; n] for the matrix in
Z(M)1 with f in the (m; n)-position and 0 elsewhere. Note that
[m;f; n] = hm;f; ni − hm+ 1; f; n+ 1i: (8)
Two ray matrices without a nonzero entry in the same position are said to be disjoint.
Let
B(M; )= fhm; x; ni j x2M; m; n2Zg:
We need an auxiliary result which essentially identies B(M; ) and B(M; ).
Lemma 7.1. The mapping
’ :B(M; )! B(M; ); (m; x; n) 7! hm; x; ni
is an isomorphism of B(M; ) onto B(M; ).
Proof. We must prove that
hm; x; nihp; y; qi= hm+ p− r; (xp−r)(yn−r); n+ q− ri; (9)
where r= minfn; pg. By direct multiplication, one veries the following special cases
of this formula:
h0; x; mih0; y; ni= h0; x(ym); m+ ni;
hm; x; 0ihn; y; 0i= hm+ n; (xn)y; 0i;
hm; x; 0ih0; y; ni= hm; xy; ni;
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h0; x; mihn; y; 0i=
( h0; x(ym−n); m− ni if m  n;
hn− m; (xn−m)y; 0i if m  n:
Using these equalities, with e the identity of M , we obtain
hm; x; nihp; y; qi= hm; e; 0i(h0; x; nihp; y; 0i)h0; e; qi
=
 hm; e; 0ih0; x(yn−p); n− pih0; e; qi if n  p
hm; e; 0ihp− n; (xp−n)y; 0ih0; e; qi if n  p
=
 hm; e; 0ih0; x(yn−p); n− p+ qi if n  p
hm+ p− n; (xp−n)y; 0ih0; e; qi if n  p
=
 hm; x(yn−p); n− p+ qi if n  p
hm+ p− n; (xp−n)y; qi if n  p
= hm+ p− r; (xp−r)(yn−r); n+ q− ri:
Theorem 7.2. Let M be a monoid; G its group of units;  : M ! G a homomorphism
and S =B(M; ). Then the mapping
 :Z(S)! Z(M)1;
pX
i=1
ki(mi; xi; ni) 7!
pX
i=1
kihmi; xi; nii
is an isomorphism of Z(S) onto the following subring of Z(M)1:
R =
(
A0 +
pX
i=1
hmi; fi; nii j A is a nite matrix overZ(M);
fi 2Z(G) for i=1; : : : ; p; p  0
)
:
In addition;
(i) the rays in the above expression for elements of R may be assumed pairwise
disjoint;
(ii) R is generated by the set fh0; x; 1i j x2Mg [ fh1; 1; 0ig.
Proof. Let R0 denote the subring of Z(M)1 generated by B(M; ). Since R is the
additive closure of the set
f [m; x; n] jm; n2N; x2Mg [ fhm; g; ni jm; n2N; g2Gg;
to prove that RR0 it suces to show that this set is contained in R0. We have
hm; g; ni 2R0 trivially and it follows easily from (8) that [m; x; n]2R0 as well. Thus
RR0.
Next we show that R is a subring of Z(M)1. Certainly R is an additive subgroup
of Z(M)1. In view of distributivity, to show that R is closed for multiplication we
only need to check that
[m; x; n][p; y; q]; [m; x; n]hp; g; qi; hp; g; qi[m; x; n]; hm; h; nihp; g; qi 2R
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for all m; n; p; q2N , x; y2M and g; h2G. By direct computation and (9), we obtain
[m; x; n][p; y; q] =

[m; xy; q] if n=p;
0 otherwise,
[m; x; n]hp; g; qi=

[m; x(gn−p); q+ n− p] if n  p;
0 otherwise,
hp; g; qi[m; x; n] =

[p+ m− q; (gm−q)x; n] if m  q;
0 otherwise,
hm; h; nihp; g; qi= hm+ p− r; (hp−r)(gn−r); n+ q− ri;
where r= minfn; pg. Therefore R is a subring of Z(M)1. Given hm; x; ni 2B(M; ),
we have
hm; x; ni= [m; x; n] + hm+ 1; x; n+ 1i 2R
and so B(M; )R. Since R0 is the subring of Z(M)1 generated by B(M; ), we
obtain R=R0. By Lemma 2.1, the isomorphism ’ : S ! B(M; ) of Lemma 7.1 extends
uniquely to a ring homomorphism  :Z(S)! R. Clearly, pX
i=1
ki(mi; xi; ni)
!
=
pX
i=1
ki(mi; xi; ni)’=
pX
i=1
kihmi; xi; nii
and  is surjective because B(M; ) generates R.
Suppose that  is not injective. Then we can write (
Pp
i=1 ki(mi; xi; ni))=0 with all
(mi; xi; ni) distinct and ki nonzero. Then
(fij)=
pX
i=1
kihmi; xi; nii=0:
Without loss of generality, we may assume that (m; n) is minimal among the (mi; ni)
in the lexicographic order. Let i1; : : : ; is be the elements j in f1; : : : ; pg such that
(mj; nj)= (m; n). Hence fmn= ki1xi1 +   + kisxis =0. Since xi1 ; : : : ; xis must be distinct
elements of M , we obtain ki1 =    = kis =0, a contradiction. Thus  is injective and
therefore an isomorphism.
Since
hm;f; ni+ hm+ t; f0; n+ ti=
t−1X
i=0
[m+ i; f i; n+ i] + hm+ t; f t + f0; n+ ti;
the rays in the expression of R may be assumed to be disjoint.
The last assertion of the theorem follows from fh0; x; 1i j x2Mg [ fh1; 1; 0ig being
a set of generators for S.
In the case that M in Theorem 7.2 is a group, S is a bisimple !-regular semigroup,
and conversely up to isomorphism. If M is a nite chain of groups, then S is a simple
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!-regular semigroup, and conversely up to isomorphism. For an extensive discussion
of this subject, consult [7, Sections II.6, XI.4].
8. Commuting with the translational hull
Let S be a semigroup. A transformation  of S is a left translation if (xy)= (x)y
for all x; y2 S; a right translation of S is dened by the property (xy)= x(y) for all
x; y2 S. The set (S) (respectively, P(S)) of all left (respectively, right) translations
under composition of operations on the left (respectively, right) is a semigroup. For
2(S) and 2P(S), the pair (; ) is a bitranslation if x(y)= (x)y for all x; y2 S.
The set 
(S) of all bitranslations is a subsemigroup of (S)P(S), the translational
hull of S.
For every s2 S, dene the mappings s and s by sx= sx and xs= xs for all x2 S,
respectively. Then s=(s; s) is the inner bitranslation induced by s. The set (S)
of all inner bitranslations is an ideal of 
(S).
Now let I be an ideal of S. For every s2 S, let
s= sjI ; s= s jI ; s(S : I)= (s; s):
Then the mapping
= (S : I) : S ! 
(I); s 7! s
is the canonical homomorphism of S into 
(I). For an extensive discussion of this
subject, consult [6, Chapter III].
For a ring R, we retain the above terminology with the additional proviso that both
left and right translations also be additive homomorphisms which makes (R), P(R)
and 
(R) rings with pointwise addition of transformations.
The translational hull being dened both for semigroups and rings, we shall see
below a curious interplay of this concept with the functor Z on the case of free
semigroups and monoids.
If M is either a monoid or a unitary ring, then all its bitranslations are inner and the
canonical homomorphism (M :M) is an isomorphism of M onto (M)=
(M). In the
case when M is a monoid, it then follows, in a trivial way, that 
(Z(M)) = Z(
(M)).
We shall see below that a similar result holds for free semigroups. The crucial step
towards this is the following.
Theorem 8.1. Let X be a nonempty set. Then the canonical homomorphism (Z(X ) :
Z(X+)) is an isomorphism of Z(X ) onto 
(Z(X+)).
Proof. We prove rst that = (Z(X ) :Z(X+)) is injective. Hence let f2Z(X ) be
such that f =(0; 0). Then f=
P
w2A mww where A is a nite subset of X
 and mw 2Z
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for all w2A. By hypothesis fx=0 for all x2X so that
fx=
X
w2A
mw(wx)= 0
which by the uniqueness of representation yields mw =0 for all w2A and thus f=0
and  is injective.
For proving surjectivity of , we let (; )2
(Z(X+)). For any x; y2X , we have
y=
X
u2A
muu; x=
X
v2B
nvv
for some nite subsets A and B of Z(X+) and mu; nv 2Znf0g. Now (x)y= x(y)
implies that
P
v2 B nvvy=
P
u2 A muxu so that jAj= jBj and we may write
y=
kX
i=1
miui; x=
kX
i=1
nivi;
where niviy=mixui for i=1; : : : ; k. But then ni=mi and viy= xui for i=1; : : : ; k. By
equidivisibility in X , we obtain xv0iy= xu
0
iy for some v
0
i ; u
0
i 2X . It follows that v0i = u0i
for i=1; : : : ; k and thus letting h=
Pk
i=1miu
0
i , we obtain h2Z(X ) and
y=
kX
i=1
miu0iy= hy; x=
kX
i=1
mixv0i = xh:
Since x and y are arbitrary and hy= h0y implies h= h0, there exists a unique h2Z(X )
such that y= hy and x= xh for all x; y2X. The dening properties of left and right
translations now yield that
= hjZ(X+); = hjZ(X+)
whence (; )= (h; h)= h and  is surjective.
The next result is known. For completeness we include a proof. Given a set A, let
A denote the identity map on A.
Lemma 8.2. For any nonempty set X; we have

(X+)=(X+) [ f(X+ ; X+)g:
Proof. Let (; )2
(X+)nf(X+ ; X+)g. Then either  6= X+ or  6= X+ ; in view of
symmetry, we may assume the former. Hence there exists w= x1 : : : xn such that w 6=
w, where x1; : : : ; xn 2X . Since w=(x1)x2 : : : xn, we must have x1 6= x1. Then x1 =
y1 : : : ym for some y1; : : : ; ym 2X . Hence
(x1)x1 = x1(x1)= x1y1 : : : ym
which implies that x1 =ym whence x1= x1y1 : : : ym−1. But then (x1y1 : : : ym−1)
x1 = x1(x1) so that x1 =y1 : : : ym−1x1. Letting u=y1 : : : ym−1, we get u2X+ since
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x1 6= x1 and for any v2X+, x1(v)= (x1)v= x1uv which implies that v= uv. It
follows that  = u and similarly = u. Therefore (; )= u 2(X+), as required.
Corollary 8.3. For any nonempty set X; we have
X  = 
(X+); Z(
(X+)) = 
(Z(X+)):
Proof. The rst isomorphism follows from Lemma 8.2 since (X+) = X+ and the
second from the rst and Theorem 8.1.
Corollary 8.4. A free unitary ring on a nonempty set X is isomorphic both to the
Dorroh extension and the translational hull of a free ring on X .
Proof. Follows easily from Lemma 2.2 and Theorems 4.1 and 8.1.
These results cannot be generalized to arbitrary semigroups, as the next example
shows.
Example 8.5. Let S = fa; b; zg be the semilattice with ab= z, the zero of S. We shall
prove that 
(Z(S)) 6= Z(
(S)) by showing that they have unequal number of idem-
potents. For any semigroup or ring A, we denote by E(A) the set of all idempotents
of A.
We show rst that jE((Z(S)))j  8. Let 2E((Z(S))). First a= (aa)= (a)a
and a= na+ mb+ kz for some n; m; k 2Z ; hence
na+ mb+ kz= na2 + mba+ kza= na+ (m+ k)z
and m=0. Thus a= na+ kz and so
z= (az)= (a)z=(na+ kz)z=(n+ k)z:
Together with 2a= a, this implies that
n(na+ kz) + k(n+ k)z= na+ kz;
thus n2 = n and (2n+ k)k = k. We end up with four possibilities:
Dually, we obtain four possibilities for b= n0b+k 0z: the same table with n0; k 0 instead
of n; k, respectively. In addition z=(n0+ k 0)z so that n+ k = n0+ k 0. Hence for each
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item in the rst table there are two items in the second table making up eight possible
cases. From [6, Corollary V.1.7], it follows that (S) = 
(S) and thus
jE(
(Z(S)))j= jE((Z(S)))j  8:
Let S1 be the semilattice S with an identity 1 adjoined. By [6, Lemma V.6.1], we
have that 
(S) = S1.
It is easy to check that 1; a; b; z; 1 − a; 1 − b; 1 − z; a − z; b − z are nine distinct
elements of E(Z(S1)). Since Z(
(S)) = Z(S1), it follows that jE(Z(
(S)))j>8 and
so 
(Z(S)) 6= Z(
(S)).
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