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1 序論
1.1 研究背景
観測されたデータを分析し，データからは見えない規則性や状態を推定することは様々
な分野で必要である．例えば自動車の自動運転において，自動車の位置をセンサーやGPS
で観測する場合，センサーや GPS による位置の観測には誤差があると考えられるため，
その誤差を考慮して位置を推定する必要がある．そのような場合に，観測されたデータを
モデル化し分析する時系列分析という手法が知られており，時系列分析のモデルの中で
も，状態空間モデルは汎用性が高く幅広い分野で用いられている [1]．状態空間モデルの
分析にはカルマンフィルタ（Kalman filter）[2]が用いられていたが，カルマンフィルタ
は非線形・非ガウスな要素を含む場合に適用できないという問題があったため，それを解
決する手法として粒子フィルタが提案された [1]．粒子フィルタはモンテカルロ法を用い
るアルゴリズムであり，カルマンフィルタが適用できないモデルにも適用できるという特
徴がある．ただし，状態推定の精度を上げるためには計算時間が必要であり，自動運転な
どの瞬時の判断やリアルタイム性が求められる場合に適用しづらいという問題点がある．
本研究では粒子フィルタの問題点である高い計算負荷を，GPU（Graphics Processing
Unit）と呼ばれる演算装置による並列処理で解決することを考えた．並列処理とは，コン
ピューターに計算させる大量の処理を分割し，複数の処理装置に分散させることで処理の
高速化をする手法である．粒子フィルタのアルゴリズムを GPUで処理できるよう最適化
し，4つの手法の精度と計算時間の比較を行った．
1.2 研究内容
本研究では，粒子フィルタのアルゴリズムを，GPUで処理できるよう実装した．また，
性能を向上させるため複数の手法で実装し，精度と計算時間の観点から比較を行った．
1.3 開発環境
1.3.1 ハードウェア
CPU : Intel Xeon CPU E5-2620 v4(2.10GHz)
RAM : 8.00GB
GPU : NVIDIA Quadro M2000
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1.3.2 ソフトウェア
OS : Windows7 Professional(64bit)
統合開発環境 : CUDA 8.0
プログラミング言語 : Python 3.5.2
使用ライブラリ : Cupy 5.1.0
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2 GPU
GPU（Graphics Processing Unit）とは，画像処理に特化した演算装置である [3]．3D
描画などに必要な大量の行列演算を，多数のコアを用いて並列処理ができるよう設計され
ている．CPU（Central Processing Unit）と比べ，それぞれのコアの性能は低いものの，
コアの数が多いため，大量の単純な計算を高速に処理することに特化している．並列処
理に特化した GPUの構造を利用して，画像処理以外の汎用計算を行うことを，GPGPU
（General Purpose computing on Graphics Processing Unit）という．
2.1 GPUの構造
GPUの内部構造は並列処理を効率的に行えるよう階層構造が採用されている．ここで
は本研究で利用している NVIDIA 社の GPU の構造について述べる [3]．NVIDIA 社の
GPUには，SM(Streaming Multiprocessor)と呼ばれるユニットが複数配置されている．
SM の内部には CUDA コアと呼ばれる計算コアが複数配置されている．CUDA コアは
Streaming Processorと呼ばれることもある．GPUで処理を行うプログラムを書く場合，
NVIDIA社が提供している統合開発環境である CUDAが必要である．
2.2 Cupy
本論文では，プログラミング言語 Python[4] のライブラリである Cupy を使用した．
Cupyとは Preferred Networks社によって開発されている，Python上で CUDAを利用
するためのライブラリである [5]．
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3 粒子フィルタ
粒子フィルタ（particle filter）は，1996年に北川源四郎 [1]によって提案されたアルゴ
リズムである．その当時はモンテカルロフィルタ（Monte Carlo filter）と呼ばれていた
が，現在では粒子フィルタと呼ばれることが一般的であるため，本論文でも粒子フィルタ
と呼ぶこととする．粒子フィルタはモンテカルロ法による，状態空間モデルの状態推定ア
ルゴリズムである．線形・ガウス状態空間モデルの状態推定は，カルマンフィルタを用い
るのが一般的であったが，カルマンフィルタは非線形・非ガウスな要素を含む場合に適用
できないという問題があったため，それを解決する手法として粒子フィルタが提案された
[1]．粒子フィルタはカルマンフィルタが適用できないモデルにも適用でき，並列処理に適
しており，幅広い分野で利用されている [6]．
3.1 状態空間モデル
時系列データが与えられた場合に，そのデータから規則性や隠れた性質や状態を推定す
ることを考える．時系列データ yt(t = 1, 2, . . . , T ) が与えられているとする．yt は状態
xt から確率的に生成されており，状態 xt は状態 xt−1 から確率的に決まると仮定する．
また，観測と状態にはノイズが加わるとする．式で表すと以下のようになる．
xt = f(xt−1,vt), vt ∼ p(v|θs). (1)
yt = h(xt,wt), wt ∼ p(w|θo). (2)
式 (1)をシステムモデル，式 (2)を観測モデルという．また，vt をシステムノイズ，wt
を観測ノイズという．p(v|θs)と p(w|θo)は，それぞれ θs と θo をパラメータとしてもつ
任意の確率分布とする．ただし，記号 ∼は確率分布から確率変数がサンプリングされる
ことを表す．なお，初期状態 x0 は確率分布 p(x0)に従うとする．式 (1)と式 (2)の 2式
をまとめて状態空間モデルという．状態空間モデルのイメージを図 1に示す．
状態空間モデルを以下のように表す場合もある．
xt ∼ p(xt|xt−1,θs). (3)
yt ∼ p(yt|xt,θo). (4)
なお，本論文では特に指定の無い限り，パラメータ θs と θo の明示的な記述を省略し
xt ∼ p(xt|xt−1), (5)
yt ∼ p(yt|xt) (6)
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と表すことにする．
図 1 状態空間モデル
3.2 状態推定
時系列データ yt(t = 1, 2, . . . , T ) が与えられている場合に，状態空間モデルを用いて未
知の状態 xt を推定することを状態推定という．状態推定では以下の 3つの分布を求める
ことで xt の推定を行う．
予測分布 ： p(xt|y1:t−1). (7)
フィルタ分布 ： p(xt|y1:t). (8)
平滑化分布 ： p(xt|y1:T ). (9)
3.2.1 マルコフ性
現在 (時刻 t)の状態の確率分布が直前 (時刻 t− 1)の状態のみに依存する性質をマルコ
フ性という．つまり，時刻 tにおける状態 xt+1 は時刻 t− 1における状態 xt だけから決
まり，時刻 t− 1よりも前の状態には依らない．
3.2.2 予測分布
p(xt|y1:t−1) (10)
を時刻 tにおける予測分布という．ある時刻 tより 1つ前の時刻 t− 1までの時系列デー
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タ y1:t−1 が与えられている場合の，状態 xt の分布を表す．予測分布は
p(xt|y1:t−1) =
∫
p(xt,xt−1|y1:t−1)dxt−1
=
∫
p(xt|xt−1,y1:t−1)p(xt−1|y1:t−1)dxt−1 (11)
と変形できる．また，状態 xt のマルコフ性を仮定すると
p(xt|y1:t−1) =
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (12)
と書ける．p(xt|xt−1) はシステムモデルであるので，時刻 t − 1 におけるフィルタ分布
p(xt−1|y1:t−1)が与えられれば，xt−1 について積分することで予測分布 p(xt|y1:t−1)が
求められることが分かる．
3.2.3 フィルタ分布
p(xt|y1:t) (13)
を時刻 tにおけるフィルタ分布という．ある時刻 tまでの時系列データ y1:t が与えられて
いる場合の，状態 xt の分布を表す．フィルタ分布はベイズの定理を用いると
p(xt|y1:t) = p(xt|yt,y1:t−1)
=
p(xt,yt,y1:t−1)
p(yt,y1:t−1)
=
p(yt|xt,y1:t−1)p(xt,y1:t−1)
p(yt|y1:t−1)p(y1:t−1)
=
p(yt|xt,y1:t−1)p(xt|y1:t−1)
p(yt|y1:t−1) (14)
と変形できる．また，状態 xt のマルコフ性を仮定すると
p(xt|y1:t) = p(yt|xt)p(xt|y1:t−1)
p(yt|y1:t−1) (15)
と書き直せる．また，式 (15)の分母は
p(yt|y1:t−1) =
∫
p(yt,xt|y1:t−1)dxt
=
∫
p(yt|xt,y1:t−1)p(xt|y1:t−1)dxt
=
∫
p(yt|xt)p(xt|y1:t−1)dxt (16)
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と変形できる．これを予測確率という．式 (15)と式 (16)をまとめると
p(xt|y1:t) = p(yt|xt)p(xt|y1:t−1)∫
p(yt|xt)p(xt|y1:t−1)dxt (17)
となる．p(yt|xt) は観測モデルであるので，時刻 t における予測分布 p(xt|y1:t−1) が与
えられれば，xt について積分することでフィルタ分布 p(xt|y1:t)が求められることが分
かる．
3.2.4 平滑化分布
p(xt|y1:T ) (18)
を時刻 tにおける平滑化分布という．時刻 T までの全てのデータ y1:T が与えられている
場合の，ある時刻 tにおける状態 xt の分布を表す．平滑化分布は
p(xt|y1:T ) =
∫
p(xt,xt+1|y1:T )dxt+1
=
∫
p(xt|xt+1,y1:T )p(xt+1|y1:T )dxt+1 (19)
と変形できる．xt+1 が与えられたとき，xt は yt+1:T に対して有向分離が成り立ち条件
付き独立となる [7]ので
p(xt|xt+1,y1:T ) = p(xt|xt+1,y1:t) (20)
が成り立つ．また，ベイズの定理を用いることで
p(xt|xt+1,y1:T ) = p(xt|xt+1,y1:t)
=
p(xt,xt+1,y1:t)
p(xt+1,y1:t)
=
p(xt,xt+1|y1:t)
p(xt+1|y1:t) (21)
と表せる．状態 xt のマルコフ性を仮定し，式 (19)と式 (21)を用いると
p(xt|y1:T ) =
∫
p(xt,xt+1|y1:t)p(xt+1|y1:T )
p(xt+1|y1:t) dxt+1
=
∫
p(xt|y1:t)p(xt+1|xt,y1:t)p(xt+1|y1:T )
p(xt+1|y1:t) dxt+1
= p(xt|y1:t)
∫
p(xt+1|xt)p(xt+1|y1:T )
p(xt+1|y1:t) dxt+1 (22)
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となる．式 (22)の右辺の p(xt|y1:t)は時刻 tにおけるフィルタ分布，p(xt+1|xt)はシス
テムモデル，p(xt+1|y1:t)は時刻 tにおける予測分布，p(xt+1|y1:T )は時刻 t+ 1におけ
る平滑化分布である．つまり，時刻 tにおけるフィルタ分布と予測分布，時刻 t+ 1にお
ける平滑化分布が与えられれば，xt+1 について積分することで時刻 tにおける平滑化分
布 p(xt|y1:T )が求められることが分かる．
3.2.5 推定値の決定
得られた分布 p(xt|y1:t′)から状態 xt の推定値を求めるには平均値，中央値，分布の最
大値などを用いる．
状態 xt の平均値 xt は以下の式 (23)で求められる．
xt =
∫
xt p(xt|y1:t′)dxt. (23)
状態 xt の中央値 x˜t は以下の式 (24)でその各成分を求める．ただし，xt(k)は xt の第
k 成分を表すとする．
1
2
=
∫ x˜t(k)
−∞
p(xt(k)|y1:t′)dxt(k). (24)
3.3 アルゴリズム
3.3.1 粒子と重み
粒子フィルタでは，予測分布とフィルタ分布を N 個の値を用いて近似することを考え
る．粒子フィルタではこの N 個の値それぞれを粒子という．N 個の粒子のうち，時刻 t
における i番目の粒子を x(i)t と表す．また，N 個の粒子の集合 {x(i)t }Ni=1 をアンサンブル
という．粒子フィルタではこのアンサンブルを用いて，予測分布とフィルタ分布をモンテ
カルロ法を用いて近似する．
また，各粒子 x(i)t はパラメータとして w(i)t をもち，
w
(i)
t = p(yt|x(i)t ) (25)
と定義する．これを粒子の重みという．
3.3.2 デルタ関数
任意の実連続関数 f(x)に対して∫ ∞
−∞
f(x)δ(x)dx = f(0) (26)
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を満たす超関数 δ をデルタ関数という．
デルタ関数 δ には以下の性質が成り立つ．
δ(x) =
{
0 (x ̸= 0),
∞ (x = 0). (27)∫ ∞
−∞
δ(x)dx = 1. (28)
ただし，アルゴリズムにおいては xは離散値をとるため，デルタ関数の実装は以下の式
(29)とした．
δ(x)=
{
0 (x ̸= 0),
1 (x = 0).
(29)
3.3.3 分布の近似
粒子フィルタではフィルタ分布を N 個の粒子を用いて
p(xt|y1:t) ≃
N∑
i=1
w
(i)
t∑N
j=1 w
(j)
t
δ(xt − x(i)t|t) (30)
と近似する．なお，時刻 t までのデータ y1:t が与えられていることを表すため，各粒子
x
(i)
t を x(i)t|t と表した．実装上は，リサンプリングという 3.3.4節で述べる手法を用いて
w
(i)
t =
1
N
(31)
のように重みを統一し，
p(xt|y1:t) ≃ 1
N
N∑
i=1
δ(xt − x(i)t|t) (32)
と近似する．以下，この設定で考える．
予測分布の近似について考える．式 (32)の tを t − 1に置き換えた p(xt−1|y1:t−1)を
予測分布の式 (12)に代入すると
p(xt|y1:t−1) =
∫
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1
≃ 1
N
∫
p(xt|xt−1)
N∑
i=1
δ(xt−1 − x(i)t−1|t−1)dxt−1
=
1
N
N∑
i=1
∫
p(xt|xt−1)δ(xt−1 − x(i)t−1|t−1)dxt−1
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=
1
N
N∑
i=1
p(xt|x(i)t−1|t−1) (33)
となる．ここで，時刻 t− 1における粒子 x(i)t−1|t−1 とシステムモデル p(xt|xt−1)を用い
てモンテカルロ法により x(i)t|t−1 を発生させる．実装上では，時刻 t− 1におけるアンサン
ブル {x(i)t−1|t−1}Ni=1 から時刻 tにおけるアンサンブル {x(i)t|t−1}Ni=1 を発生させることにな
る．この x(i)t|t−1 を用いて式 (33)を
p(xt|y1:t−1) ≃ 1
N
N∑
i=1
p(xt|x(i)t−1|t−1)
≃ 1
N
N∑
i=1
δ(xt − x(i)t|t−1) (34)
とする．つまり，粒子フィルタでは予測分布を
p(xt|y1:t−1) ≃ 1
N
N∑
i=1
δ(xt − x(i)t|t−1) (35)
と近似する．
予測分布を近似し，アンサンブル {x(i)t|t−1}Ni=1 を得たら，それらを用いてフィルタ分布
を近似することを考える．時刻 tまでのデータが与えられた場合の xt が，アンサンブル
の各粒子となる確率は
p(xt = x
(i)
t|t−1|y1:t) =
p(yt|x(i)t|t−1)p(x(i)t|t−1|y1:t−1)∑N
i=1 p(yt|x(i)t|t−1)p(x(i)t|t−1|y1:t−1)
=
w
(i)
t · 1N∑N
i=1 w
(i)
t · 1N
=
w
(i)
t∑N
i=1 w
(i)
t
(36)
となる．つまり，全ての粒子の重みの和が 1になるよう正規化した値となる．これを正規
化重みといい，
w
′(i)
t =
w
(i)
t∑N
i=1 w
(i)
t
(37)
で表す．正規化重み w′(i)t について以下が成り立つ．
N∑
i=1
w
′(i)
t = 1. (38)
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3.3.4 リサンプリング
3.3.1節では粒子の重みを
w
(i)
t = p(yt|x(i)t|t−1) (39)
と定義したが，実装上では 3.3.3節で述べたように
w
(i)
t =
1
N
(40)
と統一する．その方法として，時刻 tにおけるアンサンブル {x(i)t|t−1}Ni=1の重み {w(i)t }Ni=1
に対し，正規化重み
w
′(i)
t =
w
(i)
t∑N
i=1 w
(i)
t
(41)
をそれぞれ計算する．そして，正規化重み w′(i)t を各粒子 x(i)t|t−1 が選ばれる確率として復
元抽出を N 回を行い，新たなアンサンブル {x′(i)t|t−1}Ni=1 を生成する．新たなアンサンブ
ルの各粒子の重みは
w
(i)
t =
1
N
(42)
とする．この復元抽出を用いて重みを統一する操作をリサンプリングという．
リサンプリングの問題点として，復元抽出を行うため同じ粒子が複数アンサンブルに存
在することになり，粒子の種類が減少してしまう．粒子の種類が減少することで分散が小
さくなり，分布を精度良く近似できなくなる．この問題を粒子の衰退という．この問題
は，各時刻の最初に全ての粒子に対してシステムノイズを加えて分散を大きくすることで
解決されることがある．
3.3.5 アルゴリズム
今回のシミュレーションに用いた粒子フィルタのアルゴリズムの概略を以下に示す．
1. 初期状態のアンサンブル {x(i)0 }Ni=1 を生成し，tを 0とする．
2. tを t+ 1とする．
（a）システムモデル p(xt|xt−1)とシステムノイズ v(i)t を用いて粒子を更新する．
（b）新しいデータ yt を入力する．
（c）yt を用いて各粒子の重み w(i)t を式 (25)を用いて計算する．
（d）重みを用いてリサンプリングを行う．
（e）新たなアンサンブルから xt の推定値を求める．
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3. t = T ならば終了．そうでないなら 2.にもどる．
初期状態のアンサンブル {x(i)0 }Ni=1 を生成する時点ではまだデータが与えられていないの
で，ある範囲の一様分布に従う乱数を用いてアンサンブルを生成する．この範囲は扱う問
題に対して自分で定める必要がある．
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4 実装
4.1 リサンプリングの実装
粒子フィルタにおけるリサンプリングには様々な手法が提案されている [8]．本節では，
正規化重み w′(i)t とアンサンブル {x(i)t|t−1}Ni=1 が与えられた場合に，リサンプリングによ
り新たなアンサンブル {x′(i)t|t−1}Ni=1 を構成する方法について述べる．
4.1.1 経験分布関数
リサンプリングの実装のために以下を定義する．
Fj =
j∑
i=1
w
′(i)
t . (43)
これを経験分布という．ただし，F0 = 0とする．
また，以下を定義する．
F−1(u) = k. (44)
これを経験分布の逆関数という．ただし，実数 uに対して k は以下の式 (45)を満たす自
然数とする．
Fk−1 < u < Fk. (45)
粒子フィルタのアルゴリズムでは (0, 1]の範囲の値をとる乱数を発生させ，それを経験分
布の逆関数に入力することで，正規化重みを確率とする抽出を実現する．
4.1.2 多項リサンプリング
U(0, 1)から N 個の乱数を発生させ，それぞれを経験分布の逆関数に入力し，抽出すべ
き粒子のインデックス iを得る．ただし，U(0, 1)は (0, 1]の範囲の値をとる一様分布であ
る．得た N 個のインデックスから粒子を抽出し，新たなアンサンブルとする手法を多項
リサンプリングという．
4.1.3 多層リサンプリング
多項リサンプリングにおいて，発生させる乱数を，(0, 1]を N 等分した区間から 1つず
つ発生させるという制限を加える手法を多層リサンプリングという．乱数の範囲を制限す
ることで乱数による偏りが小さくなる効果があると考えられる．
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4.1.4 均一リサンプリング
最初に (0, 1N ]で乱数を 1つ発生させ，残りの N − 1個を最初の乱数から 1N を足して
いったものとして，経験分布の逆関数の入力とする手法を均一リサンプリングという．乱
数の発生が 1 回であるため，多層リサンプリングに比べて乱数生成の計算負荷を低減で
きる．
4.1.5 残差リサンプリング
正規化重み w′(i)t と N の積を整数部分 ai と小数部分 bi に分ける．
ai = ⌊w′(i)t ·N⌋, (46)
bi = w
′(i)
t ·N − ai. (47)
ただし，⌊ · · ·⌋ は整数部を与える記号である．粒子 x(i)t|t−1 を ai 個複製し新たなアンサン
ブルの要素とすることを全ての粒子に対して行い，残りを粒子 x(i)t|t−1 が選ばれる確率が
bi であるとしてアンサンブルの数が N となるまで抽出を行う．この手法を残差リサンプ
リングという．
4.2 GPUによる並列化
1つの粒子に対する処理を 1つのコアに割り振ることで並列処理を行う．本研究ではリ
サンプリングの処理を 4通りの手法で実装した．以下でそれぞれの処理の特徴を述べる．
4.2.1 多項リサンプリングの並列化
多項リサンプリングでは N 回乱数を発生させる．1つの乱数発生を 1つのコアに割り
あてて並列に処理する．
4.2.2 多層リサンプリングの並列化
多層リサンプリングではそれぞれ範囲を制限した乱数を N 回発生させる．1つの乱数
発生を 1つのコアに割りあてて並列に処理する．
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4.2.3 均一リサンプリングの並列化
均一リサンプリングでは，最初に (0, 1N ]で発生させた乱数を rとして，以下の処理を i
番目のコアに割りあてて並列に処理する．
r + i · 1
N
. (48)
4.2.4 残差リサンプリングの並列化
1つの粒子に対する正規化重み w′(i)t と N の積の計算，整数部分と小数部分の計算を，
1つのコアに割りあてて並列に処理する．また，整数部分で粒子を複製した後の復元抽出
で用いる乱数発生をコアに割りあてて並列に処理する．
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5 シミュレーション
5.1 CPUと GPUの比較
粒子フィルタを CPUによる逐次処理と GPUによる並列処理でそれぞれ実装し，計算
時間を比較した．処理する計算の内容は同じであるため，結果の精度も同じ．粒子フィル
タが時刻 T までの推定値を求める時点までの経過時間を計測する．このシミュレーショ
ンでは時系列データとして y = sin(x)に [−0.5, 0.5]の一様分布に従うノイズ ut を加えた
ものを以下のように用意した．
yt = xt + ut, (49)
xt = sin(0.05t) (t = 0, 1, 2, · · · , 259). (50)
ただし，システムノイズ vt は平均 0，分散 0.3のガウス分布に従うものとした．また，並
列処理による計算時間の比較が容易である多項リサンプリングを用いた．
粒子フィルタを CPUによる逐次処理で行うアルゴリズムの実装を以下に示す．
1. 時系列データ y1:T を得る．
パラメータ N とシステムノイズ vt を設定する．
t = 0とする．
2. 初期状態 {x(i)0 }Ni=1 を乱数を用いて発生させる．
3. t← t+ 1とする．
（a）アンサンブル {x(i)t−1}Ni=1 にシステムノイズ vt を加える．
（b）データ yt と各粒子 x(i)t−1 から重み w(i)t を計算する．
（c）重みの和∑Ni=1 w(i)t を計算する．
（d）各粒子の正規化重み w
(i)
t∑N
i=1
w
(i)
t
を計算する．
（e）各粒子に対して U(0, 1)に従う乱数 r(i) を発生させる．
（f）各乱数に対して k(i) = F−1(r(i))を計算し，{x(k(i))t−1 }Ni=1 を新たなアンサンブ
ルとする．
4. t = T ならば終了．そうでないなら 3.にもどる．
GPU で実装した場合では，2.，3.(a)(b)(d)(e) における各粒子に対する N 回の計算を
GPU のコアの数で分割して各コアに並列に処理させている．CPU による逐次処理と
GPUによる並列処理での経過時間を比較した結果を以下の図 2と図 3に示す．
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図 2 粒子数に対する CPUと GPUの経過時間の比較
図 3 粒子数に対する CPUと GPUの経過時間 (秒)の比較
粒子数 100の時点では CPUが GPUに比べて計算が速かった．しかし，粒子数が増え
るにつれて CPUによる逐次処理の計算時間は増加したが，GPUによる並列処理の計算
時間はあまり増加していない．これは，このシミュレーションで扱った粒子数N が GPU
の持つコア数よりも少なかったことが原因であると考えられる．この結果より，粒子数N
が大きい場合には，CPUによる逐次処理に比べて GPUによる並列処理の方が処理が高
速であることがわかる．
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5.2 各リサンプリング手法の比較
粒子フィルタを多項リサンプリング，多層リサンプリング，均一リサンプリング，残差
リサンプリングの各手法を用いて実装し，誤差と経過時間を比較した．時系列データとし
て y = sin(x)に [−0.5, 0.5]の一様分布に従うノイズ ut を加えたものを以下のように用意
した．
yt = xt + ut, (51)
xt = sin(0.05t) (t = 0, 1, 2, · · · , 259). (52)
ただし，システムノイズ vt は平均 0，分散 0.3のガウス分布に従うものとした．粒子フィ
ルタを用いてこの時系列データ yt からノイズを加える前の y = sin(x)の推定を試みる．
誤差 cは以下のように二乗和誤差を用いて計算する．
c =
T∑
t=0
{sin(xt)− yt}2. (53)
以上の設定で，粒子数 N を変えて複数回のシミュレーションを行った結果を以下の図 4
と図 5に示す．また，粒子数 N = 216 の場合について多項リサンプリングを用いて状態
推定を行った際の時系列データ yt と推定値 yt のグラフを図 6 に示す．青い線は時系列
データを結んだグラフで，赤い点が粒子フィルタによる推定値を表している．
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図 4 粒子数に対する各リサンプリング手法の経過時間の比較
図 5 粒子数に対する各リサンプリング手法による誤差 cの比較
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図 6 粒子数 N = 216 の場合の多項リサンプリングによる状態推定
5.3 結果
粒子数 N が多くなったとき，多項リサンプリングと残差リサンプリングは多層リサン
プリングや均一リサンプリングに比べて処理が高速であり，さらに多項リサンプリングで
は誤差 cも小さかった．その一方で粒子数が少ない場合には，多層リサンプリングと均一
リサンプリングは他の手法に比べて誤差 cが小さかった．
5.4 考察
多層リサンプリングと均一リサンプリングは各コアで参照する値が異なるため処理を並
列化するのが困難で，並列処理できていない部分があり，粒子数が増加するにつれて他の
手法よりも長い経過時間がかかった．しかし，粒子数が少ない場合には他の手法よりも誤
差 cが小さかったため，記憶容量の小さい計算システムを使う場合や処理性能に制約があ
る場合などでは，粒子数を少なくして多層リサンプリングと均一リサンプリングを用いる
方が他の手法よりも有利になる可能性がある．多層リサンプリングと均一リサンプリング
の高速化が今後実現すれば，精度の高い推定が少ない計算量で可能になると考えられる．
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6 まとめ
6.1 結論
本研究では粒子フィルタのアルゴリズムの 4種類のリサンプリング手法を GPU上に実
装した．粒子フィルタは GPUを用いて並列処理を行うことにより，CPUによる逐次処
理に比べて大幅な高速化ができた．リサンプリング手法については，多項リサンプリング
が最も高速に処理でき，粒子数を増やすことで誤差を少なくすることができた．扱う粒子
数が少ない場合には，多層リサンプリングと均一リサンプリングは他の手法に比べて誤差
が小さくなることがある．本研究のシミュレーションの結果から，多層リサンプリングと
均一リサンプリングは粒子数が少ない場合では精度の高い結果が得られたが，GPUを用
いた並列化で計算を高速化して粒子数を増やすことによる精度の向上を考慮すると，多項
リサンプリングが最も優れた手法であると言える．
6.2 展望
現在，多層リサンプリングと均一リサンプリングには並列できていない部分があるた
め，今後はその部分の高速化や近似手法について考える必要がある．また，経過時間は
GPUによる並列処理で短縮できたが，粒子フィルタの誤差はパラメータのであるノイズ
vt に影響される．そのためパラメータによる影響や，最適なパラメータについての考察が
必要である．また，自動車の自動運転用の制御システムやロボットに搭載される制御シス
テムなどのように処理性能に制約がある状況で粒子フィルタを用いる場合について，本研
究で行ったシミュレーションの結果を基に，処理装置に適合したリサンプリング手法や粒
子数の設定についても今後考えていきたい．
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