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In this thesis, we examine the geometry of fractals and metric spaces. We study the question
of which fractal metric spaces can be embedded into Banach spaces up to a certain distortion.
Our main focus is on a metric space introduced by Urs Lang and Conrad Plaut in “Bi-Lipschitz
Embeddings of Metric Spaces into Space Forms,” which we refer to as the Diamond Graph Fractal.
By modifying the construction methods defined by Lang and Plaut, we develop a Generalized
Diamond Graph Fractal and study whether the space converges in the Gromov-Hausdorff distance,
satisfies the doubling property, and whether it can be Bi-Lipschitzly embedded into certain Banach
spaces with given properties. Our approach to the Bi-Lipschitz embedding problem is to generalize
the argument of Lang and Plaut, which involves the quadrilateral inequality, a property of namely
Hilbert space.
In addition, we also study and explain an argument in the paper “On the Geometry of the
Countably Branching Diamond Graphs” by Florent Baudier et. Al., which involves a related
class of graphs and “asymptotic midpoint uniform convexity”, a property that the norm of certain
Banach spaces, including Hilbert spaces, can satisfy. Our goal, by comparing these two arguments,
is to better understand the properties of Banach spaces and how these properties interact with the
geometry of certain fractal metric spaces.
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Metric embeddings have become a subject of interest in computer science, analysis, geometry, and
topology. Here, we continue the study of metric embeddings by focusing on geometric objects and
their ability, or lack thereof, to embed reasonably into other spaces, namely Banach spaces. The
main problem isn’t whether a geometric object can be put into a target space, rather if the geometric
object can maintain its sense of distance with respect to the metric of the target space. Therefore
we use Lipschitz, or by extension Bi-Lipschitz, embeddings to determine whether distances between
the image of two points in the target space is bounded above, and below in the case of Bi-Lipschitz
embeddings, by some constant multiple of the distance of the points in the preimage.
The objects that are of particular interest to us are sequences of graphs, where the sequence
is self-similar in that each graph contains copies of the previous graphs in the sequence, hence
creating fractal spaces. Using Bi-Lipschitz embeddings, we wish to determine what properties
either the preimage or the target space gain from what is known about the other. In particular, we
consider properties the norm of a Banach space might have that could prevent a graph from being
Bi-Lipschitzly embedded into that space. We define norm properties of interest to us in section 2,
as well as provide examples to explain how such properties relate to certain Banach spaces.
In some cases, we are able to build fractal metric spaces by taking Gromov-Hausdorff limits of
these graphs. We study the non-embeddability of these limits and sequences in sections 3 and 4
following a generalization of Lang and Plaut’s argument in [7] and an edited exhibition of theorems
provided by Baudier et Al. in [1] respectively.
1.1 Background
Our first example is a generalization of what is described as the ”Diamond Graph” provided by
Urs Lang and Conrad Plaut [7]. Here Lang and Plaut establish a Gromov-Hausdorff convergent
sequence of compact, geodesic spaces X0, X1, ..., where X0 is defined to be an edge isometric to the
interval [0,1], and for i = 1, 2, 3, ... they take 6 copies of Xi−1 and rescale them by 1/4 [7]. Then
attach four copies cyclically by identifying pairs of endpoints, and then attaching the remaining two
copies to two opposite points in order to formXi [7]. After creating this graph, Lang and Plaut prove
that the Diamond graph is doubling, which would suggest that it could be Bi-Lipschitzly embedded
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into spaces which are also doubling, such as Euclidean space and Hilbert space [7]. However, Lang
and Plaut prove that the Diamond Graph cannot be Bi-Lipschitzly embedded into Banach spaces
whose norm satisfies the quadrilateral inequality, such as Euclidean space and Hilbert space, even
though the Diamond Graph is a doubling space, hence showing that having the doubling property
is a necessary, but not sufficient, condition to prove that an object has a Bi-Lipschitz embedding
into other doubling Banach spaces [7].
And so by changing how each Xi for i = 1, 2, 3, ... is created to a more general form, we
determine through similar procedure that our ”Generalized Diamond Graph” is doubling, but
cannot Bi-Lipschitzly embed into Banach spaces whose norm has the quadrilateral inequality. We
also determine the rate at which the bounds of such a Bi-Lipschitz embedding expand per successive
copies of the Generalized Diamond Graph. To note, Theorem 10.2 provided by Cheeger and Kleiner
in [2] also provides proof that the Generalized Diamond Graph, along with a wider variety of graphs,
does not Bi-Lipschitzly embed in a space which satisfies the quadrilateral inequality. We provide
here a proof that is easier to approach, though more specific in its application.
After introducing the Generalized Diamond Graph, we present an exhibition of Theorem 4.1 of
the paper On the Geometry of the Countably Branching Diamond Graph provided by Baudier et
Al. [1]. In section 4 of this paper, Baudier et Al. begin by defining the Barycenter and Midpoint
of a set and then use the asymptotically midpoint uniform convexity property of a norm provided
by [4] to show that the sequence of graphs, (Gωk ), does not Bi-Lipschitly embed into spaces whose
norm satifies asymptotic midpoint uniform convexity [1]. We note here, and with more detail in
Section 4, that we modify the argument provided by Baudier et Al. [1].
1.2 Definitions
1.2.1 Embeddings
Definition 1.1 (Lipschitz Mapping and Bi-Lipschitz Embedding). Let (X, dX) and (X
′, dX′) be
metric spaces and define a mapping f : X → X ′. Let λ ≥ 0. We say f is a Lipschitz Mapping if
dX′(f(x), f(y)) ≤ λdX(x, y)
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holds for all x, y ∈ X. Furthermore, we say f is a Bi-Lipschitz Embedding if, for some λ ≥ 1,
λ−1dX(x, y) ≤ dX′(f(x), f(y)) ≤ λdX(x, y)
holds for all x, y ∈ X.
Definition 1.2 (Y-Distortion of X, cY (X)). Presented by Baudier et Al. in [1]. Let (X, dX) and
(Y, dY ) be two metric spaces. Then
cY (X) := inf{D ≥ 1|s·dX(x, y) ≤ dY (f(x), f(y)) ≤ D·s·dX(x, y)
for some f : X → Y, s > 0, for all x, y ∈ X}
and we denote cY (X) as the Y -distortion of X. If there is no such map, f , for any s > 0, D ≥ 1,
then we say cY (x) = ∞. Informally, the Y-Distortion of X is the best possible constant factor for
which Y can be embedded Bi-Lipschitzly in X.
1.2.2 Banach Space Properties
Definition 1.3 (Banach Space). A Banach space, B, is a complete normed vector space with a
norm denoted ‖ · ‖B. The unit sphere of B is denoted SB.
Definition 1.4 (lp space). Let 1 ≤ p <∞. We define the space lp as




with norm ‖ · ‖lp := (
∑∞
i=1 |xi|p)1/p and for x, y ∈ lp, the distance function dlp(x, y) := (
∑∞
i=1 |xi −
yi|p)1/p. A limiting case of lp space is
l∞ := {(x1, x2, x3, ...) : xi ∈ R for i = 1, 2, 3, ... and sup
i∈N
|xi| <∞}
with ‖ · ‖l∞ := supi∈N{|xi|} and distance function for x, y ∈ l∞ dl∞(x, y) := supi∈N{|xi − yi|}.
Definition 1.5 (Quadrilateral Inequality). Presented by Lang and Plaut in [7]. Let X be a metric






2 ≥ (dX(x0, x2))2 + (dX(x1, x3))2
for all x0, x1, x2, x3, x4 = x0 ∈ X.
Definition 1.6 (λ-Barycenter of X and the δ-approximate Midpoint Set). Presented by Baudier
et Al. in [1]. Let X be a Banach space, x, y ∈ X δ ∈ (0, 1), and λ ∈ (0, 1). The λ-Barycenter of X,
denoted Barλ(x, y, δ), is defined as
Barλ(x, y, δ) =
{








≤ (1 + δ)dX(x, y)
}
.
As a particular instance of Barλ(x, y, δ), the δ-approximate Midpoint Set (or just Midpoint set),
denoted as Mid(x, y, δ), is defined as




Definition 1.7 (Uniform Convexity). Presented by Clarkson in [3]. Let X be a normed vector
space. We say X is Uniformly Convex if for every ε > 0 there exists a δ > 0 such that for any two
vectors x, y ∈ X with ‖x‖ = ‖y‖ = 1, ‖x − y‖ ≥ ε implies that ‖x+ y
2
‖ ≤ 1− δ. Equivalently, as
proven by Laakso in [6], X is Uniformly Convex if and only if, supx∈SX diam(Mid(−x, x, δ)) → 0
as δ → 0.
Definition 1.8 (Kuratowski measure of noncompactness, α). Presented by Dilworth et Al. in [4].
Let S be a bounded subset of a metric space and ε > 0. We define the
Kuratowski measure of noncompactness of S, denoted α(S), as the infimum of all ε > 0 such that
S can be covered by a finite number of sets of diameter less than ε.
Definition 1.9 (Asymptotic Midpoint Uniform Convexity (AMUC)). Presented by Dilworth et
Al. in [4]. Let Y be a Banach space, y ∈ SY , and δ > 0. We say the norm of Y is





α(Mid(−y, y, δ)) = 0.
We note here that we use this definition of AMUC, as apposed to the equivalent definition provided
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by Baudier et Al. [1].
1.2.3 Graphs and Limits of Graphs
Definition 1.10 (Directed s-t Graph). Presented by Baudier et Al. in [1]. A directed graph is a
set of edges and vertices where each edge is connect to two vertices and has an orientation from
one vertex to the next. A Directed s-t Graph is a directed graph with distinguished vertices s, t.
Definition 1.11 ( product of two sets). Presented by Lee and Raghavendra in [8]. Let V (H) be
the vertex set of H, E(H) be the edge set of H, s(G) be the distinguished point s ∈ G, and t(G) be
the distinguished point t ∈ G. Given two directed s, t graphs H and G, define a new graph H G
as follows:
1. V (H G) := V (H) ∪ (E(H)× (V (G) \ {s(G), t(G)})),
2. For every orientated edge e = (u, v) ∈ E(H), there are |E(G)| orientated edges,
{({e, v1}, {e, v2})|(v1, v2) ∈ E(G) and v1, v2 /∈ {s(G), t(G)}}
∪ {(u, {e, w})|(s(G), w) ∈ E(G)}} ∪ {({e, w}, u)|(w, s(G)) ∈ E(G)}
∪ {({e, w}, v)|(w, t(G)) ∈ E(G)} ∪ {(v, {e, w})|(t(G), w) ∈ E(G)}
3. s(H G) = s(H) and t(H G) = t(H).
Informally, for graphs H and G, H  G describes a replacement rule where every edge of H is
replaced as with a copy of G. Definition 1.12 provides an example of how the  product is used.
The following definition gives a generalization of the example of Theorem 2.3 of [7].
Definition 1.12 (Generalized Diamond Graph). Let m = 2q for some q ∈ Z+ and let k1, k2 ∈ Z+
such that k1 <
m
2
< k2. Let (Yi, dYi) be the metric space Yi with metric dYi defined as follows:
• Space:
– For i = 0, define Y0 as the graph of a single edge with two endpoints, u and v.
– For i = 1 define Y1 as in graph 1.
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– For i > 1, define Yi := Yi−1  Y1.
• Metric:
– For y, y′ ∈ Yi for some i ∈ Z+ ∪ {0}, let dY (y, y′) := shortest path between y and y′ in







Definition 1.13 (Hausdorff Distance and Gromov-Hausdorff Distance). Presented by Heinonen in
[5]. Let X and Y be non-empty subsets of a metric space (M,d). We define their Hausdorff distance,
denoted dH(X,Y ), as














dH(X,Y ) = inf{ε ≥ 0 : X ⊆ Yε and Y ⊆ Xε}
where
Xε = ∪x∈X{z ∈M : d(z, x) ≤ ε}.
The Gromov-Hausdorff Distance, denoted dGH(X,Y ), is the infimum of all dH(f(X), g(Y )) for all
metric spaces M and isometric embeddings f : X →M and g : Y →M.
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Remark: The metric space Y∞ = limi→∞ Yi, with respect to the Gromov-Hausdorff distance,
is defined as the Generalized Diamond Graph. We will show this limit exists in Lemma 3.1.
Definition 1.14 (Doubling Property). Presented by Heinonen in [5]. Let X be a metric space
with metric dX . X is said to have the Doubling Property if there exists a doubling constant M ∈ N




Definition 1.15 (Bundle with Finite Height). Presented by Baudier et Al. in [1]. A
Bundle with Finite Height is a (possibly infinite) connected graph with distinguished nodes, or
terminal vertices, s and t such that all simple s-t paths have equal finite length and every vertex is
on a simple s-t path. The distance between s and t is called the height.
Definition 1.16 (Gω). Presented by Baudier et Al. in [1]. Let Gω be the family of all sequences
of graphs (Gωk )k∈N satifying the following requirements:
• The base (directed) graph is Gω1 is a bundle with finite height and infinitely many vertices.
• Gωk+1 := Gωk Gω1 , for k ≥ 1.
1.3 Main Results
1.3.1 Properties of Banach Spaces
In Section 2, we show the relationship between the quadrilateral inequality, uniform convexity,
and asymptotic midpoint uniform convexity, as well as provide examples of Banach spaces that
emphasize these relationships.
1.3.2 The Generalized Diamond Fractal
Theorem 3.1: Each Yi satisfies the doubling property with doubling constant independent of i.
Corollary 3.1: There is no Bi-Lipschitz embedding from Y∞ into a metric space Z which satisfies
the quadrilateral inequality.
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1.3.3 Non-Embeddability of the Countably Branching Infinite Bundle
Theorem 4.1: Let cY (G
ω
k ) be the Y-distortion of the space G
ω
k . If Y is a Banach space admitting
an equivalent AMUC norm, then supk∈Z+ cY (G
ω
k ) =∞.
2 Properties of Banach Spaces
Lemma 2.1. Let X be a Metric space that satisfies the quadrilateral inequality. Then X also
satisfies the uniform convexity property.
Proof. Recall that from Definition 1.7, X is uniformly convex if and only if
supx∈SX diam(Mid(−x, x, δ)) → 0 as δ → 0. Thus let x ∈ SX and define arbitrary points y1, y2 ∈
Mid(−x, x, δ) such that d(y1, y2) = diam(Mid(−x, x, δ)). Observe by the quadrilateral inequality,
we have
dX(−x, y1)2 + dX(x, y1)2 + dX(x, y2)2 + dX(−x, y2)2 ≥ dX(−x, x)2 + dX(y1, y2)2.
Observe the following; since −x, x ∈ SX , we have dX(−x, x)2 = (2)2 = 4, and since y1, y2 ∈
Mid(−x, x, δ), we have dX(x, y1), dX(−x, y1), dX(x, y2), dX(−x, y2) ≤
1
2
(1 + δ)dX(−x, x) = 1 + δ.
Therefore by equation the quadrilateral inequality, we have





4((1 + δ)2 − 1) ≥ diam(Mid(−x, x, δ)). (2.2)
Observe that as δ → 0,
√
4((1 + δ)2 − 1)→ 0 and thus supx∈SX diam(Mid(−x, x, δ))→ 0.
Lemma 2.2. Let X be a Banach space that satisfies the uniform convexity property. Then X also
satisfies AMUC.





α(Mid(−x, x, δ)) = 0.
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Observe that diam(Mid(−x, x, δ)) ≥ α(Mid(−x, x, δ)). By the uniform convexity property of X we









diam(Mid(−x, x, δ)) = 0
Example 2.1. l2 satisfies the quadrilateral inequality, i.e., for any points w, x, y, z ∈ l2,
dl2(w, y)
2 + dl2(x, z)
2 ≤ dl2(w, x)2 + dl2(x, y)2 + dl2(y, z)2 + dl2(z, w)2.
Proof. Let w, x, y, z ∈ l2 and let n ∈ N be arbitrary. Observe that for the ith components of
w, x, y, z ∈ l2,

















(−2wiyi − 2xizi) ≤
n∑
i=1















i ) to both sides, we have,
n∑
i=1









[(wi − yi)2 + (xi − zi)2] ≤
n∑
i=1
[(wi − xi)2 + (xi − yi)2 + (yi − zi)2 + (zi − wi)2],
and so by taking the limit as n→∞, we have
||w − y||2l2 + ||x− z||
2
l2 ≤ ||w − x||
2
l2 + ||x− y||
2
l2 + ||y − z||
2
l2 + ||z − w||
2
l2 ,
which by definition of d, we have
dl2(w, y)
2 + dl2(x, z)
2 ≤ dl2(w, x)2 + dl2(x, y)2 + dl2(y, z)2 + dl2(z, w)2.
Example 2.2. lp does not satisfy the quadrilateral inequality for p > 2.
Proof. Suppose towards a contradiction that lp does satisfy the quadrilateral inequality for p > 2.
Let w, x, y, and z be the points contained in lp such that w = (1, 0, 0, 0, ...), x = (0, 1, 0, 0, ...), y =
(−1, 0, 0, 0, ...) and z = (0,−1, 0, 0, ...).. Thus by the quadrilateral inequality,
dlp(w, x)
2 + dlp(x, y)
2 + dlp(y, z)
2 + dlp(z, w)
2 ≥ dlp(w, y)2 + dlp(x, z)2




which is a contradiction for p > 2. Therefore lp does not satisfy the quadrilateral inequality for
p > 2.
Example 2.3. lp is a uniformly convex Banach space for 1 < p <∞.
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Proof. To prove Example 2.3, we reference a Corollary on page 403 of Unifromly Convex Spaces
provided by James Clarkson [3].
Example 2.4. l1 is not uniformly convex.
Proof. To show that l1 is not uniformly convex, we will provide an example of a point y ∈ l1 that
does not satisfy the equivalent definition of uniform convexity that is diam(Mid(−y, y, δ)) → 0
as δ → 0. Thus let y = (1/2, 1/2, 0, 0, 0, ...). Observe that the points w = (−1/2, 1/2, 0, 0, 0, ...)
and z = (1/2,−1/2, 0, 0, 0, ...) are contained in Mid(−y, y, δ) and that ‖z − w‖l1 = 2. Therefore
diam(Mid(−y, y, δ)) ≥ 2, i.e., diam(Mid(−y, y, δ)) cannot go to 0 as δ → 0.
Example 2.5. l1 is AMUC.
Proof. Let l1 := {(y1, y2, y3, ...)|yi ∈ R, i = 1, 2, 3, ...} and for a, b ∈ l1 let dl1(a, b) :=
∑∞
i=1 |ai − bi|.
We first show by a lemma that points of the form y = (y0, y1, y2, ..., yn, 0, 0, 0, ...) ∈ Sl1 satisfy the
AMUC property, and then use this lemma to prove that the entire space l1 satisfies the AMUC
property.
Lemma 1: If y = (y1, y2, ..., yn, 0, ...) ∈ Sl1 , then Mid(−y, y, δ) can be covered by finitely many
balls of radius 3δ.
Proof. Let y = (y1, y2, y3, ..., yn, 0, 0, 0, ...) ∈ Sl1 , δ ∈ (0, 1), and z ∈ Mid(−y, y, δ). Since z ∈









|zi + yi| ≤ (1 + δ)dl1(−y, y) = 2(1 + δ). (2.4)














|zi| ≤ 1 + δ. (2.6)
Thus by adding (2.5) and (2.6) together, we have




























i=1 |zi|, we have
‖z‖l1 ≤ ‖z − y‖l1 + ‖y‖l1 , by the triangle inequality





|zi| ≤ 3. (2.8)
Now by the Heine-Borel Theorem, B̄(0, 3) ⊂ (Rn, ‖ · ‖l1) is compact. Thus, we can cover B̄(0, 3)
by finitely many balls B̄(pk, δ), where pk ∈ Rn and k = 1, 2, 3, ...,m. Let qk := (pk, 0, 0, ...), so that
qk ∈ l1 for k = 1, 2, 3, ...,m. Since z ∈ Mid(−y, y, δ), we have by (2.7) and (2.8),
∑n
i=1 |zi−pk,i| ≤ δ
for some k and
∑∞
i=n+1 |zi − 0| ≤ δ. Thus
∑∞
i=1 |zi − qk,i| ≤ 2δ, where qk,i is the ith coordinate of
the qk point . Hence z ∈ B̄(qk, 2δ), which is contained in the finite union of balls centered at qk of
radius 3δ
Now with Lemma 1, suppose that y = (y1, y2, y3, ...) is contained in Sl1 , i.e., yj ∈ R for
j = 1, 2, 3, ... and
∑∞
j=1 |yj | = 1. Thus for some n ∈ Z+,
∑∞
j=n+1 |yj | ≤ δ. And so set y′ =
13
(y0, y1, y2, ..., yn, 0, 0, 0, ...). Observe that ‖y − y′‖l1 ≤ δ. Let y′′ =
y′
‖y′‖l1
so that y′′ ∈ Sl1 . And so
‖y′′ − y‖l1 ≤ ‖y′′ − y′‖l1 + ‖y′ − y‖l1 by the triangle inequality
≤ δ + δ by construction of y′′ and y′
≤ 2δ.
Thus,
‖y′′ − y‖l1 ≤ 2δ. (2.9)
And so with Lemma 1 applied to y′′ and 3δ, we have that Mid(−y′′, y′′, 3δ) is covered by finitely
many balls of radius 9δ. Now observe that given z ∈ Mid(−y, y, δ), ‖z−y‖l1 ≤ 1 + δ and ‖z+y‖l1 ≤
1 + δ, thus ‖z − y‖l1 + ‖y − y′′‖l1 ≤ 1 + δ + 2δ and ‖z + y‖l1 + ‖ − y + y′′‖l1 ≤ 1 + δ + 2δ by (2.9),
and thus by the Triangle inequality ‖z − y′′‖l1 ≤ 1 + 3δ and ‖z + y′′‖l1 ≤ 1 + 3δ. Therefore
z ∈ Mid(−y′′, y′′, 3δ), and thus Mid(−y, y, δ) ⊂ Mid(−y′′, y′′, 3δ), which is contained in finitely






α(Mid(−y, y, δ)) = 0
for y ∈ Sl1 , i.e., l1 is AMUC.
Example 2.6. l∞ is not AMUC.
Proof. Consider the space l∞ = {(x1, x2, x3, ...) : xi ∈ R for all i = 1, 2, 3, ...} with the norm
‖x‖l∞ := supi∈Z+ |xi| and the point y = (1, 0, 0, 0, ...). Let z1 = (0, 1, 0, 0, 0, ...), z2 = (0, 0, 1, 0, 0, ...),
etc.. For any i ∈ Z+ δ > 0, ‖zi − y‖l∞ = 1 < 1 + δ and ‖zi + y‖l∞ = 1 < 1 + δ. Therefore, we
observe that zi ∈ Mid(−y, y, δ) for i = 1, 2, 3, ... and ‖zj − zk‖l∞ = 1 for all j 6= k. Therefore,
α(Mid(−y, y, δ)) ≥ 1/2 no matter the choice of δ, and hence l∞ does not satisfy the AMUC prop-
erty.
3 The Generalized Diamond Graph
Lemma 3.1. The sequence of metric spaces (Yi)i∈Z+ converges in the Gromov-Hausdorff distance.
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Hence we see that limi→∞
1
mi
= 0. Thus for a large enough i not dependent on j, the Gromov-
Hausdorff distance between Yi and Yj can be made arbitrarily small, and thus the sequence, (Yi), is
a Cauchy sequence in the Gromov-Hausdorff distance. By Theorem 2.4 in reference [1] (Heinonen),
the space of metric spaces is complete. Therefore since (Yi) is a Cauchy sequence, it must converge
to some limit, denoted as Y∞, in the space of metric spaces.
Remark: It is important to note here that for each i = 1, 2, 3, ..., Yi contains an isometric
embedding of Yj for each j ≤ i for j = 1, 2, 3, ....
Theorem 3.1. Each Yi satisfies the doubling property with doubling constant independent of i.
Proof. To prove that the Generalized Diamond Fractal satisfies the doubling property, we claim
that there exists a number C such that, for every i ∈ N, r > 0,and y ∈ Yi, the ball B(y, 2r) can be
covered by at most C balls of radius r in Yi. And so let i ∈ N, r > 0,and y ∈ Yi. Let k = k2 − k1,
i.e., the number of edges between k1 and k2. Since the diameter of these balls less than 1, we
assume r ≤ 2k. Thus there exists a j such that 2k
mj
≤ r ≤ 2k
m(j−1)
. Thus there exists two cases
such that i ≤ j or i > j.







. And so every point
in B(y, 2r) is at most 4km edges from y. Since every vertex is connected by at most three edges,





, and consequently of radius r.
Case 2: Let i > j. Since Yi contains an isometric embedding of Yj , the points y of Yj
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are also contained in Yi. By case 1, we see that Yj ∩ B(x, 2r) is covered by at most N =


















from Yj . Thus B(y, 2r) is covered by at most N











































2r. By iteration, we cover B(y, 2r)

















. Hence B(y, 2r) is covered by Np balls of radius r.
Lemma 3.2. For every i ∈ Z+, there exists an isometric embedding of Yi into Y∞.
Proof. Let i ∈ Z+ be fixed and consider Yi. By construction, for each n ≥ i there exists an isometric
embedding φn : Yi → Yn. For each n, we construct an embedding of Yn and Y∞ into a metric space
M such that their Hausdorff distance is at most 2 ∗ dH(Yn, Y∞) <
2
mn
as determined in Lemma
1. Note that in M , we are denoting the Yn and Y∞ as their respective embeddings for simplicity.
Thus let ψn : Yi → Y∞ such that ψn(y) is a point such that dM (ψn(y), φn(y)) <
2
mn
. Let y, y′ ∈ Yi.
Thus
|dY∞(ψn(y), ψn(y′))− dYi(y, y′)|
≤ |dYn(φn(y), φn(y′))− dYi(y, y′)|+ dM (ψn(y), φn(y)) + dM (ψn(y′), φn(y′)),
hence we have equation (1),










Now let S ⊆ Yi be a dense countable subset S = {s1, s2, s3, ...}. Since Y∞ is compact, there ex-
ists a sequence ψi(s1), ψi+1(s1), ψi+2(s1)... that has a convergent sub-sequence {ψij (s1)}. Again
since Y∞ is compact, for the sequence ψi1(s2), ψi2(s2), ψi3(s2), ..., there exists a sub-sequence
{ψijk (s2)} which converges. Proceeding in this way and diagonalizing, we obtain a sub-sequence
of functions ψt1 , ψt2 , ψt3 , ... such that ψtp(sr) converges for all sr ∈ S as p → ∞. Let ψ(sr) :=
limp→∞ψtp(sr). Hence by using equation (1) and for s, s
′ ∈ S, we have that dY∞(ψ(s), ψ(s′)) =
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limp→∞dY∞(ψtp(s), ψtp(s
′)) = dYi(s, s
′). Thus there exists an isometric embedding from S into Y∞
which gives rise to an isometric embedding from Yi into Y∞. Since i was chosen arbitrarily, there
exists an isometric embedding from Yi into Y∞ for all i ∈ Z+.
Theorem 3.2. Let i ∈ Z+ and consider Yi defined with parameters m, k1, k2. Let Z be a metric
space with the quadrilateral inequality and f : Yi → Z be distance non-decreasing. Then there






pidYi(a, b) ≤ dZ(f(a), f(b)),











Proof. We will prove by induction that for each i = 0, 1, 2, 3, ..., and some pair of adjacent vertices






pidYi(a, b) ≤ dZ(f(a), f(b)).
Base Case: Let a, b ∈ Y0 be adjacent vertices. For i = 0, we have p0 = 1, thus p0dY (a, b) ≤
dZ(f(a), f(b)) is dY (a, b) ≤ dZ(f(a), f(b)), which is true given that f is a distance non-decreasing
function.
Inductive Step: Let t ∈ N and let f : Yt+1 be a distance non-decreasing map into Z. Since
Yt+1 contains an isometric copy of Yt, f |Yt is a distance non-decreasing map from Yt into Z. By the
inductive hypothesis, there exists adjacent vertices a, b ∈ Yt inside of Yt+1 such that ptdYt(a, b) ≤
dZ(f(a), f(b)). Observe that a, b are end points of a copy of Y1 in Yt+1. We define x0 = a, x2 = b so
that x0, x2 ∈ Yt+1. Now define vertices x1, x3 ∈ Yt+1 as two distinct midpoints of an edge that was
previously in Yt with endpoints x0, x2, which exist since m is defined to be even and k1 <
m
2 < k2,
as in Graph 2.
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2 ≥ dZ(f(x0), f(x2))2 + dZ(f(x1), f(x3))2. (3.1)












2 + dZ(f(x1), f(x3))
2.
(3.2)















2 + dYt+1(x1, x3)
2. (3.3)






dYt+1(x0, x2) given that dYt+1(x0, x2) =
1
mt














































































































pt+1dYt+1(xk, xk+1) = pt+1
(m/2)−1∑
j=0
dYt+1(vj , vj+1). (3.8)
Now observe that for the left hand side of equation (3.7), we have a path consisting of vertices
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{xk = v0, v1, ..., vm/2 = xk+1} such that by the triangle inequality,
(m/2)−1∑
j=0
dZ(f(vj), f(vj+1)) ≥ dZ(f(xk), f(xk+1)). (3.9)
Hence by equations (3.7), (3.8), and (3.9), we have
(m/2)−1∑
j=0
dZ(f(vj), f(vj+1)) ≥ pt+1
(m/2)−1∑
j=0
dYt+1(vj , vj+1). (3.10)
Thus there must exist some pair of adjacent vertices vj = a
′, vj+1 = b
′ where equation (3.10) implies
dZ(f(a
′), f(b′)) ≥ pt+1dYt+1(a′, b′).
Therefore our induction hypothesis holds for t ∈ Z+.
Corollary 3.1. There is no Bi-Lipschitz embedding from Y∞ into a metric space Z which satisfies
the quadrilateral inequality.
Proof. Suppose towards a contradiction that there is a Bi-Lipschitz embedding f : Y∞ → Z, where
Z is a metric space which satisfies the quadrilateral inequality. Without loss of generality, we may
assume f is distance non-decreasing, otherwise rescale the metric on Z such that f is distance
non-decreasing. Observe by Lemma 3.2, there exists an isometric copy of Yi in Y∞. By Theorem












− k1} > 0. Therefore, since pi → ∞ as i → ∞,
there does not exist a constant C such that dZ(f(x)f(y)) ≤ CdY∞(x, y) for all x, y ∈ Y∞, which is
a contradiction.
4 Non-Embeddability of the Countably Branching Infinite Bundle
The following proofs provided are based on those provided by Baudier et Al. [1], where it is shown
that the countably branching infinite bundle cannot be Bi-Lipschitzly embedded into a Banach
space with a norm that satisfies the AMUC property. We note that in the proofs provided for
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lemma 4.2 forward that we use δ > 0 as a replacement for δ̃(t)Y , where Y is a Banach space with
a norm that has the asymptotically midpoint uniformly convex property and t ∈ (0, 1).
Lemma 4.1. Let X be a Banach space. Let δ, λ ∈ (0, 1). Then for every x ∈ X,
Barλ(−λx, (1− λ)x, δ) ⊂ Mid(−max{λ, 1− λ}x,max{λ, 1− λ}x, δ).
Proof. Let z ∈ Barλ(−λx, (1− λ)x, δ) be arbitrary. Observe that by definition of Barλ(x, y, δ),
Barλ(−λx, (1− λ)x, δ) =
{





‖z − (1− λ)x‖
1− λ
}
≤ (1 + δ)‖x‖
}
.
Thus since z ∈ Barλ(−λx, (1− λ)x, δ), ‖z+λx‖ ≤ (1 + δ)λ‖x‖ and ‖z−(1−λ)x‖ ≤ (1 + δ)(1− λ)‖x‖.
Let µ := max{λ, 1− λ}. Observe that by definition of Mid(x, y, δ),
Mid(−µx, µx, δ) = {z ∈ X : max {2‖z + µx‖, 2‖z − µx‖} ≤ (1 + δ)2µ‖x‖} ,
where (1+δ)2µ‖x‖ = (1+δ)‖−µx−µx‖ = (1+δ)dX(−µx, µx). To show that z ∈ Mid(−µx, µx, δ),
it suffices to show that z ∈ Mid(−µx, µx, δ) when µ = λ and when µ = 1− λ.




‖z − (1− λ)x‖
1− λ
} ≤ (1 + δ)‖x‖). Suppose
µ = λ. By z ∈ Barλ(−λx, (1− λ)x, δ), it is immediate that
‖z + λx‖ ≤ (1 + δ)λ‖x‖.
Since z ∈ Barλ(−λx, (1− λ)x, δ), we have that
‖z − (1− λ)x‖ ≤ (1 + δ)(1− λ)‖x‖.
Thus
(2λ− 1)‖x‖ = ‖(1− λ)x− λx‖
= ‖(1− λ)x− z + z − λx‖
≥ ‖z − λx‖ − ‖z − (1− λ)x‖, by the reverse triangle inequality
≥ ‖z − λx‖ − (1 + δ)(1− λ)‖x‖, since z ∈ Barλ(−λx, (1− λ)x, δ).
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And so since λ ≥ 1
2
by µ = λ, we have that
‖z − λx‖ ≤ (2λ− 1)‖x‖+ (1 + δ)(1− λ)‖x‖
≤ (2λ− 1)‖x‖+ (1 + δ)(1− λ)‖x‖+ δ(2λ− 1)‖x‖, since δ(2λ− 1)‖x‖ > 0
≤ [(2λ− 1) + (1 + δ)(1− λ) + δ(2λ− 1)]‖x‖
= (1 + δ)λ‖x‖.
Therefore z ∈ Mid(−µx, µx, δ) when µ = λ.
Now suppose µ = 1− λ. By z ∈ Barλ(−λx, (1− λ)x, δ), it is immediate that
‖z − (1− λ)x‖ ≤ (1 + δ)(1− λ)‖x‖.
Also since z ∈ Barλ(−λx, (1− λ)x, δ), we have that
‖z + λx‖ ≤ (1 + δ)λ‖x‖.
Thus
(1− 2λ)‖x‖ = ‖(1− λ)x− λx‖
= ‖(1− λ)x+ z − z − λx‖
≥ ‖z + (1− λ)x‖ − ‖z + λx‖, by the reverse triangle inequality
≥ ‖z + (1− λ)x‖ − (1 + δ)λ‖x‖, since z ∈ Barλ(−λx, (1− λ)x, δ)
And so since λ ≤ 1
2
by µ = 1− λ, we have that
‖z + (1− λ)x‖ ≤ (1− 2λ)‖x‖+ (1 + δ)λ‖x‖
≤ (1− 2λ)‖x‖+ (1 + δ)λ‖x‖+ δ(1− 2λ)‖x‖, since δ(1− 2λ) ≥ 0
≤ [(1− 2λ) + (1 + δ)λ+ δ(1− 2λ)]‖x‖
= (1 + δ)(1− λ)‖x‖.
Therefore z ∈ Mid(−µx, µx, δ) when µ = 1− λ.
Lemma 4.2. If the norm of a Banach space Y is AMUC, then there is a function δ(t) such that for
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every t ∈ (0, 1) and every y ∈ SY ,
sup
y∈SY
α(Mid(−y, y, δ(t))) < t.
Proof. Suppose the norm of a Banach space Y is AMUC. Thus α(Mid(−y, y, δ)) → 0 as δ → 0.
Hence for every t ∈ (0, 1), there is a δ(t) ∈ (0, 1) such that for ε = t, α(Mid(−y, y, δ(t))) < t.
Lemma 4.3. If the norm of a Banach space Y is AMUC, then for every λ ∈ (0, 1), every t ∈ (0, 1),
δ(t) from Lemma 4.2, and every x, y ∈ Y where x 6= y, Barλ(x, y, δ(t)) is contained in finitely many
balls of radius tµ‖x− y‖, where µ := max{λ, 1− λ}.
Proof. Suppose that the norm of a Banach space Y is AMUC. Let δ := δ(t) from Lemma 4.2 for
t ∈ (0, 1), µ := max{λ, 1 − λ} for λ ∈ (0, 1), and x, y ∈ Y such that x 6= y. First, we claim the
following and then prove the claim at the end of the proof:
Barλ(x, y, δ) ⊆ (1− λ)x+ λy + Barλ(−λ(y − x), (1− λ)(y − x), δ). (4.1)
By (4.1),
Barλ(x, y, δ) ⊆ (1− λ)x+ λy + Barλ(−λ(y − x), (1− λ)(y − x), δ),
and so with Lemma 4.1, we have
Barλ(x, y, δ) ⊆ (1− λ)x+ λy + Mid(−µ(y − x), µ(y − x), δ).
And so for points
y − x
‖x− y‖Y
∈ SY , we have
Barλ(x, y, δ) ⊆ (1− λ)x+ λy + µ‖x− y‖Y Mid
(




















can be covered by finitely many sets of diameter at most t. There-
fore, since (1−λ)x+λy is just a translation of the finitely many balls, we have that Barλ(x, y, δ(t))
is contained in finitely many balls of radius tµ‖y − x‖Y .
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Proof of (4.1):
Let Y be a Banach space, x, y ∈ Y such that x 6= y, δ > 0, and λ ∈ (0, 1). Suppose z ∈








≤ (1 + δ)‖x− y‖Y . Let w = z − (1− λ)x− λy. We
wish to show that w ∈ Barλ(−λ(y − x), (1− λ)(y − x), δ), i.e.,
max
{
‖w + λ(y − x)‖Y
λ
,
‖(1− λ)(y − x)− w‖Y
1− λ
}
≤ (1 + δ)‖ − λ(y − x)− (1− λ)(y − x)‖Y .
Observe that
‖ − λ(y − x)− (1− λ)(y − x)‖Y = ‖ − λy + λx− (y − x− λy + λx)‖Y
= ‖ − λy + λx− y + x+ λy − λx‖Y
= ‖y − x‖Y ,
thus
‖y − x‖Y = ‖ − λ(y − x)− (1− λ)(y − x)‖Y . (4.2)
And so since z ∈ Barλ(x, y, δ) and by (4.2), we have
(1 + δ)‖ − λ(y − x)− (1− λ)(y − x)‖Y ≥
‖x− z‖Y
λ
≥ ‖x− (w + (1− λ)x+ λy)‖Y
λ
≥ ‖x− w − x+ λx− λy‖Y
λ
≥ ‖ − w − λ(y − x)‖Y
λ
=




‖w + λ(y − x)‖Y
λ
≤ (1 + δ)‖ − λ(y − x)− (1− λ)(y − x)‖Y . (4.3)
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Also since z ∈ Barλ(x, y, δ) and by (4.2), we have
(1 + δ)‖ − λ(y − x)− (1− λ)(y − x)‖Y ≥
‖z − y‖Y
(1− λ)
≥ ‖w + (1− λ)x+ λy − y‖Y
(1− λ)
≥ ‖w + x− λx+ λy − y‖Y
(1− λ)
≥ ‖w − (y − x− λy + λx)‖Y
(1− λ)




‖w − (1− λ)(y − x)‖Y
(1− λ)
≤ (1 + δ)‖ − λ(y − x)− (1− λ)(y − x)‖Y (4.4)
Therefore by (4.3) and (4.4),
max
{
‖w + λ(y − x)‖Y
λ
,
‖(1− λ)(y − x)− w‖Y
1− λ
}
≤ (1 + δ)‖ − λ(y − x)− (1− λ)(y − x)‖Y ,
i.e., w ∈ Barλ(−λ(y − x), (1− λ)(y − x), δ), which proves (4.1).
Lemma 4.4. Let Gω1 be an infinite bundle of finite height whose terminal vertices are vb and vt.
Let Y be a Banach space whose norm is AMUC. If f : Gω1 → Y is a Bi-Lipschitz embedding with
distortion C, then there exists ρ := ρ(Gω1 ) > 0 such that,










Proof. Let Gω1 be an infinite bundle with finite height whose terminal vertices are vb and vt. Let Y
be a Banach space whose norm is AMUC. Suppose f : Gω1 → Y is a Bi-Lipschitz embedding with
distortion C. We can also assume without loss of generality that Lip(f) = 1. Let h := dGω1 (vb, vt)
denote the height of the bundle. Since the bundle is infinite with finite height, by the pigeonhole
principle there exists k ∈ N and an infinite sequence of distinct vertices (vj)j∈N such that d(vb, vj) =
k for all j and d(vj , vt) = h − k for all j. Let ρ := max{k, h − k} and λ := 1 −
k
h
. We claim that
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Thus assuming the claim, by definition of the barycenter, we either have

















Observe that in equations (4.6) and (4.7), ‖f(vj) − f(vt)‖ ≤ dGω1 (vj , vt) = h − k and ‖f(vj) −
















































































dGω1 (vt, vb). (4.8)
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, and thus by equation (4.8),





























max {λ, 1− λ} ‖f(vt) − f(vb)‖ ≤
1
3ρC
max {λ, 1− λ}h = 1
3C
. Observe by f :
Gω1 → Y with distortion C and Bi-Lipschitz constant Lip(f) = 1, we have that dY (f(vi), f(vj)) ≥
1
C
dGω1 (vi, vj) for any vi, vj ∈ G
ω










, we have that each ball contains at most one point



















Proposition 4.1. Let (Gωk )k∈Z+ ∈ Gω, and Y be an asymptotically midpoint uniformly convex
Banach space. There exists ρ > 0, such that if k ∈ N and Gωk embeds Bi-Lipschitzly into Y with










Proof. Let Y be a Banach space with an AMUC norm. Let fk : G
ω
k → Y be a C-Lipschitz function,
i.e., dGωk (a, b) ≤ dY (f(a), f(b)) ≤ CdGωk (a, b) for a, b ∈ G
ω
k . Without loss of generality, we assume
fk is a distance-non decreasing function. Let V (G
ω
k ) denote the set of vertices in G
ω
k . Thus observe
that V (Gωk−1) ⊂ V (Gωk ), since Gωk := Gωk−1  Gω1 , which forms a copy up to a scale of h(Gωk ). Let
gk := fk|V (Gωk−1) re-scaled by h(G
ω
k ) and let vtk−1 , vbk−1 ∈ Gωk−1 be adjacent vertices. Observe that
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vtk−1 = vt and vbk−1 = vb for a copy of G
ω
1 scaled by a factor of h(G
ω
1 ). Thus by Lemma 4.4,









dGωk (vtk−1 , vbk−1).
For general vi, vj ∈ Gωk−1 ⊂ Gωk , there exists a path vi = v0, v1, v2, ..., vn = vj consisting of adjacent
vertices in Gωk−1 such that





dGk(vi, vj) ≤ ‖gk(vi)− gk(vj)‖ ≤
j−1∑
r=0
































Theorem 4.1. Let cY (G
ω
k ) be the Y-distortion of the space G
ω
k . If Y is a Banach space admitting
an equivalent AMUC norm, then supk∈Z+ cY (G
ω
k ) =∞.
Proof. Suppose Y is a Banach space admitting an equivalent asymptotically midpoint uniformly
convex norm. Let cY (G
ω
k ) be the Y-distortion of the space G
ω
k . Suppose to the contrary that
cY (G
ω









η ∈ (0, 1). Let r ∈ (1, 1
η
). For each k, there exists an embedding fk : G
ω
k → Y with distortion
Ck ≤ rcY (Gωk ). Thus using Proposition 4.1, we have that
1
r




Ck−1 ≤ Ck for all k. Since
1
rη




all k, we have cY (G
ω
k )→∞ as k →∞. This is a contradiction.
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