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1 Introduction 
 
From mobile phones, video game consoles and personal computers, users are interacting 
with a multitude of interactive technologies on a daily basis.  Haptic stimuli now primarily 
exist as vibrotactile feedback, whether this is your phone vibrating to alert you of a 
message you just received or a game controller making you aware of damage you are 
receiving in a game.  We intend to investigate uses of alternate types of haptic stimuli, 
primarily pressure and temperature.  These sources of feedback are still relatively unused 
at the consumer level, yet allow for additional feedback bandwidth that may eventually 
allow for a higher level of user integration in the future.   
 
Touch can be divided into the senses of pain, pressure and temperature.  These three 
senses as well as proprioception (the sense of one’s self) are traditionally putin together 
as the single sense of touch [Kru96].  Proprioception will not be a great area of interest to 
us here in this context as the majority of touch perception is at the skin level, if not slightly 
beneath.  The depth and complexity of touch often indicates that the different senses of 
touch can be considered as their own sense.  The combination of perception of these 
senses, as well as with the more traditional senses (e.g. sight and hearing) provides a 
channel and bandwidth in which to deliver information.  This allows for a combination 
of perception of the different dimensions of roughness, warmth, cold, pressure, size, 
location and weight.  For example, touching something wet may be a perception of both 
pressure and temperature.  The main point here is that the human senses of temperature, 
pressure, and pain are largely unique. 
 
The project we worked on in relation to the Master’s Thesis goes by the name of 
“ForcePhone II.”  It follows in the footsteps of the previous “ForcePhone” project 
developed by Nokia Research and the Helsinki Institute of Information Technology.  
[HSH12]  The original ForcePhone took pressure feedback from a caller who would 
squeeze a phone, in this case a Nokia N900 with a built in pressure sensor, and then would 
send the receiver differing strengths of vibration based on the strength of the squeeze.  A 
stronger squeeze would deliver a stronger vibration.  Our task with the ForcePhone II is 
to investigate how other forms of haptic input and feedback can be used to increase 
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communication bandwidth. To do this we built a prototype that would go by the name of 
“ForcePhone II.”  This prototype is built around the Arduino microcontroller.  Working 
with the Arduino allows for faster prototyping, making it simpler to focus on the 
inputs/outputs being researched.  This prototype allows us to research and experiment 
alternative forms of haptic feedback.  As for outputs the current working prototype 
includes a heating pad on the backside of the device, a rope that tightens over the users 
hand on the side, and a vibrating motor inside.  We also intended to use actuator wire but 
this had to be quickly dismissed due to concerns for user safety.  Actuator wire is wire 
that contracts when heated.  The idea had been to include it in a glove that would gently 
tighten around the user’s wrist.  The issue with this approach was that actuator wire 
operates at uncomfortably high temperatures and could not be used effectively without 
harming the user.  The inputs include a pressure sensor to detect squeezing, a stretch 
sensor placed around the fingers, and two vibration sensors within the prototype.  In our 
experiment, we will be testing user’s reactions to the outputs of pressure, vibration, and 
heat. This is to answer our central research question: Is pressure and/or heat a useful 
alternative to the existing ‘silent’ stimuli provided by today’s phones?  
 
In order to have an understanding of the work done further in this paper, it is important to 
have a brief understanding of the senses of touch that pertain to our current study.  In the 
following chapter, we will briefly discuss the senses of temperature and pressure.  Pain 
can also be considered a sense of touch. Although we aim to avoid any use pain in our 
experiment, it is important to understand that temperature and pressure can lead to pain 
when at strong enough levels.  We will also look at current applications related to these 
senses, as well as what we believe is related work to our topic. 
 
1.1 Senses of Touch  
 
We can begin by dividing the touch into the senses of pain, pressure and temperature. 
These three senses as well as proprioception (the sense of one’s self) are traditionally 
thrown in together as one sense of touch [Kru96]. Proprioception will not be a great area 
of interest to us here in this context as the majority of most touch perception is at the skin, 
if not slightly beneath. The depth and complexity of touch often pushes the idea that we 
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should in fact consider the different senses of touch as their own. Before using pain, 
pressure or touch in any type of interactive system we should understand the underlying 
concepts first. Each form of feedback communication is transmitted in different forms, 
which has its own advantages and nuances. The combination of perception of these 
senses, as well as with the more traditional senses (e.g. sight and hearing) provides a 
channel and bandwidth in which to deliver information. This allows for a combination of 
perception of the different dimensions of roughness, warmth, cold, pressure, size, location 
and weight. For example, touching something wet may be a perception of both pressure 
and temperature. In any case the idea is that the human sense of temperature, pressure, 
and pain are unique to a great extent. The following subsections will give a quick 
overview of the research that currently exists in the field. 
 
1.1.1 Temperature 
 
Temperature is of particular interest as it can be used in 
order to intensify perception of other variables of touch 
[Kru96].  For example, cooling may make a heavy object 
be perceived as heavier. Temperature receptors are 
distributed throughout the skin, different areas having 
different densities of receptors.  The hand, face 
(particularly the tongue and lips), and fingertips have the 
highest densities of these temperature receptors, while for 
example the sole of the foot has the least.  
 
The information can be viewed as sensory spots.  The main 
idea is that the smaller the spots (higher density of 
receptors) the higher temperature sensing resolution exists 
on the skin.  It is important to note that warmth sensory 
spots (areas that detect warmth) are relatively rare; our skin primarily consists of cold 
sensory spots.  For this reason, a person is able to detect changes in cold temperature far 
more accurately then hot. 
 
 
Figure 1: Map of cold and 
warmth spots [Kru96] 
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Thresholds for warm receptors are twice those of cold [CrR99].  Cold receptors have a 
resolution of roughly 0.02 to 0.07 degrees Celsius, more accurate then heat receptors, 
which tend to have a resolution of 0.03 to 0.09 degrees Celsius.  Resolution in this case 
is the accuracy at which temperature change can be detected; the skin is quite sensitive to 
very small changes in temperature. 
 
 However, this does not take into account the speed of the temperature change.  Fast or 
extreme changes (dangerous) are detected far sooner than slow changes.  As such, a 
change of 5 degrees Celsius may go unnoticed as long as it is within the neutral area (an 
area of temperature that is not detected as too cold or too hot) [CrR99].  This is because 
of adaption, which can happen anywhere between 17 and 40 degrees Celsius.  
In order to determine what is perceived as hot or cold, a neutral or null point needs to be 
defined.  [Kru96].  Again, the problem is that the physiological zero is never always the 
same.  This is because a subject’s perception will eventually adapt to their surrounding 
environment.  A simple experiment is to put one hand in cold water, and another in warm 
water.  After five minutes, dipping ones hand in water that was previously at the 
physiological zero will feel hot to the hand that was laying in cold water, and cold to the 
hand that had been in warm water.  
 
Another aspect to consider is spatial summation; the larger the area of skin that is 
stimulated, the greater magnitude of response will exist, which in turn reduces the reaction 
time to a stimulus.  Temperature receptors are poor at spatial recognition [CrR99].  The 
only exception is as temperature nears the pain threshold, higher intensities are spatially 
easier to detect.  It is interesting to note that thresholds diminish if applied simultaneously 
at symmetric locations of the body.  This is not the case asymmetrically.  Consequently, 
temperature spatial recognition is mediated centrally. 
 
1.1.2 Pressure 
 
Pressure as a tactile response offers a fast and highly accurate interface of information 
transmission [CrR99], particularly in the hand, which is highly sensitive in this area.  It 
has been shown that the blind and deaf can hear simply by placing their hand over a 
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person’s mouth [RRD85].  The already fast reaction to pressure further increases if the 
stimulus is expected.  With the simple use of vibration, devices should be able to transmit 
plenty of information to a subject.  As age progresses sensitivity to pressure is reduced, 
but as measured relatively, thresholds do not tend to change.  It is also important to note 
that spatial awareness as it relates to the sense of pressure is incredibly high.  Pressure is 
a very accurate form of haptic stimulation. 
 
1.1.3 Pain  
 
Pain is a multidimensional sense (intensity and unpleasantness) that is unique in that it 
can be initiated at any given part of the body including directly in the central nervous 
system [Kru96]. Heat, cold, pressure, electricity and chemical irritation all have pain 
thresholds (point where the sense turns to pain) that can be used to induce pain. On the 
extreme end there is what is known as the supratheshold, which is incredibly difficult to 
measure. For one it may often be beyond a subject’s tolerance level, but also as pain 
reaches this level of intensity sensors can begin to suppress information, which in turn 
alters existing thresholds. As far as measuring pain goes, pain is typically measured in a 
single dimension. This may be done on a simple scale of 1-10, however it is measured, 
there should be some range that depicts the scale from no pain to severe pain (possibly 
with mild and moderate somewhere in between).  
 
Furthermore when experimentally measuring levels of pain there are many psychological 
errors to be aware of. The anxiety and anticipation of pain itself may trigger a faster or 
higher level of reaction than expected [Kru96]. Culturally, ideas of being tough or correct 
may inhibit a person from giving accurate feedback from painful stimulus. Alteration of 
existing thresholds also exists and can be seen in the staircase of pain.  
As pain increases, so does the pain threshold. This means that a given level of painful 
stimulus that may have been sensed as pain the first time around, may not be felt as painful 
later on [Kru96]. Another problem with measuring data is how significant the differences 
in the levels are. Should the difference in reducing severe pain down to mild pain be the 
same as reducing mild pain down to no pain? Probably not, but it is hard to design a 
proper and informative scale. 
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Figure 2: Table of key points of pain, temperature, and pressure 
 
2 Related Work 
 
Having a general idea of how pain, pressure and temperature sensing works we can look 
at what applications exist using these senses as feedback, as well as what practical 
research is being done that will help pave a way for upcoming professional and consumer 
applications.  Applications in this area can range from dentistry and surgical applications 
to improving user feedback within mobile applications. 
 
2.1 Haptics 
 
2.1.1 Haptics with Vision 
 
Vision frequently dominates the perception when visual and haptic stimulation are 
simultaneously in use [ErB02]. This means that when a user judges the size, shape or 
position of an object, visual stimulation tends to rely much of this information. This does 
not mean that haptics are to be overlooked; the research conducted by Marc Ernst and 
Martin Banks at the University of California makes it clear that haptics do have an effect 
on ones perception of said object. In the article “Humans integrate visual and haptic 
information in a statistically optimal fashion” These researchers conduct an experiment 
where users either looked at and/or felt simulated ridges of different heights and then were 
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asked to identify which ridge was taller. The experiment found that it is very likely that 
the nervous system combines both visual and haptic information in order to produce a 
more accurate response. The research concluded that using both a virtual visual 
environment as well as creating a haptic display to apply forces on a user can allow for a 
more integrated and ultimately realistic sensation of working with physical objects in a 
realistic environment. Using the PHANToM device, Researchers at Department of 
Mechanical Engineering at the artificial intelligence Laboratory in the Massachusetts 
Institute of Technology have helped create some of the algorithms for the use of haptic 
displays to help sense virtual objects [ZiS95]. As we understand, the combination of our 
visual and haptic senses increase the amount and accuracy of the information one 
receives. One could concluded that the more accurate of a haptic output we are able to 
create using the additional dimension of temperature, the more information can be relayed 
to a user. In the use of mobile communication were we often rely only on speech, the 
ability to relay haptic information between users can enhance a conversation. 
 
2.1.2 Haptic reality 
 
At its basics, haptic interfaces simply rely information to our senses of touch. For this 
reason, the study of haptics is of interest to a multitude of professional areas including, 
but not limited to, computer science, robotics, psychology, and biology [HAC04]. Haptic 
interfaces differ from traditional interfaces that might deliver information through audio 
and visual displays. In the article “Haptic interfaces and devices” we see a review of 
haptic interfaces as they relate to providing a medium of communication between a user 
and a device.  V. Hayward et al. tells us that bi-directionality is shown to be the 
distinguishing feature of haptic interfaces. This is to say that what is considered the 
traditional input interface of a mouse and keyboard does not communicate back to the 
user within the devices themselves. It is the ability to receive and act simultaneously on 
information that makes a controlled experiment somewhat more difficult [TSE94]. Haptic 
interfaces allow a user to both provide feedback as well as receive it [HAC04]. Often we 
may speak about how haptics can be put in use to provide a more natural interaction 
medium, yet the presentation of haptic data itself does not need to mirror reality. It has 
been demonstrated that the Graphical User Interface is not a full imitation of reality. 
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Although files and folders may exist in an office space, resizable windows and sliding 
menus do not.  
 
The important thing is to realize that you can simply suggest relationship between items, 
such as a vibration when dragging your finger over a menu item. Of equal use, perfect 
representation in a haptic display is not required. Similar to how usually, pixels on a 
screen are not noticed; at a certain resolution, the imperfections in haptic feedback are not 
noticed. Even then, trying to find the limits of the senses and exploiting them allows us 
to mimic a sense of reality. Films project 24 separate image frames per second, mimicking 
a continuous visual reality [TSE94]. Looking further ahead, V. Hayward et al. inform us 
of the applications where haptic interfaces are already in use, as well as where there is 
ongoing development [HAC04]. Haptic interfaces are able to alleviate the overwhelming 
visual load related to stressful environments, therefore can aid in critical and emergency 
situations. The main issue with the consumer market of haptic applications is cost, as 
many haptic interfaces can be cost inhibited. Despite this we do see the use of haptic 
devices in the consumer market, primarily through force feedback in gamepads for video 
games. We are beginning to see haptic interfaces in some cars, such as the iDrive system 
in BMW vehicles, to help control many of the secondary functions available in a vehicle 
(such as the radio or air conditioning). This may be a continuing trend. Finally it must be 
mentioned that tactile sensation is performed by the many kinds of receptors that are 
found in the skin. Because of this, the skin is usually the focus of haptic research. The 
further we are able to study haptic functions influences the improved development of 
haptic interfaces. 
 
2.1.3 Mobile Pressure 
 
Continuing with pressure based input; we can look at the mobile realm [WiG10].  
Vibration is currently the most predominant form of pressure feedback in this area.  The 
sense of pressure is quite precise, but current vibrotactile feedback is quite simple and 
rudimentary, not taking advantage of the bandwidth available in pressure based 
interaction.  
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As for current research, we can look at the idea of a pressure-based menu [WiG10].  A 
phone with a force-resisting sensor is used to take input from a user as he/she squeezes a 
phone.  Pressure is measured on a single axis (low pressure to high pressure), as the user 
squeezes the phone and moves along this axis, different menu items are highlighted, on 
release a selection is made. 
 
It has been found that in this particular application, users where able to handle 10 distinct 
levels of pressure at 80% accuracy [WiG10].  Visual feedback was shown to improve 
accurate menu selection, but one of the advantages of using a pressure based selection 
menu is the ability to interact without visual stimulus (For example using a phone in a 
pocket).  Users are able to apply pressure accurately to a device.  
 
Although the axis of pressure measurement is quite large, it must be significantly reduced 
for real world applications.  For one it cannot be expected for a user to apply an amount 
of pressure that would lead to discomfort or fatigue (this maximum being around 4 
newtons).  Another aspect of pressure as a sense is that it is not sensed uniformly, applying 
two newton’s of pressure does not feel twice as hard as applying one newton of pressure.  
For this reason, the range of pressure that can be handled is significantly reduced.  
 
2.1.4 Material identification 
 
Another interesting application comes in the use of thermal displays to aid in material 
identification [HoJ04].  These displays change temperature based on different objects 
such as wood or aluminum.  It has shown great success when used as additional feedback, 
such as seeing and then touching a virtual wooden panel on display.  The idea is that a 
person’s hand typically rest at a temperature between 25 to 36 degrees Celsius.  This is 
normally hotter than the world around us.  Understanding this, when a person touches an 
object heat is conducted away from the hand, causing a measurable temperature change.  
 
This heat flux is attempted to be replicated in a thermal display [HoJ10].  If a display can 
cause the same change as the real world material, this should allow for an accurate virtual 
representation of touch.  To test these displays, subjects were simply made to familiarize 
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themselves with the real world objects, and then attempted to identify them accurately on 
the thermal display.  The results show that the level of identification of the real world 
objects was very similar to that of the display.  
 
Because of varying base temperatures of users, any thermal display must be able to detect 
the temperature of a user rapidly in order to be able to display an object accurately 
[HoJ10].  Because the sense of temperature is spatially low resolution, it is pointless to 
make a high-resolution display; one finger is not capable of detecting multiple 
simultaneous changes of temperature.  
 
Material identification using temperature is quite slow when it comes to the sense of touch 
[HoJ10].  For example, identifying an object based on roughness may take 400ms, 
whereas detecting it by temperature alone can take 900ms (nearly a second).  
 
Since we already established that the world around us is normally cooler then out hands, 
a thermal display will need to cool down and transfer heat away from the hand.  This is 
typically done with heat sinks and liquid flow.  Existing temperature sensors are very 
accurate and allow for adequate feedback.  A typical thermal display has a working range 
of 20 C, which is small, but usable for most applications.  [CrR99].  
 
2.1.5 Feeling the heat 
 
Temperature has been used as feedback in other devices as well.  For example in the 
Homere system, lamps where positioned in a virtual world to create the illusion of a sun 
for the visually impaired [JoH08].  The sun would disappear as a subject entered a 
building, and reappear when they went outside within the virtual environment.  Even the 
PHANTOM device mentioned earlier had experimented with temperature feedback, 
allowing for a fever in a simulated patient to be detected, or heat to be felt in other 
simulations.  
 
One interesting application was a doorknob that would change temperature based on the 
condition of the room beyond it, allowing users to have a feel for it before they actually 
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entered [JoH08].  Temperature was also attempted to be used as feedback in prosthetic 
limbs, allowing a patient to detect the position of their hand and fingers based on 
temperature feedback.  Although demonstrated, this was never commercially successful. 
 
2.1.6 What about pain?  
 
Pain on the other hand seems to be not well applied yet to consumer applications. Of 
course, it is hard to justify an application that causes pain to a user. An application that 
does exist that relies on pain as a central source of feedback is the Painstation [MoR12]. 
It is an arcade game where players play a game similar to pong, with the added twist that 
they need to support an ever-increasing level of pain as the game continuous. Haptic 
Feedback comes from what is called a Pain Execution Unit in the form of painful electric 
shocks, a miniature whip, and high intensity heat impulses. When a player can no longer 
support the pain and releases his hand from the Pain Execution Unit, he loses the game. 
Although this may be considered a fun application using the sense of pain, it is still diffi-
cult to see how pain interfaces could be considered for use in the general consumer mar-
ket. 
 
2.1.7 Summary 
 
To sum up, it is important to emphasize that the sense of touch is a deeply involved area, 
which is often divided into more involved subsections.  In our case, we took a deeper look 
into pain, pressure, and temperature.  Temperature is not a very spatially aware sense, but 
we are very accurate at sensing small and rapid changes in temperature.  A user’s 
adaptation to temperature creates problems when trying to measure and use temperature 
as a viable feedback medium, as the neutral or zero level is continuously changing.  
Pressure is a very spatially aware sense of touch that can be used with high precision 
input.  Most current applications do not take full availability of the bandwidth provided 
by the sense of pressure.  Finally, pain is a multidimensional sense with complexity that 
far exceeds the realm of this paper.  Pain can be triggered by reaching the thresholds of 
any of the other senses, or directly from the central nervous system.  It is yet to become a 
12 
 
viable feedback source, and much further research in the area is needed.  Future 
applications will depend on research that is more elaborate and continued idea 
development. 
 
2.2 Multimodal Interfaces 
 
Another aspect to consider is the use of Multimodal interfaces. Although with the 
Forcephone we experiment with just two modalities (heat and pressure), it is important to 
understand that there is much interest in applying a multitude of modalities in order to 
enhance human computer interaction. The goals of multimodal interfaces are both to 
create a more natural human communication in a system as well as to create a more robust 
system by introducing redundancy in a system [RLL04]. Adding a multitude of 
interaction methods as well as displaying information in different ways allows users to 
do this.  
 
2.2.1 Multimodal Guidelines 
 
L. Reeves et al. set out to give out some guidelines in the article “Guidelines for 
Multimodal User Interface Design” that one should be made aware of when designing a 
multimodal user interface [RLL04]. This applies to our project as, although we are only 
testing one haptic output at a time we are reviewing how eventually the outputs we are 
presenting would be useful as an additional part of the multimodal interface provided in 
a mobile phone.  It is presented that any interface should be designed with the broadest 
range of users and contexts of use. Because we are trying to create a more natural interface 
it is essential that we as designers understand who might our users be, from their cultural 
issues, work environment, and if they might have any disabilities or other issues that 
might impede their ability to interact. As part of this, we also need to understand who will 
the system be used and in what place? The requirements for a multimodal display at a 
busy airport may likely be quite different than that of a personal mobile phone. Not only 
this, but there will be different privacy and security issues to attend to, dependent on for 
what the user is used for and for the user themselves. All while focusing on the end goal 
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of maximizing human cognitive and physical abilities. It is important to have many 
methods to input and display information, but this does not mean a user should need to 
attend to all the presented information in order to comprehend what material is presented. 
This is because the multiple outputs are intended to help the user understand through 
redundancy, so that not all users will most likely use all information provided. If possible, 
these guidelines tell us to integrate modalities in a way that they can fit the users’ own 
preferences as well as the context involved, also taking into account what the system 
functionality intends to be. As we look at different ways to input multimodal information, 
it is necessary to find an appropriate output method that matches the user’s input style. 
As a system is created to be used by a multitude of different users, it is important to make 
sure that the multimodal interfaces are adaptable to the needs of the different users as well 
as the different contexts of use it may be used in. A mobile phone is an excellent example 
of this, as it is typically used by a multitude of different users around the world; any 
technology in a mobile phone should be accessible and easy to use by the majority. As 
much as we try to use multimodal interfaces to create a more natural interface, it is crucial 
to keep consistency. Gestures should always execute the same or similar commands 
throughout an interface, from program to program, across applications. Making a search 
by voice, typing it in, or any other method that may exist should provide identical results. 
Consistency aids in reducing user frustration. As a final guideline, error prevention and 
handling should be implemented someway in a multimodal system. However what may 
be done is up to the developer of such a system, but considering that users will not always 
interact the same way with a system, there should be a way to ensure the data entered is 
what the user intends to input. The previous given guidelines by L. Reeves et al. are at 
times vague, but that is because it is difficult to know what application or system is being 
designed for use with a multimodal interface. The guidelines help to keep certain aspects 
in mind when starting with and working with a project. 
 
2.2.2 Collaborative multimodal interfaces 
 
In the article “Speech – Gesture Driven Multimodal Interfaces for Crisis Management” 
the idea of a multimodal interface for the possible use of crisis management was discussed 
[SYK03]. The argument is that our current interfaces in use are not designed to aid the 
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decision making process nor the collaboration required during crisis management. The 
article goes into much detail of the technologies that might be involved as well as the 
challenges that would exist in such a system. It makes the point that there has not been 
much focus on the design of interfaces for use during stressful situations. Not only this, 
but during a crisis people not only need to be able to retrieve information quickly but 
interact with each other in a quick and efficient manner in order to make on the spot 
decisions to complex problems.  The idea presented would require the use of a robust 
collaborative network in connection to the multimodal interfaces at the user end. A system 
that is capable of analyzing speech and gesture commands allows for a more natural 
interface which would aid in the already stressful situation involved with crisis 
management.  
 
The problem with the traditional input of a mouse and keyboard is that it creates a limited 
sequential mode of input. Using a wider range of input devices instead, helps reduce this 
existing constraint. The aim of multimodal interfaces is to make applications more 
accessible to the average population in realistic conditions. This in part is why research 
into different modalities is important. When looking at the issue of how to interact with 
interfaces more naturally we may also want to integrate a wider range of outputs, as 
adding additional communication background can aid in this problem. The article 
“Designing a Human-Centered, Multimodal GIS Interface to Support Emergency 
Management” also looked at supporting emergency management focusing on the use of 
a multimodal GIS interface [PIW02].  They also witnessed many of the same issues, 
where the traditional individual user access mode created overlapped requests and slowed 
down decision making. They used a speech and gesture recognition system that could be 
used by multiple users on a large screen. They found that when combining modalities it 
effectively eliminates many of the possible errors that occur when using a single modality. 
Speech input was considered a non-dominant input, but was shown to make the users less 
confused leading to fewer errors. Another key to this implementation was what was 
named the “step in and use” functionality, this allowed users to interact with the system 
instantaneously at any time. It would not be farfetched to deliver additional information 
through the senses of touch to the users involved in an environment where crisis 
management is needed. What we gather from this research is that as long as modalities 
do not interfere with the user’s usage of a system, the more modalities available should 
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allow for a system that is more natural and efficient to interact and work with. 
 
2.2.3 Multimodal Tangible Interfaces 
 
Continuing on the topic of safety, we look at “Tangible Multimodal Interfaces for Safety-
Critical Applications” by P. Cohen and D. Mcghee on the topic of Safety-Critical 
applications [CoM04]. These researchers look at some of the challenges facing 
integration of multimodal systems in safety critical industries such as military and 
hospital use in the year 2004. As we digitize much information to make industries far 
more efficient, safety critical industries have relied on paper. If we take an objective look 
at paper itself, it is not only cheap and often available, it is lightweight, can be used for 
collaboration, and can be found in a variety of sizes. Most importantly, paper seldom fails, 
it is not affected by a network crash, damage to a device, power outage or battery failure.  
 
When working in what often can be considered life-threatening situations, it is crucial to 
have a fail-safe system in place. For these reasons, multimodal systems had seen much 
resistance from professionals. P. Cohen and D. McGhee propose that rather then ask a 
user to change how they work, designers instead design systems around users’ current 
methods of work. It is also noted that the typical keyboard and mouse input does not 
translate well to mobile use, or in collaborative environments. The option that is looked 
at in this article are tangible multimodal systems (TMS), these are systems that allow 
users to use enhanced versions of tools and objects that they already use in their 
workplace. A system that goes by the name of Rasa is reviewed, it allows military 
personnel to continue to use paper maps in combination with post-it notes. A map is 
placed on a large digitizer that captures any input officers put into the system as well as 
symbols placed with post-it notes. This information can then be broadcasted where need 
be. Information from other collaborators’ maps are projected over the existing map, in 
order to integrate both data. The advantage of using a paper map is that if for some reason 
the device itself fails, or the network fails, the paper map stays and can be continued to 
be used by officers. When the system comes back online, it can then broadcast the updated 
information. Looking at another device that was looked at was the Anoto pen. It is an ink 
pen that is used like any pen would be, but it comes with the addition of a camera and 
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Bluetooth radio allowing a user to digitize their pen strokes. This allows, for example, 
physicians to write critical information onto a paper form and also have a digital copy 
that can be readily accessed anytime, anywhere. As we see, there are different methods 
for exploring the future of multimodal technologies and how we expect them to integrate 
into different industries. As the authors found, users are looking for technology that not 
only enhances their existing work methods, but can also be easily integrated in these work 
methods. We find that these are important aspects to take into account, as safety critical 
industries tend to resist the introduction of new systems until they have been proven to 
be reliable. We can say that multimodal technologies can be of great benefit to these 
industries if the right approach is taken when integrating the technology to the very 
specific needs involved. 
 
2.2.4 Natural Interaction 
 
As we have found in our research of these topics, multimodal systems tend to require a 
different approach then traditional keyboard and mouse inputs. In the article “Multimodal 
Interfaces that Process what comes Naturally” we are explained that typical multimodal 
communication has us speak, shift our eyes, and move our bodies rather than use a 
keyboard or mouse [OvC]. For a mobile system, such as a phone, reliance on a keyboard 
or mouse limits our ability to interact with the system. In this sense, we must take a 
different approach than what is done for the standard graphical user interface. It is 
mentioned that sensors such as microphones and cameras can augment voice and touch 
in such a system. We believe that it may be possible to use additional sensors and outputs 
in order to add touch and pressure to such a system to ever increase the bandwidth of 
touch in such a system in order to further augment such interaction.  S. Oviatt and P. 
Cohen believe that one of the most important reasons for the development of multimodal 
interfaces is its ability to make devices far more accessible to a wider range of users. 
 
 As a theme we find that others emphasize that having a multimodal interface does not 
necessarily mean that all inputs are always used, part of having a multimodal system is 
allowing the user to pick from different modalities while ignoring others if they so choose. 
A user may not want to use a speech command on their phone while sitting at a lecture. 
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For this reason it is good to give a user the ability to choose how they interact with a 
device. On the other hand, the advantage of having multiple modalities is that this 
information can be fused in an effort to reduce errors in interpretation from the users. An 
additional advantage of having multiple modalities is that it reduces the stress put on 
individual modalities. From a human perspective, switching modalities may reduce 
constant stress on ones vocal cords or hands. As a final note, the authors tell us that as 
much as we use modalities that seem natural for humans, we must be wary of the users 
wish for privacy. This means that discrete communication should be an option when 
designing a multimodal system. Our own project works with the senses of heat and 
pressure which are meant to be quiet and discreet. 
 
2.2.5 Unification 
 
Researchers had looked at the advantage of using multimodal interfaces for map-based 
tasks back in 1997 [JCM97]. Although the technology is outdated by today’s standards, 
the methods of how the system works as well as the research and methodology stay 
relevant. The research in the article “Unification-based Multimodal Integration” set out 
to see how advantageous a multimodal interface could be over the use of a unimodal 
input. As they state, the use of multimodal interfaces aim to increase the bandwidth 
available between human and machines. The two inputs used were a speech interface and 
a touch screen used in conjunction with a digital stylus.  These researchers found that the 
use of a multimodal interface resulted in a faster and more accurate input when compared 
to either a unimodal speech or touch interface.  
 
The focus was on the map based task, and to highlight some of the advantages over 
unimodal interfaces, where if you might use a speech only input asking to draw a green 
line between two set of coordinates, this would take a lot more words and time not only 
increasing the amount of effort but also the chance of error. Instead, a user would pick his 
two points on the map using touch, and then ask the interface to draw a line or route 
between the two, allowing for a quicker, and more natural and accurate response. This is 
done through a process called unification, where the consistency of two pieces of partial 
information are verified and combined into a single result. They found that gestures were 
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very useful in compensating for errors that may occur in speech recognition. An important 
advantage of a multimodal interface is having access to the separate modalities, as there 
may be situations when you do not want to use speech (for example, in the library), where 
you would rather forgo the added efficiency and stick to a touch interface. In this way we 
can see, adding further modalities allows users to have an adaptable interface that is 
comfortable and more natural to use in a variety of situations. During the mentioned 
research, they found that recognition technologies are prone to error for various reasons. 
For the case of gesture recognition, not only do humans have distinct or sloppy 
handwriting styles, but also some objects, such as map routes do not have a defined shape 
that can be used to define what it is. For this reason it is important to implement some 
sort of error detection and correction, this may be in the form of required easy to recognize 
predetermined input, or asking the user to verify what they intended as their input.  
 
In the article “Multimodal Interfaces for Dynamic Interactive Maps” S. Oviatt had also 
looked at the advantage of multimodal interfaces for interactive maps later in 2004 and 
found many of the same issues when trying to work with a unimodal interface, specifically 
with speech interactions in this case. It was found that speech-only interactions increased 
errors, and increased the completion time of tasks. In S. Oviatt’s user study, when users 
interacted with a multimodal interface all of these problems declined substantially. When 
looking at how this relates to our project, we can think of how the use of multiple outputs 
is far more consistent at providing you the information you need from a mobile phone. 
You may have a distinct ringtone for a phone call and another for a text message, 
accompanied by a unique vibration pattern. When these two outputs are combined you 
are more likely to be aware of it. If you enter the classroom, you can shut off the modality 
of sound to make a discrete output. We would like to see if pressure and heat can also be 
used as additional modalities for users to combine or choose from in order to have a more 
accurate experience with their mobile phone. 
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2.3 Applications and Devices 
 
2.3.1 ForcePhone  
 
We will begin by looking at the previous project the ForcePhone II derives from.  
Developed by Nokia Research and the Helsinki Institute of Information Technology 
[HSH12] the ForcePhone took pressure feedback from a caller who would squeeze a 
phone, in this case a Nokia N900 with a built in pressure sensor, and then would send the 
receiver differing strengths of vibration based on the strength of the squeeze.  A stronger 
squeeze would deliver a stronger vibration.  These vibrations go by the name “pressages.”  
The additional circuitry to read the pressure sensor was small enough to fit in the micro 
SD slot of the phone, allowing the ForcePhone to be used in a similar fashion as any other 
mobile phone.  As part of the project, a short study was conducted between couples in 
long distance relationships were it was found that in general the use of pressages allowed 
for easier and better communication by aiding in expression. 
 
2.3.2 The Smart Watch 
 
Lately, smart watches have raised significantly in popularity [MAA12]. While working 
on the ForcePhone II project we had tried to move some of the pressure sensors and 
outputs to the hand, but later dismissed this idea because, not only similar research had 
already been done, but it also moved our focus away from the core question we were 
looking at: Can heat or pressure be used as viable feedback? In the article “A smart watch 
with embedded sensors to recognize objects, grasps and forearm gestures” It was 
investigated how the use of pressure as an input on a wrist band could effectively be used 
to detect whether a user was holding an object or not [MAA12]. The idea behind the 
mentioned project was that when you hold an object your tendons in your wrist are pulled 
creating a level of pressure that can be detected by an array of piezo resistive-based 
sensors around the wrist. The experiment had users place their hands in different 
configurations in order to see if data gathered was useful in aiding to recognize different 
hand gestures. It was noted that depending on wrist shapes and muscle configuration, 
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variations were significant from person to person.  
 
Despite this, the researchers found that individual data was consistent to the point of 
recognizing finger gestures, hand gestures and grasps. It was suggested that since likely 
this system would be designed for use in a personal device such as a smart watch, an 
individual user could calibrate or train the device to learn his or her own gestures.  
Additionally in the previously mentioned it was established that an accelerometer, and 
gyroscopes have already been shown to be useful in the recognition of hand gestures. 
Combining this sensor data with the popular approach of using an RFID reader in the 
device and placing RFID tags in objects could allow for a far more accurate and developed 
augmented reality.  As the designers of (project) encountered, wearable devices have very 
limited computing and power resources. The more sensors and outputs placed in a device, 
the larger the power requirement will be. In order to reduce the resource load on the watch, 
sensor data could be sent directly to a larger and more powerful device near the user such 
as a tablet. These limitations make working with mobile devices a particular challenge.   
   
In the article “The Office Smartwatch – Development and Design of a Smartwatch App 
to Digitally Augment Interactions in an Office Environment” a group of researchers 
experimented with the Samsung Galaxy gear, a wearable device being sold on the 
consumer market [BVD14]. The galaxy Gear is a multimodal device allowing for visual, 
audio and vibration feedback, and with a microphone, touchscreen and camera that can 
be used as inputs. They had looked at how this device might be used to augment 
interactions in a typical office environment, specifically interactions with an office door. 
They used the accelerometer found in the device to track the simple gestures of knocking 
and twisting. Additionally, the camera was used to read QR codes that would allow the 
device to determine which office door it was in front of. A virtual knock could be sent to 
a user in the office to let them know who was knocking, in this way they could decide on 
whether to allow the person in the room or not during their current activity. This 
notification could also be sent to the user even if they are not currently in the office as a 
way to know who might be trying to get a hold of them. Because a wearable device such 
as a smartwatch tends to accompany a unique user at all times, it can be used as a secure 
key to unlock a door. As long as the application is able to understand where you are, by 
the use of scan able QR codes, or possibly an RFID, it can be used as a convenient and 
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secure entry method. By this same approach, a room can be locked automatically if the 
user has left the room. The researchers found that it was important to present audio 
feedback to allow users to understand that a gesture was completed successfully (as they 
would not understand otherwise). A knocking sound, and the twisting to unlock a door 
accompanied by a key jingle would accompany a knock. It is mentioned that smart 
watches are praised as a disruptive technology that aims to deliver wearable computing 
to far more users. Research in individual haptic technologies (like heat and pressure) 
should be further researched as they may find a positive use in these new devices. 
 
2.3.3 Prosthetic Skin 
 
Recently a group of researches has been working on developing multimodal skin 
prosthesis [KLS14]. It is already known that through our sense of touch via our skin we 
receive an incredible amount of information ranging from varying levels of pressure and 
temperature signals that exist within the environment around us.  
 
In “Stretchable silicon nanoribbon electronics for skin prosthesis. Nature 
Communications” J. Kim et al. tell us that although we have some understanding of these 
senses, replicating these senses for the use of artificial skin for prosthetics is still a 
challenge. At the moment many prosthetics that are in use are limited in the functionality 
they provide, aiding only basic movements and providing as a cosmetic enhancement. 
These researchers tell us that recent advantages in this technology are beginning to see a 
variety of sensors being used in current prosthetics, yet there are still issues that limit the 
usefulness of these advancements. In an aim to advance this area of multimodal 
prosthetics, these researches have been able to produce a flexible silicon skin that has 
layers of several sensor arrays that are able to detect pressure, temperature and humidity. 
Additionally heating is used in order to allow the skin to have a more realistic feel and 
touch to other users. Humidity sensors were included, as it has been found that human 
skin does in fact have the ability to detect changes in humidity in an environment. As we 
continue to find, the sense of touch is a high bandwidth sense, knowing that all these 
different senses can be used to aid it. 
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2.3.4 Real-World Haptic display 
 
As we try to create more immersive technologies and look into to developing realistic 
virtual worlds, we see Haptics as a key to all this [LSC14]. An interesting method of 
displaying haptic objects was developed this year by researchers at the University of 
Bristol. The haptic displays we have seen previously require a physical source of input 
and feedback, such as the pen on the SensAble PHANTOM. Attempts to create haptic 
feedback without physical contact to objects has been tried via the use of air jets, air 
vortices and ultrasound. Benjamin Long et al. found that current techniques with air jets 
and vortices required a large physical footprint, tended to have a delayed response, and a 
low haptic resolution. They instead focused their efforts on further research with 
ultrasound, which had already been shown as effective at creating perceivable points in 
midair, offering a higher resolution. Using ultrasound technology, these researchers were 
able to create 3D haptic shapes in mid-air. They found that Ultrasound forces are able to 
generate a tactile sensation. By combining an ultrasonic source that maps a 3D object in 
midair it is possible to create an experience where a user can walk up to the display and 
feel an object with their bare hands.  
 
The general principle is that there is an array of ultrasonic transducers that generate a 
force when ones hand interacts with a virtual 3D object. Using the leap motion, a device 
used to detect the position of ones fingers, a 3D model of a hand was created in the system 
in order to detect polygon collisions between the 3D objects that are now in the system, 
this in turn triggers the ultrasonic transducer array to send appropriate feedback. During 
a user study of this newly created haptic display, researchers had encountered that without 
the use of visual feedback, users had a hard time at identifying similar objects such as 
cones and pyramids. Nonetheless, more dissimilar objects such as spheres and cubes were 
more accurately identified. Throughout the study, users were in general able to accurately 
identify what 3D shape was on the display.  
 
2.3.5 Augmented and Alternative Communication 
 
In the past Augmented and Alternative Communications benefits for Individuals with 
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severe intellectual disabilities was shown to be effective [RoS88].  It has allowed those 
with difficulty speaking due to impairment to perform tasks such as asking for food and 
objects by the use of visual symbols.  In the past, there may have been doubt to the 
effectiveness of ACC, but it is now generally agreed that ACC is essential for the 
development of individuals with intellectual disabilities.  It was once believed that ACC 
might get in the way of learning, as an individual may find the use of it easier than actually 
speaking therefore negatively effecting an individual’s ability to learn [KaL88].  This has 
been shown not to be true, quite the opposite as research was actually shown to aid such 
individuals in their learning process.  Research and innovation in haptic technologies, 
such as heat and pressure, may further aid in the development of ACC technologies. 
 
2.3.6 PHANTOM Learning 
 
Interactive E-learning is a fast growing industry.  School systems are constantly looking 
at ways to make learning for students more involved and interactive in order to improve 
the learning process [HaA08].  Smartboards and interactive displays are rapidly making 
their way into classroom environments.  At this point, there are still only few haptic 
devices used in the E-learning environment.  
 
Most school subjects, mathematics, science, geography, and physics, benefit from deeper 
immersion for students when combined with haptic stimuli.  Even NASA has shown 
interest in haptic feedback when it comes to grade school education [HaA08].  With 
traditional multimedia, a student is just an observer; the lack of engagement can quickly 
lead to a lack of interest from a student.  Another issue with traditional media is that 3D 
representations are difficult to present, especially in the areas of geometry and molecular 
biology where spatial awareness can very much aid in the learning process.  Haptic 
systems as opposed to traditional written tests may also allow a more practical assessment 
of what students have learned.  
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The PHANTOM by Sensable is a pressure feedback input that is currently popular for 
many applications, including clay modeling and dental restorations [Pot00].  The input 
consists of a pen or thimble that is held by a user.  
As the user manipulated the input, the PHANTOM 
applies pressure back to the user.  In this way, it can 
simulate the physical touch of an object in a virtual 
environment.  
 
At Richmond Hill High school, a 9th grade class was 
given a PHANTOM device as well as a program designed to use pressure-based 
hydraulics to teach fluid dynamics [HaA08].  As students applied pressure on cylinders 
within the system, they could feel the pressure feedback.  At the end of the study, the class 
with the PHANTOM system was tested against a class that went with traditional learning.  
The result was the PHANTOM class had learned and retained the material far better. 
 
Looking back at the PHANTOM device, it is a great example of a haptic device that is 
commercially available and relies on pressure as a stimulus [Pot00].  The device itself 
exerts a force on the user based on their interaction in a virtual environment.  When 
combined with sound, the believability is further increased, for example knocking on 
wood would provide both the physical touch experience as well as auditory to create 
realistic feedback.  Most users are physically more powerful than the phantom system 
itself; objects such as walls are movable.  Under normal use, large amounts of force are 
not exerted, so this should not affect use.  
 
When it comes to pressure and spatial awareness, touch provides immense bandwidth, 
for this reason the PHANTOM device must provide feedback at a rate of one thousand 
times per second.  This is something to note in the case of any pressure based feedback 
system [Pot00].  This differs immensely to other senses, such as vision that only require 
to be updated around thirty times per second to provide a believable motion video.  On 
the other hand glove based devices exist which allow users to experience a higher degree 
of freedom, but not the precision found in a single point of input that is seen in the 
PHANTOM device.  
 
 
Figure 3: PHANTOM haptic device 
[Nol08] 
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The range of applications varies from medical training (allowing students to engage with 
complex operations early on) to modeling and painting.  The problem is that existing 
applications more than likely do not have built in support for the PHANTOM device.  
This means that new applications need to be written in order to use the device for each 
individual need.  The device is very expensive, keeping it out of reach from the general 
consumer, but this may change as devices like this become increasingly popular. 
 
2.3.7 Flexible Designs  
 
The sense of touch, particularly force and pressure has been research before in different 
designs.  We can first look the Kinetic Device, an experimental flexible mobile phone 
developed and researched by the Nokia Research Center [KPA12].  The Kinetic Device 
itself is a mobile phone made of flexible materials allowing the entire phone to be bent or 
twisted to perform different user actions such as zooming or scrolling.  It was found that 
these two actions, bending to zoom and twisting to scroll, were fairly intuitive and 
required very little learning.  The research done showed that deformation of an object 
could effectively be used by a user.  Another project that looked at similar research in 
interaction with flexible devices is the FlexRemote, where deformation based gestures 
were used to control a TV [LMK11].  The FlexRemote itself was similar to a piece of 
paper that could be bent and folded in many ways in order to deliver commands.  In this 
study, it was also found that users were able to easily learn the gestures and use them 
effectively.  Consequently, flexible interfaces have been shown  effectively be used by a 
user and should be seen as a viable alternative or addition to commonly exiting inputs 
such as buttons or touch screens. 
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3 Hardware 
 
The Force Phone II was built from the ground up with the Arduino Leonardo at its core.  
During the building and prototyping stage, we went through many decisions on what 
hardware would be included in the prototype that would ultimately be used for user 
testing.  In this section we hope to go over the properties of each piece of hardware that 
we went through, including what was decided to be left out.  The hardware used in this 
project ranges from a variety of sensors, motors, actuators, and card readers.   
 
3.1 The Arduino Leonardo Microcontroller board 
 
The prototype is built around this microcontroller board.  The 
Arduino Leonardo board itself is built around the 
ATmega32u4 microcontroller (refer Arduino.cc) and allows 
for easy control over all of our inputs and outputs.  A 
microcontroller [Web14] is essentially a computer on a chip; 
in a highly integrated package, it includes a CPU, RAM, 
ROM, I/O ports, and other devices depending on the task for which it is designed.  What 
is nice about the Arduino for a project like the Force Phone is its easy programming 
interface.  The Arduino programming language itself is based on Wiring [Ard14], which 
 
Figure 5: Arduino board 
[Ada12] 
 
Figure 4: Wiring sketch of the ForcePhone II project created using Fritzing [Fri14] 
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is an implementation of the well-known C and C++ languages [Wir14].  This allows one 
to start working on a project with only basic programming knowledge, and for myself is 
much simpler and more forgiving then microcontrollers I experimented with in the past 
that required use of the Assembly programing language.  This means that it is far easier 
to work with, which from experience makes it possible to create working prototype 
quicker and with fewer issues.   
 
3.2 Heating pad 
 
This is one of the outputs being tested in the user experiment.  The heating pad itself is a 
5x10cm pad designed to operate at 5v [Spa14] and to heat up gradually towards the 53-
63 C range within 2 minutes.  Measuring it with a multi-meter determined that the pad 
had a resistance of 9 ohms, which meant that at 5 volts it would draw 0.55 amps equivalent 
to 2.8 watts.  For this project, it was decided that two minutes was simply not quick 
enough if we wanted to compare heat with other near instant outputs.  For this reason, the 
voltage would be increased to ~16 volts.  This would increase the power draw to 28.4 
watts at 1.8 amps, allowing the heating pad to reach 65 C within seconds rather than 
minutes.  The Arduino itself only has a capacity for 0.04 amps per pin-out and does not 
provide an output voltage over 5v, which meant an NPN transistor would be needed (in 
this case a TIP120).  An NPN transistor allows for a higher voltage to be controlled by a 
lower voltage, in this case the 5v output from the Arduino drives the higher 16v provided 
by the battery pack.  This solution in turn would cause another issue, as the pad itself 
would easily reach uncomfortable temperatures that were too hot to hold. What is too hot 
to hold depends on the material that is being heated. At 60 degrees centigrade a metal 
surface can produce first degree burns within five seconds [Mit12].  The heating pad we 
are using is thin and consist of a wire and fabric mesh insulated with a sheet of plastic, 
which means that the heat is not as conducive as it would be on a metal surface. It is also 
important to note that the human body conducts heat away from the pad when held; 
meaning that the temperature the pad reaches standing still will not be the same as when 
the hand draws heat away from it.  Testing the heating pad ourselves, we found that the 
heat was within comfortable levels.  To control the temperature of the pad we used a 
function built into the Arduino outputs by the use of Pulse Width Modulation (PWM), by 
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rapidly turning off and on the output it allows for analog like results [Ard14].  This 
allowed us to control the temperature as we saw fit.  Although altogether the heating pad 
is a very simple output to use, because it was a crucial part of the experiment it was 
important to make sure that it would be a comfortable and effective output for the user.  
As long as the heating pad was not allowed to run for an extended period of time at the 
highest setting it was safe for the user to use. We set three separate levels of output for 
the user study. High, mid, and low levels, which respectively had an output of around 28, 
19 and 9.5 watts. To prevent reaching too high of a temperature, during our user study we 
would not allow the heating pad to be left on for over ten seconds at a time. 
 
3.3 Motors  
 
This prototype uses an electric motor to control the tightening of a rope around a user’s 
hand.  The motor itself is a piece of hardware designed to convert electrical energy into 
mechanical motion.  There are a couple of motors available for use, from which we looked 
at both a standard DC motor as well as a servomotor.  A servomotor allows for precision 
movement and are easily controlled by the built in Arduino library that allows movement 
in degrees.  A typical DC motor on the other hand simply rotates in a given direction 
based on the voltage polarity given.  Although we did not need the accuracy of a servo-
motor, we did need the ability to tighten and loosen the attached rope on command.  This 
would only be possible with a DC motor if a motor controller board were wired into the 
design.  Additionally, most DC motors we came across did not fit comfortably in the 
design of the prototype, where either to large, or to small (underpowered) for proper use.  
On the other hand, the servomotor in the prototype was chosen because it was easier to 
work with due to the built in accuracy and smaller size.  It also turns out that inside a 
Servo motor is a DC motor with a step up gears and a motor controller.  A potentiometer 
 
 
Figure 6: From left to right: heating pad, TIP120 NPN transistor, wiring layout. 
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connected to the gear is used to determine its exact position.  By taking apart the motor 
and removing the potentiometer, we create a continuous rotation servo allowing us to 
rotate, reverse and stop the 
motor as needed.  This elim-
inates the issues that come 
up when the servo pulls 
against the hand, as it nor-
mally can cause unpredicta-
ble behavior as the servo tries to reach an angle that may be out of reach.  According to 
the specifications, this motor pulls with a force of 0.82 kg-cm or 0.0804 newton meters 
of torque.  The rope that is tightened around the users hand was simply glued to the ser-
vomotor, and tightens when the servomotor is turned 80 degrees.  The motor itself will 
not reach this position depending on the size of the user’s hand, this leads to the concern 
of wear and tear, which is alleviated by this being a very cheap component that can easily 
be replaced.  The point is that the pressure applied is felt by our users.  This would be a 
concern for use in a real world product as it may be difficult to balance the size, quality 
of a product in reference to the benefit of a user. 
 
In addition to the servomotor, we have one more motor in use in our project, the vibration 
motor. This component is well known, being found in most mobile phones and game 
controllers.  It is a motor that spins an unbalanced weight; similar to an unbalanced laun-
dry load that can cause a wash-
ing machine to shake violently.  
Since vibration is already a 
standard haptic output among a 
range of devices, it is used in 
our prototype in order to com-
pare our non-standard haptic 
output with what already exists 
in the industry.  This allows for a more natural point of reference when looking at our 
gathered data. Looking at the specifications of the vibration motor we used, we can look 
at the vibration amplitude and frequency used during our experiment [Pre14]. The volt-
 
Figure 7: In order from left to right: Tightening rope, Servo 
[Ism11] motor [Bar09] vibration [Sut09]. 
 
 
 
Figure 8: Vibration motor specifications [Pre14] 
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ages we used during our experiment were 5v, 3.3v, and 1.67v. 5v lies outside of the spec-
ifications, which means no data has been made available for this voltage. As for 3.3v we 
see an operating frequency of over 210 Hz and an amplitude of 1.9g. Our lowest voltage 
used, 1.67, has a frequency of right under 150 Hz and an amplitude of 1.4g. 
 
3.4 SD reader 
 
The SD reader in our prototype functions as a way to record 
user data during the user study.  Because of its small size, 
an SD card and reader are easily integrated into this design.  
The Arduino programming language includes an SD card 
library, which makes using this medium very straightfor-
ward.  The drawback in including this SD library is in a significant jump in memory use 
in an already limited environment.  Otherwise, as long as the card is wired up properly 
and formatted correctly it can be used with little trouble.  In the code itself, a CSV file 
has been created and amended to make analysis of the gathered data. 
 
3.5 Batteries 
 
Batteries represent a key part of this project.  A power source is necessary for the device 
to function.  A direct power source could be used (and was used in the earlier build stage), 
but making the device portable would be crucial if we were to have the possibility of 
conducting a user study.  We initially aimed to create a fully integrated prototype with an 
interchangeable battery within the device.  Our first choices were to use a 9V alkaline 
battery or a 6V battery because of their relatively small size allowing these cells to be 
placed inside the prototype.  However, it was quickly found that this would not work, 
although the Arduino itself and most outputs functioned properly, the heating pad has 
such a high power draw that it would quickly deplete these smaller batteries in the matter 
of a minute.  This meant we would have to look into higher capacity options, leading us 
to choose the 18650-lithium battery.  This same battery can be found within laptop battery 
 
Figure 9: SD reader 
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packs.  Because of their higher energy density under load and larger size (link to specs), 
these batteries would provide the energy capacity that was needed for our project.  To 
further reduce any issues related to power consumption, we would opt to use four of these 
batteries together in a battery pack.  Additionally, we found that we could not efficiently 
drop the voltage for use by the Arduino, vibration motor, and servo motor.  For this reason, 
we opted to include an 
additional AAA battery 
pack with four NiMH 
rechargeable batteries 
providing 4.8V to the 
Arduino, servo, and vi-
bration motor. Later, 
this was changed to non-rechargeable alkaline batteries providing a total of 6v.  The ob-
vious disadvantage to this set up has to have an additional part to carry along while using 
the prototype; this is something that if it were to be used in a mobile phone would proba-
bly be very impractical for a user.  This in itself makes the use of heat in a portable device 
a hard proposition to implement today, but with possible advancements in battery tech-
nologies, this type of high power haptic feedback may become a reality. 
 
3.6 Pressure, push button, stretch sensor  
 
A pressure sensor, stretch sensor and two push buttons were installed on the prototype.  
These were put in place in order to include some forms of haptic feedback.  The push 
button is very common, and used in many applications, from a phones dial pad, to buttons 
on an elevator.  It is very simple in that by pressing down the push button you complete 
a circuit, allowing for an on or off input only.  On the other hand, the stretch sensor and 
pressure sensor allow for a variable input.  Both act as resistors that change resistance 
when a force is applied, which with a current applied to it allows us to measure a range 
of forces applied.  Although it had been intended to use this variability in the experiment, 
these inputs have been disabled for the user study. The reason for this decision was to 
 
Figure 10: From left to right, 18650 Batteries, 9Volt battery[Vic12], 
4LR44 6Volt Batteries [Lea11] 
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simplify the user study further. 
 
 
 
 
3.7 Unused items  
 
Piezo electric sensors, flex sensors, and actuator wire, were initially meant to be included 
in the Forcephone were left out. These sensors were to be used in a glove to provide 
additional inputs and feedback to and from the device. The glove was dismissed early on 
in the project.  Actuator wire is relatively 
interesting, as it is simply a wire that con-
tract like muscles when heated [Dyn13].  A 
current is passed though the wire to heat it, 
causing the wire to contract immediately. 
We initially had the idea that this wire 
would squeeze the users arm as a form of 
haptic feedback.  We encountered two issues: 1) although it could be felt, the contraction 
the wire underwent was relatively short, and most importantly 2) As mention in the prod-
ucts documentation, in normal operation the wire reaches 100 C within a millisecond and 
continues to get hotter.  The high heat left us to discard the idea of using actuator wire 
due to the likely chance of harm to the user.   
 
3.8 Miscellaneous hardware  
 
In addition to previous hardware, capacitors, resistors, diodes and wires were used to 
setup all components properly together.  Detailed information about these components is 
not necessary, as it is out of the scope of this project. It may be helpful to know that in 
general the project is wired with red for voltage, black for ground, and blue for inputs. 
The prototype has gone through different stages before reaching the final version. Code 
 
Figure 11 From left to right, pressure sensor, push button, stretch sensor [Bor09] 
 
 
Figure 12: Left: Unused glove prototype, with 
actuator wire at the base and bend sensors in 
the palm. Right: A spool of actuator wire. 
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and design diagrams related to the project are attached for reference. 
 
4 The Device Design 
 
This chapter reviews the design for the ForcePhone II.  This will include what key features 
that were desired to be included, and why.  The physical design will also be reviewed, 
along with how comfort and usability were kept.  Finally, a quick look at the glove that 
was ultimately to be left out of the project. 
 
4.1 Key Features 
 
This project was aimed at building on the research done in the first ForcePhone project 
where pressure and vibration were looked at as a means of added communication 
bandwidth in a mobile phone conversation.  We decided to look at a plethora of sensors 
available on the market to see what could be used simply as an alternative to the originally 
used vibration and pressure.  This lead us to bend, flex, stretch, temperature, and vibration 
sensors as well as heating pads, actuator wire and many motors.  In the beginning, the 
main interest was directed towards the heating pad and actuator wire, as it seemed that 
these made the most practical sense to be implemented as a communication aid. We would 
later find that actuator wire was impractical to use due to its high operating temperature 
[Dyn13], and of the sensors that had been included, some were left out of the experiment 
in order to limit the scope.   
 
Additionally we aimed to make our project similar to some extent to a mobile phone in 
order to allow use of a familiar object for the users.  The original ForcePhone project used 
a modified Nokia N900 phone, we on the other hand decided to build around the android 
platform in order to create a prototype that could be easily built and modified as necessary 
throughout the project.  This was very important as during the design process many 
changes were made that may have been more difficult to do had it been done on an actual 
mobile phone.  Unfortunately, this also meant that our prototype would be several times 
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larger than a typical mobile phone, as well as missing wireless communication (although 
this could be implemented in a later build). 
 
4.2 Physical design  
 
We designed the Forcephone II prototype to be handheld, similar to a mobile phone.  We 
decided to use a protective case from a portable game console (the PSP) as the shell of 
our prototype.  This, we believe, kept the size of the 
prototype to a reasonable size for use by a user.  We 
would need to fit our Arduino board along with ac-
companying sensors and additional peripherals all 
within the case, which would create some limits.  
Initially we 
believed we 
would be able 
to include a 
power source 
(batteries) within our shell, but this was quickly dis-
missed after realizing that our device required more 
power (mainly due to the heating pad) we would 
need to opt for a larger and higher capacity power 
source that would not be possible to fit in our de-
sign.  This lead us to include an external power 
source consisting of four 18650 li-ion batteries which would free us of our energy con-
cerns while still allowing the device to be portable.  Later on, we also found the need to 
include four AAA NiMH batteries to power the smaller items such as the vibration and 
servomotor without disturbing the Arduino’s operation.  Unfortunately, this does mean 
that the user must carry the battery pack with them, but as this can easily be left in a purse 
or a pocket, we did not view this as a significant hindrance.  A pressure sensor was placed 
on the side of the device with easy access by the thumb.  A stretch sensor was also placed 
on the side where users can slide their fingers underneath and lift their fingers to provide 
an input.  A rope was also placed beside this stretch sensor in order to tighten around the 
 
Figure 13: Internal view of 
ForcePhone II as used in the user 
study. 
 
 
Figure 14: External view of 
ForcePhone II as used in the user 
study. With AAA battery pack 
attached on top, and a large purple 
button for ease of use. 
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user’s hand.  We would have liked to use a more powerful motor to tighten the rope (al-
lowing for more variability in the tightness of the rope), but due to size constraints we 
opted for a smaller servo motor which provided enough of a pull to tighten the rope.  The 
SD card reader was placed in a way that can be easily removed at any time without having 
to open the device; this allows us to view any logging we may be performing on the user 
very quickly.  A thin strip of a breadboard is placed along the side of the Arduino to allow 
for voltage and ground access for included devices.  Vibration sensors were left in the 
shell, but are not wired for use as we decided to leave them out of the current experiment. 
The measurements of the prototype itself are 18.8 x 9.5 x 3 cm (Length x Width x Height.) 
 
4.3 The glove 
 
Additionally we had thought that a unique form of haptic input that we could experiment 
with would be a user worn glove.  The concept came from the idea of being able to interact 
with your mobile phone discretely without the need to handle the mobile phone itself.  
Flex sensors were placed on the thumb and the index finger of the glove to allow for input 
correlating to the flexed position of either digit.  We did not come up with a plan on how 
to use this input and decided to drop this aspect of the glove to focus on other parts of the 
project.  We had also placed an actuator wire around the wrist of the glove in order to 
create a squeezing sensation for the user.  The issue we found was that the wire did not 
move anywhere near as much as we had hoped, and the high operating temperature 
[Dyn13] would not allow us to move forward with this concept as it could easily harm a 
user.  The glove portion of the project was 
abandoned in order to focus more on the 
ForcePhone II itself.  Later we found that Students 
at the Tampere University of Technology [SVM12] 
were able to create a squeeze wristband using 
actuators that are more traditional.  This being 
something we could look further into if we decided 
to pursue the glove idea once again in the future. 
The final structure of the current prototype makes it 
easy to modify and to work with. 
  
 
Figure 15: glove with flex sensors 
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5 User Study 
 
5.1 The research question 
 
The central research question is: is pressure and/or heat a useful alternative to the existing 
‘silent’ stimuli provided by phones today? 
 
We already know that people are able to detect varying levels of heat and pressure. We 
assume that different stimuli are used for a variety of different reasons.  A ringtone may 
be socially appropriate while riding the bus or walking to the park, but not in a meeting 
or a classroom.  Even in appropriate situations, the noise from a ringtone may not be loud 
enough to get your attention (construction site, concert, etc.)  The alternatives that exist 
on most modern mobile phones include vibration and light.  Flashing a light on a phone 
can get a user’s attention, but requires the user to have the phone out and in sight at all 
times.  A more popular alternative to ring tones is vibration.  The issue with vibration is 
that it may not always be felt, especially when the user is active or distracted (shaky bus, 
running, and so on).  Additionally in very quiet environments (meetings, classrooms) it 
is not entirely silent as a distinct humming is produced.  As I previously presented in my 
introduction, the question is, can heat or pressure be used as a practical alternative to the 
existing stimuli provided by most mobile phones today.  Both heat and pressure have 
shown to provide a quieter response.  The question though is if they will catch the user’s 
attention.  How will they compare to the mentioned vibration? 
 
The difficulty in this question arises because it is hard to define what is considered similar, 
better or worse performance.  In our view, if the output is able to catch the user’s attention, 
than we can view it with success.  Additionally with the information, we gather we hope 
to see if heat and pressure garner a faster or slower reaction.   
 
The basic idea when designing the experiment would be to test similar situations where 
the user would be presented with differing stimuli to see 1) if the user is able to respond 
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to it, and 2) how fast the user reacts to it.  The device itself has been designed to accurately 
record reaction times.  At the end of the trials, a user would then be asked their opinion 
about each stimuli. 
 
Figure 16: Outputs used during the user study. 
 
5.2 The experiment 
 
For the user study itself, we compared three basic outputs or haptic stimuli:  pressure, 
heat, vibration. 
 
During a user study, it is important that the users be 
familiar with each stimulus before beginning the 
test.  This is done in order to ensure that the users 
understand when and how they should react if pre-
sented with a specific stimulus.  In our experiment, 
we presented the users with each stimulus, verifying 
that they could feel the stimulus and that it was 
comfortable to them.  If it is uncomfortable, we 
should not proceed. Fortunately, this situation was not encountered.  We asked the users 
to wear a headset to block-out any external noise that might affect the outcome (again, in 
a silent room you can hear your phone vibrate).  We also verified that the user understood 
that he/she should respond to any output by pressing any of the buttons on the ForcePhone 
device.   
 
Once the user was familiar with the stimuli, we could proceed to start the experiment. 
We decided to test two scenarios – one in a controlled lab environment, and the other as 
a walk around the campus.  The reason to do a controlled lab test was to get a baseline of 
what to expect from the data, while an outdoor test was done to see how well the same 
 
Figure 17: A user during the indoor 
phase of the experiment. 
Headphones are worn to block noise 
from the servo or vibration motor. 
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stimuli performed in something closer to a real-
world environment.  In order to prevent any bias 
that may occur from a user learning from the first 
test, we split the subjects into two groups 
randomly.  For every user that began in the lab 
environment, another began with the outdoor walk. 
 
Each trial consisted of users holding the phone and simply waiting for an input.  Users 
were asked to push any button on the prototype as soon as they felt any output.  Each 
level of stimuli was presented randomly a minimum of four times at 1-10 second intervals.  
We had seven random options: three levels of Vibration, three levels of Heat, and one 
level of Pressure.  Unfortunately, we had difficulty with the hardware attempting to output 
differing levels of pressure reliably, this is the reason we chose to have only one pressure 
level.  Times were logged at the start of any output, and at the time the user responded. 
Between user tests, all batteries were replaced with fully charged replacements to ensure 
reliability of outputs.  
 
After completing both trials, we asked the user to fill out a questionnaire, with questions 
aimed to understand what the preferred stimulus was, whether the subject would consider 
using a stimulus different from vibration on their phone, and the reasoning behind it. 
Questionnaires can be found in the appendix. 
 
Much of the data was quantified using Likert scales.  This was done to see if the users 
believed themselves to have felt any difference between the outputs. 
 
5.3 Problems encountered  
 
During the experimentation phase, we did encounter a few issues that were quickly re-
solved.  Because we chose to make the device portable, we had to rely on batteries to 
power it.  We had planned to use AAA rechargeable batteries to power the Arduino, ser-
vomotor, and vibration motor. With six hours of consecutive testing, we would not have 
 
Figure 18: Demonstration of outdoor 
portion of user study. 
 
39 
 
time to NiMH batteries charged, even with the consideration of cycling through several 
sets. Due to this, during the start of the first day of experimentation we switched to non-
rechargeable alkaline batteries. This was not a concern for the lithium-ion batteries used 
for the heating pad due to their higher capacity and faster charging rate. 
 
During the second day of experimentation, when familiarizing a user with the device, the 
user was not able to feel any outputs.  This then lead us to troubleshoot the problem 
quickly, which had turned out to be a severed wire coming from the heating pad’s power 
supply.  A quick fix was attained by stripping the wire with the cap of a ballpoint pen, 
and the user study continued for the rest of the day without any more issues. 
 
5.4 Familiarization with the Device 
 
Users seemed to quickly react to the given outputs, 
as well as easily understand how to use the device.  
While vibrating or tightening around the user’s 
hand, a noise could be heard from the device. To 
prevent this from affecting the results we ask the 
user to wear a set of headphones that output noise 
with a volume loud enough to block this noise out. 
As such, a delay between the moment an output and the moment users reacted to the 
output was noticed.  Throughout the experiment users seemed to react appropriately, there 
did not seem to be any usability issues.  Users held the device in many different ways, 
depending on what they found most comfortable. As shown in the photos some users used 
both hands, holding the device in one and pressing with the other. Others held and inter-
acted with the device with one hand.  
 
 
 
Figure 19: A user holding the device. 
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5.5 Analysis and results 
 
5.5.1 Experiment results 
  
We used the SPSS software package to do our analysis using a repeated Anova analysis 
on the data we gathered. For reference, when looking at pairwise comparisons (Figure 
21) we use a standard p-value under 0.05 for the mean difference of reaction times be-
tween modalities. This means that any value below 0.05 is assumed to be statistically 
significant difference, while any value above 0.05 is considered to be a statistically insig-
nificant difference and therefore can be said to be comparable reaction times. A negative 
mean difference for a significant value shows that the modality (I) is faster than the mo-
dality (J). Otherwise, a positive value shows the opposite. 
 
After two days of performing the study with 24 participants, we had well over two thou-
sand points of data to work with.  First, we wanted to see if there had been any significant 
difference between taking the study outdoors or indoors.  Doing a repeated measures 
Anova analysis on the two sets of data; we found the difference to be statistically insig-
nificant. 
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We performed the same repeated measure Anova analysis between modalities.  This re-
vealed that users reacted to pressure comparably to medium and high levels of vibration. 
In relation to these three outputs, reactions were significantly faster than the low level of 
vibration as well as all levels of heat. It was also found that users reacted to low levels of 
vibration and high levels of heat comparable. In reference to high heat and pressure, re-
action times were significantly slower than pressure and mid and high levels of vibration, 
while being statistically faster than low and medium levels of heat. Low levels of heat 
had the slowest reaction time, as it was significantly slower than all of our outputs. Users 
reaction time to medium heat was significantly faster than that of low heat, yet still sig-
nificantly slower than all other outputs. 
 
 
 
 
 
 
 
 
 
 
 
Above in Figure 20 we see a box-and-whiskers plot used to help us visualize and better 
understand the data. Visually the trend look clear as we see for example decreasing reac-
tion times as heat levels increase. The same goes for seeing the significantly comparable 
medium and high levels of vibration along with pressure outputs. What might not be im-
mediately assumed is the statistically comparable low vibration and high heat outputs. It 
is important not to make assumptions based on the visual data alone, but to also refer to 
the statistical analysis to verify these assumptions. 
 
 
 
Figure 20: Logged data visually represented in a graph. 
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We use the pairwise comparisons table in the next page (Figure 21) taken from the re-
peated Anova measures analysis to quickly understand how significant the data gathered 
from each modality is compared to each other. It is assumed that any difference is to be 
considered significant if the mean difference is less than or equal to 0.05. Otherwise, 
higher values are not considered to be significant, meaning that any difference could be 
attributed to random chance. In our study, a pair that is shown to not have a p-value that 
is considered to be significant, can most likely be said to have comparable reaction times. 
Most of the data we see is significantly different with many pairs showing a significance 
of .000, or very comparable with a significance of 1.000. The mean difference, modality 
(I) minus modality (J), tells us how many seconds faster (negative value) or how many 
seconds slower (positive value) modality (I) is when compared to modality (J). This table 
helps to understand the large amount of data collected during the user study. 
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Figure 21: Pairwise comparisons. A significance above 0.005 shows that the outputs are comparable, if 
below 0.005 we can assume there is a significant difference. 
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5.5.2 Questionnaire responses 
 
Reviewing and gathering the questionnaires we found a variety of answers and opinions, 
as well as some interesting ideas for the future.  Doing a nonparametric one-sample anal-
ysis we found that there was no statistical significance between what users rated as the 
best output.  A nonparametric related samples analysis was performed on the ratings the 
users gave to each haptic output.  The distribution between the user ratings of heat, pres-
sure and vibration were shown to be similar and any difference not to be statistically 
significant.   
 
The next question we had asked the users is whether they had felt the difference in levels 
of heat and vibration.  Before conducting the test, we had not mentioned that there would 
be differing levels of heat or vibration, only that they should press a button when feeling 
any haptic output.  Twenty out of twenty-four (83.3%) users claimed to have felt at least 
two levels of difference for heat or vibration, with the remaining four (16.6%) unaware 
of any difference or unable to answer the question. 
 
The majority of users (13 out of 24 – 54.2%) claimed that they would prefer heat as an 
alternative to sound when in a meeting or classroom.  Stating that this was the most silent 
output, but with concerns about safety and the need to have the phone where the heat 
could be felt.  One third of users preferred pressure, one user stating it was “easy to real-
ize” while another user preferred pressure but stating his concern “If they would not make 
any noise as even vibration tend to make decent noise in a given still environment.”  Five 
out of 24 users (20.8%) stated they would prefer vibration both because heat was uncom-
fortable or “creepy” and pressure was found to be too loud. The least desirable haptic 
output for use on public transport as believed by users was heat, with only three of 24 
(12.5%) choosing this option.  The other uses opted for either vibration (13/24) or pres-
sure (10/24).  Some of the stated reasoning behind this was because the noise was not 
important. Some users also believed the gradual changes in heat might not be as effective 
in grabbing one’s attention. 
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When it came to the private setting of one’s home of car, most users preferred vibration 
(17/24 70.8%) over heat (3/24 12.5%) or pressure (5/24 20.8%).  Two users chose sound, 
which had not been given as an option, if given as a choice this may have changed the 
results.  The reason vibration was often preferred was because users believed that it was 
more noticeable, and could be heard if on a table or in any place away from the user. 
 
We asked the users what they believed these alternative forms of haptic feedback could 
also be used for, and in what situations.  The responses ranged from warming one’s hands 
in the winter, feedback on a smart watch, added communication in a romantic conversa-
tion, a way to get the attention of those working in loud industries such as construction 
and event workers, as use as added feedback in a video game, and as an aid for the deaf 
and disabled.  Further, we asked users who they believed could benefit from these forms 
of haptic feedback.  Many users believed that anyone could benefit, including those with 
hearing impairments, to factory workers and anyone in a school or work environment.  
An example of the questionnaire can be found in the appendix. 
 
5.5.3 Discussion 
 
The previous results are very promising.  We can see from the data that users reacted to 
pressure comparably to medium and high levels of vibration.  These three modalities were 
significantly faster than the use of low-level vibration, as well as all levels of heat.  The 
lowest level of vibration is comparable to the highest level of heat.  The lowest level of 
heat has the slowest reaction time, followed by the medium level of heat.  
  
Although we cannot say that pressure was the fastest modality as we had hoped, we can 
say that it is comparable to normal levels of vibration found on a mobile phone.  We can 
expect pressure to provide a similar response as vibration. This means that pressure may 
be a suitable alternative to existing vibration outputs on a mobile phone.  Heat, although 
comparably slower than vibration or pressure, was shown to have a consistent response 
time regardless of use indoors or outdoors.  We believe this means that heat can consist-
ently and reliably be used as a haptic output on a mobile device. Although it may need to 
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be implemented in a way that the heat can be felt by a user at all times, possibly by means 
of a smart watch that the user wears regularly. If we are to find heat implemented in future 
mobile devices, we might see a wide range of applications developed in order to use the 
output to enhance a user’s experience in new and different ways. 
 
Our findings reflect what has been shown in the past.  As discussed in the material iden-
tification project mentioned in the introduction [HoJ10], identifying an object based on 
roughness may take 400ms, whereas detecting it by temperature alone can take 900ms. 
Although these times may differ from our results, the goal of our study was different. The 
data we collected showed that in general temperature will take longer to detect or identify 
than other outputs (with the exception of the highest level of heat compared to the lowest 
level of vibration). We also had discussed that the quicker the change in temperature the 
faster a person reacts [CrR99], which has been clearly shown through our data when 
looking at the differences between low, mid, and high heat.   
 
When reviewing the results of the questionnaire we find that from the users’ standpoint 
there did not seem to be any difference in effectiveness between the three outputs. This 
of course differs from the data we logged. This may mean that heat should be used for 
applications where instant feedback is not necessary, for example, notifications to tell a 
user that they have received a new email or message. It may be inpratical to use to alert a 
user of an urgent incoming phone call. In any case, these results show us that any of the 
three outputs can be used effectively to interact with a user. Most promising was the en-
thusiasm users showed when sharing ideas for these forms of alternate haptic feedback. 
This emphasizes that users are not only able to see the merit in the use of alternate forms 
of haptic feedback, but are able to identify a multitude of practical uses.  This in effect 
shows the many possibilities for further development if these outputs were to eventually 
be found in a mobile device. Still, when it comes to the use of heat, energy consumption 
is a concern. This may limit its implementation until better battery technology exists, or 
it may mean heated surface areas should be minimized for efficient use. 
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6 Conclusion 
 
From the beginning, we see that the sense of touch is a very versatile sense.  We focused 
on the senses of temperature and pressure, as these seem to be the most promising when 
referring to usable haptic outputs for users.  It is important to remember that the hand is 
a highly sensitive area for sensing these different senses of touch. 
 
The design of the ForcePhone II was meant both to take in a variety of different inputs, 
from stretch to pressure, as well as to allow for different haptic outputs including heat and 
vibration.  The device was built around an Arduino Leonardo microcontroller that allowed 
for a reasonably sized handheld device that could be worked with.  The device was pow-
ered by an external battery pack due to the large consumption of energy used by the heat-
ing pad.  For the user study, it was decided to focus our test on the viability of heat, 
pressure, and vibration as outputs. 
 
Our hypothesis was that pressure (rope tightening) would be by far the fastest output a 
user would react to, followed by vibration and then heat.  What we found was that pres-
sure and vibration had a statistically similar result, followed by heat.  We found that alt-
hough reaction times differed, all outputs elicited a consistent response from the user.  
From this, we believe that heat and pressure are viable alternatives to vibration on a mo-
bile device. 
 
In the future, we believe that the same outputs can be integrated into an existing mobile 
device to further test how these modalities may be used during two-way communications.  
The idea of using a separate item, such as a smartwatch, glove, or bracelet in conjunction 
with a mobile phone may also be of interest.  This would allow the user to feel the same 
silent haptic feedback without necessarily having to hold the mobile phone in their hand.  
This is important, as heat and pressure would most likely not be very effective unless in 
close contact with the user.  
 
The biggest drawback that we still see is energy consumption used by heat.  Reducing the 
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heated area to only what is necessary may help reduce this issue.  As we see improvements 
in battery technologies, this will become less of an issue. 
 
Further research may be done in the area in order to see the use of alternate forms of 
haptic feedback to become more prolific.  Feedback such as heat and pressure add more 
levels of communication bandwidth allowing users a more immerse level of interaction 
whether it be for communication between two people or playing a video game.  Adding 
additional bandwidth also may be beneficial to users with disabilities. 
 
In the future research could investigate the uses of alternate output in two-way commu-
nication further.  The viability of the alternate inputs may also be significant, such as 
stretch and pressure.  When combining pressure and stretch input with outputs such as 
heat and pressure we think we would see some interesting and unexpected uses commu-
nication. 
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Appendix 1: Images of ForcePhone II inside and out 
 
 
 
 
 
Side view of ForcePhone II. Here you can see the heating pad on top, as well as a 
pressure sensor on the side. 
 
 
 
Side view of ForcePhone II. Here you can see the heating pad on top, as well as a 
pressure sensor on the side. 
 
 
View of Inside of ForcePhone II. A servo 
motor tightens the rope, a vibration 
motor is used for vibration. SD card 
reader is used to log data. Two piezo 
sensors are seen, but are not connected. 
 
 
 
 
A view from the top of the ForcePhone 
II. Heating pad, rope used for pressure 
feedback, and stretch sensor are seen. 
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Battery pack for heating pad seen on 
the left. ForcePhone II in the middle. 
Glove prototype on the right, with bend 
sensing and actuator wire at its base. 
 
 
ForcePhone II as used in the User study. 
Wires are neatly organized, rope has been 
put through a sheath for a more 
comfortable feel. Battery pack in center 
of the device to power the Arduino board. 
A big purple button has been placed on 
for easy user response. 
 
 
 
ForcePhone II as used in the User study. 
Wires are neatly organized, rope has been 
put through a sheath for a more 
comfortable feel. Battery pack in center 
of the device to power the Arduino board. 
A big purple button has been placed on 
for easy user response. 
 
 
Wiring diagram. A few changes were introduced for the user study. Buttons 
were added for easier input, and a separate battery pack to power the Arduino 
board was used to improve reliability. 
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Appendix 2: Questionnaires 
 
