Abstract: We present a detailed characterization of noise sources in multiple reference optical coherence tomography (MR-OCT) compared to time-domain OCT (TD-OCT). The noise characteristics were modeled based on the TD-OCT noise model and modified for MR-OCT and confirmed with measurements. The MR-OCT sensitivity characteristics are significantly affected by the reflection from the partial mirror, which also introduces a natural attenuation in the reference arm, partially matching the reflectivity intensity profile of human tissue. At optimal balance between sample and reference arm and using balanced detection, the peak sensitivity was measured to be 95 dB, which is close to simple Fourier-domain systems. The results provide a better understanding of the application range for MR-OCT and higher order effects observed, suggesting a nontrivial noise model for MR-OCT.
Introduction
The biomedical optics community is inevitably interested in the advantages of Fourier-domain OCT (FD-OCT) [1] , which provides superior noise properties compared to time-domain OCT (TD-OCT). The future of FD-OCT has the potential to be utilized in photonic integrated circuits, promising the smallest ever OCT systems to be developed. Considering the potential of wafer-level FD-OCT, it is easy to overlook that other application-specific technologies can provide valuable complementary functions that require less demanding integration densities and noise parameters. Optomechanical systems used for CD/DVD-ROM pickup-heads, that are currently available, already utilize most of the components that are necessary to create a miniature low coherence interferometric device [2] . The fact that unit costs of these optomechanical systems are as low as 10 USD, suggest that The increasing scanning range causes overlapping of the scanned layers with an overlapping range ol. The depth location is determined by the optical path delays in the reference arm. (c) The optical path delay is caused by the increased distance of the virtual reflecting layers originating from the multiple reflections between the reference mirror (SRM) and the partial mirror (PM). The geometrical reconstruction of the increasing path delay l is explained by using an exaggerated angle of incident to visualize the path length increase D (N − 1). The incidence wavefront from the beamsplitter with a power P R 0 is reflected on the PM with reflectivity R PM generating an optical DC with power P R 0 · R PM . After the wavefront has passed through the PM the power of each further reflection is calculated as P R 0 (1 − R PM ) 2 volume production is well understood. Adopting such principles leads to the prospect of developing purpose-built, low-cost TD-OCT systems, which would be assembled with well-understood construction principles. This was the motivation that led to this group's previous work, which investigated the feasibility of enhancing the scanning range of TD-OCT using a partial mirror in the reference arm of a Michelson interferometer [3] . The axial imaging depth z MRO can be calculated based on the relation z MRO = l 2 (N + 1) + D (N − 1) using a spacing D between the partial mirror (PM) and scanning reference mirror (SRM), and scanning range l. (Fig. 1 ) [4] , [5] . Even by processing only ten optical reflections (N = 10 orders), multiple reference OCT (MR-OCT) enhances the axial imaging depth from an otherwise shallow scanning range of 95 μm to 1870 μm using D = 150 μm. The selection of the number of reflections depends solely on the scattering properties of the sample and other optical losses and more than 15 orders have been shown to be useful for imaging.
Understandably, image quality and sensitivity are dependent on multiple other factors that are either simpler for TD-OCT or not required. Due to the more challenging optical noise properties, it is clear that MR-OCT does not try to challenge existing medical grade FD-OCT systems. The strengths of MR-OCT can be found in potential low-cost miniature technologies that are fit for purpose such as simple monitoring tasks. It is undoubtedly not possible to surpass high-end clinical systems in ophthalmology in imaging quality but the resolution and sensitivity are well within range of performing single point measurements of layers in the eye's retina [6] - [8] . For monitoring selected eye related properties in ophthalmology, single shot or small scan range measurements may be sufficient. For such measurements adequate resolution and sensitivity are readily achievable with MR-OCT. This technology can provide valuable support for remote healthcare if used in conjunction with smart-phones, which are currently abundant. Other applications include the improvement of existing biometric databases, which require fingerprint pattern recognition through the addition of liveness detection [9] - [11] . In the area of non-destructive testing, MR-OCT has potential to serve as a surface monitoring system that can include spectroscopic data for each depth point for semitransparent and scattering materials for a chosen wavelength of light. This has been demonstrated previously using time-domain [12] and spectral domain [13] interferometry. Those applications would benefit from the larger detection bandwidth of the photo-diode compared to charge-coupled detectors in other OCT technologies. [14] - [17] .
Another unique feature of MR-OCT is the increasing axial imaging range per order z l (N ) = ( l/2)(N + 1) which causes specific depth regions to be scanned multiple times, since successive orders will eventually (with increasing order) overlap (Fig. 1) .
The research efforts for MR-OCT are therefore based on additional properties due to the partial mirror (PM) in the reference arm which are not found in other OCT systems. We compare the stepwise reduction of the powers due to the PM to the reflectance profile of human skin and provide a tentative noise and sensitivity model. This is compared with measurements on a proto-type MR-OCT system with a single photodiode and a balanced photo-detection system. The noise model helps to determine the limitations and the application range of MR-OCT.
MR-OCT Theory
Most of the fundamental theory of MR-OCT is covered by the theory of TD-OCT [18] - [21] . The formation of the interference is the same principle and, in this paper, only the new aspects which are related to MR-OCT are discussed. The relation I = ρP is used to retrieve the photocurrent at the detector, where the detector responsivity is denoted ρ. The time-dependent power P of the interference for TD-OCT is then described as
where P r and P s are the powers in the reference and sample arm. Assuming a light-source with Gaussian spectral characteristics, the function G ( l ) is then the Gaussian envelope of the interference spectrum along the pathlength difference between reference and sample arm l, the angular frequency ω = 2πf , and φ the initial phase of the frequency content of the interference [19] , [21] . The axial resolution for TD-OCT is commonly defined as the 'round trip' coherence length of the light source:
whereλ 2 is the mean of the square of the center wavelength of the light source and λ is the spectral bandwidth at the full-width half-maximum (FWHM) of an assumed Gaussian-shaped spectrum. It should be noted that the round-trip coherence length l c is half the coherence length of the light source [19] , [22] . The superluminescent light emitting diode (SLED) used in this work (DL-CS3152A) has a central wavelength of 1300 nm and a spectral bandwidth of 30 nm, which by (2), gives a best expected axial resolution of 25 μm.
The Gaussian envelope for TD-OCT is given
For MR-OCT, (3) needs to be extended to accommodate the higher orders of reflections with increasing scanning range. Consequently, we obtain multiple Gaussian envelopes depending on the order N described by
There is no term in (4) to describe the actual depth layer. That means that during the acquisition time t, the interference signal at the detector for all orders of reflections occurs as a summation of the signals. In fact, the true depth location is merely a digital reconstruction after band-pass filtering of the orders based on their Doppler frequency
where v SRM is the linear scanning velocity of the SRM and λ 0 is the center wavelength of the light source. We can describe the apparent scanning range during one acquisition cycle with
indicating the capture of increasing scanning ranges due to increasing SRM velocity into one buffer length and acquisition time t. That means during observation of the acquired signal with an oscilloscope, the actual increase of the scanning range represents itself as squeezed signals, e.g. the Gaussian FWHM of a mirror signal would reduce to FWHM /N . Consequently, after band-pass filtering, higher orders need to be upsampled by the factor N to reconstruct the true scanning range.
For the noise discussion we want to evaluate the digitized signal and therefore use (6) to describe the Gaussian shape of the MR-OCT interference signal
Note that the initial phase term φ has been dropped here since the absolute phase is of limited practical use, although the absolute phase will accumulate N more times after reflection from the SRM. It would only be of interest for evaluating the phase difference, which is the same as in TD-OCT. The power P r (N ) depends on the cumulative reflectivity and can be calculated by summing all orders up to N (Fig. 1) . To obtain the reflectivity of reflection N , the equation (8) is used. Not only can (8) be used to confirm that the total reflectivity is unity if all theoretical orders are summed N → ∞, but also to obtain an expression to extract the reflectivity for any order N with (10) . The properties of the sequence R r (N ) (8) for reflectivities N = 1, 2, . . . is geometric [23] and the sum term can be rewritten as (10) such that for R PM < 1.0 and N → ∞ the sum S becomes
Substituting (11) into (8) gives
and the result of unity means that the sum of all reflections from the SRM and the PM describes an ideal mirror again. The power characteristics can now be graphically visualized as in Fig. 2 (solid bold line). Although, not part of this investigation Fig. 2 also shows the characteristics of different splitting ratios of the PM and the power ranges that can be covered vs depth. Fig. 4 shows the power characteristics (Fig. 4) . To some degree, it is possible with MR-OCT to match the power roll-off in the reference arm, relative to the roll-off in a sample (Fig. 5) .
A simplified one-layer tissue model based on Beer's law can be used to predict the power vs. depth [25] , [26] 
(13) Fig. 2 . The reference arm power of MR-OCT was calculated based on the SLED power of 13 mW with a PM splitting ratio of R/T = 80/20 (solid bold line) and OD 1.0 attenuation. The gray area represents the possible powers that can be achieved through the selection of other splitting ratios. The boundaries are plotted for ratios R/T = 20/80 and 95/5 (dotted and dot-dash respectively). Two guides for assumed sensitivity levels of 100 dB [19] and 90 dB [24] are shown. Fig. 3 . Multiple point spread functions from a mirror interface are plotted to obtain the intensity profile measured on the maximum peak of the Gaussian shape. The step-like structure is apparent in the peak amplitudes of each Gaussian (which are plotted more clearly in Fig. 4 . Because only ten orders were processed, the peaks of the last order level off.
where I c (z) is the fluence rate at depth z, I L is the fluence of the incidence beam, R s p the specular reflection coefficient (Fresnel reflection), and μ is the attenuation coefficient (μ = μ a + μ s ) based on the absorption coefficient μ a and scattering coefficient μ s . Although the visibility of the OCT signal depends on the refractive index change, the tissue model used here assumes that the attenuation of some ideal reflecting interface is fully described by the value of μ, which accounts for the apparent reflectivity after the light has traveled through the tissue twice by the distance 2z. The model is hence only valid to calculate the visibility of one reflecting layer at a time, which is fully sufficient to compare the signal vs. depth characteristics with that of MR-OCT (Fig. 4) which is obtained from the maximum peak values from multiple point spread functions from a mirror at different depth positions (Fig. 3) . [19] , [24] . The gray area indicates the range, in which, the MR-OCT reference arm power can be controlled with various attenuations from OD 0.0 to 4.0, and is labeled OD range. Fig. 4 the slope appears to have a large mismatch, which necessitates the ability to adjust the attenuation for higher orders of reflections (see gray range around the bold line indicating reference arm attenuation from OD 0.0 to OD 4.0). As it is of more interest to capture signals from deeper tissue regions it is better to sacrifice a matching slope and gain the ability to adjust the reference arm power for higher orders of reflections, which is best achieved with a splitting ratio of 0.8/0.2. The mismatch of powers for lower orders of reflections may reduce sensitivity, but due to the stronger signal power, most of the tissue structures will be visible nevertheless. Based on this conceptual understanding, further investigation of different splitting ratios can be discussed, which may become relevant in conjunction with different types of tissue with different attenuation coefficients. The depth range was calculated based on fourteen orders of reflection (N = 14) and a PM-to-SRM spacing of 100 μm, resulting in a total imaging depth of 1.4mm. It is observed that for a splitting ratio of the PM with 0.2/0.8 that the imaging depth is limited by the SNR, although the roll-off is a better match compared to the tissue roll-off (see Fig. 5 ). The selected splitting ratio of 0.8/0.2 generates a stepwise power reduction in the reference arm that is, although compared to the power reduction slope from the tissue samples much less, sufficient to match a range of data points of power values by tuning the reference arm with an OD filter (shaded area) for optimal sensitivity. Even with a slope mismatch, one can increase the reference arm attenuation to best match it to the power values coming from deeper region of a scattering tissue, while sacrificing some sensitivity of layers close to the surface.
Performance of TD-OCT vs MR-OCT
The peak amplitude of the interference signal for TD-OCT [19] , [24] , [37] - [39] is I peak,SD = ρ2 √ P r P s , where ρ is the detector responsivity, P r and P s are the reference and sample arm powers, respectively. The responsivity is ρ = ηq e /h ν 0 where η is the quantum efficiency of the detector, q e is the electron charge, h is Planck's constant, and ν 0 is the center frequency of the light source. The model of the sensitivity characteristics uses the equations tabulated in Table 1 [24] . These are based on the assumption of lossless light propagation in an OCT system. Due to the multiple reference reflections interacting all on the same detector plane it is expected that the equations alone do not account for all the effects. As a result, additional constants were introduced to compensate for any deviations.It was determined experimentally that the equation for excess noise needed to be amplified or attenuated with a factor ν 2 , while the impact of the reference reflectivity R r showed a non-linear characteristic that was modeled by the exponent α 2 and the impact of the order N required an exponent β 2 . The reason for these non-linear characteristics is subject to further research but relates most likely to parasitic wave interactions from multiple references and sample reflections. It was generally observed that the receiver noise was smaller than predicted and was hence compensated by a factor ν 1 . In addition, the receiver noise expressed non-linear characteristics which were best described with a non-linear effect of the reference arm reflectivity R r using an exponent α 1 , and for the order N a gain factor β 1 and exponent α 11 achieved the best correlation to measured values.
The power of the superluminescent diode (SLED) is P 0 , the degree of polarization is , and the effective optical linewidth [19] is ν eff = 1.5 ν with a full width at half maximum (FWHM) of the Gaussian spectrum ν. The splitting ratio of the beam splitter of the Michelson interferometer is described [24] by γ r + γ s = 1, whereas for this investigation γ r = γ s = 0.5 was used. Furthermore, the reflectivity in the reference and sample arm is expressed as R r = R s = 1, whereas for MR-OCT the reflectivity in the reference arm is R PM + R r (N = ∞) = R r = 1, and R r (N ) corresponds to the reflectivity for a particular reflection of order N (see Section II MR-OCT theory). The model also denotes R s (N ) to indicate that only a fraction of the power depending on the refractive index change contributes to the formation of interference if the waves from the sample and the reference arm are coherent. The value for R s (N ) cannot be measured directly and is encoded in the spectral power of the interference signal, and it depends on the sample structure. As opposed to TD-OCT the shot and excess noise (i 2 shot , i 2 excess ) for MR-OCT depend additionally on DC power from the front reflection of the PM with reflectivity R PM = 0.8. The receiver noise i 2 receiver is independent of the reference arm power for TD-OCT. For MR-OCT, the receiver noise becomes dependent on the partial reflections from each other order. That means only one partial reflection at a time is contributing to interference while in this instance all other reflections are merely optical DC. This DC level changes depending on the splitting ratio of the PM and the attenuation in the reference arm resulting in a more complex contribution of the receiver noise. However, the measurements have shown that possibly other higher order effects dictate the receiver noise characteristics, which were modeled using scaling factors, such as υ, α, and β. The scaling factor υ describes a general noise factor, which may compensate any other losses of power or gain not accounted for otherwise. The factor α describes a linear gain or attenuation factor per order and the factor β describes the non-linear impact per order. With all the noise components in place the peak SNR with a single detector (SD) is given as [19] 
while for balanced detection mode the SNR is twice the SNR of single detection mode [37] . The doubling of the SNR is plausible considering the increase of the signal is squared and the noise increases only by a factor of two. The sensitivity is defined as the ratio of the reflectivity of a perfect mirror (R = 1) to the minimum detectable sample reflectivity (R s,min ) i.e. = 1/R s,min . Since the sample reflectivity is very much weaker than the reference reflectivity (i.e. R s R r ), the sensitivity can be written as
It is not practical to attenuate the sample arm completely to obtain SNR = 1 but often some attenuation, i.e. provided by an OD = 2 neutral density filter, which provides a roundtrip attenuation of 40 dB and the sensitivity of the system is then the SNR attenuated + 40 dB which is often used in literature [19] , [24] .
Optical Setup and Measurement of Sensitivity

System Parameters
For the noise characterization, two different setups were prepared to measure sensitivity with a single detector [ Fig. 6(a) ] and with balanced detection [ Fig. 6(b) ].
The detectors used were a Throlabs DET10C in conjunction with a trans-impedance amplifier Femto DHPCA-100, and a Newport New Focus 2117 with built-in amplifier. The noise equivalent power (NEP) for the DET10C is specified as 0. and 0.032 fA 2 . Due to the sinusoidal velocity profile of the SRM and zero velocity at the turn-around points the interference signal is chirped, meaning that the Doppler frequency changes from zero to a maximum for each order. The sinusoidal characteristic of the signal is called chirped if the frequency is changing over time and in this particular case the time-dependent change of the frequency is sinusoidal from zero to N · f i based on the first order interference carrier frequency f i . The frequency chirp is also directly related to the signal phase which has a sinusoidal characteristic and therefore has non-linear phase. If the maximum frequency of the 1st order is 60 kHz, then the fraction of the scanning range with a Doppler frequency below 10 kHz is [1 − cos −1 (10 kHz/60 kHz · 2 − 1)/π]/2 = 0.134 or 13% for one side of the scanning range. For a full scanning range with both turnaround points the signal should be limited by 27% to avoid 1/f noise leaking into the signal meaning the useful first order scanning range is 73%. Using the first order limit for all signal orders is a reasonable assumption due to all orders occurring as a sum in the same time-frame.
The quantization noise of the selected digitizer (Picoscope 4824) is determined by the bit width (Q = 12 bit). Using the relation for the quantization SNR (QSNR = 20 log 10 (2 Q )) the digitizer would have limited the imaging SNR to 72 dB. With a first order Doppler frequency which was measured on the frequency spectrum with about 60 kHz and a digitizer sampling frequency of 20 MHz, the first three orders were oversampled by more than one hundred times, which theoretically improves the achievable imaging SNR to more than 90 dB for the first five orders of reflection (Fig. 7) . This is consistent with the results shown for the sensitivity characteristics. Fig. 7 confirms that, for systems with expected SNR values above 100 dB, a digitizer with suitable bit-width is essential. It is perhaps not usually of any concern to rely on some advantages by oversampling but it may be interesting to note that for spectral domain OCT (SD-OCT) the oversampling factor is determined by the number of pixels of the line camera vs. frequency components. Any deeper layer will generate a spectral content with higher frequency and advantages gradually diminish. The Nyquist limit for SD-OCT is given as N px /2 [24] based on the number of detector pixels N px .
The frequency spacing between the orders of reflection is determined by their center frequencies f (N ) = Nf . Consequently the maximum bandwidth for each order is 60 kHz based on the first order frequency. Historically literature discusses the quantisation noise separately to address the conditions of the optical system only. To allow comparison between TD-OCT and MR-OCT the QSNR was therefore not added to the noise model and is considered here as a limiting factor. The discussion of the noise propagation in a digital system until final image formation on the screen is beyond the scope of this paper. Fig. 8 shows the expected sensitivity characteristics for a single detector (DET10C) in TD-OCT. To model the sensitivity for TD-OCT the equations in Table 1 were used. For TD-OCT no additional (4) where O is the oversampling factor [40] . The position of nine orders of reflections are indicated for the balanced detection limit (12 bit (Picsocope, BD)). Fig. 8 solid line) . For MR-OCT, additional fitting parameters were necessary, and their values were found empirically, and are listed in Table 2 . The measured sensitivity for a single detector in TD-OCT follows the model reasonably well, using the fitting parameters β 1 = 0 (α 1 = 0 and Fig. 9 . The measured and modeled sensitivity characteristics for a single detector (DET10C) MR-OCT signal.
Sensitivity Characteristics for a Single Detector
−2 , α 2 = 1.0, β 2 = 0, and υ 2 = 0.0. The factor υ 1 required some adjustments to account for some power loss to match the expected receiver noise. Fig. 9 shows the sensitivity characteristics for a single detector MR-OCT system and three orders of reflections (N = 2, 6, and 10). For the measurements of sensitivity of MR-OCT, the 1st order values were neglected due to the limited number of measurements attainable within the 1st order scan range (i.e. a step size of 25 μm was used and the scan range for the first order was 95 μm). Furthermore, it was not always possible to detect a full point-spread function within the 1st order scan range. Any measured value for the 1st order sensitivity would be skewed and would not represent the actual achievable sensitivity. In general, the 1st order is not used for image formation in MR-OCT due to the gap in signal between the 1st and 2nd orders. The model parameters used were α 1 = −1.0, α 11 = 1.8, β 1 = 8 × 10 −3 , υ 1 = 1.8 × 10 −2 , α 2 = 1.4, β 2 = 0.6, and υ 2 = 4.0. Fig. 10 shows the sensitivity characteristics of a dual, balanced detector (New Focus 2117) MR-OCT mode. The model parameters used were α 1 = −1.6, α 11 = 0.7, β 1 = 3 × 10 −2 , υ 1 = 5 × 10 −1 , α 2 = 0.8, β 2 = 0.5, and υ 2 = 3 × 10 −2 . The model does not include effects of the efficiency of the balanced detector, which can reduce the gain advantages as soon as the detectors have slightly different DC offsets. It appears at reference arm reflectivities less than 0.1 that the receiver noise characteristics experience a reduction in slope. The maximum sensitivity of about R r = 0.85 appears to be surpassed for the second order and reaches values close to 100 dB. However, the sensitivity of higher order of reflections is more critical for depth visibility which does not reproduce such sensitivity improvements relative to the maximum peak, meaning that the higher values shown for the second order may more likely relate to increased variance of the measured sensitivity which could be caused due to increasing dominant beat noise [41] . Table 2 compares the model parameters used that allow evaluation of contributions of higher order effects for which fundamental principles have not been accounted. The parameters α 1 and α 2 control the exponential power of the reflectivity for a particular order for the receiver and excess noise respectively, and α 11 controls the exponential power of the linear gain of the reflectivity for Fig. 10 . The measured and modeled sensitivity characteristics for a balanced detector (NF2117) and MR-OCT mode. Please note that the model was weighted towards signal points with larger sensitivity values and does not well account for the characteristics of values close to 80 dB. Also, for R r < 0.1 it can be assumed that the balanced detection provides some gain and the sensitivity rolls off less, while for R r > 0.1 additional noise components exist that are not rejected by the balanced detection and a stronger slope of reduction of the sensitivity can be observed.
Sensitivity Characteristics for a Dual Balanced Detector
Discussion
the receiver noise per order. The effect of the α-parameters is visually represented in the increased spacing of the sensitivity levels vs order. Another parameter β 1 and β 2 controls the slope of the receiver and excess noise.
For TD-OCT (DET10C, TD) the parameters have no impact or a simple unity relationship confirming the predicted model characteristics of sensitivity. One correction for TD-OCT was required for υ 1 , which controls the impact of the receiver noise linearly. The deviation is most likely related to the difficulties in correctly predicting the noise contribution of the combination of detector and amplifier, and depends on bandwidth, gain settings, and the beam power. Nevertheless, even the balanced detector (NF2117) required some reduction of its noise as well. The υ 2 parameter controls a linear correction of the excess noise, which increases for the MR-OCT mode (DET10C, MR). This increase of excess noise could be caused by self-beating of the interference signals from adjacent orders. Interestingly the effect of excess noise with balanced detection (NF2117, BD) is reduced which makes sense if the beat noise can be rejected.
Conclusion
The sensitivity characteristics of TD-OCT were confirmed and shown to agree with the model as demonstrated in the literature [19] , [24] . A second model for MR-OCT was created and the characteristics of the reference arm power vs. the sample power of different tissue types of human skin were compared. The modeled characteristics showed that tuning the spacing between the partial and scanning reference mirror can provide a variable power balance, which is not available in other OCT systems. Comparing the MR-OCT sensitivity characteristics to the measurements showed that the sensitivity reduces faster vs. the change of the reference arm reflectivity from the optimal balanced condition. The faster sensitivity roll-off may reduce the dynamic range.
Furthermore it was shown that by using a balanced detection method, the sensitivity values for the second order of up to 95 dB or better and for the tenth order more than 85 dB can be achieved. The excess noise was reduced by about two orders of magnitude and the receiver noise by about one order. It was also shown that, for MR-OCT, oversampling could improve the SNR related to the quantization limit and in particular for higher orders it may be significant to choose a digitizer with a larger bit-width.
Other aspects of MR-OCT include the ability to tune or modulate the PM vs. SRM spacing and the potential use of the time-delay of the propagation of each order of reflection at the speed of light. One can compare the spatiotemporal characteristics of overlapping orders that originate from multiple scanned regions within the sample, especially if the PM-SRM spacing is reduced.
