Abstract. In the paper we show that the Lempert property (i.e. the equality between the Lempert function and the Carathéodory distance) holds in the tetrablock, a bounded hyperconvex domain which is not biholomorphic to a convex domain. The question whether such an equality holds was posed in [3] .
Introduction and main results
The paper may be seen as a direct continuation of the study of the geometry of the tetrablock, a domain introduced recently and then studied in a series of papers ([3] , [2] , [20] , [10] , [13] ).
The tetrablock naturally appears in control engineering and produces problems of a function-theoretic character. We denote the tetrablock by E and we define it to be the image of the Cartan domain of the first type R I := R I (2, 2) = {x ∈ M(2×2, C) : ||x|| < 1}, where || · || denotes the operator norm of matrices, under the mapping π(x) := (x 11 , x 22 , det x).
Note also that E is the image under π of R II := R II (2, 2) := {x ∈ R I (2, 2) : x = x t } (the Cartan domain of the second type).
In the paper [3] several equivalent definitions of the domain E are given. Recall two of them (1) E = {(z 1 , z 2 , z 3 ) ∈ C 3 : |z 2 −z 1 z 3 | + |z 1 z 2 − z 3 | + |z 1 | 2 < 1} and (2) E = {(z 1 , z 2 , z 3 ) ∈ C 3 : |z 1 −z 2 z 3 | + |z 2 −z 1 z 3 | + |z 3 | 2 < 1}.
It is proven in [3] that the equality between the Carathéodory distance and the Lempert function of E with one of the arguments fixed at the origin, c E (0, ·) =k E (0, ·)
holds on E, which suggests that the equality between both functions holds on E × E. The question whether these function are equal was also posed explicitly in [3] . Since both functions are biholomorphically invariant, we also get immediately the equality c E (z, ·) =k E (z, ·) on E for any z ∈ {Ψ(0) : Ψ ∈ Aut(E)} = {(a, b, ab) : a, b ∈ D}, where Aut(E) is the set of all biholomorphisms of E (for a description of holomorphic automorphisms of E see [20] and [13] ).
The main purpose of the paper is to show that in fact the above equality holds everywhere in the tetrablock thus solving the problem posed in [3] . In other words we prove Theorem 1. The equality c E =k E holds.
Since the tetrablock is a hyperconvex domain (and thus taut), in order to prove the above theorem it is equivalent to show that for anyk E -extremal f there is a function F ∈ O(E, D)
such that F • f = id D where D denotes the unit disc in C. And this is what we actually do.
Recall that the fundamental Lempert theorem (see [14] , [15] ) states that the Lempert function and the Carathéodory distance coincide on convex domains (and thus on domains that may be exhausted by domains biholomorphic to convex ones). Nevertheless, very little was known about the converse theorem in a reasonable class of domains (e.g. in the class of bounded and pseudoconvex domains). A few years ago C. Costara, J. Agler and N. J. Young showed that the Lempert theorem would hold in the symmetrized bidisc (see [6] , [7] , [4] ) which is neither biholomorphic to a convex domain (see [7] ) nor can be exhausted by domains biholomorphic to convex ones (see [8] ). The symmetrized bidisc is a domain in C 2 denoted by G 2 and given by
For the basic properties of G 2 we refer the reader to [4] .
Following the ideas in the papers [7] and [8] we show that the tetrablock has the same properties.
Theorem 2. E cannot be exhausted by domains biholomorphic to convex ones.
The above theorems show that the tetrablock is the second example of that kind. Recall also that the symmetrized bidisc is a C-convex domain (see [17] ) Therefore it is natural to pose the question whether E is biholomorphic to a C-convex domain (or even more, whether it can be exhausted by domains biholomorphic to C-convex domains). And we also may repeat other open questions concerning the C-convexity. Does the Lempert theorem hold for any bounded C-convex domain (see [21] )? In fact, since the Lempert Theorem holds for all C 2 -smooth C-convex domains (see [11] ), the positive answer to this question would follow from the positive solution of another problem from [21] : Can any bounded C-convex domain be exhausted by C 2 -smooth C-convex domains?
The tetrablock is an example of a bounded (1, 0, 1)-balanced and (0, 1, 1)-balanced pseudoconvex domain; recall that if m 1 , . . . , m n are non-negative integers (to avoid trivialities we assume that at least one of m j 's is non-zero) then a domain D ⊂ C n is called (m 1 , . . . , m n )-balanced if for any z ∈ D and λ ∈D the point (λ
In the proof of Theorem 1 we make use of the following result that has a more general formulation and is interesting for its own.
Note that one may formulate Theorem 3 replacing the geodesics withk-extremals -in this case the proof is immediate.
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Definitions, preliminary considerations and proof of Theorem 3
First we recall basic definitions of the considered notions. The basic properties in the theory of holomorphically invariant functions may be found in [12] .
where p denotes the Poincaré distance on D.
We also define the Carathéodory (pseudo)distance by
It is obvious that c D ≤k D . The Lempert Theorem states that if D is convex theñ
The idea of the proof of Theorem 1 is the following. We take anyk E -extremal f (and the existence of extremal for any pair of different points from E follows from the tautness of E) and we show that there is a left inverse to f , i.e. a mapping F ∈ O(E, D) such that F • f is an automorphism (without loss of generality we may require the automorphism to be the identity). In such a case the mapping f is called a complex geodesic. There will be two kinds of possible choices of F depending on the location of the image of f . Either the image of f intersects T := {z ∈ C 3 : z 1 z 2 = z 3 } or it is disjoint from T . In the second case we can lift the extremal (using the fact that π| R II \π −1 (T ) is a holomorphic covering onto E \ T ). In the first case we cannot use the lifting coming from the holomorphic covering. Nevertheless, making use of the explicit form of the covering we may lift the extremal to the extremal lying in R I . In both cases all the extremals (which are automatically complex geodesics because of the convexity of R I and R II ) are known. So we have a form of possible extremals. Now the left inverse will be of two possible forms. Either the one considered in several papers in the case the extremal passes through T (see [3] and [10] ) or a function obtained from that in a way described in a more general situation in the proof of Theorem 3. Therefore, we start with the proof of that theorem.
Proof of Theorem 3. It is clear that
We claim that for any
In fact, fix z ∈ D and consider two functions defined on a
. . , λ mn z n ) has exactly one root in D which finishes the proof of our claim. This allows us to define well a function G :
Since the graph of G which is equal to
is an analytic set (for the notion of analytic sets we refer the reader to [16] ) we get that G is holomorphic (see e.g. [16] , Chapter V, § 1). Moreover, it follows from the definition that G • ϕ(λ) = λ, λ ∈ D, which finishes the proof.
It follows from [13] that for any ψ ∈ Aut(E) there is a Φ ∈ Aut(R II ) such that
It is easy to observe that
θ, η ∈ R. Direct computations show that the equality (7) remains valid on R I , i.e.
Note also that it follows from (7) that all automorphisms of E extend holomorphically onto a neighborhood ofĒ.
We start with the following observation:
Proof. Using (1) we get
. Assume without loss of generality that |f 1 | ≡ 1. Making use of (11) we find that f 1 f 2 = f 3 .
Definition 5. For a holomorphic mapping f :
Actually, it follows from (7) that there is an automorphism Φ of R II such that ϕ(π(x)) = π(Φ(x)) for x ∈ R II . Moreover, Φ is of the form (8) . Direct calculations show that
where η, θ and a are as in (8) .
where y ∈ R II is such that π(y) = x, we see that the function
does not vanish on E. This immediately gives (12) .
Moreover, one of two following possibilities holds:
there is an automorphism ϕ of the tetrablock and a holomorphic mapping ψ :
Proof.
Step 1. First consider the case when #f −1 (T ) = 1. Since the group Aut(E) acts transitively on T , losing no generality we may assume that f (0) = 0. Then there are n, m ∈ N, n + m > 0, such that
If ν(g)(0) = 0 (i.e. g(0) ∈ T ), then g 1 g 2 − g 3 does not vanish on D. Letg be an analytic
If ν(g)(0) = 0, then g(0) ∈ T and, by Lemma 4, g(D) ⊂ E. Let ϕ ∈ Aut(E) be such that ϕ(g(0)) = 0. There is an analytic disc h : D →Ē such that h(0) = 0 and
If ν(h)(0) = 0 repeating the previous argument we find that there is a mapping H : D → R II such that h = π • H. Therefore, we may construct a mapping
Making use of (9) we infer that g = π • G for some analytic disc
given by the formula
If ν(h)(0) > 0 we repeat the above procedure (until ν = 0).
Step 2. In the case when f −1 (T ) is finite it is sufficient to apply the procedure from the previous step to every point of f −1 (T ).
Step 3. Now consider the case when that
is clear. In the other case applying Step 2 to the family of analytic discs f
we find that there are holomorphic mappings g n :
Taking a limit of a subsequence we get a holomorphic g : D → R I such that
which finishes the proof of the first assertion. Recall that any complex geodesic in R I passing through the origin is of the form
where U, V are unitary matrices and Z : D → D is a holomorphic mapping such that
If f is an extremal function in the tetrablock and g : D → R I is any holomorphic 
where ϕ c is an automorphism of the Cartan domain of the first type given by the formula (10) and Actually, since π(ṽ) = π(v) and ||v|| = 1, the inequality (15) would imply that π(v) ∈ E. It is clear thatt < t.
Since ρ = 1/2(t + √ t 2 − 4d) andρ = 1/2(t+ t 2 − 4d), we find thatρ < ρ, which proves (15) .
Proof of Theorem 1 in the case f (D) ∩ T = ∅. Let f be an extremal mapping in the tetrablock such that the image of f intersects the set of triangular points. We lose no generality assuming that f (0) = 0. Let τ, σ ∈ D, τ = σ be such that f is extremal for (f (τ ), f (σ)).
We aim at showing that f is a complex geodesic.
If f (λ) = (0, 0, e iθ λ), λ ∈ D, the statement is clear. The case f (D) ⊂ T follows from [2] , Corollary 6.9. Therefore, using Corollary 8, we may assume that f is of the form (14).
First we consider the case when
where W = UV is unitary. Making use of the formula (10) we find that f = (α, ωα, γ),
and ω ∈ ∂D is such that w 22 = ωw 11 . Since the tetrablock is (0, 1, 1)-balanced we may assume that ω = 1.
The descriptions (2) of the tetrablock and (3) of the symmetrized bidisc give us the embedding
Since f is extremal, one can see thatf := (2α, γ) is extremal in G 2 . Therefore, it follows from [4] thatf is a geodesic in G 2 and its left inverse is given by
where z ∈D, and recall that |Ψ z | < 1 on E whenever z ∈D (see [3] , Theorem 2.1). It follows from the above considerations that Ψ a (f (λ)) = F a (f (λ)) = λ, λ ∈ D, so Ψ a is a left inverse of f , whence f is a complex geodesic.
Now we focus on the case when |Z(λ)| < |λ| for λ ∈ D \ {0} and c = 0. It is seen that there is an open neighborhood D ofD and a holomorphic, non-rational mapping
Then g is also an extremal function in the tetrablock (as g(σ) = f (σ), g(τ ) = f (τ )). Therefore g is almost proper, that is g * (λ) ∈ ∂E (g * denotes a nontangential limit of the mapping g) for almost all λ ∈ ∂D w.r.t the Lebesgue measure on the unit circle (see e.g. [9] ). Since g is holomorphic in a neighborhood ofD, the almost properness means that g(∂D) ⊂ ∂E.
It follows from Lemma 9 that
We claim that there are finite Blaschke products B 1 , B 2 such that |B 1 (0)| + |B 2 (0)| = 0 and
To prove the existence of such Blaschke products take any f 1 , f 2 ∈ O(D) not vanishing identically and satisfying on ∂D we get that |F 1 | = |F 2 | on ∂D. From this we immediately get that F 2 /F 1 is constant -apply the maximum principle to F 1 /F 2 and F 2 /F 1 . Let F 2 = ωF 1 , where |ω| = 1. Then
have no common zeros. Putting B 1 := ωB 2 and B 2 :=B 1 we obtain Blaschke products satisfying the desired claim.
Since W is non-rational we infer that
Putting λ = 0 we get B 1 (0) = 0. Since B 2 (0) = 0 we get that u 12 v 22 = 0.
If u 12 = 0, then u 21 = 0 and |u 11 | = |u 22 | = 1. Putting it to (17) and taking |λ| = 1 we find that |v 12 | = |c|. Easy computations give: |v 11 | = |v 22 | = 1 − |c| 2 and |v 21 | = |c|.
We want to show that f is a complex geodesic. Note that making use of the fact that the tetrablock is (1, 0, 1)-and (0, 1, 1)-balanced it suffices to get the statement under the additional assumption that u 11 = u 22 = 1. Using similar argument we see that it is enough to consider that case v 11 = 1 − |c| 2 and v 12 = |c|. Then
for some ω from the unit circle. Replacing Z with ωZ we may clearly assume that ω = 1. Now, after some simple calculations one can deduce that
Therefore f is a complex geodesic (it just of the form (2) in Theorem 2 in [10] , with permuted two first variables, ω 2 = 1, ω 1 ∈ ∂D such that c = −ω 1 |c|, C = |c| 2 and it is easy to observe that f is a complex geodesic (more precisely, up to a permutation of two fist components the mapping f is of the form
for some ω 1 , ω 2 ∈ ∂D).
If c ′ = 0, then u 21 v 11 = 0. Moving Ψ(0) to the origin and making use of the description of complex geodesics in R I we infer that there are unitary matrices U 1 , V 1 and a mapping without loss of generality we may assume that f is ak E -extremal for (f (0), f (σ)) and
Any complex geodesic in R II passing through the origin can be written as
where U is a unitary matrix and Z : D → D is a holomorphic mapping such that Z(0) = 0.
Moreover, |Z(λ)| < |λ|, λ ∈ D \ {0}, or Z(λ) = λ (see [1] ). Assume that
where |a| 2 + |b| 2 = |c| 2 + |d| 2 = 1 and ac + bd = 0. After some simple calculations we get and ac + bd = 0 such that
where A, B, C are defined as above and
We show that under the above assumptions the extremal f has its left inverse. First note that the following equations are satisfied: |a| = |d|, |b| = |c| and |ad − bc| = 1.
Note also that we may always assume that Z(λ) = µλ for some |µ| ≤ 1. Actually, if the considered mapping is extremal with some Z as above then it will also be extremal with
. If the new considered extremal intersects T then in view of the previous considerations we already know that it is a complex geodesic. Therefore, we lose no generality assuming that the extremal omitting T is the one with Z(λ) = µλ.
We want to get some relations on the numbers a, b, c, d and Z (equivalently, µ) that allow us to describe the mappings as in Proposition 10.
When does the equality f 1 f 2 = f 3 hold at some point of D (in other words we want to
which is equivalent to (26) ACβ = (B + β)(1 + βB).
Consequently,
Recall that the Cohn criterion (see e.g. [18] ) gives that the equation a 0 λ 2 + a 1 λ + a 2 = 0 has both solutions in C \ D iff |a 2 | ≥ |a 0 | and
When we apply it to our situation (Z(λ) = µλ) we get that f is as desired iff
Then elementary calculations give that the last inequality (remember about the existing relations) is equivalent to |c||d|(1 + β 2 ) ≤ β.
It is sufficient to show that we have the left inverse under the sharp inequality.
In view of Theorem 3 it is sufficient to show that for some γ ∈ D and |τ | = 1 the function
is a geodesic.
Let F (z) := But h(0) = −τ γβ 2 and
(30) h
Consequently, We choose |τ | = 1 and γ ∈ D such that d = bτ βγ and |h ′ (0)| = |(1 − β 2 )|c − τ βγa| 2 + β 2 (1 − |γ| 2 ), which is possible under the assumption |d| 2 < |b| 2 β 2 , which is equivalent (|b| = |c| and |c| 2 + |d| 2 = 1) to 1 1+β 2 < |c| 2 . And the last inequality is equivalent to
(1+β 2 ) 2 .
E cannot be exhausted by domains biholomorphic to convex ones
In this Section we prove Theorem 2.
For z ∈ C 3 put ρ(z) := max ||(π| R II ) −1 (z)||. The properness of π| R II implies that ρ is plurisubharmonic.
Proof of Theorem 2. For any ǫ ∈ (0, 1) we define G ǫ := {z ∈ C 3 : ρ(z) < 1 − ǫ}. Assume that U ǫ is a neighborhood of G ǫ and f ǫ : U ǫ → V ǫ where V ǫ is a convex domain. Without loss of generality we may assume that 0 ∈ V ǫ , V ǫ is a convex domain, f ǫ (0) = 0, f ′ ǫ (0) = id. Denote ϕ λ (z) := (λz 1 , λz 2 , λ 2 z 3 ), λ ∈ C, z ∈ E. Similarly, putting w = (1, 1, 1) and z = (1, −1, −1) one can show that t ǫ → 0.
Finally, taking z = (ζ, ζ, ζ) and w = (−ζ, −ζ, ζ), where |ζ| = 1 is such that u ǫ ζ = |u ǫ | we find that ρ(0, 0, ζ(1 + ζt ǫ + ζs ǫ + |u ǫ |)) < 1/(1 − ǫ). Making use of just proven two equalities we get the equality lim ǫ→0 u ǫ = 0.
