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Abstract
Let G be a graph of order n and S a subset of V (G). We dene G to be S-pancyclable if
for every integer l; 36l6jSj, there exists a cycle in G that contains exactly l vertices of S. We
prove that if the degree sum in G of every pair of nonadjacent vertices of S is at least n, then
G is either S-pancyclable or else n is even, S = V (G) and G = Kn=2;n=2, or jSj = 4, G[S] = K2;2
and the structure of G is well characterized. c© 1999 Elsevier Science B.V. All rights reserved
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We consider only nite undirected graphs without loops or multiple edges. Given
a graph G, we denote by V (G); E(G), respectively, the sets of vertices and edges of
G. For S V (G), G[S] is the subgraph of G induced by S. For x 2 V (G), NS(x) =
fv 2 S : vx 2 E(G)g and dS(x) = jNS(x)j; if there is no ambiguity, we write N (x) for
NG(x) and d(x) for dG(x).
For a cycle C in G with a given orientation and X a subset of V (C), X+ (respec-
tively, X−) is the set of the successors (predecessors, respectively) of the vertices of
X in C, and for a and b in C, we dene C[a; b] (C[a; b), C(a; b), respectively) to
be the subpath of C from a to b (from a to b−, from a+ to b−, respectively). Other
notation can be found in [2].
Let S be a subset of V (G). A vertex v is called an S-vertex if v 2 S. People have
given dierent denitions and results about cycles containing certain subsets of vertices,
see for example [8]. Following [4,6], the set S of vertices is called cyclable in G if all
vertices of S belong to a common cycle in G. The S-length of a cycle in G is dened
as the number of S-vertices that it contains and the graph G is said S-pancyclable if
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it contains cycles of all S-lengths from 3 to jSj. Obviously, if G is V (G)-pancyclable,
then G is pancyclic, i.e. contains cycles of every length between 3 and jV (G)j. For
this reason we choose not to require the existence of cycles of G through exactly one
or two vertices of S in the denition of the S-pancyclicity. The note after Theorem 3
gives another justication for this choice.
Some results concerning cyclability of graphs can be found in [4,6]. The following
theorem can be obtained as a corollary of a theorem of Ota in [6] or a theorem of
Favaron et al. in [4] (if the graph is 2-connected).
Theorem 1. Let G be a graph of order n and S a subset of V (G) with jSj>3. If
d(x)+d(y)>n for every pair of nonadjacent vertices x and y in S; then S is cyclable
in G.
Theorem 1 is similar to the well-known Ore-condition [5] that implies hamiltonicity
and also the existence of cycles of every length between 3 and jV (G)j as proved by
Bondy in [1].
Theorem 2 (Bondy [1]). Let G be a graph of order n. If d(x) + d(y)>n for every
pair of nonadjacent vertices x and y in G; then G is either pancyclic or the complete
bipartite graph Kn=2;n=2.
In [3], Bondy suggested the metaconjecture that almost any nontrivial condition on
graphs which implies that the graph is hamiltonian also implies that the graph is pan-
cyclic (except maybe for a special family of graphs). Many results have been obtained
in this problem. We follow in this paper the idea of some analogy between hamil-
tonicity and cyclability as well as between the notions of pancyclicity and pancycla-
bility, and obtain the following theorem. Its proof is related to a method and result of
Schmeichel and Hakimi in [7]. Clearly Theorem 2 is a corollary of Theorem 3 in the
case S = V (G).
Theorem 3. Let G be a graph of order n and S a subset of V (G). If d(x)+d(y)>n
for every pair of nonadjacent vertices x and y of S; then either G is S-pancyclable
or else n is even; S = V (G) and G = Kn=2;n=2; or G[S] = K2;2 = C4 := x1x2x3x4x1 and
the structure of G is as follows: V (G) is partitioned into S [ V1 [ V2 [ V3 [ V4; for
any i; 16i64; G[Vi] is any graph on jVij vertices with jVij>0; and each vertex xi
is adjacent to all the vertices of Vi+1 and Vi where the index i is taken as modulo 4.
We do note that if S 6= V (G), the hypothesis of Theorem 3 does not imply the
existence of cycles of S-length 1 or 2 in G. For instance, let G be a graph of order
n obtained by subdividing some edge xy of a complete graph Kn−1 by a new vertex
u, and let S = V (G) − fug. Every cycle of G contains at least three vertices of S.
Hence G does not contain any cycle of S-length 1 or 2 although the only pair fx; yg of
nonadjacent vertices of S satises d(x)+d(y)> n. Similarly, in the complete bipartite
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graph Kn=2;n=2 with V = A [ B and S = A, every cycle contains at least two vertices
of S.
Proof of Theorem 3. Let G = (V; E) be a graph of order n and S a subset of
V (G) of cardinality q that satises the hypothesis of Theorem 3; that is the degree
sum in G of any pair of nonadjacent vertices of S is at least n: We know from
Theorem 1 that G contains a cycle through all vertices of S. Choose such a cycle C
with as few vertices as possible and give C some arbitrary orientation: Put R = G−C:
Let x1; x2; : : : ; xq be the vertices of C \ S; the order 1; 2; : : : ; q respecting the orientation
of C; and consider the subscripts modulo q. Two S-vertices xi and xi+1 are said to be
S-consecutive in C and the segment C[xi; xi+1) is denoted by Si; 16i6q.
Claim 1. If the S-vertices xi and xj are nonadjacent and have no common neighbor
in R; then dC(xi) + dC(xj)>jCj:
Proof. Claim 1 is an easy consequence of the facts that d(xi) + d(xj)>n and
dR(xi) + dR(xj)6jRj.
Assume now that G is not S-pancyclable, and more precisely that G misses a cycle
of S-length l for some l; 36l6q− 1, l being xed until the end of the paper (note
that necessarily jSj>4). From Claim 1, clearly
dC(xi) + dC(xi+l−1)>jCj for every i; 16i6q: ()
Lemma 1. There exists at least one pair of S-consecutive vertices in C that have
degree-sum in C at least jCj.
Proof. Choose i 2 f1; 2; : : : ; qg. By (*), dC(xi) + dC(xi+l−1)>jCj and similarly,
dC(xi+1)+dC(xi+l)>jCj. Both inequalities cannot occur if the two S-consecutive pairs
xi; xi+1 and xi+l−1; xi+l have simultaneously degree-sum in C less than jCj.
Without loss of generality, we can choose xq and x1 as consecutive S-vertices with
maximum degree sum in C. By Lemma 1, dC(xq) + dC(x1)>jCj. When x+q 6= x1,
let G0 be the graph obtained from G by deleting the vertices of C(xq; x1) and adding
the edge xqx1, and let C0 be the cycle of G0 obtained from C by replacing the seg-
ment between xq and x1 by the edge xqx1. When x+q = x1, let G
0 = G and C0 =
C. In C0, the segments Si remain unchanged except Sq which is transformed into
S 0q = C
0[xq; x1) = fxqg. By the choice of C, xq has exactly one neighbor, namely x+q ,
in C[xq; x1]. Similarly, x1 has exactly one neighbor, namely x−1 , in C(xq; x1). Therefore,
dC0(xq)+dC0(x1) = dC(xq)+dC(x1) and thus dC0(xq)+dC0(x1)>jC0j+ , where  = 0
if x+q = x1 and  = 1 if x
+
q 6= x1. On the other hand, when G0 contains a cycle  0l
of S-length l, then G contains a cycle  l of same S-length l which is obtained as
follows: if G0 = G or if the edge xqx1 does not belong to  0l, then  l =  
0
l; if G
0 6= G
and  0l contains the edge xqx1, then we replace the edge xqx1 by the path C(xq; x1) of
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C. By the assumption on G, we know that G0 contains no cycle of S-length l. Let us
work on G0 now, till we get G0 = G.
Claim 2. Let fl(k) = q+ k − l if 26k6l− 1 and fl(k) = k − l+ 2 if l6k6q− 1:
Then N (xq) \ Si 6= ;; 26i6q− 1; implies N (x1) \ S+fl(i) = ;:
Proof. The argument is similar to that of Bondy [1]. If Claim 2 was not true, then G
would contain a cycle of S-length l.
Note that 26fl(k)6q− 1 in any case and that fl(k) is one to one.
Lemma 2. (1) dS1 (xq) + dS+1 (x1) + dS0q (xq) + dS0+q (x1)6jS1j+ jS 0qj.
(2) For any i; 26i6q− 1, dSi(xq) + dS+i (x1)6
(
jSij if dSi(xq) or dS+i (x1) = 0
jSij+ 1 otherwise:
Proof.
(1) results from our choice of C and denition of C0.
(2) is clearly true if i = q − 1 or if dSi(xq) or dS+i (x1) = 0. So assume 26i6q − 2
and dSi(xq) = ti 6= 0; if xq is adjacent to x 2 Si, then, by the choice of C, x1 is
not adjacent to x++. Hence x1 has at least ti − 1 nonadjacent vertices in S+i and
dSi(xq) + dS+i (x1)6ti + jS
+
i j − (ti − 1) = jSij+ 1.
Let us come back to the proof of Theorem 3, with the same hypotheses and notation
as above.
Let
A1 = fijN (xq) \ Si 6= ;; N (x1) \ S+i = ; and 26i6q− 1g;
A2 = fijN (xq) \ Si = ;; N (x1) \ S+i 6= ; and 26i6q− 1g
and
A3 = fijN (xq) \ Si 6= ;; N (x1) \ S+i 6= ; and 26i6q− 1g:
From Claim 2 we know that if i 2 A1 [ A3, then fl(i) =2 A2 [ A3. Thus, by the
injectivity of the function fl, jA1[A3j6q−2−jA2[A3j, i.e. jA3j6q−2−jA1[A2[A3j.
By Lemma 2 we have
q−1X
i=2
(dSi(xq) + dS+i (x1))6
X
i2A1[A2
jSij+
X
i2A3
(jS+i j+ 1)
=
X
i2A1[A2[A3
jSij+ jA3j
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6
X
i2A1[A2[A3
jSij+ (q− 2− jA1 [ A2 [ A3j)
6
q−1X
i=2
jSij:
The vertices x1 and xq satisfy the following inequalities:
jC0j+ 6dC0(xq) + dC0(x1)
= dS1 (xq) + dS+1 (x1) + dS0q (xq) + dS0+q (x1) +
q−1X
i=2
(dSi(xq) + dS+i (x1))
6jS1j+ jS 0qj+
q−1X
i=2
jSij = jC0j:
This implies  = 0 and so x+q = x1 in C. Therefore, C
0 = C, G0 = G and dC(xq) +
dC(x1) = jCj. By the choice of xq and x1, no pair of consecutive S-vertices has degree
sum in C greater than jCj. In particular, dC(xl−1)+dC(xl)6jCj. But by (*), dC(xq)+
dC(xl−1)>jCj and dC(x1) + dC(xl)>jCj. So we get dC(xq) = dC(xl), dC(x1) =
dC(xl−1), and thus xl = x+l−1 since xl−1 and xl can play the same role as xq and x1.
Considering now the S-consecutive pairs x1; x2 and xl; xl+1, we can show in the same
way that both pairs are consecutive in C with degree sum in C equal to jCj, which
implies dC(x1) = dC(xl+1) and dC(x2) = dC(xl). More generally, every vertex of C
belongs to S, every two consecutive vertices in C have degree sum in C equal to jCj,
S-vertices with odd (even, respectively) subscript have degree in C equal to dC(x1)
(dC(xq), respectively) and thus jSj is even. We will use the following theorem.
Theorem 4 (Schmeichel and Hakimi [7]). Let G be a graph with a hamiltonian
cycle C := x1x2 : : : xnx1 with n>3. Suppose d(x1) + d(xn)>n; with say d(x1)6d(xn).
Then
(i) G is pancyclic or
(ii) G is bipartite or
(iii) G contains cycles of all lengths except an (n− 1)-cycle.
Moreover; if (iii) holds; then d(xn−2); d(xn−1); d(x2); d(x3)< n=2.
We know that case (iii) could not happen in our proof because every two consecutive
vertices in C have degree sum in C equal to jCj. Since G[S] is not pancyclic, we
conclude that G[S] is the complete bipartite graph KjSj=2;jSj=2.
If S = V (G), then G is isomorphic to Kn=2;n=2. If not, any two nonadjacent S-vertices
belong to the same class of KjSj=2;jSj=2, and have degree sum in R equal to at least jRj.
Moreover, if jSj>6, there must be two nonadjacent S-vertices u and v with a com-
mon neighbor w in R. Clearly G[S] contains cycles of all even lengths between 4
and jSj. Since G[S] contains all paths of endvertices u and v of all odd lengths be-
tween 3 and jSj−1, then these paths together with the vertex w give cycles containing
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exactly all odd numbers between 3 and jSj−1 of S-vertices. Thus G is S-pancyclable,
which contradicts the assumption. Therefore jSj = 4 and G[S] is isomorphic to an
induced cycle x1x2x3x4x1. The vertices x1 and x3, and similarly x2 and x4, have no
common neighbors for otherwise G would contain cycles of S-length 3 and would
be S-pancyclable. It is then easy to see that G has the structure described in
Theorem 3.
Going back through the above proof, we observe that we also have obtained the
following result, analogous to the one proved in [1].
Theorem 5. Let G be a graph of order n; S a subset of V (G) such that S is cyclable
in G; and let C be a shortest cycle through all vertices of S. If d(x) + d(y)>n+ 1
for some pair of S-vertices x and y consecutive in C; then G is S-pancyclable.
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