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PROPAGATION OF THE GABOR WAVE FRONT SET FOR
SCHRO¨DINGER EQUATIONS WITH NON-SMOOTH
POTENTIALS
ELENA CORDERO, FABIO NICOLA, AND LUIGI RODINO
Abstract. We consider Schro¨dinger equations with real-valued smooth Hamil-
tonians, and non-smooth bounded pseudo-differential potentials, whose symbols
may be not even differentiable. The well-posedness of the Cauchy problem is
proved in the frame of the modulation spaces, and results of micro-local propa-
gation of singularities are given in terms of Gabor wave front sets.
1. Introduction
The authors in [12] and in collaboration with Gro¨chenig in [7] proposed a new
approach to the calculus of the Fourier integral operators (FIOs) in terms of time-
frequency localization, cf. [18] and [25], also named Gabor analysis. The FIOs under
consideration were of the type of those appearing in the study of the Schro¨dinger
equations, typically the phase function being a homogeneous function of degree 2
in the whole of the phase space variables. With respect to the standard represen-
tations of FIOs, the time-frequency representation looks more involved, since old
and new phase-space variables appear simultaneously, and everything depends on
the choice of the so-called window function. On the other hand, the problem of
the caustics is automatically solved in this new setting, see [7], and the expression
provides an excellent tool for the numerical analysis, see [12].
In the present paper we apply the aforesaid results to the analysis of the Schro¨din-
ger equation. With respect to the enormous existing literature, our results will be
new in the following aspects. Fixed a real-valued Hamiltonian, homogeneous of
degree 2, we allow a pseudo-differential perturbation (called also potential in the
following) with a bounded, complex-valued, non-smooth symbol, for which even
differentiability may be lost. A global-in-time propagator is constructed in the
class of the FIOs in [7], and well-posedness of the Cauchy problem is deduced in
suitable modulation spaces. About propagation of singularities, which is our main
concern in this paper, the known results do not apply to such situation. We are
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then led to a new definition of Gabor wave front set, which allows the expression
of optimal results of propagation in our context.
Let us be more precise. The aim of the paper is to study the representation in
terms of time-frequency analysis of the propagator eitH ,
(1) H = a(x,D) + σ(x,D),
providing the solution to the Cauchy problem:
(2)
i
∂u
∂t
+ a(x,D)u+ σ(x,D)u = 0
u(0, x) = u0(x).
The Hamiltonian a(x,D) is a pseudodifferential operator in the Kohn-Nirenberg
form
(3) Af(x) = a(x,D)f(x) =
∫
Rd
e2πi〈x,ξ〉a(x, ξ)fˆ(ξ) dξ,
where the symbol a(z), z = (x, ξ), is real-valued positively homogeneous of degree
2, i.e. a(λz) = λ2a(z) for λ > 0, with a ∈ C∞(R2d \ 0). This implies a(x,D) is
formally self-adjoint modulo 0-order perturbations. Basic examples are real-valued
quadratic forms a(z), including the cases when i∂t + a(x,D) is the free particle or
the harmonic oscillator operator. When a(z) is not a polynomial, we shall assume
a(z) modified in a bounded neighborhood of the origin, in such a way that we
have a ∈ C∞(R2d) keeping real values. As we shall see, cf. Example 4 below, the
singularity at the origin of a(z) can be admitted as well, by absorbing it in a non-
smooth potential. The pseudodifferential operator a(x,D) enters the classes of [51],
see also [28], to which we address for the symbolic calculus and other properties,
see also the next Section 2.
Concerning the potential σ(x,D), the regularity assumptions will be expressed
in terms of the modulation spaces, introduced by Feichtinger in [20], see also [21],
and in the last decades applied in many fields of mathematics, in particular in
PDEs. We need first to recall some basic notations. The time-frequency shifts
(phase-space shifts) are denoted by
(4) π(z)f(t) =MηTxf(t) = e
2πi〈t,η〉f(t− x), z = (x, η).
The short-time Fourier transform (STFT) of a function or distribution f on Rd
with respect to a Schwartz window function g ∈ S(Rd) \ {0} is defined by
(5) Vgf(x, η) = 〈f, π(z)g〉 =
∫
Rd
f(v)g(v − x)e−2πi〈η,v〉 dv, z = (x, η) ∈ R2d.
Assuming for simplicity ‖g‖2 = 1, from Vgf we may reconstruct f by the formula
(6) f =
∫
R2d
Vgf(x, η)MηTxg dxdη
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(see the the next Subsection 2.1 for details).
Fix a not null window function ψ ∈ S(R2d) and perform the STFT Vψσ(z, ζ) of
σ(x, ξ) with respect to z = (x, ξ) ∈ R2d with dual variables ζ ∈ R2d.
Definition 1.1. We say that σ ∈ S ′(R2d) belongs to the class Ssw, s ≥ 0, if
(7) |Vψσ(z, ζ)| ≤ C〈ζ〉
−s, z, ζ ∈ R2d,
for a suitable C > 0 independent of z and ζ, with 〈ζ〉 = (1 + |ζ |2)1/2.
Our assumption on the potential will be σ ∈ Ssw with s > 2d. Observe that
(8)
⋂
s≥0
Ssw = S
0
0,0,
where S00,0 is the class of all σ ∈ C
∞(R2d) satisfying
(9) |∂ασ(z)| ≤ Cα, α ∈ Z
2d
+ , z = (x, ξ) ∈ R
2d.
Whereas, for s→ 2d+, the symbols in Ssw have a smaller regularity. More precisely,
if s > 2d +m, then Ssw ⊂ C
m(R2d). In particular, for s > 2d, Ssw ⊂ C
0(R2d), but
the differentiability is lost in general as soon as s ≤ 2d+ 1.
It is worth to mention now the definition of the Sjo¨strand class Sw, see [52], [53]
and [24], given by all the symbols σ for which
(10)
∫
Rd
sup
z∈R2d
|Vψσ(z, ζ)| dζ <∞.
Note that ⋃
s>2d
Ssw ⊂ Sw ⊂ C
0(R2d).
In the present paper we shall not treat the case σ ∈ Sw, let us refer to [8] where
quadratic Hamiltonians with a Sjo¨strand potential are studied.
Given any linear continuous operator P : S(Rd) → S ′(Rd), its time-frequency
representation is provided by the (continuous) Gabor matrix
(11) k(w, z) := 〈Pπ(w)g, π(z)g〉, w, z ∈ R2d
so that
(12) Vg(Pf)(z) =
∫
R2d
k(w, z)Vgf(w) dw.
Time-frequency representations give a deep insight into the properties of relevant
classes of operators, see for example [2, 6, 13, 24, 41, 55]. We want to study the
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Gabor matrix k(t, w, z) of the propagator eitH . Its structure will be linked, as
expected, to the Hamiltonian field of a(x, ξ). Namely, consider
(13)

2πx˙ = −∇ξa(x, ξ)
2πξ˙ = ∇xa(x, ξ)
x(0) = y, ξ(0) = η,
(the factor 2π depends on our normalization of the STFT). Under our assump-
tions, the solution χt(y, η) = (x(t, y, η), ξ(t, y, η)) exists for all t ∈ R and defines a
symplectic diffeomorphism χt : R
2d
y,η → R
2d
x,ξ homogeneous of degree 1 with respect
to w = (y, η) for large |w|, for every fixed t ∈ R.
Theorem 1.2. Let the preceding assumptions be satisfied, in particular let σ ∈ Ssw,
s > 2d, and let k(t, w, z) be the Gabor matrix of the Schro¨dinger propagator eitH .
Then there exists C = C(t, s) > 0 such that
(14) |k(t, w, z)| ≤ C〈z − χt(w)〉
−s, z = (x, ξ), w = (y, η) ∈ R2d.
According to the notations of [7], this can be rephrased as eitH ∈ FIO(χt, s).
For t sufficiently small our assumptions yield det ∂x
∂y
(t, y, η) 6= 0 in the expression
of χt, and (14) is then equivalent to
(15) (eitHu0)(t, x) =
∫
Rd
e2πiΦ(t,x,η)b(t, x, η)û0(η) dη,
with the phase Φ linked to χt as standard and b(t, ·) ∈ S
s
w, see [7, Theorem 4.3]. In
the classical approach, cf. [1], the occurrence of caustics makes the validity of (15)
local in time. So for t ∈ R one is led to multiple compositions of local represen-
tations, with unbounded number of variables possibly appearing in the expression.
Whereas k(t, w, z) obviously keeps life for every t ∈ R, and the estimates (14) hold
for χt with t ∈ R.
Under the assumption σ ∈ Ssw, s > 2d, natural functional frame to express
boundedness and propagation results for eitH is given by the modulation spaces
(the classes Ssw are special cases), see [20] and the short survey in Section 2.
We begin to recall here that for 1 ≤ p ≤ ∞, r ∈ R, the modulation spaceMpr (R
d)
is defined as the space of all f ∈ S ′(Rd) for which
(16) ‖f‖p
Mpr (Rd)
=
∫
R2d
|Vgf(z)|
p〈z〉prdz <∞
(with obvious modifications for p = ∞). Let us now define the Gabor wave front
set WF p,rG (f) under our consideration.
Definition 1.3. Let g ∈ S(Rd), g 6= 0, r > 0. For f ∈Mp−r(R
d), z0 ∈ R
2d, z0 6= 0,
we say that z0 /∈ WF
p,r
G (f) if there exists an open conic neighborhood Γz0 ⊂ R
2d
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containing z0 such that for a suitable constant C > 0
(17)
∫
Γz0
|Vgf(z)|
p〈z〉pr <∞
(with obvious changes for p =∞).
Then WF p,rG (f) is well-defined as conic closed subset of R
2d \ {0}. Our main
results are summarized as follows.
Theorem 1.4. Consider σ ∈ Ssw, s > 2d, 1 ≤ p ≤ ∞. Then
(18) eitH : Mpr (R
d)→ Mpr (R
d)
continuously, for |r| < s− 2d. Moreover, for u0 ∈M
p
−r(R
d),
(19) WF p,rG (e
itHu0) = χt(WF
p,r
G (u0)),
provided 0 < 2r < s− 2d.
Observe the more restrictive assumption on r for (19), with respect to that for
(18).
As an elementary example consider the perturbed harmonic oscillator (studied
in Example 4 in the sequel)
(20)
{
i∂tu−
1
4π
∂2xu+ πx
2u+ | sin x|µu = 0
u(0, x) = u0(x)
with µ > 1. We shall prove that | sin x|µ ∈ Sµ+1w and from Theorem 1.4 we have that
the Cauchy problem is well-posed for u0 ∈M
p
r (R), |r| < µ−2 and the propagation
of WF p,rG (u(t, ·)) for t ∈ R takes place as in Theorem 1.4 for 0 < r < µ/2 − 1,
where
(21) χt(y, η) =
(
(cos t)I (− sin t)I
(sin t)I (cos t)I
)(
y
η
)
with I being the identity matrix.
Using (8) and (19), we may recapture the known results for the propagation in
the case of a smooth potential, i.e. σ ∈ S00,0. We define the wave front set WFG(f)
by stating z0 /∈ WFG(f) if there exists an open conic set Γz0 ⊂ R
2d containing z0
such that for every r > 0
(22) |Vgf(z)| ≤ Cr〈z〉
−r, z ∈ Γz0
for a suitable Cr > 0. Then the estimate (14) is satisfied for every s and from
Theorem 1.4 we recapture for u0 ∈ S
′(Rd)
(23) WFG(e
itHu0) = χt(WFG(u0)).
This identity is contained in preceding results. Although it is impossible to do
justice to the vast literature in this connection, let us mention some of the related
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contributions. The pioneering work is that of Ho¨rmander [30] 1991, who defined
the wave front set in (22) as well as its analytic version, and proved (23) in the
case of the metaplectic operators (cf. [22]). For subsequent results providing (23)
and its analytic-Gevrey version for general smooth symbols, let us refer to [27, 31,
32, 38, 39, 42, 43, 44, 57]. The wave front sets introduced there under different
names actually coincide with those of Ho¨rmander 1991, cf. [49], [50] and [5]. Still
concerning propagation of singularities in the case of smooth or analytic symbols
we refer to [17, 40, 47, 48, 56]. Besides, concerning global-in-time representations
of eitH , solving the problem of the caustics for smooth symbols, see [1, 3, 4, 23, 54].
Despite the abundance of contributions in the case when Hamiltonians and po-
tentials are smooth, our study of propagation of singularities in the case of non-
smooth potentials is new in literature, as far as we know. We hope, in future
papers, to extend the analysis to non-smooth Hamiltonians as well, with appli-
cations to propagations for non linear Schro¨dinger equations. In such order of
ideas, time-frequency methods represent an important tool. Beside [7, 12] see
[2, 6, 8, 9, 10, 11, 13, 16, 35, 36, 37, 41, 45, 55].
The contents of the next sections are the following. In Section 2, after a survey on
modulation spaces, Shubin classes and construction of propagators in their setting,
we provide some improvements of the calculus in [7] for the classes FIO(χ, s), as
preparation for the sequel. In Section 3 we treat the unperturbed equation, giving
a global construction of the propagator in terms of time-frequency analysis. In
Section 4 we add the non-smooth bounded perturbation, and we prove the main
results of representation and continuity, stated before. The propagation result is
proved in Section 5, where we also give some examples.
Notation. The Schwartz class is denoted by S(Rd), the space of tempered
distributions by S ′(Rd). The brackets 〈·, ·〉 denote either the inner product on Rd or
the extension to S ′(Rd)×S(Rd) of the inner product 〈f, g〉 =
∫
f(t)g(t)dt on L2(Rd).
The Fourier transform is normalized to be fˆ(η) = Ff(η) =
∫
f(t)e−2πi〈t,η〉dt.
We shall use the notation A . B to express the inequality A ≤ cB for a suitable
constant c > 0, and A ≍ B for the equivalence c−1B ≤ A ≤ cB.
2. Preliminaries
We recall the basic concepts of time-frequency analysis and refer the reader to
[25] for the full details.
2.1. The Short-time Fourier Transform. Consider a distribution f ∈ S ′(Rd)
and a Schwartz function g ∈ S(Rd) \ {0} (the so-called window). The short-time
Fourier transform (STFT) of f with respect to g is defined in (5). The short-time
Fourier transform is well-defined whenever the bracket 〈·, ·〉 makes sense for dual
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pairs of function or distribution spaces, in particular for f ∈ S ′(Rd) and g ∈ S(Rd),
f, g ∈ L2(Rd). If f, g ∈ S(Rd), then Vgf ∈ S(R
2d).
We recall the following pointwise inequality of the short-time Fourier transform
[25, Lemma 11.3.3], useful when one needs to change window functions.
Lemma 2.1. If g0, g1, γ ∈ S(R
d) such that 〈γ, g1〉 6= 0 and f ∈ S
′(Rd), then the
inequality
|Vg0f(x, ξ)| ≤
1
|〈γ, g1〉|
(|Vg1f | ∗ |Vg0γ|)(x, ξ)
holds pointwise for all (x, ξ) ∈ R2d.
2.2. Modulation spaces and Shubin classes. Weighted modulation spaces mea-
sure the decay of the STFT on the time-frequency (phase space) plane and were
introduced by Feichtinger in the 80’s [20].
Weight Functions. A weight function v is submultiplicative if v(z1 + z2) ≤
v(z1)v(z2), for all z1, z2 ∈ R
2d. We consider the weight functions
(24) vs(z) = 〈z〉
s = (1 + |z|2)
s
2 , s ∈ R,
which are submultiplicative for s ≥ 0.
For s ≥ 0, we denote by Mvs(R
2d) the space of vs-moderate weights on R
2d;
these are measurable positive functions m satisfying m(z + ζ) ≤ Cvs(z)m(ζ) for
every z, ζ ∈ R2d.
Definition 2.2. Given g ∈ S(Rd), s ≥ 0, a weight function m ∈ Mvs(R
2d), and
1 ≤ p, q ≤ ∞, the modulation space Mp,qm (R
d) consists of all tempered distributions
f ∈ S ′(Rd) such that Vgf ∈ L
p,q
m (R
2d) (weighted mixed-norm spaces). The norm on
Mp,qm (R
d) is
(25) ‖f‖Mp,qm = ‖Vgf‖Lp,qm =
(∫
Rd
(∫
Rd
|Vgf(x, ξ)|
pm(x, ξ)p dx
)q/p
dξ
)1/q
(obvious changes if p =∞ or q =∞).
When p = q, we simply write Mpm(R
d) instead ofMp,pm (R
d). The spaces Mp,qm (R
d)
are Banach spaces and every nonzero g ∈ M1vs(R
d) yields an equivalent norm in
(25) and so Mp,qm (R
d) is independent on the choice of g ∈ M1vs(R
d).
In particular, we recover the Ho¨rmander class
(26) S00,0 =
⋂
s≥0
M∞1⊗vs(R
2d).
Note that, for any 1 ≤ p, q ≤ ∞,
(27)
⋂
s≥0
Mp,qvs (R
d) = S(Rd),
⋃
s≥0
Mp,qv−s(R
d) = S ′(Rd).
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In the introduction we used the short notations M∞r (R
d) for M∞vr (R
d) and Ssr
for M∞1⊗vs(R
2d). Fix g ∈ S(Rd) \ {0}. The adjoint operator of Vg, defined by
〈V ∗g F, h〉 = 〈F, Vgh〉, can be written as
(28) V ∗g F =
∫
R2d
F (x, ξ)π(x, ξ)gdxdξ,
V ∗g maps the Banach space L
p,q
m (R
2d) into Mp,qm (R
d), in particular it maps S(R2d)
into S(Rd) and the same for their dual spaces. In particular, if F = Vgf we obtain
the inversion formula for the STFT
(29) IdMp,qm =
1
‖g‖22
V ∗g Vg
and the same holds when replacing Mp,qm (R
d) by S(Rd) or S ′(Rd).
In the subsequent Section 5 we shall use the following properties.
Lemma 2.3. Consider µ > 0. Then the function f(x) = | sin x|µ ∈ M∞1⊗vµ+1(R).
Proof. Consider a window function g ∈ C∞0 (R), with supp g ⊂ [−π/4, π/4] to com-
pute the STFT Vgf with f(x) = | sin x|
µ. Then |Vgf(x, ξ)| is a periodic function
of period π in the x variable. So
‖f‖M∞1⊗µ+1 = sup
|x|≤π/2
sup
ξ∈R
〈ξ〉µ+1|Vgf |(x, ξ).
Now observe that supp Txg ⊂ [−3π/4, 3π/4], for x ∈ [−π/2, π/2], and on that
interval f(x) = |x|µϕ(x), with ϕ ∈ C∞0 (R). We can write,
Vgf(x, ξ) =
∫ +∞
0
e−2πitξtµϕ(t)g(t− x) dt+
∫ 0
−∞
e−2πitξ(−t)µϕ(t)g(t− x) dt := A+B.
So it suffices to estimate the integral A, the estimate of B is analogous. Setting
Fx(t) = e
tϕ(t)g(t− x) ∈ S(R) we observe that the family {Fx}x∈[−π/2,π/2] belongs
to a bounded subset of S(R). Now
A =
∫ +∞
0
e−2πitξtµe−tetϕ(t)g(t− x) dt
=
Γ(µ+ 1)
(1 + 2πiξ)µ+1
∗ F̂x(ξ),
and this yields
〈ξ〉µ+1|A| .
〈ξ〉µ+1
(1 + 2πiξ)µ+1
∗ (〈ξ〉µ+1F̂x(ξ)) ∈ L
∞(R)
by Young’s inequality, since the first factor of the convolution product is bounded
and the second one lies in a bounded subset of S(R) ⊂ L1(R).
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Corollary 2.4. Consider the symbol σ(x, ξ) = | sin x|µ on R2. Then we have
σ ∈M∞1⊗vµ+1(R
2).
Proof. It is an immediate consequence of Lemma 2.3. Indeed, taking ψ(x, ξ) =
g(x)ϕ(ξ), with g being the 1-dimensional window of the previous proof and ϕ ∈
S(R), we have Vψσ((x1, x2), (ξ1, ξ2)) = Vg(| sin(·)|
µ)(x1, ξ1)Vϕ1(x2, ξ2) and the thesis
follows since 〈(ξ1, ξ2)〉 ≤ 〈ξ1〉〈ξ2〉 and 1 ∈ S
0
0,0 ⊂M
∞
1⊗vs(R), for every s ≥ 0.
Proposition 2.5. Let h ∈ C∞(Rd \{0}) be positively homogeneous of degree r > 0,
i.e. h(λx) = λrh(x) for x 6= 0, λ > 0, and χ ∈ C∞0 (R
d). Set f = hχ. Then, for
ψ ∈ S(Rd) there exists a constant C > 0 such that
|Vψf(x, ξ)| ≤ C(1 + |ξ|)
−r−d, x, ξ ∈ Rd.
Proof. We know that the Fourier transform of h is a homogeneous distribution of
degree −r − d, smooth in Rd \ {0} [29, Vol.1, Theorems 7.1.16, 7.1.18]. Hence, if
χ′ ∈ C∞0 (R
d), χ = 1 in a neighborhood of the origin we have
(30) |(1− χ′(ξ))ĥ(ξ)| ≤ C(1 + |ξ|)−r−d, ξ ∈ Rd.
On the other hand, by the very definition of the STFT we have
|Vψf(x, ξ)| ≤ |
(
(χ′ĥ) ∗ξ χ̂
)
| ∗ξ |ψ̂|+ |
(
(1− χ′)ĥ
)
∗ξ χ̂| ∗ξ |ψ̂|.
Since ψ̂, χ̂ ∈ S(Rd), the first term in the right-hand side has a rapid decay, bacause
E ′ ∗ S ⊂ S, whereas the second term is estimated using (30), as at the end of the
proof of Lemma 2.3.
Here we are interested in operators with symbols in the Shubin classes (cf. [51],
Helffer [28]); indeed, we shall use them as symbol and phase spaces for the unper-
turbed initial value problem for Schro¨dinger equations.
Definition 2.6. For m ∈ R, the class Γm(R2d) is the set of functions a ∈ C∞(R2d)
such that for every α ∈ Z2d+ there exists a constant Cα > 0 such that:
|∂αz a(z)| ≤ Cαvm−|α|(z), z ∈ R
2d,
where we recall v(z) = 〈z〉 is defined in (24)
Consider aj ∈ Γ
mj (R2d) with mj being a decreasing sequence tending to −∞.
Then a function a ∈ C∞(R2d) satisfies
(31) a ∼
∞∑
j=1
aj
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if
∀r ≥ 2 a−
r−1∑
j=1
aj ∈ Γ
mr(R2d).
Namely, our symbol class well be a subclass of Γm(R2d), defined as follows [28,
Sec. 1.5 ].
Definition 2.7. A function a is in the class Γm,cl(R2d) if a ∈ Γm(R2d) and admits
an asymptotic expansion
(32) a ∼
∞∑
j=0
am−j ,
where am−j ∈ C
∞(R2d) and satisfies am−j(λz) = λ
m−jam−j(z), for |z| ≥ 1 and
λ ≥ 1. The function am corresponding to j = 0 in the expansion (32) is called
principal symbol of the symbol a.
For a ∈ Γm(R2d), the corresponding pseudodifferential operator a(x,D) is defined
by (3).
Definition 2.8. We say that A ∈ Gm (resp. A ∈ Gm,cl) if its symbol satisfies
a ∈ Γm(R2d) (resp. a ∈ Γm,cl(R2d)).
A pseudodifferential operator A ∈ Gm,cl is called globally elliptic if there exist
R > 0, C > 0 such that
(33) |am(z)| ≥ C〈z〉
m, for z ∈ R2d, |z| ≥ R,
where am is the principal symbol.
2.3. Phase functions and canonical transformations. Let a ∈ Γ2,cl(R2d) with
real principal symbol a2. The related classical evolution, given by the linear
Hamilton-Jacobi system, following our normalization can be written as
(34)

2π∂tx(t, y, η) = −∇ξa2(x(t, y, η), ξ(t, y, η))
2π∂tξ(t, y, η) = ∇xa2(x(t, y, η), ξ(t, y, η))
x(0, y, η) = y,
ξ(0, y, η) = η.
The solution (x(t, y, η), ξ(t, y, η)) exists for every t ∈ R. Indeed, setting u :=
(x, ξ), F (u) := (−∇ξa(u),∇xa(u)), the initial value problem (34) can be rephrased
as
(35) u′(t) = F (u(t)), u(t0) = u0,
in the particular case t0 = 0. Observe that a ∈ Γ
2,cl(R2d) implies Fj ∈ Γ
1,cl(R2d),
for j = 1, . . . , 2d and ∂αFj ∈ Γ
0,cl(R2d), for every |α| > 0, j = 1, . . . , 2d, hence in
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particular F : R2d → R2d is a Lipschitz continuous mapping. Thus the previous
ODE is an autonomous ODE with a mapping F ∈ C∞(R2d → R2d) having at most
linear growth, hence ‖F (u)‖ . 1 + ‖u‖. This implies that for each u0 ∈ R
2d and
t0 ∈ R there exists a unique classical global solution u : R → R
2d (in this case
u ∈ C∞(R → R2d) since F ∈ C∞(R2d → R2d)) to (35). Moreover the solution
maps St0(t) : R
2d → C∞(R → R2d), defined by St0(t0)u0 = u(t), and St0(t0) = Id,
the identity operator on R2d, are Lipschitz continuous mappings, obey the time
translation invariance St0(t) = S0(t− t0) and the group laws
(36) S0(t)S0(t
′) = S0(t+ t
′), S0(0) = Id.
Observe that S0(t) is a bi-Lipschitz diffeomorphism with S
−1
0 (t) = S0(−t). To
be consistent with the notations of the earlier paper [7], we call the bi-Lipschitz
diffeomorphism
(37) χt(y, η) := S0(t)(y, η), (y, η) ∈ R
2d.
The theory of Hamilton-Jacobi allows to find a T > 0 such that for t ∈]− T, T [
there exists a phase function Φ(t, x, η), solution of the eiconal equation (cf. [28,
(3.2.12),(3.2.13)])
(38)
{
2π∂tΦ + a2(x,∇xΦ) = 0
Φ(0, x, η) = xη
The phase Φ(t, x, η) ∈ C∞(] − T, T [,Γ2(R2d)) is real-valued since the principal
symbol a2(x, ξ) is real-valued, moreover Φ fulfills the condition of non-degeneracy:
(39) | det ∂2x,ηΦ(t, x, η)| ≥ c > 0, (t, x, η) ∈]− T, T [×(R
2d \ {0}),
after possibly shrinking T > 0 (cf. [28, Pages 142-143] and [13]).
The relation between the phase Φ and the canonical transformation χ is given
by
(40) (x,∇xΦ(t, x, η)) = χt(∇ηΦ(t, x, η), η), t ∈]− T, T [.
In particular,
(41)
{
y(t, x, η) = ∇ηΦ(t, x, η)
ξ(t, x, η) = ∇xΦ(t, x, η),
and there exists δ > 0 such that
(42) | det
∂x
∂y
(t, y, η)| ≥ δ t ∈]− T, T [.
Observe that each component of χt is a function in ∈ C
∞(]− T, T [,Γ1(R2d)), pos-
itively homogeneous of degree 1 for (y, η) large. Moreover, using (36) we observe
that the same holds in fact for every t ∈ R.
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For t ∈]−T, T [, the phase function Φ(t, ·) above is a tame phase, and similarly for
the canonical transformation χt, according to the following definition [7, Definition
2.1]:
Definition 2.9. A real and smooth phase function Φ(x, η) on R2d is called tame
if:
(i) For z = (x, η),
(43) |∂αz Φ(z)| ≤ Cα, |α| ≥ 2;
(ii) There exists c > 0 such that the following condition of non-degeneracy holds:
(44) | det ∂2x,ηΦ(x, η)| ≥ c.
The mapping defined by (x, ξ) = χ(y, η), which solves the system
(45)
{
y(x, η) = ∇ηΦ(x, η)
ξ(x, η) = ∇xΦ(x, η),
is called tame canonical transformation.
Note that in this general context we have no assumption of homogeneity for
large (x, η), nevertheless the mapping χ is well-defined by the global inverse func-
tion theorem, moreover χ is a smooth bi-Lipschitz canonical transformation (i.e. it
preserves the symplectic form) and satisfies, for (x, ξ) = χ(y, η),
(46) |∂αz xi(z)| + |∂
α
z ξi(z)| ≤ Cα, |α| ≥ 1, z = (y, η), i = 1, . . . , d.
Finally, the mapping χ enjoys
(47) | det
∂x
∂y
(y, η)| ≥ δ
(that is (42) for the canonical transformations of the Hamilton-Jacobi theory),
which allows to uniquely determine (up to a constant) the related tame phase
function Φχ (see [7, Section 2]).
We shall refine and apply results for tame canonical transformations in [7] to the
special case of the canonical transformations coming from (34). First, we need to
introduce the class of global FIOs which are the main ingredient of this study.
2.4. The classes FIO(χ, s) of Fourier Integral Operators. The definition of
the class FIO(χ, s) was introduced in [7] and can be rephrased as follows.
Definition 2.10. Let g ∈ S(Rd) be a non-zero window function and s ∈ R. Con-
sider a canonical transformation χ which is a smooth bi-Lipschitz diffeomorphism
and satisfies (46). We say that a continuous linear operator T : S(Rd)→ S ′(Rd) is
in the class FIO(χ, s) if its (continuous) Gabor matrix satisfies the decay condition
(48) |〈Tπ(w)g, π(z)g〉| ≤ C〈z − χ(w)〉−s, ∀z, w ∈ R2d.
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Note that we do not require (47) to be valid.
The class FIO(Ξ, s) =
⋃
χ FIO(χ, s) is the union of these classes where χ runs
over the set of all smooth bi-Lipschitz canonical transformations satisfying (46).
Gabor frames decompositions of FIOs in [7] produce the following issues.
(i) Boundedness of T on Mp(Rd) ([7, Theorem 3.4]):
If s > 2d and T ∈ FIO(χ, s), then T can be extended to a bounded operator
on Mp(Rd) (in particular on L2(Rd)).
(ii) The algebra property ([7, Theorem 3.6]): For i = 1, 2, s > 2d,
(49) T (i) ∈ FIO(χi, s) ⇒ T
(1)T (2) ∈ FIO(χ1 ◦ χ2, s) .
(iii) The Wiener property ([7, Theorem 3.7]): If s > 2d, T ∈ FIO(χ, s) and T
is invertible on L2(Rd), then T−1 ∈ FIO(χ−1, s).
These three properties imply that the union FIO(Ξ, s) is a Wiener subalgebra of
L(L2(Rd)), the class of linear bounded operators on L2(Rd). Property (ii) can be
refined as follows.
Lemma 2.11. For s > 2d, T (i) ∈ FIO(χi, s), i = 1, 2, the continuous Gabor
matrix of the composition T (1)T (2) is controlled by
(50) |〈T (1)T (2)π(w)g, π(z)g〉| ≤ C0C1C2〈z − χ1 ◦ χ2(w)〉
−s, w, z ∈ R2d,
where Ci > 0 is the constant of T
(i) in (48), i = 1, 2, whereas C0 > 0 depends only
on s and on the Lipschitz constants of χ1 and χ
−1
1 .
Proof. Consider g ∈ S(Rd) with ‖g‖2 = 1. We write the product T
(1)T (2) as
T (1)T (2) = V ∗g VgT
(1)T (2)V ∗g Vg = V
∗
g (VgT
(1)V ∗g )(VgT
(2)V ∗g )Vg .
Thus the composition of operators corresponds to the multiplication of their (con-
tinuous) Gabor matrices. Using the decay estimates for the continuous Gabor
matrices of T (i), i = 1, 2,
|〈T (1)T (2)π(w)g, π(z)g〉| ≤
∫
R2d
|〈T (1)π(w)g, π(y)g〉||〈T (2)π(y)g, π(z)g〉|dy
≤ C1C2
∫
R2d
〈z − χ1(y)〉
−s〈y − χ2(w)〉
−sdy
≤ C1C2C(χ1)
∫
R2d
〈χ−11 (z)− y〉
−s〈y − χ2(w)〉
−sdy
≤ C1C2C(χ1)Cs〈χ
−1
1 (z)− χ2(w)〉
−s
≤ C1C2C(χ1)CsC(χ
−1
1 )〈z − χ1 ◦ χ2(w)〉
−s(51)
for every z, w ∈ R2d, s > 2d, where C1 and C2 are the controlling constants in (48)
of the operators T (1) and T (2), and the bi-Lipschitz property of χ1 gives
〈z − χ1(y)〉
−s ≤ C(χ1)〈χ
−1
1 (z)− y〉
−s, ∀y, z ∈ R2d
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and
〈χ−11 (y)− z〉
−s ≤ C(χ−11 )〈y − χ1(z)〉
−s, ∀y, z ∈ R2d.
Furthemore, we used that v−s is subconvolutive for s > 2d: v−s ∗ v−s ≤ Csv−s [25,
Lemma 11.1.1(d)]. If we call C0 = C(χ1)CsC(χ
−1
1 ), the claim is proved.
By induction we immediately obtain
Corollary 2.12. For n ∈ N, n ≥ 2, s > 2d, T (i) ∈ FIO(χi, s), i = 1, . . . , n, we
have
(52) |〈T (1)T (2) · · ·T (n)π(w)g, π(z)g〉| ≤ C0C1 · · ·Cn〈z − χ1 ◦ χ2 ◦ · · · ◦ χn(w)〉
−s.
where C0 depends on s and on the Lipschitz constants of the mappings:
χ1, χ
−1
1 , χ1 ◦ χ2, (χ1 ◦ χ2)
−1, . . . , χ1 ◦ χ2 ◦ · · · ◦ χn−1, (χ1 ◦ χ2 ◦ · · · ◦ χn−1)
−1.
Observe that, using Schur’s test and the same techniques as in the proof [7,
Theorem 3.4], it is straightforward to obtain the following weighted version of [7,
Theorem 3.4]. Hence we omit the proof.
Theorem 2.13. Let 0 ≤ r < s − 2d, and µ ∈ Mvr . For every 1 ≤ p ≤ ∞,
T ∈ FIO(χ, s) extends to a continuous operator from Mpµ◦χ into M
p
µ.
Let us underline that µ ◦ χ ∈ Mvr , since vr ◦ χ ≍ vr, due to the bi-Lipschitz
property of χ.
If χ = Id, the identity operator, then the corresponding Fourier integral operators
are simply pseudodifferential operators, as already shown in [26]. The characteriza-
tion below is written for pseudodifferential operators in the Kohn-Nirenberg form
σ(x,D), but it works the same for any τ -form (in particular Weyl form σw(x,D))
in which is written a pseudodifferential operator.
Proposition 2.14. Fix g ∈ S(Rd) and let σ ∈ S ′(R2d). For s ∈ R, the symbol
σ ∈M∞1⊗vs(R
2d) if and only if
(53) |〈σ(x,D)π(w)g, π(z)g〉| ≤ C〈z − w〉−s ∀w, z ∈ R2d .
Similarly, under additional assumptions on the classes FIO(χ, s), their operators
can be written in the following integral form, called FIOs of type I :
(54) I(σ,Φ)f(x) =
∫
Rd
e2πiΦ(x,η)σ(x, η)f̂(η) dη, f ∈ S(Rd),
where σ ∈ M∞1⊗vs(R
2d)) and Φ a tame phase function. This particular form is
allowed starting from the class FIO(χ, s) whenever the mapping χ enjoys the
additional property (47) as explained in the following characterization [7, Theorem
4.3].
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Theorem 2.15. Consider g ∈ S(Rd) and s ≥ 0. Let I be a continuous linear
operator S(Rd) → S ′(Rd) and χ be a tame canonical transformation satisfying
(47). Then the following properties are equivalent.
(i) I = I(σ,Φχ) is a FIO of type I for some σ ∈M
∞
1⊗vs(R
2d).
(ii) I ∈ FIO(χ, s).
Moreover, gluing together the results [6, Theorem 3.3] and [7, Theorem 4.3] we
observe that the constant C in (48) satisfies
(55) C ≍ ‖σ‖M∞1⊗vs .
For χ = Id we recapture the characterization for pseudodifferential operators of
Proposition 2.14.
Since we shall apply our results to the mappings χt(x, η) coming from the
Hamilton-Jacobi system (34), we need to be more precise on the estimate (55):
it is important to see how the constants involved in the equivalence depend on the
time variable t. It amounts rewriting the proofs of the results cited above for the
special case of a phase function Φ ∈ C∞(]− T, T [,Γ2(R2d)) and following the time
variable t. We state the result here and we refer to the Appendix for a sketch the
main points of the proofs, leaving the details to the interested reader.
Theorem 2.16. Consider g ∈ S(Rd), s ≥ 0, and T > 0 such that in ] − T, T [
the equation (38) is solved by the tame phase Φ ∈ C∞(] − T, T [,Γ2(R2d)). Let χt
be the related tame canonical transformation in (40). Let I be a continuous linear
operator S(Rd)→ S ′(Rd). Then the following are equivalent:
(i) I = I(σt,Φχt) is a FIO of type I for some σt ∈M
∞
1⊗vs(R
2d) such that
(56) ‖σt‖M∞1⊗vs ≤ H(t) ∈ C(]− T, T [).
(ii) I ∈ FIO(χt, s) and the constant C = C(t) in (48) is in C(]− T, T [).
3. Unperturbed Schro¨dinger Equations
The previous theory applies in the study of the Cauchy problem for linear
Schro¨dinger equations. First, consider the unperturbed case:
(57)
{
i∂tu+ Au = 0
u(0, x) = u0(x),
with x ∈ Rd, u0 ∈ S(R
d). The operator A = a(x,D) ∈ G2,cl is a formally self-
adjoint pseudodifferential operator in the Kohn-Nirenberg form. This means that
the symbol a ∈ Γ2,cl(R2d) has the expansion
(58) a(x, ξ) ∼
∞∑
j=0
a2−j(x, ξ),
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where the principal symbol a2(x, ξ) is real-valued, since A is self-adjoint. The
problem (57) is forward and backward well-posed in S(Rd) and the corresponding
evolution operator eitA, acting from S(Rd) into S(Rd), extends to L2-isometries
[28].
The classical evolution (34) has the solution (x(t), ξ(t)) = χt(y, η) in (37) and
for a suitable T > 0 and t ∈] − T, T [ the evolution operator eitA can be well
approximated by a FIO of type I, as expressed in [28, Proposition 3.1.1] for the
special case of elliptic operators (that is operators whose corresponding principal
symbols satisfy (33)), but still valid without the assumption (33), as observed in [13,
Section 5.3]). In our framework the result [28, Proposition 3.1.1] can be rephrased
as follows.
Proposition 3.1. Given the Cauchy problem (57) with a(x,D) as above, then
there exists a T > 0, a symbol σ(t, x, η) ∈ C∞(] − T, T [,Γ0(R2d)) a real-valued
phase function Φ ∈ C∞(] − T, T [,Γ2(R2d)) satisfying (38) and (39) such that the
evolution operator can be written as
(59) (eitAu0)(t, x) = (Ftu0)(t, x) + (Rtu0)(t, x),
where Ft is the FIO of type I
(60) (Ftu0)(t, x) =
∫
Rd
e2πiΦ(t,x,η)σ(t, x, η)û0(η)dη
and the operator Rt has kernel in C
∞(] − T, T [,S(R2d)) (thus Rt is regularizing,
i.e., Rt : S
′(Rd)→ S(Rd).)
This result says that in an interval ]−T, T [ the propagator eitA can be represented
by a type I FIO Ft up to an error, which however is a regularizing operator.
Remark 3.2. We observe that the function Φ(t, ·) of Proposition (3.1) and the
related canonical transformation χt in (37) are tame, with Lipschitz constants of
χt and its inverse that can be controlled by a continuous function of t on the interval
]− T, T [ and so can be chosen uniform with respect to t on ]− T, T [.
We will show that if we replace the type I FIO Ft by a more general operator
in the classes FIO(χt, s), we are able to remove the error Rt in (59). Precisely, we
can state the following issue.
Proposition 3.3. Under the assumptions of Proposition 3.1 we have
(61) eitA ∈ ∩s≥0FIO(χt, s), t ∈]− T, T [,
where χt is defined in (37). Moreover for every s ≥ 0 there exists C(t) = Cs(t) ∈
C(]− T, T [) such that, for every g ∈ S(Rd) the Gabor matrix satisfies
(62) |〈eitAπ(w)g, π(z)g〉| ≤ C(t)〈z − χt(w)〉
−s, w, z ∈ R2d.
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Proof. By Proposition 3.1 there exists a T > 0 such that the evolution eitA can be
written as (59), where Ft is a type I FIO with symbol in σ(t, x, η) ∈ C
∞(]−T, T [,Γ0)
and phase Φ(t, ·) in (38). Since
C∞(]− T, T [,Γ0) ⊂ C∞(]− T, T [, S00,0) = C
∞(]− T, T [,∩s≥0M
∞
1⊗vs),
we can find C > 0 and k1 = k1(s) ∈ N such that
‖σ(t, ·)‖M∞1⊗vs ≤ C
∑
|α|≤k1
‖∂ασ(t, ·)v|α|‖∞
where
∑
|α|≤k1
‖∂ασ(t, ·)v−|a|‖∞ ∈ C(]−T, T [) by assumption. Hence the characteri-
zation of Theorem 2.16 gives Ft ∈ ∩s≥0FIO(χt, s), t ∈]−T, T [, where the canonical
transformation χt is defined in (37) and related with Φ(t, ·) by (40) and
|〈Ftπ(w)g, π(z)g〉| ≤ C(t)〈z − χt(w)〉
−s
with C(t) ∈ C(]− T, T [).
Fix now g ∈ S(Rd) with ‖g‖2 = 1 so that the inversion formula (29) becomes
Id = V ∗g Vg and we can write Rt = V
∗
g VgRtV
∗
g Vg. Since Rt is a regularizing operator,
for Tt := VgRtV
∗
g , the following diagram is commutative:
S ′(R2d) S(R2d)
S ′(Rd) S(Rd)
❄
V ∗g
✲Tt
✲Rt
✻
Vg
(see the definition an properties of Vg and its adjoint V
∗
g in Subsection 2.2). This
means that the linear operator Tt : S
′(R2d)→ S(R2d) is regularizing as well and so
its kernel kt(w, z) = 〈Rtπ(w)g, π(z)g〉 ∈ S(R
4d) satisfies
(63) |kt(w, z)| = |〈Rtπ(w)g, π(z)g〉| ≤ 〈z〉
−N 〈w〉−N , ∀z, w ∈ R2d, ∀N ∈ N.
The previous estimates yields Rt ∈ FIO(χ, s), for every bi-Lipschitz mapping χ
and every s ≥ 0. Indeed,
〈z − χ(w)〉 ≤ 〈z〉〈χ(w)〉 ≍ 〈z〉〈w〉
and choosing N ≥ s in (63) we obtain
|kt(w, z)| . 〈z〉
−N 〈w〉−N . 〈z − χ(w)〉−s.
Finally, if σ(Rt)(z) is the Kohn-Nirenberg symbol ofRt, using the fact that S(R
2d) ⊂
S00,0 with continuous embedding for every s ≥ 0 we find C > 0 and k2 ∈ N such
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that
‖σ(Rt)‖M∞1⊗vs ≤ C
∑
|α+β|≤k2
‖zα∂βz σ(Rt)(z)‖∞ ∈ C(]− T, T [).
Using Theorem 2.16 with χt in (37) which is tame for t ∈]− T, T [, we find C(t) ∈
C(]− T, T [) such that
|〈Rtπ(w)g, π(z)g〉| ≤ C(t)〈z − χt(w)〉
−s.
Finally the thesis follows since FIO(χ, s) are linear spaces:
|〈eitAπ(w)g, π(z)g〉| ≤ |〈Ftπ(w)g, π(z)g〉|+ |〈Rtπ(w)g, π(z)g〉|
≤ C(t)〈z − χt(w)〉
−s.
which gives (62).
The previous proposition gives an approximation of eitA for |t| < T . Using the
group property of the propagator eitA Helffer in [28, page 139] describes how to
obtain an approximation of eitA for every t ∈ R. Indeed, a classical trick, jointly
with the group property of eitA, applies. We consider T0 < T/2 and define
Ih =]hT0, (h+ 2)T0[, h ∈ Z.
For t ∈ Ih, by the group property of e
itA:
(64) eitA = ei(t−hT0)A(ei(hT0)A/|h|)|h|
and using Proposition 3.1, one can write
(65) eitA − Ft−hT0(F h
|h|
T0
)|h| ∈ C∞(Ih,L(S
′,S)).
In general, eitA or even the composition Ft−hT0(F h
|h|
T0
)|h| cannot be represented as
a type I FIO in the form (60). We shall prove below that the evolution eitA is in
the class ∩s≥0FIO(χt, s) for every t ∈ R, with χ defined in (37), so that this class
is proven to be the right framework for describing the evolution eitA.
Theorem 3.4. Given the Cauchy problem (57) with A = a(x,D) as above, consider
the mapping χt defined in (37). Then
(66) eitA ∈ ∩s≥0FIO(χt, s)), t ∈ R
and for every s > 2d there exists C(t) ∈ C(R) such that
(67) |〈eitAπ(w)g, π(z)g〉| ≤ C(t)〈z − χt(w)〉
−s, w, z ∈ R2d, t ∈ R.
Proof. We fix T0 < T/2 as above. For t ∈ R, there exists a h ∈ Z such that t ∈ Ih.
Using Proposition 3.3 for t1 = t− hT0 ∈]− T, T [ we have that e
it1A ∈ FIO(χt1, s)
and for t2 =
h
|h|
T0 ∈]− T, T [, e
it2A ∈ FIO(χt2, s), for every s ≥ 0, and there exists
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a continuous function C(t) on ] − T, T [ such that (62) is satisfied for t = t1 and
t = t2. Using the algebra property (49), for every s > 2d,
eit1A(eit2A)|h| ∈ FIO(χt1 ◦ (χt2)
|h|, s)
and the group law (36) for χt(y, η) = S0(t)(y, η) gives
χt1 ◦ (χt2)
|h| = χt1+|h|t2 = χt,
as expected and using (52) we obtain that the Gabor matrix of the product
eit1A(eit2A)|h| is controlled by a continuous function Ch(t) on Ih. Finally, from
the estimate
|〈eitAπ(w)g, π(z)g〉| ≤ Ch(t)〈z − χt(w)〉
−s, t ∈ Ih,
with Ch ∈ C(Ih), it is easy to construct a new continuous controlling function C(t)
on R such that (67) is satisfied.
4. Schro¨dinger Equations with bounded perturbations
We now study the Cauchy problem for linear Schro¨dinger equations of the type
(68)
i
∂u
∂t
+Hu = 0
u(0, x) = u0(x),
with t ∈ R and the initial condition u0 ∈ S(R
d). We consider a Hamiltonian of the
form
(69) H = a(x,D) + σ(x,D),
where A = a(x,D) is the pseudodifferential operator satisfying (57), whose corre-
sponding propagator eitA ∈ ∩s≥0FIO(χt, s), for t ∈ R, as shown in the preceding
section.
The perturbation B = σ(x,D) is a pseudodifferential operator with a symbol
σ ∈ M∞1⊗vs(R
2d), s > 2d. This last requirement implies the boundedness of B
on Mµ(R
d) for a weight µ as in the assumptions of Theorem 2.13 (with χ = Id),
(see also [24] using M∞1⊗vs(R
2d) ⊂ M∞,1(R2d), s > 2d) and in particular on L2(Rd).
Hence, H = A+B is a bounded perturbation of the generator A of a unitary group
by [46], and H is the generator of a well-defined (semi-)group. We shall heavily use
the theory of operator semigroups, addressing to the textbooks [46] and [19] for an
introduction on the topic. Our result, containing Theorem 1.2, is as follows.
Theorem 4.1. Let s > 2d. Consider the Cauchy problem (68) with A = a(x,D)
and B = σ(x,D) as above. Let χt be the mapping defined in (37). Then the solution
can be written as
eitH = eitAQ(t) = Q˜(t)eitA ∈ FIO(χt, s), t ∈ R,
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where Q(t) and Q˜(t) are pseudodifferential operators with symbols in M∞1⊗vs(R
2d)
and the continuous Gabor matrix satisfies
|〈eitHπ(w)g, π(z)g〉| ≤ C(t)〈z − χt(w)〉
−s, w, z ∈ R2d,
for a suitable positive continuous function C(t) on R.
Proof. The pattern is similar to [8, Theorem 4.1]. We show the result on the
interval [0,+∞[, for the interval ] − ∞, 0] the result is obtained by the previous
case by replacing t with −t.
The operator A is the generator of a strongly continuous one-parameter group on
L2(Rd) and T (t) = eitA is the corresponding (semi)group that solves the evolution
equation idT (t)
dt
= AT (t). Then eitA is a strongly continuous one-parameter group
on L2(Rd). As already observed, by the assumptions on the symbol of B, it follows
that B is a bounded operator on L2(Rd), hence H = A + B is the generator of
a strongly continuous one-parameter group S(t) [19]. The perturbed semigroup
S(t) = eitH satisfies an abstract Volterra equation
(70)
S(t)f = T (t)f+
∫ t
0
T (t−s)BS(s)f ds = T (t)
(
Id+
∫ t
0
T (−s)BT (s)T (−s)S(s) ds
)
f
for every f ∈ L2(Rd) and t ≥ 0. If we define by Q(t) = T (−t)S(t), then by (70)
Q(t) satisfies the Volterra equation
(71) Q(t) = Id +
∫ t
0
T (−s)BT (s)Q(s) ds ,
where the integral is to be understood in the strong sense. Now write B(s) =
T (−s)BT (s), then the solution of (71) can be written as a so-called Dyson-Phillips
expansion ([46, X.69] or [19, Ch. 3, Thm. 1.10])
(72)
Q(t) = Id+
∞∑
n=1
(−i)n
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
B(t1)B(t2) . . .B(tn) dt1 . . . dtn :=
∞∑
n=0
Qn(t) .
We shall show thatQ(t) is a pseudodifferential operator with symbol inM∞1⊗vs(R
2d).
For τ ∈ [0, t], the algebra property (49) gives
B(τ) = ei(−τ)ABeiτA ∈ FIO(χ−τ ◦ Id ◦ χτ , s) = FIO(Id, s)
since χ−τ ◦ Id ◦ χτ = χ−τ ◦χτ = S0(0) = Id by (36). Moreover, e
i±τA satisfies (67),
so that using (52) with n = 3, T (1) = ei(−τ)A, T (2) = B, T (3) = eiτA and χ = Id we
can write
(73) |〈B(τ)π(w)g, π(z)g〉| ≤ C(τ)〈z − w〉−s,
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for a new continuous function C(τ) on R. Using (52) again for the composition of
pseudodifferential operators
∏n
j=1B(tj) we obtain
|〈
n∏
j=1
B(tj)π(w)g, π(z)g〉| ≤ C0C(t1) · · ·C(tn)〈z − w〉
−s,
with C(t) ∈ C(R) in (73).
We now show thatQn(t) is a pseudodifferential operator with symbol inM
∞
1⊗vs(R
2d).
We control the Gabor matrix of Qn(t) as follows:
|〈Qn(t)π(w)g, π(z)g〉| ≤ C0
∫ t
0
∫ t1
0
. . .
∫ tn−1
0
C(t1) · · ·C(tn)dt1 . . . dtn〈z − w〉
−s.
If we define
H(t) = max
τ∈[0,t]
C(τ) ∈ C(R),
we obtain
|〈Qn(t)π(w)g, π(z)g〉| ≤ C0H(t)
n t
n
n!
〈z − w〉−s.
Finally, setting H˜(t) = tH(t) ∈ C(R),
|〈Q(t)π(w)g, π(z)g〉| ≤
∞∑
n=0
|〈Qn(t)π(w)g, π(z)g〉|〈z − w〉
−s
≤ C0
∞∑
n=0
H˜(t)n
n!
〈z − w〉−s
= C(t)〈z − w〉−s,
for a new function C(t) ∈ C(R). This gives by Theorem 2.16 thatQ(t) ∈ FIO(Id, s)
that is Q is a pseudodifferential operatorwith symbol in M∞1⊗vs(R
2d). Finally, the
algebra property again gives
eitH = T (t)C(t) ∈ FIO(χt, s),
and the estimate (50) gives that the Gabor matrix of eitH is controlled by a con-
tinuous function C(t) on R.
Consequently, the Schro¨dinger equation preserves the phase-space concentration,
as expressed by the following issue.
Corollary 4.2. Let 0 ≤ r < s − 2d, and µ ∈ Mvr . If the initial condition
u0 ∈M
p
µ◦χ, 1 ≤ p ≤ ∞, then u(t, ·) = e
itHu0 ∈M
p
µ, for all t ∈ R.
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Proof. It follows immediately from Theorems 4.1 and (2.13).
Using vr ◦ χ ≍ vr, we observe that the Schro¨dinger evolution preserves the
phase space concentration Mpvr of the initial condition u0. In other words, the time
evolution leaves Mpvr invariant.
Corollary 4.3. Let |r| < s − 2d. If the initial condition u0 ∈ M
p
vr , 1 ≤ p ≤ ∞,
then u(t, ·) = eitHu0 ∈ M
p
vr , for all t ∈ R.
Proof. The result is a special case of Corollary 4.2 once we prove, for r > 0, vq
is vr-moderate if and only if |q| ≤ r. But this is an easy consequence of Peetre’s
inequality
〈z + ζ〉q ≤ 〈z〉|q|〈ζ〉q.
From Corollaries 4.2 and 4.3 we recapture (18) in Theorem 1.4.
5. Propagation of singularities
In what follows we shall use χt for χt when it is more convenient.
Proposition 5.1. Let f ∈ S ′(Rd), r > 0. Then:
(i) The definitions of WF p,rG (f) and WFG(f) do not depend on the choice of the
window g.
(ii) f ∈ Mpvr(R
d) if and only if WF p,rG (f) = ∅. Similarly, f ∈ S(R
d) if and only if
WFG(f) = ∅.
The proof of (i) will be given later, as a consequence of more general arguments.
The proof of (ii) follows easily from the compactness of the sphere S2d−1 and (27).
The following statement gives the second part of Theorem 1.4.
Theorem 5.2. Under the assumptions of Theorem 4.1, for u0 ∈ M
p
v−r
(Rd), 1 ≤
p ≤ ∞, 0 < 2r < s− 2d, we have
(74) WF p,rG (e
itHu0) = χt(WF
p,r
G (u0)).
Proof. We shall prove that WF p,rG (e
itHu0) ⊂ χt(WF
p,r
G (u0)) for any t ∈ R. Then,
by applying the inclusion to v0 = e
−itHu0, the opposite inclusion will follow, and
(74) will be proved.
Fixed t ∈ R, we assume z0 /∈ χt(WF
p,r
G (u0)). Since χt is a homogeneous dif-
feomorphism for large |z|, this is equivalent to say that w0 = χ
−1
t (z0) does not
belong to WF p,rG (u0). Therefore for a sufficiently small open conic neighborhood
Γw0 ⊂ R
2d \ 0 of w0 we have
(75)
∫
Γw0
|Vgu0(w)|
p〈w〉pr <∞.
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Note also that, in view of the assumption u0 ∈M
p
v−r
(Rd), we have
(76)
∫
Rd
|Vgu0(w)|
p〈w〉−pr <∞.
Now from Theorem 4.1, we have
(77) Vg(e
itHu0)(z) =
∫
R2d
k(t, w, z)Vgu0(w)dw
with
(78) |k(t, w, z)| ≤ C(t)〈z − χt(w)〉
−s, w, z ∈ R2d.
We have to show that z0 /∈ WF
p,r
G (e
itHu0). To this end, take an open conic neigh-
borhood Γ′z0 of z0, such that Γ
′
z0
⊂ χt(Γw0). This implies that for z ∈ Γ
′
z0
and
w /∈ Γw0 we have
(79) 〈z − χt(w)〉 & max{〈z〉, 〈w〉},
since χt is a Lipschitz diffeomorphism. Using (77) and (78) we estimate
(80) |〈z〉rVg(e
itHu0)(z)| .
∫
R2d
I(z, w) dw,
with
(81) I(z, w) = 〈z〉r〈z − χt(w)〉
−s|Vgu0(w)|.
To show z0 /∈ WF
r
G(e
itHu0) it will be sufficient to show that∥∥∥∥∫
R2d
I(·, w) dw
∥∥∥∥
Lp(Γ′z0 )
<∞.
First, we estimate
∫
R2d
I(z, w) dw for z ∈ Γ′z0. We split the domain of integration
into two domains Γw0 and R
2d \ Γw0. In R
2d \ Γw0 we use (79) to obtain∫
R2d\Γw0
I(z, w) dw ≤
∫
R2d\Γw0
〈z〉r〈w〉r〈z − χt(w)〉
−s |Vgu0(w)|
〈w〉r
dw
.
∫
R2d\Γw0
〈z − χt(w)〉
2r−s |Vgu0(w)|
〈w〉r
dw
.
(
〈·〉2r−s ∗
|Vgu0(·)|
〈·〉r
)
(z).
So by (76) and using 2r − s < −2d,∥∥∥∥∥
∫
R2d\Γw0
I(·, w) dw
∥∥∥∥∥
Lp(Γ′z0)
. ‖〈·〉2r−s‖L1(R2d)‖ |Vgu0|〈·〉
−r‖Lp(R2d) <∞.
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In the domain Γw0, we have∫
Γw0
I(z, w) dw ≤
∫
Γw0
〈z〉r〈w〉−r〈z − χt(w)〉
−r〈z − χt(w)〉
r−s|Vgu0(w)|〈w〉
r dw
.
∫
Γw0
〈z − χt(w)〉
r−s|Vgu0(w)|〈w〉
r dw
. 〈χ−1t (·)〉
r−s ∗
(
CharΓw0 · |Vgu0|〈·〉
r
)
(z)
where CharΓw0 is the characteristic function of the set Γw0. The assumption (75)
yields to the estimate∥∥∥∥∥
∫
Γw0
I(·, w) dw
∥∥∥∥∥
Lp(Γ′z0 )
. ‖〈χ−1t (·)〉
r−s‖L1(R2d)‖ |Vgu0|〈·〉
r‖Lp(Γw0 )
≍ ‖〈·〉r−s‖L1(R2d)‖Vgu0〈·〉
r‖Lp(Γw0 ) <∞,
for χt is a bi-Lipschitz diffeomorphism and r − s < 2r − s < −2d. This concludes
the proof.
The preceding arguments apply with small changes in the proof of (23). Let us
detail the proof for sake of clarity.
Proof of (23). As in the previous proof, it is enough to show WFG(e
itHu0) ⊂
χt(WFG(u0)) for any t ∈ R. We have to prove that for every u0 ∈ S
′(Rd) and
z0 ∈ R
d, z0 6= 0, the assumption z0 /∈ χt(WFGu0) implies z0 /∈ WFG(e
itHu0). Ar-
guing as before, we have that the estimates (75) are satisfied for every r > 0 in
a cone Γw0 independent of r. Now recall from (27) that S
′(Rd) =
⋃
s≥0M
∞
vs (R
d).
Therefore u0 ∈ M
∞
v−r0
(Rd) for some r0 ≥ 0. Since σ ∈ S
0
0,0 =
⋂
s≥0M
∞
1⊗v−s(R
2d) by
(26), we have σ ∈M∞1⊗vs(R
2d) for every s ≥ 0. We may then apply the arguments in
the preceding proof with s > 2r+2d > 2r0+2d and obtain the expected estimates
(22) for any r > 0. By observing that the choice of the cone Γ′z0 does not depend
on r, the proof is concluded.
Proof of Proposition 5.1, (i). We prove the independence of the definition ofWF p,rG (f)
on the choice of the window g. The independence of WFG(f) is attained similarly.
We assume the estimate for Vgf (17) satisfied, for some fixed g ∈ S(R
d) \ {0}
and some conic neighborhood Γz0 and we want to prove that the estimate holds for
Vhf , where h ∈ S(R
d) \ {0} is fixed arbitrary, after possibly shrinking Γz0 . To this
end, we use Lemma 2.1 which gives
|Vhf(z)| . (|Vgf | ∗ |Vhg|)(z).
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Since Vhg ∈ S(R
2d) for g, h ∈ S(Rd), we have that for every s ≥ 0
|Vhf(z)| .
∫
R2d
〈z − w〉−s|Vgf |(w) dw.
We know that f ∈ Mpv−r0 (R
d), for some r0 ≥ 0. Taking then s > max{r, r0 + 2d},
the arguments in the proof of Theorem 5.2 apply with χt =Id, w0 = z0.
Proposition 5.3. Let σ ∈ M∞1⊗vs(R
2d), s > 2d and 0 < 2r < s − 2d. Then for
every f ∈Mpv−r(R
d) we have
(82) WF p,rG (σ(x,D)f) ⊂WF
p,r
G (f).
If σ ∈ S00,0, then for every f ∈ S
′(Rd),
(83) WFG (σ(x,D)f) ⊂WFG(f).
Proof. If σ ∈ M∞1⊗vs(R
2d), then from Proposition 2.14 we have that the Gabor
matrix k(w, z) of σ(x,D) satisfies
|k(w, z)| . 〈z − w〉−s, w, z ∈ R2d,
so that σ(x,D) ∈ FIO(χ, s) with χ = Id. The arguments of the proof of the
Theorem 5.2 then apply with w0 = z0. The proof of (83) is similar.
We end the paper with some examples of Schro¨dinger equations.
Addressing first to non-expert readers, we present some properties of WFG(f)
and treat in this frame the free particle and the harmonic oscillator with smooth
potentials, cf. Examples 1, 2, 3. The conclusive Example 4 concerns non-smooth
potentials.
Proposition 5.4. Let f ∈ S ′(Rd). Then
(i) WFG (π(z0)f) =WFG(f) for every z0 = (x0, ξ0) ∈ R
2d.
(ii) Let δx0 be the Dirac distribution at the point x0 ∈ R
d. Then
WFG (δx0) = {z = (x, ξ), x = 0, ξ 6= 0}
independently of x0.
(iii) Let ξ0 be fixed in R
d. Then
WFG (e
2πi〈x,ξ0〉) = {z = (x, ξ), x 6= 0, ξ = 0}
independently of ξ0.
(iv) Let c ∈ R, c 6= 0, be fixed. Then
WFG (e
πic|x|2) = {z = (x, ξ), x 6= 0, ξ = cx}.
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Proof. The proof of (i) is a consequence of Proposition 5.3, since π(z0) = Mξ0Tx0 =
σ(x,D) with σ(x,D) being a pseudodifferential operator with symbol
σ(x, ξ) = e2πi(〈x,ξ0〉−〈x0,ξ〉) ∈ S00,0.
Concerning (ii), we are reduced to compute WFG (δ) since
WFG (δx0) = WFG (Tx0δ) =WFG (δ)
by item (i). On the other hand, Vg(δ)(x, ξ) = g(−x). Hence in a small conic
neighborhood Γ ⊂ R2d of the ray x = tξ, t ∈ R, ξ 6= 0, we have rapid decay of
g(−tξ) but for t = 0, giving the claim.
To prove (iii) we proceed similarly as before. From item (i) we obtain that
WFG (e
2πi〈x,ξ0〉) =WFG (Mξ01) = WFG (1).
On the other hand |Vg1(x, ξ)| = |M−xgˆ(−ξ)| so that |Vg1(x, ξ)| = |gˆ(−ξ)| and the
arguments of item (ii) give the desired result.
We now prove (iv). We use the Gaussian g(x) = e−π|x|
2
as a window for the STFT
Vgf with f(x) := e
πic|x|2. Then standard computations (see also [2, Theorem 14])
give
|Vgf(x, ξ)| = (1 + c
2)−d/4e−π|ξ−cx|
2/(1+c2).
The right-hand side is rapidly decaying in any open cone of R2d excluding the line
ξ − cx = 0. This concludes the proof of the proposition.
Example 1. The free particle.
Consider the Cauchy problem for the Schro¨dinger equation
(84)
{
i∂tu+∆u = 0
u(0, x) = u0(x),
with x ∈ Rd, d ≥ 1. The explicit formula for the solution in terms of the kernel is
(85) u(t, x) = (Kt ∗ u0)(x),
where
(86) Kt(x) =
1
(4πit)d/2
ei|x|
2/(4t).
whereas in terms of classical FIO:
(87) u(t, x) =
∫
Rd
e2πi(〈x,η〉−2πt|η|
2)û0(η)dη.
The Gabor matrix with window function g(x) = e−π|x|
2
can be controlled (see [15,
Theorem 5.3] even for more general operators):
(88) |k(w, z)| ≤ Ce−ǫ|z−χt(w)|
2
,
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for suitable constants C > 0 and ǫ > 0 and where, for w = (y, η),
(89) (x, ξ) = χt(y, η) = (y + 4πtη, η).
Beside the effectiveness in numerical analysis, cf. [12, Section 6.1], this expression
emphasizes the microlocal properties of the propagator. Let us test the propagator
of the Gabor wave front set on some particular initial data. If u0 = δ then u(t, x) =
Kt(x) by (85). This is coherent with (23) and (89), since from Proposition 5.4, (iv)
and (ii), we have
WFG (u(t, x)) = WFG (Kt) = {(x, ξ), x = 4πtξ, ξ 6= 0}
= χt(WFG(δ)) = χt({(y, η), y = 0, η 6= 0})
We remark a similar propagation for the initial datum
u0 = K−1(t) = (−4πi)
−d/2e−i|x|
2/4
for which we have ut=1 = δ. Instead, for u0 = e
2πi〈x,ξ0〉, with ξ0 ∈ R
d, we have
u(t, x) = e−4π
2it|ξ0|2e2πi〈x,ξ0〉
and in this case the Gabor wave front set is stuck:
WFG (u(t, x)) =WFG (u0) = {(x, 0), x 6= 0},
by Proposition 5.4, (iii) and (89).
Example 2. The harmonic oscillator.
Consider the Cauchy problem
(90)
{
i∂tu−
1
4π
∆u+ π|x|2u = 0
u(0, x) = u0(x).
The solution in terms of a FIO type (15) is
(91) u(t, x) = (cos t)−d/2
∫
Rd
e2πi[
1
cos t
xη+ tan t
2
(x2+η2)]uˆ0(η) dη, t 6=
π
2
+ kπ, k ∈ Z.
The Gabor matrix with Gaussian window g(x) = e−π|x|
2
can be explicitly computed
as
(92) |k(w, z)| = 2−
d
2 e−
pi
2
|z−χt(w)|2,
where the canonical transformation is defined in (21). Observe that the expression
(92) is meaningful for every t ∈ R. Let us refer to [12, Section 6.2] for applications
to numerical experiments.
We may test (23) on the initial datum u0(x) = 1, giving for t < π/2,
u(t, x) = (cos t)−d/2eπi tan t|x|
2
.
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From Proposition 5.4, (iii) and (iv), we have coherently with (21)
WFG (u(t, x)) = {(x, ξ), x = (cos t)y, ξ = (sin t)y, y 6= 0}
= χt(WFG (1)) = χt({(y, η), y 6= 0, η = 0}).
Example 3. Smooth potentials.
We now consider the presence in Example 1 of a potential with symbol in the
class S00,0. Consider the case
(93) e−2πi〈x0,ξ〉, x0 ∈ R
d fixed.
The related pseudodifferential operator σ(D) is the translation operator
(94) σ(D)f(x) = Tx0f(x) = f(x− x0),
which does not preserve the singular support. Consider first the equation
(95)
{
i∂tu+ σ(D)u = 0
u(0, x) = u0(x).
The solution is given by
(96) u(t, x) = eitTx0u0(x) =
∫
Rd
e2πi〈x,ξ〉 exp(ite−2πi〈x0,ξ〉) uˆ0(ξ) dξ.
Despite the nasty oscillations, the symbol of the solution operator belongs to S00,0
and from Proposition 25.4 we have for every fixed t ∈ R,
WFG(e
itTx0u0) = WFG(u0),
the identity being granted by the fact that T−1x0 = T−x0 . Note that the singular
support can be expanded. In fact, taking u0 = δ we have
eitTx0δ =
∞∑
n=0
(it)n
n!
δnx0 ∈ S
′(Rd)
so that sing supp eitTx0δ = {nx0}n∈Z+ as soon as t 6= 0, whereas
WFG (e
itTx0 δ) = WFG (δ) = {(0, ξ), ξ 6= 0}.
Adding now the potential σ(D) to the free particle in Example 1, we have the
Schro¨dinger equation with space-delay
(97)
{
i∂tu+∆u+ Tx0u = 0
u(0, x) = u0(x).
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Since the operators eit∆ and Tx0 commute, the arguments of of Section 4 provide
as propagator eitTx0 eit∆, that is the convolution with
∞∑
n=0
(it)n
n!
Kt(x− nx0) ∈ S
′(Rd),
where Kt is defined in (86). The Gabor propagation is the same as in Example 1.
From a physical point of view, it is perhaps most natural to consider the case
when the potential depends on x alone, for example
(98)
{
i∂tu+∆u+Mξ0u = 0
u(0, x) = u0(x),
withMξ0u0 = e
2πi〈x,ξ0〉u0, ξ0 fixed in R
d. Notice that now the operators eit∆ andMξ0
do not commute and, proceeding as in Section 4 with the perturbation Bu =Mξ0u,
we have first to consider
B(t) = e−it∆e2πi〈x,ξ0〉eit∆.
Omitting further explicit computations, we obtain
(99) B(t) = e4π
2iξ20tMξ0T−4πtξ0 .
In principle, one could then continue the computation of the pseudodifferential
operator Q(t) in (72) explicitly, and the solution operator will be eit∆Q(t).
Observe in (99) the presence of the translation factor T4πtξ0 , providing same
phenomena as before.
Example 4. Non-smooth potentials.
As examples of admissible non-smooth potentials, consider first a non-polynomial
homogeneous function h(z), z = (x, ξ), h(λz) = λrh(z) for z 6= 0, λ > 0, r > 0,
with h ∈ C∞(R2d \ {0}), and take then as potential any function σ(z) = h(z), for
|z| ≤ 1, and h(z) ∈ S00,0 for |z| ≥ 1. This potential satisfies σ ∈ M
∞
1⊗vr+2d
(R2d). In
fact, we may limit the analysis to the singularity at the origin. From Proposition
2.5 we have, for ψ ∈ S(R2d),
(100) |Vψσ(z, ζ)| ≤ C〈ζ〉
−r−2d, z, ζ ∈ R2d.
We may now return to the discussion about the smoothness at the origin of the
Hamiltonian a(z) in the Introduction. Consider h(z) real-valued non-polynomial
homogeneous of degree 2, h ∈ C∞(R2d \ {0}), just to give an example
h(x, ξ) = (|x|4 + |ξ|4)1/2.
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We can include in our analysis the equation
(101)
{
i∂tu+ h(x,D)u = 0
u(0, x) = u0(x),
by absorbing the singularity at the origin into the potential. Namely, take ϕ ∈
C∞0 (R
d), 0 ≤ ϕ(z) ≤ 1, ϕ(z) = 1 for |z| ≤ 1, ϕ(z) = 0 for |z| ≤ 2, and split
h(z) = a(z) + σ(z), a(z) = (1− ϕ(z))h(z), σ(z) = ϕ(z)h(z).
At this moment a(z) satisfies the assumptions in the Introduction and the potential
σ belongs to M∞1⊗v2+2d(R
2d), in view of (100). We may then apply Theorem 1.4 to
the Cauchy problem (101). Note that the result of propagation should be limited
to u0 ∈M
p
v−r
(Rd) and WF p,rG (e
itHu0) with 0 < r < 1.
Finally, we present an example of non-smooth potential depending on x alone,
namely in dimension d = 1
(102) σ(x, ξ) = | sin x|µ, µ > 1, x, ξ ∈ R.
By Corollary 2.4, σ ∈ M∞1⊗vµ+1(R
2). So, consider for instance the perturbed har-
monic oscillator in (20). From Theorem 1.4 we have that the Cauchy problem is
well-posed for u0 ∈ M
p
vr(R), |r| < µ − 2 and the propagation of WF
p,r
G (u(t, ·)) for
t ∈ R takes place as in Example 2 for 0 < r < µ/2− 1.
Appendix
Proof of Theorem 2.15. First we prove (ii) ⇒ (i). Assume I ∈ FIO(χt, s) and
(103) |〈Iπ(w)g, π(z))g〉| ≤ C(t)〈z − χt(w)〉,
with C(t) positive continuous function on ] − T,−T [. Setting w = (x, η) and
z = (x′, η′), using the fact that each component of the mapping χt(y, η) and its
inverse is in C∞(]−T, T [,Γ1(R2d)) we can control the Lipschitz constants of χt and
χ−1t by continuous constants of t so that the equivalence of [7, Lemma 4.2] becomes
(104) |∇xΦ(t, x
′, η)− η′|+ |∇ηΦ(x
′, η)− x| ≍t |χ1(t, x, η)− x
′|+ |χ2(t, x, η)− η
′|
for every x, x′, η, η′ ∈ Rd and the implicit constants in the equivalence ≍t are
continuous with respect to t ∈] − T, T [. This reduces the study to showing that
if the operator I(σt,Φ(t, ·)), with Φ(t, ) being the phase related to χt in (40) and
satisfying (38), fulfils the estimate
(105)
|〈I(σt,Φ(t, ·))π(x, η)g, π(x
′, η′)g〉| ≤ C(t)〈∇xΦ(t, x
′, η)− η′,∇ηΦ(t, x
′, η)− x〉−s
with x, x′, η, η′ ∈ Rd, t ∈]− T, T [, then
(106) ‖σt‖M∞1⊗vs ≤ C(t), t ∈]− T, T [.
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For z, w ∈ R2d, let Φ2,z(t, ·) be the remainder in the second order Taylor expansion
of the phase Φ(t, ·), i.e.,
Φ2,z(t, w) = 2
∑
|α|=2
∫ 1
0
(1− τ)∂αΦ(t, z + τw)dτ
wα
α!
.
For a given window g ∈ S(Rd), we set
(107) Ψz(t, w) = e
2πiΦ2,z(t,w)
(
g ⊗ ĝ
)
(w).
Then, the fundamental relation between the Gabor matrix of a FIO and the STFT
of its symbol from [10, Prop. 3.2] and [11, Section 6] can be rephrased in this
framework as
|〈Iπ(x, η)g, π(x′, η′)g〉| = |VΨ(x′,η)σt((x
′, η), (η′ −∇xΦ(t, x
′, η), x−∇ηΦ(t, x
′, η)))| .
Writing u = (x′, η), v = (η′, x), (105) translates into
|VΨu(t,·)σt(u, v −∇Φ(t, u))| ≤ C(t)〈v −∇Φ(t, u)〉
−s,
and then into the estimate
(108) sup
(u,w)∈R2d×R2d
〈w〉s|VΨu(t,·)σt(u, w)| ≤ C(t).
The main technical work done in [6] for the time independent case Ψu(t, ·) = Ψu(·) is
to show that the set of windows Ψu possesses a joint time-frequency envelope. This
property allows to write σ ∈M∞1⊗vs(R
2d) if and only if supu∈R2d |VΨuσ| ∈ L
∞
1⊗vs(R
4d)
with
(109) ‖σ‖M∞1⊗vs ≍ ‖ sup
u∈R2d
|VΨuσ|‖L∞1⊗vs .
The proof of the previous equivalence passes through several lemmas. We point
out that the crucial element of the equivalence is a control of |VΨe
2πiΦ2,z(u, w)|,
with Ψ ∈ S(R2d) \ {0} fixed, by a polynomial pα(∂Φ2,z(ζ)) of derivatives of Φ2,z
of degree at most |α| times a factor that does not depend on t. Since Φ(t, ) ∈
C∞(]− T, T [,Γ2(R2d)), we can control the polynomial by a continuous function of
t and in the end obtaining that the equivalence (109) depends continuously on t,
which together with (108) gives (106).
(i) ⇒ (ii). If I = I(σt,Φχ) is a FIO of type I for Φ(t, ·) and χt in (40) and
some σt ∈ M
∞
1⊗vs(R
2d) which satisfies (56), then essentially reading backwards the
arguments above give I(σt,Φχ) ∈ FIO(χt, s) with C(t) being a continuous function
of t.
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