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1. INTRODUCTION 
The purpose of this article is to establish in detail an important 
verification of the following general principle of subsequences which 
we have had occasion to formulate recently [5] and the appropriateness 
of which we have demonstrated at several places [2, 41. The general 
principle in question can be formulated as follows: if a certain quanti- 
tative asymptotic property n is valid for any sequence of independent, 
identically distributed random variables X, belonging to some inte- 
grability class determined by the finiteness of a norm 11 * [IL , an analogous 
property + will be valid for a suitable subsequence {f,} of any sequence 
F of functions on any probability space such that sup{(]fIIL : f E F) < co. 
Moreover, the subsequence can be chosen in such a way that any further 
subsequence will have the same property +. 
When 7r is the Kolmogorov strong law of large number, the validity 
of the principle corresponds to a remarkable theorem of Komlbs [8] 
which states that from any norm-bounded sequence F in L1, a sub- 
sequence F, can be so extracted that any subsequence f, of F. will have 
the property that lim,,,(f, + *.* + f,)/n exists a.e. and equals a 
function 01 E L1 which is independent of the particular subsequence 
fn of F,, under consideration. (Naturally, 01 depends on the choice of F,,). 
The property here differs from v in two respects. First, the limit function 
01 is not necessarily a constant and second, the convergence of 
( fi + **. + f,)/n to OL in L1 is not guaranteed. The fact remains, however, 
that Komlbs’ theorem is a clear illustration of the subsequence principle 
just mentioned. We have shown elsewhere [2,4] that if r is taken to be 
the Marcinkiewicz generalization of Kolmogorov’s strong law, then 
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also a property 71 perfectly analogous to n can be established. Our 
objective in this paper is to verify the subsequence principle when n is 
the classical central limit theorem. More precisely, we prove the following 
which is the central result of the paper. 
THEOREM 1. Let F be a sequence of functions in L2 over any probability 
space such that sup{// f /I2 : f E F} < GO. Then there exists a subsequence F, 
of F and functions 01 E L2 and 9 E L,l such that for any subsequence f, of F,, 
and any measurable set A, 
hn P A; n-l12 iI (fk - a) < xl = P(A) . G(x; 8, A), 
I (1) 
where G(x; 8, A) is a certain mixture of normal distributions such that the 
characteristic function #(t; 8, A) of G(x; 0, A) is given by 
#(t; 8, A) = j eftzG(dx; 8, A) = (l/P(A)) . /A exp( -O(w) t2/2) dP(w). 
We remark that by dividing out suitably by @/a, we can prove a 
theorem concerning convergence to the standard normal distribution 
also (Theorem 1 bis, 94). Generally speaking, the function 01 acts as the 
mean value of the sequence f, and B its variance. This will be seen more 
clearly in the course of the proof of Theorem 1. That, in general, we 
cannot expect to have a normal distribution as limit in (1) is easily seen 
by considering the sequence g * X, , where X, E L2 is a sequence of 
independent, identically distributed variables and g is an arbitrary 
bounded random variable. 
We note also that it is easy to generalize Theorem 1 to the case of an 
arbitrary measure space. Indeed, as the theorem concerns only a 
denumerable number of functions in L2, we need only consider o-finite 
spaces. In such spaces, an application of Theorem 1 to sets A of finite 
measure will give the generalization indicated. In our opinion, a sensible 
formulation of the central theorem for infinite measure spaces is in the 
style of (1) with sets A restricted to sets of finite measure. 
The general plan of the paper is as follows. In $2 we collect a number 
of different results which will be needed in the proof of the principal 
theorems. In $3 is given a central limit theorem for martingales which 
will play a decisive role in the subsequent work. In $4 we prove Theorem 
1 and in $5 we generalize it in the uniformly bounded case to obtain 
extensions of previous results. Finally, in $5 we indicate how the whole 
can be extended to vector-valued (finite-dimensional) random variables. 
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The central limit theorem for martingales given in $3 can be used to 
give an extension of a theorem of Billingsley and Levy. Without taking 
up the question here, we remark that the technique used in 93 can be 
utilized with great efficacy to prove several convergence-in-law theorems 
for dependent or independent random sequences. The method was 
given first by Salem and Zygmund [lo] in their study of the limit 
distribution properties of lacunary trigonometric series. Morgenthaler 
[9] used this method later to obtain a theorem analogous to our Theorem 
3 for the special case of uniformly bounded orthonormal sequences. 
However, our method gives a much more general result with far less 
cumbrous calculations. 
Our chief method of attack is to reduce the situation in Theorem 1 
to the case of a martingale difference sequence and then use the central 
theorem proved in $3. Perhaps Lemmas 1 and 2 explain the reduction 
to martingale theory in the simplest way. The ideas here as well as the 
crucial Lemma 3 were culled from Komlbs [8]. 
A verification of the subsequence principle in the case of the law of 
the iterated logarithm will be given elsewhere. Other instances of the 
applicability of the principle are also known. 
We remark further that each verification of the subsequence principle 
implies a corresponding theorem for independent, identically distributed 
random variables or, a little more generally, for the so-called 
exchangeable random variables. Thus our Theorem 1 implies a known 
central limit theorem for the last-mentioned type of random variables 
(cf. [7, p. 2781). 
2. PRELIMINARIES 
In the sequel, we shall work on a fixed but arbitrary probability space 
(Q, 3, P). The space Lp, 1 < p < co, will relate to real-valued random 
variables on Q endowed with the norm 11 * lip . LP(Rd) will denote the 
Lp-space of Rd-valued random variables. dA will denote the characteristic 
function of the set A. By &(g) we shall denote the function g truncated 
at a real number K > 0, i.e., tk(g) = g * +A, where A = {w : 1 g(w)\ < K). 
Note that &(g”) = {tdz(g)}“. The letter C will be used for a nonnegative 
constant, possibly different from one occurrence to the next and whose 
exact value will be immaterial for the argument at hand. One important 
technique of the paper is contained in the following lemma. 
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LEMMA 1. Let the sequence of simple random variables h, + 0 weakly 
in L1. There exists then a subsequence h,, such that any subsequence 
~hnod~>l of (h,,} has the following structure: hnck) = & + 6, where 
J%% I 41 *.* .$kk-l) = 0 and / 6, 1 < 2-k a.e. 
Proof. A simple random variable is one which assumes only a finite 
number of different values. We define the subsequence n’ by induction. 
Put n(1) = 1. Once n(l),..., n(k) are chosen, we select n(k + 1) in such 
a way that 
(P(A))-l . / s, h, dl’ 1 < 2-“-l (2) 
for all n > n(k + 1) and all A E Tk , where 
Tk = {A: P(A) > 0, A is hn(r) ,..., h,,(,)-measurable}. 
This is possible since JA h, dP -+ 0 for any measurable A, and since 
22,‘s being simple, Tk is a finite set. But (2) clearly means that 
/ E& 1 %)I < 2-‘“fl’ 
if n > n(k + 1) and 2I is any u-algebra contained in that generated by 
h n(l) ,"'? h n(k) * put 
SE = w,(,, I hl) 3*-*9 k?&l)) 
and 
5k = h,(r) - 6, . 
Then [Ii and 6, are as needed in Lemma 1. Further any subsequence 
h n(k’) of h12tk) will also have the same structure. 
LEMMA 2. Let f, be a bounded sequence in LP (1 < p < co), i.e., 
supn /If, lip < co. There exists a subsequence fn* which converges weakly 
in LP to an 01 E Lp and which is such that any of its subsequences fnck) has 
the following structure: 
where 
(9 
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Proof. By passing to a suitable subsequence we ensure to begin 
with that f, -+ cx weakly in Lp. Let h, be simple functions such that 
C, I/( fn - ~11- h,)jl, -=c 00. Then h, --f 0 weakly in D. We now choose 
a subsequence 12’ of the type indicated in Lemma 1. For any subsequence 
n(K) of n’ we have then 
ha(k) - 01 = &z(k) + Sk’ 
(where 6, = fnw - a - km) 
=6+s,,+s; 
= 4k + 8, , 
; II SkIID < ; II 8,’ 111, + c II sn, 119 < *- 
k 
The inequality Ck II ak II1 < Ck 11 ak llP < co implies that Ck I 8k I < 03 
a.e. This proves Lemma 2. 
Remark. If p = 2 and S, = N-l12 C,“r (fntk) - a), then we 
observe that 
II SN llz < 11 N-l’2 : & I/ + N-J Fl II hII2 
k=l 2 
= N-112 (5 11 & Ij:)1’2 + C * N-r/2 (because of (i)) 
k-1 
Hence supN 11 S, II2 < 00. We note also that Lemma 2 as well as the 
last relationship remain valid for random variables f, which have values 
in Rs. This will be used in $6. 
The following lemma states Komlos’ theorem in the form in which 
we shall need it. We include in it some facts which will be needed in 
the proof of Theorem 1 in $4. 
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LEMMA 3. If F is any bounded sequence in L2, then we can choose 
a subsequence F,, and a 8 E L,l such that for any subsequence fn of F, , 
we have 
(i) (l/n)CLfk2 --+ 8 a.e., 
(ii) CL P(I f, I > n1'2) < 00, 
and 
d Jij) for any k 2 1, h(f, > 2 -+ dk weakly in L2 as n -+ 00; further, 
k\ k+l and dk + 0 E L+l a.e. and in L1. 
We note that (i) is simply Komlos’ theorem for the Lr-bounded 
sequence (f 2 : f cz F}. ( ii is an important preliminary lemma for (i) ) 
(cf. [4, 81). ( iii is a ) 1 so a lemma in [8]. Note that using the weak compacity 
of the unit ball in L2 it becomes obvious that there is a subsequence fn 
such that tk(fn2) -+ dk weakly in L 2. Also, tk(fn2) 6 tk+l(fn2) implies 
dk < dk+l . Hence lim,,, dk = 0 exists a.e. The fact that dk --t 0 in L1 
is equivalent to lim, J dk dP < 00. This last is a consequence of 
s dk dP = F-i s tk(fn2) dP 
< sup fn2 dP < co. 
s 
What is not obvious at all is that the random variable 0 in (iii) is the 
same as the limit 0 that appears in (i). This can be deduced from [8] 
or else explicitly seen in Chap. IV of [6]. 
For the work in Section 5 we shall need a special case of the following 
lemma which appears in [5] and which generalizes a result of 
Morgenthaler [9]. The proof using Lemmas 1 and 2 being short, we 
give it here for completeness. 
LEMMA 4. Let F be a bounded sequence in Lp, 1 < p < CO. There 
exists a subsequence F,, and an 01 E LP such that for any subsequence f , of 
F, and any matrix (a,i)lg:n,iico with the properties 





max / ani I = yn -+ 0, 
i 
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Proof. Choose F,, and (Y according to Lemma 2. Then 
for any subsequence fj of F, , where [j and 6j satisfy (i) and (ii) of 
Lemma 2. 
If 1 < p < 2, according to an inequality for martingale differences 
due to Esseen and Von Bahr (a simple proof appears in Chatterji [3]) 
<c* g-l + 0. 
If p > 2, by an inequality of Burkholder [l], 
(Jensen’s inequality) 
Hence 
as n+ co. 
38 
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{b,J, (en> are three sequences of real numbers such 
Iim(l/n) f bk2 = 6. 
n+m k=l 
12 n n 
(lb) c 6k2 = (l!n) c ak2 + (l/n) c ck2 - (2/n> c ak ’ ck + 8 
k=l k=l k=l k=l 
since 
(l/n) 1 $ akck 1 ,< /(l/n) il ak2/1’2 j(l/?t) il ck2/1’2 + 01’20 = O- 
k=l 
We now come to the last two lemmas of this section which concern 
the type of convergence in law that is involved in Theorem 1. For lack 
of any standard terminology for this, we shall call it strong convergence 
in law. Formally, a sequence of random variables X, will be said to 
conoerge strongly in law if for any measurable event A, there exists a 
probability distribution function W(x; A), ---co < x < co, depending 
on A such that 
flz P{A; x, < x> = P(A) ’ W(x; A) 
for any continuity point x of W(x; A). In terms of characteristic functions, 
this means that 
lim s exp(it X,) dP = P(A) - s exp(it x) W(dx; A) 
12-m A 
= P(A) - Ifi@; A) 
for all measurable A and -CO < t < CD. 
LEMMA 6. If X, converges strongly in law to W(x; A) and Y, + 0 
in probability, then Z, = X, + Y, converges strongly in law to W(x; A). 
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Proof. 
/ 5, exp(it 2,) dP - /A exp(it X,) dP 1 
< AIexp(itY,J-lIdP+O 
I 
as n -+ co by the Lebesgue dominated convergence theorem. This 
proves Lemma 6. 
LEMMA 7. Let A, be a pairwise disjoint sequence of measurable events 
such that 9 = u A, . Suppose that a sequence of random variables X, 
converges strongly in law on each A, , i.e., for each measurable B C A, , 
there exists a probability distribution function W(x; B) such that 
p-l+ P(B; x, < x) = P(B) * W(x; B) 
at each continuity point, x of W(x; A). Then X, converges strongly in law 
to W(x; A) where 
P(A) - H+; A) = f P(A n Ak) W(x; A n 4 
k=l 
(3) 
Proof. For any measurable A with P(A) > 0, (3) determines an 
unique probability distribution function W(x; A). For P(A) = 0, 
we may define W(x; A) arbitrarily since clearly these A’s do not matter 
here. Lemma 7 is a consequence of the following limit relation which 
is trivial to justify: 
p(A; x, < X) = f P(A n Ak ; x, < X) 
k=l 
+ f P(A n AK) W(x; A n Ak) as n-+oO. 
k=l 
3. A CENTRAL LIMIT THEORBMFOR MARTINGALES 
THEOREM 2. Let {.$,} b e a martingale difJerence sequence (i.e., 
q&l I t1 --- &+,) = 0) such that 
(i) 5, E L2 and E,&$n2) = E(tn2 I fI -** && < C a.e., 
(ii) maxIr;-cn 1 tk 1 - n-V2 + 0 in probability, 
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and 
(iii) (l/n)(t12 + *** + tn2) --t e in probability (e < co a.s.). 
Then 
n~m J’ exp{it n-l/2(51 + a** lim + 5,)) dP = s, exp(-Bt2/2) dP (4) 
A 
for any measurable A, i.e., S, = n-1/2(.$, + *** + 5,) converges strongly 
in law to G(x; 0, A) as defined in $1. 
Remark. In our application of Theorem 2, we shall actually have 
convergence a.e. in condition (iii). In this case (ii) is automatically 
satisfied. Indeed with converge a.e. in (iii) we have &Jn1/2 + 0 a.e. 
which implies that rnaxrGkcn. 1 fk //n1/2 -+ 0 a.e. as is well-known. 
Proof. We shall use the elementary fact that 
exp(z) = (1 + 4 exp(z2/2 + R(z)), 
where R(z)/] x I2 -+ 0 as z ---t 0 through complex values. This gives us 
the equation 
where 
JA exp(it &J dp = sA P,(W) e&L(w)) dP(w), 
p,(w) = n,(w) exp{(--t2/2n)(f12 + --a + tn2)l, 
57,(w) = -f (1 + it n-l/“&(w)), 
k=l 
R,(w) = f R(it n-‘l”[k(w)). 
k=l 
Note that 
1 n,(w)i = fi (I + t2tk2(w)/n)1'2 
k=l 
< exp j(t2i2n) :I ‘fk2(W)/ 
and hence 1 p,(w)/ < 1. 
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Now given any E, 0 < E < l/2 and T > 0, we choose successively 
M > 0, 6 > 0 and N > 1 such that we have 
P&x / f+J)l > M) < 43, (5) 
j R(z)1 < E * I z 12/P * (M + 1) if 121<6, (6) 
and for n > N, 
p&J: ,ykyn I Ex(w)W2 b S/T} < 43, (7) . . 
P [W: 1 n-1 i &Q) - e(u) 1 a (1 < 43. 
k=l 
This is possible because of the conditions (ii) and (iii). Let B, be the 
event which is the union of the events figuring in (5), (7) and (8). Then 
P(B,) < E for n > N. So for n > N, 
since 
< I IexpR,-1 IdP+2c (9) A\&, 
and 
Ipnexp% I = / exp (it $ [k/d/B) 1 = 1, 
IPnl d 1, 
P(A n B,) < P(B,) < E. 
Now on A\B, we have 
1 itn-l/2~,(w)l < s . 1 t I/T < s 
for 1 t I < T and 1 < k < n; this and (6) imply that on A\B, , 
1 R,(w)l < i 1 W n-1’2tk(w))l 
k=l 
< et2 5 tk2(w)lnT2(M + 1) 
k=l 
< E(M + c)/(M + 1) 
<E-Cl (10) 
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if 1 t ] < T and n > N. From 
I exp(4 - 1 I -c 2 I z I if lzl<l 
and relations (9) and (lo), we deduce that 
~/Ap,expRndP-/Ap.df’[ <2jA,B IR,ldP+2r 
n 
< 4E (11) 
if n > N and 1 t 1 < T. To establish (4), it suffices therefore to consider 
JA pn dP. We show now that 
s 
1 n-n I2 dP < C = C(T) (12) 
for 1 t 1 < T and n > 1. This we do by using condition (i) in the 
following calculation: 
j- 1 wn I2 dP = j- fi (1 + t2tk2/n) dP 
k=l 
= (1 + t2tk2/n) * (1 + t2-%-A2/n) dp 
< (1 + ct2/n) * j- nG (1 + t”Ek”/n) dP 
k=l 
< (1 + Ct2/n) 
< exp(Ct2). 
We show next that 
7rn --P 1 weakly in L2 
If h E L2 and is measurable-(e, --- &,J, then for 1z > m, 
j- hq, dP = j- h - En&,) dP 
(13) 
(1 + it I,-/nl/“) dP 
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(since E,,&, = 0) 




/ fi (1 + it &/d”) 1 = fi (1 + t2&2/ft)1i2 
k=l k=l 
m 
< n (1 + t2fk2/m)“2 
k=l 
= I”9nl 
and We E L2 by (12), we obtain, by letting 12 + cc and using the 
dominated convergence theorem in (14), that 
l&nIh?r,dP= j-hdP (15) 
for h E L2 and measurable (tr .** 4,). Because of (12), the validity of (15) 
extends to all h E L2 which are measurable-(e&>l . Finally, for an 
arbitrary h E L2, 




as n -+ cc where E,h = E(h 1 6% , rz > 1). Thus (13) is established. 
We note now that because of condition (iii) 
in probability as rz + co. Since 0 < pn < 1, this convergence takes 
place in L2 as well. It is now an easy matter to deduce the validity of (4) 
and thus conclude the proof of Theorem 2 by using (11) and (13). The 
following simple lemma is exactly what is needed. 
LEMMA 8. Suppose that TT~, ?r, /I, , p are random variables in L2 
such that II Aa - B II2 -+Oand~~+?~weaklyinL~asn+~~. 
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for any measurable A. 
Indeed, 
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where the first term on the right tends to JA rrp dP as n -+ co because 
of the weak convergence in L2 of z-% to rr; as for the second term, it goes 
to zero as n -+ co since it is dominated by 11 rrlL II2 * (/ & - /3 /I2 -+ 0 
(since the weak convergence of 7rn implies the boundedness of (I v, l12). 
The proof of Theorem 2 is thus complete. 
4. PROOF OF THEOREM 1 
Let F be a bounded sequence in L2. We are going to prove that a 
subsequence F,, of F and random variables a: E L2 and 6’ E L,l can be so 
chosen that for any subsequence {f,} of F,, the Relation (1) of Theorem 1 
is true. 
We note first that it is enough to prove the theorem in the case where 









each fn, is simple; 
f, --+ 0 weakly in L2; 
for each K > 1, tk(fn2) --f dk weakly in L2 as n -+ CO; 
-+ BEL+l; 
C& P(I fnck) I > W2) < co for every subsequence {n(K)); 
U/h) CLfL, ---t 8 a.e. for every subsequence {n(j)). 
passage to a suitable subsequence will guarantee that f, 
weakly in L2 to some 01 EL 2. Now if we take g, to be simple 
functions approximating (fn - a) in such a way that 
then g, will satisfy conditions (I) and (II). A passage to a further sub- 
sequence will ensure (III), (IV) and (V) for g, (cf. Lemma 3, 92). Now 
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if we can show that for a suitable further subsequence chosen out of 
{g,), the conclusion of Theorem 1 is valid (with gk)s replacing (fk - CX) 
there), then Lemma 6 will give us the same conclusion for the corre- 
sponding subsequence off, - a. 
We note now that if a sequence of functions F satisfies (I)-(V) on the 
whole space Q, the same is true on any measurable subset of 52. Let us 
now define A, = (w : K - 1 < e(w) < K}, k = 1, 2 ,... . Clearly, 
D = (J A, and the Ak’s are disjoint. On each Ak , the r.v. 8 is bounded. 
We shall show that for each A, we can choose a subsequence for which 
the relation (1) of Theorem 1 is true. A passage to a “diagonal” sub- 
sequence will then allow us to show the existence of a subsequence 
which satisfies (1) of Theorem 1 on the whole of Sz (cf. Lemma 7, 92). 
The above discussion then permits us to suppose further that 
(VI) O(w) < C a.e. 
We shall now show that a subsequence {fn} can be drawn which 
satisfies (besides (I)-(VI)) 
(VII) I E(tJc(f hcJ I fdl) Y.9fdlC-1))I < c 
and 
(VIII) I Whdfdk)) If?&(l) >...,fdk--l,)I < 2” 
for any subsequence (f&j} whatsoever of {fn}. 
To get (VII), choose n(1) = 1. By (III), tz(fn2) --+ d, < 0 < C, 
weakly in L2. By the reasoning used in Lemma 1, 92 (fn’s being simple), 
one shows that n(2) can be chosen so that 
for 12 3 n(2). 
n(K) is defined by recurrence to be such that 
for It > n(K) 
for all subalgebras 2I (finite in number) of the finite u-algebra generated 
by fnm v., fnck-1) . Th e subsequence {fnck)} and all its further sub- 
sequences will satisfy condition (VII). 
As regards (VIII), we note first that (I) implies that t&fn) += 0 
weakly in L2. Indeed, if 4 E L2, 
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where B, = (W : ] fm(u)I > n1j2). Now 
because of (IV). Hence t,,;(f,) -+ 0 weakly in L2. This being so, we can 
use the argument just used (cf. Lemma 1, 92) to obtain (VIII) for a 
suitable subsequence. 
Suppose then that the subsequence {fn} satisfies (I)-(VIII). Each 
subsequence of {f,} will satisfy (I)-(VIII) as well. We now show that 
(f,J is a subsequence of the type desired. 
Let 
Clearly WE, I 6 .a- fn,-l) = 0. fn2 < 2(t,(fn2) + a,“) implies by (VII) 
and (VIII) that 
From (IV) we know that t,,;(fJ = f, for n 3 N(w) with probability 1. 
Hence from (V) we conclude that 
(l/n) f tle(fk2) -+ 0 a.e. 
k=l 
Since a~, -+ 0 a.e., Lemma 5 gives us that 
(l/n) i 6,” + 8 a.e. 
lG=l 
Thus {t,} is a martingale difference sequence which satisfies all the 
conditions of Theorem 2. Consequently, (l/n112)([1 + =** + &J con- 
verges strongly in law. However, by (IV) and (VIII), 
< co a.e. 
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This implies (cf. Lemma 6) that (l/n’ls)(fi + *a* +f,) converges 
strongly to the same law as (l/n’la)(e, + *** + &J. Theorem 1 is thus 
completely established. 
We remark that the same proof will give us the following variation 
of Theorem 1. 
THEOREM 1 BIS. Let F be a norm-bounded sequence in L2. Then there 
exists a subsequence F,, of F and random variables 01 E L2 and 8 E L,l such 
that for any subsequence f,, of F0 and any measurable A, 
= P(A\A,) * (2+i2 /:a exp(--y2/2) dy, -m<x<co, 
and 
fbr any E > 0, where A, = {w : B(o) = 01. 
We note also that 01 is the weak limit of the sequence F. in L2 and that 
6’ E L+l is such that (l/n) CiSl ( fk - a)” -+ 8 a.e. as n -+ co for any 
subsequence fn of F, . This makes clear the roles of (II and 13 as generalized 
mean and variance, respectively. 
5. A GENERALIZATION IN THE UNIFORMLY BOUNDED CASE 
In this section we prove that in the case of an uniformly bounded 
sequence of random 
generalized. 
THEOREM 3. Let F 
su~Olfllm :f~r;3 < co. 
random variables 01 E La 
variables Theorem 1 can be considerably 
be a sequence of random variables such that 
Then there exists a subsequence F, of F and 
and 9 E L+“o such that for any subsequence f, of .- _ 
F, and any matrix (arrj)l<n,j<m with the properties 
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and 
(b) max / anj I = yn + 0, i 
the following limit relation holds: 
$2 P A; f a,& - a) < x1 = P(A) G(x; 8, A) 
i j=l 
for any measurable A, the distribution function G being a mixture of normal 
distributions as indicated in Theorem 1. 
Remark. The subsequence F. will be such that the series 
cj %j(fj - > ‘11 oi wl converge for all n. A Theorem analogous to Theorem 
1 bis concerning the convergence of the sequence xi ani(fj - o1)/tW 
to the standard normal law can also be easily obtained. Theorem 3 
constitutes a generalization of a result of Morgenthaler [9] who con- 
sidered uniformly bounded orthonormal variables. The anj’s permitted 
in [9] are also more restricted. 
Proof of Theorem 3. By using Lemmas 2 and 4 of $2 we pass to a 
subsequence FO which is such that any subsequence f, of F, has the 
following properties: 
(I) f, + a: weakly in L2; DL E LW. 
(II) (fn - a!) = [, + 6, , where 1 6, 1 < 2-n and 
q&l I t, *** trh-1) = 0. 
(III) 11 ~j afj((fj - a)” - ejll, + 0 as n -+ 00; e EL+~. 
[(III) is obtained by applying Lemma 4 on the matrix (a&.) and the 
translated sequence (F - a)“.] 
We shall show that the subsequence F,, along with the random 
variables E and 0 satisfy the conclusion of Theorem 3. 
We note first that supj // tj 1/3o < 00. This along with (III) and the 
condition (a) imposed on the ami’s gives immediately that 
(IV) II Cj atifj2 - e II2 + 0 n + 03. 
The convergence of &a&E(&z) along with condition (II) on the 
5,‘s permit us to apply a martingale theorem in order to deduce the a.s. 
convergence of the series Cj a,&? for each n. This coupled with (II) 
forces the a.s. convergence of Cj ani(fj - a). Further, 
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It suffices therefore to establish the strong convergence in law of 
xzl a,j4j to G(x; B, A) (cf. Lemma 6, $2). This is achieved by the 
following theorem which generalizes Theorem 2 to the case of uniformly 
bounded &‘s. Thus Theorem 3 will be completely proved. 
THEOREM 4. Let .$, be a sequence of random variables such that 
(9 SUP II 6, I/m < a and E(5, I 6 0-e &-J = 0, 01 
and 
(ii) g &jEt - 0 EL+ in probability as n ---f CO, 
where the amj’s satisfy 





max 1 an5 1 = yn -+ 0 as n-+co. 
i 
in P (A; i a,,& < x) = P(A) G(x; 0, A) 
kl 
for every measurable event A. 
Proof. We shall first reduce the theorem to the case of a matrix 
(u,~), where a,j = 0 for j > h(n), i.e., to the case of finite rows. Indeed, 
if we define k(n) to be such that 
f I a,j I2 < l/n, 
i=k(n)+l 
we notice that (by (ii)) 
since 
in probability as n + 00 
p( Ii a$$,” > l 1 < l -l f &Wj2) j=7cc(n)+l i-k(a)+1 
< C/(nc) -+ 0. 
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Further, 
Thus, only the row-finite case need be considered. The proof here 
is quite analogous to that of Theorem 2 except that it is somewhat 
easier. Hence we give it here in a very abbreviated form referring to 
the proof of Theorem 2 for details. 
As before, we prove that 
exp( -6t2/2) dP. 
Put 
Q-0) = n (1 + it a,i&(w)), 
j=l 
p,(w) = 77%(w) exp [f--P/2) ‘2 a&t?(~)/, 
j=l 
k(n) 
A,(w) = 1 R(it . alEj . &(w)>, 
j=l 
where R(z) is the same as in the proof of Theorem 2. AS before, 
also 
I P&J)I G 1 
and 
Is AwWW’- j,Pdf’] <j, 
(16) 
as n + co since for any E > 0, / R,(w)1 < E provided that n 2 N(T) 
uniformly in w and t, J t I < T. 
Since 
SUBSEQUENCEs IN PROBABILITY THEORY 51 
for 1 t 1 < T, we deduce that supn J 1 ?r, I2 dP < C(T). The proof of 
the weak convergence of rrlz + 1 in L1 remains as before and this allows 
us to derive (16) and conclude the proof of Theorem 4. 
6. THE VECTOR-VALUED CASE 
In this section we shall give generalizations of Theorems 1 and 3 to 
the case where the random variables are d-dimensional Euclidean 
vectors. 11 x 11 will denote’ the usual Euclidean distance and (x, y) the 
usual scaler product. x < y will mean xj < yj , 1 < j < d, where 
x = (Xl ,.**, %-d, Y = tYl7.*.*Yd)~ 
THEOREM 5. Let F be a sequence of random variables in Lz(UV) such 
that 
sup{ll f II* = {E(lj f 11)2}1/2: f EF} < 03. 
There exist a subsequence F,, of F, a random variable CL E Lz(W), and a 
d x d matrix-valued random variable V(w) such that for any subsequence 
f, of F,, and any measurable event A, 
= P(A) G(x; V, A), 
where V(w) = (vjk(w)) is a d x d positive semi&$nite matrix for every w 
with vj, E L2 and G is a d-dimensional probability distribution obtained 
as a mixture of d-dimensional normal distributions with mean Q and 
variance covariance matrix V(w), o E A, i.e., the characteristic function 
of G(x; V, A) is given by 
4(t) = W; V, 4 = tVY4) S, exp I(- fj) (V(wN, 01 WW). 
THEOREM 6. Let F be a sequence of d-dimensional random variables 
with sup{ess - sup0 11 f(w)11 : f E F} < a~. Then there exist a subsequence 
F, of F, a random variable a E LOD(Rd), and a d x d matrix-valued random 
variable V(w) such that for any subsequence f, of F, , any measurable 
event A, and any matrix (alai)l<n,j<m with the properties 
(4 




max j anj I = yn -+ 0, 
i 
= P(A) G(x; V, A), 
where G and V are as in Theorem 5; furthermore, vjk(w) E L”O. 
The proofs of Theorems 5 and 6 will be based on the corresponding 
Theorems 1 and 3 in the one-dimensional case. The idea is to choose 
a suitable subsequence F,, such that the characteristic functions of the 
sums involved will converge to z)(t) for t E Q = {(tl ,. . ., td) : ti’s 
rational}. Q being denumerable, this is achieved by using a “diagonal 
selection” and the Theorems 1 and 3. A standard compactness or 
tightness argument leads to convergence to t)(t) for all t. We give the 
details of this reasoning very briefly only in the case of Theorem 5, 
the proof for Theorem 6 being exactly similar. 
Proof of Theorem 5. For each t E Rd, s l(f, t)l” dP < Jj t [I2 E /I f II2 
so that sup(ll(f, t)l12 : f EF} < co. Using Theorem 1 on the family 
{(f,t):fgF) f or each t E Q, we obtain by a diagonal selection a 
subsequence F,,’ of F such that for any subsequence f, of F,’ and any 
measurable event A, 
where a(t, W) and e(t, W) are random variables in L2 and L+l respectively, 
for each t E Q. From the proof of Theorem 1, we know that a(t) is a 
weak limit in L2 of (f, , t). Hence a(t) is a linear function of t, i.e., 
a(t) = (a, t), where a E LB(W). We know that 
e(t, ~0) = ljt(l/n) f I<&(w), t>12 a.e. 
k=l 
for all t E Q. This means that O(t, w is a positive semidefinite quadratic ) 
form for a.e. w, i.e., there exists a positive semidefinite matrix-valued 
random variable V(w) such that 6(t, 0) = (V(w)t, t) a.e. 
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Indeed, the entries (e~,,~(~))r~r.~<~ can be defined by 
G(W) = l&U/n) f fk&)fk&) a-e., 
X=1 
where fk = (fkl ,...,f&. Th e v?,, are the limit random variables obtained 
by applying the Komlbs theorem to fkrfks and hence v,,~ E L1. Note that 
E / fk,fks 1 < E 11 fk 112. Thus we see that 
/Aeq li~-1/2(~ (fk - a), t)/ dP+jAexp I(-;) (Vt, t)/ dP (17) 
k=l 
for all t E Q and any measurable event A. 
We now choose a subsequence F, of F,’ such that for any subsequence 
fn of Fo, 
s:p 1 11 n--l/’ :I (fk - a> I/z dp < CQ. 
This is guaranteed by the remark after Lemma 2 of 92. 
If S, = n-V2 xi-r (fk - a), then 
ll exp i<S, , 
t) dP - j exp i(S, , t’) dP 1 
d s KS,, t - t’>l dp 
< II t - t’ II j- II S, /I dp 
d II t - t’ II (j- II S, /I2 dp)“’ < C * II t - t’ II (18) 
a)(t) being a continuous function of t and Q being dense in IV, (18) 
implies that (17) 
Theorem 5. 
is valid for all t E Rd. This concludes the proof of 
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