Introduction
Category theory has been referred to as 'generalised abstract nonsense' [9] , but there is no doubt it is a very important cog in the wheel of twenty-first century mathematics. Category theory is interested in the structure-preserving maps between objects (for example, homomorphisms between groups) , and also structure-preserving maps (functors) between classes of objects called categories. By studying these things we are studying the relationships between different types of mathematical structures and are unifying them in an important and useful way. The original motive for doing this came from algebraic topology, where it was found that difficult topological questions could be solved much more easily by translating them into the language of groups, using machinery like homotopy and homology.
A short history of the subject
The word 'homology' was first used in a topological context by Poincaré in 1895, who used it to think about manifolds which were the boundaries of higher-dimensional manifolds [15] . It was Emmy Noether in the 1920s who began thinking of homology in terms of groups, and who developed algebraic techniques such as the idea of modules over a ring. These are both absolutely crucial ingredients in the modern theory of homological algebra, yet for the next twenty years homology theory was to remain confined to the realm of topology.
In 1942 came the first move forward towards homological algebra as we know it today, with the arrival of a paper by Samuel Eilenberg and Saunders MacLane. In it we find Hom and Ext defined for the very first time, and along with it the notions of a functor and natural isomorphism. These were needed to provide a precise language for talking about the properties of Hom(A, B); in particular the fact that it varies naturally, contravariantly in A and covariantly in B. Only three years later this language was expanded to include category and natural equivalence. However, this terminology was not widely accepted by the mathematical community until the appearance of Cartan and Eilenberg's book in 1956.
Cartan and Eilenberg's book was truly a revolution in the subject, and in fact it was here that the term 'Homological Algebra' was first coined. The book used derived functors in a systematic way which united all the previous homology theories, which in the past ten years had arisen in group theory, Lie algebras and algebraic geometry. The sheer list of terms that were first defined in this book may give the reader an idea of how much of this project is due to the existence of that one book! They defined what it means for an object to be projective or injective, and defined the notions of projective and injective resolutions. It is here that we find the first mention of Hom being left exact and the first occurrence of Ext n as the right derived functors of Hom.
Until 1970, Cartan and Eilenberg's book was the bible on Homological Algebra, and the subject started becoming standard course material at many universities. Other books gradually started appearing, such as the Hilton & Stammbach book [1] which much of this project is based around. Nowadays homological algebra is a fundamental tool in mathematics, where it has helped to rewrite the foundations of algebraic geometry, to prove the Weil Conjectures, and to invent powerful new methods such as algebraic K-theory.
Structure of the Project
The material is presented in roughly the order in which it was invented. The reader is first given a reminder of the theory of modules, which were the building blocks of the original theory of Homological Algebra. Exact sequences are introduced and the idea of diagram chasing is shown as an important method of proof. In the next chapter we learn about the important definitions of category theory, along with the notions of natural transformations and duality. In Chapter 4 we learn some theory about different types of universal construction, such as products and pull-backs, and we will see in what types of categories these make sense. Chapter 5 is where we get down to the real ideas of homological algebra (as opposed to just category theory) and learn about exact functors, in particular Hom, and how to use derived functors as a measure of 'how exact' a functor is. We then apply this theory to get a definition of Ext n as the right derived functors of Hom(−, B). In Chapter 6 we define the concept of a Yoneda extension and prove a big theorem on how it is isomorphic to Ext 1 . Finally, we will see how Homological Algebra helps to unify the theory of duality for finitely generated abelian groups.
Modules and Exact Sequences
Definition 2.1. A left module over the ring R (or left R-module) is an abelian group A together with a notion of 'multiplication by elements of R', which satisfies the following four axioms for all a, a 1 , a 2 ∈ A and r, r 1 , r 2 ∈ R:
1. (r 1 + r 2 )a = r 1 a + r 2 a 2. (r 1 r 2 )a = r 1 (r 2 (a)) 3. 1 R a = a 4. r(a 1 + a 2 ) = ra 1 + ra 2 So a module is a generalisation of a vector space, with the coefficients of the elements being taken from a ring rather than a field. A right module is defined similarly, only multiplication would then be from the right. It is worth noting for future reference that an abelian group is the same thing as a Z-module: for n > 0 we define na to be a + · · · + a (n times), if n = 0 we put na = 0, and if n < 0 we say na = −(−na).
Terminology. For the rest of this project, R will always be used to denote a ring. An R-module homomorphism φ : A → B will be a homomorphism of abelian groups such that φ(ra) = r(φ(a)) for all r ∈ R, a ∈ A. φ is surjective if the image of φ is B, and if this happens we use the symbol φ : A B. φ is injective if φ(a) = φ(b) ⇒ a = b, and if this happens we use the symbol φ : A B. We say φ is an isomorphism if there exists a homomorphism ψ : B → A such that φψ = 1 B and ψφ = 1 A . Note that φ is an isomorphism if and only if it is both injective and surjective. We write φ : A→B.
Exact sequences were first introduced by Cartan and Eilenberg in their 1956 book. It is said that on the first draft of the book, and having the foresight of its significance, they left a blank and only later chose the word exact. Definition 2.2. Let φ : A → B and ψ : B → C be homomorphisms of R-modules. The sequence
3. An exact sequence of the form
is called a short exact sequence. In this case, exactness means that φ is injective and ψ is surjective, as well as the condition Ker ψ = Im φ.
If S is any submodule of B, the inclusion S → B and the projection B → B/S yield a short exact sequence:
Up to isomorphism, any short exact sequence has the form written above.
The most common method of proof in homological algebra is 'diagram chasing'. We are usually given a commutative diagram with exact rows or columns, and are asked to complete the diagram with extra maps satisfying certain properties such as injectivity or surjectivity. A good example of this is the Five Lemma, given below, in which we are asked to prove that a certain connecting map is an isomorphism. The way this is done is to 'chase' elements around the diagram, using the properties of the short exact sequence.
Lemma 2.4 (Five Lemma). Consider the following commutative diagram:
Then there is a connecting homomorphism ω : Ker γ → Coker α such that the following sequence is exact:
(Here the maps µ * , ε * etc are simply the maps µ, ε restricted to Ker α, Ker β.)
Proof. We define ω as follows... Let c ∈ Ker γ. Since ε is surjective, we can find b ∈ B with ε(b) = c. Now by commutativity of the diagram we have ε (β(b)) = γ(ε(b)) = γ(c) = 0, so β(b) ∈ Ker ε = Im µ . Thus there exists a ∈ A such that µ (a ) = β(b). Then let ω(c) = [a ], the coset of a in Coker α. Now we need to prove that this map is well defined, and that the above sequence is indeed exact.
Well defined: We need to show that ω(c) is independent of the choice of b. So suppose b is such that
Exact at Ker γ: First suppose that c ∈ Ker γ is such that c ∈ Im ε * . So c = ε(b) for b ∈ Ker β. Then 0 = β(b) = µ (a ). µ is injective so a = 0 and ω(c) = 0 so c ∈ Ker ω. Conversely suppose that c ∈ Ker ω. Then [a ] = 0 so that a = α(a) for some a ∈ A. We have β(b) = µ (a ) = µ (α(a)) = β(µ(a)) and thus b − µ(a) ∈ Ker β. Finally we notice that ε(b − µ(a)) = ε(b) = c so that c ∈ Im ε * .
Exact at Coker α:
Exactness at Ker β and Coker β is immediate since µ * , ε * etc are just restrictions of µ, ε, and we began with exact sequences.
We want to start putting all our definitions solely in terms of modules and homomorphisms, and not in terms of elements. This will be important when we come to the notion of dualisation later, and also so that we can generalise the definitions to more general categories in the next chapter. We start with the notions of surjectivity and injectivity. Definition 2.6. A module homomorphism ε : B −→ C is an epimorphism if α 1 ε = α 2 ε implies that α 1 = α 2 for any two homomorphisms α 1 , α 2 : C −→ M . Definition 2.7. A module homomorphism µ : A −→ B is an monomorphism if µα 1 = µα 2 implies that α 1 = α 2 for any two homomorphisms α 1 , α 2 : M −→ A.
Note that ε is an epimorphism iff it is surjective, and µ is a monomorphism iff it is injective. This may seem fairly obvious at the moment, but in the next chapter we will see that this is not the case when the ideas become generalised to arbitrary categories. Now we come to two very important ideas in the history of homological algebra.
Definition 2.8. An R-module P is projective if for every homomorphism γ : P −→ C and every epimorphism ε : B C there exists a homomorphism β : P −→ B with ε • β = γ. Equivalently, the following diagram must commute:
9. An R-module I is injective if for every homomorphism α : A −→ I and every monomorphism µ : A B there exists a homomorphism β : B −→ I with β • µ = α. Equivalently, the following diagram must commute:
In looking at the last four definitions, we notice a certain kind of symmetry between Definitions 2.6 & 2.7, and between Definitions 2.8 & 2.9. When we compare the notions of epimorphism and monomorphism we see that we can get from one to the other by replacing the homomorphisms with homomorphisms going in the opposite direction. We say that the concept of epimorphism is dual to the concept of monomorphism. Similarly, the notion of a projective module is dual to the notion of an injective module, as the definition of one is obtained by reversing the arrows in the diagram of the other, and swapping round epi and monomorphisms. This phenomenon is a common occurrence in the world of category theory, and we will encounter it again in the next chapter once we have some more terminology to discuss it.
3 Categories and Functors
Definitions and Examples
Definition 3.1. Let C be a class of objects A, B, C, . . . together with a set of morphisms C(A, B), for each A, B ∈ C, and a law of composition
Then C is a category if it satisfies the following axioms:
Terminology.
• If f ∈ C(A, B) then we think of f as a function from A (the domain) to B (the codomain or range), and write f : A → B. (However, note that the morphisms of a category may not always be functions in the usual sense.)
• The morphism 1 A is uniquely determined by Axiom 3 and is called the identity morphism of A.
• A morphism f : A → B is called an isomorphism if there exists a morphism g :
In this case we write g = f −1 . Definition 3.3. A zero object '0' in a category C is an object with the property that, for any A ∈ C, the sets C(A, 0) and C(0, A) contain precisely one element. Any two such objects are clearly isomorphic, and C(A, B) then possesses a distinguised morphism A → 0 → B which is called the zero morphism.
Definition 3.4. Given a category C we may form the opposite category C opp , which has the same objects as C but has morphisms C opp (A, B) = C(B, A). Note that this is indeed a category, with morphisms following the same law of composition as in C.
Definition 3.5. Given two categories C and D, a covariant (contravariant) functor F : C → D is a rule which assigns to each object A of C an object F A of D, and to each morphism f ∈ C(A, B) a morphism F f ∈ D(F A, F B) (or in the contravariant case a morphism F f ∈ D(F B, F A)) subject to the rules
Pictorially, this means that the covariant functor F will take commutative diagrams from one category into the other, and a contravariant functor will do the same but will 'reverse the arrows'. We can think of contravariant functors as covariant functors from C opp into D.
Example 3.6. One of the motivating examples of a functor is provided by the fundamental group.
To be careful, we must define the category Top * to be the category of pointed topological spaces (X, x) where X is a topological space and x ∈ X is a chosen basepoint. A morphism f :
is the set of homotopy classes (equivalence classes under continuous deformation) of paths starting and ending at x, and every f : (X, x) → (Y, y) induces a homomorphism of groups f * :
Thus π 1 is a functor from the category Top * into the category Grp.
Example 3.7. Our most important example of a functor is Hom(A, B), the set of all R-module homomorphisms from A to B. This is easily seen to be an abelian group under addition. For any A ∈ Mod R we can define a covariant functor Hom(A, −) : Mod R → AbGrp in the following way:
• To every R-module B, Hom(A, −) assigns the abelian group Hom(A, B).
• To every R-module homomorphism f : X → Y it assigns the morphism
It can be easily shown that this definition does indeed satisfy the two conditions given in the definiton of functor. Similarly, we can construct the contravariant functor Hom(−, B) in the obvious way.
Natural Transformations
Some natural questions to ask are "When are two categories equivalent?", and "What exactly should 'equivalence' mean anyway?". A first guess to this second question would be that there exists a functor between them which is an isomorphism; however, it turns out that such isomorphisms only occur very rarely. In fact, the first question to ask is "When are two functors equivalent?". The answer comes from the following definition:
Definition 3.8. Let F, G : C → D be two functors. Suppose that for every object X ∈ C we have a morphism t X :
Then t is called a natural transformation from C to D. If t X is an isomorphism for each X ∈ C then t is called a natural equivalence and we write F G.
Given this definition, the correct notion of equivalence of categories comes quite naturally:
Definition 3.9. We say that two categories C and D are equivalent if there exist functors F : C → D and G : D → C such that F G I D and GF I C , where I stands for the identity functor.
Note that isomorphic categories are equivalent, but that equivalent categories need not be isomorphic.
Example 3.10. Consider Example 3.7 and the functors Hom(A, −) and Hom(−, B). We have the following commutative diagram:
where f is any morphism from B to B and h is any morphism from A to A . In other words, h * is a natural transformation between Hom(A, −) and Hom(A , −), and f * is a natural transformation between Hom(−, B) and Hom(−, B ). Actually, the above diagram tells us more: it tells us that Hom(-,-) is a bifunctor which is contravariant in the first argument and covariant in the second argument.
We will see another example of a natural transformation in Section 6.3, and it is hard to stress how important these transformations are to the subject of homological algebra. Saunders MacLane is said to have remarked, "I didn't invent categories to study functors; I invented them to study natural transformations" [10] .
We give one final definition which illustrates further how natural equivalences can be used. Adjoint functors are important concepts in homological algebra, although they will not be used again in this project.
We say that F is left adjoint to G, G is right adjoint to F and write F G.
Example 3.12. Let C be the category Set and let D be the category Grp, with X a set and Y a group. Let G : Grp → Set be the forgetful functor, which associates with each group its underlying set. Then G has a left adjoint given by the free functor F : Set → Grp which associates to every set the free group generated by words of that set. Then there is a natural equivalence which associates to any function X → GY the corresponding homomorphism F X → Y .
Duality
Now that we have some categorical language to play with, we may return to the question of duality which was raised at the end of Section 2.
In general, we consider a concept C which is meaningful in any category C. We then apply this concept to C opp , leading to a new concept C opp which is related to C by the rule
where C (C) represents the concept C applied to the category C.
For example, if C is the concept of monomorphism, then C opp is the concept of epimorphism.
(Notice that the concepts of epi-and monomorphism make sense in any category, even though they were only defined in the category of R-modules.)
The duality principle asserts that if a statement is a theorem, then the dual statement is also a theorem. Formally, if can prove a theorem T in any category C satisfying certain axioms A, B, . . . , then the theorem T opp holds in any category C satisfying axioms A opp , B opp , . . . .
Note of Caution:
Care must be taken when attempting to dualise notions about a particular category. It may be that we can generalise the concept to an arbitrary category, dualise as usual and then interpret the resulting statement in the original category again, but there is no guarantee that this dualised statement will be true! A proof of the particular concept does not mean there is a proof for the general concept.
Before moving on to the next section we give one last (very important) example of duality by re-defining the age-old notion of a kernel. Note: When we talk about kernels and cokernels we will always assume that the category in question has a zero object (and hence zero morphisms) otherwise the definitions would make no sense.
Definition 3.13. The kernel of a morphism φ : A → B in a category C is a morphism µ :
This is a good example of the philosophy of category theory: instead of thinking of the kernel as the space K, we think of the kernel as the morphism µ instead. Now, the canonical definition of the cokernel of a map φ : A → B is cokerφ = B/Imφ. However, we may convert this into a definition about morphisms instead, as we did before:
Definition 3.14. The cokernel of a morphism φ : A → B in a category C is a morphism ν : B → C such that (i) νφ = 0, (ii) if ψφ = 0, then ψ = ψ ν for some unique ψ .
As the reader may already have guessed, the cokernel is simply the dual of the kernel! It is the same diagram, only the arrows have been reversed. In the category of R-modules we can interpret the cokernel as being a measure of how surjective the map is, in the sense that a map is surjective if and only if its cokernel is zero. This is dual to the notion of the kernel measuring the injectivity of a map.
(Also notice that kernels are monomorphisms and cokernels are epimorphisms.)
Universal Constructions
In the definitions of kernel and cokernel, we observe that the morphisms which are constructed are required to be unique in a certain sense. This is a phenomenon known as a universal construction and it leads to the objects which satisfy such a universal property being well-defined up to a unique isomorphism. It makes life easier for us because if we would like to prove that two objects are isomorphic it is enough to show that they satisfy the same universal property. So in this section we see examples of more constructions which make use of a universal property, and a sample proof of why this guarantees uniqueness. Finally we will define a special type of category in which all these constructions make sense.
Products and Coproducts
In groups, rings and modules we have the notions of direct product and direct sum. Given a family of sets {A i } i∈I we build A := i∈I A i , which has as elements families (a i ) i∈I of elements a i ∈ A i . For
The important property a direct product has is that whenever we have a family of maps {f i : S → A i }, we can always lift the f i into a single map f : S → A so that p i • f = f i for each i ∈ I. This is a notion we can easily generalise to an arbitrary category:
Definition 4.1. Let {A i } i∈I be a family of objects of the category C. Then a product (A; p i ) of the objects A i is an object A, together with morphisms p i : A → A i , called projections, with the universal property: given any object S and morphisms f i : S → A i , there exists a unique morphism
There is no guarantee that the product will always exist in C, but if it does then the universal property guarantees it is essentially unique, as the next proposition shows. Proof. Using definition 4.1, first choose S = B and f i = q i to get a unique f : B → A with p i f = q i . Then we put S = A and f i = p i to get a unique h : A → B with q i h = p i . This gives us
But p i Id A = p i and q i Id B = q i , so by the uniqueness given in the universal property, we must have f h = Id A and hf = Id B . Thus A and B are isomorphic.
The natural next step is to dualise the notion of a product:
Definition 4.3. Let {M i } i∈I be a family of objects of the category C. Then a coproduct (M ; q i ) of the objects M i is an object M , together with morphisms q i : M i → M , called injections, with the universal property: given any object S and morphisms f i :
Notation: When talking about products, we often write A = A i . For coproducts we write
Example 4.4.
1. In the category Mod R of (left) R-modules the product is the direct product and the coproduct is the direct sum. In this case we write instead of . The injections q i :
defined by q i (m i ) = (n j ) j∈J with n i = m i and n j = 0 for j = i. It is worth noting that, for a finite family of modules, the product and coproduct are the same.
2. In the category Set, the product is the usual Cartesian product and the coproduct is the disjoint union.
Pull-backs and Push-outs
Definition 4.5. Given f : X → Z and g : Y → Z in C, a pull-back of f and g consists of an object P and a pair of morphisms p 1 : P → X and p 2 : P → Y such that the following diagram commutes:
Moreover, the pullback must have the following universal property: given q 1 : Q → X and q 2 : Q → Y with f q 1 = gq 2 , there exists a unique u : Q → P with q 1 = p 1 u, q 2 = p 2 u:
The dual notion of a pullback is called a push-out. We now give a nice theorem which combines the idea of pullbacks with the new definition of kernel:
Theorem 4.6. Consider a pullback diagram as shown in Definition 4.5, for a general category C. Then:
is the kernel of g.
2.
If (K, ν) is the kernel of g then ν can be factored as ν = p 2 µ, where (K, µ) is the kernel of p 1 .
Proof. First note that not every morphism has a kernel, so the statement is not trivial.
Then gν = gp 2 µ = f p 1 µ = 0, so we need only show that if gτ = 0 then τ = ντ 0 for some unique τ 0 . So suppose τ : A → Y is such a rival for ν. Then, since f 0 = 0, the pull-back property shows that there exists σ : A → P such that 0 = p 1 σ, τ = p 2 σ. The first of these two properties implies that σ = µτ 0 for some unique τ 0 : K → A by the universal property of the kernel µ. Substituting this into the second property gives us τ = p 2 µτ 0 = ντ 0 , as required. Thus ν is the kernel of g.
(ii) We have gν = 0, so by the same pull-back argument as in (i) we know there exists µ : K → P with the properties p 1 µ = 0, ν = p 2 µ. It remains to show that µ is the kernel of p 1 , so suppose p 1 τ = 0 for some τ : A → P . Then we have gp 2 τ = f p 1 τ = 0 which, by the universal property of ν, implies that p 2 τ = ντ 0 for some τ 0 : A → K. Then we have p 1 τ = 0 = p 1 µτ 0 and p 2 τ = ντ 0 = p 2 µτ 0 , and by the uniqueness of the pull-back (p 1 , p 2 ) we deduce that τ = µτ 0 .
Abelian Categories
For us to be able to do any kind of useful homological algebra, we need to work with structures that are richer than just plain categories. We want to be able to talk about products, kernels and pull-backs (none of which necessarily exist in an arbitrary category) and to do more interesting things with exact sequences. We know that we can do all these things in the category of R-modules but we want to work with something a little more general than that. This compromise between abstractness and usefulness motivates the following two definitions:
Definition 4.7. An additive category A is a category with zero object in which any two objects have a product and in which the sets of morphisms A(A, B) are abelian groups such that the composition
is bilinear.
Note: Various important properties follow directly from this definition -see [1] , pages 75-76. In particular, the zero morphism is the zero in the abelian group A(A, B), and furthermore the addition is determined by the composition law in the category. Additionally the product of two objects A, B is also a coproduct and is called the direct sum, denoted A ⊕ B.
A familiar property of R-modules which holds in any additive category is the following: Example 4.11. The category of abelian groups is the archetypal example of an abelian category, as is the category of left (or right) modules over a ring R. The category of free abelian groups is additive but not abelian.
Now we are ready to give a more general definition of a short exact sequence than was given in Section 2. − −− → · · · in an abelian category is exact at A if when we factor φ n = µ n ε n with µ n monomorphic, ε n epimorphic, then the sequence
· is short exact in the sense described above. Note again that the condition φ n+1 • φ n = 0 necessarily holds.
It is also worth noting that the concepts of projective and injective objects can be applied to any abelian category and not just to the category of R-modules.
Exact and Derived Functors
This is the section where we get down to some proper meaty homological algebra.
What is an Exact Functor?
Definition 5.1. Let C and D be abelian categories and let F : C → D be a covariant functor. We say that F is:
If G : C → D is a contravariant functor, we say that G is left exact if for every exact sequence A → B → C → 0, the sequence 0 → G(C) → G(B) → G(A) is exact. Similar contravariant definitions hold for right exact and exact functors. is exact.
Proof. First we show injectivity of ε * . Let g : A → B, and suppose ε * (g) = gε = 0. By surjectivity of ε this implies that g is the zero map, giving us injectivity of ε * . Secondly we show that Im ε * ⊂ Ker µ * . A map in Im ε * is of the form gε for some g. Clearly gεµ is the zero map, since εµ already is. Finally, we show that Ker µ * ⊂ Im ε * . Suppose h : A → B is in Ker µ * , so hµ is the zero map. This means that Ker h ⊃ Im µ = Ker ε. Since ε is surjective, this means we can find a unique map φ : A → B such that φε = h. But then h = ε * (φ) ∈ Im ε * .
Note also that the functor Hom(A, −) is an example of a left exact covariant functor. 
However, if we recall the definition of φ * we see that for β : Z → Z 3 , φ * (β) = β • φ, which is the zero map as β is a homomorphism. Thus φ * is not surjective, and the sequence above is not exact. So Hom(−, B) is a contravariant functor which is left exact and not exact.
From this example a natural question arises: how can we make a left (or right) exact functor into an exact functor? Another way of phrasing this question is the following: given a short exact sequence
and a left exact functor F : C → D, how can we extend the exact sequence
to the right to form a long exact sequence? The theory of derived functors will provide an answer to this question, provided that C is a 'nice' enough category. What we will do is find ourselves a sequence of functors R i F : C → D and continue the above sequence like this:
Then F will be exact iff R 1 F = 0, and we will have a measure of 'how exact' F is by the n for which R n F = 0.
Constructing Derived Functors
There is no quick way of explaining how to compute derived functors because first we have to learn some new vocabulary. However, in doing so we will see where homological algebra came from, because, as the name suggests, its origin was in the generalisation of homology theory which is crucial to the subjects of algebraic topology and algebraic geometry. We start with the definition of a chain complex and explain how to make the set of all such objects into a category.
Definition 5.4.
A chain complex X = {X n , δ n } over a ring R is a family of R-modules {X n } and a family of R-modules homomorphisms {δ n : X n → X n−1 } such that δ n δ n+1 = 0:
Suppose X and X are two chain complexes. Then we can define a morphism between them, φ : X → X , as a family of morphisms φ n : X n → X n such that φ n−1 δ n = δ n φ n . I.e., the following diagram commutes:
This means that we can make the class of all chain complexes into a category, and in fact it is an abelian category. Note also that if F : Mod R → Mod R is a covariant functor then F (X) is also a chain complex over R. Now we are in a position to learn about what homology is.
Definition 5.5. Let X be a chain complex as before. The condition δ n δ n+1 = 0 implies that Im δ n+1 ⊂ Ker δ n ∀n ∈ Z. Therefore we can safely define the n th homology module of X as H n (X) = Ker δ n /Im δ n+1 .
From the above diagram, a chain map φ : X → X induces a well-defined morphism H n (φ) : H n (X) → H n (X ) of abelian groups. Thus H n (−) becomes a functor, called the n th homology functor. It is worth nothing something about the dual notions, as these will arise in our construction of right derived functors in the next section.
Definition 5.6. A cochain complex X = {X n , δ n } is a family of R-modules and homomorphisms δ n : X n → X n+1 such that δ n δ n−1 = 0. Its n th cohomology module H n (X) is defined by H n (X) = Ker δ n /Im δ n−1 for n ∈ Z.
Now we can start getting a little closer to defining derived functors. Recall definitions 2.8 and 2.9 about projective and injective modules.
Definition 5.7. In an abelian category A we say that an infinite sequence
is a projective resolution for A ∈ A if it is exact and if P is projective for each i ≥ 0.
Definition 5.8. In an abelian category A we say that an infinite sequence
is an injective resolution for A ∈ A if it is exact and if I is injective for each i ≥ 0.
We want to define derived functors through the use of projective and injective resolutions, so we need to make sure that the category we are working in will actually allow these resolutions to be defined. This is what was referred to before as needing to work in a sufficiently 'nice' category, and all we need is one small assumption:
Definition 5.9. We say that the category A has enough projectives if for each A ∈ A there is an epimorphism P → A with P projective. We say that the category A has enough injectives if for each A ∈ A there is a monomorphism A → I with I injective.
Proposition 5.10. The abelian category A has projective resolutions for each of its objects if and only if it has enough projectives.
Proof. If A ∈ A has a projective resolution as above, then in particular P 0 → A is an epimorphism. This proves the first implication. Conversely, suppose that A has enough projectives. Let A ∈ A and find an epimorphism P 0 → A with P projective. Let K 1 → P 0 be the kernel. Then we can inductively define P i → K i as an epimorphism with P i projective, and K i+1 → P i as its kernel. This gives us an exact sequence by letting P i → P i−1 be the composition
A corresponding result holds for injective resolutions.
Right Derived Functors
We are now ready to give a step by step method of how to construct the right derived functors of a left exact additive covariant functor F : A → B, where A is a category that has enough injectives.
1. Take an object A of A.
Construct an injective resolution of A as in (3)
. This is possible by Proposition 5.10.
3. Apply the functor F to this sequence and remove the first term to obtain a cochain complex:
4.
Compute its homology at the i th spot and call it R i F (A). The R i F are homology functors.
5. Then we have ourselves a long exact sequence as in equation (1) and we call the R i F the right derived functors of F .
The only point of this procedure that might cause us worry is the second point, in which we had to choose a particular injective resolution of A. What would have happened if we had chosen a different one? Fortunately it can be shown that if we had chosen a different resolution we would have computed a functor which was naturally isomorphic to the one we first calculated. The technical details are a little tedious, so I refer the reader to Reference [1] , pages 131 -132.
Left Derived Functors
So how do we turn a right exact functor into an exact functor? A very similar process is followed to that for left exact functors, only we will have to dualise all the statements. This means replacing the word 'injective' by 'projective' and reversing the direction of the arrows. So suppose F : A → B is an additive covariant right exact functor, and suppose that A has enough projectives.
2. Construct an projective resolution of A as in (2). This is possible by Proposition 5.10.
3. Apply the functor F to this sequence and remove the last term to obtain a chain complex:
4. Compute its homology at the i th spot and call it L i F (A). The L i F are homology functors.
5. We call the L i F the left derived functors of F . Given a short exact sequence 0 → A → B → C → 0 we can then extend it to a long exact sequence like we did before for right derived functors:
As you would expect, the case for contravariant functors is done similarly and the process produces contravariant derived functors. The last remaining question to be answered here is why it is that Step 5 works. Why does taking the homology of that chain complex give you a long exact sequence as described above? This question is best answered with the help of two lemmas. 
Then there exists a projective resolution P of A and homomorphisms ι : P → P and π :
Proof. Set P n = P n ⊕ P n , let ι : P n → P n ⊕ P n be the canonical injection (a → (a, 0)), and let π : P n ⊕ P n → P n be the canonical projection ((a, b) → b). This clearly gives us a short exact sequence. We need to find an epimorphism ε : P 0 → A so that all the maps commute. We will do this by finding maps ε 1 : P 0 → A and ε 2 : P 0 → A as below, and defining ε(a, b) = ε 1 (a) + ε 2 (b).
The obvious thing to do is to set ε 1 = φε , and then for ε 2 we use the map which is provided for us by the projectiveness of P 0 (remember ψ is surjective). Now we pull back the diagram to include the kernels of ε, ε , ε :
We apply the Snake Lemma to conclude that the sequence of kernels is exact (in particular short exact) and so also is the sequence of cokernels, which must therefore all be zero. Thus ε is surjective.
To finish the proof we use an induction argument whereby we replace the original short exact sequence with the exact sequence of kernels and repeat the above procedure to generate P n with the required properties.
Lemma 5.12. Given a short exact sequence of chain complexes 0 → A φ − → B ψ − → C → 0, there exist connecting homomorphisms ω n : H n (C) → H n−1 (A) which make the following sequence exact:
Proof. We may first construct the following diagram, in which the middle two rows are exact by assumption: 0
The Snake Lemma tells that the sequences of kernels and cokernels are exact, which allows us to make another diagram:
We construct the maps δ n from δ n : A n → A n−1 as follows:
where the surjection comes from Im δ n+1 ⊂ Ker δ n . Now Ker δ n = Ker δ n /Im δ n+1 = H n (A) and Coker δ n = Ker δ n /Im δ n = H n−1 (A) by surjectivity. These calculations give us the top and bottom rows of the diagram. Appealing to the Snake Lemma one last time allows us to conclude that there is an exact sequence
as was required.
Theorem 5.13. Let F be a covariant additive functor and 0 → A → B → C → 0 be a short exact sequence. Then there exist connecting homomorphisms ω n :
Proof. First choose projective resolutions P → A, P → C. Then by the Horseshoe Lemma we can find a projective resolution P → B leading to an exact sequence of chain complexes 0 → P → P → P → 0. Since F is additive it respects direct sums, and so
This means that the sequence 0 → F (P ) → F (P) → F (P ) → 0 is also short exact. Hence we may use Lemma 5.12 to provide us with the required connecting homomorphisms ω n : H n (F P ) → H n−1 (F P ). But this is precisely the definition of the left derived functors L n , so we are done.
Example 5.14. In Example 5.2 we proved that the functor Hom(−, B) was left exact but not exact, so this provides us with the perfect opportunity for giving an example of a right derived functor.
In the next chapter we will give an alternative definition of Ext 1 and provide some examples of how to compute it.
Extensions

Yoneda Extensions
Definition 6.1. An extension of an object A by an object B in an abelian category is a short exact sequence B E A. Two such extensions are called equivalent if there is a morphism from one to the other with identity morphisms on A and B. In other words, the following diagram must commute:
This relation between extensions is an equivalence relation (note that ξ is actually an isomorphism), so let E(A, B) denote the set of equivalence classes of extensions of A by B. Our aim is to first make E(−, −) into a functor, then to show that E(−, −) is isomorphic to Ext 1 (−, B), the first right derived functor of Hom(−, B) as described in the previous chapter.
We start with a couple of technical lemmas which the trusting reader may skip if they are pushed for time.
The above diagram is a pull-back diagram if and only if the sequence
is exact.
Proof. We must show that the universal property of the kernel of φ, −ψ is the same as the universal property of the pull back of (φ, ψ). Suppose we had maps γ and δ making the square commute as follows: 2. If ψ is an epimorphism, then so is α.
Proof.
1. This has been proved before in Theorem 4.6.
2. Consider the sequence (5) which is exact by Lemma 6.2. Let a ∈ A. Since ψ is epimorphic we can find b ∈ B with φ(a) = ψ(b), from which it follows that (a, b) ∈ Ker φ, −ψ = Im {α, β} by exactness. This means we can find y ∈ Y with a = α(y) (and b = β(y)). Thus α is epimorphic.
We now fix an R-module B and prove that E(−, B) is a contravariant functor. For this we have to show three things: (i) Given a homomorphism α : A → A we have a well-defined map E(α, B) = α * : E(A, B) → E(A , B) (ii) For α = 1 A , α * is the identity in E (A, B) .
(iii) For maps α : A → A and α : A → A, we have E(α • α , B) = E(α , B) • E(α, B).
A be a representative of an element in E (A, B) . Complete the following diagram so that (E α ; ν , ξ) is the pull-back of (α, ν):
By Lemma 6.3 we know that ν is also an epimorphism and that we can obtain an extension B E α ν A . Therefore we have a map α * which takes the extension B E A to the extension B E α A , and this is well-defined because it is clearly independent of the chosen representative of the first extension.
(ii) Trivial. (iii)We need to prove that in the following diagram
where each square is a pull-back, that the composite rectangle is the pull-back of (ν, α•α ). However, this is a direct consequence of the universal property of pull-backs.
In a very similar vein (using push-outs and the dual of Lemma 6.3) it is possible to prove that E(A, −) is a covariant functor, leading us to the following theorem: Theorem 6.4. E(−, −) is a bifunctor from the category of R-modules to the category of sets. It is contravariant in the first and covariant in the second variable.
The Ext Functor
In this section we have the goal of proving that there is a one-to-one correspondence between Ext 1 (−, −) and E(−, −).
Lemma 6.5. If P is projective then Ext 1 (P, B) = 0 for any R-module B.
Note: A similar proof shows that Ext 1 (A, I) = 0 for all R-modules A when I is injective.
Proof. We want to show that Hom(P, −) is an exact functor, then from the definition of a derived functor it follows that Ext 1 (P, −) is zero (and actually that Ext i (P, −) = 0 for all i ≥ 1). To this end, let 0 → A µ − → B ε − → C → 0 be a short exact sequence and consider the sequence
Since Hom(P, −) is left exact we know that µ * is injective and that Ker ε * = Im µ * , so it remains to prove that ε * is surjective. However, this follows immediately from the facts that P is projective and ε is surjective: given α : P → C we know we can find h :
This means that if we have a projective presentation of A, i.e. a short exact sequence of R-modules S [Recall that µ * (α) = αµ.] Note: Ext 1 can also be computed using an injective presentation. We will see an example of this in Lemma 6.15 in the next section.
Before the main theorem of the section, a technical lemma is again required. Lemma 6.6. Let the following be a commutative diagram with exact rows:
Then the left-hand square is a push-out diagram.
be another push-out diagram. By the dual of Lemma 6.3, we deduce that if κ is a monomorphism then so is β. It also tells us that α induces an isomorphism coker β→ coker κ . This means that there is a surjective map µ :
A is an extension. But in our original diagram we had another candidate for a push-out, so by the universal property of push-outs there must exist a map ζ : P → E with φ = ζα and κ = ζβ.
All this information gives us the above diagram, and by the last assertions made concerning the commutativity of ζ we see that ζ 1 and ζ 2 are identity maps and thus isomorphisms. An application of the Five Lemma (Lemma 2.4) then allows us to conclude that ζ is an isomorphism and we are done.
Theorem 6.7. For R-modules A, B there is an isomorphism between the set E(A, B) and Ext 1 (A, B).
Proof. Let R 
The map φ exists since P is projective. This map then induces a map ψ which makes the diagram commute, and ψ in turn defines an equivalence class [ψ] ∈ Ext 1 (A, B). We need to show that this is well-defined, so suppose φ 1 and φ 2 are two maps inducing ψ 1,2 : R → B. Then φ 1 − φ 2 = κτ for some τ : P → B. This, together with commutativity of the diagram tells us:
It is clear that if we had taken a different representative of the same element of E(A, B) then it would have induced the same element in Ext 1 (A, B) , so we have a well-defined map η : E(A, B) → Ext 1 (A, B) . Conversely, let ψ : R → B be a representative of an element in Ext 1 (A, B) , and take the push-out of ψ and µ. This gives us a similar diagram to before:
Using dual of Lemma 6.3 we deduce that κ is a monomorphism and ν is the cokernel of κ, so that ν • κ = 0. So the bottom sequence is exact, and is thus an extension. As before we need to show that this extension is well defined, i.e. it does not depend on the particular representative ψ. However, this follows without too much effort from the definition of representatives of Ext 1 and from Lemma 6.6 . We thus obtain a well-defined map ξ : Ext 1 (A, B) → E(A, B). Applying Lemma 6.6 one more time also tells us that η and ξ are inverses to each other, which finishes the proof.
Remark 6.8. In fact it turns out that the isomorphism is canonical, as the maps η and ξ are independent of the projective presentation of A chosen in the first line of the proof. Furthermore, the isomorphism is natural in both A and B.
Remark 6.9. This equivalence of notions is very useful because it means that Ext 1 is defined in a general abelian category, even if that category has no projectives or injectives. However, in practice Ext 1 is calculated using projective and injective resolutions, and we will see some more examples of this in the next (and final) section.
Duality for Finitely Generated Abelian Groups
We now turn to an application of derived functors and homological algebra. In this section we work with Z-modules, which is another (equivalent) way of thinking about abelian groups. Let's start with finding out some easy facts about Hom and Ext, to get ourselves in the mood for more involved calculations later on.
as a Z-linear combination of elements of S.
The structure theorem for finitely generated abelian groups says that every such group is isomorphic to Z n ⊕ Z p 1 ⊕ Z p 2 ⊕ · · · ⊕ Z pn , where n ∈ N and the p i are powers of primes. It then follows that every finitely generated torsion-free abelian group is isomorphic to Z n , and is thus free. Note that we are relying on finite generation here, as Q (an abelian group under addition) is torsionfree but not free. Also we are relying on the group structure, as the theorem is not true in a general ring.
Theorem 6.12. Suppose M is torsion-free. Then there is a natural isomorphism
It is easy to show that when M is finitely generated, M is isomorphic to both M * and (M * ) * . The point here is that the map to the double dual is a natural equivalence (in the sense that it is a natural transformation from the identity functor to the double dual functor), whereas there is no such equivalence between M and M * . If we think of this in terms of vector spaces, it is saying that the transformation from M to M * will always depend on the choice of basis, whereas the map to (M * ) * will be independent of the choice of basis.
Then η is clearly a homomorphism and we need to prove it is bijective. Since M is torsion-free, and thus free, we may choose a basis e 1 , . . . , e k , and write any m ∈ M
m i e i for m i ∈ Z. We then construct a basis e 1 , . . . , e k of M * , which is defined by the property e i (e j ) = δ ij . From this we see that e i (m) = m i , and that if θ ∈ M * we can write
Applying the same idea again we define a basis j 1 , . . . , j k by the condition j i (e j ) = δ ij . This is a basis because if φ ∈ (M * ) * we can write φ = k i=1 φ i j i where
Since M is free, it is always possible, for any m = 0 to choose an f so that f (m) = 0 (e.g. if m i = 0 then choose f such that f (e i ) = 1). So we conclude that m = 0 and that η is injective.
Surjectivity: let φ ∈ (M * ) * be arbitrary, and write it as φ = k i=1 φ i j i , as before. We may define
Finally, we prove naturality of η. For any homomorphism L :
. Likewise we may define the double dual functor L * * : (M * ) * → (N * ) * . Now to finish the proof and conclude that η is a natural transformation we must show that the following diagram is commutative:
Going down and then across we have
Going across and then down we have
Thus the diagram commutes and we are done.
This theorem is all well and good for torsion-free groups, but what happens if we have some torsion elements? Is the theory the same, and if not, why does it fail? Well, the problem is that if M is torsion, there are just not enough homomorphisms from M to Z. If a ∈ M then na = 0 for some n ∈ N and then 0 = γ(na) = nγ(a) ⇒ γ(a) = 0 for every γ ∈ M * . So M * = 0 and Theorem 6.12 is clearly false. However, all is not yet lost. If we redefine M * as Ext 1 (M, Z) we have the following miraculous theorem:
Theorem 6.13. Suppose M is torsion. Then there is a natural isomorphism
Before the proof, two useful lemmas.
Lemma 6.14. Q is injective.
Proof. In fact, we prove the stronger assertion that if a Z-module is divisible then it is injective. We say that a Z-module A is divisible if for every a ∈ A and every non-zero integer n there is an element x ∈ A such that nx = a. Clearly Q is divisible, and in fact so is Q/Z, so these are both injective as Z-modules. So let's suppose that D is divisible and we have the following commutative diagram of Z-modules:
Without loss of generality we may assume that A ⊂ B and that µ is the inclusion map. This means that we want to construct a homomorphism f which is an extension of f . We consider the set of pairs (E, g) where A ⊂ E ⊂ B and g : E → D extends f . Then we define a partial ordering on these sets by (E 1 , g 1 ) ≤ (E 2 , g 2 ) if E 1 ⊂ E 2 and g 2 extends g 1 . By Zorn's Lemma there is a maximal element (E 0 , g 0 ). Suppose for contradiction that E 0 = B, and let b ∈ B\E 0 . Now consider the Z-module E := {e + nb| e ∈ E 0 , n ∈ Z} If nb / ∈ E 0 for all nonzero n, then we can extend g 0 to g : E → D by defining g (e + nb) = g 0 (e). Otherwise we can find a minimal m ∈ N such that mb ∈ E 0 , and we put d = g 0 (mb). Then we say g (e + nb) = g 0 (e) + nx, where x ∈ D is such that mx = d. Then again g is an extension of g 0 . But this contradicts the maximality of (E 0 , g 0 ), and therefore E 0 = B. This concludes the proof. If the reader would find it helpful to have a visual interpretation of Q/Z they may think of it as Q wrapped around a circle, so that 0 = 1. It can therefore also be thought of as the group of the roots of unity.
Proof. (of Theorem 6.13) We define η : M → (M * ) * = Hom(Hom(M, Q/Z), Q/Z) exactly as we did in the proof of Theorem 6.12, so that η(m) = γ m , and γ m (f ) = f (m). Notice that the proof of naturality can be taken directly from Theorem 6.12 as it did not rely on the fact that M was torsion-free. It remains for us to do is prove bijectivity.
By the structure theorem for finitely generated abelian groups again, we know that M ∼ = Z p 1 ⊕ · · · ⊕ Z p k for some k ∈ N, where p i are powers of primes. Therefore we can write m ∈ M as m = (m 1 , . . . , m k ) for m i ∈ Z p i . Now we construct a projective resolution 0 → Z k µ −→ Z k ν −→ M → 0, where µ multiplies the i th position by p i , and ν reduces the i th place modulo p i , i. e. µ(a 1 , . . . , a k ) = (p 1 a 1 , . . . , p k a k ) . We are going to apply Hom ∈ Z, and thus q 1 = 1. Similar analysis with the other y i allow us to conclude that y i ∈ Z for all 1 ≤ i ≤ k. This gives us an isomorphism Φ : ((Q/Z) k ) * → Z k by Φ(φ) = (y 1 , . . . , y k ) with the y i defined as before.
These two isomorphisms together tell us that ((Z k ) * ) * ∼ = Z k , which gives us the following commutative diagram with exact rows:
Finally, the Five Lemma allows us to conclude that η is also an isomorphism, completing the proof.
We do not give a double-duality theorem for a general finitely generated abelian group, as this requires more sophisticated machinery than is in the scope of this project. We know that such a group has the structure Z n ⊕ Z p 1 ⊕ Z p 2 ⊕ · · · ⊕ Z p k for some n, p 1 , . . . , p k ∈ N, but it is a difficult matter to work out how to naturally combine the duality isomorphisms for the torsion and torsionfree parts. It is also not possible to generalise the theorems to arbitrary R-modules, as we have used many special properties of Z in these theorems. However, some progress may be made towards generalisation for special rings, such as those which are principal ideal domains or those in which torsion-free modules are free.
