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Abstract. We define the general Hill system and briefly analyze its dynamical behavior. A
particular Hill system representing the interaction of a Keplerian binary system with a normally
incident circularly polarized gravitational wave is discussed in detail. In this case, we compute
the Poincare´-Melnikov function explicitly and determine its zeros. Moreover, we provide numerical
evidence in favor of chaos in this system. The partially averaged equations for the Hill system are
used to predict the regular behavior of the Keplerian orbit at resonance with the external radiation.
1
1 Introduction
In a previous paper on gravitational ionization [1], we discussed — among other things —
the long-term dynamical evolution of a Keplerian binary system perturbed by a normally
incident circularly polarized gravitational wave. If the external radiation is approximated by
a monochromatic plane wave, then the dynamical system representing the relative motion
of the binary is very similar to the well-known Hill system of celestial mechanics. Moreover,
in our numerical work on such a system, there appeared some preliminary evidence in favor
of Hamiltonian chaos (see figure 1 of [1]). The purpose of the present work is to extend the
notion of a Hill system to include the external perturbation caused by a gravitational wave.
The generalized Hill system — which we refer to simply as “the Hill system” due to its close
resemblance to the one originally introduced by Hill in his researches on the lunar theory
— is presented in section 2. For the sake of simplicity, we then choose a particular case for
detailed analysis and discuss its dynamics near resonance in section 3. Moreover, in section 4
the relevant Poincare´-Melnikov function is computed in this case and its countable infinity
of zeros are studied. The possible relevance of this infinity of simple zeros to the existence
of chaos in the Hill system is discussed. Numerical evidence for such chaos is presented in
section 5 and a specific chaotic orbit is described in some detail. In section 6 we turn our
attention to the physics of such orbits in the inertial frame in connection with the possible
astrophysical relevance of our results. Section 7 is a discussion. Calculational details are
relegated to the appendices.
2 The Hill System
Consider a Keplerian binary system under the influence of an external gravitational per-
turbation. In fact, no binary system in the universe is totally isolated as a consequence of
the universality of the gravitational interaction. The binary is generally affected by other
masses as well as gravitational radiation. We are interested in a particular form of this
interaction that corresponds to Hill’s celebrated contribution to the theory of the motion of
the Moon [2].
Let us therefore assume that the predominant effect of the external perturbation is a
linear tidal force in the equation of relative motion, so that this equation can be written as
d2X i
dt2
+
k0X
i
r3
= −Kij(t)X
j, (2.1)
where r = |X|, k0 is a positive constant and i, j = 1, 2, 3. Here the tidal matrix K(t) is in
general symmetric and traceless. Moreover, we assume that K13 = K23 = 0; indeed, a tidal
matrix of this form is consistent with our further requirement that the perturbed relative
motion be confined to the (X, Y )-plane. To arrive at the Hill system, we need to restrict the
form of K(t) even further; to this end, let us suppose the following general form for K:
K11 = ξ0 + ξ+ cosΩt− ξ− sinΩt,
2
K12 = ξ+ sinΩt+ ξ− cosΩt,
K22 = ξ0 − ξ+ cos Ωt+ ξ− sinΩt,
K33 =−2ξ0, (2.2)
where Ω, ξ0 and ξ± are real constants.
It is possible to transform the equation of relative motion (2.1) to a rotating coordinate
system via X i = Sijx
j , where S is an orthogonal matrix given by
S =


cos (1
2
Ωt) − sin (1
2
Ωt) 0
sin (1
2
Ωt) cos (1
2
Ωt) 0
0 0 1

 (2.3)
that represents a rotation by an angle 1
2
Ωt about the Z-axis. The equation of relative motion
with respect to the rotating frame of reference with coordinates x = (x, y, z) is then given
by the autonomous Hill system
d2x
dt2
− Ω
dy
dt
−
1
4
Ω2x+
k0x
r3
=−(k11x+ k12y),
d2y
dt2
+ Ω
dx
dt
−
1
4
Ω2y +
k0y
r3
=−(k21x+ k22y), (2.4)
and z = 0, where r = |x| and k = S−1KS is a constant matrix given by k11 = ξ0 + ξ+,
k12 = ξ−, k22 = ξ0 − ξ+, k13 = k23 = 0 and k33 = −2ξ0. It is important to note that the sign
of Ω has not been specified; in fact, Ω can be positive or negative. In Hill’s original system,
ξ0 = −Ω
2/8, ξ+ = −3Ω
2/8 and ξ− = 0, corresponding to the circular motion of the Earth-
Moon system about the Sun with frequency Ω/2. Hill’s variational orbit, which is a periodic
solution of the Hill system, has played a major role in the lunar theory [3, 4, 5, 6]. In addition
to the original system envisaged by Hill, the general case includes a Keplerian binary system
that is tidally perturbed by a normally incident circularly polarized gravitational wave [1].
The Hill system may be obtained from the Hamiltonian H(px, py, x, y),
H =
1
2
p2 −
k0
r
−
1
2
ΩLz +
1
2
kijx
ixj , (2.5)
where the canonical momenta are given by px = x˙−Ωy/2, py = y˙+Ωx/2 and Lz = xpy−ypx.
Here x˙ = dx/dt and Lz is the component of relative orbital angular momentum normal to
the orbital plane. It is interesting to introduce in this plane polar coordinates (r, θ) such
that x = r cos θ and y = r sin θ. Then with respect to the canonical variables (pr, pθ, r, θ),
equation (2.5) can be written as
H =
1
2
(
p2r +
p2θ
r2
)
−
k0
r
−
1
2
Ωpθ +
1
2
r2
(
ξ0 + ξ+ cos 2θ + ξ− sin 2θ
)
, (2.6)
where pr = x · p/r and pθ = Lz. In the absence of the external perturbation, i.e. when Ω,
ξ0 and ξ± vanish, the relative motion of the binary can be described in terms of a Keplerian
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ellipse. In the presence of the perturbation, the relative motion in the rotating system of
reference can be described at each instant of time in terms of an osculating ellipse. That
is, if the perturbation is turned off at an instant of time t, the subsequent motion is along
the osculating ellipse at t. The energy E < 0 and orbital angular momentum pθ > 0 of
the osculating ellipse fix its semimajor axis a = −k0/(2E) and eccentricity e, 0 ≤ e < 1,
p2θ = a(1−e
2). The position on the osculating ellipse at time t is measured from the periastron
by the true anomaly v, while the orientation of this whole osculating ellipse is determined in
the orbital plane by an angle g such that θ = v + g. The equation of the osculating ellipse
is then given by r = p2θ/(1 + e cos v) = a(1 − e cos u), where u is the eccentric anomaly.
Moreover, prpθ = e sin v, (1− e cosu) sin v = (1− e
2)
1
2 sin u and the mean anomaly ℓ is given
by ℓ = u − e sin u. Only positive square roots are considered throughout this paper. The
parameters of the osculating ellipse are closely related to Delaunay’s action-angle variables.
In fact, the Delaunay elements are defined by L = (k0a)
1
2 , G = pθ, ℓ and g for noncircular
orbits. It is proved in [5] that the change of variables (pr, pθ, r, θ)→ (L,G, ℓ, g) is canonical.
In terms of these planar Delaunay elements, we then have the Hamiltonian for the Hill
system in the form
H(L,G, ℓ, g) = −
k20
2L2
−
1
2
ΩG +
1
2
(ξ0Q+ ξ+C + ξ−S). (2.7)
Here Q = r2 is given by
Q(L,G, ℓ, g) = a2
[
1 +
3
2
e2 − 4
∞∑
ν=1
cos νℓ
ν2
Jν(νe)
]
, (2.8)
and C = r2 cos 2θ and S = r2 sin 2θ are given in Delaunay’s elements by
C + iS = a2 exp(2ig)
[
5
2
e2 +
∞∑
ν=1
1
ν
(
Kν+ exp(iνℓ) +K
ν
− exp(−iνℓ)
)]
, (2.9)
where
Kν± =
1
2
ν(Aν ±Bν)
and
Aν(e) =
4
ν2e2
[2νe(1− e2)J ′ν(νe)− (2− e
2)Jν(νe)], (2.10)
Bν(e) =−
8
ν2e2
(1− e2)
1
2 [eJ ′ν(νe)− ν(1− e
2)Jν(νe)]. (2.11)
It is interesting to note that Aν = A−ν and Bν = −B−ν , so that K
−ν
± = −K
ν
∓.
It follows from our previous work [1] that the Kolmogorov-Arnold-Moser (“KAM”) theory
is applicable to the general Hill system and that for sufficiently small ξ0 and ξ± the motion
is always bounded. Moreover, our previous work (cf. figure 1 in [1]) indicates the presence
of Hamiltonian chaos under certain circumstances. The purpose of the present paper is to
investigate further the nature of this chaotic behavior.
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To simplify the analysis, we will assume in the following that ξ0 = 0 and that ξ+ =
ǫαΩ2 cosϕ0 and ξ− = ǫαΩ
2 sinϕ0. For Ω > 0, this choice of parameters corresponds to the
tidal perturbation produced by an incident right circularly polarized (i.e. positive helicity)
plane monochromatic gravitational wave of amplitude αǫ, frequency Ω and phase constant
ϕ0 propagating along the z-axis. On the other hand, we can let Ω → −Ω in equations
(2)–(7) and the resulting system with the same choice of parameters would correspond to
left circularly polarized (i.e. negative helicity) radiation of frequency Ω > 0; in this way, our
analysis covers both cases of circular polarization. The transverse nature of gravitational
radiation implies that for this case of normal incidence the binary motion remains planar.
The deviation of the curved spacetime metric in the presence of gravitational waves from the
flat Minkowski metric is characterized by the perturbation parameter ǫ, 0 < ǫ≪ 1. Efforts
are under way in several laboratories to detect gravitational waves from astrophysical sources
with an expected amplitude of ǫ ∼ 10−20. Moreover, the circular polarization amplitude α
is such that |α| ∼ 1. To simplify matters even further, we shall set ϕ0 = 0. The resulting
Hill system has been discussed at length in our previous papers [1, 7, 8]. More generally, we
have investigated the long-term nonlinear evolution of a Keplerian binary system perturbed
by external long-wavelength gravitational waves as well as internal gravitational radiation
damping [7, 8, 9, 10]. In fact, gravitational ionization provided the original motivation for
our analysis [11]. The term “ionization” is derived from a Greek word meaning “to go”;
therefore, the concept of ionization need not be restricted to electrically charged systems
such as in atomic physics. We have shown that in the case under consideration ionization
does not in fact occur for ǫ < ǫkam. This is an important consequence of the KAM theory
and implies, on the physical side, that the circularly polarized gravitational wave does not
steadily deposit energy into the orbit. Indeed, in the interaction of gravitational waves with a
binary system the energy in general flows back and forth between the waves and the binary.
Further discussion of gravitational ionization is contained in section 6 in connection with
certain large-scale chaotic behavior of the binary orbit for ǫ & ǫch, where ǫch corresponds to
Chirikov’s resonance-overlap condition.
3 Isoenergetic Reduction and Dynamics Near Reso-
nance
With the simplifications already mentioned, the equations of motion derived from the Hamil-
tonian (2.7) are given by
L˙=−
1
2
ǫαΩ2
∂C
∂ℓ
,
G˙=−
1
2
ǫαΩ2
∂C
∂g
,
ℓ˙=
k20
L3
+
1
2
ǫαΩ2
∂C
∂L
,
g˙ =−
1
2
Ω +
1
2
ǫαΩ2
∂C
∂G
. (3.1)
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These equations provide a classic example of a perturbation problem in mechanics. The
unperturbed system is expressed in action-angle variables and is completely integrable. We
are interested in the dynamics of the perturbed system for small ǫ. This is the “fundamental
problem in dynamical systems”, according to Poincare´ [3].
System (3.1) is a 2-degree-of-freedom autonomous Hamiltonian system. Thus by a well-
known method that we will now describe, it can be reduced to a 11
2
-degree-of-freedom system
once the total energy of the system is fixed. Let us describe the reduction technique for the
general case. In fact, we will consider the system
q˙ =
∂Hˆ
∂p
(q, p, ϑ, I),
ϑ˙=
∂Hˆ
∂I
(q, p, ϑ, I),
p˙=−
∂Hˆ
∂q
(q, p, ϑ, I),
I˙ =−
∂Hˆ
∂ϑ
(q, p, ϑ, I), (3.2)
where the Hamiltonian function Hˆ is assumed to be periodic in the angular variable ϑ and
there is some region R of the phase space in which the function ∂Hˆ/∂I does not vanish.
Under these assumptions, we can solve for I as a function of the remaining variables on an
energy surface,
{(q, p, ϑ, I) : Hˆ(q, p, ϑ, I) = h},
to obtain
I = Kˆ(q, p, ϑ, h).
Moreover, because ∂Hˆ/∂I does not vanish in R, the variable ϑ is either increasing or de-
creasing along all orbits in R. Thus, ϑ behaves like a temporal variable and can be taken to
be a new independent variable. Indeed, the system
dq
dϑ
=
∂Hˆ
∂p
/
∂Hˆ
∂I
,
dp
dϑ
= −
∂Hˆ
∂q
/
∂Hˆ
∂I
(3.3)
is not singular in R. If ϑ 7→ (uˆ(ϑ), vˆ(ϑ)) is a solution of the system (3.3), then
ϑ˙ =
∂Hˆ
∂I
(uˆ(ϑ), vˆ(ϑ), ϑ, Kˆ(uˆ(ϑ), vˆ(ϑ), ϑ, h)).
The solution t 7→ ϑ(t) of this scalar differential equation can be used to obtain a solution of
the original system (3.2); namely,
q(t) = uˆ(ϑ(t)), p(t) = vˆ(ϑ(t)), I(t) = Kˆ(q(t), p(t), ϑ(t), h).
To obtain a simpler form for the system (3.3), let us use the equation
Hˆ(q, p, ϑ, Kˆ(q, p, ϑ, h)) = h
6
to obtain the identities
∂Hˆ
∂q
+
∂Hˆ
∂I
∂Kˆ
∂q
= 0,
∂Hˆ
∂p
+
∂Hˆ
∂I
∂Kˆ
∂p
= 0,
and, in turn, system (3.3) in the form
dq
dϑ
= −
∂Kˆ
∂p
(q, p, ϑ, h),
dp
dϑ
=
∂Kˆ
∂q
(q, p, ϑ, h). (3.4)
Under our assumptions, the system (3.4) is periodic in its independent variable. Moreover,
system (3.4) is in the form of a “time-dependent” 11
2
-degree-of-freedom Hamiltonian system
with Hamiltonian −Kˆ(q, p, ϑ, h). Let us now employ this reduction principle in the study of
the system (3.1).
For the Hamiltonian (2.7), we recall that if ǫ is sufficiently small, then the KAM Theorem
applies and all orbits in a region R of an energy surface remain bounded. In particular, if R
is a closed subset of a bounded region, then the function ∂C/∂G is bounded over R. Thus,
if ǫ is sufficiently small, then g˙ < 0 along all orbits starting in R. Also, by the Implicit
Function Theorem, if the constant energy surface is given by
H(L,G, ℓ, g) = h,
then there is an implicit solution G = F (L, ℓ, g) such that
H(L, F (L, ℓ, g), ℓ, g) = h.
Using the reduction principle given above, the reduced system in our case is given by
dℓ
dg
= −
∂F
∂L
(L, ℓ, g),
dL
dg
=
∂F
∂ℓ
(L, ℓ, g). (3.5)
To solve for G in the equation H(L,G, ℓ, g) = h, let us suppose that in the corresponding
equation (2.7) we have G = G0 + ǫG1 + O(ǫ
2) and then equate coefficients to obtain the
solution up to first order in the small parameter. Let us recall here that the orientation
of the background inertial coordinate system is so chosen that G0 > 0 by convention. Our
computations yield the values
G0 = −
2
Ω
(
h0 +
k20
2L2
)
, G1 = αΩ C(L,G0, ℓ, g)−
2
Ω
h1,
where h0 and h1 are constants such that h = h0 + ǫh1; that is, h0 is the unperturbed energy
in the rotating frame. Thus, we have that
dℓ
dg
=−
2k20
ΩL3
− ǫαΩ
(∂C
∂L
(L,G0, ℓ, g) +
2k20
ΩL3
∂C
∂G
(L,G0, ℓ, g)
)
+O(ǫ2),
dL
dg
= ǫαΩ
∂C
∂ℓ
(L,G0, ℓ, g) +O(ǫ
2). (3.6)
7
Also, let us note that in view of equation (2.9) the 11
2
-degree-of-freedom system (3.6) is
periodic with period π relative to its independent variable.
The unperturbed system (3.6) is a priori stable; that is, it has no hyperbolic orbits. In
particular, there are no homoclinic or heteroclinic orbits that can be used to locate transverse
homoclinic or heteroclinic points, and, in turn, chaotic invariant sets, after perturbation.
Rather, if such transverse homoclinic or heteroclinic points exist in the perturbed system,
they must be created directly from the perturbation. As is well known, this fact precludes a
direct application of the usual “Melnikov” approach to determine the existence of transverse
homoclinic or heteroclinic points. The problem is that the separatrix splitting distance
is easily computed to be proportional to ǫM + O(ǫ2), where M is the Melnikov integral.
In the usual case, M is independent of ǫ and thus the first term of the indicated series
is the dominant term. However, in the a priori stable case, M depends on ǫ and is in
fact exponentially small. Therefore, it is not clear if ǫM(ǫ) is the dominant term in the
expression for the splitting distance. On the other hand, some rigorous results do exist for
systems similar to those that are encountered in the Hill system. Consider, for instance, the
rapidly forced pendulum given in the form
φ¨+ sinφ = ǫp sin(Ωt/ǫ),
where ǫ is a small parameter and p is a positive integer. If p > 3, then the Melnikov integral
is exponentially small, but the first-order term is still dominant, see [12] and [13].
While the rigorous analysis of the separatrix splitting problem remains unclear at this
writing, we will carry through the first-order analysis for Hill’s system. Once the rigorous
analysis is settled at some future date, we hope that the formulation reported here will prove
to be valuable.
To proceed with the perturbation theory for Hill’s system, we will use a standard tech-
nique: we will “blow up” a resonance and partially average the resulting equations to produce
a system, obtained by a change of coordinates, that has homoclinic orbits. We will then com-
pute the Melnikov integral for this system. For a regular perturbation problem where the
Melnikov function does not depend on the perturbation parameter, the simple zeros of this
function would indicate the presence of chaos in the system. After a blow up at a resonance
and a reparametrization of the system to slow time, the Melnikov function does depend on
the perturbation parameter. It is for this reason that we are not able to make a rigorous
argument that the existence of simple zeros implies that the system is chaotic.
For system (3.6) that is periodic in g with period π, resonance would occur when this
period is commensurate with the period of “fast” motion in ℓ, i.e. πΩL3/k20. Therefore, the
resonances are given by relations of the form
m
k20
L3
= nΩ
where m and n are relatively prime integers. This resonance condition fixes the magnitude
of L; therefore, let L0 denote the resonant value of L at the (m : n) resonance. To blow up
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the resonance, we will use the change of coordinates given by
L = L0 + ǫ
1/2ρ, ℓ = −
2n
m
g + η.
System (3.6), in the new coordinates, has the form
dρ
dg
= ǫ1/2αΩCℓ + ǫαΩρ(CℓL +
2n
m
CℓG) +O(ǫ
3/2),
dη
dg
= ǫ1/2
6n
mL0
ρ− ǫ
( 12n
mL20
ρ2 + αΩ(CL +
2n
m
CG)
)
+O(ǫ3/2), (3.7)
where the function C and its partial derivatives are evaluated at
(L0, G0(L0), η − 2ng/m, g).
For notational convenience, let us define µ = ǫ1/2 and express the second-order approximation
of system (3.7) in the form
dρ
dg
= µγ(η, g) + µ2ρκ(η, g),
dη
dg
= µcρ− µ2β(ρ, η, g), (3.8)
where c is a constant given by c = 6n/(mL0) and
γ(η, g) = αΩCℓ, κ(η, g) = αΩ(CℓL +
2n
m
CℓG), β(ρ, η, g) =
2c
L0
ρ2 + αΩ(CL +
2n
m
CG).
This system is in the correct form for temporal averaging. To this end, we define 〈γ〉 to
be the average of γ over the periodic temporal variable g with period mπ and λ to be the
deviation of γ from its mean,
〈γ〉(η) : =
1
mπ
∫ mπ
0
γ(η, g) dg,
λ(η, g) : = γ(η, g)− 〈γ〉(η). (3.9)
Moreover, let Λ denote the solution of the partial differential equation ∂Λ/∂g = λ with
the side condition that its average should vanish; that is, 〈Λ〉(η) = 0. Using the averaging
transformation
ρ = ρ¯+ µΛ(η¯, g), η = η¯,
system (3.8) takes the form
dρ¯
dg
= µ〈γ〉(η) + µ2ρ¯(κ(η, g)− c
∂Λ
∂η
) +O(µ3),
dη
dg
= µcρ¯+ µ2(cΛ(η, g)− β(ρ¯, η, g)) +O(µ3). (3.10)
It is useful to introduce dimensionless quantities J and Γ such that
ρ¯ = L0J, Λ = L0Γ;
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then, the second-order approximation of system (3.10) has the convenient form
dJ
dg
= µ
1
L0
〈γ〉(η) + µ2J
(
κ(η, g)−
6n
m
∂Γ
∂η
)
,
dη
dg
= 6
n
m
µJ + µ2
(
6
n
m
Γ(η, g)− β(L0J, η, g)
)
. (3.11)
Recall formula (2.9) and the fact that
γ = αΩ Cℓ
(
L0, G0(L0),−
2n
m
g + η, g
)
,
and note that 〈γ〉(η) is the real part of
1
mπ
∫ mπ
0
αΩ
(
Cℓ(L0, G0(L0),−
2n
m
g + η, g) + iSℓ(L0, G0(L0),−
2n
m
g + η, g)
)
dg
= i
αΩa2
mπ
∫ mπ
0
exp(2ig)
∞∑
ν=1
(
Kν+ exp(iνη − i
2n
m
νg)−Kν− exp(−iνη + i
2n
m
νg)
)
dg.
This integral vanishes unless n = 1 and m = ν, in which case its value is iαΩa2Km+ exp(imη).
Using the fact that a = L2/k0, L = L0 at resonance and Ω = mk
2
0L
−3
0 , the average of γ at
the (m : 1) resonance can be written in the form
1
L0
〈γ〉(η) = −αmKm+ sinmη. (3.12)
If in system (3.11) we substitute using formula (3.12), change to the new angular variable
σ := mη−π and the slow temporal variable τ := 6µg, then we obtain the equivalent system
dσ
dτ
= J + µ
[
Γ
(σ + π
m
,
τ
6µ
)
−
m
6
β
(
L0J,
σ + π
m
,
τ
6µ
)]
, (3.13)
dJ
dτ
=
αm
6
Km+ sin σ + µJ
[
1
6
κ
(σ + π
m
,
τ
6µ
)
−
∂Γ
∂σ
(σ + π
m
,
τ
6µ
)]
. (3.14)
Let us note that the unperturbed form of the system (3.13)–(3.14), given by
dσ0
dτ
= J0,
dJ0
dτ
= −δ sin σ0, (3.15)
is the phase-plane system for a mathematical pendulum. Here
δ := −
αm
6
Km+ ,
m = 1, 2, 3, . . ., is the order of the resonance, the constant α could be positive or negative
and Km+ , 2K
m
+ = m(Am + Bm) as defined by equations (2.10) and (2.11), is a function of
the eccentricity at resonance (e0). Some properties of K
m
± (e) near e = 0 and e = 1 are
given in Appendix A. A graph of the functions Km± for m = 1, 2, 3 is given in figure 1,
10
Figure 1: Plot of Km± for m = 1, 2, 3. Note that K
m
+ and K
m
− meet at e = 1. Some of the
properties of Km± are discussed in Appendix A.
which illustrates the analytical results of Appendix A. Our explicit calculations refer to the
case of incident positive helicity radiation and hence only Km+ is involved in the definition
of δ (see section 6). It follows from inspection of figure 1 that depending upon the value of
the eccentricity e0, δ could be positive, negative or zero. If δ > 0, then the phase portrait
has hyperbolic saddle points at (J0, σ0) = (0,±π) that are connected by the heteroclinic
solutions
σ0(τ) = 2 arcsin(tanh(δ
1/2τ)) = 2 arctan(sinh(δ1/2τ)),
J0(τ) =±2δ
1/2sech (δ1/2τ).
If δ < 0, then the phase portrait has hyperbolic saddle points at (J0, σ0) = (0, 0) and
(J0, σ0) = (0, 2π) that are connected by the heteroclinic solutions
σ0(τ) = 2 arcsin(tanh(|δ|
1/2τ)) + π = 4 arctan(exp(|δ|1/2τ)),
J0(τ) =±2|δ|
1/2sech (|δ|1/2τ).
All of these heteroclinic orbits are also heteroclinic manifolds for the corresponding unper-
turbed stroboscopic Poincare´ map with period 12πµ. If δ = 0, then the Poincare´-Melnikov
approach is not directly applicable; hence, we need to exclude this possibility in the calcu-
lation of the Melnikov function. It is therefore clear from the results of Appendix A that
all resonant circular orbits (e0 = 0) are excluded from our analysis except for m = 2. This
11
is particularly significant in view of a result of linear perturbation analysis [11] that the
main resonance for a circular orbit occurs for m = 2; this is consistent with the reciprocity
between the emission and absorption of gravitational radiation. Furthermore, we need to
exclude e0 ≈ 0.76 for the (2 : 1) resonance, e0 ≈ 0.85 for the (3 : 1) resonance, etc., since
δ = 0 at these zeros of Km+ (e). Let us remark here that the initial orbit is such that pθ > 0
by convention; therefore, there is a marked difference between the absorption of positive and
negative helicity gravitational waves. In particular, Km− (e) does not vanish for 0 < e < 1.
Let us also note here that σ0 is an odd function of τ while J0 is an even function; moreover,
J0 → 0 as τ → ±∞. As mentioned previously, we will compute the Melnikov integral along
these invariant manifolds. For regular perturbations, the existence of simple zeros for this
function implies that, for sufficiently small µ, there are chaotic invariant sets for the per-
turbed Poincare´ map, and hence there are chaotic invariant sets for the perturbed system.
In the system (3.13)–(3.14), the perturbation is not regular due to the rapid oscillations of
the perturbation when µ is small. Nevertheless, we will compute the Melnikov integral for
this system.
4 Poincare´-Melnikov Function
Recall that for a time-periodic planar system of the form
x˙ = f0(x, y) + µf1(x, y, t), y˙ = g0(x, y) + µg1(x, y, t),
where the unperturbed system is Hamiltonian, if t 7→ (x(t), y(t)) is a solution of the unper-
turbed system that starts on a heteroclinic or homoclinic orbit, then the Melnikov function
defined on this orbit is given by
M(ξ) =
∫ ∞
−∞
[f0(x(t), y(t))g1(x(t), y(t), t+ ξ)− g0(x(t), y(t))f1(x(t), y(t), t+ ξ)] dt. (4.1)
The computation of M for the system (3.13)–(3.14) is quite complex. However, the end
result is reasonably simple. Let us begin with the term Γ = Λ/L0; as in the computation of
formula (3.12), we have that
γ
L0
= −αm
∞∑
ν=1
[
Kν+ sin
(
νη + 2g(1−
ν
m
)
)
+Kν− sin
(
νη − 2g(1 +
ν
m
)
)]
. (4.2)
Using formulas (3.12) and (4.2), let us compute
Λ
L0
=
1
L0
∫ g
λ dg =
1
L0
∫ g
(γ − 〈γ〉) dg
such that 〈Λ〉(η) = 0; in fact, the constant of integration must vanish and the result is
Γ =
1
2
αm

 ∞∑
ν=1
ν 6=m
Kν+
cos
(
νη + 2g(1− ν
m
)
)
1− ν
m
−
∞∑
ν=1
Kν−
cos
(
νη − 2g(1 + ν
m
)
)
1 + ν
m

 . (4.3)
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Let us recall that in the definition of the Poincare´-Melnikov function (4.1),
f0 = J0, f1 = Γ−
m
6
β, g0 = −δ sin σ0, g1 = J0(
1
6
κ−
∂Γ
∂σ
),
where
β =
12
m
J20 + αΩ(CL +
2
m
CG), κ = αΩ(CℓL +
2
m
CℓG).
Thus, we have a preliminary expression for the integrand of M (cf. Appendix B)
f0g1 − g0f1 =
αΩ
6
J20 (CℓL +
2
m
CℓG)− J
2
0
∂Γ
∂σ
+ δ sin σ0f1. (4.4)
The Melnikov integral (4.1) is calculated in Appendix B and the result is
M(ξ) =
5
6
αm2HmI
0S0
+
1
2
αm3
∞∑
ν=1
( Kν+
ν −m
P+ν S
+
ν −
Kν−
ν +m
P−ν S
−
ν
)
+
7
6
αm2
∞∑
ν=1
(Kν+P
+
ν S
+
ν +K
ν
−P
−
ν S
−
ν )
+
1
6
αm2Fm
∞∑
ν=1
(Kν+e P
+
ν S
+
ν +K
ν
−e P
−
ν S
−
ν ). (4.5)
Here the only quantities that depend on ξ are S0 = sin(ξ/3µ) and
S±ν = sin[±(ξ/3µ)(1∓ ν/m) + νπ/m],
while Hm, Fm, K
ν
± and K
ν
±e = dK
ν
±/de all depend upon the eccentricity of the orbit at
resonance e0 = (1 − eˆ
2
0)
1
2 , where eˆ0 = G0/L0. In fact, Fm = (eˆ
2
0 − 2eˆ0/m)/e0 and Hm =
e0(2e0 + Fm). Moreover, I
0 and P±ν are also dependent upon e0 via δ and are given by
I0 = δ
∫ ∞
−∞
sin
( τ
3µ
)
sin σ0(τ) dτ,
P±ν = ±
1
3µν
(
1∓
ν
m
) ∫ ∞
−∞
J0(τ) cos
[
ν
m
σ0(τ)±
τ
3µ
(
1∓
ν
m
)]
dτ. (4.6)
It is interesting to note that µI0 and µP±ν only depend upon µ
′ = µ|δ|1/2. A detailed
discussion of these integrals is contained in Appendix B; in fact, a method is described there
that can be used to calculate I0 and P±ν whenever 2ν/m is an integer. For instance, it follows
from the results of Appendix B that P±ν can be explicitly determined for m = 1, 2.
It is important to point out that the Poincare´-Melnikov function is periodic with period
6πµm and has a countable infinity of zeros at ξN = 3µ(1 + mN)π for any integer N .
Indeed, S0 and S±ν all vanish for ξN/(3µ) = (1+mN)π, where N = 0,±1,±2, . . .; therefore,
M(ξN) = 0.
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The zeros of the Melnikov function M(ξ) are all generally expected to be simple. This
may be seen from the nature of two consecutive zeros of M(ξ), e.g. ξ0 and ξ1, due to the
periodicity of the Melnikov integral. However, it is more convenient for our purposes to
compute M ′(ξN) for general N . We note that in the expression (4.5) for M(ξ) only S
0 and
S±ν depend upon ξ, and
dS0
dξ
(ξN) =−
1
3µ
(−1)Nm,
dS±ν
dξ
(ξN) = ∓
1
3µ
(−1)N(m−ν)(1∓
ν
m
).
It follows that
− (−1)Nm 3µM ′(ξN) =
5
6
αm2HmI
0 +
2
3
αm2
∞∑
ν=1
(−1)Nν(Kν+P
+
ν −K
ν
−P
−
ν )
−
7
6
αm
∞∑
ν=1
(−1)Nνν(Kν+P
+
ν +K
ν
−P
−
ν )
+
1
6
αm2Fm
∞∑
ν=1
(−1)Nν [(1−
ν
m
)Kν+eP
+
ν − (1 +
ν
m
)Kν−eP
−
ν ],(4.7)
assuming that term-by-term differentiation of the infinite series in (4.5) is meaningful.
Inspection of equation (4.7) indicates that in general M ′(ξN) 6= 0. To see this in some
detail, let us focus attention on the value of M ′(ξN) for an eccentricity e0 such that 0 ≤
e0 ≪ 1. We remark that µ
2M ′(ξN) can be regarded as a function of independent variables
e0 and µ
′ = µ|δ|1/2; in fact, µ′ occurs only in I0 and P±ν . The forms of Hm(e) and Fm(e)
then lead us to distinguish two cases: m 6= 2 and m = 2. Suppose first that m 6= 2; then,
the discussion following the introduction of δ 6= 0 in equation (3.15) implies that e0 6= 0. It
follows from the results of Appendix A that the leading term in the expansion of M ′(ξN) in
powers of e0 ≪ 1 is
(−1)N(m+1)(m− 2)α
6mµe0
[(m− 1)P+1 − (m− 3)P
+
3 ],
where P+ν is given by equation (4.6). The general form (B.5) given in Appendix B for the
integrals in equation (4.6) can be used to show that this leading term is nonzero for m = 1;
a similar result is expected for m > 2. Let us next suppose that m = 2. If e0 = 0, then the
Melnikov function M(ξ) vanishes in this case; further analysis of this limiting case is beyond
the scope of this paper. For e0 6= 0, the results of Appendix A imply that the leading term
in the expansion of M ′(ξN) in powers of e0 ≪ 1 is now
(−1)Nαe0
6µ
(P+1 + 25P
+
3 ),
where P+1 and P
+
3 are given by equation (4.6) for m = 2. The general form (B.5) given
in Appendix B for the integrals in equation (4.6) again indicates that this leading term is
nonzero. Hence, M(ξ) has in general simple zeros for 0 < e0 ≪ 1.
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5 Numerical Experiments
We now consider the same Hamiltonian as in the calculation of the Poincare´-Melnikov func-
tion,
H =
1
2
(
p2r +
p2θ
r2
)
−
k0
r
−
1
2
Ωpθ +
1
2
ǫαΩ2r2 cos 2θ, (5.1)
and will demonstrate numerically that this system could be chaotic near a resonance. We
first fix an energy surface H(pr, pθ, r, θ) = h and consider all orbits confined to this energy
surface. For instance, choosing an orbit with (pr, pθ, r, θ) = (e, 1, 1, 0) at t = 0 fixes
h =
1
2
(1 + e2)− k0 −
Ω
2
+
1
2
ǫαΩ2.
The equations of motion are
dr
dt
= pr,
dθ
dt
=
pθ
r2
−
Ω
2
,
dpr
dt
=
p2θ
r3
−
k0
r2
− ǫαΩ2r cos 2θ,
dpθ
dt
= ǫαΩ2r2 sin 2θ, (5.2)
which can be integrated with different initial conditions all with H(pr, pθ, r, θ) = h. This
energy equation can be used to calculate pθ algebraically in terms of the other variables; we
limit our attention here to the solutions of this quadratic equation with pθ > 0. Moreover,
we choose θ as our independent variable and note that the resulting system for (pr, r) is
periodic in θ with period π. We then consider the Poincare´ map and plot in the (pr, r)-
plane the result of our numerical integration of the system at θ = 0, π, 2π, . . .. In following
this procedure, we encounter the difficulty that θ is not necessarily monotonic. Despite this
complication, it is possible to obtain useful information from the integration of system (5.2)
as in our previous work (see figure 1 of [1]). To avoid this problem altogether, let us restrict
attention to those orbits that stay with a simple branch of pθ > 0. That is, we note that
H(pr, pθ, r, θ) = h has the solution
pθ =
1
2
Ωr2[1± (1− U)1/2],
where
U =
8
Ω2r2
(
1
2
p2r −
k0
r
− h) + 4ǫα cos 2θ.
Thus the system (5.2) reduces to
dr
dt
= pr,
dθ
dt
=±
1
2
Ω(1− U)1/2,
dpr
dt
=−
1
r
p2r +
k0
r2
+
2h
r
+
1
2
Ω2r[1− 4ǫα cos 2θ ± (1− U)1/2], (5.3)
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where the upper (lower) sign corresponds to the positive (negative) branch of θ˙. We have
subjected the system (5.3), restricted to the positive branch of θ˙, to numerical analysis and
have found numerical evidence for Hamiltonian chaos as presented in figure 2.
It is interesting to consider scale transformations in the dynamical systems (5.2) and (5.3)
along the lines described in detail in our previous work [8, 9, 10]. The result is that we can
use dimensionless quantities and set k0 = 1 once we use the initial semimajor axis of the
binary system as our unit of length and the initial period of the binary divided by 2π as
our unit of time. We shall use this convention in the numerical experiments reported in this
paper.
Partial phase portraits of the Poincare´ map for system (5.3) are depicted in figures 2
and 3, where we have chosen the parameter values (k0 = 1)
Ω = 1, α = 2, (5.4)
for the plane right circularly polarized gravitational wave that propagates perpendicularly
to the orbital plane. Also, for the top panel of figure 2 the external perturbation is absent
so that
ǫ = 0, h = −0.999982, (5.5)
while for the bottom panel of figure 2 and for figure 3
ǫ = 0.0131, h = −0.986882. (5.6)
In these graphs, the horizontal axis corresponds to the variable pr while the vertical axis
corresponds to r. Inspection of the system (5.3) reveals that the phase portrait of the
Poincare´ map is in general symmetric about the line pr = 0.
The top panel of figure 2 depicts several orbits corresponding to invariant tori for the
unperturbed system (ǫ = 0), whereas the bottom panel depicts several orbits for the per-
turbed system (ǫ 6= 0). Let us note that the stochastic region in figure 2 is obtained as a
single orbit. This same orbit is also shown in the top panel of figure 3. It can be obtained
via integration of system (5.3), or (5.2), with
(r, θ) = (0.61927711963654, 0)
and
(pr, pθ) = (0.51405620574951, 0.83454334164660)
as the initial conditions and with the parameters given in equations (5.4) and (5.6). This
chaotic orbit is near the unperturbed (1 : 1) resonant torus. Let us recall here that the
energy of the osculating ellipse is given by
E =
1
2
(p2r +
p2θ
r2
)−
k0
r
, (5.7)
so that the semimajor axis is a = −k0/(2E) and the corresponding Delaunay element is
L = (k0a)
1/2. The (m : n) resonance occurs at mk20/L
3
0 = nΩ; however, in the case under
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Figure 2: The phase portrait of the Poincare´ map for system (5.3) with the parameters given
in displays (5.4)–(5.6). The top panel is a phase portrait for the unperturbed system (5.5)
while the bottom panel depicts a phase portrait for a perturbed system (5.6) on a nearby
energy surface.
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Figure 3: The top panel shows a single orbit of the Poincare´ map for system (5.3) with the
parameters given in displays (5.4) and (5.6). The bottom panel is a graph of the Delaunay
variable L versus time for the same orbit. It follows from this plot that the behavior of the
semimajor axis (a = L2) of the osculating ellipse is chaotic in this case.
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consideration here the primary resonances are (m : 1) resonances and our chaotic orbit is
near the dominant (1 : 1) resonance. Thus L for the chaotic orbit is likely to fluctuate about
the (1 : 1) resonant value L0 = 1, though in the case under consideration we expect that
secondary (m : n) resonances with n > 1 are also involved since ǫ is large enough. The
bottom panel of figure 3 is a graph of the Delaunay variable L versus time for the same orbit
depicted in the top panel. The stochastic region filled out by the orbit depicted in figure 3,
an orbit of a 2-degree-of-freedom time-independent Hamiltonian, seems to be bounded by
KAM tori. The fine structure of the graph of L versus t over short time scales, i.e. a few
thousand units of time, shows both chaotic and apparently regular oscillations. These are
accounted for by reference to the orbit of the corresponding Poincare´ map shown in the
top panel of figure 3. The corresponding trajectory visits regions near hyperbolic saddle
points where transversal crossings of stable and unstable manifolds induce a homoclinic
tangle with embedded Smale horseshoes, etc. Thus a sojourn near such a region produces a
highly chaotic apparent change in the semimajor axis of the corresponding osculating ellipse.
However, when the orbit is “distant” from these hyperbolic saddle points, the semimajor axis
of the osculating ellipse oscillates with apparent regularity though the regimes of apparent
regularity are dependent on the scale at which the fluctuations in L are observed. This
results in a form of Hamiltonian intermittency. Of course, the sojourn time for apparently
chaotic (large-amplitude chaotic signal) versus apparently regular (small-amplitude chaotic
signal) oscillations is itself highly chaotic in our numerical experiments.
The width of the stochastic layer (δL) in figure 3 may be estimated on the basis of the
following considerations: If ǫ = 0, one finds that the variation of E = h + Ωpθ/2 vanishes
along the orbit (cf. eq. (5.2)) and hence L is constant (δL/L = 0). Physically, this comes
about since an ellipse is simply viewed from a rotating frame. Once the perturbation is
turned on, the KAM theory implies that for sufficiently small ǫ > 0 the motion is bounded
for all time. Inspection of the system (5.3) then reveals that the small parameter in the
problem is effectively 4|α|ǫ as 0 ≤ | cos 2θ| ≤ 1; therefore, we expect that δL/L ≈ 4|α|ǫ in
agreement with the data of figure 3.
The phase portrait of the Poincare´ map for system (5.3) exhibits extreme sensitivity to
changes in the parameters of the system. For example, stochastic regions comparable in
relative size to the one depicted in figure 3 are not easily detectable for a random choice of
parameter values. We have verified all of the main numerical results reported in this paper
via two different stiff integration routines using double precision arithmetic. We emphasize
that a detailed numerical study of the Hill system is beyond the scope of this paper, since
the relevant parameter space is rather large. Our numerical results nevertheless support the
view that there is chaos in the Hill system. On the other hand, it would be interesting from
an astrophysical standpoint to see the chaotic behavior of the binary in the inertial frame of
reference. This issue is taken up in the next section.
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6 Inertial Observers and the Hill System
The equation of motion (1) can be derived from the Hamiltonian
H =
1
2
P 2 −
k0
r
+
1
2
KijX
iXj
in the inertial frame of reference. This Hamiltonian can be written in polar coordinates
(r,Θ) as
H =
1
2
(
P 2r +
P 2Θ
r2
)
−
k0
r
+
1
2
r2[ξ0 + ξ+ cos(2Θ− Ωt) + ξ− sin(2Θ− Ωt)], (6.1)
where we have used equation (2) for the tidal matrix. Let us recall here that Ω can be
positive or negative.
The connection between the inertial motion and the Hill motion based on Hamilto-
nian (2.6) can be simply obtained by referring the inertial motion based on the Hamiltonian
(6.1) to the rotating frame. In this process, Θ = θ+Ωt/2 and the canonical momenta remain
invariant, i.e. Pr = pr and PΘ = pθ, while the Hamiltonian in the inertial frame is related to
that in the rotating frame by the well-known relation
H = H +
1
2
Ωpθ (6.2)
that expresses angular momentum-rotation coupling. It is important to observe that with
the initial conditions (pr, pθ, r, θ) at t = 0 being common to both the inertial and rotating
frames, we can integrate the equations of motion in these frames starting from the same
initial osculating ellipse.
Let us now choose ξ0 = ξ− = 0 and ξ+ = ǫαΩ
2 as before. It then follows that the
perturbation in the inertial Hamiltonian is of the form 1
2
ǫαΩ2r2 cos(2Θ ∓ Ωt), where the
upper (lower) sign stands for plane right (left) circularly polarized gravitational radiation of
frequency Ω > 0 that is normally incident on the Keplerian binary system. To describe the
inertial motion, we introduce the osculating ellipse with semimajor axis a˜, eccentricity e˜,
etc., in the inertial frame and the associated Delaunay elements (L˜, G˜, ℓ˜, g˜). The equations
of motion in terms of Delaunay’s variables are
dL˜
dt
= ǫ
∂Hext
∂ℓ˜
,
dG˜
dt
= − ǫ
∂Hext
∂g˜
,
dℓ˜
dt
=
k20
L˜3
+ ǫ
∂Hext
∂L˜
,
dg˜
dt
= ǫ
∂Hext
∂G˜
, (6.3)
and
dτ˜
dt
= Ω,
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where τ˜ = Ωt is a new variable and
Hext(L˜, G˜, ℓ˜, g˜, τ˜) =
1
2
αΩ2r2 cos(2Θ∓ τ˜ ).
We are interested in the general behavior of system (6.3) taking into consideration the fact
that the motion is always bounded for ǫ < ǫkam as a consequence of the KAM Theorem.
There are two frequencies in the dynamical system under consideration here, namely
the Keplerian frequency ω = k20/L˜
3 and the frequency of the external radiation Ω; hence,
the possibility of resonance cannot be ignored. Thus the averaging principle is in general
inapplicable here due to the fact that resonance could occur. Indeed, resonance could come
about when ω and Ω are commensurate, i.e. relatively prime integers m and n exist such
that mω = nΩ; at this (m : n) resonance, L˜ is fixed at its resonant value L˜0. It will be shown
in this section that for system (6.3) the primary resonances are in fact (m : 1) resonances,
i.e. n = 1. The resonant behavior of the system around the (m : 1) resonance manifold can
then be described by the partially averaged equations for system (6.3).
It is important to point out here that the (m : n) resonance is invariant, i.e. the resonance
is the same whether it is encountered in the rotating frame of reference or in the inertial
frame of reference. To make this point explicit, let us note that the energy of the osculating
ellipse
E =
1
2
(P 2r +
P 2Θ
r2
)−
k0
r
is an invariant quantity in the sense described above (E = E), and hence so is the semimajor
axis of the resonant orbit and its corresponding Delaunay element L˜ = L = (−k20/2E)
1/2 that
becomes fixed at resonance. The same holds for the angular momentum (G˜ = G) and the
eccentricity (e˜ = e) of the osculating ellipse; nevertheless, the tildes on the Delaunay action
variables will be generally kept in the rest of this section as a reminder that the Hill system
is being viewed from the inertial reference frame. Chaos is invariant as well and expected
to occur near a resonance; indeed, this point can be illustrated with a single chaotic orbit
from the case studied in figure 2. This chaotic orbit that is near a (1 : 1) resonance is given
in figure 3. Further illustration of small-amplitude chaos is contained in figures 4 and 5
described below. Figure 6 illustrates large-amplitude chaos that comes about when primary
resonances overlap.
The average behavior of the system around the (m : 1) resonance manifold can be
obtained from the second-order partially averaged dynamics. To this end, let
L˜ = L˜0 + ǫ
1
2D, ℓ˜ =
k20t
L˜30
+ Φ,
such that the second-order averaged equations in the inertial frame are given by [9, 10]
D˙ =−ǫ
1
2 (−mTc sinmΦ +mTs cosmΦ)
− ǫD(−m
∂Tc
∂L˜
sinmΦ +m
∂Ts
∂L˜
cosmφ),
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˙˜G=−ǫ(
∂Tc
∂g˜
cosmΦ +
∂Ts
∂g˜
sinmΦ),
Φ˙ =−ǫ
1
2
3k20D
L˜40
+ ǫ(
6k20D
2
L˜50
+
∂Tc
∂L˜
cosmΦ +
∂Ts
∂L˜
sinmΦ),
˙˜g = ǫ(
∂Tc
∂G˜
cosmΦ +
∂Ts
∂G˜
sinmΦ). (6.4)
Here Tc = F
m
± (L˜, G˜) cos 2g˜ and Ts = ∓F
m
± (L˜, G˜) sin 2g˜, where
Fm± =
α
2m
Ω2a˜2Km± (e˜) (6.5)
for n = 1. If n 6= 1, Tc = Ts = 0 and primary resonances do not occur. It follows that for
system (6.3) the primary resonances are given by mω = Ω. The system (6.4) is evaluated at
L˜ = L˜0.
The second-order averaged dynamics can be simplified if we introduce a new variable
∆ = mΦ± 2g˜. It is then straightforward to recast (6.4) into the form
D˙ =mǫ
1
2 (Fm± + ǫ
1
2DFm
±L˜
) sin∆,
˙˜G=±2ǫFm± sin∆,
∆˙ =−ǫ
1
2
3Ω
L˜0
D + ǫ
6Ω
L˜20
D2 + ǫ(mFm
±L˜ ± 2F
m
±G˜) cos∆, (6.6)
where Fm
±L˜
= ∂Fm± /∂L˜, etc. Restricting attention to the first-order averaged equations in
(6.6), we find that this system can be integrated. Thus
G˜− G˜0 = ±
2
m
(L˜− L˜0), (6.7)
where G˜0 is the orbital angular momentum when the system is exactly at resonance. More-
over,
D2 =
αm
3
L˜20K
m
± (e˜0)(cos∆− cos∆0), (6.8)
where ∆0 and e˜0 belong to the relative orbit at resonance. It follows from equation (6.8) that
D has oscillatory character and the maximum value of D2 occurs at either ∆ = (0, 2π, 4π, . . .)
or (π, 3π, 5π, . . .) depending upon whether αKm± (e˜0) is positive or negative, respectively. The
amplitude of the total variation in L is thus given by δL = 2ǫ1/2Dmax, where
D2max =
2αm
3
L˜20K
m
± (e˜0) sin
2 (
m
2
Φ0 ± g˜0) (6.9)
for αKm± > 0, and
D2max = −
2αm
3
L˜20K
m
± (e˜0) cos
2 (
m
2
Φ0 ± g˜0) (6.10)
for αKm± < 0. Other properties of the motion can be studied as well since ∆ varies just like
a standard nonlinear pendulum. In addition to these results from the first-order averaged
equations, small regular corrections exist that are beyond the scope of this paper and are
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due to terms of second order in ǫ1/2 in the averaged equations. Furthermore, certain chaotic
effects are also expected near the primary (m : 1) resonance.
These theoretical conclusions may be illustrated by a simple example: Imagine a resonant
orbit with (pr, pθ, r, θ) = (e˜, 1, 1, 0) at t = 0 such that e˜ = 1/2, g˜0 = −π/2, u˜ = π/3, v˜ = π/2
and hence Φ0 = π/3 − 3
1/2/4 for this orbit. We choose k0 = 1, ǫ = 10
−3, α = 2 and
Ω = m/L˜30 = m(3/4)
3/2, so that the orbit is initially in (m : 1) resonance. The results
of the numerical integration of this system for m = 1, 2 are in good agreement with the
predictions of the averaged equations (6.7) and (6.8), since the amplitude of the chaotic
motion that is present near the resonance is smaller than, or at most comparable with, the
amplitude of resonant motion. This is illustrated for the (2 : 1) resonance in figures 4 and 5
for the incident right and left circularly polarized (RCP and LCP) waves, respectively. It is
clear from these results that there is a high-frequency component with dominant frequency
≈ Ω that is at least partly chaotic and is superposed on an average regular motion. The
net amplitude of this “fast” component can be crudely estimated to be δL/L ≈ 0.005 and
δG ≈ 2 δL regardless of polarization; this is in rough agreement with figures 4 and 5. For
the regular motion ∆0/2 = Φ0 ± g˜0; hence, for the RCP case ∆0/2 = −(π/6 + 3
1/2/4) and
K2+(0.5) ≈ 0.923 so that using equation (6.9) we find δL ≈ 0.094 in good agreement with the
numerical results in figure 4 when the small-amplitude chaotic signal is ignored. Similarly,
for the LCP case ∆0/2 = 5π/6−3
1/2/4, K2−(0.5) ≈ −0.009, and using equation (6.10) we find
δL ≈ 0.006 for the amplitude of regular oscillations as in figure 5. It is interesting to note
that the amplitude of the “chaotic” signal in L is about the same for RCP and LCP waves.
However, the response of the orbit with pθ > 0 to LCP radiation is smaller by an order
of magnitude than its response to RCP radiation; hence, the “chaotic” signal in figure 5 is
comparable in amplitude to the regular signal that is consistent with the first-order averaged
equations. Thus the chaos that appears in figures 4 and 5 has small amplitude; in fact, to
encounter large-amplitude chaos as in figures 2 and 3, it seems from our numerical work
that the strength of the perturbation must be larger by at least an order of magnitude. The
variation of the angular momentum G is equal to the variation of L for m = 2 and in (out
of) phase with it for RCP(LCP) waves in accordance with equation (6.7) and in agreement
with the numerical data of figures 4 and 5. Furthermore, it is clear from equation (6.6) that
the angle ∆ satisfies the standard equation for a nonlinear pendulum to first order in ǫ1/2
and the frequency associated with the small-amplitude oscillations of this pendulum is ω˜
given by
ω˜2 =
3
2
ǫmΩ2|αKm± (e˜0)|. (6.11)
For the RCP case depicted in figure 4, we find that 2π/ω˜ ≈ 65. The pendulum involved here
is nonlinear with amplitude ∆0(RCP); therefore, the relevant period of oscillation is longer
by about 29% resulting in a predicted period of ≈ 84 in agreement with the period of regular
oscillations depicted in figure 4. Similarly, for the LCP case depicted in figure 5, we find
from equation (6.11) that the period of small-amplitude oscillations is ≈ 670. The period
of regular oscillations can again be calculated for the nonlinear pendulum with amplitude
∆0(LCP), and it turns out to be longer by about 10% in this case due to the nonlinearity.
Thus the predicted period is ≈ 739, which agrees with the numerical results based on the
exact system given in figure 5.
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Figure 4: The behavior of relative orbit in a binary system with initial conditions
(pr, pθ, r, θ) = (0.5, 1, 1, 0) in (2 : 1) resonance with a normally incident right circularly
polarized (RCP) gravitational wave. Here k0 = 1, ǫα = 0.002 and Ω = 2(3/4)
3/2 ≈ 1.299.
The top panel depicts L versus time, the middle panel depicts the angular momentum G
versus time and the bottom panel depicts the eccentricity e versus time.
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Figure 5: Same as in figure 4, except that the incident radiation is left circularly polarized
(LCP).
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Large-amplitude chaos near primary resonances can still occur in our system if the
Chirikov resonance-overlap condition holds. For instance, numerical experiments with the
initial orbit under consideration here indicate the presence of large-scale chaos if the incident
RCP wave has frequency Ω = π/2. To explain the appearance of large-scale chaos in terms
of the Chirikov criterion, let us note that a primary (m : 1) resonance would correspond to
a Delaunay variable L˜m in this case given by L˜m = (2m/π)
1/3. Thus the initial Delaunay
variable L˜ of the orbit in our example, L˜0 = (4/3)
1/3 ≈ 1.15, falls between those of (2 : 1) and
(3 : 1) resonances since L˜2 ≈ 1.08 and L˜3 ≈ 1.24. The Chirikov criterion for large-amplitude
chaos [14, 15] can be written in this case as
ǫ
1/2
ch =
L˜m+1 − L˜m
[(2m/3)L˜2m|αK
m
+ (e˜0)|]1/2 + [(2(m+ 1)/3)L˜
2
m+1|αK
m+1
+ (e˜0)|]1/2
,
using equations (6.9) and (6.10). From K2+(0.5) ≈ 0.92 and K
3
+(0.5) ≈ 0.76, we find that for
m = 2,
ǫch ≈ 1.65× 10
−3.
Our numerical computations suggest, as is expected, that large-scale chaos occurs for a
somewhat smaller choice of the perturbation parameter, certainly for ǫ = 10−3. At much
smaller ǫ, for example ǫ = 10−5, the action L still exhibits large-amplitude chaotic effects,
but seems to be bounded by KAM tori. However, for ǫ & ǫch it appears that the action L
is no longer confined by KAM tori. This is illustrated in figure 6, where the nature of the
binary orbit is studied for Ω = π/2 and ǫ = 10−3. At this Chirikov threshold, all KAM tori
are expected to disappear and gravitational ionization might take place. It should be noted
that in our previous work [7, 8], the ionization process was associated with Arnold diffusion.
Here, however, gravitational ionization is due to the fact that ǫ > ǫkam. In figure 6, the
perturbed orbit is displayed by plotting Y = r sinΘ versus X = r cosΘ. In the absence of
the perturbation, r varies from a˜(1− e˜) = 2/3 to a˜(1+ e˜) = 2 along the initial elliptical orbit;
however, r can reach relatively large values after the RCP perturbation is turned on. In the
experiment depicted in figure 6, for instance, the orbit stays generally close to the initial
osculating ellipse for about 100000 time units, but large-scale deviations set in eventually
such that r can have values as large as ≈ 135 over an interval containing approximately
450000 time units.
As in our previous work on gravitational ionization [1, 7, 8], we find that the binary system
is not completely destroyed in the process of gravitational ionization; that is, one member
of the binary does not go away once and for all. Rather, the system alternates between
dissociation and recombination as in figure 6. This is essentially due to the oscillatory
character of the energy exchange between the wave and the relative orbit. In a realistic
astrophysical environment, however, new phenomena might lead to the complete ionization
of the binary system once one member ventures sufficiently far from the other one.
Finally, let us assume that the system (6.3) is off resonance, i.e. it is far from the primary
(m : 1) resonance manifold. Then we expect that the motion would involve small amplitude
oscillations of frequency ≈ Ω and amplitude ∼ ǫ near the initial osculating ellipse. We have
explicitly verified this point for the example given above but with Ω = π/10.
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Figure 6: Plot of the perturbed orbit exhibiting large-amplitude chaos. The initial conditions
are (pr, pθ, r, θ) = (0.5, 1, 1, 0) with k0 = 1, and the parameters for a normally incident RCP
wave are given by ǫ = 10−3, α = 2 and Ω = π/2. The top panel depicts a chaotic rosette
corresponding to the relative orbit of the binary system over approximately 450000 time
units, the middle panel depicts the energy E = E given by equation (5.7) versus time and
the bottom panel depicts the orbital angular momentum pθ = G versus time.
27
7 Discussion
The KAM analysis of Hamiltonian chaos is explicitly illustrated in this paper for the in-
teraction of normally incident circularly polarized gravitational radiation with a Keplerian
binary system. In the rotating Hill coordinates, the gravitational wave stands completely
still and hence the Hill system becomes autonomous. The existence of chaos in this system
is demonstrated numerically. On the analytic side, there is no proof at present that the stan-
dard approach to Hamiltonian chaos — i.e. the Poincare´-Melnikov theory — is applicable
to the Hill system. Nevertheless, the Melnikov function has been useful in this regard in
certain analogous circumstances [12, 13]. Therefore, we compute the Melnikov function for
the Hill system and show that it has the requisite properties for chaos. The astrophysical
implications of these results are explored; in particular, we employ the partially averaged
equations to describe the nature of the relative orbit when the binary is at resonance with
the incident wave. The possibility of gravitational ionization in the Hill system is discussed
in connection with large-scale chaotic orbital motions brought about by incident radiation
with an amplitude ǫ & ǫch, where ǫch corresponds to Chirikov’s resonance-overlap criterion.
A Some Properties of Km± (e)
The quantities
Km± (e) :=
1
2
m(Am ± Bm), m = 1, 2, 3, . . . ,
can be expressed in terms of Bessel functions via equations (2.10) and (2.11). Using standard
expressions for the Bessel functions, we find that for e≪ 1,
Km+ (e) =
mm−2
2m−3(m− 2)!
em−2 −
(m2 + 4m− 2)mm−1
2m−1m!
em +O(em+2). (A.1)
Thus, K1+(e) = −3e+O(e
3), K2+(e) = 2− 5e
2 +O(e4), K3+(e) = 3e+O(e
3), etc., for e→ 0,
so that Km+ (0) = 2δm2. Moreover, for e≪ 1,
Km− (e) = −
(5m+ 2)mm−1
2m+1(m+ 2)!
em+2 +O(em+4); (A.2)
hence, Km− (0) = 0. It follows that K
m
− (e) < 0 on the interval 0 < e < 1, since we have
already shown in [1] that Km− (e) is monotonically decreasing on this interval (see p. 107
of [1]).
We are also interested in the function Km±e = dK
m
± /de. It is simple to see from (A.1) that
K1+e(0) = −3, K
3
+e(0) = 3, and for all other values of m 6= 1, 3, K
m
+e(0) = 0. Similarly, it
follows from (A.2) that Km−e(0) = 0.
For e→ 1, one can use the definition of Km± to find
Km± (1) = −
2
m
Jm(m). (A.3)
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Here J1(1) ≈ 0.44, J2(2) ≈ 0.35, etc., and for m≫ 1
Km± (1) ∼ −
(4/3)2/3
Γ(2/3)
m−4/3. (A.4)
It is also interesting to determine the behavior of Km±e as e → 1. We find that K
m
±e(1)
diverges as
Km±e(e) ∼
e→1
± (1− e2)−1/2
4
m
J ′m(m), (A.5)
which agrees with the results presented in figure 1.
B Calculation of M(ξ)
Let us consider the solution τ 7→ (J0(τ), σ0(τ)) for the unperturbed heteroclinic orbit of
the system (3.15). Starting with equation (4.4), we note that the function τ 7→ sin σ0(τ)
is odd, so only the odd terms in the expression for f1 contribute to the Melnikov integral.
Likewise, the function τ 7→ J20 (τ) is even, so only the even terms of CℓL + (2/m)CℓG and
∂Γ/∂σ contribute. To compute β in the formula for f1, let us consider C in the form
C(L,G, ℓ, g) =
5
2
L4
k20
(
1−
G2
L2
)
cos 2g
+
L4
k20
∞∑
ν=1
1
ν
(
Kν+ cos(2g + νℓ) +K
ν
− cos(2g − νℓ)
)
,
and determine its partial derivatives with respect to the action variables
CL(L,G, ℓ, g) =
5L
k20
(2L2 −G2) cos 2g
+ 4
L3
k20
∞∑
ν=1
1
ν
(
Kν+ cos(2g + νℓ) +K
ν
− cos(2g − νℓ)
)
+
L4
k20
∞∑
ν=1
1
ν
(
Kν+L cos(2g + νℓ) +K
ν
−L cos(2g − νℓ)
)
and
CG(L,G, ℓ, g) =−5
L2G
k20
cos 2g
+
L4
k20
∞∑
ν=1
1
ν
(
Kν+G cos(2g + νℓ) +K
ν
−G cos(2g − νℓ)
)
,
where Kν+L = ∂K
ν
+/∂L, etc. Also, let us note that here ℓ = (σ0+π−2g)/m and g = τ/(6µ).
Of course, we must replace τ by τ + ξ in the Melnikov integrand wherever there is explicit
dependence upon time in f1 and g1. For notational convenience, let us define
ζ± =
ν
m
σ0(τ)±
τ
3µ
(
1∓
ν
m
)
,
s± =±
ξ
3µ
(
1∓
ν
m
)
+
νπ
m
.
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We then have an expression for f1 = Γ− (m/6)β using equation (4.3),
f1 =
1
2
αm
∞∑
ν=1
ν 6=m
Kν+
cos(ζ+ + s+)
1− ν
m
−
1
2
αm
∞∑
ν=1
Kν−
cos(ζ− + s−)
1 + ν
m
− 2J20 −
5
3
αm2
(
1−
1
m
G0
L0
−
1
2
G20
L20
)
cos
( τ
3µ
+
ξ
3µ
)
−
2
3
αm2
∞∑
ν=1
1
ν
(
Kν+ cos(ζ+ + s+) +K
ν
− cos(ζ− + s−)
)
−
1
6
αm2L0
∞∑
ν=1
1
ν
(
Kν+L cos(ζ+ + s+) +K
ν
−L cos(ζ− + s−)
)
−
1
3
αmL0
∞∑
ν=1
1
ν
(
K+G cos(ζ+ + s+) +K−G cos(ζ− + s−)
)
.
Moreover, the odd part of f1 is given by
f odd1 =−
1
2
αm
∞∑
ν=1
ν 6=m
Kν+
sin ζ+ sin s+
1− ν
m
+
1
2
αm
∞∑
ν=1
Kν−
sin ζ− sin s−
1 + ν
m
+
5
3
αm2
(
1−
1
m
G0
L0
−
1
2
G20
L20
)
sin (
τ
3µ
) sin (
ξ
3µ
)
+
2
3
αm2
∞∑
ν=1
1
ν
(Kν+ sin ζ+ sin s+ +K
ν
− sin ζ− sin s−)
+
1
6
αm2L0
∞∑
ν=1
1
ν
(Kν+L sin ζ+ sin s+ +K
ν
−L sin ζ− sin s−)
+
1
3
αmL0
∞∑
ν=1
1
ν
(Kν+G sin ζ+ sin s+ +K
ν
−G sin ζ− sin s−).
On the other hand, only the even terms of CℓL + (2/m)CℓG contribute to M ; to compute
these terms, we differentiate the expressions for CL and CG with respect to ℓ,
CℓL =
4L3
k20
∞∑
ν=1
(
−Kν+ sin(2g + νℓ) +K
ν
− sin(2g − νℓ)
)
+
L4
k20
∞∑
ν=1
(
−Kν+L sin(2g + νℓ) +K
ν
−L sin(2g − νℓ)
)
,
CℓG =
L4
k20
∞∑
ν=1
(
−Kν+G sin(2g + νℓ) +K
ν
−G sin(2g − νℓ)
)
.
Thus, we find that at resonance
CℓL +
2
m
CℓG =−
4m
Ω
∞∑
ν=1
(
Kν+ sin(ζ+ + s+) +K
ν
− sin(ζ− + s−)
)
−
mL0
Ω
∞∑
ν=1
(
Kν+L sin(ζ+ + s+) +K
ν
−L sin(ζ− + s−)
)
−
2L0
Ω
∞∑
ν=1
(
Kν+G sin(ζ+ + s+) +K
ν
−G sin(ζ− + s−)
)
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and the even terms are
(
CℓL +
2
m
CℓG
)even
=−
4m
Ω
∞∑
ν=1
(Kν+ cos ζ+ sin s+ +K
ν
− cos ζ− sin s−)
−
mL0
Ω
∞∑
ν=1
(Kν+L cos ζ+ sin s+ +K
ν
−L cos ζ− sin s−)
−
2L0
Ω
∞∑
ν=1
(Kν+G cos ζ+ sin s+ +K
ν
−G cos ζ− sin s−).
Finally, we must compute −J20 ∂Γ/∂σ, where
∂Γ
∂σ
= −
1
2
α

 ∞∑
ν=1
ν 6=m
νKν+
sin(ζ+ + s+)
1− ν
m
−
∞∑
ν=1
νKν−
sin(ζ− + s−)
1 + ν
m


using equation (4.3). Only the even terms in ∂Γ/∂σ would contribute to the Melnikov
integral, hence
(∂Γ
∂σ
)even
= −
1
2
α

 ∞∑
ν=1
ν 6=m
νKν+
cos ζ+ sin s+
1− ν
m
−
∞∑
ν=1
νKν−
cos ζ− sin s−
1 + ν
m

 .
We now have
M(ξ) =−
1
6
αmKm+
∫ ∞
−∞
sin σ0(τ)f
odd
1 dτ +
1
6
αΩ
∫ ∞
−∞
J20 (τ)
(
CℓL +
2
m
CℓG
)even
dτ
−
∫ ∞
−∞
J20 (τ)
( ∂Γ
∂σ0
)even
dτ.
Let us define
I0 :=−
1
6
αmKm+
∫ ∞
−∞
sin σ0(τ) sin
( τ
3µ
)
dτ,
I±ν :=−
1
6
αmKm+
∫ ∞
−∞
sin σ0(τ) sin ζ± dτ,
S0 := sin
ξ
3µ
, S±ν := sin s±,
J±ν :=
∫ ∞
−∞
J20 (τ) cos ζ± dτ,
and note that
I+ν = −I
−
−ν , J
+
ν = J
−
−ν , S
+
ν = −S
−
−ν .
It follows that
M(ξ) =−
1
2
αm
∞∑
ν=1
ν 6=m
Kν+
1− ν
m
I+ν S
+
ν +
1
2
αm
∞∑
ν=1
Kν−
1 + ν
m
I−ν S
−
ν
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+
5
3
αm2
(
1−
1
m
G0
L0
−
1
2
G20
L20
)
I0S0
+
2
3
αm2
∞∑
ν=1
1
ν
(Kν+I
+
ν S
+
ν +K
ν
−I
−
ν S
−
ν )
+
1
6
αm2L0
∞∑
ν=1
1
ν
(Kν+LI
+
ν S
+
ν +K
ν
−LI
−
ν S
−
ν )
+
1
3
αmL0
∞∑
ν=1
1
ν
(Kν+GI
+
ν S
+
ν +K
ν
−GI
−
ν S
−
ν )
−
2
3
αm
∞∑
ν=1
(Kν+J
+
ν S
+
ν +K
ν
−J
−
ν S
−
ν )
−
1
6
αmL0
∞∑
ν=1
(Kν+LJ
+
ν S
+
ν +K
ν
−LJ
−
ν S
−
ν )
−
1
3
αL0
∞∑
ν=1
(Kν+GJ
+
ν S
+
ν +K
ν
−GJ
−
ν S
−
ν )
+
1
2
α
∞∑
ν=1
ν 6=m
νKν+
1− ν
m
J+ν S
+
ν −
1
2
α
∞∑
ν=1
νKν−
1 + ν
m
J−ν S
−
ν . (B.1)
Furthermore, let us define
Kν±G =
∂e
∂G
d
de
Kν± :=
∂e
∂G
Kν±e,
Kν±L =
∂e
∂L
d
de
Kν± :=
∂e
∂L
Kν±e,
Fm(e) := L0
( ∂e
∂L
+
2
m
∂e
∂G
)∣∣∣
(L0,G0)
.
We recall that e2 = 1−G2/L2; hence,
e
∂e
∂L
=
G2
L3
, e
∂e
∂G
= −
G
L2
,
so that
∂e
∂L
=
1
eL
(1− e2),
∂e
∂G
= −
1
eL
(1− e2)1/2,
and thus
Fm(e) =
1
e
[
1− e2 −
2
m
(1− e2)1/2
]
.
Moreover, it is useful to define
Hm(e) := 1 + e
2 −
2
m
(1− e2)1/2,
so that
Hm(e)− eFm(e) = 2e
2.
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Finally, let us define
P±ν :=
1
ν
I±ν −
1
m
J±ν .
After collecting terms in equation (B.1) and using the definitions given above, we have an
expression for the Melnikov function:
M(ξ) =
5
6
αm2Hm(e)I
0S0
−
1
2
αm
∞∑
ν=1
ν 6=m
νKν+
1− ν
m
P+ν S
+
ν +
1
2
αm
∞∑
ν=1
νKν−
1 + ν
m
P−ν S
−
ν
+
2
3
αm2
∞∑
ν=1
(Kν+P
+
ν S
+
ν +K
ν
−P
−
ν S
−
ν )
+
1
6
αm2Fm(e)
∞∑
ν=1
(Kν+eP
+
ν S
+
ν +K
ν
−eP
−
ν S
−
ν ). (B.2)
Let us note that in this expression s+(ν = m) = π so that S
+
m = 0. Furthermore, we have
from the definition of I±ν and the fact that δ sin σ0(τ) = −dJ0/dτ ,
I±ν =
∫ ∞
−∞
−
dJ0
dτ
sin ζ±dτ =
∫ ∞
−∞
J0
[
ν
m
J0 ±
1
3µ
(
1∓
ν
m
)]
cos ζ± dτ,
via integration by parts (J0 → 0 as τ → ±∞). It thus follows that P
±
ν = ν
−1I±ν −m
−1J±ν
is given by equation (4.6). It is interesting to note that in the formula for M(ξ), P+m = 0;
moreover, the quantity
P±ν
1∓ ν/m
= ±
1
3νµ
∫ ∞
−∞
J0(τ) cos ζ± dτ (B.3)
is well defined even for ν = m. In fact, we find from equation (3.15) that
lim
ν→m
P+ν
1− ν/m
=
1
3mµ
∫ ∞
−∞
J0(τ) cosσ0 dτ = 0.
Using these results in equation (B.2), we recover equation (4.5) for M(ξ).
The function M(ξ) refers to a resonance between a Keplerian orbit and an incident
circularly polarized wave. Therefore, M(ξ) depends upon the wave amplitude α, the order
of the resonance m, the orbital eccentricity at resonance e0 and the perturbation parameter
µ. The explicit form of M(ξ) involves certain combinations of the Bessel functions (i.e.
Kν± and K
ν
±e) that depend only on the eccentricity and the integrals in I
0 and P±ν . The
complete evaluation of P±ν is beyond the scope of this work; however, P
±
ν can be computed
using contour integration when 2ν/m is an integer. To see this, let us assume that δ =
−(αm/6)Km+ (e0) > 0 and choose the principal branch of σ0(τ) in the following. Hence the
integral in P±ν takes the form
Ijw = 2
∫ ∞
−∞
sech (x) cos[j arcsin(tanh x) + wx] dx, (B.4)
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where j = 2ν/m and w = ±(1∓ ν/m)/(3µδ1/2). For the analytic extension of the integrand
to the complex plane, it is essential to rewrite the integral in the form
Ijw =
∫ ∞
−∞
(sech x)j+1[(1 + i sinh x)j exp(iwx) + (1− i sinh x)j exp(−iwx)] dx,
that is appropriate for the principal branch of σ0 under consideration here. We note that
the integrand is an even function. Let us now imagine a rectangular contour in the complex
(x, y)-plane that is symmetric about the y-axis with the two long (eventually infinite) sides
parallel to the x-axis at y = 0 and y = 2π. The singularities of the integrand within this
contour occur at iπ/2 and 3iπ/2. These are poles once j is a positive integer. In this case,
a standard application of the Cauchy Theorem for this contour results in
[1− cosh(2πw)] Ijw = 2πi [residue (iπ/2) + residue (3iπ/2)],
where the symmetry of the integrand has been taken into account. The calculation of the
residues for arbitrary j is straightforward, but will not be attempted here; however, it is
possible to show that Ijw has the general form
Ijw = 4πw
exp(−πw/2)
sinh(πw)
Wj(w), (B.5)
where Wj(w) is a polynomial in w of degree j − 1 such that jWj(0) vanishes for even j
and is equal to (−1)(j−1)/2 for odd j. We find that W1(w) = 1, W2(w) = −w, W3(w) =
(−1 + 2w2)/3, etc. Note that Ijw is well defined for w → 0. Moreover, I
0 can also be
computed using the approach outlined above. We find that
∫ ∞
−∞
sin(w0x) sin σ0(x) dx =
2πw0
cosh(πw0/2)
for the principal branch of σ0. For I
0, w0 = 1/(3µδ
1/2); hence,
I0 =
2π
3µ cosh[π/(6µδ1/2)]
. (B.6)
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