X-ray Absorption Spectroscopic (XAS) Methods
X-ray absorption near edge structure (XANES) is a spectroscopic technique sensitive to Fe redox state (Wilke et al., 2001; O'Day et al., 2004) . Bulk iron speciation was interrogated with Fe Kα XANES spectra collected on beam line 11-2 at the Stanford Synchrotron Radiation Lightsource (SSRL), a National Laboratory user facility operated by the DOE. The X-ray beam was operated at 3 GeV and 500 mA and a double-crystal monochromator (Si [220] crystal, ɸ= 90) was used to tune the incident energy on the sample, the beam was detuned 40% and slit down to 2 mm vertical and 4.5 mm horizontal, and energy was calibrated to an iron foil (Fe 0 ) by defining the first inflection of the absorbance edge to 7112 eV. Fluorescence was measured with a 100 element Ge detector, and samples were held under LN2 cryostat during analysis. Samples were ground and homogenized in an anaerobic chamber (Coy, MI), mounted in aluminum plates, sealed with Kapton tape, transferred to the beam line under anoxic conditions, and placed in the cryostat LN2.
XAS data were acquired between 6860 and 7810 eV (k=13.5) using 0.35 eV energy steps in the XANES region. Reference samples were collected in fluorescence and transmission mode using the same procedures as for the samples. Data collection and analysis of Fe reference compounds are described in detail in O'Day et al. (2004) . Real time speciation was examined using a flowthrough apparatus with Fe Kα XANES at beam line 4-3, at SSRL with a Si [111] crystal, ɸ= 90 double crystal monochromator detuned 10%, energy resolution is ΔE/E = 10 -4
. The beamline was equipped with a passivated implanted planar silicon (PIPS) detector and SiNi coated collimating mirror for harmonic rejection; samples were collected at room temperature. The full beam was slit down to 2 x 2 mm and targeted at the base of the reaction cell window. The reaction cell was packed at a concentration of 1 g GR kg -1 DDI water (solid to solution ration = 1:1000) under anaerobic conditions (97/3 N2/H2) in a glove bag (Coy, MI) at SSRL. The reservoir of IMC was sparged with UHP He(g) before and during the flow through experiment. Collection of Fe XANES every 7 minutes was continued for 200 minutes, the reaction was allowed to continue and was analyzed at 320 and 680 minutes to check for completion of reaction. The DNAN concentration was 0.25 mM and NTO was 0.5 mM. A control sample (no IMC) of green rust was loaded into a reaction cell and was measured at the onset of the experiment and periodically for 14.75 hours (Fig. S3) under the same flow conditions (with DDI only) to confirm that the GR was stable in the absence of IMC. Spectral fitting of Fe Kα XANES were accomplished using SIXPACK software package (Webb, 2005) for dead-time correction and averaging replicate scans (min. of 3 for bulk, 1 scan for flow through). The averaged XANES spectra for both the standards and the samples were background subtracted, normalized and post edge flattened by regressing polynomials to the data regions before and after the edge step in the software package Athena (Ravel and Newville, 2005) . The first derivative of the normalized and flattened spectra were used for linear combination analysis by fitting a binary mixture of reference spectra iteratively fit by trial-and-error with green rust and lepidocrocite, which were determined from a reference library of ~30 spectra (Hayes et al., 2014) . Goodness-of-fit is reported as χ 2 , a statistical confidence limit indicator of the goodness of the calculated fit from the sum of squared error divided by the degrees of freedom in the fit and the R-factor, which is the mean square sum of the misfit at each data point. These parameters of confidence limit are measures of the precision of a varied parameter but not necessarily the accuracy of the fit, in that it does not account for appropriateness of reference spectra, data quality, or differences in data collection. All fit components were constrained to be positive and component sum was forced to unity. , where is assumed to equal unity for LCF, N is the number of independent and fit variables, yi are the experimental data and simulated model. ) is a fit statistic indicators of goodness of fit, minimized in iterative fits, calculated from the sum of the error divided by the degrees of freedom in the fit to estimate how well the components fit the data; d R factor is the mean square sum of the misfit at each data point, and along with  2 , is another indicator of goodness of fit. Equations for  2 and R are given in Table S1 . 
