For a monomial ideal I, we consider the ith homological shift ideal of I, denoted by HS i (I), that is, the ideal generated by the ith multigraded shifts of I. Some algebraic properties of this ideal are studied. It is shown that for any monomial ideal I and any monomial prime ideal P , HS i (I(P )) ⊆ HS i (I)(P ) for all i, where I(P ) is the monomial localization of I. In particular, we consider the homological shift ideal of some families of monomial ideals with linear quotients. For any c-bounded principal Borel ideal I and for the edge ideal of complement of any path graph, it is proved that HS i (I) has linear quotients for all i. As an example of c-bounded principal Borel ideals, Veronese type ideals are considered and it is shown that the homological shift ideal of these ideals are polymatroidal. This implies that for any polymatroidal ideal which satisfies the strong exchange property, HS j (I) is again a polymatroidal ideal for all j. Moreover, for any edge ideal with linear resolution, the ideal HS j (I) is characterized and it is shown that HS 1 (I) has linear quotients.
Introduction
Let K be a field, I a monomial ideal in the polynomial ring S = K[x 1 , . . . , x n ] and let F be its minimal multigraded free S-resolution. Then F j = b j k=1 S(−a jk ) with each a jk an integer vector in Z n with non-negative entries. A monomial x a 1 1 · · · x an n will be denoted by x a where a = (a 1 , . . . , a n ). With this notation introduced we define the jth homological shift ideal of I to be the monomial ideal HS j (I) generated by the monomials x a jk , k = 1, . . . , b j . When Somayeh Bandari and Shamila Bayati met the first author in Essen in 2012, the question came up whether the homological shift ideals of a polymatroidal ideal are again polymatroidal, as many examples indicated. This question is still open. However Bayati [1] gave a positive answer to this question when the polymatroidal ideal is actually matroidal. In Section 3 of this paper we give an affirmative answer to this question in another special case, namely for polymatroidal ideals which satisfy the strong exchange property.
In this paper we ask ourselves more generally which properties of I are shared by the ideals HS j (I). So far all known cases and examples indicate that HS j (I) has linear resolution or linear quotients if I has the corresponding property.
In Section 1 we discuss general properties of homological shift ideals. It should be mentioned that HS j (I) does not always give us the full information about the multigraded shifts of F j . Indeed, some multigraded shift may appear with higher multiplicity, which is not reflected by HS j (I), or other shifts do not appear in the minimal monomial set of generators of HS j (I). The latter does not happen if I has linear resolution.
In the case that I is generated in a single degree and has linear relations, the generators of HS 1 (I) can be quite explicitly described, as explained in Proposition 1.3. If we require that I has linear quotients, then it can be shown that HS j+1 (I) ⊆ HS 1 (HS j (I)), see Proposition 1.4. In general however equality does not hold. Indeed, if p = proj dim(I) and HS p (I) is not a principal ideal, then HS 1 (HS p (I)) = 0, while HS p+1 (I) = 0. Even worse, if I does not have linear quotients then not even the inclusion HS j+1 (I) ⊆ HS 1 (HS j (I)) may be valid. It would be of interest to have precise conditions for when HS j+1 (I) = HS 1 (HS j (I)) for all j.
It is quite easy to see (Proposition 1.5) that HS j+1 (I) ⊆ m HS j (I), and consequently, height(HS i+1 (I)) ≤ height(HS i (I)) for all j, as noted in Corollary 1.6. Due to this fact one would expect that proj dim HS j+1 (I) ≤ proj dim HS j (I). So far we know this only in a special case which will be described below.
Given a monomial ideal I and an integer vector in c ∈ Z n with non-negative entries, one defines the ideal I ≤c which is obtained from I by taking only those monomials among the generators of I whose exponents are componentwise less than or equal to c. It is shown in Corollary 1.10 that HS j (I ≤c ) = HS j (I) ≤c . Another important operation on monomial ideals is monomial localization. Here we show that HS i (I(P )) ⊆ HS i (I)(P ) for all i and all monomial prime ideals P . For the proof we construct, starting with the resolution F of I, a multigraded (in general nonminimal) multigraded free resolution for I(P ), see Lemma 1.12. This construction is of interest in its own. Ordinary localization of F would destroy its multigraded structure. In Proposition 1.13 we observe that HS n−1 (I) can be expressed in terms of the socle of I and in Proposition 1.14 it is shown that HS j (I ℘ ) = HS j (I) ℘ , where for a monomial ideal J, the ideal J ℘ denotes its polarization.
In Section 2 we study the homological shift ideals of c-bounded strongly stable ideals. There we generalize a result obtained by Bayati et al [2] who showed that the homological shift ideals of a principal strongly stable ideal have linear quotients. We extend this result to c-bounded strongly stable ideals, see Theorem 2.2. For the proof we show in Lemma 2.3 that c-bounded principal strongly stable ideals are obtained from principal strongly stable ideals by simply bounding the exponents of its generators by c. This is not as obvious as it appears at the first glance. Having this and a characterization of linear quotient ideals, as described in Lemma 2.5, the desired result can be deduced from [2, Theorem 2.4] .
In Section 3 we consider the homological shift ideals of ideals of Veronese type, denoted I c,n,d . These are special classes of polymatroidal ideals, namely those consisting of all monomials of degree d in n variables whose exponents are bounded by c. Any polymatroidal ideal satisfying the strong exchange property is of this type, up to multiplication by a monomial. It is shown in Proposition 3.1 that any Veronese type ideal is indeed a c-bounded principal strongly stable ideal and then it has linear quotients. Moreover, it is proved that the homological shift ideals of I c,n,d are all polymatroidal, see Theorem 3.3.
Finally, in Section 4 the homological shift ideals of edge ideals with linear resolution are studied. Let G be a finite simple graph. By Fröberg [6] , the edge ideal I(G) of G has linear resolution if and only if the complementary graph G c of G is chordal. By a theorem of Dirac [4] , a chordal graph has a perfect elimination ordering. In terms of this elimination ordering, Theorem 4.1 provides for all j an explicit description of the generators of HS j (I(G c )), when G is chordal. In the specific case of a path graph P n , we show in Proposition 4.2 that HS j (I(P c n )) has linear quotients for all j ≥ 0. In Corollary 4.4 it is shown that HS j (I(P c n )) = (0) if and only if j ≤ n − 3. This is the consequence of a more general result on proper interval graphs, described in Lemma 4.3. Proposition 4.5 provides a formula for the projective dimension of HS j (I(P c n )). Indeed, we show that HS j (I(P c n )) = n−j−2 for j ≤ n−3. This supports our expectation that quite generally one has proj dim HS j+1 (I) ≤ proj dim HS j (I) for all j. Even though, we know the generators of HS j (I(G c )) when G is chordal, at present we are not able to prove that these ideals all have linear quotients. However, we show in Theorem 4.7 that HS 1 (I(G c )) is a vertex splittable ideal and hence has linear quotients.
General properties of homological shift ideals
Let K be a field and S = K[x 1 , . . . , x n ] be the polynomial ring in n indeterminates over K. Definition 1.1. Let I ⊂ S be a monomial ideal with minimal multigraded free S-resolution
The vectors a ij are called the multigraded shifts of the resolution F. The monomial ideal HS i (I) = (x a ij : j = 1, . . . , b i ) is called the ith homological shift ideal of I.
Note that HS 0 (I) = I.
. Then HS 1 (I) = (x 3 1 x 2 , x 2 1 x 2 2 ) and HS 2 (I) = 0.
(b) Let I be a complete intersection with G(I) = {u 1 , . . . , u m }, where G(I) is the unique minimal set of monomial generators of I. Since the Koszul complex with respect to the sequence u 1 , . . . , u m is the minimal multigraded free resolution of I, we obtain HS j (I) = (u i 1 u i 2 · · · u i j : 1 ≤ i 1 < i 2 < · · · < i j ≤ m). (c) Let I be a Gorenstein monomial ideal. Let p be the projective dimension of S/I and F its graded minimal free resolution. Then F p = S(−a) and F is selfdual. This follows [3, Corollary 3.3.9 and Theorem 3.3.7]. As a consequence, if
Thus for all j,
where v = x a . Equality holds, when G(HS j (I)) = {x a j1 , . . . , x a jb j }.
(d) Let I be a stable monomial ideal. By using the Eliahou-Kervaire resolution [5] of I , we have that
Here, x F = i∈F x i max(F ) = max{i : i ∈ F } and m(u) = max{i : x i divides u}.
The following result describes HS 1 (I) when I is linearly related. Proposition 1.3. Let I be generated in a single degree, and suppose that I has linear relations. Then HS 1 (I) is generated by all monomials of the form x i u with u ∈ G(I) for which there exist j = i and v ∈ G(I) such that
Proof. Let G(I) = {u 1 , . . . , u m }, F be the free S-module with basis e 1 , . . . , e m , and let ϕ : F → I be the S-module homomorphism with ϕ(e i ) = u i for i = 1, . . . , m. Then the multi-degree of e i is the same as that of u i . It is clear
Conversely, let r ∈ Ker(ϕ) be a non-zero minimal generator of multi-degree a. By our assumption, x a is of degree d + 1 if I is generated in degree d. Then r is of the form t k=1 λ k (x a /u i k )e i k where the coefficients λ k belong to K, and where the sum is taken over all u i k which divide x a .
Since r = 0, the sum of r has at least two non-zero terms, say, λ 1 , λ 2 = 0. Let s = (x a /u i 1 )e i 1 − (x a /u i 2 )e i 2 . Then s ∈ Ker(ϕ) is a relation as described in the statement of the proposition and r − λ 1 s ∈ Ker(ϕ). If r − λ 1 s = 0, we are done. Otherwise, r − λ 1 s has at most t − 1 summands, and we may apply induction to deduce the desired conclusion.
Let I be a monomial ideal generated in degree d. The ideal I is said to have linear quotients if there exists some order u 1 , . . . , u m of the elements of G(I) such that each colon ideal (u 1 , . . . , u j−1 ) : u j is generated by a subset of {x 1 , . . . , x n } for all j = 2, . . . , m.
The situation described in Example 1.2(c) holds more generally. Indeed, let I be any monomial ideal with G(I) = {u 1 , u 2 , . . . , u m }. Suppose that deg u 1 ≤ deg u 2 ≤ · · · ≤ deg u m and that I has linear quotients with respect to this order of monomials. For u j ∈ G(I), let (u 1 , . . . , u j−1 ) : u j = {x i 1 , . . . , x i k }. We denote by set I (u j ) or simply set(u j ) the set {i 1 , . . . , i k }. It follows from [9, Lemma 1.5] that HS j (I) = (x F u : u ∈ G(I), |F | = j, F ⊆ set(u)).
This observation has the following consequence. Proof. The assertion is trivial for j = 0. Now let us assume that j > 0. We adopt the notation of the above discussion. Let x F u ∈ HS j+1 (I) with u ∈ G(I) and F ⊆ set(u). Since j ≥ 1, there exist a, b ∈ F with a = b. Since F \ {a} ⊂ set(u) and F \ {b} ⊂ set(u), it follows that x F \{a} u, x F \{b} u ∈ HS j (I), and since x F u = x a x F \{a} u = x b x F \{b} u, we deduce that x F u ∈ HS 1 (HS j (I)), as desired.
In general, the inclusion HS j+1 (I) ⊆ HS 1 (HS j (I)) does not hold. Indeed, let
and
One may expect that HS j+1 (I) = HS 1 (HS j (I)) when I has linear quotients. However this is not the case. The simplest example of this kind is the ideal I = (x 2 x 4 , x 1 x 2 , x 1 x 3 ) which has linear quotients for the generators in the given order. Here we have HS 1 
Let u ∈ S be a monomial, then u = x a 1 1 · · · x an n , and we write u = x a where a = (a 1 , . . . , a n ). Let m = (x 1 , . . . , x n ) be the graded maximal ideal of S. Proposition 1.5. For all j we have HS j+1 (I) ⊆ m HS j (I).
Proof. Let
be the minimal multigraded free S-resolution of I, where F j = k S(−a jk ). Then the image of the differential ∂ j+1 : F j+1 → F j is contained in mF j for any j. Let x a ∈ HS j+1 (I), then there exists a basis element f ∈ F j+1 such that deg(f ) = a. Assume that the differential ∂ j+1 : F j+1 → F j is given by
An immediate consequence of the above proposition is Corollary 1.6. For all i we have height(HS i+1 (I)) ≤ height(HS i (I)).
. , x n ] be two polynomial rings in disjoint sets of indeterminates and I and J be monomial ideals of S 1 and S 2 , respectively. Let S = K[x 1 , . . . , x n ]. Then for any i
Let I be a monomial ideal generated by the monomials u 1 , . . . , u m . We set
Remark 1.8. The definition of I ≤c does not depend on the chosen set of monomial generators u 1 , . . . , u m of I. Indeed, let J be the ideal generated by the c-bounded monomials of G(I). We may assume that G(J) = {u 1 , . . . , u r } with r ≤ m. We want to show that J = I ≤c . Obviously J ⊆ I ≤c . Now let w ∈ I ≤c . Then there exists 1 ≤ i ≤ m such that u i |w. Since w is c-bounded, then u i is also c-bounded. Thus i ≤ r. This means that u i ∈ J and hence w ∈ J.
We recall the so-called restriction lemma. Lemma 4.4) . Let I ⊂ S be a monomial ideal, and F be its minimal multigraded free S-resolution. Furthermore, let c = (c 1 , . . . , c n ) be an integer vector
is a subcomplex of F and a minimal multigraded free resolution of I ≤c .
The restriction lemma together with Remark 1.8 implies
Let P be a monomial prime ideal. The monomial localization I(P ) of I is obtained from I by the substitution x i → 1 for x i ∈ P . Note that I(P ) is a monomial ideal in S(P ) and I(P )S P = IS P , where S(P ) is the polynomial ring in the variables which generate P and S P is the localization of S with respect to P . Proposition 1.11. HS i (I(P )) ⊆ HS i (I)(P ) for all i and all monomial prime ideals P .
For the proof of Proposition 1.11 we need monomial localization of multigraded free resolutions. Let I ⊂ S be a monomial ideal, and let
is the minimal multigraded free S-resolution of I, and ∂(
In order to simplify notation, for any monomial u ∈ S we let u * be the monomial which is obtained from u by the substitution x i → 1 for x i ∈ P . We now define the complex F(P ) : 0 → F q (P ) → · · · → F 1 (P ) → F 0 (P ) → 0, whose differential ∂ * is given as follows: set u ij = x a ij for all i and j. Then
Lemma 1.12. With the notation introduced, F(P ) is a multigraded free S-resolution of I(P ).
Proof. Let a ∈ Z n be an integer vector with non-negative entries. The a-graded piece of F is a complex
of finite dimensional K-vector spaces. To say that F a is a resolution of I a , is equivalent to say that F a → I a → 0 is exact for all a.
We will show that the complexes of K-vector spaces
are isomorphic for all a. Here a * is defined by the equation
By showing this, since the complexes (3) are exact for all a, the complexes (4) are also exact for all a. This then shows that F(P ) is multigraded free resolution of I(P ), as desired.
The isomorphism between complex (3) and complex (4) is established as follows:
is an isomorphism of K-vector spaces. It is readily seen, that for all i > 0 the sequence of maps ϕ = (ϕ i ) i=0,...,q commutes with the differentials of (F) a and F(P ) a * . Thus F(P ) a * is indeed an exact complex, and ϕ is a complex homomorphism. Moreover, ϕ 0 is compatible with the augmentation maps (F 0 ) a → I a and (F 0 (P )) a * → I(P ) a * . This completes the proof.
In the example given by (2), if P = (x 1 ), then
. This example shows that F(P ) is in general no longer a minimal free resolution of I(P ), even though F may be minimal.
Thus the generators of HS i (I)(P ) correspond the ith homological shifts of F(P ) which is a multigraded, but not necessarily a minimal free resolution of I(P ). This implies that HS i (I(P )) ⊆ HS i (I)(P ).
In our example given in (2), we have HS 1 (I)(P ) = (x 2 1 ) and HS 1 (I(P )) = 0. For the last homological shift ideal of a monomial ideal we have the following interpretation.
Proposition 1.13. Let I ⊂ S be a monomial ideal, and m be the graded maximal ideal of S. Furthermore, let (I : m)/I = t i=1 K(−a i ) and J = (x a i : i = 1, . . . , t). Then HS n−1 (I) = x 1 x 2 · · · x n J.
There exists the following isomorphisms of multigraded graded modules. Here H n (x 1 , . . . , x n ; S/I) denotes the nth Koszul homology of S/I with respect to the sequence x 1 , . . . , x n . Since the K-vector space H n (x 1 , . . . , x n ; S/I) admits a basis consisting of the elements (u + I)e 1 ∧ e 2 ∧ · · · ∧ e n with u ∈ G(J), a comparison of multidegrees provides the desired result.
Via polarization many questions about monomial ideals can be reduced to questions about squarefree monomial ideals. Let u = x a 1 1 · · · x an n be a monomial. We define the polarized monomial of u to be the squarefree monomial
where the x ij are a new set of variables.
Let I ⊂ S be a monomial ideal with G(I) = {u 1 , . . . , u m }. The polarization of I to be the ideal I ℘ = (u ℘ 1 , . . . , u ℘ m ). Proposition 1.14. Let I be a monomial ideal. Then HS j (I ℘ ) = HS j (I) ℘ for all j.
Proof. Let F be the minimal multigraded free S-resolution of I. By using the notation as in the proof of Proposition 1.11, we may write F i = j (x a ij ) for i = 0, . . . , proj dim(I). It follows from a result of Sbarra [11, Corollary 4.8 ] that I ℘ admits the minimal multigraded free resolution G (over the polynomial ring with the required variables), where G i = j ((x a ij ) ℘ ) for i = 0. . . . , proj dim(I ℘ ). This yields the desired conclusion.
As an example we apply Proposition 1.14 to compute a certain homological shift ideal of a whisker graph. Let G be a finite simple graph on the vertex set [n] = {1, . . . , n}. The whisker graph G * of G is the graph with the vertex set V (G * ) = {1, . . . , n}∪{1 ′ , . . . , n ′ } and the edge set E(G * ) = E(G)∪{{1, 1 ′ }, {2, 2 ′ }, . . . , {n, n ′ }}. We identify the edge ideal I(G * ) of G * with the monomial ideal (I(G), x 1 y 1 , . . . , x n y n ) in K[x 1 , . . . , x n , y 1 , . . . , y n ], where K is a field. Here I(G) = (x i x j : {i, j} ∈ E(G)} is the edge ideal of G. We set I = (I(G), x 2 1 , . . . , x 2 n ). Then, I(G * ) = I ℘ , where for simplicity we set x i = x i1 , y i = x i2 , for i = 1, . . . , n.
Let ∆(G) be the independence complex of G. Its faces consist of all independent sets F , that is, sets F ⊆ [n] which contain no edge of G. It is obvious that the monomials x F with F ∈ ∆(G) form a K-basis of K[x 1 , . . . , x n ]/I. Let F (∆(G)) denote the set of facets of ∆(G). Then it follows that (I : m)/I is generated by the monomials x F with F ∈ F (∆(G)). Thus, Proposition 1.13 implies that HS n−1 (I) = (x [n] x F : F ∈ F (∆(G))). Now we apply Proposition 1.14 and obtain that HS n−1 (I(G * )) is generated by the monomials (
Homological shifts of c-bounded strongly stable principal ideals
Throughout this section, c ∈ Z n is an integer vector with non-negative entries. A well-known example of ideals of this type are the so-called Veronese type ideals. Its definition is given at the beginning of section 3. In our terminology these are the ideals of the form I = B(x d n ) ≤c . The main result of this section is the following Proof. The inclusion B c (u) ⊆ B(u) ≤c is obvious. Conversely, assume that u =
We may assume that v = u. Let ℓ + 1 be the smallest integer such that i ℓ+1 > j ℓ+1 , and
Since v is c-bounded, it follows that j ℓ+1 > j ℓ . Moreover, j ℓ = i ℓ . Then i ℓ < j ℓ+1 < i ℓ+1 = i ℓ + 1, a contradiction. This shows that indeed u 1 is c-bounded, and hence u 1 ≺ c u. Also we have v ∈ B(u 1 ) ≤c . In fact, by the same argument, if
By induction we may assume that B(u 1 ) ≤c = B c (u 1 ). Therefore, v ∈ B c (u 1 ). The desired conclusion follows since B c (u 1 ) ⊂ B c (u).
An immediate consequence of Lemma 1.9 is Corollary 2.4. Let I be a monomial ideal generated in degree d. If I has linear resolution, then I ≤c has linear resolution.
The following lemma is needed in the sequel. Proof. For any j < m, we obtain the following short exact sequence 0 → I j → I j+1 → (S/(I j : u j+1 ))(−d) → 0, because I j+1 /I j ∼ = (S/(I j : u j+1 ))(−d). This short exact sequence induces the long exact sequence
We apply induction on j. The case j = 1 is clear. Suppose that the statement holds for j. Since I j+1 /I j ∼ = u j+1 (S/(I j : u j+1 )), we know that (S/(I j : u j+1 ))(−d) has d-linear resolution. It follows that Tor i (K, S/(I j : u j+1 )) i+ℓ−d = 0 for any ℓ = d. Therefore, we obtain that Tor i (K, I j+1 ) i+ℓ = 0 for ℓ = d by long exact sequence (5) and inductive assumption. Thus the assertion follows.
(b) ⇒ (a): Since we assume that I j and I j+1 have d-linear resolution it follows from (5) that Tor i (K, S/(I j : u j+1 )) i+ℓ−d = 0 for ℓ = d, d − 1. Therefore, Tor i (K, S/(I j : u j+1 )) i+ℓ = 0 if ℓ = 0, −1. Since S/(I j : u j+1 ) is generated in degree 0, it follows that Tor i (K, (S/(I j : u j+1 )) i+ℓ = 0 if ℓ = −1. This shows that Tor i (K, (S/(I j : u j+1 )) i+ℓ = 0 for ℓ = 0. Hence I j : u j+1 has 1-linear resolution. Since I j : u j+1 is monomial ideal, this implies that I j : u j+1 is generated by variables. By using Lemma 2.5 and Corollary 2.4 we get Proposition 2.6. Let I be a monomial ideal generated in degree d. If I has linear quotients, then I ≤c has linear quotients.
Proof. Let G(I) = {u 1 , . . . , u m } and assume I has linear quotients with respect to u 1 , . . . , u m . Then the ideals I j = (u 1 , . . . , u j ) have linear resolution for j = 1, . . . , m, by Lemma 2.5. Let I ≤c = where u i ℓ 's are the c-bounded elements of G(I) and i 1 < i 2 < · · · < i s . By Lemma 2.5, it is enough to show that (I ≤c ) t = (u i 1 , . . . , u it ) has linear resolution for t = 1, . . . , s. We have (I ≤c ) t = (u i 1 , . . . , u it ) = J ≤c , where J = (u k : 1 ≤ k ≤ i t ). Since I has linear quotients and J = I it , by Lemma 2.5, J has a linear resolution. So by Corollary 2.4, J ≤c has a linear resolution. Now we are ready to prove the main result of this section.
Proof of Theorem 2.2. By Lemma 2.3 we have B c (u) = B(u) ≤c . Therefore, Corollary 1.10 implies that HS j (B c (u)) = HS j (B(u)) ≤c . By a result of Bayati et al [2] HS j (B(u)) has linear quotients. The desired result follows now from Proposition 2.6. is called a Veronese type ideal. Observe that I c,n,d = 0 if n i=1 c i < d. We therefore assume for the rest of this section that n i=1 c i ≥ d, unless otherwise stated. Proposition 3.1. Let c be an integer vector with non-negative components and d and n be positive integers with I c,n,d = 0. Then I c,n,d = B c (u) for some monomial u.
Homological shifts of Veronese type ideals
Proof. By Lemma 2.3, it is enough to find a monomial u such that I c,n,d = B(u) ≤c . Let c = (c 1 , . . . , c n ). First assume that c n > d. We show that I c,n, 
Note that (a n−m − r) + In what follows we want to determine the ideals HS j (I c,n,d ) explicitly.For this purpose we introduce the following notation. Let I ⊂ S be an equigenerated monomial ideal, and let ℓ < n be a positive integer. Then we let I >ℓ be the ideal with
Recall that a monomial ideal I is called polymatroidal if for any two monomials u = x a 1 1 · · · x an n and u = x b 1 1 · · · x bn n belonging to G(I), and for each i with a i > b i , one has j with a j < b j such that x j u/x i ∈ G(I). 
Conversely, let v ∈ G((I c,n,d+ℓ ) >ℓ ), then v is c-bounded. We may write v as v = x α j 1 j 1 · · · x α j t jt with 1 ≤ j 1 < j 2 < · · · < j t ≤ n and t > ℓ and α j k > 0 for k = 1, . . . , t. Set F = {j 1 , j 2 , . . . , j ℓ } and u = x
j ℓ+1 · · · x α j t jt , then |F | = ℓ, max(F ) < m(u) and u is c-bounded of degree d. This implies that u ∈ G(I c,n,d ).
Hence v = x F u ∈ HS ℓ (I c,n,d ).
(b) The ideal I c,n,d is a polymatroidal ideal satisfying the strong exchange property, see [7, Example 2.6] . Therefore the desired result follows from part (a) and the next proposition.
A polymatroidal ideal I is said to satisfy the strong exchange property if for all u = x a 1 1 · · · x an n and v = x b 1 1 · · · x bn n in G(I) and all i and j with a i > b i and a j < b j it follows that x j (u/x i ) ∈ G(I). We may apply the following result to complete the proof of Theorem 3.3(b). Proof. Let u, v ∈ G(I >ℓ ), u = x a 1 1 · · · x an n and v = x b 1 1 · · · x bn n . Assume that a i > b i . We have to find j such that b j > a j and x j (u/x i ) ∈ I and | supp(x j (u/x i ))| > l. We may assume that i = 1. Since I is polymatroidal, there exists j such that b j > a j and x j (u/x 1 ) ∈ I. If a 1 > 1, then | supp(x j (u/x 1 ))| ≥ | supp(u/x 1 )| = | supp(u)| > ℓ and so x j (u/x 1 ) ∈ I >ℓ . If a 1 = 1 and | supp(u)| > ℓ + 1, then | supp(x j (u/x 1 )) ≥ | supp(u)| − 1 > ℓ and we are done. Finally if a 1 = 1 and | supp(u)| = ℓ + 1, we may assume that u = x 1 x a 2 2 · · · x a ℓ ℓ . Then v = x b 2 2 · · · x bn n . Since | supp(v)| > ℓ, there exists j > ℓ with b j = 0. Since I satisfies the strong exchange property, it follows that x j (u/x 1 ) ∈ I. Moreover | supp(x j (u/x 1 ))| = | supp(u)| > ℓ. This completes the proof.
Remark 3.5. If the polymatroidal ideal I does not satisfy the strong exchange property, then I >ℓ may not be polymatroidal. Indeed, the ideal
is polymatroidal, but does not satisfy the strong exchange property, while the ideal I >2 = (x 1 x 2 x 3 x 4 , x 2 x 3 x 2 4 , x 1 x 2 2 x 4 ) is not polymatroidal. Note however that I >2 nevertheless has linear resolution.
It is well-known that a polymatroidal ideal I satisfies the strong exchange property if and only if I is essentially of Veronese type, which means that I is of Veronese type, up to multiplication by a monomial. Also one can easily see that for any monomial m, HS j (mI) = m HS j (I) for all j. Thus Theorem 3.3(b) implies Corollary 3.6. Let I be a polymatroidal ideal satisfying the strong exchange property. Then HS j (I) is a polymatroidal ideal for all j.
Homological shifts of edge ideals
In this section we study the homological shift ideals of edge ideals which have linear resolution. Let G be a graph with the vertex set V (G) and the edge set E(G). Recall that a perfect elimination ordering for G, is a total ordering on x 1 > x 2 > · · · > x n on V (G) such that N G i (x i ) induces a complete subgraph of G, where G i is the induced subgraph of G on the vertex set {x i , x i+1 , . . . , x n } and N G (x) denotes the set of vertices which are adjacent to x in G. Also we set N G [x] = N G (x) ∪ {x}. . Let x 1 > x 2 > · · · > x n be a perfect elimination ordering for G. Then HS k (I) = (x i 1 x i 2 · · · x i k+2 : 1 ≤ i 1 < i 2 < · · · < i k+2 ≤ n, and there exists
Proof. Let x 1 > x 2 > · · · > x n be a perfect elimination ordering for G. Then I has linear quotients with the lex order on G(I) induced by x 1 > x 2 > · · · > x n . Indeed one can see that
] with l 1 < · · · < l s . By induction hypothesis let f 1 > · · · > f r be the order of linear quotients on the minimal generators of J. Then x 1 x l 1 > · · · > x 1 x ls > f 1 > · · · > f r is an order of linear quotients of I. Note that N G [x 1 ] induces a complete subgraph of G. Thus for any 1 ≤ j ≤ r, supp(f j ) ∩ {x l 1 , . . . , x ls } = ∅, since supp(f j ) is an independent set of G \ x 1 . So for any f j , there exists x lp which divides f j and then x 1 x lp : f j = x 1 and x 1 |(x 1 x l i : f j ) for any 1 ≤ i ≤ s. This means that set I (f j ) = set J (f j ) ∪ {1}. Also it is clear that set I (x 1 x l i ) = {l 1 , . . . , l i−1 } for any i. By induction on n, we show that for any
For i = 1, the equality is already shown. Now, assume that i ≥ 2. Then x i x j ∈ J. Since x 2 > · · · > x n is a perfect elimination ordering for G \ x 1 , by induction hypothesis we may assume that set J (
By (1), any minimal generator of HS k (I) is of the form u =
We may write u = x i 1 x i 2 · · · x i k+2 , where 1 ≤ i 1 < i 2 < · · · < i k+2 ≤ n. Since i < j, we have i = i t for some t < k + 2. For any ℓ with t < ℓ ≤ k + 2, we have i ℓ > i t = i. Hence x i ℓ |x j x F , and then i ℓ ∈ {j 1 , . . . , j s } ∪{j}. Therefore
Note that by our assumption,
So v ∈ HS k (I). The proof is complete. Proof. Let P n : x 1 , x 2 , . . . , x n be a path graph and I = I(P c n ). We have x i x j ∈ I, if and only if j − i ≥ 2. So by Theorem 4.1, HS k (I) = (x i 1 x i 2 · · · x i k+2 : 1 ≤ i 1 < i 2 < · · · < i k+2 ≤ n, and there exists t < k + 2 such that i t+1 − i t ≥ 2). We show that HS k (I) has linear quotients with the lex order induced by x 1 > · · · > x n . Let u = x i 1 x i 2 · · · x i k+2 and v = x j 1 x j 2 · · · x j k+2 be two minimal generators of HS k (I) such that 1 ≤ i 1 < i 2 < · · · < i k+2 ≤ n and 1 ≤ j 1 < j 2 < · · · < j k+2 ≤ n and u > lex v. So there exists 1 ≤ d ≤ k + 2 such that i r = j r for r < d and i d < j d . If d = k + 2, then u : v = x i d and we are done. So let d < k + 2.
So w is a minimal generator of HS k (I). Clearly
A graph G on the vertex set {x 1 , . . . , x n } is called a proper interval graph, if for all i < j, {x i , x j } ∈ E(G) implies that the induced subgraph of G on {x i , x i+1 , . . . , x j } is a complete graph. Path graph is a simple example of a proper interval graph. Any proper interval graph G can be described as G = L 1 ∪ · · · ∪ L p , where each L i is a maximal complete subgraph of G and the labeling of V (G) is such that for any i = j, if x i ∈ L r and x j ∈ L s and r < s, then i < j. In the next lemma we determine when the homological shift ideal of I(G c ) is non-zero, when G is a proper interval graph. Proof. By Theorem 4.1, we have HS k (I) = (x i 1 x i 2 · · · x i k+2 : 1 ≤ i 1 < i 2 < · · · < i k+2 ≤ n, and there exists
But since x r ∈ L d and x r+s+1 ∈ L d+1 , we should have d < q < d + 1, which is a contradiction. Thus {x r , x r+s+1 } / ∈ E(G). Since G in an interval graph, {x r , x ℓ } / ∈ E(G) for any ℓ > r + s + 1. So u ∈ HS k (I) and HS k (I) = 0. Now, assume that HS k (I) = 0 and u = x i 1 x i 2 · · · x i k+2 ∈ HS k (I). Let t < k + 2 be such that {x it , Note that by Corollary 4.4, k ≤ n − 3. Also HS k (I) has linear quotients with the lex order induced by x 1 > · · · > x n as was shown in the proof of Proposition 4.2. Let u = x i 1 x i 2 · · · x i k+2 ∈ HS k (I) such that i 1 < i 2 < · · · < i k+2 . Let 1 ≤ t ≤ k + 1 be the smallest integer such that i t+1 − i t ≥ 2 (see Theorem 4.1). Set A = [1, i k+2 ] \ {i 1 , i 2 , . . . , i k+2 }. We show that set(u) = A, if t < k + 1, A \ {i k+1 + 1}, if t = k + 1.
Clearly set(u) ⊆ A, since all minimal generators of HS k (I) are squarefree. Let t < k + 1. Consider j ∈ A. If j < i 1 , then for v = x j (u/x i 1 ), we have v ∈ G(HS k (I)), v > lex u and v : u = x j . Thus j ∈ set(u). If j > i 1 , then there exists ℓ such that i ℓ < j < i ℓ+1 . Thus for v = x j (u/x i ℓ+1 ), we have v > lex u and v : u = x j . We show that v ∈ G(HS k (I)). Indeed if ℓ ≤ t, then ℓ + 2 ≤ t + 2 ≤ k + 2 and so x j , x i ℓ+2 |v. Since i ℓ+2 > i ℓ+1 > j, one has i ℓ+2 − j ≥ 2 and we are done. If ℓ > t, then x it , x i t+1 |v and i t+1 − i t ≥ 2 and so v ∈ G(HS k (I)). Therefore j ∈ set(u). Thus A = set(u). Now, assume that t = k + 1. By contradiction assume that i k+1 + 1 ∈ set(u). Then there exists v ∈ G(HS k (I)) such that v > lex u and v : u = x i k+1 +1 . So v = x i k+1 +1 (u/x ip ), where i p > i k+1 + 1. Therefore p = i k+2 and then v = x i 1 x i 2 · · · x i k+1 x i k+1 +1 . But then by our assumption on t, i s+1 − i s = 1 for any s < t = k + 1, so v / ∈ HS k (I), a contradiction. Thus i k+1 + 1 / ∈ set(u) and set(u) ⊆ A \ {i k+1 + 1}. Conversely, consider j ∈ A \ {i k+1 + 1}. If j < i 1 , then for v = x j (u/x i 1 ), we have v ∈ G(HS k (I)), v > lex u and v : u = x j . If j > i 1 , then there exists ℓ such that i ℓ < j < i ℓ+1 . Thus for v = x j (u/x i ℓ+1 ), we have v > lex u and v : u = x j . Note that v ∈ G(HS k (I)). Indeed if ℓ < t, then ℓ + 2 ≤ t + 1 = k + 2. Thus x j , x i ℓ+2 |v and i ℓ+2 > i ℓ+1 > j and so i ℓ+2 − j ≥ 2. If ℓ > t, then x it , x i t+1 |v and i t+1 − i t ≥ 2. If ℓ = t = k + 1, then i k+1 < j < i k+2 . Since j = i k+1 + 1, one has j − i k+1 ≥ 2. Also x j , x i k+1 |v. Therefore v ∈ G(HS k (I)) and so j ∈ set(u).
Thus for a minimal generator u of HS k (I), | set(u)| is maximal when | set(u)| = |A| = i k+2 − k − 2, where i k+2 = n. This happens when we choose for example i 1 = 1 and i 2 = 3 which implies that t = 1 < k + 1. For a set X = {x 1 , . . . , x n }, we abuse the notation and set K[X] = K[x 1 , . . . , x n ]. A monomial ideal I in R = K[X] is called vertex splittable if it can be obtained by the following recursive procedure.
(i) If u is a monomial and I = (u), I = (0) or I = R, then I is a vertex splittable ideal. (ii) If there is a variable x ∈ X and vertex splittable ideals I 1 and I 2 of K[X \{x}] so that I = xI 1 + I 2 , I 2 ⊆ I 1 and G(I) is the disjoint union of G(xI 1 ) and G(I 2 ), then I is a vertex splittable ideal. With the above notations if I = xI 1 + I 2 is a vertex splittable ideal, then xI 1 + I 2 is called a vertex splitting for I and x is called a splitting vertex for I.
We expect that all homological shift ideals of edge ideals with linear resolution have linear quotients. In the following theorem this is shown for the first homological shift ideal. Indeed we show that the first homological shift ideal is vertex splittable which by [10, Theorem 2.4] this implies that it has linear quotients. 
