Few studies have systematically investigated the effects of subsetting strategies on soil modelling or explored the potential of emergent methods from other fields not previously applied to pedometrics. This study considers smallholder agricultural villages in southern India that have been understudied in terms of chemometric modelling intended to support soil health, fertility and management. Therefore, the objective was to investigate the application of visible near-infrared spectroscopy and chemometrics to predict soil properties in this setting. In addition, this study evaluated the effects of methods of calibration subsetting and new parametric models on the prediction of soil properties. These novel methods were transferred from the genomics field to soil science. Three strategic subsetting methods were used to produce calibration subsets that consider the variation in the soil properties, the spectra and both together; this is in addition to standard random calibration subsetting. Partial least squares regression (PLSR) and two methods from genomics that impose variable reduction were used for modelling; the latter were sparse PLSR (SPLSR) and the heteroscedastic effects model (HEM). Soil samples were collected from two villages and analysed for texture, soil carbon and available macro-and micro-nutrients. The results showed that soil texture and carbon could be predicted moderately to strongly, whereas plant nutrient properties were predicted poorly to moderately. Random subsetting and subsetting by property distribution were more appropriate when spectra varied less overall, whereas subsetting that incorporates variation in spectra and properties improved results when spectral variation increased. The SPLSR and HEM models improved results over PLSR in some cases, or at least maintained prediction strength while using fewer predictors. Subsetting methods improved prediction results in 75% of cases. This study filled an important research gap by systematically studying local subsetting behaviour under different degrees of spectral and attribute variation.
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Summary
Few studies have systematically investigated the effects of subsetting strategies on soil modelling or explored the potential of emergent methods from other fields not previously applied to pedometrics. This study considers smallholder agricultural villages in southern India that have been understudied in terms of chemometric modelling intended to support soil health, fertility and management. Therefore, the objective was to investigate the application of visible near-infrared spectroscopy and chemometrics to predict soil properties in this setting. In addition, this study evaluated the effects of methods of calibration subsetting and new parametric models on the prediction of soil properties. These novel methods were transferred from the genomics field to soil science. Three strategic subsetting methods were used to produce calibration subsets that consider the variation in the soil properties, the spectra and both together; this is in addition to standard random calibration subsetting. Partial least squares regression (PLSR) and two methods from genomics that impose variable reduction were used for modelling; the latter were sparse PLSR (SPLSR) and the heteroscedastic effects model (HEM). Soil samples were collected from two villages and analysed for texture, soil carbon and available macro-and micro-nutrients. The results showed that soil texture and carbon could be predicted moderately to strongly, whereas plant nutrient properties were predicted poorly to moderately. Random subsetting and subsetting by property distribution were more appropriate when spectra varied less overall, whereas subsetting that incorporates variation in spectra and properties improved results when spectral variation increased. The SPLSR and HEM models improved results over PLSR in some cases, or at least maintained prediction strength while using fewer predictors. Subsetting methods improved prediction results in 75% of cases. This study filled an important research gap by systematically studying local subsetting behaviour under different degrees of spectral and attribute variation.
Introduction
In Pedometrics, a major interest has been to produce high-quality soil data while minimizing costs and labour. Studies to produce such data have relied on proximal sensors, such as visible-near infrared (vis-NIR) spectrometers for diffuse reflectance spectroscopy (DRS), which quickly and non-destructively produce reflectance spectral profiles of soil samples that can be combined with multivariate techniques to create prediction models (Ben-Dor & Banin, 1995; Shepherd & Walsh, 2002; Terhoeven-Urselmans et al., 2008; Zornoza et al., 2008) . Soil properties can then be determined more quickly and cheaply than by traditional wet chemistry methods.
In rural agricultural areas of India, such models have the potential to benefit farmers with smallholdings because deficiencies in crop macro-and micro-nutrients are common, which affect crop yield and quality. The DRS can improve access to high-quality data in a data-limited environment.
In the smallholder settings of India, which comprise plots < 2 ha, farmers are typically limited by access to resources (e.g. capital, data and technology) that can improve management and yield. The DRS requires fewer resources than traditional analysis, which is beneficial to rural farmers. Improved soil management and fertilization require knowledge about several soil properties, namely carbon, texture, and macro-and micro-nutrients. Soil carbon (C) has been the major focus of many DRS studies because of its link to the carbon cycle and climate change, as well as its relation to soil quality or health (Bellon-Maurel et al., 2010) . Texture has also been modelled frequently because of its link to soil hydrology and fertility, with many studies able to predict sand, silt and clay moderately to very well (Viscarra Rossel et al., 2006; Awiti et al., 2008; Veum et al., 2015) . Studies on extractable plant available nutrients are less common in the DRS literature (Shepherd & Walsh, 2002; Nduwamungu et al., 2009; Veum et al., 2015) , but nutrient status is essential to smallholder farmers who need to manage soil fertility for improved crop yield and quality.
Effects of subsetting on prediction results
When considering the limitations to studies with regard to funding, travel, labour, access, data and analyses, especially in developing countries, the strategy for analysing a local dataset becomes important. The convention for most soil vis-NIR studies has been to use random subsetting to split a dataset into calibration and validation datasets. Whether this is the best approach has not been widely studied. McDowell et al. (2012) tested three clustering strategies to predict total soil carbon and only found improvements for the high-activity clay soils. A large study in Brazil used spectral classification by k-means clustering that tended to group soils by similar mineralogy (Araújo et al., 2014) . Predictions based on clusters had reduced root mean square errors (RMSEs). Although subsetting improved predictions, they did not address variation in the response variable or predictor dimensional space of the calibration and validation datasets. A calibration set that is representative of the soil property or spectral space, or both, ensures that the model includes all the variation in the data. Sarathjith et al. (2014) and Nocita et al. (2014) used the Kennard-Stone algorithm to split the data into calibration and validation sets but did not provide a comparison with other methods. Ramirez-Lopez et al. (2014) compared several subsetting strategies, including Kennard-Stone, but they were applied only to the spectral measurement space. Considerations of the response of the variable space to calibration partitioning have been limited. Galvao et al. (2005) proposed an algorithm that extended Kennard-Stone to include the y-response variable. Further investigation of calibration and validation partitioning in relation to predictor or response variable space, or both, is still needed.
Chemometric prediction methods
Partial least squares regression (PLSR) has been a standard technique in chemometrics and has become routine in soil spectral modelling. Although PLSR is an effective tool for data reduction and prediction, it has remained the default parametric method. New methods have not been introduced into the soil spectroscopy literature in recent years. However, PLSR incorporates information from all wavelengths into the final regression model. This exhaustive modelling strategy can add potential error to the model and reduce its predictive power because it is not known a priori which bands will be related to the property of interest (which can vary with the method of analysis). Genomics has similar issues to those of chemometrics, such as datasets with fewer samples (n) than the total number of predictors p (n ≪ p), predictors that have multiple collinearities, and the relation between predictors and response variables not being well or directly known. These issues have prompted researchers to develop methods that can select from or 'shrink' the predictor space down to those predictors that are related to the property of interest to reduce error in the prediction. Two recently developed parametric methods from genomics that have potential in soil chemometric modelling are introduced here. Sparse partial least squares regression (SPLSR) incorporates sparsity into the dimension-reduction step of PLSR to achieve simultaneous variable selection and reduction in dimensionality (Chun & Keles, 2010) . The heteroscedastic effects model (HEM) is a non-iterative shrinkage regression method similar to ridge regression, but differs in that the penalty is not constant for all predictors (Shen et al., 2014b) . These methods, because of their formulation, should be able to improve modelling results where data are limited.
Objectives
The goal of this study was to produce chemometric models using vis-NIR for a suite of soil properties important to soil fertility for two agricultural villages with smallholdings in southern India. Specifically, the objectives of this study were to (i) assess the effects of different subsetting strategies on the outcome of local prediction and (ii) compare new chemometric methods with the standard PLSR. The aim of these objectives was to identify the strongest models by subsampling the data strategically and removing or suppressing unimportant predictors.
Materials and methods
Description of study sites
The soil of two agricultural villages in the semiarid tropics of south India was sampled to represent the soil, landscape and cropping systems common to southern India. The first village, Kothapally, is in the Ranga Reddy district of Telangana, approximately 40 km west of Hyderabad (Figure 1a) . The village covers approximately 5 km 2 , with 430 ha under cultivation, mainly cropped with cotton (Gossypium sp.), but also rice (Oryza sp.), other grains, pulses and vegetables. The topography is low and slightly undulating with
Soil processing and analysis
Processing and analysis of soil samples was carried out at the International Crop Research Institute for the Semi-Arid Tropics (outside Hyderabad, India) according to methods appropriate for south Indian soils. The bulk soil samples were air-dried, gently ground and sieved to 2 mm. Soil C, macro-and micro-nutrients and texture were determined for these samples. Soil texture (percent sand, silt and clay) was determined by the pipette method (Gee & Or, 2002) . For soil carbon, total carbon (TC) was determined by dry combustion, inorganic carbon (IC) by phosphoric acid and soil organic carbon (SOC) by the difference between TC and IC (Nelson & Sommers, 1996) . Soil pH was determined by a pH probe in a 1:2 soil:water extract (Thomas, 1996) and electrical conductivity (EC) was determined by an EC probe in 1:2 soil:water extract (Rhoades, 1996) . For nutrient analysis, the following methods were used: total nitrogen (TN) by the modified Berthelot reaction (Krom, 1980) , available phosphorous (P av ) by 0.5 m NaHCO 3 (Olsen & Sommers, 1982) , exchangeable potassium (K ex ) by 1 N ammonium acetate (Thomas, 1982) , available sulphur (S av ) by 0.15% CaCl (Tandon, 1993) , available boron (B av ) by hot water extraction (Keren, 1996) and available copper, iron, manganese and zinc (Cu av , Fe av , Mn av , Zn av ) by diethylene triamine pentaacetic acid (DTPA) (Lindsay & Norvell, 1978) . The soil properties were transformed to approximate normality prior to modelling, which sometimes required complex transformations because of large skewness values (see Tables 1  and 2 for transformations). 
Spectral analysis and preprocessing
Subsamples of soils were thoroughly mixed before being placed into 47-mm-wide petri dishes as a 5-mm-thick layer. The soils were then placed in an oven at 50 ∘ C for 24 hours to remove free moisture. Afterwards, they were placed into a desiccator to cool. Laboratory-based vis-NIR spectral measurements were made with a QualitySpec ® Pro spectroradiometer (Analytical Spectral Devices Inc., Boulder, CO, USA). The instrument has a spectral range from 350 to 2500 nm with a spectral resolution of 1 nm. Soil samples were scanned in sets of ten. Prior to scanning each set, a reference scan was acquired using a white Spectralon (LabSphere, North Sutton, NH, USA) reference disk. Each soil sample was scanned four times under a mug lamp, with 100 replicate scans (to reduce noise) that were rotated 90 ∘ between each scan. The four scans were then averaged into a single spectrum for preprocessing and regression analysis.
Spectral data were analysed by principal component analysis (PCA) to check for potential outliers by computing Mahalonobis distances using the first four principal components, which resolve 99% of the variation. For spectral modelling, six preprocessing treatments were applied to find the best treatment to compare across chemometric algorithms. The preprocessing treatments were applied using the signal and pls packages in the statistical software, R. The treatments included multiplicative scatter correction (MSC), standard normal variate (SNV), pseudo-absorbance (log(1/R)) and Savitzsky-Golay (SG) smoothers, first and second derivatives (Savitzky & Golay, 1964) with 11-point windows. Noisy regions resulting from detector edge effects were removed from the dataset prior to modelling; these areas included 350-399, 985-1015, 1785-1815 and 2475-2500 nm. The removal of noisy regions resulted in 2016 bands that were used for modelling.
Subsetting and chemometric modelling
Four calibration subsetting methods were used to understand how subsetting affects modelling performance at the local scale. For this study, 70% of the dataset was placed into the calibration set and 30% into the validation set. These methods included: random sampling (RS), systematic sampling (SS), Kennard-Stone (K-S; Kennard & Stone, 1969) and sample set partitioning based on joint X-y distances (SPXY; Galvao et al., 2005) . The last three sampling methods are strategic ones that allow the data distribution to be considered during the subsetting process. Systematic sampling ranks the observed soil data and systematically samples across the range so that the subsets have similar means and variances. For this study, every 7 out of 10 samples systematically (e.g. 1101110110) went into the calibration sets. The K-S algorithm uniformly covers the multidimensional space by maximizing the Euclidean distances between spectra (X) (Kennard & Stone, 1969) . The SPXY algorithm is an extension of the K-S algorithm that incorporates the measured soil data as a vector, y, into the calculation (Galvao et al., 2005) .
Three multivariate methods were used to predict soil properties from measured spectra. These included PLSR, SPLSR and HEM. Partial least squares regression was performed on the calibration set using the R-package pls with the classical orthogonal scores algorithm (oscorespls) for one y-variable, tenfold cross-validation and a maximum of 20 latent variables (Wold et al., 2001; Mevik & Wehrens, 2007) . The number of latent variables was chosen based on which model minimized the RMSE of cross-validation.
Sparse partial least squares regression was developed initially in genomics (Chun & Keles, 2010) , which regularly have datasets with p ≫ n and multicollinearity, to select a subset of relevant predictors. Irrelevant predictors are removed by imposing sparsity on the dimension reduction step of PLSR so that at each step of the algorithm it searches for relevant predictors by optimization of the direction vectors. The SPLSR algorithm uses two tuning parameters: the thresholding parameter, 1 (between 0 and 1), and number of latent variables, K. The thresholding parameter imposes sparsity. Both parameters are tuned by cross-validation. Whether or not subtle features are retained in the model depends on the cross-validation results for the thresholding parameters and latent variables. Sparse partial least squares regression was performed using the spls R-package (Chung et al., 2015) . Tenfold cross-validation was performed on the calibration set to determine the optimal number of latent variables and the value of 1 using a non-linear iterative partial least squares algorithm for variable selection and an orthogonal scores algorithm for model fitting.
The heteroscedastic effects model was also developed for genomics where researchers were interested in hundreds of thousands or more genetic markers for a small sample set (n ≪ p) (Shen et al., 2013 (Shen et al., , 2014b and where modelling can become computationally expensive. Genomics also aims to identify those predictors that are indicators of the property in question, however weak they may be, while filtering out irrelevant predictors. The effects of unimportant predictors can be removed, or shrunk, through shrinkage regression methods. Shrinkage regression methods, like ridge regression, impose the same penalty ( ) across all predictors to achieve shrinkage. The HEM uses a slightly different approach where each predictor has a different shrinkage parameter, . It is derived from the normal linear mixed model:
where y is the vector of observed data, is the intercept (fixed effect), 1 is a vector of length n of '1' values (for the intercept term), Z is the n × p spectral reflectance matrix, b is the p-vector of random spectral effects (coefficients) and e is a vector of random errors. The intercept and random effects b are then estimated jointly using Henderson's mixed model equation, which is then generalized to allow for uneven shrinkage across different wavelengths. The heteroscedastic effects model is given by:
where is the intercept, is a vector of p shrinkage parameters, is the vector of random effects for n observations, it has a normal distribution
, G is the variance-covariance matrix of the spectral data (ZZ ′ ) and 2 a is the variance of the random spectral effects. Full theoretical and mathematical explanations are provided in Shen et al. (2013) and applications to chemometrics are demonstrated in Shen et al. (2014b) . Modelling was implemented in R with the package bigRR (Shen et al., 2014a) .
Model performance was evaluated using the coefficient of determination (R 2 ; Equation (3)), root mean square error (RMSE; Equation (4)), residual prediction deviation (RPD; Equation (5); Williams, 1987) and ratio of performance to interquartile distance (RPIQ; Equation (6); Bellon-Maurel et al., 2010) :
where n is the number of samples with i = 1, . . , n,ŷ i is the predicted value for y i , y is the mean of the observed values, sd val is the standard deviation of the validation set, RMSE val is the RMSE of the validation set and IQ val is the interquartile distance of the validation set.
To summarize the results further, we also produced rankings of the models by the subsetting methods and modelling algorithms. To rank the effect of subsetting method, each prediction metric (R 2 , RMSE, RPD and RPIQ) was ranked from one (best) to four (worst) across the subsets. The ranks were then summed for each model and averaged. The same process was performed for the modelling algorithms with the ranks ranging from 1 (best) to 3 (worst).
Results and discussion
Descriptive statistics and data analysis
The summary statistics of measured soil properties for Kothapally and Masuti are presented in Tables 1 and 2 , respectively. Kothapally, overall, had clayey soils (clay: median = 53%; mean = 48%) that are mostly alkaline (pH: median = mean = 8). Measured SOC had a median of 1.5%, mean of 1.9% and maximum of 3.1%, but this was observed to be mostly in the form of fine roots and plant detritus. There has also been some IC accumulation in these soils (median = 0.3%, mean = 0.4%, max. = 1.8%), but approximately one-third of the samples did not have detectable IC. All plant nutrient measurements were positively skewed.
Masuti, overall, had less clayey soils (clay: median = 30%; mean = 36.5%) that are also alkaline (pH: median = 8.25; mean = 8.21). Masuti has similar values of measured SOC (median = 1.2%; mean = 1.5%) to Kothapally, despite large outliers (maximum = 8.7%). Inorganic C followed a similar pattern (median = 1.8%; mean = 2%; maximum = 7.3%). These extreme values were most likely a result of the increased availability of water to the village, which has an irrigation canal that runs through the southwestern corner, as well as many wells. All plant nutrient measurements were positively skewed.
The PCA analysis showed that 99% of the variance was explained by the first four principal components. Mahalanobis distances were used to find potential outliers with the chi-squared statistic using four degrees of freedom and P < 0.001, resulting in a 2 value of 18.46 as the cut-off. Three samples from each dataset had Mahalanobis distances greater than the 2 value. Because of the size of the datasets and the heterogeneities in management and landscape, we decided to keep all samples for modelling.
The soil property distributions, together with means and standard deviations from the subsetting methods, are presented in Figures 2 and 3 for Kothapally and Masuti, respectively. The similarity between datasets was tested for significance at P < 0.05 using least square means for pairwise comparisons. The results (not shown) indicated that in Kothapally the SPXY sets were significantly different for clay, sand, IC and B av , and the K-S sets were significantly different for clay, sand, SOC, TN, K ex , B av and Zn av . In Masuti, SPXY produced significantly different sets for IC and K-S did so for sand. The RS and SS sets did not produce significantly different subsets for either village. TC, total carbon; IC, inorganic carbon; SOC, soil organic carbon; EC, electrical conductivity; K-S, Kennard-Stone; RS, random sampling; SPXY, sample set partition based on joint X-y distances; SS, systematic sampling; TN, total nitrogen; K ex , exchangeable potassium; P av , available phosphorous; S av , available sulphur; B av , available boron; Cu av , available copper; Fe av , available iron; Mn av , available manganese; Zn av , available zinc.
Prediction results
Table 3
Validation results from prediction of soil properties in Kothapally using the three modelling algorithms and four subsetting methods Best metric between-modelling algorithms are italicized and best metric between-subsetting methods are in bold. PLSR, partial least squares regression; SPLSR, sparse PLSR; HEM, heteroscedastic effects model; RMSE, root mean square errors; RPD, residual prediction deviation; RPIQ, ratio of performance to interquartile distance; TC, total carbon; IC, inorganic carbon; SOC, soil organic carbon; EC, electrical conductivity; TN, total nitrogen; LV, number of latent variables used by PLSR; p*, number of bands selected by SPLSR; p ′ , number of bands with shrinkage factor greater than +0.5 SD or less than −0.5 SD from the mean; K-S, Kennard-Stone; RS, random sampling; SPXY, sample set partition by joint X-y distances; SS, systematic sampling; SNV, standard normal variate; LOG, logarithm of inverse reflectance; MSC, multiplicative scatter correction; pretreatments with the abbreviation structured as SG.P.11.N: SG, Savitzky-Golay filter; P, polynomial (L = linear, Q = quadratic, C = cubic); 11, window size; N, filter type (0 = smoother, 1 = first derivative, 2 = second derivative); K Best metric between-modelling algorithms are italicized and best metric between-subsetting methods are in bold. PLSR, partial least squares regression; SPLSR, sparse PLSR; HEM, heteroscedastic effects model; RMSE, root mean square errors; RPD, residual prediction deviation; RPIQ, ratio of performance to interquartile distance; TC, total carbon; IC, inorganic carbon; SOC, soil organic carbon; EC, electrical conductivity; TN, total nitrogen; LV, number of latent variables used by PLSR; p*, number of bands selected by SPLSR; p ′ , number of bands with shrinkage factor greater than +0.5 SD or less than −0.5 SD from the mean; K-S, Kennard-Stone; RS, random sampling; SPXY, sample set partition by joint X-y distances; SS, systematic sampling; SNV, standard normal variate; LOG, logarithm of inverse reflectance; MSC, multiplicative scatter correction; pretreatments with the abbreviation structured as SG.P.11.N: SG, Savitzky-Golay filter; P, polynomial (L = linear, Q = quadratic, C = cubic); 11, window size; N, filter type (0 = smoother, 1 = first derivative, 2 = second derivative); K poor in both villages. The observed differences in model performance between the two villages could result from several factors. The standard deviations of spectral reflectances were always larger for Masuti than Kothapally, especially in the regions 600-850 and 1400-1850 nm. These regions correspond to secondary iron and silicate clay minerals (Clark, 1999) , potentially indicating greater mineralogical variation in Masuti. This might be why clay models performed better in Masuti than in Kothapally. We also observed a greater range and standard deviation in soil C in Masuti, together with better model performance. The greater spectral variance might also have helped soil C predictions. However, there were additional factors that could have affected soil C predictions, such as burning waste (plastic, paper and metallic items) in fields in Kothapally and the greater availability of irrigation water in Masuti. This pattern was not observed for plant nutrients between the two villages; these properties could be affected by parent material, atmospheric deposition (Kothapally is near a highly populated city), irrigation water and fertilizer application, and other management practices.
The predictions of nutrients might also suffer from a lack of direct spectral response (Soriano-Disla et al., 2014) so that indirect relations between spectral response and nutrient concentrations were not pronounced enough in these datasets to produce good prediction models.
Effects of subsetting methods and modelling algorithms
The strategic subsetting methods provided an advantage in terms of prediction metrics compared with the RS methods in many cases. The left portion of Table 5 provides average ranks based on model metrics (R 2 , RMSE, RPD and RPIQ) relative to the subsetting methods. Ranks range from 1 (relative best) to 4 (relative worst). Five of the soil properties modelled from Kothapally were modelled best by the SS method relative to RS (clay, sand, SOC, TN and Fe av ). The validation R 2 values of SOC models were at least 0.1 more than those of RS, and with slight improvements to RMSE, RPD and RPIQ (Table 3 ). The Fe av SS models were also improved with an increase in R 2 of ≥ 0.15 compared to RS, as well as large reductions in RMSE for the PLSR and SPLSR models. Clay and TN models had minor improvements in prediction metrics relative to RS, but improvements for sand models were small. The SPXY method had the highest ranks for K ex and S av ; however, the improvement was not large compared with the results from the RS method. Inorganic carbon and Zn av were predicted best with the RS method, as indicated by the rank. The KS method did not improve predictions for any properties and, in most cases, produced the weakest models based on rank. The remaining properties in the Kothapally dataset did not show consistent results based on the ranks of the subsetting methods, which depended also on the model algorithm used.
The Masuti model results showed a different pattern in relation to the ranking of the subsetting methods (Table 5 ). The SPXY subset produced the best validation results for the three modelling algorithms based on ranks for eight properties (clay, silt, TC, IC, SOC, pH, TN and Cu av ). The SPXY clay models showed an increase of at least 0.05 for validation R 2 values compared with the RS subsets and increases of at least 0.5 and 1.5 for RPD and RPIQ, respectively. The SPXY silt models had validation R 2 values at least 0.08 greater than RS with RPIQ ≥ 2. The SPXY subset of soil carbon models also showed considerable improvements to validation R 2 , with increases of ≥ 0.09 for TC and IC and ≥ 0.19 for SOC relative to RS models. The pH models also improved with the SPXY subset compared to RS, with an increase in R 2 of ≥ 0.08. The PLSR models of total N were tied for the SPXY and RS subsets in terms of rank, but the SPXY SPLSR and HEM models both improved all prediction metrics relative to RS. The Cu av SPXY models also improved substantially over the RS subset with increased R 2 values of 0.08-0.19 and reduced RMSE. The SPXY subset also improved the PLSR and HEM models of sand, EC and K ex , and the SPLSR and HEM models of Zn av relative to RS. The SS subset produced stronger SPLSR models of sand, EC and Mn av , and stronger SPLSR and HEM models of Fe av relative to RS.
The results show that the SS and SPXY strategic subsetting methods produced stronger models at the local scale. The SS subset was more important in the Kothapally models, suggesting that the distribution of the response variable was a greater driving force in those models than the spectral measurements. The spectral response in Kothapally was narrowly distributed, with 75% of reflectance values having a range less than 0.1 at 1600 nm (not shown). Because there was less variation in the Kothapally spectra this might be why K-S and SPXY did not improve prediction results, and in many cases the K-S subsets produced poor model predictions. The RS and K-S subsetting methods have been used in several studies to select local samples for spiking into regional or global spectral libraries for local modelling (e.g. Brown, 2007; Gogé et al., 2012 Gogé et al., , 2014 Kuang & Mouazen, 2013) , but here they were used to create local calibration and validation sets. Our results suggest that K-S is not a suitable method for sample selection. In contrast, the Masuti models were improved best with the SPXY subset, which might be because of the larger spectral variation observed in Masuti. As noted previously, the spectral variation in Masuti was greater than that observed for Kothapally, especially in regions corresponding to oxides and clay minerals. By resolving this variation as well as that of the soil properties, the SPXY subset performed better in Masuti. Despite the similarity of the SPXY and K-S methods, we conclude that the response variable space is important in sample selection, based on these results, specifically those from Kothapally. We acknowledge that the subset models are not directly comparable because there was not a single completely independent set to perform validation. This was because of the inherent notion of random and non-random (strategic) subsetting strategies that resulted in the selection of different validation sets.
Our results add to the few studies in the soil spectral modelling literature that have examined different calibration subsetting methods at the local scale. Other studies have mostly used clustering methods to create subsets, whereas our methods maximized and regularized the distance between measurements so that each subset captured the relative range and variation of the original dataset for efficient 75% of subsets were modelled best by the new sparse chemometric methods.
To illustrate further the benefit of these new methods, Figures 4 and 5 compare the observed and predicted validation values of clay, SOC and K ex for Kothapally and Masuti, respectively. These properties were chosen to highlight different aspects of the data (texture, soil carbon and plant nutrients) and to visualize the effects of the modelling algorithms on the prediction results. Figure 4 (Kothapally) shows the plots for the clay SS, SOC SS and K ex SPXY models. The SPLSR plot for clay shows stronger clustering near the 1:1 and regression lines, especially for predicted values > 40%, which is reflected in the improved metrics compared with PLSR (Table 3 ). The improvements in SOC prediction gained by the SPLSR and HEM models over PLSR are subtle (Table 3) and not very apparent in the plots. The results for the SPLSR model for K ex were weaker than those for PLSR, which is probably because of the value near 200 mg kg −1 that was predicted at around 450 mg kg −1 , thus rotating the regression line away from the 1:1 line. The K ex HEM scatterplot is more closely packed around the regression line than the PLSR plot, which provided slight improvements to the prediction metrics (Table 3) (Table 4) . The SPLSR and HEM models improved the predictions of SOC mostly at larger values by shifting them closer to the regression line, which improved R 2 and slightly improved the other prediction metrics compared with PLSR (Table 4) . The K ex SPLSR plot shows that predicted values are further from the regression line than for PLSR, whereas the points of the HEM plot are closer to the regression line, which is reflected in the metrics (Table 4) . Our results showed that the SPLSR and HEM algorithms can improve chemometric predictions relative to PLSR and with substantially fewer spectral predictors. The gains in prediction metrics are small in some cases and not as large as those observed from the strategic subsetting methods, but they can be seen in Figures 4 and 5 . These algorithms have shown that they can reduce the number of predictors used while achieving similar or better results (Tables 3, 4 ). For example, in Kothapally, the number of bands used in the SS SPLSR models for clay and sand was greatly reduced from the original 2016 bands (680 for clay and 289 for sand). However, Masuti models used 1881 and 1782 bands for clay and sand, respectively. The larger number of bands needed might be because the Masuti study area was larger in extent and had greater topological and spectral variation than Kothapally. The optimal SPLSR models for TC and SOC also used considerably fewer bands in both Kothapally (242 for TC and 889 for SOC) and Masuti (321 for TC and 202 for SOC). For properties without or with less specific spectral responses, we observed that the number of bands needed was near to the original number: in Kothapally this included P av , S av , Cu av , Fe av and IC (although IC has a direct spectral response), and in Masuti this included S av and Zn av . We did not discuss the effect of HEM on the reduction in number of spectral variables here because it uses a variable shrinkage factor that reduces the effect of predictors based on their importance. This shrinkage factor is more difficult to use in comparing sparsity effects.
Conclusions
In this study, we have shown that vis-NIR DRS can predict soil properties important to soil fertility in rural southern India, a data-limited environment. In addition, this is the first known study to attempt to predict B av and S av , which was moderately successful. We also provided a systematic review of strategic subsetting methods that improved model performance compared with random sampling. In areas with greater spectral variation and spatial heterogeneity, subsetting methods that incorporate the spectral variable space produced stronger models than the standard random sampling, even when the calibration and validation sets were considerably different. This is important when scaling up the geographic extent of study areas because larger areas typically have greater environmental variation. Strategic sampling methods might also be important when modelling sub-optimally sampled data. The two genomic methods, SPLSR and HEM, included in this study also showed promise for soil chemometrics because in about 75% of cases, based on ranks, they improved prediction metrics compared with PLSR. To address the data limitations facing smallholder farmers in India, the DRS models could easily be expanded to cover larger regions of India and the methods presented can improve the results of modelling, which is important when resources are limited.
Although this study was limited in terms of data and geographic extent, it has provided interesting insight into subsetting methods and chemometric models at the local scale. To improve our understanding, future research should examine and compare how subsetting strategies and modelling algorithms affect prediction results under different conditions (such as small compared with large study areas, total or stratified dataset, nested study areas, and so on). Future research might also benefit from the use of the SPLSR and HEM algorithms in soil chemometric modelling, particularly when model interpretation is needed.
