Second-order stochastic dominance plays an important role in reliability and various branches of economics such as finance and decision-making under risk, and statistical testing for the stochastic dominance is often useful in practice. In this paper, we present a test of stochastic equality under the constraint of second-order stochastic dominance based on the theory of empirical processes. The asymptotic distribution of the test statistic is obtained, and a simple method to compute the critical value is derived. Simulation results and real data examples are presented to illustrate the proposed test method.
Introduction
The order between probability distributions plays an important role in many scientific areas including reliability analysis and economic research. Many types of orderings of varying degrees of strength for comparing univariate probability distributions have been discussed in the literature. Among them are likelihood ratio ordering, uniform stochastic ordering and the first-and second-order stochastic dominance, introduced in [2, 3, 8] , respectively. The second-order stochastic dominance has been used in finance to develop a general framework for establishing a criterion for selecting one option over another. Other applications of it refer to, among others, [10, 11] .
On the other hand, in many applications, we are faced with how to test some order between the univariate probability distributions. In this paper, we focus on the test of second-order stochastic dominance. Testing for second-order stochastic dominance of two distributions has been widely studied by many authors, see, for example, [4, 5, 9] . Although statistical inference to compare two populations under second-order stochastic dominance has a long and rich history, multiple comparisons have not been well studied. In this paper, we propose a test on the stochastic equality of multiple distributions against the stochastic monotonicity under secondorder stochastic dominance.
In Sec. 2, we introduce the definition of second-order stochastic dominance and its equivalent expression. In Sec. 3, we firstly obtain consistent estimators of the integrated distributions functions, then give the asymptotic distribution of the estimators. In Sec. 4, we present a test for the stochastic equality of the multiple distributions based on the consistent estimators. In Secs. 5 and 6, we give simulation results and real examples to illustrate the performance of the proposed method. Some conclusion remarks are given in Sec. 7.
Second-Order Stochastic Dominance and Its Equivalent Expression
For the convenience of statement, we first recall the definition of second-order stochastic dominance.
Definition 1.
Let X and Y be random variables with cumulative distribution functions (c.d.f.) F and G, respectively. We say that X dominates Y in the sense of second-order stochastic dominance, and denote by
for every nondecreasing and concave function u whenever the expectations exist and are finite.
The following lemma gives an equivalent statement of the second-order stochastic dominance. 
(ii)
For the proof of this lemma refer to [13] .
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Estimators of the Integrated Distribution Functions
In addition, assume that the populations satisfy the condition of Lemma 1 and have finite second moments; furthermore
Denote the integrated distribution functions by
Then inequality (1) can be represented as
LetF i (x) be the empirical distribution function obtained from the ith-sample.
Define the following vectors:
Then for fixed i and x, U ij (x), j = 1, 2, . . . , n i , are independent and identically distributed random variables, and it is easy to show from (3) that:
Then we have
for each i, where · denotes the sup norm. We need the following lemma. 
The first conclusion is easily obtained by [16, Theorem 19.4] , and for the proof of the central limit theorem part refer to [17, Example 2.11.16] .
From Lemma 2 and Eqs. (4) and (5) we immediately have the following.
Theorem 1 shows that the estimators are strong uniformly consistent. We now derive the asymptotic distributions of the estimators.
For convenience, let:
and define:
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We have the following conclusion on the asymptotic distributions ofZ ini (x), i = 1, 2, . . . , k.
Theorem 2. Assume that
The right-hand side is a k-variate Gaussian process with independent components
is a mean zero Gaussian process with covariance function
Proof. Because
by Lemma 2, we have
is a Gaussian process with mean zero, and its covariance function is given by:
By Slutsky lemma, it holds
Hypotheses Testing
Define hypothesis
In this section we consider the test of H 0 against H a − H 0 . This problem has a rich history when k = 2; for example, Kolmogorov-type test [14] and a test base on L-statistics [11] were proposed. However, for the case of k > 2, although one could make a test by pairwise comparisons with the methods for k = 2, it may be conservative. In this section, we extend the idea of Hogg [6] 
where
and
It is easy to see that sup x T in (x) is a test statistic for H 0i :
Thus T n may be viewed as a combination of the series of the test statistics. This is similar to the test of Hogg [6] for the homogeneity of multiple distributions. In addition, we notify that Av n [Ĝ(x); 1, i − 1] is the empirical distribution function of the sample pooled with the first i − 1 samples, and one may expect it is a more powerful test for H 0i than that using the (i − 1)th-sample only.
Let
whereZ j (x) and a j are defined as in Sec. 3, and A j = j i=1 a i . Theorem 3 gives the asymptotic null distribution of T n .
Theorem 3. Under the conditions of Theorem 2, if H 0 is true, then it holds that
Proof. Under H 0 , T in (x) can be rewritten as
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). According to the continuous mapping theorem we get Eq. (7) immediately.
We shall reject H 0 when T n is large. To get the critical value of the test, we first show that T j (x), j = 1, 2, . . . , k are independent. In fact, for any x, y ∈ R and i > j, it holds under H 0 that:
Noting that T j (x), j = 1, . . . , k are Gaussian processes, we know they are independent to each other. Furthermore, we may also compute under H 0 that:
Thus T j (x), j = 2, . . . , k are independent Gaussian processes with mean zeros and covariance functions given by cov(
From the above properties of T j (x)s and Borell inequality (see, for example, [15, Lemma 4] , it holds that:
Consequently, the critical value of the test can be obtained by letting the right-hand side of inequality (8) be equal to a given significant level.
Remark. Without the assumption that the supports of the distributions are finite intervals, the conclusion of Theorem 2 may not hold. However, the conclusion of Theorem 3 still keeps true. In fact, T in only depends on the differenceŝ
, which must satisfy the conditions of the central limit theorem of empirical processes when H 0 is true.
Simulation Study
In order to evaluate the performance of the proposed test, we carry out simulations with k = 3.
In the simulation experiments, we consider the following five scenarios, where F 1 , F 2 and F 3 denote the three populations or distributions considered. where U [a, b] is the uniform distribution on [a, b] .
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Testing of multiple distributions The sample sizes of the three distributions are taken as the same in each scenario, and they are set at 100, 150 and 300 in different simulations for evaluating the effect of sample size. In addition, different significant levels are considered. In Scenario (I), three significance levels, α = 0.01, 0.025 and 0.05 are used. In other scenarios, α = 0.05 is used. The critical values are calculated with inequality (8) . For each simulation experiment, we compute the rejection frequency with 1000 replications. The simulation results are given in Tables 1-3 .
From Table 1 , we see that the simulated size of the proposed test is reasonable and gets closer to α with the sample size n increasing. Furthermore, from Tables 2  and 3 , we could have the following observations.
(1) With the increasing of sample sizes, the power of the proposed test increases fast. (2) The power is related to how the probability distributions go against the null hypothesis. 
Real Examples
In order to illustrate the theory developed in previous sections, we give two examples in this section.
Example 1
First we consider the financial data on annual total return of stocks and bonds by decade from 1810 to 1989. The data comes from Global Financial Data (www.globalfindata.com). Table 4 summarizes annual total return of stocks and bonds by decade. Decade i indicates the decade starting during the year 1810+i * 10. Stocks and bonds are defined as the two populations respectively, for which we want to test the distribution identity against the dominance of bond population in the sense of second stochastic order. Then the test statistic T n = 3.098, and the critical values corresponding to three significance levels α = 0.01, 0.025 and 0.05 are c(α) = 2.58, 2.24, 1.96, respectively. Obviously, T n > c(α), this result indicates that the null hypothesis should be rejected. This is consistent with the result of Rojo and EI Barmi [12] .
Example 2
Now we consider the data given in Data Set II from [7] . The data consists of the survival times for patients with carcinoma of the oropharynx and several covariates. One of the covariates is an ordinal categorical variable with four levels, which indicates increasing levels of deterioration of lymph nodes in each patient, measured at time of entry in the study. Because lymph node deterioration is an indication of the seriousness of the carcinoma, it is reasonable to expect that the four survival time distributions would be stochastically ordered by the severity of the lymph node deterioration. Here we delete all censored data and reproduce the data in Table 5 , where population 0 indicates no evidence of lymph node metastases, and populations 1-3 indicate the presence of sequentially more and more serious tumors. Then the test statistic T n = 26.27, and the critical value corresponding to the significance level α = 0.01 is c(α) = 2.94, which is much smaller than T n . This result supports the alternative hypothesis, and is consistent with the result of Wang [18] , where the comparison of categorized populations was employed.
Conclusions
In this paper, we focused on the second-order stochastic dominance among multiple probability distributions and proposed a test for the stochastic equality of the multiple distributions based on the empirical estimators of the integrated distribution functions. The asymptotic distribution of the proposed test statistic under the null hypothesis is derived and a method to decide the critical value is conducted. Simulation results show that the test works well in general.
Theoretically, the critical value given by inequality (8) makes the test slightly conservative. Another method for getting the critical value is bootstrap, which costs more computing time, and is not considered in this paper.
