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Abstract
The oxygen reactions of hydrocarbon radicals are important both in combustion and atmospheric 
chemistry. In this thesis I have studied the oxygen reactions of propagyl-type radicals (propargyl, 1-
methylpropargyl, 3-methylpropargyl and 3-ethylpropargyl). Propargyl radical (2-propyn-1-yl) is an alkyl 
radical with the structure H3C≡C–CH2●. Because these radicals are resonance stabilised, their oxygen 
reactions are relatively slow. This means that in a combustion environment they might reach an high 
enough concentration for their self-reactions to become important. The self-reactions of unsaturated 
radicals are the first step in the formation of polyaromatic hydrocarbons. 
I measured the rate coefficients and equilibrium constants for the oxygen reactions of 3-methylpropargly 
and 3-ethylpropargly at low pressures (0.2–3 Torr) using a tubular flow reactor coupled to a resonance-
gas-discharge-lamp photoionisation mass spectrometer (PIMS). Laser photolysis was used to generate 
the radicals. I have compared my experimental results to previous studies done for the propargyl + O2 
and 1-methylpropargyl + O2 reactions. I reanalysed the equilibrium data from these previous studies with 
an improved kinetic mechanism.  
At temperatures below 500 K the reactions were found to be dependent on bath gas pressure and they 
also had negative temperature dependence. The reactivity order was found to be 3-ethylpropargyl >  3-
methylpropargyl ≈ 1-methylpropargyl >  propargyl. Standard reaction enthalpies and entropies  are 
reported for all four reactions. The experimental results were combined with quantum chemical 
computations. 
Keywords
Gas phase radical reactions, resonance stabilisation, chemical equilibrium, photoionisation mass 
spectrometry. 
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1 Introduction
There are at least three reasons why the oxygen reactions of hydrocarbon radicals should be
studied. Firstly, oxygen reactions are the predominant sink of most hydrocarbon radicals in
the atmosphere because they are, in general, quite fast1 and because of the sheer quantity of
oxygen in the atmosphere. Molecular nitrogen is practically inert under atmospheric conditions
and other reactive trace species, such as nitrogen monoxide and dioxide, are generally too low in
concentration to be able to compete with the oxygen reaction. Secondly, the oxygen reactions
of hydrocarbon radicals are obviously important in the combustion of hydrocarbons. Even for
the smallest hydrocarbons the combustion process can consist of hundreds of, if not thousands
of, elementary reactions,2 and to effectively model the process, one needs to know the rate
coefficients of these reactions. Thirdly, our understanding chemical reactivity is still incomplete,
so studying the kinetics of different types of reactions is important from the perspective of basic
research.
Hydrocarbons are simply organic molecules that consist entirely of hydrogen and carbon atoms
and radicals are atoms or molecules that have one or more unpaired electrons on their atomic or
molecular orbitals.3 A radical is typically denoted with a superscript dot in the chemical formula.
With this definition of a radical, even ground state oxygen molecule is a (bi)radical because it
has two unpaired electrons. For some common radicals, such as oxygen, the superscript dot
is usually omitted. That is, the chemical formula O2 almost always refers to the ground state
triplet oxygen, not to the higher energy singlet oxygen. If it is necessary to specify to electronic
state of a molecule, term symbols can be used. The spectroscopic term symbol of triplet oxygen
is O2(X˜
3Σ−g ).
In this work I have measured the kinetics and thermochemistry of the oxygen reactions of 3-
methylpropargyl (but-2-yn-1-yl) and 3-ethylpropargyl (pent-2-yn-1-yl) radicals. Both of these
radicals are resonance stabilised and have an allenic resonance structure (see Figure 17), buta-1,2-
dien-3-yl and pent-1,2-dien-3-yl. Resonance stabilisation means that some of the electrons in the
molecule are delocalised. A resonance stabilised molecule can be represented with two or more
Lewis structures and the molecule has a lower potential than either of the contributing Lewis
structures. The self-reactions of small resonance stabilised radicals are believed to important
initial steps in the formation of polyatomic aromatic hydrocarbons (PAHs).4 The oxygen reac-
tions of these radicals will obviously be a competing channel in a combustion environment. The
oxygen reactions of neither radical have been studied before. However, propargyl (prop-1-yn-2-
yl) and 1-methylpropargyl (but-2-yn-3-yl) have structures very similar to 3-methylpropargyl and
3-ethylpropargyl and their oxygen reactions have been studied before.5–9 In this work I attempt
to study and discuss the oxygen reactions of propargyl-type radicals in general, so the results
from the mentioned studies will be used extensively.
In this work I will give a rather thorough description of the experimental technique used, and
also how the experimental data are analysed. A brief introduction to chemical kinetics and
thermodynamics is given in the beginning to better understand the experimental technique used,
the data analysis and the presented results.
2
2 Chemical Thermodynamics
2.1 Gibbs Energy
In a macroscopic system a spontaneousI reaction is a reaction where the combined entropy of
the system and the surroundings increases or remains unchanged. The entropy change of the
surroundings is usually easy to compute if the temperature of the surroundings stays approxi-
mately constant. To avoid always computing the entropy change of the surroundings separately,
one can define thermodynamic potentials that automatically take into account the change in
total entropy under certain conditions. The most useful thermodynamic potential for chemists
is the Gibbs energy,10 which can be used under constant pressure and temperature to determine
whether or not a process is spontaneous. The expression for Gibbs energy can be derived from the
second law of thermodynamics. When a system is in thermal equilibrium with its surroundings
at temperature T and the transfer of heat is allowed, the total change in entropy is
dStot = dS + dSsurr ≥ 0
dS +
dqsurr
T
≥ 0
dS − dq
T
≥ 0 . (2.1)
Here dS is the entropy change of the system and dq is the heat that flows into or out of the
system. Equation 2.1 is the famous Clausius inequality. If the heat transfer between the system
and the surroundings occurs under constant pressure, the enthalpy change of the system is equal
to the heat (dH = dq), which allows one to write equation 2.1 as
dS − dH
T
≥ 0
dH − TdS ≤ 0 . (2.2)
From this one can see that when p and S are constant, then dH ≤ 0 and when p and H constant,
then dS ≥ 0. It is useful now to define a thermodynamic potential
G = H − TS , (2.3)
which is the definition of Gibbs energy. The differential form of Gibbs energy at constant tem-
perature is
dG = dH − TdS . (2.4)
All the physical quantities in the definition of Gibbs energy refer to the system. When equation
2.4 is compared with equation 2.2, one can see that under constant pressure and temperature a
process is spontaneous when dG ≤ 0.
It is possible to use the fundamental equation of thermodynamics
dU = TdS − pdV +
∑
i
µidni (2.5)
IIn thermodynamics the spontaneity of a process means only that the process can happen. It says nothing
about whether the process will happen or how fast it will happen.
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to derive an alternative definition for Gibbs energy. The derivation is as follows:
dG = dH − d(TS)
dG = dU + d(pV )− TdS − SdT
dG = dU + pdV + V dp− TdS − SdT
dG = TdS − pdV + pdV + V dp− TdS − SdT +
∑
i
µidni
dG = V dp− SdT +
∑
i
µidni (2.6)
To be able to use equation 2.5, one must assume that only expansion work is done. Equation 2.6
is known as the fundamental equation of chemical thermodynamics.10 Here µi is the chemical
potential of component i and its definition is
µi =
(
∂G
∂ni
)
p,T,nj 6=i
. (2.7)
2.2 The Chemical Potential, Activity and Standard State of a Sub-
stance
Equation 2.6 is reduced to
dG = V dp
dG =
nRT
p
dp
for a pure ideal gas in a closed system under constant temperature. When this is integrated from
pressure p−	− to pressure p and when equation 2.7 is used, one gets∫ G
G−	−
dG =
∫ p
p−	−
nRT
p
dp
G = G−	− + nRT ln
(
p
p−	−
)
µ = µ−	− +RT ln
(
p
p−	−
)
.
This expression for the chemical potential of a substance has proven to be very useful and it can
generalised to apply to all substances by placing the activity of component i inside the logarithm.
The chemical potential of component i is then defined as
µi = µ
−	−
i +RT ln(ai) , (2.8)
where µ−	−i is the chemical potential of the component in its standard state and ai is its activity.
The standard state of a given substance can be chosen as arbitrarily as one wants. Because the
activity of a substance in its standard state has to be one, the definition of a substance’s activity
depends on how the standard state has been chosen. The standard state of an ideal gas is usually
chosen as pure gas at one bar (p−	− = 1 bar = 1 · 105 Pa) at the temperature of interest.10 With
this standard state the activity of an ideal gas is defined as
ai =
pi
p−	−
=
xiptot
p−	−
, (2.9)
where xi is the mole fraction of ideal gas i.
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2.3 Chemical Equilibrium
According to the principle of microscopic reversibility, all chemical reactions can also occur in the
reverse direction and both the forward and reverse reaction share the same transition state(s).11
In other words, chemical reactions are time symmetric at the microscopic level. However, some
reactions are so slow in the reverse direction that they are irreversible for all practical purposes.
The advancement of some arbitrary chemical reaction
aA+ bB + .... −−⇀↽− pP + qQ+ ...
can be measured with a quantity called the extent of reaction, which is defined as
dξ =
dni
νi
. (2.10)
Here dni is the infinitesimal change in the amount of component i and νi is its stoichiometric
number. Stoichiometric numbers are negative for reactants and positive for products. If a
chemical reaction occurs under constant pressure and temperature, one can use equations 2.6
and 2.10 to derive the following expression for the reaction Gibbs energy:
dG =
∑
i
µidni
dG =
(∑
i
µiνi
)
dξ(
∂G
∂ξ
)
p,T
=
∑
i
µiνi .
This can combined with equation 2.8 to yield(
∂G
∂ξ
)
p,T
=
∑
i
νiµ
−	−
i +RT
∑
i
νi ln(ai)(
∂G
∂ξ
)
p,T
= ∆rG
−	− +RT
∑
i
ln(aνii )(
∂G
∂ξ
)
p,T
= ∆rG
−	− +RT ln
[∏
i
(aνii )
]
(
∂G
∂ξ
)
p,T
= ∆rG
−	− +RT lnQ . (2.11)
The standard reaction Gibbs energy ∆rG
−	− and reaction quotient Q are defined as
∆rG
−	− =
∑
i
νiµ
−	−
i and (2.12)
Q =
∏
i
(aνii ) . (2.13)
When a chemical reaction reaches thermodynamic equilibrium, there is no longer a net change
in the amount of substance of each component. This clearly implies that(
∂G
∂ξ
)
p,T
= 0 .
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When a chemical reaction is in equilibrium, the reaction quotient is denoted with a K instead
of a Q and it is called the equilibrium constant. One can see from equation 2.11 that in equilib-
rium
∆rG
−	− = −RT lnK , (2.14)
where K is defined as
K =
[∏
i
(aνii )
]
in equilibrium
. (2.15)
Because activities are always unitless, it follows that equilibrium constants are also unitless. It
is also worth noticing that the value of an equilibrium constant depends on how the standard
states of the reactants and products are defined, because this determines how the activities are
defined.
2.4 Van’t Hoff Equation
The van’t Hoff equation is a useful tool for a chemist because it allows one to determine the
standard reaction enthalpy and standard reaction entropy from equilibrium constants measured
at different temperatures. The van’t Hoff equation can be derived from equation 2.14.
lnK = −∆rG
−	−
RT
d lnK
dT
=
∆rG
−	−
RT 2
− 1
RT
d∆rG
−	−
dT
d lnK
dT
=
∆rG
−	−
RT 2
− 1
RT
d∆rH
−	−
dT
+
1
RT
∆rS
−	− +
1
R
d∆rS
−	−
dT
d lnK
dT
=
∆rG
−	− + T∆rS
−	−
RT 2
+
1
RT
[
T
d∆rS
−	−
dT
− d∆rH
−	−
dT
]
d lnK
dT
=
∆rG
−	− + T∆rS
−	−
RT 2
− 1
RT
[
d∆rG
−	−
dT
+ ∆rS
−	−
]
d lnK
dT
=
∆rH
−	−
RT 2
− 1
RT
[−∆rS−	− + ∆rS−	−]
d lnK
dT
=
∆rH
−	−
RT 2
(2.16)
Because the standard reaction Gibbs energy is pressure independent, one did not have to assume
constant pressure in the derivation. The linear form of the van’t Hoff equation can be either
integrated from equation 2.16 or derived directly from equation 2.14
lnK = −∆rH
−	−
RT
+
∆rS
−	−
R
. (2.17)
This equation gives lnK as a linear function of 1/T , provided that ∆rH
−	− and ∆rS
−	− can be
approximated to be independent of temperature in the temperature range of interest. When the
equilibrium constants of some reaction are plotted in a lnK vs. 1/T graph, the obtained plot is
called a van’t Hoff plot. A linear fit can be done on data plotted in this fashion and the slope
and intercept of the linear fit correspond to −∆rH−	−/R and ∆rS−	−/R, respectively.
Standard reaction enthalpies and entropies are typically given at room temperature, and if one
wants to use equilibrium constant measurements to obtain accurate values for these, one should
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naturally try to perform the experiments close to room temperature. There are several problems
with this approach. Firstly, the reaction under study might overwhelmingly favour reactants or
products at room temperature, which makes the measurement all but impossible in practice. For
instance, the oxygen reactions of alkyl radicals are practically irreversible at room temperature.12
Secondly, it is generally preferable to measure the equilibrium constants over a wide temperature
range to make the linear fit more reliable. Therefore, it is often necessary to measure the
equilibrium constants over a wide temperature range and at temperatures that are much higher
or lower than room temperature. In these cases, one has to be able to estimate how the standard
reaction enthalpies and entropies change as a function of temperature.
One way to correct for the temperature dependencies of ∆rH
−	− and ∆rS
−	− is to add a compu-
tationally obtained ”correction” f(T ) to the measured equilibrium constants. The expression for
f(T ) can be obtained by placing all the terms in equation 2.17 on the left side and then adding
the term −∆rH−	−298 K/RT + ∆rS−	−298 K/R on both sides. That is,
lnK +
∆rH
−	−
T
RT
− ∆rS
−	−
T
R
= 0
lnK +
∆rH
−	−
T −∆rH−	−298 K
RT
− ∆rS
−	−
T −∆rS−	−298 K
R
= −∆rH
−	−
298 K
RT
+
∆rS
−	−
298 K
R
lnK + f(T ) = −∆rH
−	−
298 K
RT
+
∆rS
−	−
298 K
R
, (2.18)
where
f(T ) =
∆rH
−	−
T −∆rH−	−298 K
RT
− ∆rS
−	−
T −∆rS−	−298 K
R
. (2.19)
The point of this procedure is that the correction f(T ) can be estimated computationally, and
this will then hopefully account for the temperature dependencies of ∆rH
−	− and ∆rS
−	−. For
the oxygen reactions of alkyl radicals, this correction is typically less than 5 % of the value of
lnK.12
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3 Chemical Kinetics
3.1 Rate Law
For some arbitrary reaction
aA+ bB + .... −−→ pP + qQ+ ...
the rate of reaction is defined as
ν =
1
V
ξ˙ =
1
V
n˙i
νi
.10 (3.1)
Here ξ is the extent of reaction (see equation 2.10) and the dot above the variable is used to denote
the total time derivative. If the volume of the system remains constant during the reaction, the
volume V can be taken ”inside” the time derivative, which results in
ν =
1
νi
˙[i] . (3.2)
It is known experimentally that under constant pressure and temperature the rate of reaction ν
depends, for most reactions, on the concentrations of the reactants.10 Thus, the rate of reaction
can be expressed in the general form
ν = kr
∏
i
[i]ci = f([A], [B], [C], ...) , (3.3)
where kr is the rate coefficient and ci is some real number. The equation that expresses the rate of
reaction ν as a function of the concentrations of the reactants is called the rate law. The rate law
is always determined experimentally.10 Equations 3.2 and 3.3 can be combined to yield
˙[i] = νikr
∏
i
[i]ci . (3.4)
3.2 Molecularity and Order of Reaction
The order of reaction is simply the sum of the exponents in the rate law. Because the rate law is
always determined experimentally, it follows that the order of reaction is an empirical quantity.10
On the other hand, the molecularity of a reaction always refers to elementary reactions and it
tells how many reactant molecules take part in an elementary reaction. Elementary reactions are
simple one step reactions with one transition state. The molecularity of an elementary reaction
is also its order of reaction. For elementary reactions it is possible to deduce the rate law from
the chemical equation. The order of reaction for unimolecular, bimolecular and termolecular
reactions are one, two and three, respectively.
It is possible to propose mechanisms for reactions by using one or more elementary reactions. A
given mechanisms always predicts a certain rate law for the reaction and this rate law can be
compared to the experimental rate law. Even if a given mechanism correctly predicts the rate law
of a reaction, it does not mean the mechanism is correct, just that the mechanism is possible.
To positively claim that some mechanism is correct, one would have to be able to follow the
reaction at a molecular level in real time. This is still experimentally very difficult because the
time scales involved in elementary reactions are very small (1.0 · 10−14 − 1.0 · 10−11 s).13
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3.3 Temperature Dependence
The rate coefficients of chemical reactions are typically temperature dependent, and in some cases,
such as in the oxygen reactions of alkyl radicals, pressure dependent.14 Over small temperature
ranges the rate coefficients of many reactions obey reasonably well the Arrhenius equation
kr = Ae
− EaRT , (3.5)
but in a wide temperature range the rate coefficients often begin to deviate from Arrhenius-like
behaviour.15 Although the Arrhenius equation is empirical in nature, it is possible to give physical
interpretations for the parameters A ja Ea. The pre-exponential factor A describes how frequently
the molecules collide in an orientation that can lead to a reaction. The activation energy Ea
describes the energy required to form the transition state that leads to the products. Figure 1
gives an example of a potential energy surface that obeys ”classical Arrhenius-like behaviour”.
From this figure it is easy to see why the rate of many reactions increase as temperature increases.
At high temperatures it is more probable the colliding molecules have enough energy to form the
transition state. Transition states are typically denoted with the superscript ‡.
Figure 1: A qualitative example of a potential energy surface for a reaction that obeys Arrhenius-
like behaviour.
The potential energy surfaces of chemical reactions can be far more complicated than the one
presented in 1, and not all reactions obey Arrhenius-like behaviour. For example, many gas
phase bimolecular reactions slow down when temperature is increased.1,14–21 In these cases the
definition of activation energy
Ea = RT
2
(
d ln kr
dT
)
(3.6)
suggests that these reactions have negative activation energies. In such cases it is hard to give a
physical interpretation for the activation energy. Also, for negative activation energy reactions
9
the transition state that forms the products typically has lower potential energy than the re-
actants.20,21 Usually these reactions begin with a low barrier or barrierless addition reaction to
form a reaction intermediate, which then further reacts to form the final reaction products.14,20,21
Figure 2 shows a qualitative example of a potential surface of a reaction that has a negative ac-
tivation energy.
Figure 2: A qualitative example of a potential energy surface for a reaction that has negative
temperature dependence.
The wide potential energy well in Figure 2 means that the initial transition state is a ”loose”
complex and the narrow potential energy well indicates that the final transition state is a ”tight”
complex. When two molecules collide to form a single molecule, some of the system’s translational
and rotational degrees of freedom (DOF) are converted to either vibrational DOFs or internal
rotational DOFs. In a loose complex the formed DOFs are more likely to be internal rotational
DOFs and in a tight complex they are more likely to be vibrational DOFs.21 As one can observe
in Figure 2, the energy gap between vibrational energy levels is wider than the gap between
internal rotational levels. One consequence of this is that the excited energy levels of internal
rotation can be significantly populated even at low temperatures (T < 300 K) according to the
Boltzmann distribution
Nj
Ni
=
gj
gi
e−
∆E
RT . (3.7)
Here Ni is the population of energy level i, gi is the energy level’s degeneration and ∆E is the
energy difference Ej −Ei. One can use the same logic to show that only the vibrational ground
state should be significantly populated at low temperatures. If the ground state energy of the
tight transition state [AB]‡ is only slightly below the ground state energy of the reactants, it
is expected that the temperature dependence of the reactions reverses from negative to positive
at higher temperatures. This happens because vibrational energy levels of the transition state
begin to populate and the average energy of the transition state grows faster as a function of
temperature than the average energy of the reactants. This temperature dependence reversal has
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been confirmed experimentally22 and it is also predicted theoretically.20,21 For instance, modified
transition state theory predicts that for the reaction •CH3 + HBr the temperature dependence
reversal should occur at 550 Kelvins.20 Experimentally the temperature dependence reversal
has been observed for the reaction CH3(C•)Cl2 + Cl2 at around 300 Kelvins.
22 The reversal
in temperature dependence can also occur if the reaction under study has multiple reaction
pathways with different temperature and pressure dependencies. This is observed, for example,
for the oxygen reactions of alkyl radicals.14,23–25
3.4 Pressure Dependence
The gas-phase addition reactions between radicals are often pressure dependent (termolecu-
lar).17,26,27 Although three molecules take part in these reactions, they do not require the si-
multaneous collision of three molecules, which is highly unlikely. These reactions begin with the
collision of two molecules, A and B, which form an energetic intermediate AB∗. This energetic
intermediate can dissociate back to reactants or stabilise by transferring its excess energy to a
third molecule M. The reaction mechanism is typically presented as follows:
A + B
k1−−−⇀↽ −
k−1
AB∗
AB∗ + M k2−−−→ AB + M∗
The rate laws for A and AB∗ are
˙[A] = −k1[A][B] + k−1[AB∗] and
˙[AB∗] = k1[A][B]− k−1[AB∗]− k2[AB∗][M] .
If one can assume that the reactions of the energetic intermediate AB∗ are relatively fast27
(k−1 >> k1 and k2 >> k1), then one can use the steady-state approximation for AB∗ to
yield
˙[AB∗] = k1[A][B]− k−1[AB∗]− k2[AB∗][M] = 0
[AB∗] =
k1[A][B]
k−1 + k2[M]
.
Placing this to the total time derivative of [A] gives
˙[A] = −k1[A][B] + k−1 k1[A][B]
k−1 + k2[M]
˙[A] = −
(
k1k2[M]
k−1 + k2[M]
)
[A][B] = −kr[A][B] ,
which is the classical Lindemann-Hinshelwood mechanism.10 This result can be studied at the
limits [M]→ 0 and [M]→∞:
lim
[M]→0
kr =
k1k2[M]
k−1
= k0[M] (3.8)
lim
[M]→∞
kr = k1 = k∞ (3.9)
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Here k0 is the low-pressure rate coefficient and k∞ is the high-pressure rate coefficient. Because
k1k2 = k0k−1 and k1 = k∞, the rate coefficient kr can also be expressed as
kr =
k0k−1[M]
k−1 +
k0k−1[M]
k1
kr =
k0k1[M]
k0[M] + k1
kr =
k0k∞[M]
k∞ + k0[M]
. (3.10)
However, it has been experimentally observed that the Lindemann-Hinshelwood mechanism over-
estimates the value of kr when k0[M] and k∞ possess approximately the same order of magni-
tude.28 Although qualitatively correct, the Lindemann-Hinshelwood mechanism is quantitatively
inaccurate because it fails to take into account the following:
• Some gases are better at stabilising the intermediate AB∗ than others. For example, SF6
is a better stabiliser than He or N2 for the C2H5
• + O2 reaction.
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• The energetic intermediate AB∗ can be formed in wide range of energies E and angular
momenta L. The rates of dissociation and stabilisation are functions of E and L.28
• It is possible to stabilise AB∗ through multiple collisions.28
To account for these effects, Ju¨rgen Troe has derived a ”broadening factor” F that can be intro-
duced to equation 3.10.30 Now the rate coefficient can be expressed as
kr =
k0k∞[M]
k∞ + k0[M]
F , (3.11)
where
F = F
1+
 log10( k0[M]k∞ )
0.75−1.27 log10(Fcent)
2−1
cent .
30 (3.12)
The value of the center broadening factor Fcent can be determined computationally or by treating
it as a variable parameter when fitting function 3.11 to measured rate coefficients. For some
reactions it is also possible to find a recommended value for Fcent from literature.
26,27 The low
and high pressure rate coefficients almost always change as a function of temperature and their
temperature dependences are often expressed in the form
k0 = k
300 K
0
(
T
300 K
)−n
and (3.13)
k∞ = k300 K∞
(
T
300 K
)−m
.26 (3.14)
Here k300 K0 , k
300 K
∞ , n and m are experimental fit parameters. Now one can use the parameters
12
k300 K0 , k
300 K
∞ , n, m and Fcent to express the termolecular rate coefficient in the form
kr(T,[M]) =
k300 K0
(
T
300 K
)−n
k300 K∞
(
T
300 K
)−m
[M]
k300 K∞
(
T
300 K
)−m
+ k300 K0
(
T
300 K
)−n
[M]
F
1+

log10
 k300 K0 ( T300 K )
−n
[M]
k300 K∞ ( T300 K )
−m

0.75−1.27 log10(Fcent)

2
−1
cent
(3.15)
When some pressure dependent reaction has been measured extensively as a function of temper-
ature and pressure, it is possible to fit equation 3.15 to the measured data points. This is called
a Troe fit. The central broadening factor is usually approximated to be temperature indepen-
dent.26–28 One can see from equation 3.15 that at the limits [M]→ 0 and [M]→∞ the exponent
of Fcent approaches zero and equation 3.15 simplifies back to the Lindemann-Hinshelwood equa-
tion (3.10). In Figure 3 it is shown how the pressure dependence of ”Lindemann-Hinchelwood
rate coefficient” and ”Troe rate coefficient” differ.
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Figure 3: The ”Lindemann-Hinchelwood rate coefficient” and ”Troe rate coefficient” as a function
of bath gas concentration at different temperatures, when k300 K0 = 6.01·10−30 cm6 s−1, k300 K∞ =
5.77 · 10−13 cm3 s−1, n = 4.17, m = 2.08 and Fcent = 0.71. The parameters were obtained from
an article by Rissanen and coworkers, where the reaction of allyl radicals with molecular oxygen
was studied.31
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4 The Experimental Apparatus
Raimo Timonen and Arkke Eskola have built the experimental apparatus used in the measure-
ments. It has been described in detail in their 2003 article.19 The apparatus has been assembled
from both commercial and self-made components. The radicals under study are generated with
a pulsed exciplex laser into a laminar flow reactor and the concentration change of the radicals is
monitored in real time with a photoionisation mass spectrometer under pseudo-first-order con-
ditions. The general working principle of the apparatus is presented in Figure 4. The rest of this
chapter is devoted to explaining the working principles of individual components in more detail.
Figure 4: A schematic of the experimental apparatus.
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4.1 Fluid Flow in Pipes
4.1.1 Viscosity and Shear Stress
Viscosity η is a physical quantity that describes how easily momentum is transferred in a fluid (a
liquid or a gas). An equivalent definition of viscosity is that it is a quantity that describes a fluid’s
ability to resist flow. The smaller a fluid’s viscosity, the easier it flows. The viscosities of fluids
are temperature dependent, and the viscosities of liquids decrease with increasing temperature,
while the viscosities of gases increase with increasing temperature. This difference in behaviour
is explained by the fact that in liquids molecules interact strongly with surrounding molecules
and these interactions cause a liquid molecule to be in a potential energy well. Increasing the
kinetic energy of the liquid molecule makes it easier for it to escape the potential energy well.
In gas-phase intermolecular interactions are almost non-existent, and therefore the increase of
viscosity with increasing temperature is explained by the increase in collision frequency and
mean free path. This results in the molecules transferring momentum more often and over
longer distances. The viscosities of gases are not pressure dependent, because while increasing
pressure increases the collision frequency, it also decreases the mean free path and these two
phenomena counteract each other.10,32
The viscosity of some gas at temperature T can be calculated from Sutherland’s semi-empirical
equation33
η = η0
T0 + C
T + C
(
T
T0
) 3
2
, (4.1)
where η0 is a reference viscosity at a reference temperature T0 and C is the experimental Suther-
land constant of the gas.
Figure 5: The temperature dependencies of the viscosities of some common bath gases and their
Sutherland parameters.34,35
Shear stress is a physical quantity closely related to viscosity. If a fluid flows in the z-direction
in some pipe, the force resisting the flow can be calculated from the expression
Fres = Aτrz , (4.2)
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where A is the inner area of the pipe and τrz is the shear stress. Newton’s law of viscosity gives
the definition
τrz = −η ∂vz
∂r
zˆ (4.3)
for shear stress. Here, vz is the fluid’s velocity component in the pipe’s direction and r is the
radial coordinate of the pipe. Fluid’s that obey Newton’s law of viscosity are called Newtonian
fluids and all gases and most simple fluids are Newtonian fluids.32
4.1.2 The Knudsen and Reynolds Numbers
The Knudsen and Reynolds numbers are used to characterise the gas flow type in some system.
Flows can divided into two categories, viscous flows and nonviscous flows (free molecular flows).
The viscous flows can be further divided into laminar and turbulent flows. In a viscous flow,
the fluid molecules collide with each other far more often than with the walls of the system and,
therefore, the fluid can be approximated as continuous. This means that the mean free path of
the molecules is significantly smaller than the characteristic length of the system. For pipe flows
the characteristic length of the system is the pipe’s diameter. The definition of mean free path
is
λ =
η
p
√
piRT
2M
, (4.4)
where η is the viscosity of the fluid, p is pressure, R is the molar gas constant, T is temperature
and M is the molar mass of the fluid molecules. Viscous flow gradually changes to nonviscous flow
as the mean free path of the fluid molecules approaches the characteristic length of the system.
For nonviscous flow the assumption that the fluid is continuous also breaks down.36
The dimensionless Knudsen number tells when a flow changes from viscous to nonviscous and
its definition is
Kn =
λ
L
=
η
pL
√
piRT
2M
. (4.5)
Here L is the characteristic length of the system. When Kn < 0.01, a flow is considered viscous
and when Kn > 0.5, a flow is considered to be molecular flow. When the Knudsen number is
between these two limits the flow is called a Knudsen flow (transitional flow).36
The dimensionless Reynolds numbers is used to determine whether a fluid flow is laminar or
turbulent. In a laminar flow, the viscous forces (or friction forces) determine the behaviour of
the flow. For viscous pipe flow, the flow velocity varies from zero at the walls to a maximum at
the center of the radial cross-section of the pipe. The overall longitudinal cross-sectional velocity
profile is parabolic. The flow can be described as parallel fluid layers flowing at different velocities
and friction between the layers resists the flow. A laminar flow is regular, and the different fluid
layers flow ”smoothly”. Turbulent flow, on the other hand, is irregular and chaotic, where effects
arising from the fluid’s inertia (inertial forces) dominate the behaviour of the flow. The inertia of
a fluid is a measure of the fluid’s ability to resist change in its state of motion. For turbulent pipe
flow the velocity of the flow is also zero at the walls, but the overall time averaged longitudinal
cross-sectional velocity profile is less parabolic than in the case of laminar flow. The difference
of the two velocity profiles is shown in Figure 6. Turbulent flows behave irregularly both as a
function of time and space.32,36
The Reynolds number is the ratio of inertial forces to viscous forces and its definition is
Re =
ρvavgL
η
, (4.6)
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Figure 6: The velocity profiles for laminar flow and for turbulent flow.
where ρ is the density of the fluid, vavg is the average velocity of the fluid, L is the characteristic
length of the system and η is the viscosity of the fluid. For an ideal gas, the Reynolds number
can be expressed in the form
Re =
pMvavgL
RTη
. (4.7)
Here, p is the pressure of the system, M is the molar mass of the fluid, R is the gas constant and
T is temperature. It has been experimentally determined that when Re > 4000, the flow type is
turbulent, and when Re < 2300, the flow type is laminar.36
Figure 7: The Knudsen and Reynolds numbers as a function of pressure and temperature at
temperatures and pressures used by the experimental apparatus. The pressure axis begins from
p = 0.1 Torr. The viscosities at different temperatures were calculated with equation 4.1 ja and
the values of the other parameters are M = M(He) = 4.003 · 10−3 kg mol−1, L = 0.0017 m and
vavg = 5.0 m s
−1. It was assumed that the flowing fluid was helium and that it behaved like an
ideal gas.
The pressure and temperature ranges of the experimental apparatus are currently 0.15−4.0 Torr
and 190 − 600 K, respectively, and based on Figure 7, one can almost always approximate the
gas flow as laminar. At the lowest pressures, however, the flow begins to transition to Knudsen
flow.
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4.1.3 Determining the Velocity and Pressure Profiles of Laminar Flow in a Tubular
Reactor
Consider a laminar fluid flow in a tubular reactor shown below. Laminar flow means that one
Figure 8: The longitudinal cross-section of the experimental apparatus’ tubular reactor.
can ignore inertial forces and take into account only viscous forces. Then, the forces acting on
an infinitesimally small cylindrical element are
F = Fvisc + F∆p .
Here Fvisc are the viscous forces and F∆p is force caused by the pressure gradient in the reactor.
Other external forces, such as gravitation, have been neglected. When taking into the account
the cylindrical symmetry of the system and using equation 4.3, the previous equation can be
expressed in the form
F = τrzdAzφ +Arφdp
F = −η ∂vz
∂r
· 2pirdzzˆ + pir2 · dpzˆ .
Here dAzφ is the side area of a infinitesimally small cylinder element and Arφ is its bottom (or
top) area. r is the radial coordinate. When the flow reaches steady state (no longer changes as
a function of time), the net force acting on the system must be zero, giving
2pirη
∂vz
∂r
dz = pir2dp
∂vz
∂r
=
r
2η
∂p
∂z
dvz =
1
2η
∂p
∂z
rdr .
The pressure p is not a function of the radical coordinate r because the pressure gradient is in
the direction of the pipe. Now it is possible to solve the differential above,∫ 0
vz(r)
dvz =
1
2η
∂p
∂z
∫ Rrad
r
rdr
vz(r) = − 1
4η
∂p
∂z
(R2rad − r2) .
The boundary condition vz(Rrad) = 0 was used and here Rrad is the radius of the cylinder. From
this result, one can see that the velocity profile is parabolic and that the velocity of the fluid is
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zero at the walls (Rrad = r) and greatest at r = 0, where
vmax = −R
2
rad
4η
∂p
∂z
.
The average velocity of the fluid on a circular cross-section of the reactor can be obtained by
integrating the velocity over this area and dividing the result with the area of this cross sec-
tion.
vavg = − 1piR2rad
∫ Rrad
0
∫ 2pi
0
1
4η
∂p
∂z
(R2rad − r2)rdφdr
vavg = − 1
2ηR2rad
∂p
∂z
∫ Rrad
0
(rR2rad − r3)dr
vavg = − 1
2ηR2rad
∂p
∂z
(
R4rad
2
− R
4
rad
4
)
vavg = −R
2
rad
8η
∂p
∂z
vavg =
vmax
2
The pressure difference between two arbitrary points in the reactor can be calculated with the
following assumptions:
• The flowing fluid can be treated as an ideal gas.
• The temperature remains constant in the studied part of the reactor.
• The molar flow n˙ inside the reactor is known.
• The pressure in the beginning of the reactor is known.
Then
n˙ =
p
RT
V˙
n˙ =
p
RT
piR2radvavg
n˙ =
ppiR2rad
RT
· −R
2
rad
8η
∂p
∂z
−8ηRT n˙
piR4rad
∫ z2
z1
dz =
∫ p2
p1
pdp
−8ηRT n˙
piR4rad
(z2 − z1) = 1
2
(p22 − p21)
p22 − p21 = −
16ηRT n˙
piR4rad
(z2 − z1) .
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With the definitions z1 = 0, z2 = L and p2 = p(L) one can express the previously derived results
in the forms
p(L) =
(
p21 −
16ηRT n˙
piR4rad
L
) 1
2
(4.8)
v(r,L) =
2RTn˙(R2rad − r2)
piR4rad
(
p21 −
16ηRT n˙
piR4rad
L
)− 12
(4.9)
vavg(L) =
RTn˙
piR2rad
(
p21 −
16ηRT n˙
piR4rad
L
)− 12
(4.10)
vmax(L) = 2vavg(L) . (4.11)
Knowing how to calculate the pressure drop in the reactor of the experimental apparatus is
important because the pressure can only be measured in the beginning of reactor, but not close
to the pinhole. If one did not take into account the pressure drop, one would systematically
overestimate the concentration of the reactant, which means the obtained rate coefficients would
be systematically too small.
As mentioned in the end of chapter 4.1.2, at the lowest pressures the flow is no longer fully
viscous. However, because experiments have been conducted at these pressures, one needs to
know to what extent the flow deviates from fully laminar flow under these conditions. I have done
this by simulating the tubular flow in the reactor numerically with the Comsol Multiphysics
4.437 program.
First, I simulated laminar tubular flow with the program and compared these results with the
analytic results derived in this chapter. The numerical results were practically identical to the
analytic results, as they should be. After this I simulated, under the same conditions, the flow
as Knudsen flow. At high pressures (> 0.6 Torr) both models gave similar results, but at lower
pressures the results of these two models clearly deviated. I used the Comsol Multiphysics
4.4 program’s Slip Flow model to simulate Knudsen flow and this model is supposed to work for
flows where 0.01 < Kn < 0.5.37 One would therefore expect this model to give a more accurate
description of the flow at low pressures than the laminar flow model. What I learnt from the
simulations was that at low pressure the laminar flow model overestimates the pressure drop and
that the velocity profile of Knudsen flow is less parabolic (more flat) than the velocity profile of
laminar flow. The details and results of the simulations are given in Figures 9, 10, 11, 12, 13 and
14.
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Figure 9: On the left are the laminar flow velocity profiles simulated with the Comsol Multi-
physics 4.437 program at different pressures and on the right are the corresponding velocity
profiles calculated with equation 4.9. The simulations also show the pressure drop in the reactor
and these pressure drops were compared with the pressure drop predicted by equation 4.8. The
pressures in the beginning and end of the reactor are shown next to the velocity profile.
In all simulations and calculations the temperature was set to 298 K, the length of the reactor
was 0.5 m, the radius of the reactor was 0.0085 m and the flowing gas was helium. The numerical
model was Single Phase Flow - Laminar Flow - Compressible Flow (Ma < 0.3). The geometry
of the system was 2D axisymmetric and the used grid was finer. The boundary conditions in
the simulations were that the velocity of the fluid was zero at the walls (No Slip), the average
velocity of the fluid was 4.5 m s−1 in the beginning of the reactor and some desired pressure was
set in the end of the reactor. For the analytic calculations the average velocity of the fluid was
set to 4.5 m s−1 in the beginning of the reactor and the initial pressure in the beginning of the
pipe was chosen from the corresponding simulation.
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Figure 10: On the left are laminar flow velocity profiles calculated with the Comsol Multi-
physics 4.437 program at different pressure and on the right are the corresponding velocity
profiles for Knudsen flow. The pressure drop in the reactor was also simulated with both models
and the pressures in the beginning and end of the reactor are shown next to the velocity profile.
In all simulations and calculations the temperature was set to 180 K, the length of the reactor
was 0.5 m, the radius of the reactor was 0.0085 m and the flowing gas was helium. The numerical
model and boundary conditions for laminar flow were same as in Figure 9. For Knudsen flow
the numerical model was Single Phase Flow - Slip Flow - Compressible Flow (Ma < 0.3). The
boundary conditions were the same as in the laminar flow model, except that the fluid velocity
was not set to zero at the walls. The behaviour of the fluid near the walls was evaluated with
the Maxwell model and the slip coefficient (av) was set to 0.9. The wall temperature was also
set to 180 K. The grid and geometry of the system are the same as in Figure 9.
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Figure 11: The details of the simulations are the same as in Figure 10, but the gas and wall
temperatures were set to 298 K.
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Figure 12: The details of the simulations are the same as in Figure 10, but the gas and wall
temperatures were set to 425 K.
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Figure 13: The details of the simulations are the same as in Figure 10, but the gas and wall
temperatures were set to 550 K.
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Figure 14: Numerically simulated velocity and pressure profiles at a pressure of roughly 400
pascals (about three Torrs). Here the velocity profile is also shown in three dimensions. The
details of the simulations are the same as in Figure 10, but the gas temperature was set to 298
K.
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4.2 Tubular Reactors
It is possible to insert different kinds of tubular reactors into the experimental apparatus. Stain-
less steel reactors are used most commonly. These reactors can have inner diameters of 0.6 cm,
0.8 cm or 1.7 cm. At low temperatures (T ≤ 363 K) these reactors are coated with halocarbon
was (HW). At temperatures above 363 K, these reactors must be coated with polydimethylsilox-
ane (PDMS). Quartz reactors with inner diameters of 1.65 cm are also used sometimes. These
reactors are either uncoated or coated with boric acid. The purpose of the coatings is to min-
imise the rate at which the radicals react with the reactor walls. A high wall rate is usually
a problem and this problem will be discussed later. With these reactors it is possible to cover
the pressure range 0.2− 50 Torr. If possible, the measurements are usually done in the pressure
range 0.5− 3 Torr for better signal quality. The low pressure inside the reactor is produced with
a mechanical pump (Varian SD-450).
Over the temperature range 180− 365 K the temperature of the reactor can be controlled with
a cooling mantle that has methanol (T = 180 − 298 K) or distilled water (T = 298 − 365 K)
circulating in it. The temperature of the circulating methanol or water is controlled with a
Heto-Holten CBN 28-90/HMT 4000 thermostat. Higher temperatures (T = 365− 600 K) can be
reached by surrounding the reactor with electrically heated resistors. The heated portion of the
reactor is typically around 30 cm in length. The axial temperature dependence of the reactor
has been measured with a K-type thermocouple and the temperature fluctuation in the reactor
is ±2 K. This measurement is presented in Figure 15.
Figure 15: The temperature of the reactor as a function of distance from the pinhole. The voltage
(vertical axis) is linearly proportional to temperature.
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4.3 Determining the Concentrations of the Reactant and the Bath
Gas
The bath gas the experimental apparatus uses is usually helium, but it is also possible to use
other inert gases such as N2 or Ar. In a typical measurement, the bath gas makes up over 98 % of
the gas flowing in reactor to ensure that the reaction under study does not significantly alter the
temperature or pressure in the reactor. However, for very slow reactions the reactant can make
up to 10 % of the flow. For slow reactions, large reactant concentrations have to be used so that
the decay of the radicals under study can be observed during the timescale of the measurement
(∼ 0.07 s).
When the gas flow reaches steady state in the reactor, the molar flow n˙ is same in every radial
cross-section of the reactor and no longer changes as a function of time. The molar flow of the
bath gas n˙He is determined by measuring the gas flow that comes out from the reactor (n˙rc) and
from the pinhole (n˙ph). The bath gas molar flow is
n˙He = n˙rc + n˙ph .
The molar flow n˙He also includes the radical precursor, which makes up a tiny percentage of the
total flow. To make calculations easier, a pinhole correction
χ =
n˙ph
n˙rc + n˙ph
(4.12)
is introduced. The advantage of defining a pinhole correction is that one does not need to
measure the pinhole flow separately for each measurement. If the pinhole is small, the pinhole
correction does not change appreciably as a function of pressure and flow velocity. This has
the advantage that the pinhole correction needs to be measured only once for each reactor. For
larger pinhole sizes the pinhole correction can change slightly as a function of pressure and flow
velocity and the pinhole correction has to be measured for multiple pressure and flow velocity
combinations.
The molar outflow from the reactor is determined at lab temperature Troom and pressure proom
by measuring the average velocity of a soap bubble in a burette, and by using the ideal gas
equation. This gives the expression
n˙rc =
proom∆VHe
RTroom∆tHe
for the molar outflow. Now the bath gas molar flow can be expressed in terms of measurable
quantities
n˙He = n˙rc + n˙ph
n˙He = n˙rc +
χn˙rc
1− χ
n˙He =
n˙rc − χn˙rc + χn˙rc
1− χ
n˙He =
1
1− χ
(
proom∆VHe
RTroom∆tHe
)
. (4.13)
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The molar flow of the reactant (oxygen in this work) is determined directly be measuring the
pressure change in a known volume as a function of time
n˙O2 =
Vknown∆pO2
RTroom∆tO2
. (4.14)
The total molar flow is obviously
n˙tot = n˙He + n˙O2 . (4.15)
The pressure in the beginning of the reactor (pHe) is measured only when the bath gas flow is
present. However, if the molar flows of the bath gas and reactant are known, the total pressure
p1 in the beginning of the reactor can be easily calculated, because
pO2
pHe
=
n˙O2
n˙He
and p1 = pHe + pO2 ,
so
p1 = pHe +
n˙O2
n˙He
pHe = pHe
(
1 +
n˙O2
n˙He
)
. (4.16)
From the total molar flow one can calculate the average flow velocity in the beginning of the
reactor
n˙tot =
p1
RTroom
V˙1
n˙tot =
p1A
RTroom
x˙1
x˙1 =
n˙totRTroom
p1piR2rad
. (4.17)
If the distance from the beginning of the reactor to the start of the heated/cooled region is
L1, then the pressure just before the heated/cooled region can be calculated from equation 4.8,
giving
pint =
(
p21 −
16ηTroomRTroomn˙tot
piR4rad
L1
) 1
2
. (4.18)
Here the subscript ”int” refer to intermediate result. From Figure 15 one can see that gas
temperature transitions quickly to the desired temperature when it reaches the heated/cooled
portion of the reactor. It is hard, if not impossible, to treat this transition area analytically, so
when calculating the pressure drop, it is assumed that flowing gas reaches the desired temperature
immediately upon entering the heated/cooled region. If the distance from the beginning of the
heated/cooled region to the middle of the heated/cooled region is L2, then the pressure and flow
velocity at this point are
p2 =
(
p2int −
16ηTRTn˙tot
piR4rad
L2
) 1
2
and (4.19)
v2 =
n˙totRT
p2piR2rad
. (4.20)
The pressure is determined in the middle of the heated/cooled region to obtain a reasonable
average for the gas pressure in the heated/cooled region. When pressure p2 is known, one can
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calculate the helium (bath gas) and oxygen (reactant) concentrations at this point using the ideal
gas equation, giving
[He] =
pHe
RT
=
n˙He
n˙tot
p2
RT
and (4.21)
[O2] =
pO2
RT
=
n˙O2
n˙tot
p2
RT
. (4.22)
4.4 Radical Generation
The studied radicals are introduced into the reactor by using an ASX-750 exciplex laser. The
operating principle of the laser is simple. The laser cavity initially has fluorine gas (F2) and some
noble gas in it, typically argon or krypton. Ionised fluorine atoms, ionised noble gas atoms and/or
excited noble gas atoms are produced inside the cavity with an electric discharge and these atoms
are allowed to react with each other. This leads to the formation of excited fluorine-noble gas
complexes, which emit radiation when they relax to their ground state. The wavelength of the
emitted radiation is 248 nm for KrF complexes and 193 nm for ArF complexes. It is typical
for the complexes of fluorine atoms and noble gas atoms that the excited state is binding and
the ground state is dissociative. This makes it possible to produce a population inversion in an
exciplex laser.38,39 The operating principle of the laser is also shown graphically in Figure 16.
Figure 16: The operating principle for a Krypton Fluoride exciplex laser. The operating pricinple
is completely analogous for an Argon Fluoride exciplex laser.
It is generally impossible to store radicals due to their high reactivity, so they must be produced
in situ for the measurements. The radicals under study are generated from suitable precursors by
photolysing the precursors with a pulsed UV-laser (193 nm or 248 nm). In photolysis, a molecule’s
bond is dissociated homolytically to produce two radicals. In the gas phase, bond dissociation is
almost always homolytic.40 In some cases the photolysed molecules dissociates into more than
two pieces. Methyl vinyl ketone (H3C−C(O)−CH−CH2), for instance, dissociates into methyl
radicals (•CH3), carbon monoxide (CO) and vinyl radicals (C2H3
•) when photolysed with 193 nm
light.41 A molecule can also have multiple photolysis channels, but this can often be controlled
by using photons with suitable wavelengths.26 Many carbon-cented hydrocarbon radicals can be
produced by photolysing bromine substituted hydrocarbons with UV-light.26
In an ideal measuring device the studied radicals would be generated homogeneously into reactor.
To be able to produce the radicals into the reactor as homogeneously as possible, the following
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must be considered:
1. The laser pulse is aimed in the direction of the pipe, which means that the intensity of
laser pulse, and therefore the number density of the radicals, decreases according to the
Beer-Lambert law. This problem can be avoided by employing low pressures and using
low precursor concentrations (< 1.0 · 1013 cm−3). Tests performed by Raimo Timonen
and David Gutman with a similar apparatus showed that the intensity of the laser pulse
decreases less than one percent under typical measurement conditions.
2. In chapter 4.1 it was discovered that there is necessarily a pressure gradient in the reactor.
Because concentration is a function of pressure, it means that there must also be a concen-
tration gradient in the reactor. If the pressure gradients are sufficiently small, this should
not be a major problem.
3. The radial cross-section of the laser pulse is smaller than the radial cross-section of the
reactor, so immediately after the the laser pulse, the radical concentration is not a constant
in the radial direction. This means that the pressure inside the reactor must be kept
sufficiently small to allow for rapid diffusion of radicals. The parabolic velocity profile of
the flow can also produce radial concentration gradient if the diffusion of the radicals is
not fast enough. For laminar flow reactors, a general rule of thumb is that if the pressure
is below 10 Torr, the diffusion of the radicals is fast enough.42
4. If the laser has been aimed poorly, after a certain point part of the laser pulse will be
absorbed by the reactor walls. When part of the laser pulse is absorbed by the wall, this
obviously means that fewer radicals are produced. This leads to an axial concentration
gradient for the radicals. The laser pulse also naturally diverges, and if it diverges enough
to hit the walls, it leads to the same problems than in the case of a poorly aimed laser.
The concentration of the radicals [R•] in the reactor after a laser pulse can be calculated from
the equation
[R•] = φσI[Pr] , (4.23)
assuming one knows the concentration of the radical precursor [Pr], the quantum yield φ of the
photochemical reaction, the intensity I of the laser pulse and the absorption cross-section σ of
the precursor molecule. The radical precursor is introduced into the reactor by bubbling helium
through a liquid precursor. If the vapour pressure of a precursor is known, the concentration of
the radical precursor in the beginning of the reactor can be calculated from
[Pr] =
ptot − pHe
RTroom
p
(Pr)
vap
proom
, (4.24)
where ptot is the pressure in the beginning of reactor (including the precursor flow), pHe is the
pressure in the beginning of the reactor without the precursor flow, R is the molar gas constant,
Troom is room temperature, p
(Pr)
vap is the vapour pressure of the precursor and proom is the pressure
inside the lab (∼ 1 atm). From this one can continue to calculate the precursor concentration
in the middle of the heated/cooled region if the magnitude of the pressure drop is known. The
vapour pressure of a chemical can be calculated from the empirical Antoine equation
pvap = 10
A− BC+T Torr , (4.25)
where A, B and C are experimentally determined parameters and T is temperature in degrees
Celsius. Calculating the vapour pressure of some precursor with the Antoine equation obviously
assumes that the parameters are known for that substance.
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Often the vapour pressures, quantum yields and/or absorption cross-sections of precursors are
unknown (especially concerning their temperature dependencies), which means that the radical
concentrations in the reactor cannot be calculated. On the other hand, the whole purpose of
pseudo-first-order kinetics is that one does not need to know the concentration of the radicals,
provided that the concentration is several degrees of magnitude smaller then the concentration
of the reactant. The concentration of the radicals is calculated only to ensure that one is working
under pseudo-first-order conditions. When the radical concentration cannot be calculated, there
are several indirect ways of determining if one is working under pseudo-first-order conditions. For
instance, one can compare the intensity of the radical precursor signal before and after the laser
pulse. Also, it is usually easy to see from the measured decay signals if there exists second-order
behaviour.
4.5 Radical Detection
As mentioned in the previous chapter, the studied radicals are generated with a pulsed exciplex
laser. The pulse frequency is typically 5 Hz. Because the reactors are approximately 80 cm in
length, the flow velocity is kept around 5 m s−1 to ensure that each laser pulse hits a fresh gas
mixture. Between laser pulses the radicals have about 0.2 seconds to react with the reactant
and the reactor walls. Immediately after the laser pulse, the radicals at the pinhole have not
had time to react. As time passes, the gas flow brings to the pinhole gas mixtures that have
had increasingly more time to react. This allows one to monitor the radical concentration in the
reactor as a function of time.
Because the velocity profile of laminar flow is parabolic, one might initially think that radicals
at the walls of the reactor have more time to react than the radicals in the center. Although
the velocity profile is parabolic, the low pressures employed (< 10 Torr) allow the radicals from
different ”velocity layers” to rapidly mix with each other. This means that the average flow
velocity of the radicals is the same as the average flow velocity of the total flow.
The radicals that are sampled through the pinhole are ionised with a resonance-discharge lamp.
At low pressures, resonance-discharge lamps are a source of quasi-monochromatic light.43 The low
pressure used by the resonance-discharge lamp is produced with a mechanical pump (Mitsubish
CP-80). A resonance-discharge lamp produces UV-light by exiting the lamp gas atoms with
accelerated electrons and the relaxation of the excited atoms emits light. The wavelengths
emitted by the lamp gas atoms are gas specific. The electrons in the lamp are generated by
ionising the lamp gas atoms. This ionisation is initially done with a Tesla coil and after that the
generated plasma in maintained with an Opthos MPG-4 microwave generator. Table 1 shows
the UV wavelengths emitted by some common lamp gases.
Table 1: The UV-wavelengths emitted by some important resonance-discharge lamp gases.44,45
Atom UV Emission Line (eV) Atom UV Emission Line (eV)
H 10.20, 12.09 He 21.22, 40.81
N 7.11, 8.31, 8.78 Ne 16.67, 16.85, 26.81, 26.91
O 9.49, 9.50, 9.52 Ar 11.62, 11.83, 13.30, 13.48
Cl 8.88, 8.92, 9.09 Kr 10.03, 10.64
Br 7.59-8.33 (7 lines) Xe 8.44, 9.57
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As one can see from Table 1, lamp gases typically have more than one emission line. In general,
one wants to use as small photon energies as possible for ionisation because higher energy photons
might dissociate the radical or produce additional radicals from the precursor. This problem is
circumvented by using salt windows that absorb practically all UV radiation after a certain
energy threshold is surpassed. Table 2 gives a list of salt windows used by the experimental
apparatus and their energy thresholds.
Table 2: Energy thresholds for several salt windows. At energies above the threshold, the salt
window absorbs all UV-light. eV = 1.602677 · 10−19 J.
Salt Window Cutoff Energy (eV)
LiF 11.9
MgF2 11.1
CaF2 10.2
Al2O3 (sapphire) 8.8
SiO2 (quartz) 7.6
After ionisation the ions are mass selected with a quadrupole mass spectrometer (Extrel, C-
50/150-QC/19 mm rods). The mass spectrometer directs the ions to an electron multiplier
(EG&GOrtec VT 120, EG&G Ortec 9302 ja EG&G Ortec MCS plus), where the ions are con-
verted into an electric signal. The intensity of this electric signal is proportional to the number
of ions hitting the electron multiplier. Mass spectrometers need a vacuum to work and the low
pressure in the vacuum chambers is maintained with four diffusion pumps (Alcatel, Edwards,
Varian and Speedivac) and one mechanical pump (Edwards E2M40).
Photoionisation mass spectrometry is a very sensitive and selective detection method for radicals.
One reason for this is that the photoionisation cross-sections of molecules σPI(hν) behave like
the Heaviside step function. This means that the value of σPI(hν) is zero before some energy
threshold and immediately reaches its maximum value after crossing the threshold.46 In this
regard σPI(hν) differs from the electron impact ionisation cross section σEI(hν), which begins
to grow linearly after reaching a certain energy threshold.46 Another reason for the method’s
sensitivity and selectivity is that the photon source is easy to adjust by using different lamp gas
and salt window combinations. The detection method of the experimental apparatus is by no
means perfect. For instance, the dissociation energy of some molecules, such as ethyl peroxy
radical, is lower than their ionisation energy. Such molecules are impossible to detect using
resonance-discharge lamps. It is also possible, although rare, that two molecules with same mass
have almost the same ionisation energy and, therefore, they cannot be selectively detected.
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5 The Oxygen Reactions of Propargyl-Type Radicals
The oxygen reactions of propargyl-type radicals have received litte study.1,14 To my knowledge,
only the reactions
C3H3
• + O2 and (R1)
1-C4H5
• + O2 . (R2)
have been investigated before. The propargyl (prop-2-yn-1-yl) reaction R1 has been studied in
four articles5,7–9 and the 1-methylpropargyl (but-2-yn-1-yl) reaction R2 has been studied in one
paper.6 Propargyl-type radicals are resonance stabilised and they have two resonance forms, an
allenic one and an acetylenic one (see Figure 17). One consequence of this is that they have, at
least in principle, two radical centers that can react with oxygen.
Figure 17: The resonance structures of the propargyl-type radicals under study. Their trivial
names are given in brackets.
Slagle and Gutman have measured the rate coefficients and equilibrium constants of reaction
R1 with a tubular flow reactor coupled to a photoionisation mass spectrometer.5 They covered
the temperature range 293 − 900 K and they observed single-exponential decay of the radical
signal in the temperature ranges 293 − 333 K and 500 − 900 K. In the former temperature
range, negative temperature dependence was observed. In the latter temperature range, the
reaction showed positive temperature dependence. In the temperature range 380− 430 K, they
observed an equilibrium signal that had to be fitted with a double exponential function (more
about this in chapter 8.2). Furthermore, Slagle and Gutman found reaction R1 to be dependent
on bath gas concentration at low temperatures (293 − 333 K). Above 380 K, they were able to
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observe the reaction product C2H2O (ketene). In addition, Dong and coworkers have observed
the products HCO•, CO and CO2 for reaction R1 using time resolved Fourier transform infrared
spectroscopy.8
Atkinson and Hudgens have studied reaction R1 at T = 295 K using cavity ring-down spec-
troscopy.9 While they did not study the temperature dependence of the reaction, they covered
a larger pressure range (2.25 − 100 Torr) than Slagle and Gutman (0.6 − 6 Torr). Their mea-
surements indicate that reaction R1 does not reach its high pressure limit even at p = 100 Torr.
They extrapolated the high pressure rate coefficient k295 K∞ = 2.3 · 10−13 cm3 s−1 from their
data.
The potential energy surface of reaction R1 has been computed in two studies.7,8 According
to the computations of Hahn and coworkers,7 the reaction begins with the addition of oxygen
to either of the radical sites in the two resonance forms (see Figure 17). Typically the oxygen
reactions of hydrocarbon radicals do not have addition barriers,14 but in the case of propargyl,
Hahn and coworkers’ computations showed barriers for both of the possible addition reactions.
The addition barrier for the allenic resonance structure was found to be ∼ 13 kJ mol−1 higher
than for the acetylenic resonance structure. The addition barriers are the result of the loss of the
resonance stabilisation when propargyl and oxygen form the peroxy radical. For the same reason,
the well depth of the C3H3O2
• peroxy radical (∼ 19 kJ mol−1) is smaller than, for instance, the
well depth of ethylperoxy radical (∼ 34 kJ mol−1).7 The computations in both studies confirmed
a reaction pathway that results in the formation ketene, which Slagle and Gutman were able to
detect. However, this reaction pathway proceeds from the allenic resonance structure and involves
barriers that are above the energy of the reactants. It is therefore expected that this pathway is
relevant only at higher temperatures, which is what Slagle and Gutman observed.5,7
Slagle and coworkers have measured the rate coefficients and equilibrium constants of reaction
R2,6 and like reaction R1, they observed reaction R2
i) to be dependendent on bath gas concentration at low temperatures (T ≈ 298 K).
ii) to have single-exponential decay signals at low temperatures (T ≈ 298 K) and at high
temperatures (600− 900 K).
iii) to have equilibrium signals at intermediate temperatures (370− 410 K).
iv) to have a positive temperature dependence at high temperatures (600− 900 K).
The only reaction product Slagle and coworkers detected was C3H4O (methylketene), but they
could not confirm that it was the result of reaction R2. All of the similarities between reactions
R1 and R2 suggest they have a similar reaction mechanism both at low and at high tempera-
tures.
In this work I have further contributed to our knowledge about the oxygen reactions of propargyl-
type radicals by measuring the rate coefficients and equilibrium constants for the previously
unstudied1,14 reactions
3-C4H5
• + O2 and (R3)
3-C5H7
• + O2 . (R4)
Here 3-C4H5
• and 3-C5H7
• stand for 3-methylpropargyl (but-2-yn-1-yl) and 3-ethylpropargyl
(penta-2-yn-1-yl), respectively. I have combined my experimental results with quantum chemical
computations. Furthermore, I have reanalysed the equilibrium results5,6 for reactions R1 and
R2 with an improved kinetic mechanism (more about this in chapter 8.2). These results were
also combined with quantum chemical computations.
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6 Computational Section
The Gaussian software package47 was used in all computations. The level of theory used in all
computations was B3LYP/Def2TZVP. Dispersion was accounted for with the keyword GD3BJ.
I investigated the formation of the initial peroxy radical for reactions R1, R2, R3 and R4 by per-
forming a relaxed potential energy scan. Like Hahn and coworkers’, I discovered small activation
barriers for reaction R1 (see Figure 18). In this respect, the oxygen reactions of propargyl-type
radicals differ from the oxygen reactions of alkyl radicals, which have no barriers (also shown
in Figure 18). The reaction barrier for the acetylenic reaction was significantly lower than the
barrier for the allenic reaction. Reactions R3 and R4 also showed activation barriers, but they
were visibly lower than their corresponding barriers for reaction R1. For reaction R2, the compu-
tations showed an activation barrier only for the allenic reaction. The presence of an alkyl group
attached to the radical center is probably responsible for the lack of an activation barrier for the
acetylenic reaction of R2. It was discovered for all reactions that the allenic peroxy radical was
significantly lower in energy than the acetylenic peroxy radical.
The potential energy surfaces shown in Figure 18 is probably qualitatively correct, but there are
reasons to believe it is not quantitatively reliable. Firstly, there was significant spin contamination
in the calculations. Secondly, multireference methods are probably needed to accurately model
the bond forming/dissociation process of propargyl-type radicals.7 It could well turn out that all
the ”activation” barriers shown here are in fact below the energy of the reactants when calculated
with higher level of theory.
The standard reaction entropies for reactions R1, R2, R3 and R3 were also computed. The
calculated entropies were needed for a third-law determination.48 A small problem arises here
because the acetylenic and allenic reactions have slightly different reaction entropies. I dealt
with this problem by assuming that the system is under thermodynamic control and that the
two peroxy radical isomers are in equilibrium. I believe this assumption to be justified when
equilibrium signals are observed, because the activation barriers for the reverse reactions are much
larger than the activation barriers of the forward reactions (see Figure 18). I then calculated their
relative concentrations using equation 3.7 at the temperatures where equilibrium was observed.
I discovered that the acetylenic peroxy radical never made more than 10 % of the total peroxy
radical concentration for any of the reactions. Therefore, I have used only the standard reaction
entropies of the allenic reactions in the third-law analyses. The calculated entropies were
∆S−	−298 K,allenic(C3H3
• + O2) = −147.79 J K−1 ∆S−	−298 K,acetylenic(C3H3• + O2) = −142.77 J K−1
∆S−	−298 K,allenic(1-C4H5
• + O2) = −155.59 J K−1 ∆S−	−298 K,acetylenic(1-C4H5• + O2) = −150.04 J K−1
∆S−	−298 K,allenic(3-C4H5
• + O2) = −155.44 J K−1 ∆S−	−298 K,acetylenic(3-C4H5• + O2) = −125.38 J K−1
∆S−	−298 K,allenic(3-C5H7
• + O2) = −156.66 J K−1 ∆S−	−298 K,acetylenic(3-C5H7• + O2) = −126.86 J K−1 .
The Gaussian software package was also used to compute the correction functions f(T ) given in
equation 2.19.
Although hindered rotors are present in the molecules under study, hindered rotor analyses were
not performed when computing the entropies and the correction functions. It was assumed that
the error caused by this would largely cancel out if one failed to correct for hindered rotations for
both the reactants and the products. This, however, is a source of some error in the calculated
entropies.
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Figure 18: The relaxed potential energy surface scans of the oxygen reactions under study. The
calculations were done at B3LYP/Def2TZVP (GD3BJ) level of theory at T = 0 K.
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7 Experimental Section
I have measured reactions R3 and R4 as a function of pressure (0.2− 2.5 Torr) and temperature
(203 − 366 K) in a stainless steel tubular flow reactor that was coated with halocarbon. One
rate coefficient determination was done in a quartz reactor that was coated with boric acid. The
reactors employed were about 80 cm in length and had inner diameters of 1.70 cm (stainless
steel) or 1.65 cm (quartz). The flow velocity in the reactor was kept close to 5 m s−1 because
the laser pulse frequency was 5 Hz. Therefore, a fresh gas sample was flowing in for each laser
pulse. The oxygen concentration was typically much less than 10 % of the total concentration.
The 3-methylpropargyl and 3-ethylpropargyl radicals were generated uniformly in the reactor
with 193 nm or 248 radiation from brominated precursors. The photochemical reactions used
were
CH3−C ≡ C−CH2Br 193 nm−−−−−→
ArF
CH3−C ≡ C−(C•)H2 + Br• , (7.1)
CH3−C ≡ C−CH2Br 248 nm−−−−−→
KrF
CH3−C ≡ C−(C•)H2 + Br• , (7.2)
(7.3)
CH3−CH2−C ≡ C−CH2Br 193 nm−−−−−→
ArF
CH3−CH2−C ≡ C−(C•)H2 + Br• and (7.4)
CH3−CH2−C ≡ C−CH2Br 248 nm−−−−−→
KrF
CH3−CH2−C ≡ C−(C•)H2 + Br• . (7.5)
The laser fluences used were (2−5) mJ cm−2 for the ArF laser and (6−45) mJ cm−2 for the KrF
laser. At low temperatures (T ≤ 298 K) the rate coefficients did not depend on the photolysis
wavelength. However, 248 nm radiation was preferred because it was observed for C5H7Br that
193 nm radiation also produced low intensity signals at mass-to-charge ratios (m/z) 15 and 52.
The signal at m/z = 15 was observed with a hydrogen lamp (10.2 eV). It most likely corresponds
to the methyl radical. The signal at m/z = 52 was observed with a low energy chlorine lamp
(8.9− 9.1 eV), suggesting that it is some kind of a (di)radical.
A chlorine lamp with a calcium fluoride window was usually used to ionise the radicals under
study. A Xenon lamp with a sapphire window was used in a few rate coefficient determinations.
It was discovered that both ionisation methods yielded consistent results. A chlorine lamp
was preferred because it produced better quality signals. Reaction products were sought with
different lamps (chlorine, hydrogen and neon), but no reaction products were observed. Based
on previous studies,5–8 it seems likely that in the temperature range covered in this work (203−
366 K) the probable reaction products for reactions R3 and R4 are C4H5OO
• and C5H7OO
•,
respectively. Peroxy radicals are notoriously difficult to observe with the detection method
employed in this work because, in many cases, their dissociation energies are lower than their
ionisation energies.49
The gases and liquid precursors used in the measurements were AGA Laboratory Helium 5.6
(99.9996 %), AGA Instrument Oxygen 5.0 (99.999 %), Aldrich C4H5Br (98 %) and Aldrich
C5H7Br (98 %). The radical precursors were purified from impurities by multiple freeze-pump-
thaw cycles. The precursors concentrations in the reactor could not be calculated because their
vapour pressures are unknown.
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8 Data Analysis
8.1 Single Exponential Decay
At temperatures below and equal to room temperature, the radical ion signals for both 3-
methylpropargyl and 3-ethylpropargyl were found to decay irreversibly due to the reactions
R• + O2
k−−−−→ and (8.1)
R•
kw−−−−−→ . (8.2)
The first reaction accounts for the decay of the radical signal due to the oxygen reaction. The
second reaction takes into account every other reaction that causes the radical signal to decay.
These include the reactions of the radicals with reactor walls, the reactions of the radicals with
the radical precursor and the self reactions of the radicals. If these other processes are assumed
to be first-order reactions with respect to the radical concentration [R•], the radical rate law
is
˙[R•] = −k[R•][O2]− kw[R•] . (8.3)
Under pseudo-first-order conditions the concentration of [O2] remains approximately constant
and it can be ”combined” with the bimolecular rate coefficient to yield
˙[R•] = −k′[R•] , (8.4)
where k′ = k[O2] +kw. Here k
′ is the pseudo-first-order rate coefficient, k is the bimolecular rate
coefficient and kw is called the wall rate, even though it accounts for more than just the wall
reaction. The solution of the differential equation above, with the initial value [R]t=0 = [R]0,
is
[R] = [R]0e
−k′t . (8.5)
At low temperatures (T ≤ 298 K) I fitted with the linear least squares method the function
8.5 to the measured radical decay signals to obtain the pseudo-first-order rate coefficient k′. A
constant had to be added to the fitting function 8.5 to account for the background signal. The fit
also gives a value for the parameter [R]0, which is not the initial radical concentration, but some
value proportional to it. The fit was usually started a few milliseconds after the laser pulse to
ensure that radicals had enough time to thermalise. The thermalisation should occur in less than
a millisecond.50 This also ensured that the radicals had enough time to homogeneously spread
throughout the reactor before the data analysis was initiated. Because the flow velocities were
generally between 4− 6 m s−1, and the heated/cooled section of the reactor was approximately
30 cm in length, the fit was ended 0.06 − 0.07 seconds after the laser pulse. I used the nlinfit-
function of Matlab to perform the fits. The standard errors of the fit parameters were obtained
by taking the square roots of the diagonal elements of the covariance matrix.
I have coded a graphical user interface with Matlab to make the fitting of the measured signals
and necessary concentration calculations as simple as possible. The program allows me to carry
out the calculations shown in chapter 4.3 with one button press after I have input all necessary
data. The program uses the propagation of error to calculate the uncertainties of the concentra-
tions. The program can be freely downloaded from:
https://github.com/ttpekkan/git/tree/master/Kinetics Lab’s Fitting Program
The value of the bimolecular rate coefficient can be obtained by measuring the value of k′ at
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different oxygen concentrations because k′ is a linear function of [O2] (k
′ = k[O2] + kw). Chang-
ing the concentration of oxygen in the reactor does not significantly alter the pressure inside
reactor because the oxygen concentration is small compared with the concentration of the bath
gas (helium). One can then plot the measured values of k′ as a function of oxygen concentration
to construct the pseudo-first-order plot. The slope of the linear fit made to the data gives the
bimolecular rate coefficient k and the intercept of the fit gives the wall rate kw. The wall rate
obtained from the fit can be compared with the measured wall rate to evaluate the quality of the
fit. An example of a pseudo-first order plot is given in figure 19. I used the Origin 7.5 software
to make the linear fits and the program automatically gives the standard errors (1σ) of the fits.
The 95 % confidence interval of the measurement is obtained by multiplying the standard error
with 1.96. This error analysis accounts only for the statistical errors. The systematic errors of
the measurements are discussed in a later chapter.
Figure 19: A typical pseudo-first-order plot for a 3-C5H7
•+O2 reaction. The reaction conditions
were T = 223 K and pHe = 0.42 Torr. The radical decay signal in the absence of O2 is shown
in the bottom right corner. In the top left corner is shown the radical decay signal when [O2] =
7.92 ·1013 cm−3. The decay rates are kw = (6.18±0.59) s−1 and k′ = (92.9±2.94) s−1. The value
obtained from the linear fit for the bimolecular rate coefficient is k = (104±2.8) ·10−14 cm3 s−1.
The uncertainties are the standard errors (1σ) of the fits.
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8.2 Double Exponential Decay
Equilibrium signals were observed for reactions R3 and R4 at temperatures above 330 K (see
Figure 20). These signals could not be fitted with a single exponential function, and a double
exponential function had to be used instead. The double exponential fitting function can be
derived for the following reaction system:R
• + O2
k−−−−⇀↽ −
k−1
RO2
• kw,2−−−−−→ Products
R•
kw,1−−−−−→ Products
(8.6)
This reaction system leads to a system of differential equations{
˙[R•] = −k[R•][O2]− kw,1[R•] + k−1[RO2•]
˙[RO2
•] = k[R•][O2]− k−1[RO2•]− kw,2[RO2•]
. (8.7)
The following assumptions have been made:
• The wall reaction of R• is a first-order reaction with respect to [R•].
• The wall reaction of RO2• is a first-order reaction with respect to [RO2•]. Despite it is
name, the wall rate kw,2 takes into account all irreversible first-order reactions of RO2
•.
One such reaction could be the isomerisation reaction RO2
• −→ R−HOOH•.12
• The oxygen concentration is approximately constant (pseudo-first-order conditions).
It is important to note that in the derivation of the double exponential expression, it is assumed
that there are no reaction pathways where the initial step is not the formation of a peroxy radical.
Based on previous studies done on the oxygen reactions of propargyl radicals, this assumption,
however, appears to be justified.5,7,8
To make calculations less burdensome, the following definitions are used:
α = k[O2] γ = kw,1
β = k−1 δ = kw,2
[R•] = R [RO2
•] = P
The differential equation system is now{
R˙ = −(α+ γ)R+ βP
P˙ = αR− (β + δ)P . (8.8)
This can be converted into a matrix equation(
R˙
P˙
)
=
(−(α+ γ) β
α −(β + δ)
)(
R
P
)
X˙ =
(−(α+ γ) β
α −(β + δ)
)
X .
One can attempt to solve this with the trial solution X =
(
x1
x2
)
e−λt. Now one obtains
−λ
(
x1
x2
)
e−λt =
(−(α+ γ) β
α −(β + δ)
)(
x1
x2
)
e−λt(
λ− α− γ β
α λ− β − δ
)(
x1
x2
)
= 0 .
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Figure 20: The behaviour of the radical decay signal at temperatures 298 K (blue), 346 K
(orange) and 366 K (red). The oxygen concentrations in the measurements were 24.2 ·1013 cm−3,
37.0 · 1013 cm−3 and 42.3 · 1013 cm−3, respectively. The room temperature signal decays back to
the baseline, but signals corresponding to a chemical equilibrium can be seen to stay above the
baseline at temperatures 346 K and 366 K
This has a non-trivial solution if the corresponding determinant is zero. By requiring that the
determinant is zero, the eigenvalues λ can be solved.∣∣∣∣λ− α− γ βα λ− β − δ
∣∣∣∣ = 0
λ2 − (α+ β + γ + δ)λ+ βγ + αδ + γδ = 0
λ1,2 =
ξ ± [ξ2 − 4(βγ + αδ + γδ)]1/2
2
(8.9)
Here ξ = α + β + γ + δ. The eigenvectors can be obtained by plugging the eigenvalues back to
the matrix equation (
λ1,2 − α− γ β
α λ1,2 − β − δ
)(
x1
x2
)
= 0
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This gives rise to the simultaneous equations{
(λ1,2 − α− γ)x1 + βx2 = 0
αx1 + (λ1,2 − β − δ)x2 = 0
.
Both of these equations can be solved for x2, yielding two equivalent definitions for x2,
x2 =
λ1,2 − α− γ
β
x1 and (8.10)
x2 =
α
λ1,2 − β − δ x1 . (8.11)
One can use either equation 8.10 or 8.11 to write the solution. In the solution below, equation
8.10 has been used. Because λ can have two different values (it is assumed that λ1 and λ2 are
not degenerate), one now has two possible solutions for the differential equation,(
R
P
)
=
(
1
λ1−α−γ
β
)
e−λ1t or
(
R
P
)
=
(
1
λ2−α−γ
β
)
e−λ2t .
If both of these are a solution to the differential equation, then also a linear combination of these
two solutions must be solution to the differential equation. The most general solution therefore
is (
R
P
)
= A
(
1
λ1−α−γ
β
)
e−λ1t +B
(
1
λ2−α−γ
β
)
e−λ2t , (8.12)
where A and B are parameters that can solved from initial conditions. One can now plug back
in the initial variables to obtain the time dependent functions for [R•] and [RO2
•]:
[R•] = Ae−λ1t +Be−λ2t (8.13)
[RO2
•] = A
λ1 − α− γ
β
e−λ1t +B
λ2 − α− γ
β
e−λ2t (8.14)
The values of A, B, λ1 and λ2 can be obtained from the double exponential fit, and the wall
rate γ can be obtained by measuring the wall rate of the radical. Now all that remains is to find
a way to express the rate coefficients α, β and δ in terms of known parameters. The expression
for α can be obtained by requiring that at t = 0 the concentration of the reaction product RO2
•
is zero, giving
A
λ1 − α− γ
β
= −Bλ2 − α− γ
β
A
B
= −λ2 − α− γ
λ1 − α− γ
F = −λ2 − α− γ
λ1 − α− γ
Fλ1 − Fα− γF = −λ2 + α+ γ
α+ Fα = Fλ1 − γF + λ2 − γ
α(1 + F ) = Fλ1 + λ2 − γ(1 + F )
α =
Fλ1 + λ2
1 + F
− γ .
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Here the shorthand notation F = A/B was used. The expression for δ can be obtained by
requiring that equations 8.10 and 8.11 are equivalent
α
λ1 − β − δ =
λ1 − α− γ
β
.
Because λ1 + λ2 = ξ = α+ β + γ + δ (see equation 8.9), one can replace β in the above equation
with λ1 + λ2 − α− γ − δ, yielding
α
α+ γ − λ2 =
λ1 − α− γ
λ1 + λ2 − α− γ − δ
λ1 + λ2 − α− γ − δ = αλ1 + γλ1 − λ1λ2 − α
2 − αγ + αλ2 − αγ − γ2 + γλ2
α
−δ = αλ1 + γλ1 − λ1λ2 − α
2 − αγ + αλ2 − αγ − γ2 + γλ2
α
− αλ1 + αλ2 − α
2 − αγ
α
−δ = γλ1 − λ1λ2 − αγ − γ
2 + γλ2
α
δ =
1
α
(
λ1λ2 + αγ + γ
2 − γ(λ1 + λ2)
)
δ =
1
α
(
λ1λ2 + γ
Fλ1 + λ2
1 + F
− γ2 + γ2 − γ (λ1 + λ2)(1 + F )
1 + F
)
δ =
1
α
(
λ1λ2 +
γ
1 + F
(Fλ1 + λ2 − λ1 − λ1F − λ2 − λ2F )
)
δ =
1
α
(
λ1λ2 − γ λ1 + λ2F
1 + F
)
.
Now that δ and α are known, β can be easily solved from the equation λ1+λ2 = α+β+γ+δ.
To summarise, the double exponential function that expresses the concentration of the radical
as a function of time is
[R•] = Ae−λ1t +Be−λ2t , (8.15)
and when the fit parameters and A, B, λ1 and λ2 and the wall rate γ of the radical are known,
the rate coefficients α, β and δ can be calculated from the expressions
α =
Fλ1 + λ2
1 + F
− γ = k[O2] (8.16)
δ =
1
α
(
λ1λ2 − γ λ1 + λ2F
1 + F
)
= kw,2 (8.17)
β = λ1 + λ2 − α− γ − δ = k−1 . (8.18)
Typically the rate of a chemical reaction says nothing about the thermochemistry of the reaction,
but this is not quite true for equilibrium reactions. When a reaction reaches chemical equilibrium,
the forward and reverse rates of the reaction have to be equal. For the reaction
R• + O2
k−−−⇀↽ −
k−1
RO2
• (8.19)
this means that the equality
k[R•][O2] = k−1[RO2
•]
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holds true in equilibrium. If one assumes the gases to behave ideally (ai = pi/p
−	−), one can use
the previous equation to express the equilibrium constant in terms of measured quantities
k
pR•
RT
· pO2
RT
= k−1 ·
pRO2
•
RT
pRO2
•
pR•pO2
=
k
k−1
1
RT
aRO2
•
aR•aO2
=
k
k−1
p−	−
RT
K =
k
k−1
p−	−
RT
. (8.20)
The final equality was obtained by using the definition of the equilibrium constant (see equation
2.15). Here the standard state of an ideal gas has been chosen as pure gas at one bar (p−	− =
1 bar = 1 · 105 Pa) at the temperature of interest.
The nlinfit-function of Matlab was used to fit double exponential functions to the measured
equilibrium signals. The GUI I have coded uses the equations 8.16, 8.17, 8.18 and 8.20 to
automatically calculate the rate coefficients and equilibrium constants after a double exponential
fit has been performed. The program uses error propagation to calculate the errors for K, k,
k−1 and kw,2. A screenshot of the GUI is shown in Figure 21. The screenshot also shows a
double exponential fit performed on an equilibrium signal. The fit parameters and obtained rate
coefficients are shown below the signal.
Figure 21: A screenshot of the graphical user interface.
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9 Results
The results of the kinetic and thermochemical measurements are shown in Tables 5, 6, 7 and
8. When Slagle and Gutman5 and Slagle and coworkers6 measured the equilibrium constants
for reactions R1 and R2, they assumed in their analysis that the peroxy radical cannot react
further. That is, they assumed that the unimolecular rate coefficient kw,2 in equation 8.6 was
zero. However, this is an unnecessary assumption and I have reanalysed their equilibrium results
with the improved kinetic mechanism shown in equation 8.6. The reanalysed results are shown
in Table 9. It was found that the reanalysed equilibrium constants differed less than 5 % from
the original equilibrium constants.
The bimolecular rate coefficients of reactions R3 and R4 showed negative temperature dependence
in the measured temperature range (203−366 K). It was also discovered that the measured rate
coefficients are in a pressure falloff region in the employed pressure range (0.2−2.5 Torr). A Troe
fit (see equation 3.15) was performed on both data sets and the obtained parameters are reported
in Table 3. Only the rate coefficients obtained from direct kinetic measurements (T ≤ 298 K)
were used for fitting. A graphical representation of the Troe fits are given in Figure 22.
Table 3: Troe fit parameters for the reactions 3-C4H5
• + O2 and 3-C5H7
• + O2.
Reaction k300 K0 (cm
6 s−1) a k300 K∞ (cm
3 s−1) a n a m a Fcentb
3-C4H5
• + O2 (R3) (9.21± 2.24) · 10−29 (2.80± 0.31) · 10−13 1.37± 0.93 5.14± 0.52 0.4
3-C5H7
• + O2 (R4) (44.4± 16.3) · 10−29 (6.33± 0.55) · 10−13 1.45± 1.64 3.84± 0.43 0.4
aThe statistical uncertainties shown are the standard errors (1σ) of the fits.
bThe value of Fcent was fixed to 0.4 for both reactions. This value is recomended by the IUPAC
Subcommittee on Gas Kinetic Data Evaluation for Atmospheric Chemistry.27
The equilibrium results were analysed with the usual third-law method48 by constructing a
modified van’t Hoff plot12 of lnK + f(T ) versus 1/T to obtain ∆rH
−	−
298 K and ∆rS
−	−
298 K. In
a third-law analysis, one adds a calculated intercept (∆rS
−	−
298 K/R) to the modified van’t Hoff
plot. The correction functions f(T ) were evaluated computationally (see Computational Section
for details). The value of the correction function was always a tiny fraction of lnK (see Tables
7, 8 and 9). The purpose of the correction function is to take into account the temperature
dependence of ∆rH
−	− and ∆rS
−	−.
As mentioned previously, the resonance stabilised radicals have two Lewis structures and can,
therefore, react from two sites to form either an allenic or an acetylenic peroxy radical. As
discussed in the Computational Section, when equilibrium signals are observed, both of these
reaction channels are probably in equilibrium. Since both of these channels have different reaction
enthalpies and entropies, the ∆rH
−	−
298 K and ∆rS
−	−
298 K values obtained from the modified van’t
Hoff plot should be some kind of an average of ∆rH
−	−
298 K, allenic and ∆rH
−	−
298 K, acetylenic and
∆rS
−	−
298 K, allenic and ∆rS
−	−
298 K, acetylenic. However, a third-law analysis requires a calculated
value for ∆rS
−	−
298 K. In the third-law analysis, it was assumed that ∆rS
−	−
298 K ≈ ∆rS−	−298 K, allenic,
because the computations indicated that in equilibrium conditions the allenic reaction should be
dominant. The standard reaction enthalpies and entropies for reactions R1, R2, R3 and R4 are
46
reported in Table 4. The modified van’t Hoff plots for reactions R1, R2, R3 and R4 are shown
in Figure 23.
Table 4: The standard enthalpies and entropies for reactions R1, R2, R3 and R4.
Reaction ∆rH
−	−
298 K (kJ mol
−1)a ∆rS−	−298 K (J mol
−1 K−1)a ∆rS−	−298 K (J mol
−1 K−1) [calc.]b
C3H3
• + O2 (R1) −85.6± 0.8 −147.5± 1.8 −147.8
1-C4H5
• + O2 (R2) −89.8± 0.6 −155.1± 1.5 −155.6
3-C4H5
• + O2 (R3) −88.4± 0.7 −154.9± 1.9 −155.4
3-C5H7
• + O2 (R4) −88.0± 0.3 −156.4± 0.8 −156.7
a The statistical uncertainties shown are the standard errors (1σ) of the fits.
b Calculated standard reaction entropy for the allenic reaction (see Computational Section).
9.1 Possible Sources of Error in the Measurements
9.1.1 Axial Concentration Gradient
Because the pressure close to the pinhole is smaller than in the beginning of the reactor, the
concentration of the reactant and the total concentration must be smaller close to the pinhole
than in the beginning of the reactor. As a result of this, the radicals react slightly faster in the
beginning of the reactor and this causes some systematic error. However, the pressure gradient
in the reactor is small (see chapter 4.1.3), so the error arising from the pressure gradient should
be small (< 5 %). Because the pressure gradient is small, it is also assumed that the axial
diffusion of the radicals is negligibly small compared with the convective transportation of the
radicals.
9.1.2 The Radial Diffusion of the Radicals and the Wall Reaction
Because the velocity profile is parabolic, the radial diffusion of the radicals has to be efficient so
that one can assume the average velocity of the radicals is equal to the average velocity of the flow.
If the radicals do not efficiently mix between the ”fluid layers”, then the radicals near the reactor
walls would approach the pinhole at much smaller velocities than the radicals close to the center
of the reactor.51 The diffusion flux of the radicals is proportional to the concentration gradient
and the diffusion coefficient of the radicals. The diffusion coefficient is inversely proportional to
pressure. Because the experiments were done at low pressures, p < 2.5 Torr, it is reasonable to
assume that the radial mixing was efficient enough.
On the other hand, the rapid diffusion of the radicals also increases the rate at which they come
in contact with the reactor walls. If the wall rate is large, a radial concentration gradient is
formed and this leads to the problems discussed in the previous paragraph. Fortunately, the
wall rates of 3-methylpropargyl and 3-ethylpropargyl were generally small (see Tables 5, 6, 7 and
8). In summary, because the wall rates were small and the pressures employed were low, the
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radial concentration gradients should be small and they are not a major source of systematic
error.
9.1.3 The Reliability of the Linear Fit
The reliability of the linear fit made to the pseudo-first-order plot can be evaluated by comparing
the wall rate given by the fit to the measured wall rate. As one can see from Tables 5, 6, 7 and
8, these two values are almost always close to each other. Also, the pseudo-first-order plots also
confirmed that the value k′ depended linearly on the concentration of oxygen, suggesting that
the measurements were done under pseudo-first-order conditions.
9.1.4 Other Sources of Error
The largest source of uncertainty in the measurements is the uncertainty of the oxygen concen-
tration in the reactor. This results from the following factors:
i) The oxygen flow rates were measured with a stopwatch. This results in some human error
in the measurements. It was assumed that the uncertainty in the measured times were
±0.2 s. A stopwatch was also used to measure the helium flow rate.
ii) The oxygen concentration in the reactor is not constant due to the pressure drop in the
reactor.
iii) The flow was assumed to be laminar even at low pressures (∼ 0.2 Torr). The modelling
done in chapter 4.1.3 suggests this is not fully justified. This means that there could be up
to a 10 % error in the concentrations calculated at low pressures.
Other sources of error were the small fluctuations of temperature in the reactor (±2 K) and
the normal statistical spread of the measured signals. Overall, it has been estimated that flow
reactors can reach an accuracy of 10−20 %.51 By considering all sources of error, I estimate that
the overall uncertainty in the measured rate coefficients is ±15 % and the overall uncertainty
of the equilibrium constants is ±20 %. The standard errors for the fit parameters were greater
when a double exponential fit had to be performed, and therefore the uncertainties in the rate
coefficients obtained from equilibrium measurements are much greater than in the rate coefficients
obtained from a pseudo-first-order plot.
It should also be remembered that a third-law analysis was used to obtain the standard reac-
tion enthalpies and entropies for all the reactions. The third-law analysis requires the use of a
calculated standard reaction entropy and this calculated entropy has an appreciable impact on
the standard reaction enthalpies and entropies obtained from the linear fit. This means that
the accuracy of the calculated standard molar entropy determines, to a significant degree, the
accuracy of the standard reaction enthalpies and entropies given by the linear fit.
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Figure 22: The rate coefficients of reactions R3 (upper plot) and R4 (lower plot) plotted as a
function of bath gas density at different temperatures. The axes are in logarithmic scale. The
Troe fits performed on the data sets are shown in the plots.
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Figure 23: The modified van’t Hoff plots12 of the oxygen reactions under study. A calculated
intercept was added to each reaction (third-law method)48 before making a linear fit to the data.
The slope and intercept of the fit correspond to −∆H−	−298 K/R and ∆S−	−298 K/R, respectively.
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Table 5: Conditions and results of experiments to measure rate coefficients for
the 3 -C4H5
• + O2 reaction. The uncertainties shown are one standard error.
T a pHe [He] [O2] k
′ kwb kwc k(3 -C4H5
• + O2)
d
(K) (Torr) (cm−3) (cm−3) (s−1) (s−1) (s−1) (cm3 s−1)
1016 1013 10−14
203e 0.74 3.14 2.60− 15.1 21.5− 115 0.10± 1.07 1.49± 2.79 73.4± 3.40
221f,g 0.42 1.84 25.0− 43.8 151− 213 64.1± 7.56 64.5± 2.84 33.7± 0.94
220e 0.74 3.23 5.62− 17.2 31.2− 94.7 3.23± 0.57 2.28± 2.36 55.5± 2.34
223e 1.08 4.69 1.00− 11.3 15.6− 81.5 9.50± 0.47 9.65± 0.87 65.2± 1.39
221f,g 1.47 6.42 3.87− 25.7 42.8− 195 12.8± 1.10 16.1± 4.53 72.0± 3.10
243e 0.39 1.56 8.37− 36.6 42.3− 122 12.8± 0.36 14.4± 1.34 29.8± 0.66
243e 0.81 3.23 7.49− 29.6 27.9− 117 2.76± 0.31 1.40± 1.75 39.4± 1.09
243e 1.18 4.70 7.82− 13.7 33.4− 73.1 8.67± 0.25 8.19± 1.24 45.5± 1.46
243f,g 1.61 6.38 3.51− 13.7 22.8− 70.4 5.09± 0.79 5.56± 2.53 49.2± 3.00
266e 0.43 1.57 11.6− 52.8 29.4− 126 8.41± 0.48 6.59± 2.28 22.1± 0.77
267e 0.87 3.14 7.19− 33.7 22.1− 95.8 4.92± 0.42 3.18± 1.73 27.3± 0.92
266e 1.32 4.78 5.00− 23.1 27.1− 83.6 9.73± 0.27 10.3± 0.98 32.8± 0.72
266f,g 1.76 6.40 2.46− 21.6 11.4− 84.5 4.32± 0.92 3.41± 1.66 37.2± 1.20
298f,g 0.22 0.72 1.44− 57.2 6.53− 61.8 6.86± 1.07 5.80± 1.17 9.74± 0.41
298e 0.48 1.56 12.3− 60.9 21.1− 88.3 11.6± 0.37 10.7± 1.15 12.5± 0.40
298e 0.97 3.13 9.86− 46.3 20.1− 80.9 4.54± 0.33 4.15± 0.91 16.7± 0.35
298e 1.18 3.83 10.6− 70.5 17.3− 120 2.36± 0.87 1.51± 1.90 16.7± 0.48
298e 1.47 4.76 8.74− 43.7 19.0− 82.6 3.23± 0.38 2.80± 2.43 19.3± 1.00
298f,g 2.07 6.71 8.64− 30.9 22.6− 76.4 2.06± 1.22 1.30± 3.47 24.4± 1.79
a Stainless steel reactors (d = 1.70 cm) coated with halorcarbon wax used, unless otherwise stated.
b Average of measured wall rates.
c Wall rate determined from the linear fit y-axis intercept.
d Chlorine lamp with a CaF2 window used for detection, unless otherwise stated.
e Krypton laser used for photolysis (λ = 248 nm).
f Argon laser used for photolysis (λ = 193 nm).
g A Xenon lamp with a sapphire window used for detection.
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Table 6: Conditions and results of experiments to measure rate coefficients for
the 3 -C5H7
• + O2 reaction. The uncertainties shown are one standard error.
T a pHe [He] [O2] k
′ kwb kwc k(3 -C5H7
• + O2)
d
(K) (Torr) (cm−3) (cm−3) (s−1) (s−1) (s−1) (cm3 s−1)
1016 1013 10−14
223e 0.42 1.81 4.12− 12.1 52.7− 130 6.65± 0.59 7.89± 1.50 104± 2.28
223e 0.79 3.42 3.43− 10.9 52.5− 136 7.50± 0.48 10.2± 2.22 118± 3.44
223e 1.47 6.34 3.54− 11.2 49.0− 166 5.82± 0.47 4.24± 4.39 145± 6.74
243f 0.21 0.82 5.43− 22.9 74.5− 193 34.3± 1.96 35.1± 2.43 67.3± 1.71
243e 0.46 1.82 6.54− 26.1 74.1− 241 17.7± 0.85 19.4± 3.29 87.1± 2.37
243e 1.07 4.23 4.73− 18.1 62.7− 200 11.6± 0.43 13.0± 2.24 104± 2.14
243e 1.46 5.82 3.83− 15.9 58.6− 192 13.1± 0.52 14.0± 1.64 114± 1.88
242f 1.76 7.03 3.64− 19.9 48.8− 227 12.8± 1.14 14.8± 5.92 109± 4.85
266f 0.22 0.80 8.70− 28.8 44.2− 136 6.76± 0.97 6.77± 1.42 44.8± 0.79
266e 0.49 1.78 6.10− 23.0 59.7− 151 13.9± 0.45 17.5± 4.46 62.0± 3.26
266e 1.07 3.89 3.67− 14.6 49.4− 114 15.8± 0.47 16.6± 1.63 79.2± 1.78
266e 1.46 5.30 3.83− 14.8 52.1− 138 12.1± 0.50 15.9± 4.85 84.8± 5.81
266f 1.93 7.02 3.95− 13.1 35.0− 123 10.6± 0.78 7.11± 3.80 88.7± 4.82
273f 0.28 0.99 9.20− 39.4 50.3− 173 10.3± 0.75 11.9± 2.02 41.4± 0.96
298f 0.23 0.76 9.80− 27.8 37.8− 90.4 10.8± 0.72 10.7± 1.55 28.5± 0.87
298e 0.54 1.77 8.23− 33.1 28.7− 111 2.48± 1.80 1.29± 2.89 33.6± 1.42
298f,g 1.14 3.69 8.21− 34.8 103− 225 72.5± 2.04 70.5± 1.93 43.5± 0.97
298e 1.14 3.70 4.90− 26.5 25.3− 122 6.45± 0.41 7.34± 2.57 45.5± 1.83
298e,h 1.17 3.80 7.84− 24.1 35.4− 94.6 1.69± 1.03 3.96± 4.34 39.6± 2.67
298e 1.18 3.81 9.17− 43.4 34.3− 196 0.13± 1.06 0.87± 5.83 45.7± 2.64
298e 1.63 5.29 4.27− 17.6 23.6− 102 5.84± 0.89 3.37± 2.42 53.9± 2.46
298e 2.17 7.06 4.80− 23.9 28.2− 130 6.10± 0.58 6.45± 2.71 53.3± 1.92
a Stainless steel reactors (d = 1.70 cm) coated with halorcarbon wax used, unless otherwise stated.
b Average of measured wall rates.
c Wall rate determined from the linear fit y-axis intercept.
d Chlorine lamp with a CaF2 window used for detection, unless otherwise stated.
e Krypton laser used for photolysis (λ = 248 nm).
f Argon laser used for photolysis (λ = 193 nm).
g A quartz reactor (d = 1.65 cm) coated with boric acid used.
h A Xenon lamp with sapphire window used for detection.
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Table 7: Conditions and results of experiments to measure equilibrium con-
stants for the 3 -C4H5
•+ O2 reaction. The uncertainties reported are either the
standard errors of the fits (1σ) or they are calculated from the standard errors
of the fit parameters (1σ) using error propagation.
T a,b p [M] [O2] kw,1
c kw,2
d ke k−1f ln(K)g f(T )h
(K) (Torr) (cm−3) (cm−3) (s−1) (s−1) (cm3 s−1) (s−1)
1016 1013 10−14
336 2.26 6.51 80.9 2.16± 0.42 2.68± 3.58 14.3± 0.90 10.4± 9.69 12.60± 0.932 −0.003
341 1.39 3.93 111 3.23± 0.66 0.31± 2.83 10.7± 0.58 10.3± 7.65 12.31± 0.744 −0.002
346 1.37 3.83 108 4.86± 0.68 6.02± 2.79 9.77± 0.63 14.6± 8.79 11.85± 0.607 −0.002
351 0.72 1.99 116 2.32± 0.47 7.41± 4.04 7.50± 0.77 12.3± 10.9 11.74± 0.891 −0.002
351 1.42 3.91 100 2.82± 0.58 3.44± 2.76 9.52± 0.71 17.3± 9.84 11.64± 0.573 −0.002
351 2.35 6.47 105 1.63± 0.50 6.23± 1.67 13.0± 1.16 22.9± 12.0 11.67± 0.532 −0.002
356 1.43 3.87 108 3.02± 0.62 5.08± 2.58 8.93± 0.73 22.5± 11.3 11.30± 0.508 −0.003
361 1.47 3.94 122 4.07± 0.62 4.88± 1.99 8.46± 0.60 26.8± 10.6 11.05± 0.400 −0.005
366 0.76 1.99 133 4.43± 0.76 10.9± 2.74 6.95± 0.63 29.0± 13.2 10.77± 0.463 −0.005
366 1.49 3.92 9.67 2.64± 0.63 12.5± 2.58 7.91± 0.80 37.2± 13.5 10.65± 0.378 −0.005
366 1.50 3.96 136 2.64± 0.63 9.93± 2.26 7.35± 0.65 34.2± 13.8 10.66± 0.415 −0.005
366 2.50 6.60 146 1.45± 0.62 11.8± 2.14 11.4± 1.40 60.8± 28.6 10.52± 0.486 −0.005
a Stainless steel reactors (d = 1.70 cm) coated with halorcarbon wax used, unless otherwise stated.
b Chlorine lamp with a CaF2 window used for detection, unless otherwise stated. Krypton laser used for photolysis.
c Average of the measured wall rates.
d The wall rate of the peroxy radical. Obtained from the double-exponential fit.
e The bimolecular rate coefficient for the forward reaction. Obtained from the double-exponential fit.
f The unimolecular rate coefficient for the reverse reaction. Obtained from the double-exponential fit.
g The reported uncertainty includes both statistical and systematic errors.
h A small correction function (see equation 2.19).
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Table 8: Conditions and results of experiments to measure equilibrium con-
stants for the 3 -C5H7
•+ O2 reaction. The uncertainties reported are either the
standard errors of the fits (1σ) or they are calculated from the standard errors
of the fit parameters (1σ) using error propagation.
T a,b p [M] [O2] kw,1
c kw,2
d ke k−1f ln(K)g f(T )h
(K) (Torr) (cm−3) (cm−3) (s−1) (s−1) (cm3 s−1) (s−1)
1016 1013 10−14
336 0.66 1.90 34.6 1.26± 0.51 0.27± 4.69 17.2± 2.27 11.3± 12.3 12.70± 1.093 −0.002
336 1.33 3.83 13.4 0.86± 0.50 7.34± 6.23 24.0± 6.24 16.6± 16.1 12.65± 1.002 −0.002
336 1.34 3.84 25.6 1.00± 0.45 1.26± 3.96 21.7± 2.71 14.2± 10.9 12.70± 0.774 −0.002
336 1.34 3.85 35.3 1.14± 0.40 0.91± 2.98 20.3± 1.98 15.0± 10.3 12.58± 0.692 −0.002
336i 1.35 3.87 23.9 −0.30± 1.44 0.64± 4.22 26.7± 4.01 16.2± 15.0 12.78± 0.935 −0.002
336i 1.35 3.87 28.7 0.02± 1.36 1.63± 8.48 22.5± 5.45 17.2± 25.5 12.55± 1.498 −0.002
336 2.21 6.34 30.7 0.66± 0.58 2.28± 2.68 30.9± 3.17 22.0± 14.6 12.62± 0.671 −0.002
341 1.36 3.85 33.1 0.45± 0.53 0.68± 4.13 21.2± 2.64 19.4± 13.7 12.37± 0.720 −0.004
341 1.37 3.87 49.4 0.85± 0.86 1.48± 3.14 22.5± 2.91 24.3± 19.1 12.18± 0.794 −0.004
346 1.38 3.86 37.0 0.63± 0.71 7.94± 3.14 20.5± 3.44 37.6± 21.2 11.64± 0.589 −0.004
346 1.39 3.88 53.2 0.40± 0.86 1.12± 4.68 18.5± 3.33 26.1± 26.2 11.91± 1.018 −0.004
351 0.69 1.91 42.3 1.70± 0.82 10.3± 3.23 16.0± 2.63 43.9± 20.0 11.23± 0.479 −0.005
351 1.40 3.85 40.6 0.15± 0.68 7.08± 2.62 20.9± 3.21 50.1± 24.1 11.36± 0.505 −0.005
351 2.35 6.45 32.1 0.87± 0.48 8.00± 2.77 25.4± 5.20 64.7± 32.2 11.30± 0.538 −0.005
356 1.42 3.85 41.4 0.06± 0.54 10.1± 3.86 18.7± 3.77 66.1± 33.4 10.96± 0.545 −0.005
356 1.43 3.89 68.8 0.16± 0.79 8.91± 3.93 16.8± 3.70 63.2± 45.3 10.90± 0.750 −0.005
361 1.44 3.85 53.0 1.34± 0.57 9.53± 2.87 15.3± 2.35 65.6± 25.6 10.75± 0.419 −0.007
361 1.46 3.91 82.5 1.00± 0.73 10.1± 3.88 14.3± 3.23 77.0± 49.1 10.53± 0.677 −0.007
366 0.74 1.96 83.0 3.27± 0.61 13.8± 5.27 9.02± 1.87 60.2± 32.8 10.30± 0.583 −0.008
366 1.46 3.85 42.3 1.99± 0.52 21.9± 9.58 11.5± 3.33 91.9± 49.3 10.12± 0.610 −0.008
366 1.47 3.87 62.5 1.58± 0.56 12.3± 4.77 10.6± 2.37 75.4± 36.1 10.23± 0.528 −0.008
366 1.48 3.91 96.1 1.16± 0.60 12.4± 4.26 10.6± 2.17 79.5± 42.6 10.18± 0.573 −0.008
366 2.22 5.87 86.3 0.09± 0.57 14.8± 7.49 12.8± 4.41 96.9± 80.0 10.17± 0.894 −0.008
a Stainless steel reactors (d = 1.70 cm) coated with halorcarbon wax used, unless otherwise stated.
b Chlorine lamp with a CaF2 window used for detection, unless otherwise stated. Krypton laser used for photolysis.
c Average of the measured wall rates.
d The wall rate of the peroxy radical. Obtained from the double-exponential fit.
e The bimolecular rate coefficient for the forward reaction. Obtained from the double-exponential fit.
f The unimolecular rate coefficient for the reverse reaction. Obtained from the double-exponential fit.
g The reported uncertainty includes both statistical and systematic errors.
h A small correction function (see equation 2.19).
i A Xenon lamp with sapphire window used for detection.
54
Table 9: The experimental results of Slagle and Gutman5 and Slagle and cowork-
ers6 reanalysed with an improved kinetic mechanism which accounts for further
unimolecular reactions of the peroxy radical.
T [O2] kw,1
a kw,2
b kc k−1d ln(K) f(T )e
(K) (cm−3) (s−1) (s−1) (cm3 s−1) (s−1)
1015 10−14
C3H3
• + O2
f
380 5.02 19.4 38.3 2.83 55.9 9.174 0.029
390 11.2 18.4 22.8 1.79 65.0 8.540 0.035
400 16.4 19.4 66.7 1.60 90.2 8.073 0.041
410 51.2 22.4 60.2 1.03 146 7.127 0.048
420 16.2 19.4 101 1.16 153 7.174 0.053
420 49.8 22.4 95.2 0.85 180 6.703 0.053
430 50.0 22.4 148 0.71 219 6.303 0.059
1-C4H5
• + O2
g
369 1.10 23.5 40.3 16.2 100 10.37 0.019
369 1.86 19.0 33.7 11.9 74.0 10.36 0.019
374 1.52 27.0 36.3 14.0 102 10.19 0.021
374 1.30 22.4 42.8 14.6 113 10.13 0.021
379 2.00 21.7 49.7 11.1 125 9.738 0.023
379 4.59 23.1 46.6 11.4 125 9.759 0.023
384 4.81 29.9 50.1 9.85 169 9.305 0.025
384 8.46 28.4 47.2 7.77 144 9.231 0.025
389 4.94 31.0 61.9 12.7 184 9.459 0.028
389 4.94 31.4 44.7 9.90 178 9.245 0.028
389 8.62 34.2 56.2 11.2 191 9.297 0.028
394 8.57 22.8 71.2 9.98 324 8.642 0.030
394 9.94 21.3 63.6 8.16 229 8.789 0.030
399 5.61 30.8 66.3 7.29 221 8.697 0.031
399 10.4 26.3 64.3 5.85 246 8.369 0.031
404 8.28 37.8 102 6.40 328 8.160 0.034
409 8.29 29.4 111 3.24 240 7.777 0.037
409 10.4 29.8 108 5.35 382 7.816 0.037
a Measured wall rate.
b The wall rate of the peroxy radical.
c The bimolecular rate coefficient for the forward reaction.
d The unimolecular rate coefficient for the reverse reaction.
e A small correction function (see equation 2.19).
f Bath gas concentration was [M] = 1.2 · 1017 cm−3 in all experiments.
g Bath gas concentration was [M] = 5.9 · 1016 cm−3 in all experiments.
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10 Discussion
10.1 The Reactivity and Reaction Mechanism of Propargyl-Type Rad-
icals with Molecular Oxygen
The reactivity of R1, R2, R3 and R4 can be compared with the help of Figures 24 and 25. In the
first figure, the temperature is approximately constant and only the bath gas density dependence
is investigated. In the second figure, the bath gas density, in turn, is approximately constant and
only the temperature dependence is investigated. Two obvious observations can be made from
the figures. First, the temperature dependence turns from negative to positive for reactions R1
and R2 at T ≥ 500 K. Second, the order of reactivity is R4 > R3 ≈ R2 > R1.
The change in the temperature dependence tells us something about the reaction mechanism. At
low temperatures negative temperature dependence is observed, indicating the initial association
reaction has no barrier or a shallow barrier. The pressure dependence of the reactions indicate,
in turn, that the energetic association product (RO2
•∗) does not have enough energy available to
react further and can only stabilise or dissociate back to reactants. As temperature increases, it
becomes increasingly difficult to stabilise the formed peroxy radical, which is observed as decrease
in the rate of reaction. Increasing temperature also means that more energy is available for the
stabilised peroxy radical to react further. First equilibrium is observed, indicating there is enough
energy available for the peroxy radical to redissociate (dissociate back to reactants). When
temperature is further increased, additional reaction pathways become available for the peroxy
radical. This can be seen in Table 9 with the gradual increase of kw,2 with temperature. If these
additional reaction pathways are observed at higher temperatures than at which equilibrium is
first observed, then they must have positive activation barriers (barriers that are higher in energy
than the reactants), which is indeed what computations have shown.7,8 The presence of positive
activation barriers for further reactions explains the change in temperature dependence.
Because a further reaction has been observed,5 something can also be said about the relative
height of its activation barrier. As mentioned in the previous paragraph, this activation barrier
must be positive, but it cannot be much higher than the activation barrier for the redissociation
reaction. As temperature increases, the equilibrium increasingly favours the reactants. If the
equilibrium reaction begins to overwhelmingly favour the reactants before a further reaction
pathway becomes available, the reaction ”shuts off” and no additional reactions are observed. If,
on the other hand, the activation barrier for the further reaction is only slightly above the energy
of the reactants, the further reaction becomes available before the equilibrium concentration
of RO2
• becomes negligible. For the propargyl reaction, Dong and coworkers calculated an
activation barrier of 48 kJ mol−1 (relative to reactants) for the reaction channel that produces
ketene.8
The observed reactivity order (R4 > R3 ≈ R2 > R1) is expected for pressure dependent reactions,
because the larger a molecule is, the more degrees of freedom it has. When an energetic peroxy
radical is formed, a large molecule has a higher probability of ”self-stabilising” than a small
molecule, because it has more degrees of freedom to which it can distribute the excess energy. This
behaviour, for instance, has been observed for the oxygen reactions of alkyl radicals.23,24,52–54
Electron donating substituents near the radical center have also been found to increase the
reactivity of carbon-centered radicals.16–18
Curiously, the rate coefficients of reactions R2 and R3 appear to nearly identical. Although
1-methylpropargyl and 3-methylpropargyl have the same number of degrees of freedom, one
would expect to see some difference in their reactivity due to their different potential energy
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surfaces (see Figure 18). However, the experimental conditions in my measurements and in the
measurement of Slagle and coworkers really overlap only for one rate coefficient, and the apparent
similarity in the rate coefficients could turn out to be imaginary.
Overall, it is found that the oxygen reactions of propargyl-type radicals are slow when compared
with the oxygen reactions of alkyl radicals.23,24,52–54 The studied reactions are also reversible
at relatively low temperatures. One consequence of this is that in a combustion environment,
the oxygen reaction might not be the dominant sink of propargyl-type radicals. If the radicals
reach high enough concentration, their self-reactions could become significant, leading to the
formation of aromatic compounds. Another possibility is that the reactions with nitric oxides
(NOx) become the dominant sink. Nitric oxides are always present in a combustion environment,
especially at higher temperatures.
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Figure 24: The rate coefficients of reactions R1, R2, R3 and R4 plotted as a function of bath gas
density. All of the rate coefficients have been measured at approximately the same temperature
(293− 299 K). The rate coefficients for reaction R1 have been taken from Slagle and Gutman5
and Atkinson and Hudgens9 and the rate coefficients for reaction R2 have been taken from Slagle
and coworkers.6 The axes are in logarithmic scale.
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Figure 25: The rate coefficients of reactions R1, R2, R3 and R4 plotted as a function of tem-
perature. All of the rate coefficients have been measured at roughly the same bath gas density
[(5.5 − 7.1) · 1016 cm−3]. The rate coefficients for reaction R1 have been taken from Slagle and
Gutman5 and the rate coefficients for reaction R2 have been taken from Slagle and coworkers.6
The axes are in logarithmic scale.
10.2 The Reactivity of Hydrocarbon Radicals with Molecular Oxy-
gen
In Figure 26 I have combined data from this work and previous works5,6,9,19,23,24,31,55–57 to plot
the rate coefficients of different types of R• + O2 reactions as a function of bath gas density at
T = (298 ± 5) K. Some obvious observations can be made. Firstly, the unsatured hydrocarbon
radicals that are not resonance stabilisedII are far more reactive than the resonance stabilised
unsatured hydrocarbon radicals. Also, the latter are pressure dependent, while the former appear
to be pressure independent. Secondly, the propargly-type radicals are less reactive than allyl-
type radicals. This can be seen in the figure with propargyl radicals being less reactive than
allyl radicals and 1-methylpropargyl and 3-methylpropargyl radicals being less reactive and 1-
methylallyl radicals. Thirdly, ethyl radicals react faster with molecular oxygen than any of the
resonance stabilised hydrocarbon radicals. This suggests that satured hydrocarbon radicals react
faster than similar-sized resonance stabilised hydrocarbon radicals.
IIWhen I talk about resonance stabilisation here, I am referring to the resonance stabilisation of the radical
orbital. For propargyl- and allyl-type radicals the radical orbital is resonance stabilised. However, while there is
resonance stabilisation in benzyl radicals, the radical orbital is not resonance stabilised.
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If satured hydrocarbon radicals react faster with molecular oxygen than similar-sized resonance
stabilised hydrocarbon radicals, one would expect the former to have far more negative reaction
enthalpies (bond enthalpies) than the latter. This is indeed the case, as one can see in Table 10.
This difference in the bond enthalpies also explains why an equilibrium is observed for propargyl-
type radicals at much lower temperatures than for alkyl radicals. The former have much weaker
bond strengths than the latter.
Table 10: The standard enthalpies and entropies for several R• + O2 reactions.
Reaction ∆rH
−	−
298 K (kJ mol
−1) ∆rS−	−298 K (J mol
−1 K−1) Ref.
CH3
• + O2 −137.0 −129.9 12
C2H5
• + O2 −148.4 −140.5 12
i-C3H7
• + O2 −155.4 −155.9 12
t-C4H9
• + O2 −165.3 −165.3 12
C3H5
• + O2 −75.6 −121.6 31
1-C4H7
• + O2 −82.6 −124.0 56
C3H3
• + O2 (R1) −85.6 −147.5 This work
1-C4H5
• + O2 (R2) −89.8 −155.1 This work
3-C4H5
• + O2 (R3) −88.4 −154.9 This work
3-C5H7
• + O2 (R4) −88.0 −156.4 This work
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Figure 26: The rate coefficients of reactions of several R• + O2 plotted as a function of bath gas
density. All of the rate coefficients have been measured at approximately the same temperature
(293− 300 K). The axes are in logarithmic scale.
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11 Future Work
Many questions remain unanswered about the oxygen reactions of propargyl-type radicals and
the work started here should be continued. In the future, I wish I could do the following:
• Continue the rate coefficient measurements of reactions R3 and R4 to higher pressures to
obtain more reliable Troe fit parameters.
• Measure equilibrium constants of reactions R3 and R4 at higher temperatures to improve
the modified van’t Hoff plot.
• Continue the rate coefficient measurements of reactions R3 and R4 to higher temperature
to see if the reactions behave similarly to R1 and R2. That is, to see if the reactions become
irreversible and pressure independent.
• See if a ketene-like product can be observed for reactions R3 and R4 at elevated tempera-
tures (similar to R1 and R25,6).
• Calculate the potential energy surfaces of the studied reactions at a higher level of theory.
• Measure the rate coefficients of reactions R2 and R3 at identical experimental conditions.
• Measure the rate coefficients of reactions R1 and R2 at temperatures below room temper-
ature.
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12 Conclusions
In this work, I have studied the oxygen reaction of four propargyl-type radicals,
C3H3
• + O2
1-C4H5
• + O2
3-C4H5
• + O2 and
3-C5H7
• + O2 .
I have measured the rate coefficients and equilibrium constants for the oxygen reactions of 3-
methylpropargyl (3-C4H5
•) and 3-ethylpropargyl (3-C5H7
•) in the temperature range 203−366 K
at low pressures (0.2−2.5 Torr). Neither reaction has been studied before.1,14 The rate coefficients
were found to decrease as function of temperature and increase a function of pressure, which is
typical for the oxygen reactions of hydrocarbon radicals.14 No products were observed for either
reaction. The oxygen reactions of propargyl (C3H3
•) and 1-methypropargyl (1-C4H5
•) have been
investigated before,5–9 and I have used these studies extensively in my current work.
The reactivity order was found to be k(3-C5H7
•+ O2) > k(3-C4H5
•+ O2) ≈ k(1-C4H5•+ O2) >
k(C3H3
• + O2). All four reactions were found to behave similarly, suggesting they all have the
same reaction mechanism. All four reactions were slow compared to the oxygen reactions of alkyl
radicals and unsatured hydrocarbon radicals that are not resonance stabilised.19,23,24,52–55,57
Also, the reaction enthalpies of resonance stabilised radicals were compared with the reaction
enthalpies of alkyl radicals. The latter were found to be far more negative than the former.
The equilibrium results5,6 of C3H3
• + O2 and 1-C4H5
• + O2 reactions were reanalysed with an
improved kinetic mechanism. The experimental results for all four reactions were combined with
quantum chemical calculations. The potential energy surface for the initial association reaction
was calculated at B3LYP/Def2TZVP level of theory for the reactions. The standard reaction
entropies were also calculated, because they were needed for a third-law analysis. The standard
reaction entropies and enthalpies are reported.
In the beginning of the work, I quickly summarise the basic theory behind chemical kinetics
and thermodynamics. I also thoroughly explain the operating principle of the experimental
apparatus used and the data analysis procedure. I also introduce the graphical user interface I
have coded. This user interface is used i) to fit the measured signals, ii) to calculate the relevant
concentrations and iii) to calculate the equilibrium constants.
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