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A b s tra c t
Eigenvalue problems, in their many forms, play an important role in many branches 
of applied mathematics. One of the reasons for this is that eigenvalue problems 
model vibrating systems, with the eigenvalue determining the frequencies of vibra­
tion.
The natural approach to the eigenvalue problem is to calculate the eigenval­
ues from a knowledge of the underlying system. This is known as the forward 
problem. In many important applications in physics and medicine, the details of 
the underlying system are unknown, but the vibrations produced bv the system 
can be measured. The problem is to determine information about the underlying 
system from the vibrations it produces. In terms of the eigenvalue problem, this 
is equivalent to reconstructing the underlying system from the eigenvalues. This 
is known as the inverse problem.
The eigenvalue problem considered in this thesis is the Sturm-Liouville problem 
in potential, or Liouville normal, form
These two problems model, for example, the vibrations of a stretched string and 
a thin membrane, respectively. In each case, the eigenvalues and corresponding 
eigenfunctions are denoted by Ak, and uk, respectively. In addition, q denotes the 
potential.
Both the forward and the inverse formulations of the one-dimensional Sturm- 
Liouville problem have been extensively studied. One of the main topics covered 
by this thesis is numerical techniques for solving the inverse problem. In particular, 
a method due to Paine [68], based on the algebraic correction methodology [70], 
is considered in detail. A modification of this method is proposed, and is shown 
to give improved results. It is established that the potential reconstructed using 
the modified method converges to the actual potential, in the L2 sense, as the 
discretisation becomes finer.
u"k(x ) + q{x)uk{x) = AkUk(x) , x £ (0,7r)
Uk(0) =  0 = uk(7r),
and its generalisation to two dimensions
- A u k(x, y) + q{x, y)uk(x, y) = Akuk{x, y) 
uk(x,y) = 0
{x,y) £ Q , 
(x, y) £ dQ .
iii
Substantially less work has been done on the forward and inverse formula­
tions of the two-dimensional eigenvalue problem. This is due to the fact that the 
two-dimensional problem is considerably more complex than the one-dimensional 
problem. The behaviour of the eigenvalues and corresponding eigenfunctions of 
the two-dimensional problem is not as well understood, and is more difficult to 
control, than in the one-dimensional problem.
In this thesis, numerical methods for calculating the eigenvalues of the two- 
dimensional eigenvalue problem are considered. It is found that, although standard 
methods may be used, they require large amounts of computer time and storage if 
long sequences of uniformly accurate eigenvalues are required.
The algebraic correction methodology, due to Paine, de Hoog and Ander- 
ssen [70], is extended to calculating the eigenvalues of the two-dimensional eigen­
value problem. It is shown that, providing the ordering of the eigenvalues can be 
controlled, the algebraic correction is a fast, efficient, method for calculating long 
sequences of uniformly accurate eigenvalue approximations.
The motivation for calculating long sequences of eigenvalues of the two-dimen­
sional problem is their use as data for the study of algorithms for the solution of 
the corresponding inverse problems. To test algorithms for solving inverse prob­
lems, a known potential is chosen and its eigenvalues determined. The algorithm 
for solving the inverse problem is applied to the resulting eigenvalues, and the 
potential reconstructed. The reconstructed potential can then be compared to the 
given potential, to assess the performance of the algorithm. The absolute error 
in the approximations to every eigenvalue must be small, since the inverse prob­
lem is improperly posed. Thus, small errors in the given eigenvalues can lead to 
large errors in the reconstructed potential, which makes it difficult to evaluate the 
reconstruction algorithm.
Methods for reconstructing the potential in two dimensions have only recently 
been proposed. This is in part because the theory required to ensure that such 
methods will work was only published in 1988 [66]. Several algorithms for recon­
structing a two-dimensional potential from eigenvalue data are reviewed. Each of 
these methods is an extension of a corresponding algorithm for solving the one­
dimensional inverse eigenvalue problem. Consequently, each algorithm reviewed 
has some limitations. At this stage, it is unclear which is the best approach. Two 
methods for reconstructing the potential in two dimensions, based on the algebraic 
correction methodology, are briefly considered.
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Chapter 1
In tro d u c tio n
1.1 I n t ro d u c t io n  to  E ig en v a lu e  P ro b le m s
Eigenvalue problems, in their many forms, play a significant role in most areas of 
applied mathematics. One of the reasons for their importance is the fact that they 
are used to model oscillating systems.
Periodic and vibrational movement can be seen everywhere in life. From the 
movement of atoms and electrons to the orbits of planets, oscillating systems are 
present. If the periodic components are extracted from the mathematical mod­
els used to represent the oscillating systems, then one is left with an eigenvalue 
problem. In such situations, the eigenvalues correspond to the frequencies of the 
vibrations.
As a simple example of this process, consider the transverse vibrations of a one­
dimensional stretched string. Suppose the string has length L , is under constant 
tension T, and has a non-constant linear density p. Then the movement of the 
string is governed by the simple wave equation [26, p. 287]
d2u(x, t) 2d2u(x,t)
dx? =  C 9C ’ (11)
where c2 =  p(x)/T.  It will be assumed that the string is fixed at the end points, 
so that the boundary conditions take the form
u(0, t) = 0 =  u(L , t) , for all t > 0.
Now, suppose the string is vibrating in a normal mode so that u has the form
u(x, t) = X(x)(acosujt  + b sin cut) .
Writing the solution u(x, t) as a function in x, multiplied by a function in t, is the 
principal assumption required for the separation of variables technique. Substitut­
ing the above form for the solution into (1.1), and applying separation of variables,
1
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determ ines the eigenvalue problem
X "(x) +  Xp(x)X(x) = 0 , x  E (0, /) , 
A(0) =  0 =  X ( L ) .
( 1.2 )
Notice th a t separation of variables has also been applied to the boundary con­
ditions. The param eter A := u r / T  is introduced by the separation of variables 
condition, and corresponds to an eigenvalue of (1.2). Thus, the eigenvalues of (1.2) 
determ ine the frequencies of vibration of the string.
V ibrating strings are not the only source of eigenvalue problems. An im portant 
application of eigenvalue problems in physics is the one-dimensional Schrödinger 
equation. A formulation of this is given by [24, 74]
hi~
-  “ - 0  +  (V(x) -  E)tjj =  0 , (1.3)
where i(j (x ) is the wave function associated with the particle being modeled, V(x) 
is the potential field surrounding the particle, and E is its energy level. The mass 
of the particle is given by m, and h = h/27T, where h is Planck's constant. In this 
application, the eigenvalue, E, corresponds to the energy of the particle.
As the above examples show, eigenvalue problems come in a wide variety of 
forms, and model many different processes. However, many such problems can be 
interpreted as a special case of some canonical system. By studying this system, 
results can be obtained which are applicable to a wide variety of problems.
Equations (1.2) and (1.3) are both special cases of the canonical Sturm-Liouville 
eigenvalue problem, which is given by [8],
~  (^p(y)-^Vk(y)j  +  r(y)vk{y) = Xkw{y)vk{y) , y E (0, tt) ,
avk(0) + ß  —  vk(y) = 0 ,
dy






The problem (1.4) is regular if p and w are strictly positive on [0,7r], r, y E C[0 ,7r], 
and p E C^O ,^]. It will be assumed throughout this thesis th a t a regular Sturm- 
Liouville problem is being studied.
The canonical form (1.4) is quite general, and can often be simplified. For 
example, it can, under suitable regularity, be reduced to the Liouville normal form
- u k(x) +  q(x)uk(x) = Xkuk{x) , x  E (0, 7r), '
a*uk(0) + ßuk{0) =  0 ,
7*ufc(7r) +  ^4(71-) =  0.
(1.5)
1.2. Background Theory 3
The transformation which affects this change is known as the Liouville transforma­
tion [26, p. 292]. Notice that the eigenvalues in (1.5) are identical to the eigenvalues 
in (1.4). Since the domain of both problems are the same, the transformation leaves 
the eigenvalues unchanged. In general, the eigenvalues of the transformed problem 
would be multiplied by a constant [26, p. ?]. Notice that the coefficients in the 
boundary conditions are affected by the transformation, although the boundary 
conditions of (1.5) have the same form as (1.4).
The problem (1.5) is said to be in potential form, with the function q(x) defining 
the potential. The reason for this is that the equations (1.5) model systems acting 
under a potential. For example, the Schrödinger equation (1.3) has the form (1.5), 
with the potential field V{x) playing the role of q(x).
The one-dimensional eigenvalue problem above can be generalised in many 
ways. Problems with higher order derivatives may be considered [61, 62, 34], 
and problems with non-linear dependence on the eigenvalues [25. 79, 8]. The 
generalisation which will be examined in this thesis is the eigenvalue problem 
in a higher dimension. As an example of this, consider the application of the 
separation of variables technique to the wave equation modelling the vibrations 
of a two-dimensional rectangular membrane. If this membrane is fixed along its 
boundary, the associated eigenvalue problem takes the form
where A denotes the usual Laplacian operator. Again, the eigenvalues Afc deter­
mine the frequencies of vibration of the membrane. Here, ft denotes the domain 
of the problem, in this case a rectangle. Although, in theory, any shaped domain 
may be considered, it will be assumed throughout the rest of this thesis that the 
two-dimensional eigenvalue problem is defined on a rectangle. This simplifies the 
problem significantly. For example, under appropriate conditions on the potential, 
separation of variables can be applied to (1.6) to reduce the problem to two, decou­
pled, one-dimensional problems. This is an important feature of this formulation, 
and will be extensively exploited.
The focus of this thesis is the one-dimensional Sturm-Liouville problem in po­
tential form, and its two-dimensional analogue (1.6). Both the forward and inverse 
problems associated with these systems will be examined. A definition of the for­
ward and inverse problems for the systems (1.5) and (1.6) will be given in the next 
section, along with a brief summary of the relevant theory for each problem.
1.2 B ackground  T heory
Many problems in mathematics may be categorised as either forward or inverse 
problems [15, p. 2]. Forward problems tend to be well-posed, and numerically
( 1.6 )
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stable solutions can be found relatively easily. Inverse problems tend to be im­
properly posed [15, p. 14], which complicates the process of finding a numerical 
solution.
Both forward and inverse eigenvalue problems are examined below. For sim­
plicity, the definitions are given for the one-dimensional eigenvalue problem only. 
The concepts extend naturally to two, and higher, dimensions.
Because of their importance, eigenvalue problems have been extensively stud­
ied. Some basic theory concerning the forward and inverse problems, for both the 
one and two-dimensional problem, is included along with the definitions.
1.2.1 T h e Forward Problem
The forward problem for the eigenvalue problem (1.5) is defined as follows. Given a 
potential q{x), satisfying certain regularity, and boundary data a and 3, determine 
the set of real values Ak such that, corresponding to each Afc, there exists a non­
trivial solution Uk{x) of (1.5).
This is the natural way of thinking about a Sturm-Liouville problem. Given the 
problem, determine the answers. The theory for this case is extensive [26, 57, 74]. It 
is known that if the potential is piecewise continuous, then there exists a countably 
infinite set of simple eigenvalues, with no finite accumulation point [31]; i.e.<I>.,
Ai < A2 < • • • Xk '30 as k —> oc.
As k increases, the separation between the eigenvalues increases. This can be seen 
from the asymptotic formula for the eigenvalues. Fix [31], in 1967, showed that 
for q € C L[0,7r]
Xk = k2 + — [ q(x)dx +  0 ( k ~2) .
7r Jo
More recently, Pöschel and Trubowitz [72] have shown that for q e L2(0,7r)
l rn
Xk = A:2 -I—  / q(x)dx + ^2(n ) .
7T Jo
The notation £2(n) has the following interpretation. If {an} and {ßn} are sequences 
of real numbers, then an = ßn + l 2{ri) is equivalent to an = ßn +  yn, where 
£ n>0 72 < oo. Asymptotic formulas, such as those above, are used to prove 
uniqueness theorems for inverse eigenvalue problems [65].
Many numerical methods have been developed to calculate the eigenvalues 
of (1.5). These include shooting techniques, Rayleigh-Ritz iterations, and basic 
discretisation schemes. The algebraic correction, first proposed by Paine, de Hoog 
and Anderssen [70] in 1981, is an efficient method for calculating uniformly accurate 
numerical approximations to the eigenvalues of the Sturm-Liouville problem. This 
method is discussed in detail in Chapter 2.
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Much less is known about the two-dimensional eigenvalue problem (1.6). For 
q E L°°(0, 7r), there exists a countably infinite set of eigenvalues satisfying
Ai < A2 ^  A3 • • • Afc —y 00 as k —y 00.
One of the main difficulties encountered with two-dimensional eigenvalue problems 
is that the eigenvalues are not guaranteed to be distinct. For any given potential, 
it is possible that multiple, or nearly multiple, eigenvalues may be present. This 
makes calculating asymptotic formulae difficult, since the small separation between 
eigenvalues can give rise to small divisors in the asymptotic formulae [65]. Recently, 
Hald and McLaughlin [43] determined asymptotic expansions for a dense subset of 
eigenvalues and eigenfunctions of (1.6). These results have important implications 
for the inverse formulation of the eigenvalue problem. This will be discussed further 
in the next section.
Many of the numerical methods used to calculate eigenvalues for the one­
dimensional problem can be extended to two-dimensions. However, less work has 
been done on the validity of such methods in generating uniformly valid approxi­
mations to the eigenvalues of (1.6) [8, p. 26]. Knobel and McLaughlin [53] use a 
Rayleigh-Ritz method, with Legendre basis functions, to determine accurate eigen­
value approximations for the two-dimensional problem. Direct discretisation can 
also be extended to two dimensions. It will be shown in Chapter 5 that the alge­
braic eigenvalues resulting from this method are non-uniform approximations to 
the required differential eigenvalues. The main focus of Chapter 5 is the extension 
to two dimensions of the algebraic correction method. This method overcomes, to 
some extent, the non-uniformity of the algebraic eigenvalues.
1.2.2 T h e Inverse Problem
The inverse problem for the one-dimensional eigenvalue problem (1.5) is more dif­
ficult to formulate than the forward problem. Depending on the situation, and the 
sort of data available, different formulations are appropriate. The most general 
definition of the inverse problem is the following. Given spectral data, Afc, corre­
sponding to the problem (1.5), determine the potential, q(x), and the boundary 
data a and /?, which can generate the given spectrum.
This formulation is less intuitive than the forward problem. In a sense, the 
answers are given, and the problem must be determined. Inverse problems tend 
to be improperly posed [15, p. 14]. Intuitively, the reason for this is that the 
equations governing the system are usually derived in the context of the forward 
problem. The equations are formulated in such a way that the forward problem 
is well-posed. However, such a formulation does not guarantee that the inverse 
problem will also be well-posed.
Not all formulations of the inverse problem require the boundary data, a and 
/?, to be determined. In practice, it is often the case that the boundary conditions
1.2. Background Theory 6
are known a priori. This simplifies the formulation considerably. For the inverse 
problems considered below, it will always be assumed that the boundary conditions 
are known.
Another difficulty in formulating the inverse problem is deciding what regularity 
may be assumed for the reconstructed potential. If too much regularity is imposed, 
it may be difficult to prove existence of the potential. If the potential is allowed 
to be too general, then proving uniqueness may be difficult.
There are three important questions which must be answered to completely 
solve any inverse problem. They are:
1. Existence. Under the conditions of the problem, does a solution exist, satis­
fying all the required properties?
2. Uniqueness. If a solution to the problem exists, is it unique within the class 
of prescribed solutions?
3. Reconstruction. If the solution exists and is unique, how can it be recon­
structed from the given data in a suitable manner?
The first two conditions correspond to two of the requirements for a well-posed 
problem, in the sense of Hadamard [49]. It is usually the third requirement, con­
tinuous dependence on the given data, which fails for inverse problems.
The inverse formulation of the Sturm-Liouville problem (1.5) has been exten­
sively examined. For this particular problem, each of the above questions have 
been answered satisfactorily. The history of the development of the theory for 
inverse problems will be discussed in the next section.
The approach taken to prove existence and uniqueness of the inverse eigenvalue 
problem is to find a “near-by” problem for which the solution is known [34, Ch. 
9]. The known problem must be “near-by” in the sense that the eigenvalues of the 
given problem and the reference problem are asymptotically the same. An integral 
equation is then defined which relates the two problems. Existence and uniqueness 
follow from the properties of the integral equation [34, Ch. 9]
This concept of a near-by problem is also used in analytic reconstruction meth­
ods for the unknown potential [34, 63]. Many numerical reconstruction algorithms 
are also formulated around a near-by problem. For example, Hald [40] considers a 
reconstruction technique based on the Rayleigh-Ritz method. Hald’s reconstruc­
tion works because the basis functions used in the Rayleigh-Ritz iterations are 
chosen to be the eigenfunctions of a near-by problem. A suitable reference prob­
lem is also crucial in the reconstruction procedure based on the algebraic correction 
discussed in Chapter 3.
The most convenient reference problem to use for numerical reconstruction 
algorithms is the null-potential system, q(x) =  0. This is because the eigenvalues 
of the null potential system are known in closed form. This limits the theoretical 
applicability of such methods to problems where the norm of the potential is small,
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since the null-potential must be “near-by” to the given problem in the sense defined 
above.
The two-dimensional inverse eigenvalue problem has not been as well studied. 
The questions of existence, uniqueness and reconstruction have only been partially 
answered. A survey of relevant work will be presented in the next section.
Obtaining theoretical results for the two-dimensional inverse eigenvalue prob­
lem is significantly more difficult than for the one-dimensional problem. The math­
ematical structure of the two-dimensional eigenvalue problem is more complex than 
the one-dimensional problem.
One of the major difficulties encountered in reconstruction methods for the two- 
dimensional inverse eigenvalue problem is the behaviour of the reference problem. 
As in the one-dimensional methods, the reference problem is normally taken to be 
the null-potential system, q(x, y) =  0. However, the two-dimensional null-potential 
system, on the rectangle 17, is likely to have multiple or nearly multiple eigenvalues. 
This introduces several difficulties. Firstly, as mentioned in the previous section, 
the small differences between the eigenvalues can lead to small divisors in the 
asymptotic expansion of the eigenvalues. This means that the standard uniqueness 
and existence proofs in one dimension cannot easily be extended to two dimensions.
Another difficulty posed by multiple eigenvalues in the spectrum of the refer­
ence problem is the ordering of the given eigenvalues. Because of the additional 
structure of the two-dimensional problem, the ordering of the eigenvalues becomes 
important. One way of determining an appropriate ordering is to consider the 
eigenvalues of the reference problem. If there are multiple eigenvalues in the spec­
trum of the reference problem, then assigning an ordering to the given eigenvalues 
becomes ambiguous.
The first difficulty has been addressed by Hald and McLaughlin [43]. The 
details of how they overcome this difficulty will be given in the next section. A 
technique for dealing with the second difficulty will be discussed in Chapter 5.
1.3 H is to r ic a l O v erv iew  o f th e  O n e  a n d  T w o -D im e n s io n a l 
E ig en v a lu e  P ro b le m s
The Sturm-Liouville problem was formulated, by both Sturm and Liouville, in a 
series of papers published in 1836-37 [56]. The formulation of the problem first 
considered was
p{a) — -  hvk(a) = 0 ,
p(b) ^ vk{x ) +  Hvk{b) =  0.
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The main focus of the study of differential equations at this time was on obtaining 
analytic solutions. Sturm and Liouville found that no suitable analytic solutions 
could be found for the above problem. Thus, in a move which characterised the 
changing attitudes of the times, they considered properties of the solutions which 
could be determined from the equations. Most importantly, they strove to prove 
existence of solutions, without actually constructing them.
The formulation of Sturm-Liouville theory opened up a new branch of mathe­
matics. The generalisations of this theory led to singular problems (first studied 
in the form of the Bessel equation), higher dimensional problems, and ordinary 
differential equations with multiple parameters.
The development of a general theory of integral operators introduced a new 
approach to the Sturm-Liouville theory. The correspondence between the spectral 
theory for integral and differential operators was established using Green’s func­
tions. This correspondence has been important in the development of the theory 
for the inverse problem.
Sturm-Liouville theory has reached a significant level of sophistication. The 
problem is now most often formulated in the context of operators on Hilbert spaces. 
In this setting, quite general theorems can be proved [57].
The inverse problem was first studied by Ambarzumian [1] in 1929. He consid­
ered the problem
-u"k(x) + q(x)uk(x) = AkUk(x) , x G (0, n ) ,
*4(0) =  o = uk{7T) .
Ambarzumian [1] showed that, if Xk = /c2, and the potential is suitably small, 
then q(x) =  0. This was the first attempt to answer the question of uniqueness 
(question 2 in Subsection 1.2.2 above) of the inverse problem.
The fundamental paper in the area of inverse Sturm-Liouville problems was 
published by Borg [17] in 1946. Borg considered the question of uniqueness for 
the problem (1.5). For a potential q(x) G L2(0,7t), Borg found that the full spec­
trum is not enough to guarantee the uniqueness of the reconstructed potential. 
He found that extra information about the problem is required. This informa­
tion may take the form of another spectrum, corresponding to a different set of 
boundary conditions, or the normal derivatives of the eigenfunction evaluated on 
the boundary [72].
Instead of using more boundary data, Borg showed that it is possible to impose 
further regularity on the potential to obtain uniqueness with one full spectrum. 
For example, consider the eigenvalue problem
—uk(x) + q{x)uk(x) = AkUk(x) , x 6 (0,7r),
Uk(0) = 0 = Uk(n) ,
with Dirichlet boundary conditions. Borg [17] showed that if the potential is
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assumed to be symmetric in the domain of interest; i.e.,
q(Ti -  x) = q(x) , x £ (0,7r) , (1.8)
then this is sufficient regularity to ensure uniqueness of the reconstructed potential.
The initial results obtained by Borg have been extended and simplified by many 
authors [42, 46, 47, 54]. In particular, Hochstadt [46, 47] considered to what extent 
the potential could be reconstructed, given incomplete data.
Gel’fand and Levitan [33], in 1951, considered the question of existence. They 
found that under Borg’s conditions a solution to the inverse problem exists. Given 
a sequence of numbers as data, Gel’fand and Levitan showed what conditions the 
data must satisfy for it to correspond to the spectrum of some potential. Gel’fand 
and Levitan also showed how to reconstruct the potential from the given data. 
Unfortunately, their method is cumbersome to implement numerically.
A significant amount of work has been done on the question of reconstruction. 
McLaughlin [63] has reviewed some analytic techniques for reconstructing the po­
tential from eigenvalue data. Numerical methods for reconstructing the potential 
from finite data have also been considered extensively [13, 30, 40, 55, 68, 71]. Nu­
merical techniques for reconstructing a potential from eigenvalue data reduce the 
given problem to a finite dimensional one. This step introduces several difficulties. 
For example, the uniqueness of the reconstructed potential cannot be guaranteed 
because of the reduced amount of data. Additional assumptions must be placed 
on the problem to overcome this difficulty. Another difficulty is ensuring that the 
given data for the continuous problem is consistent with the data required for the 
finite dimensional problem. This difficulty is discussed further in Chapter 3.
The generalisation to higher dimensions of the inverse Sturm-Liouville problem 
has only recently been considered. The higher dimensional eigenvalue problem has 
a more complex structure, which makes proving general theorems challenging.
The first result in this area was obtained by Nachman et al. [66] in 1988. 
They showed that the full spectrum of (1.6) is again insufficient to guarantee the 
uniqueness of the reconstructed potential, and that additional information, in the 
form of another spectrum corresponding to Neumann boundary conditions, or the 
values of the normal derivative of the eigenfunctions evaluated on the boundary, 
is required for uniqueness.
The questions of existence of a solution, and what conditions the given data 
must satisfy to correspond to the spectrum of some potential, have not yet been 
answered. The question of reconstruction is also only partially answered.
Knobel and McLaughlin [53] developed a reconstruction technique based on 
the Rayleigh-Ritz method. Their technique is the extension of an algorithm de­
veloped by Hald [40], for the one-dimensional inverse eigenvalue problem. Knobel 
and McLaughlin [53] found that their method was complicated by the existence of 
multiple eigenvalues in the spectrum of the null-potential system. In the worst case 
setting, multiple eigenvalues in the spectrum of the null-potential system caused
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their method to fail. This difficulty with multiple eigenvalues is a fundamental 
challenge for the two-dimensional inverse eigenvalue problem, and limits the ap­
plicability of extending one-dimensional methods to two-dimensions.
Hald and McLaughlin [43] have developed a reconstruction method for the re­
lated inverse nodal problem. In this formulation the data are not the eigenvalues, 
but the nodal lines of the corresponding eigenfunctions; i.e., the lines in the do­
main Q along which there is no vibration. Although this is a different problem, it 
is quite closely related to the inverse eigenvalue problem. In particular, Hald and 
McLaughlin need to control the behaviour of the eigenvalues to prove the unique­
ness of their method. Hald and McLaughlin [43] overcome the difficulty of multiple 
eigenvalues in the spectrum of the null-potential system by choosing special rect­
angles, and limiting consideration to those eigenvalues which are sufficiently well 
separated. By imposing these restrictions, they were able to prove uniqueness for 
their problem, and show that their reconstructed potential converged to the true 
potential as the discretisation became finer. So far, no actual numerical imple­
mentation of Hald and McLaughlin’s method has been made. The implementation 
of their method is made more challenging by the strict conditions which must be 
imposed to prove uniqueness and convergence. It is possible that in a numerical 
scheme, some of these conditions could be relaxed.
1.4 S u m m a ry  o f th e  T h esis
The remainder of the thesis has the following format.
The one-dimensional algebraic correction is reviewed in Chapter 2. Several 
extensions to the original proposal have been made, primarily by Andrew [5, 7], 
and Andrew and Paine [10, 11]. These extensions consider different boundary con­
ditions for (2.1), and different methods for discretising the differential operator. 
Andrew [4] briefly considers the extension of the algebraic correction to two di­
mensions, but notes that it is significantly more complex than the one-dimensional 
algebraic correction.
In Chapter 3, the one-dimensional inverse eigenvalue problem is examined. Sev­
eral methods for solving the problem are discussed. Two of the methods, Paine’s 
method [68] and Pirovino’s method [71] are based on the one-dimensional alge­
braic correction. Paine’s method is examined in detail, and a modification of the 
method, which gives improved results, is derived. An L2 convergence result is 
obtained for this method, although numerical results suggest that the convergence 
may actually be L°°.
To investigate the inverse problem for (1.6), long sequences of uniformly accu­
rate eigenvalues are first required. These approximations then form the data in 
the investigation of the inverse problem. Since the inverse problem is sensitive to 
perturbations in the given data, the absolute error of all the eigenvalues of the 
forward problem must be small. It is not enough to have a small relative error.
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Two standard methods for calculating approximations to the eigenvalues of 
a two-dimensional differential operator are considered in Chapter 4. The first of 
these methods is a multigrid method based on a Ritz subspace iteration. The basic 
multigrid algorithm is described, and then extended to the non-linear problem of 
determining the eigenvalues of (1.6). The Ritz projections are described and some 
numerical results obtained.
The second method examined is the Lanczos method. The code for this method 
was taken from the MESCHACH library of numerical routines in C [78]. To obtain 
highly accurate estimates of the eigenvalues, extrapolation was applied to the ap­
proximations obtained using the Lanczos method. Using extrapolation, approxi­
mations to the eigenvalues accurate up to order-/?4 were obtained.
The main point of Chapter 4 is that although standard methods can be used 
to calculate the eigenvalues of a two-dimensional differential operator, in practice 
these methods can cause some difficulties. In general, calculating a long sequence of 
uniformly accurate eigenvalues can involve significant computing time and storage.
In Chapter 5, the extension to two dimensions of the algebraic correction 
methodology is considered. To simplify the problem, it is assumed that the bound­
ary of the domain is a rectangle, and that the two-dimensional potential q(x, y ) is 
separable; i.e., it satisfies
q{x,y) =p{x) + r{y).
The advantage of imposing this assumption is that separation of variables may 
be applied to (1.6) to reduce it to two, coupled, one-dimensional problems, each 
having the form (1.7). The one-dimensional theory reviewed in Chapter 2 can 
then be applied. Recombining the eigenvalues of the one-dimensional problems, 
to give the two-dimensional eigenvalues, gives some insight into the behaviour of 
the eigenvalues of the two-dimensional problem. The key observation made here 
is that the ordering of the two-dimensional eigenvalues is crucial.
Based on this observation, a fully two-dimensional algebraic correction is de­
fined. To make this algebraic correction work, care must be taken with the order­
ing of the eigenvalues. The two-dimensional algebraic correction is extended to the 
case where the potential q(x, y) is not separable. In this situation, the ordering 
of the eigenvalues is unknown. To overcome this difficulty, it is assumed that the 
potential is a perturbation of a known, separable potential. The ordering of the 
eigenvalues of the separable potential can then be applied to the eigenvalues of the 
non-separable potential.
The idea of assuming that the given potential is a perturbation of some known 
separable potential has many important applications. For example, most methods 
proposed for solving the inverse problem for (1.6) assume that the potential is a 
perturbation of the null-potential q(x, y) =  0. This assumption introduces some 
difficulties (many of which have been dealt with in a recent paper by Hald and 
McLaughlin [43]), which can be overcome by assuming that the potential is a 
perturbation of some known separable potential.
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The inverse problem for the two-dimensional eigenvalue problem (1.6) is con­
sidered in Chapter 6. Several methods, most of which are extensions of one­
dimensional methods, are discussed. Due to the additional complexity of the two- 
dimensional eigenvalue problem, each of these methods suffers from some lim ita­
tions.
The generalisation of the modified Paine’s method, and Pirovino’s method, to 
two dimension, is discussed. There are several difficulties which must be faced in 
order to use the two-dimensional algebraic correction to solve the inverse problem.
The key to the success of the modified method, and Pirovino’s method, in one 
dimension is the following observation. Given N  algebraic eigenvalues, exactly N  
unknowns can be reconstructed from this data. Thus, the crucial step is deter­
mining discretisations of the problem which have the same number of unknowns 
as data. The modified method and Pirovino’s method approach this constraint 
in different ways. The modified method considers all the given data, and con­
structs a discretisation having N  unknowns. Pirovino’s method uses the standard
discretisation, which has only n = yv+i unknowns.1 Instead of extending the
discretisation, Pirovino restricts the given data to n eigenvalues.
It is found tha t a straightforward generalisation to two dimensions of the mod­
ified m ethod fails to give a discretisation with the required number of unknowns. 
Several ways of overcoming this difficulty are briefly discussed.
Pirovino’s method generalises directly to two dimensions. The standard dis­
cretisation of the problem may be used, and then the given data  restricted to the 
number of unknowns. A formal extension to two dimensions of Pirovino’s method 
is derived.
^ e re  [x] denotes the greatest integer less than or equal to x.
Chapter 2
T he O ne-D im ensional A lgebraic C orrection
2.1 In trod u ction
Except under special conditions, the solution of the forward problem for the one­
dimensional Sturm-Liouville problem must be determined numerically. To do this, 
some sort of discretisation must be imposed on the problem. In general, the dis­
cretisation leads to a corresponding matrix eigenvalue problem which can be solved 
using a standard method.
A few subtle difficulties are associated with this approach. The standard 
method of discretising the problem is to approximate the eigenfunctions in some 
way. The difficulty with this approach is that the eigenfunctions, corresponding to 
the high order eigenvalues, are very oscillatory. Thus, the discretisation can often 
fail to approximate the higher eigenfunctions accurately. In this case, the high 
order eigenvalues of the matrix problem bear little resemblance to the differential 
eigenvalues [8]. As the breakdown in the approximation can be quite rapid, deter­
mining long sequences of uniformly accurate eigenvalues is more challenging than 
simply applying a standard discretisation to the problem.
There are several ways of overcoming this difficulty. Discretisations exist which 
take into account the oscillatory nature of the eigenfunctions, and thus give good 
approximations to the high-order eigenvalues [40]. Unfortunately, these discreti­
sations often lead to dense matrix representations of the problem. An example of 
such a discretisation is given in the next section.
An alternative approach is to approximate the coefficients of the problem (in 
this case the potential q(oc)). Canosa and Gomes de Oliveira [24] approximated 
the potential by a piecewise constant function. On each constant region, the 
Sturm-Liouville problem can be solved exactly. The eigenvalues are determined by 
requiring that the solution is continuous on the whole domain.
Pruess [73] extended this idea by approximating the potential by piecewise 
polynomials. Pruess showed that this approximation preserves the asymptotics 
of the problem, and hence uniform eigenvalue estimates can be calculated. Un­
fortunately, the Sturm-Liouville problem can no longer be solved exactly on each
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region of the domain. Pruess calculated the eigenvalues of the approximate Sturm- 
Liouville system using a shooting method. He noted that a polynomial potential 
lends itself to numerical integration. Thus, the initial value problem, associated 
with the Sturm-Liouville problem, was integrated numerically. The eigenvalues 
were determined by enforcing the second boundary condition. Pruess [73] showed 
that this method is consistent, and that the approximations converge to the actual 
eigenvalues.
Paine and de Hoog [69] noted that the method proposed by Pruess is inefficient 
to implement, unless piecewise constant functions are used to approximate the 
potential. In this situation, the bounds proved by Pruess only give order-h accuracy 
for the eigenvalue approximations. Paine and de Hoog [69] improved this result 
for the Liouville normal form (1.5) of the Sturm-Liouville problem. They showed 
that using this formulation, uniform order-h2 approximations to the eigenvalues 
can be obtained.
The algebraic correction, originally proposed by Paine, de Hoog and Ander- 
ssen [70] in 1981, is a fast efficient method for calculating uniform approximations 
to the differential eigenvalues of (1.7). Paine et al. [70] considered a central finite 
differences discretisation of the problem. This method approximates the differen­
tial operator using a Taylor series truncated to order-h2. In doing so, the eigen­
functions are implicitly approximated by piecewise polynomials. Since the high 
order eigenfunctions are very oscillatory, the piecewise polynomials fail to resolve 
them properly. Thus, the algebraic eigenvalues of the central finite differences dis­
cretisation of the Sturm-Liouville problem are non-uniform approximations to the 
corresponding differential eigenvalues. Paine et al. [70] overcome this difficulty by 
adding a correction to the algebraic eigenvalues, which improves the uniformity of 
the approximation. The details of how this method works is given in Section 2.3. 
In Section 2.4, extensions to the algebraic correction method are considered.
2.2 T h e  R a y le ig h -R itz  D isc re tis a tio n
The Rayleigh-Ritz discretisation can give excellent approximations to the eigen­
values of the Sturm-Liouville problem, by choosing basis functions with the ap­
propriate properties. Note that the basis functions are used to approximate the 
eigenfunctions directly.
Consider the one-dimensional Sturm-Liouville problem, in potential form, with 
Dirichlet boundary conditions
- u k(x) + q(x)uk(x) = Akuk(x) , x G (0, n ) , 
uk(0) = 0 = uk(7r) ,
under the additional simplifying condition that the potential is symmetric in the 
domain of interest
q(x) = q{ir — x ) , for x E [0,7r].
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The appropriate basis functions in this situation are sin kx for k =  1, . . . ,  N, where 
N  is the size of the approximation. There are two related arguments for justifying 
this choice of basis functions.
Firstly, it is known [70] that under the above conditions, the first term in 
the asymptotic expansion of Uk{x) is sin kx. Thus, at least to first order, sin kx 
matches the oscillatory nature of uk(x), and is thus an appropriate function to use 
to approximate the eigenfunctions.
Secondly, sin kx is the kth eigenfunction of the null-potential problem
-u"k(x) =  A 0,kUk{ x ) , x G (0,7r ) ,
Uk(0) = 0 = uk{7T) .
If the potential q{x) is not too large, then sin kx will be a good approximation to 
U k ( x ) .  Obviously, these two arguments are related, since the asymptotic expansion 
of uk(x) is obtained by perturbation arguments around q(x) =  0.
The Rayleigh-Ritz discretisation is obtained in the following way. Firstly, the 
problem (2.1) is written in its Rayleigh quotient form. This is done by multiply­
ing (2.1) by uk(x), and then integrating from 0 to 7r. This gives
— J  uk{x)uk(x) dx + q(x)[uk(x)]2dx = Xk [uk(x)]2dx .
Applying integration by parts to the first term, and rearranging in terms of Xk 
yields
foW'k(x)]2dx + Jq q{x)[uk(x)]2dx 
fo[uk{x)]2dx
( 2 .2)
This defines the Rayleigh quotient for the Sturm-Liouville problem.
The Rayleigh quotient (2.2) can be thought of as a function of u(x) for any 
u(x) G L2(0,7t). It is well known (c.f. [80]) that the critical points of the Rayleigh 
quotient, with respect to the u(x), then correspond to the eigenvalues of the Sturm- 
Liouville problem (2.1).
Since the eigenfunctions {uk(x)}kLl form an orthonormal basis in L2(0,7t), any 
function u(x) G L2(0, ir) can be written as an infinite sum involving the eigenfunc­
tions
u(x) =  J 2 wkUk{x) . (2.3)
fc=l
To discretise the Rayleigh quotient, the above sum is truncated to N  terms, and 
Uk(x) is replaced by sin kx. Thus, equation (2.3) becomes
N
u(x) ~  Wk s n^ ^x •
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where w T = [itq, W2 , ■.., w^\ and M is given by
2 f 7r
Ui = i26ij H—  / q(x) sin ix sin j x d x  .
7T J O
(2.5)
Notice that i2 corresponds to the eigenvalues of the null-potential problem.
The important observation is that the critical values of the discrete Rayleigh 
quotient correspond to the eigenvalues of M. Thus, the eigenvalues of M approx­
imate the eigenvalues of the differential problem (2.1).
This discretisation gives excellent approximations to the differential eigenval­
ues. As an example of this, suppose that q(x) = C, a constant. Then the eigen­
values of (2.1) are given by
A i = i2 + C.
Substituting q(x) = C into (2.5) gives
2 2 rn
= i 5ij -I- C — / sin ix sin j x d x  
7T Jo
=  (C  4- C)8ij.
Thus, in this special case, the eigenvalues of M and the differential eigenvalues 
of (2.1) are identical.
The disadvantage of this discretisation is that M is dense, and so calculating 
its eigenvalues can be slow.
2.3 T h e  A lg eb ra ic  C o rre c tio n  M e th o d
The algebraic correction is a fast, efficient method for calculating uniform approx­
imations to the differential eigenvalues. In this section, the details of the algebraic 
correction method will be discussed in the context of the problem first considered 
by Paine et al. [70)
Paine et al. considered the problem (2.1), without the symmetry condition on 
the potential. On the uniform grid
G = {xi : Xi = ih, i = 0 ,1 , 2, . . . ,  N  +  1 , h = tt/ ( N  + 1)} , (2.6)
they imposed a central finite differences discretisation on the problem, to generate 
the corresponding matrix eigenvalue problem
( - ^ 2  A  +  q ) U* =  ■ (2.7)
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Here
- 2  1 
1 - 2  1
A = ( 2.8)
1 - 2  1 
1 - 2
and
Q = diag (q(xi),q(x2),.. . ,q(xN)) . (2.9)
The advantage of this discretisation is that the resulting matrix is tridiagonal, and 
hence its eigenvalues are easily computed. As discussed above, the central finite 
differences discretisation fails to implicitly approximate the high order eigenfunc­
tions adequately. Thus, the high order algebraic eigenvalues do not approximate 
the corresponding differential eigenvalues. In the case of the central finite differ­
ences discretisation, it is known [8, p. 9] that for any C2[0 ,7r] potential q(x)
Thus, the algebraic eigenvalues are clearly non-uniform approximations to the 
differential eigenvalues. As an example of this, consider the null-potential system. 
The differential and algebraic eigenvalues of this system are known in closed form. 
The difference between the eigenvalues is given by
and is plotted in Figure 2.1 Clearly, for fixed A, the error in the eigenvalue 
approximations increases rapidly.
The algebraic correction overcomes this difficulty by adding a correction to the 
algebraic eigenvalues, which reduces the error (2.10). This concept of improving 
the numerical solution of a problem by approximating the error, and then adding 
it to the solution, is a classic approach used in numerical analysis. For example, 
extrapolation [50, 58], and multigrid [20], are based on this concept.
The key observation made by Paine et al. [70] was that the difference |Afc — /ik\ 
is insensitive to moderate changes in the potential q(x). Thus, if a difference of 
this form can be calculated for a “near-by” potential, it will approximate the error 
between the algebraic and differential eigenvalues for the given potential.
The natural “near-by” problem to use is the null-potential system, which is 
given by
\ \ k - ß k \  = 0 ( k ih2). ( 2 . 10)
Ufc(x) =  X0<kUk(x) , € (0,7r),
Mfc(0) =  0 =  uk(ir).
(2. 11)
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Figure 2.1. The error between the exact and algebraic eigenvalues for the null- 
potential system.
The central finite differences discretisation of this problem gives
- ^ A u k =  A*o,JbUjfc.
As mentioned above, the eigenvalues Ao,* and //0,k are known in closed form. Thus, 
the difference
£ k  =  A0)fc — //o.jfe
may be formed, and can be used to approximate A* — //*. Paine et al. [70] proved 
the following theorem.
Theorem 2.1 (Paine et al. [70]) If q G C2(0 ,7r), then there exists an a < 1, 
independent of N , such that
Xk- Pk=£k + 0(kh2 ) ,
for 1 < k < aN.
This theorem shows that the difference Ek is an excellent approximation to the error 
between the differential and algebraic eigenvalues for any C2(0,7t) potential. This 
result leads naturally to the definition of the approximate differential eigenvalues,
Xk = Pk + — A*, + 0 (kh ~),
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for 1 < k < a N , a < 1. Thus
|A* -  At I =  0 (kh2) ,
which is an improvement on the error (2.10) for the uncorrected algebraic eigen­
values.
The difference sk will be called the algebraic correction, since it is an algebraic 
method of improving the eigenvalue estimates. In a sense, ek modifies the asymp­
totic form of the algebraic eigenvalues, bringing it closer to the asymptotic form of 
the differential eigenvalues. For this reason, the correction sk is known elsewhere 
in the literature [4, 5, 7, 9, 10, 11] as the asymptotic correction.
2.4  E x te n s io n s  to  th e  A lg eb ra ic  C o r re c t io n  M e th o d
The paper by Paine et al. [70] sparked a vigorous investigation of the algebraic 
correction methodology. In particular, Andrew and Paine [10, 11], and Andrew [5, 
7] have made significant contributions to this field.
The extensions to the algebraic correction methodology fall into two basic 
classes: more general boundary conditions, and different discretisation schemes.
The first of these generalisations was examined by Anderssen and de Hoog [3]. 
They considered the Sturm-Liouville problem in potential form, with the more 
general boundary conditions
Anderssen and de Hoog [3] considered the central finite differences discretisa­
tion of this problem. Because the boundary conditions are more general, they 
introduced the augmented grid
The central finite differences discretisation of (2.12) over the uniform grid G* gives 
the corresponding matrix eigenvalue problem
u'k(x) + q(x)uk(x) = A kuk(x) , x  G (0, n ) ,
ai*4(0) -  o2Wfc(0) =  0 ,
Piu'kW ~  ßiUkin) = 0 .
( 2 . 12)
G* =  {xj  : Xj = jh  , j  =  —1 ,0 ,1 ,..., N, N  +  1, h = n/N}.
(—L + Q)vfc = crfcVfc ,
-2  p 
1 - 2  1
1 - 2  1 
q - 2
where
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where p = 2ot\/(oi\ + ha2) and q = 2ß\/{ß\ + hß2).
Anderssen and de Hoog [3] used the null-potential system
- u k(x) = A0,ku{x), x e ( 0 , tt) ,
04*4(0) -  o 2ufc(0) =  0, 
ßiuk(ir) -  ß2uk{ir) = 0,
as the near-by problem. The central finite differences discretisation of this gives 
the corresponding matrix problem
—Lvfc =  (JofcVfc .
In this case, because of the more general boundary conditions, A0 and cr0 are 
not known in closed form. However, Anderssen and de Hoog provide an iterative 
formula for calculating these quantities. Thus, although the algebraic correction
£k  =  A 0 ,/c — cr0,jfc
is not known explicitly, it can be calculated up to a predetermined accuracy.
Anderssen and de Hoog [3] prove the following theorem, which is analogous to 
Theorem 2.1.
Theorem 2.2 (Anderssen and de Hoog [3]) If q e C2(0,7r) then there exists 
an a < 1, which is independent of N, such that
A k — &k = £k + 0 (h 2)
for 1 < k < aN.
This result is an improvement over Theorem 2.1, since k has been removed 
from the order of convergence. Andrew [4] notes that in the proof of this result, 
Anderssen and de Hoog assume that qx ^  0, so this result does not generalise 
directly to the system (2.1). Although it has not yet been done, the method 
of Anderssen and de Hoog [3] could probably be used to improve the result of 
Theorem 2.1.
Using the central finite differences discretisation, Andrew [7] extended the al­
gebraic correction to the case of periodic and semi-periodic boundary conditions. 
In particular, he considered the boundary conditions
uk{0) =  uk(7r),
d (o )  =  » 4 M .
and
Uk{0) =  - u k(ir) ,
*4(0) = -»4M •
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Andrew [7] showed that theorems analogous to the ones above hold in each of these 
cases. A ndrew’s results are slightly stronger than those proved in Theorem 2.1, 
since they are not restricted to hold only for 1 <  k < a N . An example of this 
type of result is given below.
The next im portant generalisation to the algebraic correction method was made 
by Andrew and Paine [10]. They considered the problem (2.1). However, instead of 
the standard  central finite differences discretisation, they considered the Numerov 
method for the discretisation of the problem.
The Numerov method approximates the problem (2.1) by the m atrix problem
(—A +  BQ)vjt =  CfcBv*. ,
where
h2
B — I/v T — A .
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Here, I,v is the N  x N  identity matrix, and A and h are given as before. The 
advantage of the Numerov method is tha t the low order algebraic eigenvalues 
are more accurate approximations to the corresponding differential eigenvalues. 
However, as in the central finite differences case, the approximation breaks down 
as the eigenvalue order increases. Specifically, Andrew and Paine [10] showed tha t 
for any C 4[0,7r] potential
= 0 ( k 6h*).
As above, Andrew and Paine [10] used the null-potential system to dehne the 
algebraic correction. In this case, the Numerov discretisation of the null-potential 
system (2.11) gives the matrix problem
-Av*. =  Co.it B v fc .
The algebraic correction
£k =  N , k  — Co,A;
is known in closed form. Andrew and Paine [10] proved the following theorem.
T h eorem  2.3 (A ndrew  and Paine [10]) I f  q 6 C4(0 ,7r), then there exists a 
constant Cq , depending only on q, such that for all N  G N and k =  1, . . . ,  N
k*h5
k C/c ^  C o —7 , , • sin kh
This result is a slight strengthening of the previous two theorems, since it is not 
restricted to hold only for 1 < k <  a N . Andrew [9] notes tha t this approach may 
be applied to the system (2.1), under the central hnite differences discretisation, 
to give a strengthened version of Theorem 2.1.
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The next important generalisation was again made by Andrew and Paine [11]. 
They examined the problem (2.1), this time imposing a finite element discretisa­
tion.
Andrew and Paine [11] used the “linear hat” co-ordinate functions
j  1 — \x — Xj\/h if \x — Xj\ < h ,
J  ^ |o  if \x — Xj I > h,
on the uniform grid G, in the definition of their finite element method. This leads 
to the corresponding matrix problem
(—A + F)vk = DkB v k .
where
h2




F ij =  -  / q[x)4>i{x)(t)j {x) dx . h J o
Again, the algebraic eigenvalues of the finite element discretisation of (2.1) are not 
uniform approximations to the corresponding differential eigenvalues. Andrew and 
Paine [11] showed that for any C2[0,7r] potential
|Afc — i9fc| =  0 (k4h2) .
Andrew and Paine [11] defined the algebraic correction as the difference between 
the differential and algebraic eigenvalues for the null-potential system
£k = Ao,fc — $0,jfc •
Again, the algebraic correction is known in closed form. Andrew and Paine [11] 
proved an analogue of Theorem 2.3 for the finite element case.
T heorem  2.4 (A ndrew  and Paine [11]) If q G C2(0,7r), then there exists a 
constant Co, depending only on q, such that for all N  E N and k =  1 , . . . ,  N
k2h3
Afc -  Vk\ <  Co———  .sm kh
Andrew [5] extends the above result to more general boundary conditions. In 
particular, he proves analogous theorems for the natural boundary conditions
*4(0) = 0 = *4(7r),
Uk{0) = 0 = u'k(n),
%(°) = 0 = uk(Tr),
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and the periodic and semi-periodic boundary conditions
M 0) = uk(ir) , 
“1(0) =  u'k(ir) ,
and
Ufc(0) = ,
“1(0) =  -ul(jr) ■
Notice that, as in the case of Theorem 2.1, the results of Theorems 2.2-2.4 lead 
naturally to the definition of approximate differential eigenvalues, which are better 
approximations to the exact differential eigenvalues than the uncorrected algebraic 
eigenvalues.
One further extension to the algebraic correction will be considered. This ex­
tension is motivated by considering the use of the algebraic correction in solving the 
inverse eigenvalue problem for (2.1). Since the extension is intimately connected 
with difficulties associated with solving the inverse problem, it will be defined in 
Chapter 3.
2.5 N u m e r ic a l R e su lts
Significant numerical studies have been carried out on the algebraic correction, for 
the original method [70], and each of the extensions [3, 10, 11]. In this section, the 
numerical performance of the original algebraic correction will be considered. Some 
characteristics of the algorithm will be considered, which will be of importance in 
the next chapter.
For the problem (2.1) under the central finite differences discretisation, the 
algebraic correction is known in closed form, and is given by
4 . 2 kh
Thus, the approximate differential eigenvalues are given by
For the potential
q(x) = 6 cos 2x , (2.13)
the differential eigenvalues were calculated using the NAG F ortran library rou­
tine D02KAF. This routine uses a scaled Prüfer transformation, coupled with a
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shooting method, to calculate the eigenvalues of a regular Sturm-Liouville prob­
lem. The numerical tolerance was set to 10“7, and the resulting eigenvalues were 
used to determine the error in the approximate differential eigenvalues calculated 
by the algebraic correction. The NAG routine F02AAF was used to calculate the 
algebraic eigenvalues of (2.7) for the potential (2.13). The approximate differential 
eigenvalues were then calculated, and the error
error = \ k - \ k (2.14)
determined. This error is shown in Figure 2.2, for N  =  50, 100 and 200.
N=50 -o—  
N=100 -+—  
N=200
-0.5
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Figure 2.2. The error (2.14) for the potential (2.13).
The algebraic correction has given an excellent approximation to the differential
eigenvalues in its range of applicability. For example, compare Figure 2.2 with the
uncorrected approximation in Figure 2.1. Recall that the proof of Theorem 2.1
shows that the algebraic correction holds only for 1 < k < aN.  Outside this
range, the approximation breaks down. Notice that Figure 2.2 shows that an error
bound of the form „ „
k2h3
C°sin kh ’
proved by Andrew [8] is sharp.
The error bound above, and Figure 2.2, suggest that, as N  increases, the non­
uniformity in the error is preserved. Thus, as —>■ oo, the approximate differential
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eigenvalues calculated by the algebraic correction converge pointwise to the cor­
responding differential eigenvalues; i.e., any fixed eigenvalue approximation will 
converge to the corresponding exact eigenvalue, when N  becomes large enough. 
However, due to the non uniform structure of the error, the approximate eigenval­
ues do not converge uniformly to the exact eigenvalues. This observation will be 
important in the next chapter, when the difficulties encountered in applying the 
algebraic correction to the solution of the inverse problem are considered.
Note that in the solution of the forward problem, the non-uniformity poses 
no difficulty. To calculate N  uniformly accurate eigenvalue approximations, one 
need only increase the size of the approximation slightly, so that all the required 
eigenvalues fall into the range 1 < k < aN.  In the worst case setting, the size of 
the approximation may need to double to satisfy this condition [70].
C h apter 3
T h e  O n e-D im en sio n a l In v erse  E igenvalue  
P ro b le m
3.1 In trod u ction
The one-dimensional inverse eigenvalue problem is more difficult to solve than the 
corresponding forward problem. Determining solutions of the inverse formulation 
is less intuitive, and the improperly posedness of the problem makes reconstruc­
tion algorithms unstable. A numerical method for reconstructing the potential in 
the inverse formulation of the Sturm-Liouville problem suffers from several diffi­
culties. Firstly, only a finite amount of data can be used in the reconstruction, 
and so uniqueness of the resulting potential cannot be guaranteed. Algorithms 
for reconstructing the finite dimensional problem from the given data also tend 
to be unstable. Thus, any error in the given data can dramatically affect the re­
construction process. Finally, some care must be taken to ensure that the given 
data for the continuous problem is consistent with the data required for the finite 
dimensional problem.
To overcome the difficulty of loss of uniqueness, additional constraints may 
be placed on the potential. These often take the form of assuming that the 
given problem is “near-by” to some reference problem. The improperly posed­
ness of the inverse formulation is a fundamental difficulty. However, with some 
care, stable algorithms for reconstructing the finite dimensional problem can be 
formulated [27, 37]. In certain circumstances, regularisation techniques may be 
applicable to reduce the affect of the improperly posedness of the reconstruction 
algorithm. This has been successfully applied by Paine [67]. The difficulty with 
regularisation techniques is that they can adversely affect the numerical solution, 
if they are not implemented carefully.
In this section, the question of consistency of the finite dimensional problem is 
considered in detail. A method due to Hald [40], based on the Rayleigh-Ritz dis­
cretisation is discussed, and is shown to be consistent. Unfortunately, the algorithm 
involves the reconstruction of a dense matrix, which can be quite slow computa­
tionally. From Chapter 2, it follows that a reconstruction method based on the
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central finite differences discretisation will not be consistent, since the differential 
eigenvalues are not well approximated by the corresponding algebraic eigenvalues. 
Paine [68] was the first to consider using the algebraic correction methodology, in 
reverse, to overcome this difficulty. The main focus of this Chapter is on analysing 
Paine’s method, and developing a modification to the original algorithm which 
gives improved convergence.
Before discussing the consistency of numerical algorithms for solving the inverse 
problem, an intuitive explanation of the improperly posedness of the problem is 
presented. Consider the one-dimensional Sturm-Liouville problem with Dirichlet 
boundary conditions
There are three conditions which a problem must satisfy in order to be properly 
posed [49]. They are:
1. Existence of a solution under the given conditions.
2. Uniqueness of the solution under the same conditions.
3. Continuous dependence of the solution on the given data.
The first two points have been dealt with by Gel'fand and Levitan [33], and 
Borg [17] respectively. Recall that Borg [17] showed that further information is 
required to guarantee a unique solution to this problem. This fact is itself an 
indication of the improperly posedness of the problem.
Recall from Chapter 1 that (3.1) has a countably infinite number of eigenvalues. 
Suppose the potential q(x) is continuous. Then the potential may be uniquely 
characterised by determining a countably infinite set of points q ( x , on the graph 
of the potential. Thus, in the formulation of the inverse problem for (3.1), there is 
a countably infinite amount of data (the eigenvalues Ak) and a countably infinite 
number of unknowns (the points on the graph of the potential q(x) which determine 
it uniquely). Thus, intuitively, one would expect that the inverse problem in this 
form would be well posed. To see that this data is not enough, consider the 
problem (3.1) in Rayleigh quotient form
Recall that the leading term in the asymptotic expansion of uk(x) is sin kx. Sub­
stituting this into the above equation and removing constant terms gives
uk(x) + q{x)uk(x) = Akuk(x) , x € (0, tt) 
uk(0) = 0 = uk(t t )  .
(3.1)
foW'k{x)]2dx + fp q(x)[uk(x)]2dx 
f o [ u k ( x) ]2d x
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Thus the spectrum, corresponding to Dirichlet boundary conditions, only gives in­
formation about the even Fourier coefficients of the potential. Another spectrum, 
corresponding to different boundary conditions, would be required to provide in­
formation on the remaining Fourier coefficients.
Alternatively, it could be assumed that the potential is symmetric in the domain 
of interest,
q(x) = q(n -  x) for x G (0,7r), (3.2)
in which case the potential only has even Fourier coefficients. In a sense, assuming 
that the potential is symmetric halves the number of unknowns (although there is 
still a countably infinite number of them). Intuitively, in either case, more data 
than unknowns are required to ensure a unique solution to the inverse problem. 
Thus, the inverse problem must be overposed in order to obtain a unique solution.
The inverse problem is improperly posed with respect to the third point above; 
i.e., the potential does not depend continuously on perturbations in the spectrum. 
Some “well-posedness” results have been obtained for the inverse problem [41, 48], 
bounding the change in potential in terms of changes in the spectrum. However, the 
constants in these inequalities tends to be large. Thus, these results do not preclude 
computationally small changes in the eigenvalues giving rise to large changes in 
the potential.
The question of consistency of a numerical algorithm for reconstructing a poten­
tial, reduces to considering how well the differential eigenvalues are approximated 
by the corresponding algebraic eigenvalues. This is the crucial question in any 
reconstruction algorithm. To see how consistency of the reconstruction method is 
equivalent to uniform approximations of the eigenvalues, consider a general dis­
cretisation of the problem (3.1) under the condition (3.2). The result is the general 
matrix inverse eigenvalue problem
M vfc =  a k\ k .
It is important to note here that the matrix M can contain only N  unknowns 
if it is to be successfully reconstructed from the eigenvalue data [32]. Thus, if 
all the elements of M are unknown, the matrix must contain only N  unique ele­
ments. An example of such a matrix is a tridiagonal, symmetric and persymmetric 
matrix. There are no restrictions on M being a full matrix, provided there are 
only N  unknowns. Such matrix inverse eigenvalue problems have been extensively 
studied [34]. Many methods are available to reconstruct the matrix M, from the 
algebraic eigenvalue data ak [32]. This qualification is where the difficulty with 
most reconstruction algorithms lies. The matrix M must be reconstructed from 
the algebraic eigenvalues crk, which do not necessarily correspond to the differential 
eigenvalues Afc, measured in an application.
One method of overcoming this difficulty is to use a discretisation which gives 
uniform approximations to the differential eigenvalues. Hald [40] used the Rayleigh- 
Ritz discretisation to solve the inverse problem, and obtained good results. The
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only disadvantage to this method is that a dense matrix M, corresponding to (2.5), 
must be reconstructed from the eigenvalue data. Hald proposes a Newton method 
to reconstruct the potential. Unfortunately, this can be slow to converge, and 
costly to implement. This method will be discussed in detail in the next section.
Paine [68] was the first to consider the use of the algebraic correction, in con­
junction with a standard discretisation, to solve the inverse eigenvalue problem. 
The idea is to apply the algebraic correction to the differential eigenvalues (the 
given data) to make them better approximations to the algebraic eigenvalues. A 
matrix reconstruction algorithm can then be applied to the corrected eigenvalues, 
to produce an approximation to the exact discretisation matrix. By identifying 
the reconstructed matrix with the exact discretisation matrix, the potential can 
be recovered. Unfortunately, Paine [68] found that a straight-forward application 
of this idea failed to give the expected results. Paine considered a second method 
which gave improved results.
In the next section, Paine's methods for solving the inverse eigenvalue problem 
are discussed. The reasons for the failure of Paine’s first method are investigated, 
and it is shown that the second method overcomes these difficulties. Based on 
these investigations, a modification to Paine’s method is developed in Section 3.3, 
which gives improved results. The modified method is shown to be essentially the 
same as Paine’s second method. The advantage of the modified method is that 
L2-convergence of the inverse eigenvalue problem may be proved. This is done in 
Section 3.4.
Another approach to solving the inverse problem based on the algebraic correc­
tion was developed by Pirovino [71]. This method overcomes the non-uniformity 
in the algebraic correction by considering only half of the approximate algebraic 
eigenvalues. Pirovino [71] develops a Newton scheme, based on work of Hald’s [38], 
to reconstruct the unknown potential. This method is also discussed in the next 
section.
3.2 R e v iew  o f M e th o d s  for S o lv ing  th e  O n e -D im e n s io n a l 
In v e rse  E ig en v a lu e  P ro b le m
Many methods for solving the one-dimensional inverse eigenvalue problem have 
been developed [13, 30, 40, 55, 68, 71]. Each of these methods must overcome the 
difficulty of uniformly approximating the eigenvalues of the differential problem, so 
that the given eigenvalues can be used as the data in the numerical reconstruction 
scheme.
In this section, three methods for solving the one-dimensional inverse eigenvalue 
problem will be considered. The first of these is the Rayleigh-Ritz method proposed 
by Hald [40]. This is of interest since it has successfully been extended, by Knobel 
and McLaughlin [53], to solve the two-dimensional inverse eigenvalue problem. 
This will be discussed in Chapter 6.
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Two methods for solving the one-dimensional inverse eigenvalue problem us­
ing the algebraic correction are considered. Both Paine’s method and Pirovino’s 
method must overcome the non-uniformity in the algebraic correction. These meth­
ods overcome this difficulty in two different ways. The extension to two dimensions 
of both of these methods will be considered in Chapter 6.
3.2.1 The Rayleigh-Ritz Method for the Solution of the One-Dimen­
sional Inverse Eigenvalue Problem
Hald [40] considered the Rayleigh-Ritz method for the solution of the problem (3.1), 
under the symmetry condition (3.2). Recall from Section 2.2 that the Rayleigh- 
Ritz method discretises the Rayleigh quotient
7Z[u(x)] fo[u'(x )]2dx + fp q(x)[u(x)]2dx 
f(?[u(x)]2dx
by replacing the function u(x) with a finite linear combination of basis functions. 
The result is the discrete Rayleigh quotient
R[w]
wTMw
T ’W 1 W
where w r =  [uq, uq, . . . ,  w^], u(x) =  Y.k~\ wk<t>k{x ), where the (j>k{x) are the basis 
functions, and
■i 2 c nMjj = i25ij + — / q(x) sin ixsin jxdx  .
7T Jo
If the basis functions are chosen to reflect the behaviour of the eigenfunctions, then 
the eigenvalues of M are uniform approximations to the eigenvalues of (3.1).
In the formulation of the inverse problem, the potential q(x) is unknown. Thus, 
Hald [40] considers replacing the potential with its truncated Fourier series
M
q(x) ~  2 ^  oq cos 2kx . (3.3)
k= 1
Notice that since the potential is symmetric in the domain of interest, only the even 
Fourier coefficients are required in the expansion. Recall that given N  algebraic 
eigenvalues, only N  unknowns can be reconstructed in the unknown matrix. Thus, 
the choice of M  is restricted by M  < N.
Substituting the truncated Fourier series into the expression for M gives
4 M
N lq ' i  6 tj  -f- 'y ] O^kCijk i (3.4)
3.2. Review of Methods for the One-Dimensional I.E.P. 31
where
if 2k =  i — j  or 2k — j  — i , 
if 2 k = i + j, 
otherwise.
The inverse problem formulated by Hald [40] is the following: given N  eigenvalues 
Xk of (3.1), reconstruct a matrix M having Afc as its first N  eigenvalues. Identify 
the reconstructed matrix with (3.4), and recover the coefficients ak. The potential 
can then be reconstructed by (3.3).
The only difficulty encountered by Hald [40] was that the matrix M is full. 
There are no general results guaranteeing a unique reconstruction of a matrix of 
the form (3.4) from eigenvalue data. However, Hald [40] proved that providing the 
potential is small enough, a unique reconstruction exists.
There are many methods for reconstructing a matrix given eigenvalue data [32]. 
The approach taken by Hald [40] is to define an iteration on the coefficients ak. 
Hald shows that for suitable initial guesses, the iteration converges to the actual 
Fourier coefficients.
The iteration is defined in the following way. Consider the matrix M — Afc. By 
row and column interchanges, this can be written
M kk -  Xk m I  
m k M fc -  Afc
where m fc is the kth column of M, with the diagonal entry missing, and Mfc is 
obtained from M by deleting the kth. row and column of M. If Xk is not an 
eigenvalue of the reduced matrix Mfc, then the condition det(M — Xk) = 0 is 
equivalent to
Mfcfc -  Afc = mJ(Mfc -  Afc)Tmfc .
From (3.4) it follows that M.kk = k2 — ak. Substituting this into the above equation 
and rearranging in terms of ak yields
ak = k2 -  Afc -  m^(Mfc -  Afc)-1mfc .
The iteration can thus be defined by
newQfc =  F(oldafc),
where
F(ak) =  k2 -  Afc -  m^(Mfc -  Afc)_1m fc.
The only difficulty with this method is that the matrix (Mfc — Xk) must be 
inverted at each step, for each Fourier coefficient afc. Thus, the algorithm will 
be relatively slow. Also, the convergence of the iteration may be slow. Hald [40] 
notes that the method defined above is more for theoretical purposes than practical. 
Other techniques may be more efficient in reconstructing the matrix M. Since M 
is non-sparse, most reconstruction algorithms will be quite slow.
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3.2.2 Paine’s M ethod for the Solution of the Inverse Problem
Paine considered the numerical solution of the inverse problem associated with 
the formulation (3.1), under the symmetry condition (3.2). On the uniform grid 
G, he invoked a central finite differences discretisation, to obtain the algebraic 
problem (2.7). By multiplying through by h2, this problem may be written as
(—A + h2Q)uk = h2p,ku k . (3.5)
This form of the algebraic problem is convenient for several reasons. Firstly, it is 
computationally more stable than the previous form since the algebraic eigenvalues 
pk have an order-1 /h 2 form. Secondly, this formulation is more convenient for the 
proof of convergence.
Note that the matrix (—A + h2Q) is a persymmetric Jacobi matrix. Recall that 
a Jacobi matrix is a symmetric tridiagonal matrix whose off-diagonal elements all 
have the same sign, and are non-zero. A persymmetric matrix is one which is 
symmetric about its second main diagonal.
Hald [39] showed that a persymmetric Jacobi matrix can be uniquely recon­
structed from one algebraic spectrum. Thus, by assuming that the matrix is tridi­
agonal, a general uniqueness result is immediately available.
The key to Paine’s method of solution is the observation, with respect to the 
chosen form of the discretisation (3.5), that the algebraic correction can be used to 
correct the differential eigenvalues to determine approximations to their algebraic 
counterparts. Thus, the key step in Paine’s method is the construction of the 
approximate algebraic counterparts of the differential eigenvalues
jdk = Ak - e k = pk + 0{kh2) . (3.6)
A matrix reconstruction algorithm can be applied to these approximate alge­
braic eigenvalues to construct the unique persymmetric Jacobi matrix (—A + /rQ ), 
defined by
(—A + h2Q)vfc = h2Jikv k ,
where A is the matrix (2.8), and Q is the approximation to the diagonal matrix 
Q. In this way, the identification used by Paine to construct an approximation to 
the potential of the inverse problem becomes
Qi,i —>■ Q*,* =  q{xi) . (3.7)
Using this method, Paine found that the error between the constructed poten­
tial and the actual potential was unacceptably large. This is somewhat surprising, 
as intuitively one would expect the approximation to be quite good, providing the 
approximate algebraic eigenvalues and the exact algebraic eigenvalues are suffi­
ciently close. In order to identify the difficulty with Paine’s approach, we examine 
in detail the steps and assumptions involved in the application of his method.
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It is assumed that the first N  eigenvalues A*, k = 1,..., N , of the Sturm-Liouville 
problem (3.1) are given. With respect to the even grid (2.6), the problem (3.1) 
is discretised to yield the corresponding algebraic eigenvalue problem (3.5). At 
this stage, there is no need to declare what form of discretisation has been applied. 
Clearly, if a grid independent symmetric discretisation is applied, then (—A + /rQ ) 
will be symmetric and persymmetric.
The next step is to determine the approximate algebraic eigenvalues (3.6). The 
form of Ek is chosen to reflect the correspondence between the differential and 
algebraic eigenvalues; i.e., between A*, and Thus, it is at this point that one 
must specify what form of discretisation has been applied to derive (3.5). However, 
in the standard choice for e*, it is assumed that q(x) = 0 and Q =  0. Hence, this 
choice of Ek says nothing about the discretisation of q(x) to obtain Q, other than 
that Q must be an 0 (h2) discretisation of q(x) in order to guarantee the validity 
of (3.6) [70]; i.e.,
Q1 — q + O(h- ) , (3.8)
where q = ^(aq), 9 (^ 2), •••, q { x n ) } T , 1 = [1,1,..., 1]T. This point will be further 
emphasised when the modified method is discussed in the next section. Note that 
this choice of Ek does not force Q to be diagonal, as assumed by Paine.
A matrix reconstruction scheme is next applied to the the corrected algebraic 
eigenvalues jlk to generate the unique persymmetric Jacobi matrix P. for which, 
assuming no numerical errors,
Pvt = h 2j } k v k . (3.9)
Thus, when carrying out the identification
P = -  A + h2Q,
one must allow for the possibility that, as well as A,
_  1 1 
Q _  + h? A
is tridiagonal. Consequently, the identification (3.7) used by Paine, which ignores 
the contribution of off-diagonal elements, is not justified. Thus, it would be more 
appropriate to assume that an 0 (h2) tridiagonal discretisation of the potential 
q(x) has been used.
Theoretical considerations of the algebraic correction have suggested that a 
diagonal matrix representation for the potential is insufficient to accurately re­
construct the potential. However, if the exact algebraic eigenvalues were given, 
then any stable matrix reconstruction routine would reconstruct the potential as 
a diagonal matrix. Thus, there must be some difficulty with using the algebraic
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correction to determine approximations to the algebraic eigenvalues. Recall that 
the result of Theorem 2.1 is only valid for 1 < k < a N , where a < 1 is independent 
of N. Thus, the algebraic correction theory does not guarantee a uniform approx­
imation to the last few algebraic eigenvalues. It was shown in Chapter 2 that this 
non-uniformity in the error persists for increasing N  (c.f. Figure 2.2). This diffi­
culty is the cause of the large error in identifying the reconstructed matrix with 
the given potential.
The inverse matrix eigenvalue problem is also improperly posed with respect 
to perturbations in the high order eigenvalues. The reason for this is that the 
higher eigenvalues correspond to rapidly oscillating eigenvectors, so a small change 
in one of these eigenvalues can change the structure of the matrix reconstructed. 
As a simple example of this, the exact algebraic eigenvalues of (3.5), for N  = 40 
and with the potential (2.13), were calculated. A small non-uniform perturbation 
was then introduced to the spectrum, by adding 1 to the last eigenvalue. The 
matrix corresponding to the perturbed spectrum was then reconstructed, and the 
error between the diagonal and off-diagonal entries of the exact and reconstructed 





Figure 3.1. Error in diagonal and off-diagonal entries of perturbed matrix
a perturbation of the size found in the algebraic correction can spread a significant 
amount of information into the off-diagonal elements of the reconstructed matrix.
A possible explanation for the spread of this information relates to uniqueness 
arguments for the inverse problem. Recall that one full differential spectrum is
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sufficient for the potential in (3.1) to be uniquely reconstructed, when the symme­
try condition (3.2) holds. When (3.1) is discretised, the inverse matrix eigenvalue 
problem (3.5) with data {pk}\ is obtained. If Q is a diagonal matrix then, since the 
potential q(x) is symmetric, the problem (3.5) corresponds to a set of N  equations 
in [T±I unknowns.1 Thus, the system is over-determined, hence a solution will 
exist only if the equations are internally consistent. If Q is a tridiagonal matrix, 
then the problem (3.5) corresponds to a system of N  equations in N  unknowns, 
and so a solution to the problem is guaranteed to be unique.
To overcome the worse than expected performance of the first approach to the 
solution of the inverse problem, Paine proposed a modification which gave improved 
results. The second method was not based explicitly on the points raised above, 
although, as will be seen later, all the above considerations are implicitly dealt 
with in the formulation of Paine’s second method. The method is based on the 
observation that the problem (3.1) is equivalent to
W k ( 0) =  0 =  w k ( i r ) ,
for s £ (0,7r), under the assumptions that
p ( 7T — 5)  =  p(s) , and r ( 7r — s) = r ( s ) .
On the grid G, a centred finite difference approximation to this problem is given 
by
+  r(s)wk(s) = , (3.10)




p2 ~ P3 P3




R  =  diag ( r i ,r2, . . .  , rN) ,
with pi =  p(si- 1/2 ), 1/2 = {i — 1/2)/i, and r* =  r(s*), — ih. This discretisation
of P has been taken to the half grid, in order to maintain symmetry.
The problems (3.1) and (3.10) are related by the Liouville transformation,
1 Again, [x] denotes the greatest integer less than or equal to x.
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which, in this case, can be written [68]
x = x(s), x (s)
y(x(s)) = g{x{s))iu(s) , g{x(s))
q(x(s)) = r(s) -
g'(x(s))\  
,g(x{s))) +
= [  P l/2{t)dt,Jo
= P1/4(s),
(i<As) ) \ 2
\ g ( x ( s ) ) J
(3.12)
There is, however, no known exact transformation which maps (3.5) to (3.11).
The motivation for Paine’s second method is as follows. The eigenvalues of (3.1) 
are equivalent to the eigenvalues of (3.10). Thus, Paine reasons that the approx­
imate algebraic eigenvalues /i*, may approximate the algebraic eigenvalues cr*, 
of (3.11). Notice that the approximate algebraic eigenvalues have been defined 
in terms of the problems (3.1) and (3.5). Thus, there is no obvious justifica­
tion for Paine’s assumption. However, if the assumption is true, then the ma­
trix (3.9), reconstructed from the approximate algebraic eigenvalues, can be iden­
tified with (3.11). If the diagonal and off-diagonal elements of the reconstructed 
matrix P  are denoted by dx and bt, respectively, then the identification is given by,
a% =  (Pi + Pi+i) + t fri  i =  1 , . . . ,  TV, 
bi = -pi  i =  2 , . . . ,  N .
(3.13)
Note that, in this identification, p\ and p.v+i are not defined. These can be deter­
mined by discretising the condition that x (tt) = n. This requirement ensures that 
the Liouville transformation is valid. It gives
P l = Pn+l
4 h2
Tr -  e ;I2 hP i l / 2
From (3.13), it follows that
h2rl = di — pi — pi + 1 
=  bi +  di +  b{+ 1 ; (3.14)
i.e., the sum of the rows of the reconstructed matrix.
Paine reconstructs the potential q(x) by discretising the Liouville transforma­
tion, and substituting in the values of px and determined from (3.13). Since 
the s-grid is uniform, there is no guarantee that the x-grid will be uniform. Thus, 
in order to maintain 0(h2) accuracy in the discretisation of the Liouville trans­
formation (3.12), Paine converts the transformation back to the s-domain. Equa­
tion (3.12) in the s-domain is given by
q(x(s)) = r(s) + -p(s) I [pO) ] 216 p(s)
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An order-/i2 discretisation of this is given by
1 .
Qi =  U +  - p i - (3.15)
where
Pi+1  -  Pi
Pi
- 3 p i + 4 p o - p 3
2h
P x + l - P i - l
2 h
i = 1
f — 2, . . . ,  N  — 1 
i = N3p.V-4p,V-i+p/yr_2 2 h
P l + I + P i  
Pi =  --------7-------- i =  1, • • •, N .
This formulation implicitly incorporates all of the points raised previously. For 
example, the discretisation (3.11) gives the unknown functions a tridiagonal rep­
resentation. Notice also that the problem (3.11) is a fully determined system, in 
the sense that there are N  equations in N  unknowns.
Thus, Paine's second method contains all the ingredients for improved results, 
and indeed these improvements are attained. However, due to the nature of the 
formulation, the reason for the improvement is obscured.
In the next section, we give our modification of Paine’s first method. Using 
this formulation, the reason for the improved results becomes clear. We also indi­
cate the correspondence between our modified method and Paine’s second method. 
Notice that Paine’s second method is obviously the method of choice here, even 
though no mathematical justification for the formulation is given. Thus, the per­
formance of the modified method defined in the next section will be compared with 
Paine’s second method.
3.2 .3  P iro v in o ’s M ethod  for th e Solu tion  o f th e  O ne-D im en sion al In­
verse E igenvalue P roblem
Pirovino’s method is based on an idea originally proposed by Hald [38]. The 
method examined by Hald is a pure matrix reconstruction algorithm, in the sense 
that it is assumed that the exact algebraic eigenvalues are given. Pirovino [71] 
notes that by using the algebraic correction methodology, Hald’s method can be 
used to solve the inverse problem for (3.1). Pirovino overcomes the non-uniformity 
in the approximate algebraic eigenvalues in a different way to that discussed above.
This approach taken by Pirovino is similar to that proposed by Marti [59]. How­
ever, Marti used a finite element method to discretise the Sturm-Liouville problem, 
as opposed to the finite difference scheme used by Pirovino. Also, Pirovino proved 
that his algorithm converges to the true solution.
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Hald’s algorithm is based on a least-squares minimisation technique. Hald con­
siders the matrix problem (3.5) under the assumption that the unknown matrix 
is a persymmetric Jacobi matrix (this corresponds to the potential q(x) satisfy­
ing (3.2), and not being too large). Under these conditions, the problem (3.5) is 
an over-determined system of equations, since there are N  equations in n = 
unknowns. Hald [38] notes that the system will not have a solution whenever it is 
inconsistent. To overcome this difficulty, Hald poses the least squares minimisation
N
F{qu • • • ,qn) =  ~ £fc)2 , (3.16)
fc=i
where the fik are the eigenvalues corresponding to the problem
(-A  + Q)w =  h2fiw ,
where Q =  diag ((ft,. . . ,  qn, . . . ,  q\). Hald considers a Gauss-Seidel method for the 
minimisation of (3.16)
J TJ(q (,'+1) -  qM) =  JT(fi -  ,
where J  is the n x N  Frechet derivative of the mapping c\ u] H¥ ß ll,\  given by
T
»  ‘
/  v d f i \
J(qM)«  = —
H '
The vector qU) =  [q[u\ . . . ,  q ^ ]T is the vth approximation to the minimising 
vector of (3.16). Hald [38] showed that the Gauss-Seidel scheme above has a 
unique solution q*. The matrix Q is reconstructed by the identification
q*k —  Q kk •
Notice that this method is not suitable for solving the inverse eigenvalue prob­
lem (3.1), since the method uses all the approximate algebraic eigenvalues. If the 
algebraic correction were used to determine approximations to the exact algebraic 
eigenvalues then the approximate algebraic eigenvalues would be non-uniform. 
The Gauss-Seidel scheme then applied to the approximate algebraic eigenvalues 
would reconstruct the wrong matrix.
Hald [38] considered the following modification to the above method, which 
overcomes this difficulty. Since only n unknowns are available, Hald considered 
restricting the given eigenvalues to match the number of unknowns. The functional 
to be minimised then becomes
n
^ {Ql  1 • • - 1 Qn)  y ~ !  ( ß k  ~  ß k )  •
k = 1
(3.17)
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Since the system of equations is now square, this functional can be minimised using 
the Newton scheme
where, in this case, J is an n x n square matrix. Hald [38] conjectured that J is 
invertible, but did not prove it. Notice that this method can be used to solve the 
inverse eigenvalue problem for (3.1). The given eigenvalues can be corrected by 
the algebraic correction to give the approximate algebraic eigenvalues. Since the 
parameter a in Theorem 2.1 may be taken to be 1/2 [70], it follows that the first n 
approximate algebraic eigenvalues are uniform approximations to the first n exact 
algebraic eigenvalues. Thus, fjk may be replace by jik in (3.17).
The only difficulty which remains is to show that J is invertible. Pirovino [71] 
proved a stability result which showed, at least for small potentials, that J is 
invertible. Pirovino [71] proved that the Newton method converges to a unique 
solution, and that the minimising vector of (3.17) converges to the actual potential 
as n —> oc.
3.3  A  M o d if ic a tio n  of P a in e ’s M e th o d
We now consider an alternative modification to Paine’s first method, which turns 
out to be a simplification of the second method. Although similar numerical results 
are obtained for the two methods, the advantage of the modified method is that 
the mechanism governing the improved convergence of the methods is made clear. 
Also, a proof of convergence is established for the modified method.
In subsection 3.2.2, it was established that an 0 (h 2) tridiagonal representation 
of the potential q(x) would improve the theoretical stability of Paine’s method. 
Thus, the modification to Paine’s method which we propose is the use of just such 
a representation of the potential. It allows us to “gather in” the information lost 
to the off-diagonal elements by the matrix reconstruction process.
We derive an order-h2 discretisation of the term q(x)u(x). Consider the follow­
ing Taylor series,
J(q<"+1) -  q(l/)) = n -  f i M  ,
u ( x i - i )  = u(Xi )  -  hu{Xi) + y u"(x ,) H------- ,
u(xi+l) =  u(xi) + hu(xi) + Y u"(xt) H-----,
(3.18)
and
where the discretisation of the potential has been taken to the half-grid. This is 
important in guaranteeing the symmetry of the discretisation, and in ensuring that 
the resulting equations have full rank.
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Consider
OLq(xi-i/2 )u{xi-i) + ßq(xi)u(xi) + jq{xl+i/2)u(xl+l) . (3.20)
Applying the Taylor series (3.19) to this, and rearranging, gives
q(xi){au(xi-1) + ßu(xt) + ^u(xi+i)} + ^q (x i ) { -au (x i . i) + 7 u(o;*+1)}
h2
+ — q (xi){au{xi-1) +'yu(xi+i)}  H---------- .
For (3.20) to be an order-h2 representation of q(x)u(x), the following conditions 
must be satisfied:
au{:rz_i) + ßu(xt) + yu(xi+i) = u(xl) + 0 ( h 2) , (3.21)
-au(xi-i)  + yu(xi+i) = 0 ( h ) , (3.22)
au(xi-i) +  yu(xi+i) =  0 (1 ). (3.23)
Application of the Taylor series (3.18) to (3.22) yields
—au(xi- 1) + yu(xi+i) = - a{u(xi) -  hu (xß H-----} 4- 7 {u(xj) + hu (xt) 4------}
= (7 -  ct)u(xi) + (q 4b y)hu'(xi) .
Thus, if a =  7 , condition (3.22) is satisfied. Application of the Taylor series (3.18) 
to (3.21) yields
h2
7 it(x i_ i) 4- ßu(xi) +  'yu(xl+i) =  ^{u(xl) -  hu (xß 4- — u"(xl) 4----- } 4- ßu(xß
h2
+  7 { w f e )  +  hu(xi) 4b — u \x i )  4----- }
= {ß +  27)u(xl) 4b 7h2u \ x l) 4-----.
Thus, if (/? -P 27) =  1, then condition (3.21) is satisfied. Consequently,
yq(xi-i/2)u(xi-i) + (1 -  2 7 )q(xi)u(xi) + yq(xi+l/2)u(xl+l)
= q(xi){u(xi) 4- 7 0 (/i2)} 4b hq(xi)yO{h) 4b / iV  (24)7 0 (1)
= g(xi)u(xj) 4b 70(/i2) • (3.24)
Note that 7 is still a free parameter, since condition (3.23) is automatically satisfied. 
If 7 =  0, then the approximation of q(x)u(x) reduces to q(xl)u(xi). For 7 /  0, the 
form of the discretisation becomes,
(—A 4- h2Q)zfc = h2ßkzk , (3.25)
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where
Q =  tridiag (7g(xl_i/2), (1 -  2'y)q(xi),'yq(xi+l/2) ) .
The matrix problem (3.25) represents a consistent order-h2 discretisation of the 
Sturm-Liouville problem (3.1), in the sense that qt =  Qt l_! + Qiii + Qi>i+i —* q(xt) 
as h —» oo. The representation of the potential is symmetric and tridiagonal, 
and (3.25) is a fully determined system of equations. Thus, the criteria of subsec­
tion 3.2.2 have been satisfied.
In addition, Taylor series arguments show that
qt =  74O 1- 1/2) + (1 -  27)q(xi) + 7g(aq+i/2) =  q{xt) +  0(h2) . (3.26)
This provides the motivation for the identification used in the modified method. 
Formally, the modified method can be defined as the following steps:
1. Given N  differential eigenvalues Afc, correct them using the algebraic correc­
tion (3.6) to obtain the approximate algebraic eigenvalues Jik-
2. Using one of the standard algorithms [27, 37], reconstruct the matrix (3.9) 
corresponding to the approximate algebraic eigenvalues, and decompose P  
as P =  —A + h2Q.
3. Identify the matrix Q with the matrix Q of the modified discretisation (3.25). 
Since (3.26) holds for Q, sum the zth row of Q to obtain the approximation 
to q(xi). Thus, the modified identification becomes
Q ij Qij Qi — q{xi) + 0{h~), (3.27)
where “sum'’ means sum the zth row of Q.
Clearly, a value of 7 is not needed for this identification. Since there is a unique 
persymmetric Jacobi matrix corresponding to the data {Jlk} [39], the value of 7 
is preset by the matrix reconstruction algorithm. In a sense, the elements of Q 
already include the 7 term, and this is eliminated in the summation step of the 
identification.
There are many similarities between this method and Paine’s second method. 
In both situations, the discretisation must be taken to the half grid in order to 
maintain symmetry, and the rank of the resulting equations is full.
The most important similarity, however, is between qt and rt. From (3.14) 
and (3.27) it follows that
Qi — Qi-1/2 +  Qi + Qi+1/2
= ^2( -^1 + 1) + J^(ai ~ 2) + 2^ (&* + 1)
= ^2 (&*-1 + Qi +  &t) — ri •
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Notice that the last equality holds because of a discrepancy in the way the 6Z are 
labeled. Paine labels bt from 2 to TV, where-as here, 6* is labeled from 1 to TV — 1. 
Taking this shift into account, the final equality holds.
Paine [68] notes that rt is already an excellent approximation to the potential, 
q(xi). Unfortunately, in the formulation used by Paine, the rt approximate the 
function r(s), and not q(x). Paine must make the additional transformation (3.15) 
to recover q(x). Paine [68] also notes that the values pt are almost unity. Thus, 
the transformation (3.15) makes very little difference to the value of rt (although 
in the example considered by Paine, it does improve the accuracy slightly). Thus, 
the key to the success of the modified method and Paine’s second method is the 
summing of the rows of the reconstructed matrix.
Although the motivation for each of the methods is different, the algorithms 
are essentially the same. However, our method is a slight simplification of Paine’s 
second method, since the final transformation (3.15) is not required.
As in Paine’s second method, we must justify the use of the algebraic cor­
rection in approximating the eigenvalues JLk of the modified discretisation. Nu­
merically, the algebraic correction approximates the eigenvalues Jlk better than it 
approximates the /ik. For example, for the potential q(x) = 6cos2x, the differ­
ence |/ifc — ~pk\ was computed for TV = 20, N = 40 and TV = 80. The results are 






Figure 3.2. Error between the corrected eigenvalues, and the eigenvalues of the 
modified discretisation, for q(x) = 6 cos 2x
3.3. A Modification of Paine’s Method 43
of the spectrum, this is quickly reduced as N  increases. Thus, it appears that 
the approximate algebraic eigenvalues converge uniformly to the exact algebraic 
eigenvalues. This is an improvement over the previous result. Further numerical 
evidence for the improved behaviour of the algebraic correction, in the case of the 
modified discretisation, is given in Section 3.5.
It has not yet been proved that the approximate algebraic eigenvalues fik con­
verge uniformly to the exact algebraic eigenvalues Jik. However, it is quite simple 
to extend the result of Theorem 2.1 to this case.
Consider the pointwise discretisation of (3.1)
— u + Qu = Afcu . (3.28)
Here, ut = u(xt), and thus does not correspond to an eigenvector of (3.5). To 
obtain a relationship between Xk and JLk, the problems (3.28) and (3.25) must be 
combined. This can be done by first transposing (3.25) and multiplying on the 
right by u, to obtain
zr( - —A + Q)u = Jlkzr u .
Notice that for the purpose of this analysis, the h2 term has been placed back 
with the matrix A. Multiplying (3.28) on the left by zT and subtracting the above 
equation gives
t  '—z u + z1 Qu + z l -^Au -  zr Qu = \ kz x u -  \ikz1 u.T,
Rearranging this yields
(Afc -  £Jfc)zr u =  z T—Au -  zTu' + z(Q -  Q)u (3.29)
Paine et al. [70] have proved the necessary estimates for the first two terms on the 
right hand side above. Thus, all that is required is to find an estimate for the third 
term. Writing the third term out in full gives
N
zr (Q -  Q)u = 22 2i{-7ft-i/2Ut-i + (Qz -  (1 -  27)qi)ui -  7ft+i/2Ui+i}
Z=1
N
— y ^{Q iu i — [ 7 9 t - l / 2 ^ t - l  +  (1  — 2 7 )qiUi  +  7 9 i + l / 2 ^ i + l ] }  •
i =  1
From (3.24), this reduces to
N
zr (Q -  Q)u = 22 zi{Qiui ~ faui +  7 0 (/z2)]}
z = 1
=  - 7  o(h2)22zi-
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Since the eigenvectors z are normalised, the sum of the components of the eigen­
vectors is 0(1). Thus
zr (Q -  Q)u -  - 7 0 ( h 2) .
Thus, the third term of (3.29) is 0(/r2), so the result of Paine et al. [70] follows for 
this case. In particular,
l/Jk — jlk\ = 0( kh2) , for k < aN,  a < 1. (3.30)
This simple analysis shows that, providing Q is any 0 (h 2) discretisation of the 
potential (i.e., the condition (3.8) holds), then Theorem 2.1 follows.
To prove the convergence result for the modified method, it must be assumed 
that a slightly stronger result than (3.30) holds uniformly for all 1 < k < N; 
namely,
= 0 ( k Th2) , for 0 < r  < 1, independent of N.  (3.31)
Remark. A uniform result of this kind has not yet been proved. However, various 
theoretical and numerical results support a situation where
pT - riT o (h 2) . (3.32)
for 1 < ol\N  < k < ct2 N  < N,  and 0 < <  Q2 < 1; i.e., the approximate
algebraic eigenvalues are good approximations to the exact algebraic eigenvalues 
in the interior of the spectrum.
Recall that Anderssen and de Hoog [3] proved Theorem 2.2 for the more general 
problem (2.12). Thus, for this case, the condition (3.32) holds for 1 < k < aN.  
Recall also that Andrew [4] notes that this result depends on a\ ^  0 in (2.12), and 
is thus not applicable to the problem with Dirichlet boundary conditions. However, 
it is likely that this restriction could be overcome. Andrew [5, 7], and Andrew and 
Paine [10, 11] prove uniform bounds for the error in the algebraic correction. Their 
results hold for all 1 < k < N,  and the bound has the form
k2h3 
sin kh
This again supports the assertion that the error in the algebraic correction behaves 
like (3.32).
Numerical results supporting the claim can be seen in Figure 2.2 in the previous 
section, and Figure 3.2 above. Notice that, in these two examples, the regions 
where the algebraic correction breaks down are relatively small, and the size of the 
regions appear to be independent of N.
From the point of view of the proof of convergence of the modified method, it 
is too strong to assume that (3.32) holds uniformly for all N.  However, the key 
step in the proof of Theorem 3.2 is the evaluation of the summation
lk=1
sum =
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If one assumes that (3.30) holds uniformly for all N,  then
sum = 0 ( N s/2fi2) ,
which is too crude for the subsequent analysis. Alternatively, if (3.31) is assumed, 
then this implicitly includes the case (3.32). In addition,
sum = 0 ( N {2r+,
which is sufficient to guarantee the convergence result of Theorem 3.2. ■
3.4  A  C o n v e rg en ce  A n a ly s is  o f th e  M o d ified  M e th o d
The proof of the convergence of the modified method uses a modification to a “well- 
posedness” result of Hald’s [39]. Hald’s result shows that, given any two algebraic 
spectra satisfying a certain regularity constraint, the norm of the difference between 
the corresponding persvmmetric Jacobi matrices can be bounded in terms of a 
constant, which depends on the size of the matrix, multiplied by an expression 
involving the difference between the eigenvalues.
Hald’s result is proved for general Jacobi matrices. By utilising the special 
structure of the matrices considered above, Hald’s theorem can be modified to 
give results applicable to the current situation. A simple analysis then yields the 
required convergence result.
The motivation for using this approach is as follows. In Section 3.2.2, it was 
shown that the approximate algebraic eigenvalues are not uniform approximations 
to the algebraic eigenvalues of —A + h2Q. This non-uniformity was shown 
to spread the information about the potential into the off-diagonal entries of the 
reconstructed matrix. In the modified method, a tridiagonal representation of 
the potential, Q, is defined in order to regain the lost information. If the mod­
ified method works, then the approximate algebraic eigenvalues will be uniform 
approximations to the exact algebraic eigenvalues of — A + /rQ .
Conversely, if it is assumed that the approximate algebraic eigenvalues uni­
formly approximate the exact algebraic eigenvalues of —A + /rQ , then, using the 
modification to Hald’s result, a bound on the difference between Q and Q can be 
calculated. Thus, this convergence analysis is dependent on the uniform validity 
of the estimate (3.30).
Hald’s result [39] can be stated as follows:
Theorem 3.1 (Hald) Let J be a persymmetric Jacobi matrix with eigenvalues 
{jik}. Set 5 — min*, (/Zfc+1 — ~ßk)> S > 0. There exists a constant K , depending 
only on the given data, such that for all real data {jdk} satisfying
max \pk -  ßk\ < 5/4,
k
(3.33)
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there exists a unique corresponding Jacobi matrix J. which satisfies
| | J -  J|U < K
where IMIe denotes the Frobenius norm
Y  (Vk -  hk)'
- k = 1
1/2
(3.34)
The constant K  depends on the given data, in particular, the number of given 
eigenvalues. Hald [39] notes that K  can be bounded in terms of N. The explanation 
for the dependence of K  on N  will be given below. It will be shown that K  = O(N).
Clearly, the constraint (3.33) imposes the necessary regularity on the prob­
lem which allows the result (3.34) to be proved. Our modification replaces the 
constraint (3.33) with the condition (3.30). The resulting theorem allows us to 
establish the L2 convergence of the modified method. It is clear from (3.34) how 
the above theorem will be used to prove the convergence result. If max*, \fik — Jlk\ 
decreases sufficiently quickly, as a function of /i, then ||J — J||^ will tend to zero.
The main result of this chapter is the following theorem.
T heorem  3.2 If the potential q(x) is bounded, and (3.31) holds uniformly for all 
k, then for sufficiently large N  (N > N  > 1, say),
q -  q|U < 0 (h ' - T) ,
where q{ — + Q;)t -T Q ^+ i, q% — + Qt,i + Qi,i+i-




Notice that the statement of this theorem requires that the potential is bounded. 
It will be shown in Lemma 3.1 that this regularity can be relaxed slightly.
The main aim of this analysis is to modify Hald’s result, Theorem 3.1, so that 
it may be applied to proving the convergence of the modified method. To do this, 
it will be assumed that sufficient regularity has been placed on the potential to 
ensure that the problem is well behaved.
The difficulty faced in applying Hald’s result to the proof of convergence of 
the modified method is ensuring that the matrices —A + h2Q and —A -I- h2Q are 
Jacobi matrices. Notice that, if the potential q(x) is badly behaved, it is possible 
that not all the off-diagonal elements of —A + h2Q have the same sign. The 
constraint (3.30) is used to guarantee that - A  -I- h2Q must be a Jacobi matrix if 
—A + h2Q is.
Before considering the modification to Hald’s result, some notation is intro­
duced.
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Notation. For convenience, we will write,
J = - A  + /z2Q, 
J = -  A + /i2Q.
(3.35)
Notice that the eigenvalues corresponding to J and J are given by h2pk and h2/ak, 
respectively. ■
The first step in Hald’s proof of Theorem 3.1 is to determine bounds on the 
diagonal and off-diagonal elements of a Jacobi matrix, in terms of the eigenvalues 
of the matrix. In this application, bounds on the elements of J and J can be 
obtained independent of the eigenvalues. These bounds will also determine the 
regularity required on the potential to ensure that J and J are Jacobi matrices. 
The following lemma establishes these results.
Lemma 3.1 If the potential q(x) is bounded, then, for TV > N, TV > 1, the 
diagonal and off-diagonal elements of J and J satisfy the bounds,
2 — I \ \  < ciii Oi ^  2 +  A !,
— 1 — A 2 £  bt, bi < — 1 + A 2 , (3.36)
where |A’i| < oo, |A’2| < 1. and at, at are the diagonal elements of J and J, and 
bi, bi are the corresponding off-diagonal elements.
Proof. The diagonal and off-diagonal elements of J and J are, respectively,
cii =  2 +  h2{ 1 — 2^)q i , 
bi = — 1 +  h2'yqt+i/2 ,
and
cii — 2 -f- h2 qi, 
bi = — 1 + h2qi+1/2 .
Since q(x) is bounded, the sequences qi and qi+1/2 are bounded for all N.  Thus, 
h2( 1 —  27)qi and h2ryql+i/2 converge to zero as N  tends to infinity. However, for 
small TV, we may have h2jqi+i/2 >  1. In this case, bi is not bounded away from 
zero, and I\ 2 >  1. Since h2yqi+i/2 —> 0 as TV —> 00, we may choose an M, such 
that for TV >  M ,  h2^ qi+i/2 < 1. Note that this M  is independent of TV, and 
depends only on the potential. Thus, the diagonal and off-diagonal elements of J 
are bounded by
2 -  max/v>A/(^2(l -  27)qf) < ä* < 2 +  m&xN>M{h2{l -  27)qt) ,
- 1  -  maxN>M(h2^ ql+l/2) < b{ < - 1  +  maxN>M(h2^ qi+l/2) .
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Now assume that the g* and gi+i/2 can be unbounded, in the sense that a 
sequence of grid points can be found satisfying
h"c[iN-(-1/2 —t C > 1 as A —> oo.
The index zyv indicates that the sequence is defined over an infinite series of grids. 
Corresponding to each N  is a uniform gird, and hence a matrix problem of order 
N . As N  becomes larger, the discretisation of the potential becomes finer, so a 
sequence of points on the discretisation of the potential may be defined between 
the grids. If this assumption holds, then, by the definition of the Frobenius norm, 
||J — J ||£  7A 0 as N  —> co. Since \]Jk -  Jlk\ =  0(/cT/i2), for 0 < r  < 1, the 
constraint (3.33) of Theorem 3.1 can be satisfied for sufficiently large N. Notice 
that, since the potential is fixed, 6 is a fixed constant greater than zero. Since 
the jlk uniformly approximate the eigenvalues JLk, there exists an N  for which the 
constraint (3.33) is satisfied. Thus, from Hald’s theorem,
N 1/2
IIJ — J|| < K -  /r/q)'
. 1—  1
= 0 (N )h 2(0 (N 2r+lh4))l/2 
= o(/V(2r+3)/2/i4)
=  0(h5/2~T) ->  0 ,
which is a contradiction. Note that this result depends on the bound (3.30) being 
uniform. We can relax that condition for this particular result, since to obtain 
a contradiction, all that is required is that the infinite sum above is bounded. 
Consider,
K J2(ti2ßk -  h2Jlk)2
L f c = i
1/2
Y  a ~2 /*4 ( / a - -  M2
-k= 1
1/2
Y , 0 ( h 2 ) { n k  -  ß k ) 2
U = i
1/2
Thus, provided JIk — ßk = 0(h~l+£) for all k , the summand is tends to zero as N  
tends to infinity, and hence the infinite sum is bounded. Note that this condition 
is not sufficient to prove the final convergence result.
The contradiction derived above shows that qt and g^+i/2 must be bounded 
sequences, or at least, h2qt and h2qi+1/2 converge to zero as N  tends to infinity. 
Thus, there exists an M  such that for all N  > M , h2qi+1/2 < 1. Consequently, the 
diagonal and off-diagonal elements of J  are bounded by
2 — max(h2qi) < a t < 2 + max(h2qi) ,
N > M  N > M
-1  -  max(h2qi+i/2) <bt < -1  +  max(h2qi+i/2) .
N > M  N > M
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Let N  — max (A/, M). Let
m ax(/r(l -  2y)qt, h2qi) = K\ ,
N > N
max(/i27 ^ +i/2, h2ql+1/2) = I<2 < 1 •
N > N
These maximums exist, and are independent of N. Thus for N  > N , the elements 
of J and J lie in the compact regions (3.36). ^ □
Lemma 3.1 shows that, for all N  > N, J and J are Jacobi matrices, since the 
off-diagonal elements are bounded away from zero, and all have the same sign. 
Thus, the eigenvalues of J and J are distinct for all N  > N  [34, page 48].
In the above lemma, it was shown that, at worst, h2qt and h2ql+1/2 converge to 
zero as N  tends to infinity. It was then shown that this was sufficient regularity 
to ensure that the elements of J satisfy the bounds (3.36). It thus follows that the 
regularity on the potential. q{x), may be weakened to the requirement that, under 
the central finite difference discretisation, h2qt and h2ql+\/2 converge to zero as N  
tends to infinity. Thus, the potential need not be bounded, but it must tend to 
infinity more slowly than x2.
A mapping can be defined from the elements of a Jacobi matrix to its eigen­
values. Since the eigenvalues of a Jacobi matrix are distinct, this mapping is dif­
ferentiable with respect to the elements of the matrix [51, p. 124]. Differentiating 
this mapping gives the corresponding Frechet derivative matrix. The next step in 
Hald’s proof of Theorem 3.1 is to determine a lower bound on the smallest singular 
value of such a Frechet derivative matrix, for any Jacobi matrix whose elements 
satisfy suitable bounds. To prove the convergence of the modified method, all that 
is required is that a lower bound can be found for the smallest singular value of 
the Frechet derivative matrix, corresponding to matrices which can be written in 
the form —A -4- h2Q, and whose elements satisfy (3.36). Before establishing this 
result, some definitions are introduced.
Since the matrices J and J are persymmetric and symmetric, only half of the 
diagonal and off-diagonal elements are uniquely determined. Define the number of 
diagonal elements to be
n =
if N  is even, 
if N  is odd.
The number of off-diagonal elements is n, if N  is even, and n -  1, if N  is odd. 
Denoting the number of off-diagonal elements by m, the above definition can be 
expressed more compactly as
m = N  — n .
Consider the persymmetric Jacobi matrix J. Define
X  ( U ] _ 5  • • • i U n ,  • • • i b m )
T (3.37)
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and
y =  h2{ ^ n 2, .. (3.38)
We denote the function mapping x to y by
y  = F (x ) ,
where F is a non-linear, vector valued function. We can differentiate F to obtain 
the corresponding Frechet derivative matrix for this mapping
d j i , d J I , fl/x, dJI,
c?ai d ä n db i dbm
dji„ d - ß r r dji„ d j i  n
d ä \ d d n <961 d b m
+ 1 dHn+  1 d J ^ n  + l
d a  i Ö d n dbi d b m
. dÜN  . .
d a \ d a n <961 d b m
(3.39)
Since n +  m = N, F is a square N  x N  matrix.
N ote. As an aside, some interesting insight into the inverse eigenvalue problem, 
and the essential difference between the modified method and Pirovino’s method, 
can be obtained from the definition of the Frechet derivative. Consider the dis­
cretisation of the one-dimensional Sturm-Liouville problem (3.1), with a diagonal 
representation of the potential (3.5). The off-diagonal elements of the matrix 
—A + h2Q are constant, so the corresponding Frechet derivative reduces to an 
N  x n matrix. This matrix can not be inverted, and thus the inverse problem is 
not well defined. Pirovino [71] overcame this difficulty by reducing the amount 
of given data. In this case, the Frechet derivative reduces to an n x n matrix. 
Pirovino’s stability result shows that the reduced Frechet derivative is invertible. 
The approach taken in the modified method is to expand the discretisation of the 
potential, so that the off-diagonal elements of — A+/i2Q depend on the eigenvalues. 
In this situation, the Frechet derivative is an N  x N  matrix. The modification to 
Hald’s result proved here shows that, when N  is finite, the full Frechet derivative 
matrix is invertible. ■
The elements of the Frechet derivative matrix can be calculated in the following 
way. Since
Jz t =  h2fit Zi,
zf Jz i 
zfz*
it follows that
3.4. A Convergence Analysis of the Modified Method 51
Writing the Rayleigh quotient out in full gives
h %  =2 -  _  ' E j L l  H k = l  J k j Z k i Z j i
Since J is tridiagonal, this can be written as
u 2— _ X q = l  ~ j i z j i a j  d" S j = l  z j i z j + l , i b j  d" Y l j = 2 z j i z j - l , i ^ j - l
h ßi — N ~2 •
2^1=1 z ii
The matrix J is symmetric, so the above equation reduces to
, 2 -  _  =  l Z] i Ui  +  2 ^ = 1  z j i Z j + l , i b j
n  V i —  V .,V 2
2-z=i
Since J is also persymmetric, this becomes
*  f t  =  — ---------  1------------------------------------------------------------------2^ 1=l








if j  =  n and A" is odd,




Z -  Zr
‘2\^Zjiz j j r \ i  T  ~yv—j ' iZpf—j-(-pi }
T
Z • Zj
if j  =  m and N  is even,
otherwise.
It follows from [38, p. 142-143] that Zji =  ±2yv-j+i,n and thus, z2{ = z2N_j+li. 
Since J is a Jacobi matrix, zt has i — 1 sign changes in the interval (0, n] (see, for 
example, [34, p. 53]). These sign changes must be placed symmetrically throughout 
the interval, since Zjx =  ±zjv-j+i,*- Thus, ZjiZj+ij and zpf-j^ZN-j+ij have the same 








if j  — n and N  is odd,
otherwise,
(3.41)
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and
2ZlTJlhi if j  =  777, and N  is even,
r Zl Zt . (3.42)
otherwise.
, z/ zz
Notice that the Frechet derivative has a different structure for even and odd N. 
We now establish a bound on the smallest singular value of the Frechet derivative 
matrix (3.39). This result is analogous to Lemma 3 of [39]
Lemma 3.2 Let J  be a persymmetric Jacobi matrix, which can be written in the 
form  —A 4- h2Q, and suppose that the elements of J  satisfy the bounds (3.36) for 
all N  > N , N  > 1. Then the Frechet derivative matrix (3.39) is non-singular 
for all finite N  > N . In addition, for fixed N, there exists a lower bound for the 
smallest singular value of F , which is greater than zero.
dbj
Proof. Define the vectors x and y as in (3.37) and (3.38), respectively. Then the 
elements of the Frechet derivative are given by (3.41) and (3.42) and the matrix 
F may be written as
’sul1 •• 
su'U •
• SUl,l ^ 1 ,1 ^ 2 ,1
F ' =  [d‘ag (Yi up]
j=i
■ sul,2 tUi,2U2,2 ^ m , 2 ^ m + l , 2 , (3.43)
-s u i , N  • * s u l , N tu i,mu2,N • tum i\
where
and
I 1 if j  = n and N  is odd, 
I 2 otherwise,
if j  — m and N  is even, 
otherwise.
Here, the eigenvectors of J have been denoted by u*. Since the eigenvectors can 
be normalised, the diagonal matrix diag (E jli u)i) is invertible. Thus, it is left to 
show that the second matrix in (3.43) is non-singular.
Assume that F z = 0, where z = (zi, . . . ,  z^ )T is an arbitrary vector. We 
show that z = 0. For the second matrix on the right hand side of (3.43), we have
'y  ^s^jUij + y ] tZjUjiUj+i i 0 . (3.44)
3= 1  3=1
Since J is tridiagonal, Uji satisfies the recurrence relation
bj-iuj - 1,* + (aj — Ti)uji + bjUj+ij = 0 (3.45)
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where, again, the a3 are the diagonal elements of J, and the bj are the corresponding 
off-diagonal elements. Rearranging (3.45) it follows that
Hji ^j—l{(/ i^  &i— — l,i b j —2 ^ j —2,i\
= (bj . l . . .b1) - lCpiy - l + --- • (3.46) 
Thus, Uji is a polynomial in Jil of order j  — 1. Consider now an analogue of (3.45)
bj-iUj-i(ß) + (dj -  ß)u3{ß) + bjUj+i(p) =  0 ,
where ß is a real variable. By (3.46), the function u3(ß) is a polynomial in ß of 
degree less than or equal to j  — 1. When ß = ßi: Uj(ß) =  u3i. Define
n m
g i ß )  =  Z  s ~ j u “j  i ß )  +  Z  t z 3u A i j) u 3 + i (m) •
j= i i=i
Then, from (3.44), g(/Jj) =  0, so g(/z) has at least iV roots. Now, u'j(ß) is a 
polynomial in ß of degree 2j  -  2. Similarly, u3(ß)uJ+i(ß) is a polynomial in ß of 
degree 2j — 1. Thus, g(ß) is a polynomial in ß of degree 2p — 2 < N  (for both 
N  even and odd). Consequently, g(ß) must vanish identically. Since u23(ß) and 
Uj(ß)uj+i(ß) are linearly independent, z3 must vanish. This proves that F# is non­
singular, and its smallest singular value is strictly positive. This argument holds 
for any fixed N  > N,  and so it holds for all N  > N.  Notice, however, that this 
argument breaks down in the limit as N  tends to infinity, since we now have an 
infinite degree polynomial. Thus, we can not assert that the Frechet derivative is 
invertible in the limit as N  —> oo.
The matrix F is a continuous function of a3 and b3 [39]. In particular, the 
lowest singular value of F depends continuously on the elements of J. Since the 
elements of J  are restricted to a compact set for all fixed N  > N,  it follows 
that there exists a lower bound, cr, for the smallest singular value of the Frechet 
derivative, providing N > N. As N  increases, the lowest singular value decreases, 
so there is no guarantee that the lowest singular value is bounded away from zero 
as N  tends to infinity. Thus, the lower bound depends on N.  □
Notice that the exact dependence of a on iV will depend on the given prob­
lem. However, a general order of magnitude for a can be obtained quite sim­
ply. Suppose that the eigenvector u; has been normalised so that U{3 = 0(1), 
for z, j  = 1, 2 , . . . ,  Ah Then, by (3.41) and (3.42), each element of the Frechet 
derivative is order-iV-1. The singular values of F' correspond to the eigenvalues 
of (F )TF . The elements of this matrix are also all 0 ( N ~ l). By the min-max 
theorem [80, p. 99]
ef  (F,)TF ,e1
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where ex =  [1 ,0 ,..., 0]T. The order of magnitude of this Rayleigh quotient is N~l , 
and hence, a = 0 ( N ~ l). Notice that this argument doesn’t provide an upper 
bound for a -1 (which is required for Theorem 3.2) but an order of magnitude.
An important feature of the above lemma is that it holds for all Jacobi matrices 
which can be written in the form J = —A + h2Q, and whose elements satisfy the 
bounds (3.36). The corresponding result proved by Hald (Lemma 3 of [39]) is 
crucial in his proof of Theorem 3.1. The main idea of the proof is to define a 
matrix J(£), such that J(0) = J, and J(l) = J. Hald shows that J(£) satisfies the 
conditions of his Lemma 3, and thus a lower bound exists for the singular value 
of the associated Frechet derivative matrix. Thus, the Frechet derivative matrix is 
invertible for each t, and the result follows.
An analogue of this result, for the application considered here, will now be 
presented. The proof of our modification of Theorem 3.1 follows Hald’s original 
proof quite closely. In particular, the crucial step is to show that J(£) satisfies the 
bounds (3.36) for all t € (0,7r), so that Lemma 3.2 can be applied. To establish 
this result, the condition (3.30) is again utilised.
Theorem 3.3 Let J and J be persymmetric Jacobi matrices, corresponding to the 
solutions of the inverse matrix eigenvalue problems with data
ßi  < J l 2  <  • • • < p N ,
and
Pi < P2 < ■■• < Pn i
respectively. Suppose J corresponds to the modified discretisation of the Sturm- 
Liouville problem with a bounded potential, and that the two spectra are related 
by (3.30). Then, for N  > N, N  > 1,
P - J \ \ e < C E  A- -  t*j)2 
j = i
Proof. The matrices J and J are persymmetric Jacobi matrices, and correspond 
to the matrices (3.35). By Lemma 3.1, the diagonal and off-diagonal elements of 
J and J satisfy the bounds (3.36) for N  > N.
The proof of the theorem is essentially a continuation argument. A sequence of 
eigenvalues p3(t) is defined, which are a convex combination of the eigenvalues ~pJ 
and Jlj. Associated with pfit) is a persymmetric Jacobi matrix 3(t). This matrix 
connects J and J, so we obtain the required bound from the relation between the 
elements of J(£) and the eigenvalues p3{t). Let
11b T (1 t)pj . (3.47)
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The fJLj(t) are simple with 0) = /Z-, and /ij(l) =  Jlj. Associated with the 
data (3.47) is the symmetric, persymmetric Jacobi matrix J (£), which can be 
written in the form
J(t) = - A  + h2Q(t).
We have to show that the diagonal and off-diagonal elements of J(t) satisfy the 
bound (3.36) for t € (0,1), and N > N.  The diagonal and off-diagonal elements 
of J(t) are given by
cii(t) = 2 + h2qi{t) , 
bi(t) = -1  + h2qi+l/2{t).
Suppose that, for some to € (0,1), there exists a sequence of grid points such that 
h2qlN+i/2{to) - > C > la s . /V - > o o .  This sequence of grid points is defined as in 
Lemma 3.1. Then, from (3.47), we have
\\Pj(to) ~ PjII =  \\toPj + (1 -  toYßj ~ Pj\\
— -  toPjW
= t0O(kh2) .
Thus, by an argument similar to that in Lemma 3.1, this leads to a contradiction. 
Consequently, there exists an N(t0) such that /i2^ + i/2 (^ o) < 1 for all N  > N( t0). 
Let N  = maXf€[o,i](Ar(^o))- Since the domain over which the maximum is taken is 
compact, this maximum exists, and is attained. Hence, for N  > iV, the diagonal 
and off diagonal elements of J(£) satisfy (3.36) for all t G [0,1].
Lemma 3.2 can thus be applied to J(£), and so a lower bound exists for the 
smallest singular value of the Frechet derivative matrix F (x(t)), for all t G [0,1], 
and for fixed N  > N .
Let
y (t) = h2(ni(t), n2(t), . . . ,  v N{t))T ,
and
x(t) = ( a i ( i ) , . . . ,a n(t) ,5 i( t) ,...,6 m(i))T .
Notice that by (3.47), y (t) = ty + (1 — t)y, where y =  h2(ßi, jl2, . . . ,  • Since
the eigenvalues ßj(t) are dependent on the elements of J(t) for all t, we may write, 
F(x(t)) =  y(t). Since the eigenvalues (3.47) are simple, the Frechet derivative 
exists and we may differentiate the mapping to give
F'(x(<))^r = y - y -
x(t) = x(0) + [F' (x(r))]-1[y -  y]dr ,
This has the solution
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and hence
x ( l ) - x ( 0 ) =  [ [F'(x(r))]_1[ y - y ] d r .  
Jo
Taking the norm of this gives
| |x(l) -  x(0)H2 < <r _1||y -  y |b ,
where a is the lower bound for the smallest singular value of the Frechet derivative 
m atrix. The vectors x (l)  and x(0) are the vectors of diagonal and off-diagonal 
elements of J  and J, respectively. The elements of the vectors y and y are the 
corresponding eigenvalues. Thus, we obtain




This result can now be used to prove Theorem 3.2.
Proof of Theorem 3.2. By Theorem 3.3, the inequality (3.48) holds under the 
conditions of the theorem. Since we have assumed tha t (3.30) holds uniformly, we 
can calculate an order of magnitude for the right hand side of this inequality. We 
have




hA E  (Ht -  fikf = h ' O i N ^ h 4) ,
k— 1
h2 Y, (Pk -
-k= 1
1/2
=  /i20(AT(2T+1)/2/i2) .
Substituting this into the right hand side of (3.48), and eliminating the h2 terms 
gives
HQ -  QIU < 0(A f)0(iV (2T+I)/2/i2) . (3.49)
The O(N)  term  comes from the fact th a t a —
On applying the triangle inequality to the definition of the Frobenius norm, we 
obtain
I I Q - Q I U  =
>
Y  Y(Qij ~ Q'j)2j=1 j=1
1
Ü 3
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where qt = Q ll_1 + Qlt + Q M+1, and ql = Q m_ i + Ql±+ The square-root
of three enters the equation since the matrices Q and Q are both tridiagonal. 
Recall that the discrete L2 norm is given by
r n




Thus, multiplying (3.50) through by h1^ 2 yields
/lI/2| | Q - Q | | A > - C | |q  — q|U -
Combining this with (3.49), we obtain
| |q -  qilfc < A1/2||Q -  Q ||e < hl/20(N)  ■ 0 ( N i2T+l)/2k2) = 0{h'~r) .
Let qi =  q(xi). From (3.26) it follows that
Qi = Qi + 0 (h2) ,
and so
llq — qlU =  o (h2).
Thus, from the triangle inequality, we have
| |q -  q |k  < ||q -  q|U +  llq -  qlU <  0{h2) + 0 { h l~T) .
This establishes that the modified method converges in the L2 sense. □
R e m a rk .
1. The above argument could be tightened in the following way. Notice that 
the numerical evidence in Figure 3.2 and Figure 3.6 suggest that the error
\ßk ~ ßk\ = 0 ( h l+T) , for 0 < t  < 1,
for k in the interior of the computed spectrum, and that
\Uk -Pk\ = ° ( hT)i
for k near the boundary of the spectrum. Thus, instead of assuming the 
uniform bound (3.31), we can relax the condition on the error in the algebraic 
correction to assuming that the boundary region is independent of TV; i.e.,
_ ( ° ( h l+T) ( o v N < k < N ,
W  — for 1 < N  and N  <
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Here, the intervals [1, jV] and [TV, TV] contain a constant, or decreasing, num­
ber of integers. Consequently, the number of integers in the interval [TV, N] 
is order-TV. In this situation, the crucial summation can be reduced to
HOfc -  ßk)2
.k = l
X(^ -  Mfc) 2 + X (fa — ß*)2 + X (ßk -  ßk) 2
_k=l k=N_ fc_77
‘ yv n yv "I C2
X ° ( h2r) + X o{h2+2r) +  x  o{h2r)
_k= 1 k=N_ k=iV
\0(h2T) + 0 {N h2+2r + 0 (h 2r)
0(/T )[l +  0(/i)]1/2 .
1/2
Again, this condition is enough to guarantee the convergence result of The­
orem 3.2.
2. A significant difficulty encountered in the proof of Theorem 3.2 is estimating 
the behaviour of a~l as a function of N. In the comments following the 
proof of Lemma 3.2, a simple argument was used to show that a~l =  O(N).  
If this estimate could be improved, then the convergence result would be 
strengthened.
Recall that Hald’s theorem was proved for general Jacobi matrices. The 
estimation of the behaviour of the lowest singular value, in the theorem above, 
follows Hald’s argument quite closely. However, the matrices considered 
here have a special structure, so it is reasonable to expect that the smallest 
singular value will behave differently in this case, compared to the more 
general situation. Numerical studies have shown that this is the case, for the 
examples considered. For example, for the potential
q(x) = 6 cos 2x ,
the value of a~l is shown in Figure 3.3. It appears that in this figure 
has a log2 x structure. This can be seen in Figure 3.4. Thus, numerical 
evidence suggests that Theorem 3.2 may be strengthened, by improving the 
estimation of the lowest singular value.
Further numerical studies of the behaviour of a~l for a different potential 
can be found in the following section.
3.5 N um erical Im plem entation
The performance of the modified method was tested in the following way. A 
simple potential was chosen, and the differential eigenvalues of (3.1) were calculated
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N=100
Inverse of Singular Values
Figure 3.3. The value of cr 1 for N  = 100.
using a standard method. The modified method was then used to reconstruct the 
potential from the calculated eigenvalues. The error between the test potential 
and reconstructed potential was then determined.
The potential chosen for this test was
q(x) = 6 cos 2x . (3.51)
This was the potential used by Paine [68] in his original paper. The differential 
eigenvalues corresponding to this potential were calculated using the NAG subrou­
tine, D02KAF. This subroutine uses a Prüfer phase transformation, coupled with 
a shooting method, to calculate the eigenvalues of a second order Sturm-Liouville 
problem. The tolerance was set to 10“ ', to ensure that the error in the differential 
eigenvalues was less than any error encountered in the reconstruction procedure. 
These eigenvalues were then taken to be the exact differential eigenvalues.
The potential was reconstructed from this data using the modified method, for 
N  = 15,31 and 63. These results can be seen in Figure 3.5.
A convergence analysis was applied to the numerical results, and it was found 
that, except for the end points, the modified method gave 0 (h 2) convergence. Poor 
convergence at the boundary of the domain is due to the fact that the central finite 
differences discretisation, used to approximate the given problem, does not give an 
0 ( h 2) representation of the problem at the boundaries.
3.5. Numerical Implementation 60
N=100 -e— 
x+4.6 -----
30 40 50 60 70
Log Squared of the Inverse Singular Values
Figure 3.4. The value of log2 cr 1 for N  = 100.
The convergence analysis was based on calculating the values of
Iq fc )  -  q»l
h2
(3.52)
at selected grid points xt. If the values calculated at x l for increasing N  are 
constant, this implies pointwise order-h2 convergence for the method. Different 
orders of convergence can be tested for by replacing h2 in (3.52) by hp, for different 
values of p. Table 3.1 summarises the results for this example. The point x = 0.196
x = 0.196 x  = 0.393 x  = 0.589 x = 1.374 x = 1.571
N  = 15 8.008 2.541 2.718 0.795 1.423
N  = 31 2.201 2.510 2.704 0.813 1.480
N  = 63 2.174 2.504 2.700 0.818 1.495
Table 3.1. Convergence of the modified method for the potential 6cos2x.
is a boundary point for N  = 15, which is the cause of the anomalous behaviour at 
this point.
The potential (3.51) was chosen for the initial numerical results so that the 
modified method could be compared to Paine’s second method. Under this poten­
tial, the problem (3.1) is known as a Mathieu equation, and has more regularity
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Figure 3.5. Graph of error in the reconstructed potential for q(x) = 6cos2x
than is required for the unique reconstruction of the potential using this approach. 
Thus, the method was tested under the potential
q ( x )
— p .r3 4- ^ x 2 — ^ x  + 7 for x € [0, 7t/ 2], 
p x 3 -  =±x2 -  1 for x G (tt/2, tt] .
(3.53)
This is a C2[0, tt] potential, with a discontinuity in the third derivative at x =  tt / 2 .
To test the effectiveness of the algebraic correction, for the modified discreti­
sation, with this potential, the error
error =  \Jxk -  nk\ ,
was calculated for N  =  20, 40, and 80. The results can be seen in Figure 3.6
Notice that, again, the approximate algebraic eigenvalues appear to be con­
verging uniformly, over most of the spectrum, to the exact algebraic eigenvalues of 
the modified discretisation.
The behaviour of the smallest singular value of the Frechet derivative for this 
potential is similar to that found for the previous potential. This is shown in 
Figure 3.7. However, in this case, the behaviour is not quite log2 x.
The potential (3.53) was reconstructed from differential eigenvalue data using 
the same procedure as for (3.51). The results can be seen in Figure 3.9. Pointwise 
convergence estimates were also obtained, and are shown in Table 3.2.








Figure 3.6. Error in the corrected algebraic eigenvalues, compared to the eigen­
values of the modified discretisation, for the potential (3.51).
x =  0 .196 x =  0 .393 x =  0 .589 x =  1.374 x =  1.571
N  =  15 16.314 0 .516 0 .503 0 .298 0 .307
N  =  31 0.288 0 .530 0 .514 0.304 0 .308
N  =  63 0.239 0 .534 0 .517 0.305 0 .306
Table 3.2. Convergence of the modified method for the potential (3.53).
Although we could only prove an L2 convergence estimate for the modified 
method, it appears that, numerically, we are obtaining h2 pointwise convergence 
(except at the end points), for this particular potential. This suggests that it may 
be possible to strengthen the proof of convergence.
A thorough investigation of the numerical performance of the modified method 
was carried out by Dun and Anderssen [29]. In this paper, the performance of 
the modified method was compared with Pirovino’s [71] method. It was found 
that, in certain circumstances, the modified method gave better convergence than 
Pirovino’s.
In general, the modified method ran significantly faster than Pirovino’s method. 
The reason for this is that several fast, stable, algorithms [27, 37] are available 
for the reconstruction of a persymmetric Jacobi matrix from eigenvalue data. 
Pirovino’s reconstruction algorithm is based on a Newton scheme, which requires
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N=100
40 50 60
Inverse of Singular Values
Figure 3.7. Behaviour of o 1 for N  = 100.
the inversion of an n x n full matrix at each step. Fabiano, Knobel and Lowe [30] 
have developed a method similar to Pirovino’s, but based on a modified New­
ton scheme. This technique would be significantly faster than Pirovino’s original 
approach.
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Figure 3.9. Graph of error in the reconstructed potential for the potential (3.53).
C h a p te r  4
C a lc u la tin g  E igenvalues of th e  T w o -D im en sio n a l 
E ig en v a lu e  P ro b le m
4.1 I n t r o d u c t i o n
In theory, there is no difficulty in extending standard methods for calculating 
approximations to the eigenvalues of a one-dimensional differential operator, to 
calculating approximations to the eigenvalues of a two-dimensional differential op­
erator. In both cases, the differential system is reduced to a matrix problem, and 
then the eigenvalues of the matrix are computed. However, in practice, this ap­
proach to determining eigenvalue approximations of a two-dimensional eigenvalue 
problem poses some difficulties.
The size of the matrices used to approximate the eigenvalues of a two-dimen­
sional differential operator correspond to the square of the number of points in the 
discretisation. Consequently, to generate uniformly accurate approximations to a 
long sequence of differential eigenvalues (say, the first 100), the matrices involved 
will need to be quite large. Uniformly accurate approximations to the differential 
eigenvalues are required for two reasons. Firstly, to check the performance of the 
algebraic correction in two dimensions (described in Chapter 5), and secondly as 
data for the two-dimensional inverse eigenvalue problem (considered in Chapter 6).
To show that the matrices required in the discretisation of the two-dimensional 
eigenvalue problem become quite large, consider first the one-dimensional problem
- u k(x) + q(x)uk(x) = Xkuk(x) , x G (0, ir) , 
uk{0) =  0 =  uk(7r).
Applying a central finite differences discretisation to this over the grid G (defined 
by (2.6)) gives the corresponding matrix problem
(—A n + Qat)11*; = AtjfcUfc , (4.2)
where Ayv is given by (2.8), and Qyv is given by (2.9). Recall from Chapter 2 that, 
for any C2(0,7r) potential q(x),
\Xk -fJtk\ = 0 ( k 4h2) .
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Now consider the extension of (4.1) to two dimensions
- A u k(x, y) + q(x, y)uk(x, y) = Akuk(x, y) (x, y) € Q ,
uk(x,y) = 0 ( x , y ) e d Q ,
where =  [0, tt] x [0,7r/a]. Notice that a represents the ratio of the lengths of the 
sides of the rectangle.
The generalisation of the central finite differences discretisation to two dimen­
sions is the 5-point rule. To apply this discretisation, a uniform grid on the rect­
angle Q is required. This can be defined by
G = {(xuyj)  : Xi = ihN, i = 0 ,1 , . . ., N  + 1 , hN =  7r/(yV + 1)
Uj = j h M, j  =  0 ,1 ,.. . ,  M  + 1, hM = n/a(M +  1)} . (4.4)
This grid has N  internal points in the ^-direction, and M  internal points in the 
-^/-direction. To obtain a truly uniform grid the condition /qv = /im — h must be 
imposed. Under this condition N  and M  are related by
M  =
N  + 1
-  1 (4.5)
Notice that for M  to be an integer, the value of a must be restricted. In general, a 
computational scheme does not require that the grid is truly uniform. However, this 
assumption simplifies the analysis somewhat, so it will be imposed here. Applying 
the 5-point rule discretisation to (4.3) gives the corresponding matrix problem
(—A + Q)ufc = nkuk , (4.6)
where,
Q — diag (<7i i , <7i2, • • • ,  <7iyv, <72i> Q22, • • •»<72 n , • • •■> Qm i , <7m2, • • • ,  Qm n ) ,
Qij  =  q { x j , y i )  ■
The matrix A is the N M  x N M  block tridiagonal matrix
A i  Iyv 
IN Ai Iiv
I n A i Ijv
Iyv Ai_





1 -4  1
1 -4  1
1 -4
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The aim of this analysis is to determine how well the eigenvalues of (4.6) ap­
proximate the eigenvalues of (4.3). To simplify this problem, it will be assumed 
that the potential is separable; i.e., it satisfies
q(x, y) =p(x) +r ( y ) .
The advantage of imposing this assumption is that the two-dimensional prob­
lem can then be reduced to two, decoupled, one-dimensional problems. The one­
dimensional theory can then be applied to obtain results in the two-dimensional 
case. This is a trick which will be exploited throughout the remainder of this 
thesis. However, the numerical algorithms developed here do not depend on this 
assumption. They are methods designed to calculate the eigenvalues of (4.3) for 
general potentials.
Applying separation of variables to (4.3) gives the two problems
—X"(x)  + p(x)Xt(x) = A-^Xilx) , x E (0,7r),
Xi(0) = 0 =  Xi(ir) ,
and
-yj ' (y)  + r(y)Yj(y) = \ f ]Yj{y) , y e  (0, ,
Yj(0) = 0 = Yj(ir/a).
The eigenvalues of (4.3) may be calculated from
\ k =  A*1» +  A f ,
where i and j  are independent integers, and is ordered from smallest to largest. 
The relation above shows how the two decoupled equations (4.9) and (4.10) are 
recombined to give information about the two-dimensional problem.
Since the potential q(x, y) is separable, the algebraic problem (4.6) may also 
be separated into two smaller matrix problems. Using the Kronecker product 
notation, it follows that
(—A + Q) =  (—Ayv + P) ® I m + In ® (—A a/ + R ) ,
where
( — Ayv + P)X, = /41}Xi ,
and
(-Ayu + R)yj = y f ]y3 ,
are the central finite differences discretisations of (4.9) and (4.10), respectively. 
Notice that the eigenvectors u satisfy u = x ® y. Thus, the matrix problem (4.6) 
becomes
(4.10)
[ ( - A w + P) ® 1m + I jv ® ( - A m + R) (x <g> y) =  ß(x 0  y ) . (4.11)
4.1. Introduction 68
The following is a standard result of Kronecker product theory (c.f. [16, p. 113]). 
If B and C are two square matrices such that
Bv = cr(l)v and Cw =  cr(2)w ,
then
(B 0  C)(v 0  w) =  cr c^r 2^)(v 0  w) .
Applying this result to (4.11) gives
(^(1) • 1)(x 0  y) +  (1 • m(2))(x  0  y) =  //(x 0  y ) .
Thus, the eigenvalues of (4.6) may be written as
f-^k A h  I A b '  )
where i and j  are independent integers, and ßk is ordered from smallest to largest.
The one-dimensional theory may now be applied to this special case of the 
two-dimensional problem. In particular, if p(x) and r(y) are C2(0,7r), then
l \ a) - / T l  =  o(fcW ),
and
| A f - 4 2>| =
Thus
|A.k -  /ifc| =  ia*1’ + x f ] -  m!11 -  d 2'l
=  0 ( k ih2).
This simple analysis shows that the same order of accuracy is achieved for 
the two-dimensional eigenvalue problem, on a uniform gird with spacing h, as 
for the one-dimensional problem, on a uniform grid with spacing h. However, 
in one dimension, the matrix (—A^ v + Qyv) of (4.2) has order N,  whereas the 
matrix (—A + Q) of (4.6) has order NM.  This shows quite clearly that the size 
of the matrices used to calculate the eigenvalues of the two-dimensional operator 
will be significantly larger than in the one-dimensional case. This argument has 
neglected several technicalities on the ordering of the algebraic and differential 
eigenvalues. This point will be considered in more detail in Chapter 5. Aside from 
these technicalities, the above result holds.
The fact that the matrices used to approximate the eigenvalues of the two- 
dimensional differential operators are large leads to another difficulty. Recall that 
multiple and nearly multiple eigenvalues can occur in the spectrum of the two- 
dimensional eigenvalue problem. In the corresponding matrix problem, these near
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multiple eigenvalues can cause difficulties. Many methods for calculating the eigen­
values of large matrices use iterative schemes. These techniques determine the 
extremal eigenvalues of the matrix to high accuracy quite quickly, but are less 
efficient at calculating good approximations to the internal eigenvalues. If these 
internal eigenvalues are not computed accurately enough, it is possible that the 
error in a computed eigenvalue will exceed the distance to its nearest neighbour. In 
this situation, the iterative scheme is likely to identify only one of the eigenvalues.
It will be shown in the next two sections that all the difficulties mentioned 
above can be overcome using the standard methods for calculating eigenvalues. 
However, the actual implementation is likely to be complicated by the nature of 
the problem.
A significant amount of work has been done on calculating the eigenvalues 
of large sparse matrices [76]. Many efficient methods have been developed for 
determining these eigenvalues. In this chapter, the application of two such methods 
to the problem of calculating long sequences of uniformly accurate eigenvalues 
of two-dimensional differential eigenvalue problems are discussed. The first is a 
multigrid method, which uses Ritz projections onto invariant subspaces to ensure 
that all the eigenvalues are obtained. The second approach is a Lanczos method 
from the numerical subroutines library M eschach  [78]. High accuracy for these 
eigenvalues is obtained by combining the Lanczos method with extrapolation.
4.2 M u l t ig r i d  w i th  R i tz  P ro je c t i o n s
The multigrid algorithm is based on the work of Brandt, McCormick and Ruge [21]. 
The eigenvalue problem (4.3) is discretised on a uniform grid, and multigrid is used 
to solve the resulting system of equations. A Ritz projection improves the accuracy 
of the eigenvalue approximations, and ensures that all the required eigenvalues have 
been found. This technique is not the most recent multigrid method proposed for 
calculating the eigenvalues of a two-dimensional differential operator. However, it 
is of interest because of its use of the Ritz projection. In essence, this method can 
be thought of as a Ritz subspace iteration scheme, with a multigrid solver used to 
determine the iterates.
In this section, the basic linear multigrid scheme will be introduced. The 
Poisson equation will be used as a model problem, to help clarify the ideas. The 
method used by Brandt et al. [21] to solve the eigenvalue problem was based on 
the non-linear multigrid scheme. A detailed description of the method will be 
presented in Subsection 4.2.2. Finally, some numerical results will be presented.
4 .2 .1  In trodu ction  to  M ultigrid
Multigrid methods were originally developed to solve boundary value problems 
on spatial domains [22]. They have since been extended and generalised, and
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can now be used in the numerical solution of a vast number of difficult problems. 
The fundamental ideas behind the multigrid method have come to be viewed as a 
philosophy, or attitude, towards problem solving. The solution technique inspired 
by multigrid has come to be known as multilevel methods.
In this section, an introduction to the multigrid method will be given from the 
perspective of boundary value problems. An excellent introduction to this area, 
which includes many of the details left out here, is the monograph by Briggs [22].
Consider the Poisson equation on the rectangle =  [0,7r] x [0,7r/a]
This problem may be discretised over the grid G (defined by (4.4)), using the 
5-point rule, to give the corresponding matrix problem
f  — diag ( / i i ,  /i2> • • • » / ijv, /2i> /22> • • • > / 2 W1 • • • ? / m i , f M2 -, • • •, I m n ) , 
fij =  f (xj , Vi ) ,
and A is given by (4.8).
This problem may be solved using standard iterative schemes, such as the 
Jacobi or Gauss-Seidel methods. The advantage of these schemes, over direct 
techniques, is that they are simple to implement and can be used to solve a large 
class of problems. Unfortunately, standard iterative schemes tend to be slow to 
converge. Multigrid can be thought of as a way of accelerating the convergence of 
these standard iterative schemes.
Unlike the direct techniques which calculate the exact solution (to machine 
precision) of (4.13), iterative methods determine approximations to the exact solu­
tion, u. Given an initial guess vector, an iteration is defined which, under suitable 
conditions, converges to the exact solution. The iterative scheme is obtained from 
the equations (4.13) themselves. For example, consider the Jacobi method for 
solving the system of equations (4.13). Writing out the ith row of (4.13) in full 
gives
- A u(x,y)  =  f ( x , y )  x G Q , 
u(x, y) =  0 x £ dQ .
(4.12)
-  Au = f (4.13)
where
ui,j ~  ,j +  ui+lJ +  ui,j-1> ui,j+ 1 +  h 2f i j }  .
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Starting with an initial guess for u, say v°, the first Jacobi iterate would be ob­
tained by solving
v l j  =  j K - i j  +  v i + i , j  +  v l j - n v i , j + i  + h 2 f i j }  .
Using the boundary condition given in (4.12), v 1 can be completely determined 
from the above equation. Under suitable conditions, this iterative scheme converges 
to the exact solution [23]. The Gauss-Seidel method is identical to the Jacobi 
method, except that ul1_1 ■ and are used in place of ul°_1 ■ and vf -_j above.
Thus, the most recent information is used to determine the next iteration for the 
Gauss-Seidel method. As would be expected, this method converges faster than 
the Jacobi method in most situations [23, p. 404].
Intuitively, the reason for the slow convergence of standard iterative methods 
is that they quickly reduce high frequency errors in the initial guess vector, but 
reduce the lower frequency errors more slowly. Typically, the high frequency er­
rors have smaller amplitude than the low frequency errors [52, p. 24], so the total 
error is reduced quite slowly. Standard iterative methods are often referred to as 
“smoothers” since they efficiently reduce high frequency errors in the approxima­
tion to the exact solution.
To adequately describe the way multigrid overcomes the slow convergence of 
iterative methods, some standard definitions are required.
Smoothers determine an approximation, v, to the exact algebraic solution u. 
Thus, the error vector
e = u — v ,
may be defined. This measures how far the approximation is from the actual 
solution. Another measure of the error is the residual vector. This is defined by
r = f — Av .
The residual vector measures how far v is from solving the given problem.
The residual equation may be rewritten as
Av = f — r .
Subtracting this from (4.13) gives
Au — Av = f — (f — r ) ,
and hence
Ae = r . (4-14)
Thus, the error vector satisfies the same set of equations as u, with f replaced 
by the residual r. This result is used extensively in linear multigrid. Given an
4.2. Multigrid with Ritz Projections 72
approximation v, the residual r can be computed, and so the error e can be 
determined. The approximation v can then be corrected as follows
v + e = u . (4-15)
If the approximation v has been determined by a smoother, then e will be a 
relatively smooth function. Thus, the smoother will not be effective in solving the 
residual equation (4.14).
The multigrid method overcomes this difficulty by projecting (4.14) onto a 
coarser grid. Intuitively, on a coarser grid, e “appears” more oscillatory so the 
smoother will be more effective in determining it. Once e has been determined 
on the coarse grid, it may be interpolated back up to the fine grid, and used to 
correct v by (4.15). For the Poisson problem (4.13), this intuitive idea can be 
made rigorous [22].
Multigrid extends this idea by using multiple grids to solve the problem, instead 
of just two.
Consider a sequence of nested grids C G2 C • • • C G, over the domain 
Q. Here, Gi is the coarsest grid, and Gz is the finest. The inclusion G^ . C
Gfc+i indicates that all the grid points in G*, are also in Gk+\. Consider the
problem (4.13) on the finest grid G z. This can be written
A;UW = f(=), (4.16)
where A z is the 5-point rule discretisation of the Laplacian on the grid G,, and 
is the corresponding discretisation of f (x,y) .
Denote the approximation to iF2), obtained by smoothing an initial guess on 
G;, by Then the residual equation (4.14) may be written
A 2e(z) = r(z), (4.17)
where — v ^ ,  and
r(z) =  f(*) _  A 2v (z) .
A critical part of the multigrid process is transferring vectors between grids. 
Two operations must be defined: projection operators mapping vectors on fine 
grids to vectors on coarse grids, and interpolation operators defining vectors on 
fine grids from coarse grid vectors. Some simple examples of these operators will 
be given at the end of this subsection. For now, it is sufficient to denote the 
projection operator (from grid k to grid /, for k > l) by I[ and the interpolation 
operator (from grid l to grid k, for l < k) by If.
Consider the projection of (4.17) onto G z_i. Since (4.17) has the same form 
as (4.16), the problem on G z_i may be written
A 2_1u (2_1) =  f (z~1}, (4.18)
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where and u^z_1) — I z~le^zh This change in notation has two
advantages and one disadvantage. The first advantage is that insight into how the 
multigrid algorithm works can be gained from this notation. A smoother may be 
applied to the problem (4.18), and the residual equation resulting from that may be 
projected to the next coarsest grid. This process can be then be continued until the 
coarsest grid is reached. The second advantage of this notation is that it highlights 
the natural recursive nature of the multigrid method. The disadvantage is that 
this notation obscures the fact that (4.18) is actually the residual equation (4.17) 
projected onto G r_i. Thus, the exact solution of (4.18) actually corresponds to the 
error between and v^z\  projected onto G ;_!. Because the notation obscures 
this fact, it is important to keep it in mind.
The kth step of the multigrid process is the following. Given the problem
AkU(k) =  f (fc) ?
apply a smoother to determine an approximation, v^k\  to the exact solution u (AT 
Determine the residual r(k\  and project this onto G*_i.
The above process is repeated until the coarsest grid, G 1? is reached. On this 
grid, either the problem is solved exactly (using direct methods), or the solution 
obtained by the smoother is taken to be accurate enough. This assumption holds 
if smoothing on the fine grids removed all the high-frequency errors, leaving a 
problem that can be quickly solved on the coarsest grid.
Once a solution on the coarsest grid has been obtained, it is interpolated to the 
next finest grid, to correct the approximation obtained there. The interpolation of 
u (1) to G 2 is written
e<2> =  72üW .
Thus, the solution u(1) on G 1? interpolated to G2, is the approximation to the 
error e ^ .  The approximation to u (2), obtained by smoothing on G 2 can then be 
corrected by
u (2) =  v (2) +  e (2).
It is often desirable to smooth uf2) before it is interpolated to G 3 . Notice that the 
bar is used to distinguish the exact solution from the corrected solution.
On the kth. grid, the correction is given by
u {k) =  v (fc) +  e (A:),
where
e(fc) =  /t_iTT(fc_1).
Smoothing is applied to before it is interpolated to the next finest grid.
Again, the above process is continued until the finest grid is reached. At this 
stage, u (z) is the multigrid approximation to u ^ .
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The method just defined is the most basic form of multigrid. It is known as 
the linear multigrid V-scheme. The algorithm is linear in the sense that the error 
e satisfies the same equations as the solution u. The term V-scheme comes from 
the fact that each grid is used twice only, once as the problem is projected from 
the finest grid to the coarsest, and once as the correction is interpolated from the 
coarsest grid to the finest. This can be seen clearly in the following diagram. Here,
Figure 4.1. Pictorial representation of the multigrid V-scheme.
the dots represent the grids which are used, and the arrows indicate the direction 
of projection and interpolation.
A significant amount of work has been done on the convergence properties of 
the multigrid method [20]. It has been shown that, for the model Poisson problem, 
order-fi2 convergence is obtained by the basic linear V-scheme [20]. More general 
convergence results for the V-scheme have also been established [19, 18].
Many extensions have been made to this basic method. For example, better 
convergence can be obtained by spending more time on the coarser grids. For ex­
ample, the linear multigrid W-scheme is given pictorially in the following diagram. 






Figure 4.2. Pictorial representation of the multigrid W-scheme.
more efficiently, giving better convergence.
Multigrid can also be extended to non-linear problems. In this case the error 
e does not satisfy the same equations as the solution u. Thus, the full equations
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must be transferred between the grids. This is known as Full Approximation 
Scheme (FAS) multigrid. This type of multigrid was used by Brandt et al. [21] 
to calculate numerical approximations to the eigenvalues of the two-dimensional 
eigenvalue problem. It will be discussed in more detail in the next subsection.
If an approximation to the exact vector cannot be obtained on the finest 
grid G-, then a version of multigrid known as the Full Multigrid V-scheme (FMV) 
may be used. This starts with an approximation on the coarsest grid (which need 
not be very accurate) and works up to the finest grid. Pictorially, this scheme is 





Figure 4.3. Pictorial representation of the Full Multigrid V-scheme.
finest grid to the coarsest and back to the original grid. The problem is then 
interpolated up to the next finest grid, where another V-scheme is applied. This 
process is continued until a V-scheme has been performed from the finest grid. 
This concept extends naturally to the Full Multigrid W-scheme.
Some concrete examples of nested grids, and transfer operators, will now be 
given for the Poisson problem (4.12).
Assume that the domain of the model problem is a square; i.e., a =  1. Then 
a nested sequence of grids may easily be defined. For example, given the grid G, 
halving the grid spacing h would produce a finer grid which contains all the points 
of G. This is the usual method of generating nested grids for multigrid. Given a 
coarse grid G 1? the kth grid G^ is then defined by
Gfc — {(2 4 , \jj) . ihie, 1 0 ,1, . . . ,  Nh T 1,
Vj — j  — 0 ,1 ,.. . ,  Mk + 1, hk =  7r/(Nk +  1)} • (4.19)
For simplicity, it has been assumed that Gfc is truly uniform. Thus, Nk and Mk 
are related by (4.5). Notice that
, _  ^ f c - i  _  ^ - i
k ~  2 ~  2 k ~ l '
Projection operators come in many different forms. The simplest of these is 
known as injection. Using this operator, the coarse-grid vector takes its values 
directly from the corresponding points on the fine-grid vector.
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A m ore sophisticated  projection operator is the full weighting operator. Here, 
the value of a vector v (/), a t each coarse grid point, is taken to be the weighted 
average of all the values of v (/c) at the fine grid points in the neighbourhood of 
the coarse grid point. For example, for the model problem considered here, 
evaluated a t a point on G * would be obtained from G&+i by
(k) 1
16
(fc-fl) . (k+l )  . (A:+l)
V2i—l , 2 j —l +  V2 i - l , 2 j + l  +  V-
(k+l )
+ + 4 ,11+1 + vs: ? # + + 4 4 , 2 / ' ]  • (4.20)
2 * + l ,2 j - l  +  V2 i + l , 2 j + l  
(A:+l) (A:-|-1) . ( k+l ) (fc+l)l
The s tan d ard  interpolation operator is the linear interpolation m ethod. For 
the model problem , the linear interpolation of v (/c) up to G^+i is given by
v.
,(k + 1) _
J2i,2j ~
{ k+l )  _
2i+ l,2 ;  —





~  2^VÜ  +  VÜ + 1) ’
(k+l )  _  I / , .(*) , J k )
2 i + l , 2 j + l  —
(4.21)
,(k) (k)
Notice th a t the linear interpolation operator is the transpose of the full weighting 
projection operator. This fact is im portan t in proving convergence results for the 
m ultigrid m ethod [22, p. 40]
4 .2 .2  C a lc u la tin g  th e  E igen va lu es o f  a T w o -D im en sio n a l D ifferen tia l 
O p era to r  u sin g  M u ltig r id
Consider now the problem of calculating eigenvalue approxim ations to
-Av. i (x ,y)  +  qiii(x,y) =  \ Ui (x , y )
Ui(x, y) =  0 x G cK2 , >
(ui(x,y),Uj{x,y))  =  6t J .
(4.22)
A lthough orthogonality  of the eigenfunctions is implicit in the definition of the 
eigenvalue problem , it is useful to s ta te  it explicitly here. A discretised version of 
the above orthogonality  condition will be used to keep the com puted eigenvectors 
separate.
T he type of m ultigrid used by B randt et al. [21] to solve the two-dim ensional 
eigenvalue problem  was a Full M ultigrid V-cycle, Full A pproxim ation Scheme. A 
FM V-cycle is required since suitable initial vectors cannot be obtained for the high 
order eigenvectors on the finest grid. This is due to the fact th a t these eigenvectors 
are highly oscillatory. The eigenvalue problem is non-linear, so the FAS m ultigrid 
m ust be used.
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The sequence of nested grids (4.19) used for the Poisson problem in the pre­
vious section are also used here. The problem (4.22) is discretised on these grids 
using the 5-point rule. On the kth grid, the matrix problem corresponding to the 
discretisation of (4.22) is
(~A k + Qk)u\k) = fi\k)u\k), (4.23)
where is the NkMk x NkMk block-tridiagonal matrix (4.8) and Qk is the 
NkMk x NkMk diagonal matrix (4.7). For convenience, the matrix — + Q*,
in (4.23) will be denoted Lfc. The exact solution to (4.23) is given by u-^ and 
ß\k\  The approximations to these obtained by iterative techniques will be de­
noted and 0[k\  As in the previous subsection, the iterative techniques applied 
to the eigenvalue problem reduce the high frequency errors in the eigenvectors 
quite quickly. Thus, again, the methods will be known collectively as smoothers.
The discretisation of the orthogonality condition in (4.22) is derived using a 
discrete inner product. On the grid G k, the discrete inner product is given by
Nk M k
<«/<*>, t«W>k= y
l —  1
for vectors and w(AT
The multigrid method proposed by Brandt et al. [21] is actually a Ritz sub­
space method. Thus, the task of the multigrid step is to approximate a subspace 
spanned by the actual eigenvectors of (4.23). The Ritz projection then finds the 
closest approximation to the eigenvectors within that subspace. Hence, it is not 
necessary for the multigrid scheme to try to approximate the eigenvectors exactly. 
In particular, strict orthogonality between the vectors computed by multigrid is 
not necessary. This fact is important in the design of the multigrid scheme.
Before detailing the steps involved in the multigrid iteration, the FAS used 
in the method will be outlined. Recall that the FAS technique transfers the full 
problem to the next coarsest grid.
Suppose that the currently finest grid reached through the FMV scheme is G/. 
The problem on this grid is
( — A; + Qj)u(,) =  £l(,)u(,), I
r,W{u?\vLf)h =  5iJ . J (4.24)
The second of the equations above is the discretisation of the orthogonality con­
dition in (4.22). The exact form of this, and how strictly it is adhered to, will be 
detailed later. Suppose v (/) is an approximation to u(z) obtained by smoothing. To 
determine the coarse-grid problem corresponding to (4.24), consider the residual
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equation for v (Z)
r (/) =  0 — (L/v(Z) — / i^ v ^ )  (4.25)
— ^(0V(0 _  l /V(0
=  L/u(/) - / i ( V z) + / i (z)v (i) - L /v(z)
=  (L/ -  / / z))(u (z) -  v (/)) .
Since u^Z) — is smooth, the residual equation is also smooth. Thus, projecting 
the residual equation to the grid G z_! gives
7/-1r (z) -  (L/_! -  M(z- 1))(u^“ 1) -  7/-1v (z_1))
-  L/_lU(z_1) -  ^ (z- 1)u (z_1) +  ß ^ I 1^  -  L i . j ' r ' v W  .
Substituting the residual equation (4.25) into the right hand side above gives
7Z- V V Z> -  L/V(z>) =  Li_1u(z" 1) -  +  m(Z-1)7z- 1v (Z) -  L/_17/z_1v (z).
Rearranging this equation yields
-  /i(z_1)u (z~1)+ 7/“ 1(/i(z)v^z^ )—7/_1(L/v^z^ )—/i(z-1)7z-1v^z^ +Lz_ 1(7/-1v^z^ ). 
Thus, if /i(z-1) is a good approximation to ^ l\  then the above equation reduces to
L/_1ut|- 1> =  / i ^ u ^ “ l> +  r ^ - 1\  (4.26)
where
r*'-1» = Li.a/g'v*')) -  /,'-l (L(V('>).
The orthogonality constraint is also transferred to level l — 1. It has the form
r>>fc = ag-l\
where cr^_1) is chosen to maintain the separation between and
The process of transferring the problem to a coarser grid can be continued. In 
general, the equations on the 7th grid (for 7 < / — 1) are given by
^ ) ( u P , u f > ,  =  d ‘ ) , j  j
where
T k =  Lt (/*+1v<fc+1)) +  /£+l(r*+1 -  Lfc+1v<‘ +1>).
Consider now the process of transferring the correction back up to the finer 
grids. This is achieved in the following way. Suppose is an approximation to
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u(k) obtained by smoothing on G*,. Then the error u{k) — v (/c) is smooth, so it may 
be transferred to the coarse grid, to obtain
/£_1(u(fc) -  v (fc)) = Ik~ln{k) -  Ik~lvw  .
The approximation is corrected by determining the solution of the coarse grid 
problem, as above. The coarse grid problem is defined so that the solution, 
is a good approximation to Ik~lu^ kK In this situation
U (fc“ 1) -  l£~lv {k)
is a good approximation to the smooth error components of v^k) projected onto 
the coarse grid. Thus, this difference may be interpolated back to the fine grid, to 
improve the approximation,
n (fc) ;=  v (fc) +  7*_1(u (*-1) -  7f“ 1v (fc)) .
Naturally, the exact solution u ^ -1) cannot be used in the correction. However, at 
this point, the corrected vector u (A:~b is available. Replacing u (A:_1) with in
the above equation gives
n (fc) := v{k) + Ik_{(u(fc_1) -  Ik~lv{k)). (4.28)
The process of transferring the non-linear problem down the grids, and the 
correction back up the grids is the essence of the FAS multigrid. However, because 
the problem is non-linear, the standard linear smoothers outlined for the Poisson 
problem cannot be applied. A non-linear iterative method is required.
The iterative technique used by Brandt et al. [21] was the non-linear Gauss- 
Seidel relaxation scheme. An iterative method is known as a relaxation scheme 
when a parameter is added to the iteration equations to improve the convergence. 
To see how the parameter improves the convergence of the non-linear Gauss-Seidel 
scheme, applied to the eigenvalue problem, it is useful to formulate it in the context 
of an eigenvalue shift parameter.
Consider the approximate problem on G*,
Lka w  =  +  r {k).
Adding a shift to these equations gives
(Lfc -  £7l)u(*> = (n(k) -  tr)u^> + r<fc>.
Suppose the elements of the matrix are denoted atJ. Then the above equation 
has the form
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Rearranging this yields
i— 1 N k Mk
(a« -  ° ) u f ] =  (fJL{k) -  cr)u[k) -  aijuf ] ~ Y  a'3u\k) +  Tik) ■
NkMk
j = 1 J=i-hlj + 1
Thus, given an initial guess vector, say v°, the next Gauss-Seidel iterate would be
This is the form of the non-linear Gauss-Seidel relaxation used by Brandt et al. [21]. 
By formulating the Gauss-Seidel relaxation in this way, it is clear that the shift 
parameter a will need to be changed during the multigrid process to obtain the 
best convergence.
The multigrid method is initialised by calculating coarse-grid approximations 
to the eigenvalues and eigenvectors. If a long sequence of eigenvalues is required, 
then it is unlikely that approximations to all of them can be computed on the 
coarsest grid. At most N\M\  eigenvalues and eigenvectors could be calculated 
on the coarsest grid. However, this number is restricted further due to another 
difficulty. In Section 4.1 it was shown that, at least when the potential is separable,
Thus, the algebraic eigenvalues are not uniform approximations to the differential 
eigenvalues. Consequently, not all the algebraic eigenvalues can be used to approx­
imate the differential eigenvalues. Brandt et al. [21] use the empirical rule that, 
on the kth grid, 1/4 NkM^ algebraic eigenvalues can be used to approximate the 
differential eigenvalues.
On the coarsest grid, 1/4 AfiMi eigenvalues and eigenvectors are approximated. 
These are then interpolated to the second grid, and a V-scheme used to correct 
them. On the second grid, a further 1/4 N2M2 — l/4AfiMi eigenvalues and eigen­
vectors are approximated (if they are required). This process is continued up the 
FMV-scheme. Notice that in all V-schemes applied to the eigenvectors, the coars­
est grid to which the V-scheme is taken is the grid on which that eigenvector was 
introduced. Otherwise, errors due to the approximation of the eigenvalues breaking 
down will be introduced if the grid becomes too coarse.
The multigrid method has the following general step. On the currently finest 
grid G /, 1/4 A|M| — l/4iV/_1M/_i new eigenvalues and eigenvectors are approxi­
mated (if they are required). This is done by applying Gauss-Seidel relaxation to 
the equation
T , i (Z) =  , / (0 n (/)
with the approximation to $  fixed. After each relaxation sweep, the eigenvalue 
is updated by computing the Rayleigh quotient
, 9 ^  -  a
vi =  ----------T CLa (7
\ \ k - P k \  = o ( k i h2).
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Each new eigenvector computed is kept separated from the others using a standard 
Gram-Schmidt algorithm. This process is repeated until sufficient accuracy has 
been obtained.
Since the last 1/4 (iVjMj -  Ni-iMi-i) eigenvalues have just been computed, 
the eigenvectors corresponding to them are not sent through the V-scheme. How­
ever, the V-scheme is applied to each of the first l /4N i- iM i- i  eigenvectors. Each 
eigenvector is projected down the grids using the FAS projection (4.24), until the 
coarsest grid for that eigenvector is reached.
On the coarse grids, the low frequency errors are removed from the approx­
imation. As these have the highest amplitude, most change to the eigenvectors 
is made on these grids. On the fine grids, smaller changes are made. Thus, two 
important steps occur on the coarsest grid. Firstly, the eigenvalue is updated by 
calculating the Rayleigh quotient
ß ( k m i n , i )
/  ( k m in . i )  ( ^ m i n , i ) \  \VZ >Vt )h
where kmini is the coarsest grid for v t. Secondly, the orthogonality condition is 
enforced on the coarsest grid. On the finer grids, there is no need to enforce 
this condition since only small changes to the eigenvector are made. The purpose 
of the multigrid cycle is to produce an approximation to the underlying invariant 
subspace, so the orthogonality condition is relaxed to ensuring that the eigenvectors 
maintain their separation. The conditions used by Brandt et al. [21] were
( k m i n , i )  ._ A m i n ,  t)  /  T ^ m i n , i  ( ^ m in ,t +  1) T ^ r n i n , i  ( l ) \
-  1 k m i n t i  +  l V i > Ll W J } h  X
r,k m i n , i  ( 0VJ
/  T ^ m i n , i  ( l )  T ^ m i n , i  ( l ) \
V l  v j  v j  ) h
/  T ^ m i n , i  ( ^ m in , i  +  l) T ^ r n i n , i  ( l ) \
v (fcm . n , i ) ___v ( k m i n , i )  ' 4 w i n ,i +  l V i____________ ’ 1 1 V t / h
* T ^ m i n , i  ( 0 \
\ v i G/ v z ) h
j  = 1, . . . ,  i -  1,
The first condition removes components from in the directions
for j  =  1, . . .  ,z — 1. The second condition maintains the size of Notice
that the orthogonality conditions compare the coarse grid vector with the
currently finest grid vector v\l\  This is because the relaxation scheme tends to 
increase components of the vector in the directions of the coarse grid vectors. Thus, 
the currently finest grid vectors are the directions which need to be preserved. 
Notice also that is the currently best approximation to the eigenvector u ,^ and 
thus the best vector to compare the coarse grid vector to.
After orthogonalisation has been performed on G*mi ., the correction is inter­
polated up the grids, using (4.28). Once level k has been reached, all 1/4 
vectors are corrected using the Ritz projection. They are then interpolated to the 
next finest grid, for the FMV-process to continue.
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4.2.3 The R itz  P ro jection
The Ritz projection is a method for determining the invariant subspace underlying 
a given subspace. In this application, the given subspace is defined by the span 
of the eigenvector approximations. An orthogonal projection operator, defined 
on the given subspace, determines the invariant subspace. The Ritz projection 
method was developed from Bauer’s simultaneous iteration [75, 60]. The main 
advantage of the Ritz projection is that the convergence of the eigenvalues is ac­
celerated [75]. Normal iterative methods deal with one eigenvector approximation 
at a time. In this situation, the convergence of the eigenvalue is determined by its 
separation from its nearest neighbour. By performing the iteration on a subspace 
of eigenvector approximations, the convergence of the eigenvalues is determined 
by the separation between each eigenvalue, and the nearest neighbour to the set 
of eigenvalues corresponding to the subspace of eigenvector approximations.
For convenience, denote the number of algebraic eigenvalues of the kth prob­
lem which can be used to approximate the corresponding differential eigenvalues 
by gk. Thus, gk = 1 /4NkMK. Once v ^ , . . . , v ^ )  have been computed by multi­
grid cycles on G*,, the subspace V = span-fv^'b. . . ,  v ^ }  is a good approximation
to the subspace spanned by the actual eigenvectors, u ^ , . . . .  u^b However, there 
may be directions within this subspace which are better approximations to the ac­
tual eigenvectors. These vectors are denoted G^ b . . . ,  u^b and the corresponding 
eigenvalues are denoted ß[k\  . . . ,  ju^b These vectors are defined by the condition
that the orthogonal projection of — g[k onto V is zero.
To obtain the orthogonal projection operator from RAfcA/fc to V', the vectors
v[k\  . • •, are orthogonalised to give __ _ v^'b This can be done using
the standard Gram-Schmidt method. Then UUT is the required operator, where 
U =
Any vector in V can be written as Uz, where z E R9k. Thus, G-^ =  ZVz;, and 
the problem of determining is reduced to that of determining z t. The Ritz 
vector, Zj, is determined by the equation
UUT(ljkUzi -  g(ik)Uzl) = 0 ,
or, since U has full rank,
- ( * )
UTLkUzi -  - 'prz, = 0 .
hk
The factor 1 /h \  comes from the fact that UUT is not orthonormal, due to the form 
of the discrete inner product.
Thus, the problem of calculating the Ritz vectors zz, reduces to finding the 
eigenvalues and eigenvectors of a gk x gk symmetric matrix. Notice that although 
Lfc is sparse, UTLkU is a full matrix. Thus, any advantage gained in the reduction 
of the size of the matrix is lost due to the fact that it is full.
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4.2.4 Numerical Results
The method described above was implemented in F ortran. Although recursion 
is built in to some Fortran compilers, it is non-standard, so this feature was not 
utilised for the sake of portability. To take advantage of the full power of multigrid, 
a program incorporating recursion would ideally be used.
The projection and interpolation operators used were the full weighting (4.20), 
and linear interpolation (4.21) operators.
The multigrid method was tested on the potential
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The domain of the problem was chosen to be a square. The coarsest grid had 
9 internal grid points. Three multigrid runs were performed, for finest grid levels 
2 =  4,5,6. As the finest grid level became larger, the computation time grew 
exponentially. The results can be seen in the following figure. The tailing off in
2000
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Figure 4.4. Eigenvalues of the test potential, calculated using the multigrid 
algorithm.
accuracy of the computed eigenvalues could be due to many different factors. The
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way in which the shift parameter a is varied has some affect on this. An optimal 
method for varying a has not yet been determined for this problem. The nature 
of the Ritz projection is such that the convergence of the high order eigenvalues 
is slower than the low order eigenvalues. Thus, further Ritz projections may im­
prove the result. Finally, it is possible that allowing 1/4 eigenvalues to be
approximated on may be too large. No results are available which determine 
how many eigenvalues may safely be approximated on Gfc.
Notice that in the above example, 240 eigenvalues of the two-dimensional prob­
lem were calculated. The first 100 eigenvalues were not affected by the tail-off in 
accuracy at the high order end of the spectrum. This is the natural approach to 
overcoming this difficulty. Determining the cause of the difficulty, and eliminating 
it, would allow smaller matrices to be used in the approximation of the eigenvalues, 
and hence increase the speed of the algorithm.
4.3 T h e  L an czo s M e th o d  an d  E x tra p o la t io n
The Lanczos method is another subspace iteration scheme. However, in this case, 
the size of the subspace increases with each iteration. The Lanczos method reduces 
a general matrix to a tridiagonal one. Standard procedures can then by applied to 
obtain the eigenvalues of the tridiagonal matrix. The power of the Lanczos method 
is that it can reduce a large matrix to a smaller tridiagonal matrix.
The Lanczos method used here was obtained from the Meschach [78] library 
of numerical subroutines in C. This subroutine takes a symmetric matrix as input, 
and outputs a symmetric tridiagonal matrix of specified size. Another subroutine 
from Meschach was then used to calculated the eigenvalues of the tridiagonal 
matrix.
The Lanczos method determines accurate eigenvalue approximations to the 
extremal eigenvalues of the given matrix quite quickly. The reason for this fast 
convergence can be seen by examining the link between the Lanczos method and 
the Rayleigh quotient iteration [2]. Golub and Van Loan [35] introduce the Lanczos 
method from the perspective of Rayleigh quotient iterations, to highlight the rapid 
convergence.
In the following subsection, the Lanczos method will be introduced from first 
principles, for simplicity. In Subsection 4.3.2, extrapolation is introduced, and 
applied to the problem of determining uniformly accurate eigenvalue approxima­
tions. The Lanczos method and extrapolation are applied to a test problem, and 
the results are presented in Subsection 4.3.3.
4.3 .1  In tro d u c t io n  to  th e  L anczos M e th o d
The Lanczos method is a generalisation of the Krylov subspace iteration. For a 
complete understanding of the Lanczos method, one must first consider the Krylov
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subspace iteration.
Suppose that a general square matrix A, of rank N , is given. The aim is to 
determine the eigenvalues of A. The Krylov scheme begins with any vector bi, 
and then determines a sequence of vectors defined by
br =  A' bi .
This sequence of vectors satisfies the polynomial equation
b/v+i + Pn^ n +  • • • + Pibi — 0 , (4.29)
where, by the Cayley-Hamilton theorem, the coefficients pr are identical to the 
ones appearing in the characteristic polynomial of A
Av + pjsfX1^ * + • • • +  p i .
Equation (4.29) may be written in matrix form
Bp =  — b/v+i,
where B =  [b1? b2, . . . .  b v]- If the b r are linearly independent, then B is non­
singular and p may be determined. If, for some m < N , b m is linearly dependent 
on b i , . . . ,  bm_i then b L is said to have grade m with respect to A. In this case, B 
is singular. There are several techniques for dealing with this situation. However, 
this is not of interest here. For details, see, for example, Wilkinson [80, p. 374]. 
In general, if bi is a random vector, then it is unlikely to have grade less than N.
When the eigenvalue distribution is favourable, the conditioning of B will be 
good [80, p. 372]. However, in general, the matrix B can be quite badly condi­
tioned. Wilkinson [80, p. 374] has shown that if the eigenvalue distribution is bad, 
then no starting vector bx will give a well conditioned B. In order to improve the 
conditioning of B. several methods have been developed which “stabilise” the se­
quence of Krylov vectors. These techniques are known collectively as Generalised 
Hessenberg Methods. The Lanczos method is one such technique for stabilising the 
Krylov vectors.
The idea behind the generalised Hessenberg methods is the following. Suppose 
a set of N  linearly independent vectors x* is given. Starting with an arbitrary 
vector bi, the modified Krylov vectors b 2 , b3, . . . ,  b^+i are determined by
r
^r+ibr+i — A br 'y ] fijrb j , (4.30)
i=l
where the kr + 1 are normalising factors, and the hir are chosen so that br+1 is 
orthogonal to x 1}. . . ,  xr . Notice that it is possible for some bm, where m < N , to 
be zero by cancellation. If this is the case, then bm can be replaced by an arbitrary
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vector orthogonal to x L, . . . ,  xm_x [80, p. 378j. If no br is zero for r = 1, . . . ,  iV, 
then byv+i must be null, since it is orthogonal to N  linearly independent vectors. 
Equation (4.30) can be written in matrix form
where
AB = B H ,
h n hi2 h\2, •
k 2 h 22 h 23 • h 2N
H = 0 h hss • ^ 3  N
0 0 0 ••
has upper Hessenberg form. Providing B is non-singular, this can be written
B -'A B  = H .
The orthogonality condition is given by
Xt B = L ,
where X =  [x1? x2, . . . ,  xn] and L is lower triangular. Thus, the generalised Hes­
senberg method reduces A to upper Hessenberg form.
Notice that it has been assumed that the xt were given in advance. This is not 
strictly necessary. The x? may be generated as part of the iteration. The different 
forms of the generalised Hessenberg method are based on different choices for the 
vectors xt-.
The Lanczos method takes the x t to be the modified Krylov vectors obtained 
from AT. Consider the equations
'^r+i.bf-j-i — Abr  ^ ]hjrh j ,
i=l
r
r^+ibj>-)-i A br C^h,^ rb j,
i=l
(4.31)
where hir is chosen so that br+i is orthogonal to b1?. . . ,  br, and htr is chosen so 
that br+1 is orthogonal to bi , ... ,br. At this stage, there is no constraint on bi 
and b x being the same.
Writing the equations (4.31) in matrix form gives
AB = BH , )
Br B = L , J
Ar B = B H , 1 
BTB = L, J (4.33)
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where H and H are of upper Hessenberg form, and L and L are lower triangular. 
From the second equations of (4.32) and (4.33), it follows that
L = Br B
= (Br B)T = V .
Thus, L =  L =  D. where D is a diagonal matrix. The first equations of (4.32) 
and (4.33) now give
H =  B -1AB
= (Br AT(B -1)7')T
= (Br B B -1ATBB “ 1(B -1)r )r  
=  (DB-1Ar B D -1)r
=  D "‘Hr D . (4.34)
The left hand side of the above equation is upper Hessenberg, and the right hand 
side is lower Hessenberg. Thus, both are tridiagonal, and
hir = hir = 0 for i = 1 , . . . ,  r — 2.
The consequence of this is that, from (4.31), if b r+1 is orthogonalised with respect 
to b r and b r_!, then it is automatically orthogonal with respect to all earlier b t. 
Similarly, b r+1 is orthogonal to all b;, i =  l , . . . , r  if it is orthogonal to br and 
b r_i- ^
Now suppose that A is a symmetric matrix. Then A =  A r , and if b! =  bi, 
then the two sequences of modified Krylov vectors are identical. In this case, b r+1 
is orthogonal with respect to b 1}. . . ,  br . Notice that the xz could have been chosen 
to be the vectors b7; initially. The method resulting from this choice of vectors is 
known as the Arnoldi method. Thus, the symmetric Lanczos method is equivalent 
to the symmetric Arnoldi method.
The orthogonalisation processes in (4.31) involves a significant amount of sub­
traction. This can lead to a serious loss of accuracy in the computed b r+i. 
There are two possible methods of overcoming this. Firstly, b r+i could be re- 
orthogonalised with respect to each bz after every iteration. This would slow down 
the method significantly, and all ht would need to be stored. Alternatively, a more 
numerically stable method of orthogonalising the b r+i could be used.
The Lanczos method may be reformulated as finding an orthonormal basis 
for the Krylov subspace /Cm(A ,bi) = span {bi, A b1?. . . ,  A ^- 1 b x}. Hence, it is 
clear that any stable method for determining such an orthonormal basis could be 
used. The advantage of this is that all the b7 do not then have to be stored. 
To compute b r+i, only br and br_i are required for the orthogonalisation process. 
This makes the method extremely efficient. In practice, however, the orthogonality
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of the br can quickly deteriorate due to round-off error. This, in turn, can lead 
to the Lanczos method giving spurious eigenvalues, and eigenvalues with a larger 
multiplicity than in A. These difficulties are discussed in more detail below.
The power of the Lanczos method is the fact that, at each iteration, a tridi­
agonal matrix is defined whose extremal eigenvalues approximate the extremal 
eigenvalues of A [35]. The extremal eigenvalues of the tridiagonal matrix converge 
rapidly to the corresponding eigenvalues of A [35]. Thus, after the mth iteration, 
the Lanczos method will have reduced A to an m x m tridiagonal matrix. This, 
coupled with the fact that all the b; do not need to be stored, makes the Lanc­
zos method particularly effective if only the first few eigenvalues of a large sparse 
matrix are required.
A simple analysis of the Lanczos method provides basic estimates on the error 
in the computed eigenvalues. Suppose the starting vector bi is given, and assume 
that it has grade greater than m. Consider calculating the first m modified Krylov 
vectors by the Lanczos process. Then from the first equation of (4.31) it follows 
that m
'^m+lbm+l Abm 'y ] /limbi •
t = l
If the grade of bi is greater than m, then bm+1 is non-zero, and so the above 
equation can be written
A Bm — BmHm T /^m+lbm+l^rn *
Let yjrn> be an eigenvector of Hm corresponding to the eigenvalue Define
u-m) = B my ;(ni,\  Then it follows that [76]
II(A -  ^"’))u,(m)||2 = fcm+i|e£y‘m)| .
The value on the right hand side above can be computed, and used as an estimate 
of the error in the zth eigenvalue. Notice that A:m+i is the (m + l)st off-diagonal 
entry of Hm+1. This basic error estimate can be used to identify the spurious 
eigenvectors created by the Lanczos process, and hence overcome this difficulty.
Sharp error bounds on the computed eigenvalues can be obtained [35, 76]. 
These results show that, in exact arithmetic, the eigenvalues computed by the 
Lanczos method converge to the exact algebraic eigenvalues of A.
4.3.2 Extrapolation
Extrapolation is a process for increasing the accuracy of a computed approximation 
to a differential equation, within the limits of the computing capabilities. The 
idea is to determine, theoretically, the form of the truncation error between the 
computed approximation and the exact solution. For example, it is often possible 
to express the truncation error as a Taylor series in the grid spacing h. A sequence
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of problems (with different grid spacing) can then be defined to eliminate the low 
order terms in the Taylor series, and hence increase the accuracy of the computed 
approximations.
The extrapolation process has been successfully applied to a number of different 
problems. A complete theoretical treatment of extrapolation can be found in 
Joyce [50] and Marchuk and Shaydurov [58].
Consider the application of the extrapolation process to the eigenvalue prob­
lem (4.3). If this problem is discretised over the uniform grid G (defined by (4.4)) 
using the 5-point rule, the resulting matrix problem can be written
( -A  +  Q)ufc = n[h)uk , (4.35)
where A and Q are defined by (4.8) and (4.7) respectively. The algebraic eigen­
value is superscripted with an h to identify the fact that it was obtained from a 
discretisation with grid spacing h.
The difficulty in applying extrapolation to the correction of the eigenvalue esti­
mates is determining the asymptotic form of the error between the approximation 
and the exact solution.
Consider the one-dimensional problem (4.1) and it’s central finite difference 
discretisation (4.2). It is known [58] that the difference between the algebraic 
eigenvalues /ik and the differential eigenvalues A*, in this case has the asymptotic 
form
A/c — Pfc — C i v  4- C ih 4 +  • • • , (4.36)
for fixed k.
If the potential q(x, y) were separable, then it would follow immediately that 
the difference between the two-dimensional algebraic and differential eigenvalues 
would have the form (4.36). However, the focus here is on calculating eigenvalues 
of systems with non-separable potentials. For this case, a general result analogous 
to (4.36) is more difficult to obtain. For the purposes of this algorithm, it will 
simply be assumed that
ß{h) _  \ k = Ch? + Cih* + ■ ■ ■ , (4.37)
for any value of h, and for fixed k.
The asymptotic formula above is known as the discretisation error equation. 
Suppose the above equation is truncated to the first term. Then it can be written
\ k = n f  -  Ch? + 0(h”').
To solve this equation, and hence calculate an approximation to the differential 
eigenvalues of accuracy 0(hpi), one would first have to determine the coefficient 
C, and the exponents p, and p\. This can be done by setting up a system of
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equations based on the error formula (4.37). Note that (4.37) holds for all h. 
Thus, by choosing different values for h, a system of equations can be constructed 
and solved for the appropriate unknowns.
By choosing the values of h in a special way, solving the resulting system of 
equations can be greatly simplified. In this application, the best choice is to halve 
to value of h for each new equation. The corresponding discretisation equations 
become
d ' 0 -  A* =  C h ? + C W ‘ +  • • • ,
-  A, =  C(h/2)p + Ci(h/2)p' + • • . , [  
ßlh,4) -  \ k = C(h/4)p +  C\(h/4)n  +■■■ . [ ( ’
Notice that each time the grid-spacing is halved, the size of the matrix quadruples. 
Thus, the effectiveness of this method will be limited by the size of the matrices 
that can be solved.
By truncating the system of equations (4.38) to order-/iPn, the unknowns A*., 
C, p, p i , , Cn, pn can be determined by solving the first 2(n + 1) + 1 truncated 
equations of (4.38). This gives a value of A*, accurate to 0(hPn). Often, this process 
simplifies, because the orders of convergence p ,p i,. . .  ,pn are known a priori from 
independent theoretical considerations. In such situations, the extrapolation can 
be performed implicitly, without first constructing the constants C, C\ , . . . ,  Cn.
To begin with, extrapolation will be used to determine the coefficients C and p 
of the discretisation equations. This is achieved by truncating the equations (4.38) 
to the first term, and solving the first three equations. The truncated equations 
are
U.[h) — Afc =  Chp , 
ß[h/2) -  = C(h/2)p , >
ß[h m - X k =C(h/4)p . ,
(4.39)
This is a system of three equations in the three unknowns A*, C, and p. This 
system is consistent, and can easily be solved.
Subtracting the first and second equations of (4.39) gives
Uh/2) -  A*) -  (d A) -  A*) = -  .
Eliminating A*, and rearranging gives the following expression for C
hp(l/2p -  1) ‘
The value of p can now be determined. Subtracting the second and third equation 
of (4.39) yields
( d V4> -  A*) -  ( d A/2) -  A*) =  -  1 /2 ) " .
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Again, eliminating A * and substituting in the expression for C above provides the 
equation
A value of Aa cc u r a t e  to order-hp, can now be determined from the equa­
tions (4.39). This can be done in two ways. Using the expression for C already 
calculated, A& can be determined from the equations (4.39). To do this, it is simply 
a matter of substituting the values of C into the third equation of (4.39). This 
yields
Rearranging this, it follows that an expression for A*.. accurate to order-/ip is given 
by
Alternatively, since the value of p is now known, C and A*, could be calculated 
from only two of the equations of (4.39). Notice that C would have to be recal­
culated, since the C determined above was for all three equations. The advantage 
of this approach is that the resulting expression for A* only involves the two most 
accurate eigenvalue estimates, / i ^ 2) and In theory, there should be no
difference between the two methods. However, in practice, the accuracy of the 
extrapolated eigenvalues is often improved by not including the eigenvalues
Following this approach, subtracting the second and third equations of (4.39) 
gives
Rearranging this and writing in terms of C yields the following expression
h>(imi/2>  - 1) =  ( d A/4) -  t f m ) .
hP{1/ 2? -  1)
Upon simplification, this becomes
(h/4) (h/2)
Finally, taking logs of both sides produces the required expression for p
P =
l n ( d A/4) -  t f m ) ~  l n ( d V2> -  d A>) (4.40)
ln(l/2)
(h/4) _  , d ,l/-> ~  ß k ( h )
k k h p ( l / 2 P  — 1)
hp(l/4)p .
(4.41)
( d V2) -  A.) -  (ß[h/i) ~ At) = C(h/2)p -  C(h/4)p .
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Substituting this into the third equation of (4.39) and rearranging, an alternative 
expression for Aaccura t e  to order-hp, is given by
(h/2) _  (h/4)
\ _  ,.(/l/4)
Ä k —  ß k  ~ 2fhp{l ~ i )
-  ß{r
i




Consider now the problem of calculating the extrapolated eigenvalues up to 
0 (hPl). To do this, the discretisation error equations must be truncated to the 
second term, and the five equations,
ß[h) — Afc =  Chp + Cxhp' ,
ß[h/2) -  \ k = C( h /2 f  + C^h /2 )» ' ,
d C ’ - A  k = C(h/4Y + C1(h/4)n '
ß[h/a)- \ k = C ( h / 8 f  + Cl (h/8
d V16) -  A* = C(h/  16)p + C\{h/\6)p' ,
solved for the unknowns A*, C,p, Ci, and pi. This is a consistent system, and thus 
has a solution. Unfortunately, in the application considered here, there is some 
difficulty in calculating the eigenvalues ß ^ /S) and l6\  Recall that not all the 
algebraic eigenvalues can be used to approximate the corresponding differential 
eigenvalues. Thus, if 100 eigenvalues of the continuous problem (4.3) are to be 
approximated, the matrix used to calculate the would have to be at least of 
order 10 000. Thus, to calculate and /4V16\  the matrices would have to be
of order 640 000 and 2 560 000 respectively. Although the eigenvalues of matrices 
of this size may be computable on a supercomputer, in general, problems of this 
magnitude are currently intractable. Thus, as much information as possible must 
be obtained from the first three equations. Notice that more equations could be 
used if, instead of halving the grid spacing each time, a larger ratio between the 
grid spacings is used. However, in this situation, it is unlikely that the computed 
eigenvalues would be more accurate than those determined here, since the limiting 
factor is the accuracy of the algebraic eigenvalues.
Consider the first three equations of (4.38), truncated to the order-hPx term,
/x£&) -  At =  Chp + 1,
d V2)- A t  =  c ( f ) P +  C1 ( | f  ,
/«r >-At =c ($)'+<* ($)*.,
(4.43)
Notice that C and p are known from the first calculation. Thus, the above equa­
tions have three unknowns, A*., and p\. Unfortunately, in this case, the sys­
tem is inconsistent. This is because C was calculated under the assumption that
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Ci =  0. Thus, any attempt to determine A*, with the old value of C will give 
an inconsistent result. Consequently, C must be considered as a variable in the 
above equations. This means that the only way to solve these equations is to 
independently determine a value for p and p\.
Since the 5-point rule is a symmetric discretisation, and the grid G is uniform, 
the expected value of p is 2. In the numerical experiments reported in the next 
section, this expectation is validated. In this case, the expected value of p\ is 4. 
Under the assumption that p\ =  4, the equations (4.43) can be solved for the 
unknowns A*,, C, and C\. In this case, the equations are consistent, and a solution 
can be determined.
To do this, values for C and Ci must first be determined. Hence, two equations 
in the two unknowns C and Ci are required. Subtracting the first and second 
equations of (4.43) gives
(ß{P 2) -  At)  -  (ix[h)-  At )  =  C(h/2)p-  + -  C W  .
Rearranging this and eliminating A*, yields the first equation in the unknowns C 
and Ci
Chp ( i  -  0  + C^ '  ( i )  =  d A/2) -  aC  ■ (4-44)
The second equation in the unknowns C and Ci is obtained by subtracting the 
second and third equations of (4.43)
(mS C  -  At) -  (mC  -  At) = C(h/A)p-  +  -  C1(Ai/2)"1 .
Again, eliminating A*, the required equation is given by
C h ” -  ( T  -  1 ) +  d _  ( _ L _
2 P \ 2 P  J 2 P !  V 2 p i = d ft/4)
n (h/2) (4.45)
To determine Ci, equation (4.44) is multiplied by 1/2P, and then subtracted 
from (4.45) to obtain
Ci/ipi —  1 2pi - d V2)) -
A rearrangement of this yields the expression for Ci
Ci - U h,i) d A/2)) -
W 2 )
k
h r '  ( 2 k  -  1) (A  -1 )
To determine C, the expression for Ci is substituted back into (4.45). An expres­
sion for C is the given by
U h/4)  -  ^ r j )
( V  2)'
+




hPX ( ^ r  - 1
1
2Pi - 4
- h pi —
2pi
1
2pi -  1
- z/(/l/4) #I(V2)
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A rearrangement of this yields
C =
( d V4> Pk
(h/2)n 2p
)  ' 2 P - 2 p i d V4)





An expression for the extrapolated value of A*,, accurate up to order-/zpl, can 
now be calculated. Substituting the expressions for C and C\ into the third equa­
tion of (4.43) gives
d V4> -  A
u r
k
UV™) + 2P^ - 2 pi Pk





hP2t (z? “  1
■hP
+ u r Pk{h/2)) -  U P k /2) -  p H  i
.(/a
h?i ( 2k  - 1 - 1
4?i hpi
Upon simplification, this yields an approximation to A*, accurate to order-hPl
At = d V4> 11 - +
2p
+ s r
1 - 2 p (1 -  2p)(1 -  2p i) 
1 2P +  1
1 -  2p (1 -  2p)(l -  2pi) + d ',) (1 -  2p)(l -  2pi)
(4.46)
4 .3 .3  N u m e r ic a l R e su lts
The Lanczos method and extrapolation were applied to the problem of calculat­
ing 100 uniform approximations to the eigenvalues of the two-dimensional prob­
lem (4.3), with the potential
q(x, y) =  p(x) + cos 2y + 0.1 cos(4xy ) , (4.47)
where,
p{x)
1344 4032 , 4480 4 2240 , 480 2 32
-------—x6 4------ —x5 ------- — x 4------ —Xs -------—x H------x .
7T° 7T° 7 P  7T5 7 7T
The domain of the problem was assumed to be a square. The problem was discre- 
tised on the uniform grid G, using the 5-point rule.
The first approximation to the eigenvalues of (4.3) were obtained on a 127 x 127 
grid. This resulted in a sparse matrix of size 16129 x 16129. The Lanczos method 
was used to reduce this to a 4000 x 4000 tridiagonal matrix. The eigenvalues 
were then obtained using a standard solver. The initial grid of size 127 x 127 was 
required to ensure that the resulting matrix problem would approximate the first 
100 differential eigenvalues. Choosing the size of the tridiagonal matrix the problem 
was reduced to was based on the following considerations. Firstly, recall that due
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to round-off error, the Lanczos process calculates spurious multiple eigenvalues in 
the spectrum of the tridiagonal matrix. As the size of the problem increases, more 
spurious eigenvalues occur. Thus, the tridiagonal matrix had to be large enough 
to ensure that the first 100 eigenvalues of the original matrix would be determined 
by the tridiagonal matrix.
The method used to calculate the eigenvalues of the tridiagonal matrix was a 
standard iterative scheme. Recall that these schemes approximate the extremal 
eigenvalues quickly, but the internal eigenvalues less accurately. Thus, the tridiag­
onal matrix had to be large enough to ensure that the first 100 distinct eigenvalues 
were extremal.
Numerical experience indicated that reducing the original matrix to a tridiago­
nal one of a quarter of the size, gave suitable estimates to the required eigenvalues. 
This ratio was maintained for all subsequent matrix sizes.
Successively halving the grid spacing of the original grid gave matrices of the 
following orders. This table shows quite clearly that the algebraic eigenvalues
N Algebraic eigenvalue Sparse matrix Tridiagonal matrix
127 wr~AT 16 129 4 000
255 „(V2)AT 65 025 16 000
511 ß{r 261 121 64 000
1 023 „(V8)AT- 1 046 529 256 000
Table 4.1. Matrix sizes corresponding to different discretisations
are out of the range of current computational power. The eigenvalues
and /z* were computed. The results can be seen in Table A.l of the Appendix.
Independent theoretical considerations suggest that the value of p in this case 
should be 2. To check this, the value of p was computed using equation (4.40). 
The results are plotted in Figure 4.5 This Figure shows clearly that, overall, the 
numerical experiments agree with the theory for this problem. An obvious feature 
of this graph is the two large peaks around eigenvalue numbers 32 and 43. It 
is often difficult to obtain accurate numerical estimates to the coefficients of the 
extrapolation equations. One explanation for this is the fact that the equations 
are truncated at relatively low order. However, it is difficult to explain why the 
approximation breaks down at these particular points in the spectrum. The points 
in the spectrum corresponding to these eigenvalue numbers are no more sensitive 
than any other point, and no obvious errors were made in calculating these eigen­
values. It is possible that, for some reason, the Lanczos method is calculating these 
eigenvalues to greater (or lesser) accuracy than that predicted by the discretisation 
error equations. In this situation, the extrapolation process breaks down.
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Value of p
J OOO<KK><XX)OO^eOO<>OOOO« <>OOOOOO<X>0 0OOOO<>OOOOOOO<2  < ^»OOOOCKKXXKXKKXMXWXwXKKKKKMXK^
40  50 60
Eigenvalue Number
Figure 4.5. The value of p calculated for the potential (4.47).
The extrapolated eigenvalues, accurate up to order-h2, were calculated using 
both (4.41) and (4.42). These results are contained in Table A.2 of the Appendix. 
Note that the coefficients in equations (4.41) and (4.42) are —1/12 and —1/3, 
respectively. As expected, the extrapolated eigenvalues calculated using (4.42) are 
more accurate than those calculated using (4.41).
Since the value of p is likely to be 2, following the reasoning given in the previous 
section, it may be assumed that pi = 4. Under this assumption, equation (4.46) 
for calculating the extrapolated eigenvalues accurate to order-/z4 reduces to
(4.48)
The extrapolated eigenvalues were again calculated using this equation. The re­
sults are also contained in Table A.2 of the Appendix. These eigenvalues were as 
accurate as could be obtained using the Lanczos method and extrapolation on the 
computing system available. These eigenvalues were significantly more accurate 
than those obtained by the multigrid method. Notice that, in theory, extrapola­
tion could be applied to the eigenvalues obtained using the multigrid algorithm. 
However, we found that the convergence of the multigrid method was too erratic 
for extrapolation to be effective.
The two standard methods described here are not the only ways to calculate 
uniformly accurate eigenvalue approximations. It may be possible to obtain more 
accurate eigenvalues using different methods. For example, the potential used
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to test these methods is a small perturbation from a separable potential. The 
eigenvalues of the separable potential could be calculated using some standard one­
dimensional method, and then used as an initial guess for some Rayleigh quotient 
iteration, or Newton method. For potential which are not small perturbations from 
a separable potential, this idea may be extended using a homotopy scheme.
The eigenvalue approximations calculated using (4.48) were accurate enough 
for the application required in Chapter 5; i.e., comparing the performance of the 
two-dimensional algebraic correction.
C h a p te r  5
T he Tw o-D im ensional A lgebraic C orrection
5.1 I n t r o d u c t i o n
It was shown in Chapter 4 that, although standard methods can be used to compute 
approximations to the eigenvalues of a two-dimensional differential operator, in 
practice they can be difficult to implement, because the order of the matrices used 
to approximate the differential eigenvalue problem increase as the square of the 
discretisation.
In this chapter, the algebraic correction method of Paine, de Hoog and Ander- 
ssen [70] is extended to two dimensions. Recall that the one-dimensional method 
corrects the algebraic eigenvalues to make them better approximations to the dif­
ferential eigenvalues. The advantage of this approach is that more algebraic eigen­
values can be used to approximate the corresponding differential eigenvalues, so 
smaller matrices may be used in the approximation (compare Figures 2.1 and 2.2). 
In the one-dimensional problem, the speed and simplicity of the algebraic correc­
tion method are two of its major advantages over other techniques for calculating 
uniform approximations to the differential eigenvalues. In the case of the two- 
dimensional problem, where the matrices become large quite quickly, the fact that 
smaller matrices can be used will have a dramatic impact on the speed of the 
algorithm.
Consider the two-dimensional eigenvalue problem
where $2 =  [0,pi] x [0,7r/a]. The algebraic correction applied to this problem has 
received little attention. Andrew [4] made an initial investigation of the prob­
lem, and noted that the form of the error was more complicated than in the one­
dimensional algebraic correction. Since then, little appears to have been published 
on this problem.
As an initial step in extending the algebraic correction to two dimensions, it
(5.1)
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will be assumed that the potential is separable; i.e., the potential satisfies
q(x,y) =p{x) + r ( y) . (5.2)
The problem (5.1) can then be separated into two, decoupled, one-dimensional 
problems. The one-dimensional algebraic correction of Chapter 2 can then be 
applied to each of the one-dimensional problems separately. By recombining 
the eigenvalues of the one-dimensional problems, to form the eigenvalues of the 
two-dimensional problem, some insight into the behaviour of the two-dimensional 
eigenvalues may be gained. This information is then used to define a fully two- 
dimensional algebraic correction. This approach is similar to that taken by An­
drew [4] in his initial investigation of the two-dimensional algebraic correction. 
In [4], Andrew considered a potential of the form
q{x,y) = p(x)r(y) .
Defining the algebraic correction for a non-separable potential is more difficult. 
By considering the non-separable potential as a perturbation from a separable one, 
the two-dimensional algebraic correction can be applied. This trick of considering 
perturbations from a separable potential, rather than from the null-potential, has 
certain advantages which will be discussed below. Notice that it is possible that 
results obtained for non-separable potentials, which are small perturbations of 
separable ones, may not extend to general potentials [6]. However, at this stage, 
the algebraic correction can only be defined for potentials which are defined as 
perturbations from a separable potential.
5.2 T h e  A lg eb ra ic  C o rre c tio n  on  th e  S e p a ra te d  P o te n t ia l
Under the assumption (5.2), one seeks a separable variable solution for (5.1) of the 
form
u(x,y) = X(x)Y(y) ,
which yields the two one-dimensional problems
- X" ( x )  +p(x)Xi(x)  =  X^'X^x) , x  € (0,tt),
X,(0) = 0 =  ,
and
- Y j { y )  + r(y)Yj(y) = A f T ( y ), y e (0, x / a ) ,
Yj{0) = 0 = Yj (x/a) .
The eigenvalues of (5.1) are related to the eigenvalues of (5.3) and (5.4) by the 
equation
A* =  A*1’ +  A f  , i — 1, 2 , . . . ,  j  1, 2 , . . . , k = kx(i , j ) ,  (5.5)
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where i and j  are ordered so that A*, is non-decreasing. This ordering defines a 
mapping from i and j  to A; for A: = 1 ,2 , . . . ,  which is denoted by k =
The essential challenge posed by the higher-dimensional eigenvalue problem is 
hidden in this need to order the i and j  to generate a non-decreasing sequence of 
Ak •
The algebraic correction method in one dimension can be applied to calculate 
approximations to A^ !) and A^. These can then be combined according to (5.5) 
to yield the required approximations of the A*..
To apply the algebraic correction to the two one-dimensional problems, they 
must first be cliscretised. Consider the uniform grids
Gi =  {xi : Xi = ihN, i =  0,1, 2 , . . . , N  + 1, hN = n / ( N  + 1)} ,
G 2 =  {Uj : Dj = j h M, j  = 0,1, 2, . . . ,  M  + 1, hM =  n/a(M + 1)} ,
defined on the x and y axes, respectively. There are N  interior points along 
the x-axis, and M  interior points along the y-axis. The centred finite differences 
discretisations of (5.3) and (5.4) over Gi and G2, respectively, are then given by
where Ayv (respectively. A.v/) is the N  x N  (respectively, M  x M)  matrix
‘- 2  1 
1 - 2  1
1 - 2  1 
1 —  2_
The matrices P  and R  are diagonal matrices of the form
P = diag (p(xi),p(x2) , .. . ,p(xN) ) ,
R  = diag (r{yi),r{y2) , . . . ,  r(yM) ) .
The “near-by” systems used for the one-dimensional algebraic corrections are the 
null-potential systems with p = r = 0; namely, the differential problems
-x ' i {x )  = A o}Xi(x), e (0,7T), 
Xi(0) =  0 =  X t(n) ,
-Y j ( y )  =  4 j vi(y). y €  (o, tt/ o) ,
Y3(0) =  0 =  Yj(ir/a),
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and the corresponding discrete systems
~ T T A n* i = ßo ,/xi,
- T r A MY] =  Mojyi ■
(5.8)
(5.9)
From Chapter 2, it follows that the algebraic corrections for (5.3) and (5.4) are 
given by
(1) _  \(1) „(1) _  „'2 ' A0.i —ßb,i = r  -  T2~ s in
nN







Thus, if p(x) and r(y) are C2(0 ,7r), then Theorem 2.1 applies, and the corrected 
algebraic eigenvalues and 3p-) may be defined. The corrected algebraic eigen­
values satisfy
ÄP =  Ati1) + e i 1) =  A|1> + 0 ( t ^ ) ,  1 
Ä f  + e f  =  A f » + O Ü Ä * M ) ,  J
for i < a \ N  and j  < a 2M, where oq, ö2 £ R  and 0 < on, a 2 < 1.
There are two distinct ways in which the A, and A) can be combined to 
determine approximations to A*. They are:
1. The Natural Differential Equation Ordering. Here the approximation to A*., 
Afc, is defined by
Xk = Ä,a) +  Äf >, (5.12)
with i and j  related to k by the map k\\ i.e., the ordering of the exact 
differential eigenvalues. Since A^ and are only approximations to the 
one-dimensional differential eigenvalues, there is no guarantee that all the A*, 
will be non-decreasing. It is clear that, at some stage, some Afc may not be 
the closest approximation to A*.
2. The Non-Decreasing Ordering. Here the approximation to A*, A*, is defined
by
A* =  A-1’ + A*21, fc =  % (i,j) , (5.13)
with i and j  ordered so that A*, forms a non-decreasing sequence. This 
ordering will be denoted k^. There is no guarantee that k^(i,j) = k \ ( i , j ), 
and consequently, that A*, approximates Afc.
5.2. Algebraic Correction on the Separated Potential 102
In general, when calculating approximations to the eigenvalues A t h e  ordering 
k\ is not known in advance. Thus, when combining the approximate eigenvalues 
and the non-decreasing ordering must be used. Note that if A|x) and A^2) 
were exact, then the orderings k\ and k- would be the same. If the eigenvalues
A-x) and A^2) are good approximations to the exact eigenvalues, then, under certain 
conditions, the difference between the orderings will not be too large. This diffi­
culty with the ordering of the eigenvalues is characteristic of the two-dimensional 
eigenvalue problem.
Since A-l) = A-  ^ + 0( ih2w) for i < a\N,  and =  A^ +  0 ( j h 2M) for j  < 
OL2 M, the approximations are order-h2 in these ranges. Thus, under appropriate 
conditions, the orderings k\ and k- will be the same for i + j  < ß(oc\N + aoM) for 
some ß < 1. In this interval, the identification
Ak — Afc — Afc + 0(ih 2^ + j h 2M) (5.14)
will hold. The algebraic correction defined in this way will be known as the sepa­
rated algebraic correction.
It appears, theoretically, that the separated algebraic correction method should 
give good results. However, there is a subtle difficulty which limits the applicability 
of (5.14). This difficulty can be seen clearly in a numerical example. Consider the 
separable potential
q(x, y) = cos 2x + cos 2ay , (5.15)
on a square domain; i.e., with a = 1. The separated algebraic correction was 
applied to the calculation of the eigenvalues corresponding to this potential for 
N  = M  = 10. The error in the computed eigenvalues can be seen in Figure 5.1 An 
obvious feature of this graph is the significant loss in accuracy at the high order 
end of the spectrum. This loss in accuracy is significantly greater than would 
have been expected from the algebraic correction alone. For example, compare 
Figure 5.1 with the results of the one-dimensional algebraic correction, Figure 2.2. 
The difficulty here is related to the separation of variables method, and not the 
algebraic correction.
The difficulty can be simply stated as follows. Combining the first N  eigen­
values of (5.3) with the first M  eigenvalues of (5.4) does not determine the lowest 
N M  eigenvalues of (5.1). A simple example clarifies this issue.
Consider the null-potential system, where q(x) = 0, on a square domain. For 
N  = M  = 4, the eigenvalues of (5.3) and (5.4) are
A^11 = 1,4,9,16, and A^,2) = 1,4, 9,16 .
The combination of these spectra is plotted in Figure 5.2. Now, for = M = 5, 
the eigenvalues of (5.3) and (5.4) are
= 1,4,9,16,25 and Aj,2) =  1,4,9,16,25.





Figure 5.1. Error between the exact and approximate differential eigenvalues 
using the separated algebraic correction method for N  =10. a = 1.
These spectra are combined and plotted in Figure 5.2. Notice that the com­
bined spectrum for N  = M  = 4 is missing several eigenvalues. The last two 
eigenvalues in the combined spectrum for N  = M = 4 are 25, 32. Looking at the 
combined spectrum for N  = M = 5, it can be seen that the sequence should be 
25,26,26,29,29,32. Thus, through the process of truncating the one-dimensional 
spectra, the resulting two-dimensional spectrum has “holes” appearing at one end. 
Notice that this difficulty is not a breakdown in the approximation. Each value 
in the two-dimensional spectrum generated by separation of variables is an eigen­
value. The difficulty is that separation of variables does not generate an unbroken 
sequence of the smallest eigenvalues.
The larger than expected error in the separated algebraic correction is due 
to the difficulty of “holes” appearing in the two-dimensional spectrum. Although 
the exact differential eigenvalues are not calculated by the algebraic correction, the 
approximate differential eigenvalues behave the same way when they are combined.
This difficulty with holes appearing in the combined spectrum can cause some 
confusion in calculating the performance of the algebraic correction. For example, 
consider the error plotted in Figure 5.1. This was calculated in the natural way
error = A/t — A*,.
The exact differential eigenvalues A*, were calculated using separation of variables. 
The NAG Fortran routine D02KAF was applied to each of the problems (5.3)




Figure 5.2. Plot of combined spectra for N  =  M  = 4 and N  = M =  5.
and (5.4) to calculate uniform approximations to and A^2), respectively. The 
tolerance was set to 10“ ', so that any noticeable difference between the eigenval­
ues calculated by algebraic correction, and those calculated by the NAG routine, 
would be due entirely to the algebraic correction. Because the exact differential 
eigenvalues have been calculated using separation of variables, the resulting two- 
dimensional spectrum will suffer from the difficulty with holes. Thus, it is worth­
while to determine how many eigenvalues of (5.3) and (5.4) must be computed 
in order to guarantee that an unbroken sequence of the smallest N M  eigenval­
ues of the combined spectrum have been found. To do this, the nature of the 
one-dimensional spectra, and the way they are combined is examined.
Consider the eigenvalues of (5.1), obtained by combining the first N  eigenvalues 
of (5.3) and the first M  eigenvalues of (5.4)
A* =  Ajl) +  A*2), * = 1 , 2  (5.16)
We begin by considering the way the two one-dimensional spectra are combined. 
Without loss of generality, it may be assumed that
A&h -  A'd < A£’+i -  A(,2), (5.17)
that is, the spectrum { A ^ } ^ 1 defines a smaller interval on the real line than 
This is always achievable, simply by choosing the superscripts ‘(1)’ 
and ‘(2)’ appropriately.
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Equation (5.16) has two algebraic interpretations. One can think of either 
adding A(1) to A(2), or adding A(2) to A(1). These two cases are shown in Figure 5.3. 
The lightly shaded regions correspond to the eigenvalues obtained by adding the
i m  i m  i<D . . .  i<nA., A ,  A ,  A n+)
Given Eigenvalues
Missing Eigenvalues
1(2) i(2) M2) . . . i(2)
AI K Z  ^"M+l
Add A!21 
to A!" ill;?,- ■ ' ■) ' ■
vv\
I I I
A ! j ’ A !V  A ! "
Add A!" 




A < ?  A!21 A!2 '
Holes start appearing here
Figure 5.3. Pictorial representation of combining two sequences of eigenvalues.
two sequences { A ^ jf  and {A^}^. The heavily shaded regions show which extra 
eigenvalues would be obtained if one extra eigenvalue, \ $ +l and A^+i were added 
to each sequence, respectively. This Figure clearly shows the point where holes 
start appearing in the combined sequence A*,. Notice that, algebraically, this point 
is defined by m injA^ + A^+^A^ + A^+1}. Since { A ^ } ^ 1 defines the smaller 
interval on the real line, the cut-off value is given by A^2) + X^+l.
To determine algebraically the number of eigenvalues in the sequence A*, before 
A^2) + \ $ +1, the following definitions are made.
5.2. Algebraic Correction on the Separated Potential 106
D efin itio n .
# [ a '2) +  a ' 1), a 12) +  a ;( l ) l
#(Ay^ +  A) 1 1 A(1) \(2) +  A,(1)l
the num ber of eigenvalues of the form 
Ay +  Ai1}, 5 =  7,7 - h i , . . .  in the interval
[A^ + A^.A^ + A^],
the number of eigenvalues of the form 
Aj~) +  A ^ , s = j , j  +  1 , . . .  in the interval
(aP + aM ’ + aP].
From Figure 5.3 (the bottom  graph) it follows th a t the num ber of eigenvalues 
in the spectrum  A^  before holes s ta r t appearing is
W V  M)  =  £  # [ aS2) +  A P , a®  +  A(A , ]  . (5.18)
i=l
where d is the m axim um  integer such th a t
aP  +  aP  <  A<2) +  A «  , .  (5.19)
Thus, there are d intervals containing a t least one eigenvalue, before the  cut-off 
value of 4- A^+1. Obviously, d < M.  Equation (5.18) can be w ritten
Lxk(N,  M)  = ' jr N  — m t ,
1=1
where
m, = #(A(2) + A « i, aP  + aP] .
Thus, rrii is the num ber of eigenvalues in the zth interval th a t fall after the cut-off. 
N ote th a t in Figure 5.3 (the bottom  graph), m \ =  0. In general, there may be 
more than  one interval w ith all its eigenvalues before the cut-off. Thus, b is set to 
be the sm allest integer such th a t mb is non-zero. This gives
d
LXk(N,M) =  N ( b - l )  +  ' £ N - m , .
i—b
From (5.19) it follows th a t
m d =  # (A (,2> +  A « , ,  A<2) +  a£>] < #(A<2) +  A*1», A f  +  A<J>], 
since more eigenvalues will be contained in a larger interval. Thus <  N  — 1.
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The value of ra* is determined by the behaviour of the eigenvalues. As an 
initial guess, m l will be approximated by a linear function between =  0 and 
mi — N  — 1. Thus, if
rrii =
N  - l  
d — b + 1 (*
— b + 1), (5.20)
it follows that
LXk(N,M) * N ( b - l ) +  E  {jV ~ (< + !)} •
Using the identity,
N(N  +1)
2  —  r\ >
i=1 ^
the above expression for L\k reduces to
L \ k(N, M)  «  — (d +  6 -  2) H------- ------ • (5.21)
Again. 5 and d are determined by the behaviour of the eigenvalues.
Consider now the behaviour of the one-dimensional eigenvalues. It is well 
known [31] that if p(x) and r(y) are C71 [0,7r] then




A^  = a2k2 + f  r(y)dy + 0(a 2k 2) . 
Jo
A [1}~ / r  + s , I 
a £2) ~  a2k2 +  t , J
(5.22)
where s and t depend on the properties of the potential. To simplify this analysis, 
suppose that hjv = Iim — h, so that N  and M  are related by
N  + l i M = ---------- 1.
Notice that this condition can be written as
\ M  + l)2 =  a2( ^ ± J ) 2 
=  (JV + l f .
(5.23)
(5.24)
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Using (5.22), crude estimates of b and d can be obtained. Recall tha t d is defined 
by (5.19), so substituting (5.22) into this inequality yields
cl2 d2 -T t  +  1 +  s ^  <2“ +  t +  (A/ +  l ) 2 -t- s .
Rearranging this provides the inequality
,2 ( N + l ) 2
d2 <  1 +  ^------———
= ( M +  1) +  1 ------ .
The second equality follows from (5.24). Thus, the largest integer d satisfying the 
above constraint is
d = int f  ^ (M  +  l ) 2 +  1 -  ^  j  , (5.25)
where m t(x) denotes the greatest integer less than or equal to x. Notice tha t if 
a = 1 , then by (5.25) d =  M  +  1 . This contradicts the assertion made earlier tha t 
d < M . To overcome this, notice that when a — 1
\ ( 2 )  i \ ( 1 )  <  a {2) 4 .  A (1)A \ 1  d *  A \  ^  A i  - h  A t f + i  ■
Thus, every interval [A^ 2) +  A ^, A ^ +  A^+1] contains at least one eigenvalue, for 
2 =  1, . . . ,  M , and so d =  M .
The param eter b is defined to be the smallest integer such that
\ ( 2 )  +  \ ( b  <  a (2) 4 -  A (1)A\ +  an+1 ^ Afj -r an .
Substituting (5.22) into the above inequality yields
G“ +  t +  (vV +  l ) ‘‘ +  s ^  o,2b2 1 N~ +  s .
Again rearranging and using (5.24), it is found th a t b is defined by the inequality
62 > 1 +





= (M +  l ) 2 +  1 ----- —
az
Thus, the smallest integer satisfying this constraint is
b = mt M (M  +  l ) 2 +  1 -  ~  j
1/ 2 '
(5.26)
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where int(x) denotes the smallest integer greater than or equal to x.
It follows from (5.25) and (5.26) that, in general, b < d.
Note that when a = 1, d = M, and so L\k(N,M) > NM/2.  If N  is fixed, 
then as a —>• 0, b and d form non-decreasing sequences diverging to infinity. Thus 
L\k(N,M)  > NM/2  for all a. Hence calculating 2N  eigenvalues of (5.3) and 2M  
eigenvalues of (5.4) is enough to ensure that the first N M  eigenvalues of (5.1) have 
been determined.
For the example given, the conditions are N  = M = 10, and a = 1. Substitut­
ing these values into (5.25) and (5.26) gives d = 11 and b = 5. Thus, from (5.21), 
it follows that
The actual value of L\k(N,M)  for this example is 83. This is the number where 
the large error begins in Figure 5.1.
The approximation to L\k(N,M)  obtained by the above analysis is an ex­
tremely rough estimate. It may be that, for some potentials, the linear rela­
tionship assumed for ml (namely, (5.20)) may not be valid. However, the above 
result supports the empirical rule that calculating 2N  and 2M  eigenvalues of the 
one-dimensional problem will provide the smallest N M  eigenvalues of the two- 
dimensional problem as an unbroken sequence.
5.3 T h e  A lg eb ra ic  C o rre c tio n  for T w o -D im e n s io n a l P ro b -
The separated algebraic correction is a purely one-dimensional methodology, which 
may be applied to the two-dimensional problem because of the separability assump­
tion (5.2). The goal here is to define a two-dimensional algebraic correction, in the 
sense that it applies directly to the two-dimensional eigenvalues.
Applying the 5-point rule discretisation to (5.1) over the uniform grid G, de­
fined in (4.4), gives the corresponding matrix problem
Consider the straightforward extension of the algebraic correction to two dimen­
sions. In this case, the near-by problems used are the null-potential system
L\k (N, M)  «  74 .
lem s




and the 5-point rule discretisation of this
-  A U fc  =  /io.fcU*; . (5.29)
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The algebraic correction in two dimensions is then defined by
tfc Ag,k Mo,k ■ (5.30)
The corrected algebraic eigenvalues have the form
A& — M& T • (5.31)
As in the one-dimensional case, the correction (5.30) is known in closed form. 
This is because, on a rectangular domain, separation of variables can be applied 
to both (5.28) and (5.29).
It is easy to see that (5.28) is always separable on a rectangular domain, and 
the eigenvalues can be written as
A(u- = i2 + a2j 2, k = kX o (5.32)
where i and j  are independent integers, ordered so that the A0)/c are non-decreasing. 
This ordering of i and j  is different to the orderings k\ and /cy defined by (5.5) 
and (5.13), respectively. Thus the mapping defined by this ordering is denoted by 
T^o-
Using the Kronecker product theory of Section 4.1, it follows that
Mo.a.- = Mcm + Mo2] , k = kw {i , j) , (5.33)
where i and j  are independent integers, ordered so that the po.fc are non-decreasing. 
This result follows by substituting P = R = 0 into (4.11). Again, the ordering 
obtained by (5.32) may be different from all the others above. It is denoted by kw .
The two-dimensional algebraic correction defined in this way fails to give the 
expected results. As an example of this, approximations to the differential eigen­
values corresponding to the test potential (5.15) were calculated using (5.31) for 
N  =  M  — 10 and a — 1. The difference between the calculated eigenvalues and 
the exact eigenvalues is plotted in Figure 5.4. Notice that there is no drop-off in 
accuracy at the high order end of the spectrum. Unfortunately, apart from this, 
the results are not encouraging. In this example, for the corrected algebraic eigen­
values to be 0 (h 2) approximations to the differential eigenvalues, the error would 
have to be less than 0.08.
The difficulty here is with the ordering of the eigenvalues. To see this, suppose 
that the potential is separable. Then the algebraic correction (5.30) can be written 
in the form
where i and j  are ordered according to k\Q and i  and j' are ordered according to 
k^0. Rearranging this gives
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F igure 5.4. Error between the exact and approximate differential eigenvalues 
using the orderings k\0 and k^0 for the algebraic correction.
If the orderings k \0 and /cM0 are identical, then the algebraic correction defined 
above is equivalent to s =  +  e^ 2\  where and are defined by (5.10).
Unfortunately, in general, k\0 and k^0 are not identical. Thus, in the definition of 
the two-dimensional algebraic correction, the differential and algebraic eigenvalues 
of the null-potential systems are not being matched up correctly.
This difficulty can be easily overcome by simply ordering the eigenvalues A0 
/io are the same way. The problem is to determine a good ordering for these 
eigenvalues.
Recall from Section 4.1 that, in the case of a separable potential, discrete 
separation of variables can be applied to (5.27). Thus, the eigenvalues /ik can be 
written
Ilk k'i +  ßj i k (b j  ) 5
where i and j  are ordered so that /ik is non-decreasing. This ordering is denoted 
by hp. In the case of a separable potential, equation (5.31) can be written
\  =  (/41} + V ?)  +  (AqH +  A(02l )  -  (ß(0y +  ß(02l ) ,
where i and j  are ordered according to k^, and the ordering of i and j  is to be 
determined. Again, rearranging the above equation gives
^  =  A n + A « -  Mo/) + ( 4 2) +  Ar i/ _  l l }  ) • (5.34)
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Consequently, it is clear that if the ordering of i and j  is chosen to be then the 
above corrected algebraic eigenvalues will be equivalent to either (5.12) or (5.13), 
depending on the final reordering of A*,.
Ordering the two-dimensional algebraic correction with respect to kß will re­
move the difficulty of the eigenvalues not matching correctly. However, the sepa­
rated algebraic correction is not a two-dimensional methodology, in the sense that 
it does not deal directly with the two-dimensional structure of the problem. Thus, 
it appears that the goal of achieving a general two-dimensional algebraic correc­
tion cannot be achieved. This is not entirely surprising, as the two-dimensional 
problem is significantly more complicated than the one-dimensional problem, since 
the ordering of the eigenvalues is difficult to control.
The above analysis of the two-dimensional algebraic correction provides some 
insight into how an approximation to the two-dimensional algebraic correction may 
be defined. The problem is to find an ordering of the two-dimensional algebraic 
correction which is similar to kß, but can be calculated without reference to the 
separability of the potential. The obvious first choice for such an ordering is kß0. 
The null-potential problem is always separable, so this ordering can be calculated 
irrespective of the separability of the potential. The algebraic correction which 
uses the ordering /cM0 will be called the modified algebraic correction. Notice that 
unless /cM0 =  k there is no theoretical justification for the modified algebraic 
correction. Thus, in general, the modified algebraic correction only approximates 
the separated algebraic correction, in the sense that /cM0 approximates kß.
To examine the performance of the modified algebraic correction, consider the 
following numerical example. Approximations to the differential eigenvalues corre­
sponding to the potential (5.15) were calculated for a — 1 and N  =  M  = 10. The 
error (4.14) is plotted in Figure 5.5. Notice that these results match the coupled 
one-dimensional results quite well, even though the two algebraic corrections are 
not equivalent.
This graph is slightly misleading. Notice that the scale of the y-axis is quite 
large. This has the effect of making any errors in the first half of the spectrum 
appear small. For example, the error at eigenvalue number 49 is about 1. An error 
of this magnitude is inconsistent with the order-h2 result (5.14) obtained for the 
separated algebraic correction.
The reason for these errors is that the orderings k^ and /cM0 are not equal. Notice 
that, since a =  1, the domain $2 is a square. In this case, the spectrum of the 
null potential contains many multiple eigenvalues. Thus, any small perturbation 
applied to the null potential will cause the ordering of the eigenvalues to change. 
Consequently, in the case a = 1, k^0 is not a good approximation to k
This difficulty can be overcome by finding a value for a for which there are no 
multiple eigenvalues in the spectrum of the algebraic null-potential problem. On 
this rectangle, a small perturbation applied to the potential will not cause a change 
in the ordering. Thus, when a has an appropriate value, and the potential is small,





F ig u re  5.5. Error between the exact and approximate differential eigenvalues 
using the modified two-dimensional algebraic correction for N  =  10, a = 1.
will be a good approximation to k^, and the modified algebraic correction will 
be a good approximation to the separated algebraic correction.
The question of determining an appropriate value of a has been extensively 
studied by Hald and McLaughlin [43]. They show tha t even under quite strin­
gent requirements, not all the eigenvalues in the spectrum of the differential null- 
potential problem can be guaranteed to be well separated. Fortunately, for the 
modified algebraic correction, all tha t is required is th a t the first N M  algebraic 
eigenvalues are well separated. The requirements on a to satisfy this are signifi­
cantly less stringent. In fact, in most cases, a rational value of a should suffice.
For TV =  10, a value of a = 11/12 gives M  = 11, and the first 100 algebraic 
eigenvalues of the null potential system are separated. Using the modified algebraic 
correction to calculate approximations to the eigenvalues corresponding to the 
potential (5.15) in this case gives better results. The error can be seen in the 
following figure. The error plotted in this graph is not as smooth as in the separated 
algebraic correction (c.f. Figure 5.1), but it is an improvement over the previous 
result (c.f. Figure 5.4). A possible explanation for this is tha t several eigenvalues 
in the spectrum  of the algebraic null-potential problem for a = 11/12 are quite 
closely clustered. Thus, the test potential (5.15) may be perturbing the ordering of 
the eigenvalues slightly. However, it is clear tha t the modified algebraic correction 
is a good approximation to the separated algebraic correction when a = 11/12.
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Figure 5.6. Error in separated algebraic correction for N  = 10 and a = 11/12.
5.4  T h e  A lg eb ra ic  C o rre c tio n  for N o n -S e p a ra b le  P o te n ­
tia ls
Now that a fully two-dimensional algebraic correction has been defined, the appli­
cation of this to a non-separable potential is considered. Notice that, in this case, 
there is no concept of an ordering for the eigenvalues Xk and /!*,, analogous to that 
used in the previous section. Thus, there is no way to tell if ordering the algebraic 
correction with respect to kh0 will provide the desired results. To overcome this 
difficulty, the concept of a “near-by” ordering of the eigenvalues is introduced. 
Consider a potential of the form
q{x,y) =q{x,y) + f ( x , y ),
where
q(x,y) =  p(x) + r(y) ,
and f ( x ,y )  is some non-separable function.
Consider the system,
- A u k(x,y) +q(x1y)uk(xty) = \<j,kuk(x,y) ( x , y ) e Q \  , .
Uk(x,y) = 0 (x, y) 6 dfi J
and its corresponding discretisation
( A  -f- Q ) U q  k y q , k ^ q , k  •
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Suppose that f (x ,y)  is small enough, so that the non-separable potential is a 
perturbation of q(x,y). An acceptable perturbation is one which does not allow 
the eigenvalues to cross over under the perturbation. In general, the spectrum 
of the ^-system will contain no multiple eigenvalues. Thus, the ordering of the 
eigenvalues of the ^-system may be applied to the eigenvalues of the g-system. 
Consequently, and ßk may be considered to have the orderings k\- and h^-, 
respectively.
Once an ordering of the non-separable eigenvalues has been defined, the modi­
fied algebraic correction may be applied. The difficulty overcome by the modified 
algebraic correction was finding an appropriate ordering of the algebraic correc­
tion. It was shown that, under suitable conditions, A:M0 could be used to replace 
In the case of the non-separable potential problem, the definition of the near-by 
ordering of the eigenvalues provides a better ordering for the algebraic correction. 
An algebraic correction defined in terms of this ordering will be known as the 
non-separable algebraic correction. In this case, the algebraic correction is given
by
c q,k  —  Aqi) ß q , k  i (5.36)
and the definition of the approximate differential eigenvalues is
Ak — ß k  +  £q,k ■
The advantage of this algebraic correction is that special conditions do not have 
to be placed on the domain to ensure that it approximates the separated algebraic 
correction.
Notice that the eigenvalues A^ *. are not known in closed form, so the algebraic 
correction (5.36) can not be calculated in closed form. However, since the ^-system 
is separable, good approximations to the A^ can be calculated using the separated 
algebraic correction. The approximations to the differential eigenvalues of (5.35) 
are given by
A — ßq,k  +  £ o ,k , (5.37)
where
£-0,k — Ao,jfc — ßo,k •
From Section 5.3, it follows that the algebraic correction, £q^  is ordered according 
to V .  Thus, equation (5.37) may be substituted into (5.36) to give
£q,k ~  Aq k ßq,k
— ßq,k  +  £o,k — ßq,k
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It follows tha t, in a sense, the non-separable algebraic correction is still using the 
null potential system as a near-by problem, it is simply using a superior ordering 
of the eigenvalues.
To test the performance of the non-separable algebraic correction, the following 
potential was used
q(x, y) =  p(x) +  cos 2ay +  0.1 cos 4axy , (5.38)
where
1344 4032 - 4480 4 2240 , 480 2 32
= ------T-x 4----- — x ------ —x  H-----—X6 ------ —X" H-----x .
7 7TÖ 7T4 7 +  7Tz  7T
This potential was chosen to ensure tha t there was a significant difference between 
the orderings k^0 and and so tha t the ordering of the eigenvalues of the non- 
separable potential was unchanged from the separable potential.
To calculate the error in the algebraic correction, the approximate differential 
eigenvalues were compared with the eigenvalues calculated by extrapolation in 
Section 4.3.
The algebraic correction for the non-separable potential (5.38) was applied 
using the ordering of the near-by separable problem, for N  =  M  =  10 and a — 1. 
The error (4.14) is plotted in Figure 5.7.
The algebraic correction for the same test potential was then calculated using 
the null-potential system as the near-by problem. The error in this case can be seen 
in Figure 5.8. As expected, the error in the non-separable algebraic correction is 
smaller than the modified algebraic correction. This result validates the use of the 
near-by ordering of the eigenvalues for the non-separable potential. By comparing 
Figure 5.7 and 5.8, the importance of the ordering of the eigenvalues is clear.
The errors appearing just before the major breakdown in accuracy in Figure 5.7 
are due to the algebraic correction. Another difficulty with calculating the error 
of the non-separated algebraic correction is tha t the accuracy of the eigenvalues 
determined in Section 4.3, is not high enough to guarantee tha t any errors observed 
in Figure 5.7 are due entirely to the algebraic correction.
As in the one-dimensional case, to determine a sequence of N M  uniformly 
accurate eigenvalues by the algebraic correction method, one must simply deal 
with matrices of order AN M.  This is a significant improvement over the standard 
methods described in Chapter 4.
The fact th a t the algebraic correction does not provide uniform approximations 
to the differential eigenvalues will again cause difficulties when considering the 
application of the methodology to the two-dimensional inverse eigenvalue problem.




Figure 5.7. Error in the non-separable algebraic correction for the poten­
tial (5.38).
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Figure 5.8. Error in the modified algebraic correction for the potential (5.38).
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T h e  T w o -D im en sio n a l In v erse  E igenvalue  
P ro b le m
6.1 In trod u ction
Solving the inverse problem in two dimensions is a significant challenge. The 
extra dimension increases the complexity of the problem dramatically. For exam­
ple, the relationship between the eigenvalues and eigenfunctions, relative to the 
two-dimensional potential, is not as well understood as in the one-dimensional 
problem [65]. It is possible, by continuously deforming the potential, to change 
the ordering of the eigenvalues. In the one-dimensional problem, there was no such 
difficulty in controlling the behaviour of the eigenvalues.
Due to the challenging nature of the problem, fewer theoretical results have 
been obtained for the two-dimensional inverse eigenvalue problem. Early work 
by H.P.W Gottlieb [36] focused on isospectral results for two-dimensional circular 
membranes. Gottlieb found that the doubly-countably-infinite spectrum resulting 
from vibrations of a fixed, or free, circular membrane was insufficient to uniquely 
determine the potential. Gottlieb obtained this result by constructing isospectral 
membranes with different potentials. The membranes were related by an analytic 
mapping on the complex plane.
A significant breakthrough, in the theory of the two-dimensional inverse eigen­
value problem, was made by Nachman, Sylvester and Uhlmann [66]. They ex­
tended the one-dimensional uniqueness result of Borg [17] to n-dimensions. In 
particular, they showed that two full spectra, corresponding to Dirichlet and Neu­
mann boundary conditions, are required to uniquely determine the potential. This 
result is consistent with the earlier work of Gottlieb.
Nachman et al. [66] prove their result by considering the Dirichlet-to-Neumann, 
and Neumann-to-Dirichlet maps, Aq and Rq, respectively, defined as follows. Con­
sider the problem
—Au(x) + q(x)u(x) = 0 x E , 
u(x) = f(x)  x E dQ .
In this situation, D is any bounded domain in Rn, with a smooth boundary. Then
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that is, the normal derivative of the function u on the boundary of the domain. 
The Neumann-to-Dirichlet map is defined as follows. Consider the problem
— Au(x) + q(x)u(x) = 0 x G Si, 
■—1—  + au(x) = g(x) x G dSl . 
The Neumann-to-Dirichlet map is defined by
Rq9(x) = u(x)\dn •
Nachman et al. [66] establish the following uniqueness result:
Theorem 6.1 Let q\, qo € L°°(Q) and suppose that, as meromorphic functions of 
A G C, either
L^-qi—X Ltq2~\ ,
then
•Afli— A "A(70 — A 7
<71 — <72
By using the Green’s function for the two-dimensional eigenvalue problem, the 
Dirichlet-to-Neumann, and Neumann-to-Dirichlet maps can be expressed in terms 
of the eigenvalues and eigenfunctions of the two-dimensional eigenvalue problem 
with Dirichlet and Neumann boundary conditions, respectively. Thus, Theorem 6.1 
specialises to the following two results [66].
Theorem 6.2 Letqi, <72 € C°°(Q) be real valued potentials for the two-dimensional 
eigenvalue problem
- A Uk(x) +  q(x)uk(x) =  Akuk(x) x G Q , 
Uk{x) — 0 x G dLl.
Suppose that for each k 
and
for all x G dLl, then
Afc(gi) =  Ak(q2) ,
duk(x,qi) _  duk(x,q2) 
dv ~  dv
for all x e Si.
Qi(x) =  92( z ) ,
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Theorem 6.3 Letq\, tfe £ C°°(Q) be real valued potentials for the two-dimensional 
eigenvalue problem
- A uk(x) + q(x)uk(x) = Xkuk(x) x G 12 , 
— - + auk(x) = 0 x G <912 .
Suppose that for each k 
and
for all x G <912, then 
for all x G 12.
Afc(gi) =  Afc(<72) ,
uk{x,qi) = uk(x,q2 ) , 
<h(z) =  Q2{x ) ,
Notice that the possibility of multiple eigenvalues in the spectrum of each problem 
has been ignored here. This can be rectified by associating with each eigenvalue 
an eigenspace Ul G L2( 12), instead of an eigenfunction. The above two theorems 
hold under this generalisation. Theorems 6.2 and 6.3 are the generalisation to 
n-dimensions of Borg's [17] one-dimensional uniqueness theorem.
The uniqueness theorems above have sparked renewed interest in the two- 
dimensional inverse eigenvalue problem. Several algorithms for reconstructing a 
two-dimensional potential from eigenvalue data have since been developed. The 
main focus of this chapter is reviewing the current reconstruction methods avail­
able, and discussing two new methods for reconstructing a two-dimensional po­
tential from eigenvalue data. Because of the increased complexity of the two- 
dimensional inverse problem, each of the methods considered has some limitations. 
Consequently, it is still unclear what is the ideal approach.
There are two main difficulties in reconstructing a two-dimensional potential 
from eigenvalue data. Firstly, every current method is an extension of a corre­
sponding one-dimensional technique. Thus, they do not cope well with the added 
structure of the two-dimensional problem, in particular, the additional complexity 
in the behaviour of the spectrum. Secondly, most methods assume that the poten­
tial is a perturbation about the null-potential q(x, y) =  0. Multiple eigenvalues in 
the spectrum of the null-potential problem can lead to difficulties in the ordering 
of the given eigenvalues.
A method for reconstructing a two-dimensional potential, based on the two- 
dimensional algebraic correction method, is likely to suffer from the first diffi­
culty. Recall, from Chapter 5, that the modified algebraic correction, and the 
non-separable algebraic correction, control the ordering of the eigenvalues by as­
suming that the given potential is a perturbation from the null-potential, and a
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separable potential, respectively. The ordering of the eigenvalues of these reference 
systems is obtained from the corresponding one-dimensional problems.
The second difficulty can be overcome by considering potentials which are per­
turbations about a separable potential. In general, the eigenvalues of a separable 
potential are simple, so the difficulty of multiple eigenvalues is removed. This idea 
of using a separable potential for the reference problem is not restricted to the 
algebraic correction method. Any other reconstruction method would benefit from 
this approach.
In the next section, all the methods known to us for reconstructing a two- 
dimensional potential from eigenvalue data are reviewed. The two-dimensional 
inverse nodal problem considered by Hald and McLaughlin [43] is also discussed, 
since many important results are contained in this paper.
Section 6.3 discusses the extension to two dimensions of the modification to 
Paine’s method and Pirovino's method. It is found that the modification to Paine’s 
method does not easily generalise to two dimensions. However, there appears to 
be no difficulty in extending Pirovino’s method.
6.2 R e v iew  o f M e th o d s  for S o lv ing  th e  T w o -D im e n s io n a l 
In v e rse  E ig en v a lu e  P ro b le m
The first method for solving the full two-dimensional inverse eigenvalue problem 
was due to Barcilon [14]. Previous attempts at solving this problem had relied on 
simplifications such as separation of variables [12], and symmetry conditions [77]. 
Barcilon [14] considered the problem
Auk(r, 9) + (Afc -  q(r, 9))uk(r, 9) = 0 r < 1,
^ 2 1  = 0 r =  1,
dr
on the unit disk. The method is a generalisation of a one-dimensional method 
proposed earlier by Barcilon [13]. The idea is the following. Given the spectrum 
corresponding to the above boundary conditions, and the value of the eigenfunc­
tions evaluated on the boundary, an expression for q(l,9) is derived. Next, the 
domain is shrunk to a radius p, and expressions for the eigenvalues Ak(p) and 
eigenfunctions uk(p,9\p) are obtained. From this information, an expression for 
q(p, 9) may be derived. This stripping process is continued until the centre of the 
disc is reached.
This approach can be formulated as a homotopy continuation method. A family 
of equations
Aufc(r, 9] p) + (Afc(p) -  q(r, 9))uk(r, 9; p) = 0 r  < p < 1, 
duk(r,9;p)
dr r =  p,
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is defined. The parameter p varies from 1 to 0, thus defining the entire potential. A 
set of ordinary differential equation must be solved to determine the new spectrum 
Afc(p), and the new eigenfunctions Uk(p,6\ p) evaluated at the boundary r =  p.
Due to the additional complexity of the two-dimensional problem, Barcilon 
encountered some technical difficulties in proving the existence and uniqueness of 
solutions to the differential equations determining the spectrum and eigenfunctions 
on the reduced domain. Barcilon [13] proved the corresponding result for the one­
dimensional method by making use of the asymptotic behaviour of the eigenvalues 
and eigenfunctions. Unfortunately, corresponding asymptotic formulas do not exist 
for the two-dimensional problem, except for the results of Hald and McLaughlin [43] 
which apply only to rectangles. Thus, Barcilon could not extend to two dimensions 
the proofs he used in the one-dimensional method. Consequently, the method 
is somewhat formal, in the sense that a unique reconstruction has not yet been 
guaranteed.
To solve the inverse problem, certain regularity must be imposed on the po­
tential to ensure uniqueness. Since Barcilon does not prove uniqueness for this 
method, the regularity imposed is quite weak. In fact, Barcilon assumes only that 
u...q must be smooth enough” [14].
There is another slight difficulty with this method. It is unclear how the family 
of partial differential equations (6.1) will behave as p —> 0. If a singularity develops 
at this limit, then the homotopy may fail. Barcilon [14] makes no mention of this 
possible difficulty.
Recently, Knobel and McLaughlin [53] have considered the two-dimensional 
inverse eigenvalue problem on a rectangle
-Auk (x , y )+q(x , y )uk(x,y) = \ kuk(x,y) i G f i ,  , x
( 6 .2)
Uk(x, y) = 0 x € dQ ,
where Q =  [0,7r/a] x [0,7r]. The conditions imposed by Knobel and McLaugh­
lin on the potential were the following. Firstly, they assumed that q G L°°(D). 
This assumption ensures that the eigenvalues of (6.2) form a non-decreasing se­
quence. Secondly Knobel and McLaughlin assumed that the potential satisfied the 
symmetry condition
q{7T/d - x , y )  = q{x, y) = q(x, tt -  y) . (6.3)
Dubrovskii and Nagornyi [28] prove a uniqueness result for The two-dimensional 
inverse eigenvalue problem (6.2), under the symmetry condition (6.3). They show 
that, provided the potential is not too large, it may be uniquely reconstructed from 
the Dirichlet eigenvalue data.
The approach examined by Knobel and McLaughlin to reconstruct the two- 
dimensional potential q(x, y) is a generalisation to two dimensions of the Rayleigh- 
Ritz method discussed in Subsection 3.2.1. Following this approach, Knobel and
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McLaughlin [53] characterise the eigenvalues of (6.2) using the min-max theorem. 
This gives the following expression for the eigenvalues
Afc(tf) min max
Sk£ H i u£Sk
In 1 Vu(x, y) I2 + g(x, y)u2{x, y)dxdy 
fn u2(x, y)dxdy
where Sk is any fc-dimensional subspace of Hq (fi). The function u(x,y)  is approx­
imated by a finite linear combination of the eigenfunctions of the null-potential 
problem
- A u0'k{x, y ) =  A 0,ku0tk(x, y) x G ,
u0'k{x,y) =  0 x e d t l .
Following the one-dimensional method, Knobel and McLaughlin set
N
u(x, y) «  wku0,k(x,y) .
fc=i
Substituting this approximation to the function u(x,y)  into the min-max formu­
lation for the eigenvalues, it follows that Ak(q) are approximated by the critical 




where w =  [w\, • • •, icn]7 , and A is the N  x N  matrix
Aij = AQjSij + J  q{x, y)uQ'i(x, y)u0J(x, y)dxdy .
If the potential q(x, y) is now written as a finite sum involving known functions
M
q(x, y) =  y ) , (6.4)
i— 1
the matrix A is then given by
M
Aij — Ao jSij + Y .  ßk
k—l
By choosing appropriate functions ipk  ^ the evaluation of the integral above reduces 
to a simple formula. In the one-dimensional problem, the functions 'ipk correspond 
to the basis functions in the Fourier series expansions of the potential. For the 
two-dimensional problem, Knobel and McLaughlin [53] simply assume that the 'ipk 
form a complete orthonormal set on L2(fi). Naturally, it would be computationally 
advantageous if the ipk match the symmetry properties of the potential.
J  t k ’Mi.th:, y)u0jy)dxdy (6.5)
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As in the one-dimensional case, the m atrix A is likely to be non-sparse. This 
can make the reconstruction difficult. Knobel and McLaughlin [53] generalise 
the approach taken in the one-dimensional Rayleigh-Ritz method, by defining an 
iteration for the coefficients ßk- They showed that, providing the potential is small 
enough, the iteration defines a contraction, and has a unique solution. Further, 
they showed th a t as N  and M  tend to infinity, the approximate solutions converge 
to the exact solution. Reconstructing the m atrix A provides the coefficients ßk- 
The potential can then be recovered using (6.4).
Knobel and McLaughlin [53] again face the difficulty of the increased structure 
of the two-dimensional problem. For them, the difficulty is in the fact th a t multi­
ple eigenvalues are possible in the spectrum of the null-potential problem. Recall, 
from Subsection 3.2.1, the iterative method defined by Hald [40] to reconstruct the 
potential in the one-dimensional Rayleigh-Ritz method. In this scheme, there is 
an implicit correspondence between the eigenvalues of the null-potential system, 
and the given eigenvalues. Because the correspondence is trivial, no comment in 
made on it. However, in the two-dimensional problem, when multiple eigenval­
ues are present in the spectrum of the null-potential problem, the correspondence 
can become ambiguous. If the eigenvalues of the null-potential system are dis­
tinct, then the given eigenvalues can be associated with the nearest null-potential 
eigenvalues. However, if there are multiple eigenvalues in the spectrum of the null- 
potential problem, there will be at least two given eigenvalues near the multiple 
eigenvalues. It is then unclear which given eigenvalue should be associated with 
each eigenvalue of the multiplicity. Since the correspondence between the given 
eigenvalues an the eigenvalues of the null-potential system is built in to the recon­
struction procedure, this ambiguity leads to a breakdown in the uniqueness of the 
reconstruction, because each different ordering of the given eigenvalues can lead to 
a different potential.
Thus, in general, the Knobel and McLaughlin method breaks down when mul­
tiple eigenvalues are present in the spectrum of the null-potential problem. To 
overcome this difficulty, Knobel and McLaughlin consider rectangles on which the 
eigenvalues A0,a: are simple. Conditions on a, under which the eigenvalues of the 
null-potential system are simple, have been obtained by Hald and McLaughlin [43]. 
However, these conditions are too strict to be feasible for a real application.
There appears to be another slight theoretical difficulty in the Knobel and 
McLaughlin paper. The proof of convergence of the method is based on the as­
sumption th a t the eigenvalues of the null-potential system are distinct. If this 
assumption fails, the convergence result is no longer valid. This difficulty is re­
lated to the loss of uniqueness discussed above.
A significant advance in the theory of the two-dimensional inverse eigenval­
ues problem was made recently by Hald and McLaughlin [43]. They studied a 
slightly different problem, the inverse nodal problem. However, many of their 
results relate to the asymptotic form of the eigenvalues, and are thus applicable
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to the inverse eigenvalue problem. To solve the inverse nodal problem, Hald and 
McLaughlin [43] required asymptotic forms for the eigenvalues and eigenfunctions 
of the two-dimensional eigenvalue problem. Thus, the main focus of their work was 
on obtaining these estimates for a special class of eigenvalues and eigenfunctions. 
Estim ates of this type are im portant for proving the uniqueness of the inverse 
eigenvalue problem.
Hald and McLaughlin [43] examined the two-dimensional eigenvalue prob­
lem (6.2). They considered the extension to two dimensions of the one-dimensional 
inverse nodal problem. In the one-dimensional problem, the given da ta  is not the 
eigenvalues, but the nodal points of the corresponding eigenfunctions; i.e., the 
points in the domain where the eigenfunctions are zero. This problem was initially 
considered by McLaughlin [64]. She showed that, given a dense set of nodes, the 
potential could be reconstructed uniquely. This result was extended by Hald and 
McLaughlin [44, 45] to more general boundary conditions, and other formulations 
of the eigenvalue problem.
In the formulation of the two-dimensional problem, the given data  is assumed 
to be the nodal lines of the eigenfunctions corresponding to the Dirichlet spectrum. 
The nodal lines are the lines in the domain along which the eigenfunctions are zero.
The regularity imposed on the potential by Hald and McLaughlin [43] is very 
specific to their problem. The precise assumptions tha t they make are quite com­
plex. However, essentially, they require that the potential has at least seven deriva­
tives. No symmetry conditions are imposed on the problem.
Hald and McLaughlin [43] consider a potential which is a perturbation from 
the null-potential. Thus, they face the difficulty of multiple and nearly multiple 
eigenvalues in the spectrum of the null-potential system. These small gaps between 
the eigenvalues lead to small divisors in the asymptotic expansion of the eigenval­
ues [43]. Thus, the asymptotic form diverges and cannot be used to approximate 
the eigenvalues accurately. Hald and McLaughlin overcame this difficulty in two 
steps. Firstly, they define rectangles (equivalently, values for a) on which there 
are no multiple eigenvalues in the spectrum of the null-potential system. However, 
even on these rectangles, the eigenvalues can be arbitrarily close together. Thus, 
Hald and McLaughlin [43] define a dense set of eigenvalues which are at least a 
given distance from their nearest neighbour, and a large distance from a certain set 
of eigenvalues. Asymptotic expansions can then be derived for these eigenvalues.
The discretisation of (6.2) used by Hald and McLaughlin [43] is based on a spec­
tral method. For each eigenvalue/eigenfunction pair, a finite set of test functions, 
obtained from the null-potential system, are used to approximate the eigenfunc­
tions. Hald and McLaughlin define an orthogonal projection of (6.2) onto the space 
of test function, to obtain the finite-dimensional representation of the problem
A qu =  Aqu in Q, 
u =  0 on <9fi,
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where
Aq — P a(—A + q)~Pa ,
and P Q is an orthogonal projection from L2 (12) onto the space of test functions. 
Here, a  is a point on the lattice
Notice that a is related to the eigenvalues of the null-potential system by the 
relation A0,a =  |a |2 =  (an)2 + m2. Hald and McLaughlin [43] show that there is 
exactly one eigenvalue of (6.6) which approximates a unique eigenvalue of (6.2). 
Notice that a different discretisation is required for each eigenvalue/eigenfunction 
pair.
The details of the method, and the proofs of the theorems, are quite technical. 
In essence, Hald and McLaughlin [43] show that the potential q of (6.2) is uniquely 
determined by a dense set of nodal lines of the eigenfunctions. In doing so, they 
prove that their method for approximating the potential converges to a unique 
function, and that this function corresponds to the unknown potential.
Because the approach taken to solve the two-dimensional inverse nodal problem 
is quite technical, actually implementing the method could cause some difficulties. 
The conditions imposed on the problem to prove the uniqueness of the recon­
structed solution are severe. For example, the value of a (the ratio of the lengths 
of the sides of the rectangle) is acceptable if, “...the partial quotients in the con­
tinued fraction expansion of a2 do not grow too rapidly'’ [43. p. 5]. In a numerical 
implementation, it is likely that most of these conditions could be relaxed. To our 
knowledge, an implementation of the method proposed by Hald and McLaughlin 
has not yet been attempted.
6 .3  T h e  A lg eb ra ic  C o rre c tio n  A p p lie d  to  th e  S o lu tio n  of 
th e  T w o -D im e n s io n a l In v e rse  E ig en v a lu e  P ro b le m
In the previous section, it was shown that, although several methods have been 
developed for reconstructing a two-dimensional potential from eigenvalue data, 
each method has some limitations. In this section, we consider the extension to 
two dimensions of the modification to Paine’s method and Pirovino’s method.
There are several difficulties associated with applying the algebraic correction 
to the solution of the two-dimensional inverse eigenvalue problem which must be 
overcome.
Consider the two-dimensional eigenvalue problem
L(a) = {a: = (an, m) : n ,m  = 1 ,2 , . . .} .
(6.7)
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where Q =  [0,7r] x [0,7r/a]. Here, it will be assumed that q € L°°(fi), and
q(x, i r / a - y )  = q(x, y) = q(tt -  x, y ) ,
as in the Knobel and McLaughlin [53] work. Applying a 5-point rule discretisation 
to (6.7) on the uniform grid G gives the corresponding matrix problem
( - A  + Q)ut =  jUfcUfc , ( 6 .8 )
is assumed 
only n =
where A is given by (4.8) and Q is the diagonal matrix (4.7). Since the potential 
to be symmetric about the mid-lines of the domain, the matrix Q has 
-  • unique entries. Thus, the inverse problem is overposed,
in general, and no unique solution will exist. As in the one-dimensional problem, 
there are two possible ways of overcoming this difficulty. Firstly, the discretisation 
of the potential may be expanded, in an attempt to obtain a discretisation of the 
potential with N M  unique entries. Secondly, the data may be restricted to n 
eigenvalues, so that only n unique elements of Q are required.
The given data for the inverse problem is a set of N M  eigenvalues A o f  (6.7). 
To solve the matrix inverse eigenvalue problem (6.8), the algebraic eigenvalues /i 
are required. Approximations to these eigenvalues can be obtained by applying 
the algebraic correction to the differential eigenvalues. Consider the approximate 
algebraic eigenvalues defined by
Pk — Ak ck i (6.9)
where Sk is an appropriate two-dimensional algebraic correction.
To overcome the difficulty of multiple eigenvalues in the spectrum of the null- 
potential problem, it will be assumed that the unknown potential q(x, Y)  is a 
perturbation about a known separable potential q(x,y),  satisfying
q{x,y) =p{x)  + r(y) ,
where
p(x) = p(ir — x) and r(y) = r(ir/a — y ) .
The ordering of the eigenvalues of the (/-system can then be used to define the 
algebraic correction £*..
The difficulty of “holes” appearing in the algebraic correction applies here in 
the opposite sense. To use (6.9) to define N M  approximate algebraic eigenval­
ues, the appropriate N M  differential eigenvalues are required. Recall that the 
two-dimensional algebraic correction defined in Chapter 5 approximates N M  dif­
ferential eigenvalues, but not the smallest N M  eigenvalues. Thus, applying the 
algebraic correction in reverse, the appropriate N M  differential eigenvalues (which 
will not be the smallest N M  eigenvalues) are required. Information on which
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eigenvalues the algebraic correction should be applied to can be obtained from the 
ordering of the ^-system.
Given the specified eigenvalues, a matrix
( -A  + Q)üfc = ßküfc ,
can be reconstructed. As in the one-dimensional case, if Q is reconstructed as a 
diagonal matrix, then the error in the reconstructed potential would be unaccept­
ably large. The extension to two dimensions of the modification of Paine’s method 
and Pirovino’s method, attempt to overcome this difficulty.
6.3.1 The Two-Dimensional Modified Method
There are several key points which ensure the improved convergence of the one­
dimensional modification to Paine’s method. For the extension to two-dimensions 
of the modified method to be successful, these points must be addresses in the 
context of the two-dimensional problem.
The key to the modified method is the observation that given N  algebraic eigen­
values, N  unknowns can be constructed. The matrix reconstruction algorithm used 
in the one-dimensional method reconstructs a symmetric, persymmetric tridiagonal 
matrix. Thus, the N  unknowns can only be placed in the first half of the diago­
nal and off-diagonal entries of the reconstructed matrix. In the one-dimensional 
method, a discretisation of the potential was defined which took advantage of this 
fact.
Extending this idea to two dimensions requires a matrix reconstruction algo­
rithm. and a suitable discretisation of the potential which ensures that the number 
of unknowns to be reconstructed equals the amount of available data.
Since A is a block-tridiagonal matrix, any algorithm which reconstructs the full 
matrix — A + Q will allow information about the potential to spread into the block- 
tridiagonal form. Thus, to begin with, we assume that the reconstructed unknowns 
are in the same positions as the elements of A. An appropriate discretisation of 
the potential would then be a 5-point rule discretisation, taken to the half grid to 
maintain symmetry. Following the Taylor series arguments used in Chapter 3, an 
order-h2 discretisation of q(:r, y)u(x, y) is given by
q(xl, yj)u(xi, yj) + 0{h2) = 7i0,Oi-i/2, yj)u(xi-Uyj) + 7i^fe+i/2, yj)u(xi+uyj)
+ 72q{xi, yj-i/ 2 )u(xi, y j - 1) + 7 2 q(%i, yj+i/2 )u{xi, yj+i) 
+ (1 -  2 7 ! -  2y2)Q(xij yJ)u(xl, yj) ,
where 71 and 72  are free parameters. The extended discretisation of the potential
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thus has the form
Q =
Q i
Q l + l/2
Ql + 1/2
q 2 Q 2+1/2
Q m —2+1/2 Q m -1 Q m — 1+1/2
Q m —1+1/2 Q m
where
Q l =
73  Qi,l 7 2 9 * 4 + 1 /2  
729*, 1+1/2 I z Qi .2 72 Qi, 2+1/2
72<7i,yv-2+ i/2  7 3 9 » ,iv - i  7 2 9 * , iv - i+ i /2
7 2 9 * ,N - l+ l /2  7 3 Qi,N
and
Q*+i /2  — diag (7i9*+i/24> 7i9*+i/2,2j • • ■ 17 i9*+i/24v) 1 
where 73 =  1 — 271 -  272.
T he question is now w hether there are N M  unknowns in this discretisation of 
the  poten tial. Since q(x, y) is sym m etric in x, each block of Q is persym m etric. 
Since q(x,  y) is sym m etric in y, Q is itself persym m etric. Consider first the blocks 
of Q . Each Q, is tridiagonal, and hence contains [4 ] unique elements.
Each block Q J+1/2 is diagonal, and so contains [— uni que elements. Since Q 
is persym m etric, there are [^yT] unique Q n and unique Q j+ i/2. Thus, the 
to ta l num ber of unique elements in Q is given by
r N  +  l i r/Yi rM  +  11
+
\ N  + l] r M i
L 2  J 2 [  2  J [  2  J L 2  J
Suppose th a t N  and M  are odd. Then 
of unique elem ents in Q is then
yv+i
2 T he num ber
N + 1 N - 1 M  + 1 , N + 1 M — 1 
2 2 2 +  ~ 2 2
= ^  -  1 )(M + 1) + \ ( N  + 1 )(M -  1)}
N  + 1= - ~ — {Ni\I - M  + N -  1}
=  l ( j V + l ) ( J V M - l )
= ~ { N 2M + N M  -  N  -  1} .
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It is clear th a t this does not equal N M  for all odd values of N  and M.  Thus, 
in general, the extended discretisation of the potential, Q, does not have as many 
unknowns as available data.
It is clear tha t the straightforward extension to two dimensions of the mod­
ified method will not work. To extend the modification to Paine’s method to 
two dimensions, care will need to be taken in choosing an appropriate discretisa­
tion, which guarantees tha t N M  unknowns are available for reconstruction. The 
one-dimensional algebraic correction has been defined for many different discreti­
sations. Thus, it is possible tha t the generalisation to two dimensions of one of 
these algebraic corrections will be useful in extending the modification to Paine’s 
method to the two-dimensional inverse eigenvalue problem.
Alternatively, it is possible that an approach such as a least squares formulation 
could be used to overcome the difficulty of mismatched numbers of equations and 
unknowns.
6.3 .2  P iro v in o ’s M ethod  in Two D im ensions
The key to the success of Pirovino’s method [71] is the same observation that was 
made for the modified method: i.e., given N  algebraic eigenvalues, N  unknowns 
may be reconstructed. However, Pirovino overcame the difficulty of not having 
enough unknowns by restricting the given data. This is. in a sense, the opposite 
approach to th a t taken in the modification to Paine’s method. Instead of increasing 
the number of unknowns to the required amount, one simply uses only as much 
da ta  as there are unknowns.
This approach is more likely to extend easily to two dimensions. It is a simple 
m atter to determine how many unknowns a given discretisation has, and then use 
only tha t number of eigenvalues in the reconstruction. This approach also avoids 
the difficulty of “holes” appearing in the algebraic correction. Since there are 
less unknowns than eigenvalues, the eigenvalues used in the reconstruction can be 
chosen to avoid any holes.
Consider the 5-point rule discretisation of (6.7) over the uniform grid G, to 
give the corresponding matrix problem (6.8), with a diagonal representation of the
unique elements in Q,N +1 M + lpotential. In this case, there are only n = 
and hence n unknowns in the matrix reconstruction problem. Since the potential 
is symmetric about the mid-lines of the domain, the unique elements will not be 
grouped together, according to the ordering of the discretisation. For convenience, 
we introduce the following notation.
N o ta tio n . Consider the diagonal representation of q(x, y),
Q =  diag ( q n , q i 2 ,  • • •, 9uv, 9 2 1 , 9 2 2 ,  • • • ,  92n , • • • ,  9m 1 , 9 m2,  • • • ,  9mw) ■
The elements of this diagonal matrix can be renumbered from 1 to N M , so that
Q =  diag (gi, • • • Mn m ) •
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Define the index set J = {k : is a unique element of Q}. The indices k can
be taken from any of the numbers {1,2, . . . ,  NM}.  Since there are only n unique 
elements in Q, J  can be chosen in many different ways. ■
For k G J, consider the functional
G (q) =  -  M 2, (6.io)
k=l
where the ßk are the eigenvalues corresponding to the approximate problem
(-A  + Q)u = ß ü ,
and Q =  diag (§i, . . . ,  qn, . . . ,  <fi). Finding the minimum of the functional (6.10) is 
equivalent to finding a q  =  [<71,... ,qn]T such that ßk =  ßk for all k G J. Thus, 
given the exact algebraic eigenvalues ßk, the matrix Q can be reconstructed, and 
hence, the potential determined.
Since the exact algebraic eigenvalues are not known, approximations to them 
are obtained using the algebraic correction. Naturally, care must be taken to ensure 
that only those eigenvalues well approximated by the algebraic correction are used 
in the functional. Replacing ß k  by ß k ,  the functional to be minimised becomes
G(q) = ^ ( ß k - ß k )2 , (6.11)
k = l
for k G J. As in Pirovino’s method, we consider a Newton scheme for minimising 
this functional. This scheme takes the form
where denotes the vth approximation to q*, the minimising vector of (6.11), 
and ß ^  are the eigenvalues of the z/th approximate problem
( -A  +  Q M ^ ^ M r ’ , (6.12)
where
=  diag (q^ , . . . ,  q  ^\  • • •, Qi^) •
The matrix is the Frechet derivative of the mapping q ^  pSv). Thus, the 
elements of are given by
fm = ^ 42
i3 d q f ] '
As in Section 3.4, an expression for the elements of the Frechet derivative can be 
obtained by considering the Rayleigh quotient form of (6.12). Rearranging (6.12)




[u,M]r ( - A  +  QW)u M
'(-A)ui +




The challenge is to show that is invertible, given the index set J . If this is 
the case, then the Newton iteration becomes
q(l/+1) =  q(l/) +  [F("}]- l  ( ~O  -  p )
One would also need to show that the iteration defined above converges to the 
correct answer.
The invertibility, and conditioning, of F ^  will probably depend on the ex­
istence of multiple or nearly multiple eigenvalues in the spectrum {V ^}- Since 
there is some flexibility in choosing the index set J , it may be possible to choose 
sufficiently well separated eigenvalues, to overcome any difficulties. This idea is 
reminiscent of the approach taken by Hald and McLaughlin [43].
At least formally, it appears tha t there is no difficulty in extending Pirovino’s 
m ethod to two dimensions.
A p p en d ix  A
L is tin g  o f E igenvalues o f th e  T w o -D im en sio n a l 
E ig en v a lu e  P ro b le m
This appendix contains listings of the algebraic eigenvalues and extrapolated eigen­



















































































































































































































































































































Table A .l. Table of algebraic eigenvalues eigenvalues, fx^ h\  and
136















































































































































































































































































































Table A .2 . Extrapolated eigenvalues.
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