Some sign patterns that allow a real inverse pair B and B−1  by Eschenbach, Carolyn A. et al.
Some Sign Patterns That Allow a Real Inverse Pair B and B - ’ 
Carolyn A. Eschenbach, Frank J. Hall, and Zhongshan Li 
Department of Mathematics and Computer Science 
Georgia State University 
Atlanta, Georgia 30303 
Submitted by Richard A. Brualdi 
ABSTRACT 
A sign pattern matrix is a matrix whose entries are from the set { + , - , 0). For a 
real matrix B, by sgn B we mean the sign pattern matrix in which each positive 
(negative, zero) entry is replaced by + ( - , 0). If A is an n-by-n sign pattern matrix, 
then the sign pattern class of A is defined by Q(A) = {B E M,(R) ) sgn B = A}. 
Our purpose here is to investigate patterns that allow some B and B-’ to be in 
Q(A). To this end, we establish global necessary conditions, we obtain necessary 
and sufficient conditions for certain classes of patterns, and we provide several 
construction algorithms to obtain classes of patterns that have the inverse pair 
property. 0 EEeuier Science Inc., 1997 
1. INTRODUCTION 
A matrix whose entries come from the set { +, -, 0) is called a sign 
pattern matrix (or sign pattern, or pattern). We denote the set of all n-by-n 
sign pattern matrices by Q”. For a real matrix B, by sgn B we mean the sign 
pattern matrix in which each positive (respectively, negative, zero) entry is 
replaced by + (respectively, - , 0). If A E Qn, then the sign pattern class of 
A is defined by 
Q(A) = {B E M,(R)(sgnB =A}. 
We shall be interested in the cycles in a sign pattern matrix, since every 
real matrix associated with it has the same qualitative cycle structure. If 
A = (aij) is an n-by-n sign pattern matrix, then a product of the form 
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y = aili2a ... 12i3 aiki, in which the index set {i,, i,, . . . , ik} consists of distinct 
indices is called a cycle of length k, or a k-cycle. A cycle is said to be negative 
(respectively, positive) if it contains an odd (respectively, even) number of 
negative entries and no entries equal to zero. 
A matching of size k in an n-by-n matrix A = (aij) is a set of k positions 
in the matrix among whose collective initial indices there are no repetitions, 
and among whose collective terminal indices there are no repetitions. We call 
a matching principal if the set of initial indices is the same as the set of 
terminal indices. A principal matching in an n-by-n matrix is called a 
complete matching if its size is n. The product of entries in a principal 
matching of size k is either a k-cycle or a product of cycles whose total length 
is k and whose index sets are mutually disjoint. Henceforth when we use the 
term principal matching, we mean the product of entries in the matching. 
Suppose P is a property referring to a real matrix. Then A is said to 
require P if every real matrix in Q< A) has property P, or to allow P if Sony 
real matrix in @A) has property P. Let A be a given n-by-n sign pattern 
matrix, and let P be the property that a matrix and its inverse have sign 
pattern equal to A. We call this the inverse pair property, and denote it by 
IP. The problem of determining the possible sign patterns that occur among 
real n-by-n matrices B for which B and B - ’ have the same sign pattern was 
raised in [S], and the sign patterns A that require IP [B E Q< A) implies B-’ 
exists and B-’ E Q< A)] are characterized in [3]. Our purpose here is to 
investigate sign patterns that allow IP, that is, those patterns for which there 
exists a nonsingular B E Q( A) such that B ’ E Q(A). There tends to be an 
inverse reciprocity between the “require” and “allow” questions in the case 
of the inverse pair property. The set of all patterns that require IP is a small 
and homogeneous class, while the patterns that allow IP form a large, 
heterogeneous class with no recognizable commonality. Consequently, we 
characterize certain types of patterns that allow IP, and we show how to 
obtain several additional classes of such patterns. 
Before stating our results, we introduce some notation. Let A be an 
n-by-n sign pattern matrix, and let A( cr, /3 ) denote the submatrix of A 
obtained by deleting the rows in the index set (Y and the columns in the 
index set /3. If (Y = p, then A( (Y, a>, shortened to A( a>, is a principal 
submatrix of A. To further simplify notation, we shorten A({i], {j]> and 
A({i)) to A(i,j) and A(i), respectively. Finally, we let N = {1,2, . . . , n). 
2. RESULTS 
Let YZY denote the set of all square sign patterns that allow IP. We state 
the following obvious lemmas without proof. 
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LEMMA 2.1. The set 95 is closed under the following operations: 
(i) signature similarity (similarity by a diagonal matrix, each of whose 
diagonal entries is + or -1; 
(ii) permutation similarity; 
(iii) negation; and 
(iv) transposition. 
We have, in fact, an equivalence relation on 39 by taking finite 
combinations of the operations (i) through (iv) in Lemma 2.1. If A allows IP, 
then A allows nonsingularity, that is, there is some nonsingular B E Q< A). If 
A allows nonsingularity, then clearly there is at least one nonzero term in 
det A. Consequently, if A ~49, then A contains at least one complete 
matching. 
For an n-by-n sign pattern matrix A to be in 39, we know that there 
exists a nonsingular matrix B E Q(A) such that B-’ E Q(A) and BB-r = 1. 
From a qualitative perspective, this means that AA, or A’, allows the identity 
sign pattern Z = diag{+, +,..., + }. To illustrate how this may occur, we 
introduce the symbol # to represent a qualitatively ambiguous sum, that is, 
# = (+ > + ( - 1. We next define a generalized sign pattern matrix A = (Gij) 
to be a matrix whose entries are in the set { + , - , 0, #}, and Q(A) = {B = 
(bij) E M,(R) 1 b,, . IS arbitrary if iij = #; sgn kij = ciij if Gij E { +, -, O)}. 
Two generalized sign pattern matrices A^, and A,, are said to be compatible, 
* C . 
denoted by A, * A,, if there exists a matrix B E Q( A,) I-J Q( A^,). Hence 
A,=(! -p(; ;)=A2. 
In terms of sign patterns A that allow IP, we must have, by necessity, the 
compatibility condition A2 A I. 
A third necessary condition for A to be in ~53’ comes from the well-known 
formula for the @h entry of B-l, namely, 
(B-l)ij = 
( - I)i+jdet B(j, i) 
det B ’ 
If we replace B with A in the above equation, we obtain the ijth entry of the 
generalized sign pattern matrix A- ‘. If det A = #, then (A-l)ij = # pro- 
302 C. J. ESCHENBACH ET AL. 
vided det A(j, i) # 0. Consequently, if the determinant of A is qualitatively 
ambiguous, we do not get much information about the signs of the nonzero 
entries in A- l. However, if we define the generalized sign pattern matrix 
adj A by 
(adj A)ij = (-l)i+jdet A(j,i), 
then A~Y9onlyifadjA~AanddetA~ +,oradjAA -Aand 
det A A - . 
We formalize the three necessary conditions discussed above in the 
following theorem. 
THEOREM 2.2. Let A ~49. Then 
(i) A contains a complete principal matching; 
(ii) A2 A I; and 
(iii) adj A A A and det A 5 + , or adj A A - A and det A A - . 
We illustrate that conditions (ii) and (iii) are independent in Examples 2.3 
and 2.4. 
EXAMPLE 2.3. Let 
A= 
0 0 + - 
0 0 + - 
+ - + - 
+ - + - 
Then A2 = #J, where #] is the 4-by-4 sign pattern matrix each of whose 
entries is equal to #. Thus A satisfies condition (ii> of Theorem 2.2. 
However, 
(adj A)% = det 0 jq ; ii-0 
implies that A does not satisfy condition (iii) and hence A @.X9. 
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Then (adj Ajij = # for all indices i and j, which implies that A satisfies 
condition (iii). However, ( A2jij = + for all i and j implies that A2 z Z 
(meaning noncompatibility), that is, condition (ii) is not satisfied. 
We note that condition (i) of Theorem 2.2 is satisfied in Examples 2.3 and 
2.4. Although condition (iii> implies condition (i), condition (ii) does not. 
For example, if 
A= 
+ - + + + 
+ - + + + 
+ - 0 0 0 
+ - 0 0 0 
+ - 0 0 0 
then ( A2)ij = # for all indices i and j, so that A satisfies condition (ii). 
However, A does not have a complete principal matching, that is A is sign 
singular [every B E Q(A) is singular]. 
Up to the equivalence stated in Lemma 2.1, the 2-by-2 patterns in 99 
are 
Since any matrix equivalent, in the sense of Lemma 2.1, to one of the 
patterns listed above is in 99, we call these patterns the 2-by-2 equivalence 
patterns of 99. For a 2-by-2 pattern A, A2 A Z implies A ~39. 
To find the 3-by-3 equivalence patterns of 99, we first used a computer 
program to generate and classify all 3-by-3 patterns A such that A2 A 1. 
Then for a pattern A in each equivalence class, we determined a self-inverse 
matrix B E Q(A) by using another computer program. The equivalence 
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patterns we obtained are 
(: ; i). 
l + - + , 0 1+ + - ( I 0 + +, 0 + - l + 0 + 0 f, - 0 I 
( + 0 + 0 + - 0, I 
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[; ‘: ‘i- 
+ + + 
i i -I- + -, + - 0 
i - 0 - + 0 - +,  I 
( + 0 + -0 + -0, I
( + 0 + 0 - 0 , i 
0 0 
+ 0 0. i - 
Hence for any 3-by-3 sign pattern A, A2 A I implies A ~49. 
We now give an interesting alternative proof for the 3-by-3 entrywise 
nonzero patterns. In the sense of [l], two sign patterns A, and A, are said to 
be paired if there is a B E @A,) such that B-’ E @A,). Let 
It is shown in [l] that if A is a 3-by-3 entrywise nonzero pattern that is not of 
the form QlXQ2, where Qr and Qs are generalized permutation patterns 
(possibly haying - entries), then a pattern A, is paired with A iff AA, A Z 
and A, A A I; in particular, A ~49 (i.e., A is paired with A) iff A2 A 1. It 
remains to consider the patterns of the form QlXQ2. It is also shown in [l] 
that the only entrywise nonzero 3-by-3 patterns K satisfying XK A I, ZZX A Z 
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(the compatibility conditions for XI and not paired with X are the following: 
It follows that the only entrywise nonzero patterns satisfying the compatibility 
conditions for Q,XQz and not paired with Q,XQz are QIK,QT, where 
Qi, Qz are generalized permutation patterns and i E (0, 1,2,3). Thus, if a 
pattern A = QIXQz satisfies A2 A Z but A @Y9, then we must have 
QlxQz = Q%iQ:, or Q2Ql XQ2Q1 = Ki, for some i E (0, 1,2,3}. Setting 
Q = QzQp th e as equation becomes QXQ = Ki. However, we can use a 1 t 
simple computer program to verify that QXQ # Ki for any 3-by-3 general- 
ized permutation pattern Q and i E (0, 1,2,3}. Therefore, in this case, A2 A Z 
is sufficient for A E.E?@. 
The conditions stated in Theorem 2.2 are necessary conditions for a sign 
pattern A to be in 99, but are not sufficient for rr > 4, as illustrated in the 
following example. 
EXAMPLE 2.5. Let 
Then 
A= 
I 
As = 
+ + + +\ 
0 + + + 
0 + - -* 
0 - + +/ 
\ 
+ # # # 
0 
0 NJ AZ> 
0 I #### 
det A = #, adj A = 0 # 79 # ! I 0 # + +’ and adjA& -A. 0 # - - 
306 C. J. ESCHENBACH ET AL. 
Thus A satisfies all the necessary conditions in Theorem 2.2. However, we 
now show that A @YP. Suppose, for contradiction, that there exist B, C E 
Q(A) such that BC = 1. Notice that for any positive diagonal matrices D, 
and D,, (D,BD,XD,‘CD;‘) = I, and D,BD, and D,‘CD;’ are in 
Q(A). 
Replacing B by a suitable D, BD,, if necessary, we may assume that B 
has the following form: 
B 
‘1 1 1 l\ 
0 1 f = g 
0 1 -i -j’ 
0 -1 1 m/ 
where the variables stand for positive numbers. Since (adj B), < 0, if 
B-’ E Q(A), th en det B < 0, and, hence, sgn(adjB) = -A. This yields the 
following nine inequalities: 
(adj B)I, < 0, im + ig +fm >j + gl + jZ, (1) 
(adj B),, < 0, jl + j + I> im + m + i, (2) 
(adj B)u < 0, gZ+m+g>fm+Z+f, (3) 
(adj B),, < 0, gi+g+j>$+i+f, (4) 
(adj B),, < 0, im > jl, (5) 
(adj B),, < 0, fm > gl, (6) 
(adj B),, < 0, fi > gi, (7) 
(adj B),, < 0, m >j, (8) 
(adj B),, > 0, 1 > i, (9) 
[We remark that these inequalities are not independent; in fact, (1) + (2) + 
(3) implies (4), (5) X (7) ’ pl’ rm res (6), and (5) X (9) implies (81.1 (2) + (5) 
gives 
or [in view of (8)] 
j+Z>m+i, 
E-i > m -j(> 0). (10) 
SIGN PA?TERNS 
(3) + (6) implies that 
m+g>Z+f. 
By multiplying (10) and (1 l), we get 
(I - i>(m + g> > (m -j>(l +f), 
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(11) 
or 
lm + gl - im - gi > lm + fm - jl -_fi, 
or 
im + ig + fm <d + gl + jZ, 
which clearly contradicts (1). Therefore, A E49. 
Example 2.5 indicates that the general characterization of sign patterns in 
99 is very complicated. This example also illustrates that the #-entries in 
adj A are sometimes not independent. However, before addressing the notion 
of #-independence/dependence, we identify a certain class of sign patterns 
that is in JCXP. 
If A is a sign pattern that does not satisfy the conditions stated in 
Theorem 2.2, then, of course, this matrix is not in 3ZP. A natural question 
now arises, namely, are there any nontrivial n-by-n (n 2 4) patterns for 
which the qualitative conditions in Theorem 2.2 are also sufficient? We 
characterize a class of such patterns in Theorem 2.6 below. Recall that the 
minimum rank of a sign pattern matrix A, denoted by ml(A), is defined by 
mr( A) = min{rank B 1 B E Q(A)}. 
THEOREM 2.6. Let A be an n-by-n sign pattern matrix with ml(A) = 1. 
Then the following are equivalent: 
(i) A ~39’; 
(ii) A2 A I; 
(iii) ( A2jij = # for all indices i andj in N; and 
(iv) A is entywise nonzero, and there exists a positive integer k such that 
alkakl = -. 
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Proof. That (i) implies (ii) follows from Theorem 2.2. 
To show that (ii) implies (iii), assume that A” & Z and mr( A) = 1. Since 
mI( A) = 1, we may write A = XY r, where X and Y are n-by-l sign 
patterns. Then A2 = X(Y rX)Y r = (Y rX )XY T. Since A2 b I, we see that 
A is entrywise nonzero and also Y rX = #, so that (iii) follows. 
NOW assume (iii) holds. Then, clearly, (ii) holds, so that, from the above, 
A is entrywise nonzero. In addition, (A’)r, = C;!,uikak, = #. Thus, there 
is some k E N such that alkak, = -, and we have proved that (iii) implies 
(iv). 
Finally we show that (iv) implies (i). Since rnr( A) = 1, as above, A = XY r, 
where X and Y are n-by-l entrywise nonzero sign pattern vectors. Further, 
we may choose x E Q< X) and y E Q(Y ) so that Z + xyr E Q(A). For 
example, if 1 xi1 > 1 and 1 yil > 2 for all i E N, then Z + xyT E Q< A). In 
addition, by emphasizing certain terms in yTx, we may obtain yTx = -2 by 
condition (iv). Then 
(I + xyT)-l = Z - -&xyT E Q(A). 
It follows that A ~39. ??
We now return to the qualitative-quantitative dependence of the #-en- 
tries in adj A. To this end, let 
S( A) = (Sgn(adj B) 1~3 E Q( A)}, 
the set of all sign patterns that occur among the classical adjoints of the real 
matrices in Q(A). 
If adj A contains k #-entries, then adj A is said to be #-independent if 
IS( A)( = 3k, that is, each #-entry may assume all possible values in (0, + , -1 
with every possible combination of the other #-entries in adj A. Of course, if 
k = 0, then adj A is signed, that is, has no #-entries, and adj A is #-indepen- 
dent. If k = 1, then adj A is #-independent. 
EXAMPLE 2.7. Let 
i 
+ + 0 0’ 
A=; ; ’ y. - 
0 0 0 +, 
SIGN PA’ITERNS 
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If we let 
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(0 0 0 i 
then (adj B),, = - afi + ebi implies that 
- whenever af > eb, 
+ whenever af < eb, 
0 whenever af = eb. 
Thus IS( A)[ = 3k = 3. 
Before stating our next theorem, recall that a sign pattern matrix is said to 
be sign nonsingular if it requires nonsingularity. Sign nonsingular patterns 
have been heavily studied, and it is a well-known fact that these patterns have 
a signed determinant, that is, det A = + or det A = -; see [2]. Since sign 
nonsingular patterns occur in many matrix applications, we characterize the 
#-independent sign nonsingular patterns in 39. 
THEOREM 2.8. Suppose adj A is #-independent, where A is an n-by-n 
sign nonsingular matrix. Then A ~39 if and only if 
6) adjAAAanddetA= +,or 
(ii) adjA& -AanddetA= -. 
Proof. First suppose that det A = + and A ~39. Then there is a 
matrix pair B and B-’ in Q(A). Consequent12 sgn B-’ = (sgnadj B)/ 
(sgn det B) = sgn (adj B) = A implies that adj A ++ A and det A = +. Con- 
versely, suppose adj A G A and det A = +. Since adj A is #-independent, 
we know A E S(A), which implies that sgn adj B = A for some B in Q(A). 
Thus sgn B-’ = (sgn adj B)/(sgn det B) implies that B-l E Q< A), that is, 
A ~39. We omit the argument for the case when det A = - , since it is 
similar to the one given above. ??
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EXAMPLE 2.9. Let A be the matrix given in Example 2.7. Then A is sign 
nonsingular, where det A = +. Since adj A A A and adj A is #-indepen- 
dent, Theorem 2.8 tells us that A ~39. Indeed, for 
B= 
we have B, B-’ E Q(A). 
1 100 
1 -1 00 
2 1 -1 1 
0 0 01 
Our next example illustrates that there are patterns A in .-J%? for which 
adj A is not #-independent. 
EXAMPLE 2.10. Let 
A= 
Then 
I# # 
adj A = 0 + 
0 + 
\o # 
+ - 
- 0 
- 0 
- - 1. # # - 0 - 0 ’ 
# # ! 
I + 0 0 + 0 + 0 + 
which implies that adj A h A. Further, det A = #. 
Note that 
I10 2-l 
0 1 -2 0 
0 1 -3 0 
(0 1 -1 -1 
and its inverse are in Q< A), so that A EYP. 
Let 
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Then (adj Bj4 = a(fg - eh) and (adj B),, = -k(fg - eh). If (adj B),, > 0, 
then (adj B>4 < 0. Consequently, + 0 + + 
0 + - 0 
0 + 0 ~5 S(A), and IS(A)1 # 3k. - 
0 + - + 
Thus adj A is not #-independent. 
We conclude this section with an interesting open question for future 
research: Suppose adj A is #-independent, and det A = #, that is, A is not 
sign nonsingular. Characterize the sign patterns A that are in 39’ if and only 
if 
(i) adj A A A and det A A + , or 
(ii) adj A A -AanddetAG -. 
3. QUALITATIVE COMPLETIONS AND CONSTRUCTIONS TO 
OBTAIN PAlTERNS IN 99 
Our first construction generates all sign patterns in 99 that contain a 
self-inverse matrix B, that is, B = B-l. 
CONSTRUCTION 3.1. LetD=diag{*l,*l,..., +l),andZetSbea 
real nonsingular matrix of the same size us D. Then sgn(SDS-‘) ~39. 
Proof. Let B = SDS-’ E Q(A), where A = sgn(SDS-‘1. Then B-’ 
= B, so that B-’ E Q(A), that is, A E49’. ??
REMARK 3.2. We conjecture that A ~99 implies that there exists a 
matrix B in Q(A) such that B = B-‘. Each real self-inverse matrix is similar 
over the reals to a diagonal matrix each of whose diagonal entries is 1 or - 1. 
If the conjecture is true, then note that Construction 3.1 generates all sign 
patterns in 99. 
We already know that if A ~39, then A contains a complete principal 
matching, that is A contains a nonzero n-cycle. From the necessary condition 
A2 -& I, we obtain additional cycle structure for patterns in 99 that will be 
used to construct reducible matrices in Yp. 
The following proposition is clear. 
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PROPOSITION 3.3. Zf A is an n-by-n sign pattern matrix in Y9, then for 
each index i E N, aijaji = + for some index j E N. 
We now recall the following definition. A subpattern A, of a sign pattern 
matrix A is a matrix of the same dimension as A that is obtained from A by 
setting some (possibly no) nonzero entries in A equal to 0. We also say that 
A is a superpattern of A,. 
In our next construction, called the P-construction, we obtain matrices A 
in 99 that contain a subpattern P, where P is a generalized permutation 
matrix consisting of nonzero I-cycles and positive 2-cycles. It remains open to 
determine if every A EYC contains a symmetric generalized permutation 
subpattern. 
Let X = (xii) be an n X n sign pattern defined so that xii = 0 for all 
i E N. Then it is easy to show that Z - X is paired with a superpattern of 
Z + X (see [l]). If, in addition, xij # 0 for all i #_j in N, then Z - X is 
paired with I + X. Now let P = ( pij) E Q,, be a generalized permutation 
pattern that may contain negative entries, and let X = (xij) be a sign pattern 
with the same order as P such that xii = 0 if and only if pi, # 0. Then 
P - X = P(Z - PTX) is paired with (I + PTX)PT = PT + P?‘XPT. To con- 
struct a class of sign patterns that allows inverse pairs, we try to choose P and 
X so that P - X = P’ + P?‘XP?‘, which can be simplified by requiring 
P7‘ = P (or equivalently, P ’ = I>. The simplified equation is 
P - X = P + PXP, or -X = PXP. (12) 
Let r be the permutation on {l, . . . , n) corresponding to P, i.e., the 
nonzero entries of P = (pij) are pi,TCi,, i = 1,2,. . . , n. It follows from 
P2 = Z that n2 = (11, the identity permutation. Hence r-l = rr and 7r can 
be written as a product of disjoint 2-cycles and l-cycles. Now (12) means that 
-xij = Pim(i)Xa(i)a(j) Pm(j)j (13) 
whenever j z n(i). If i #j, z-(i) = i, and n(j) = j, then from (13) we get 
-xij = pii pjjxij and hence pi, = - pjj. Thus 7~ contains at most two l-cycles, 
that is, T has at most two fixed points. This is to say that either P has at most 
one nonzero diagonal entry, or P has precisely two nonzero diagonal entries, 
which are oppositely signed. By pairing xij with xnCi)?rCj), we can partition 
the nonzero entries of X into disjoint pairs. For each pair xij, x~(~),,(~), with 
j z m(i), assign + or - to xtj, and let ~~~~~~~~~ = -~~~p,,(~)p,~~~~. Then 
(13), and hence (12), is satisfied, and P - X ~257. Since -X also satisfies 
(12), it follows that P + X ~~59. To summarize, we have the following 
result, where Q,, is the set of all n-by-n sign pattern matrices. 
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THEOREM 3.4. Let P = ( pij) E Qn be a symmetric generalized permu- 
tation pattern and let r be the corresponding permutation on N. Suppose 
X = ( xij) E Q, satisfies the following two conditions: 
(i) xij # 0 if and only ifj f r(i); and 
(ii) x r(i)r(j) = -xij piWtij P~,,(~, wheneverj z p(i). 
Then P + X ~99 and P - X EYE. 
For a fmed P, we may assign + or - freely to at least (n2 - n)/2 entries 
of X. Thus we obtain 2(n2-n)/2 sign patterns in Lp?. 
0 
+ 
P= 
I+ 
0 
XC - 
- 
+ 
,+ 
EXAMPLE 3.5. Let 
0 - 
- 0 
+ f 
+ + 
- 0 
0 + 
- - 
- + 
0 
and 
+\ 
+ 
+ 
- 
+ 
O/ 
Then P + X E 99, P - X ~99. 
We remark that the above construction is especially simple if P has, at 
most, one nonzero diagonal entry and all the nonzero entries of P are equal; 
in this case, (13) reduces to x?rCijpCij = _Xij. 
EXAMPLE 3.6. Let 
P= 
0 - 
- 0 
0 - 
- 0 
- 
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+ - + - +\ 
- - + - - 
p+x= + + + - + E.Yz9. 
- - - - - 
\+ - - + - 
EXAMPLE 3.7. By letting 7r = (1, nX2, rr - 1) a** , we see that 
I +’ 
+ - 
E.39. 
- 
\+ t 
It is clear that not every entrywise nonzero pattern in 99 can be 
obtained by the P-construction. For instance, + + + + 
A= + + + + I 1 EJ?i, + + + + _ - - - 
but A cannot be obtained from any P-construction. 
Before developing our next construction, recall that a reducible matrix 
(real or sign pattern) A is permutation similar to a matrix in Frobenius 
normal form, that is, for some permutation matrix P, 
PAP-’ = 
\ 
4, A,, .a- Au’ 
0 A, . . . Azk 
. . . 7 
6 ..: 0’ A;q 
where the diagonal blocks Aii are ni-by-n, irreducible matrices. If A is a sign 
pattern matrix such that A = Diag(A,,, A,,, . . . , A,,), then it is clear that 
A ~39’ if and only if Aii E 49 for each i E (1,2, . . , , k}. 
A natural question now arises, namely, if we start with a partial matrix A 
in Frobenius normal form with known diagonal blocks, what are the possible 
sign patterns of the off-diagonal blocks so that A EXC?? To answer this, we 
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first define a partial block sign pattern matrix as a rectangular array whose 
entries are sign pattern matrices, the entries in certain locations of which are 
known sign patterns. We refer to the known entries as specijed blocks, and 
the remaining entries as unspecijed blocks. By a completion ?f a pacial block 
matrix B = ( Bij) E Q(A), we mean a conventional matrix B = (Bij) where 
each BIij is a matrix that has the same dimension as Bij, and if Bij is 
specified, then sij = Bij. A matrix completion problem, then, is to find a 
completion of a partial matrix in a certain class or with a certain property. 
Our interest here is to find completions of reducible matrices B in Frobenius 
normal form that are self-inverse. 
LEMMA 3.8. Suppose 
‘+ 
+ 
A= 
0 
is in .X9. Then A = I. 
* 
+ 
+ 
Proof. We prove this result by induction on n, the order of A. The 
result is trivial for n = 1. Now assume the result is true for n - 1, and 
consider A E Qn ns9. Then 
I+ 
+ 
A= + * ‘=(AFl y). 
0 . . 
\ +/ 
It is easy to see that A,_ i ~99 and hence A,_ i = I,_ i by the induction 
hypothesis. Since A2 A I, that is, 
we see that A,, = 0, and hence A = I,. ??
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From the result in Lemma 3.8, we see that any upper triangular sign 
pattern that allows an inverse pair must be of the form 
f 
1 A,2 A,3 AM ... 
-1 A,, A,, . . . 
Z A, . . . 
-I *. 
where the diagonal blocks may have different orders. 
Next, if A, and A, are m-by-n and n-by-p sign pattern matrices, 
respectively, then we let P( A,, A,) = (sgn B,Bs 1 B, E Q( A,), B2 E 
Q(A,)}. I n p rt’ 1 a mu ar, when A is a square pattern, P( A, A) = {sgn BC ( B, C 
E Q(A)}, that is, P( A, A) is the set of all sign patterns corresponding to 
products of matrices in Q(A). It is easy to see that the identity sign pattern 
Z E P( A, A) if and only if A EYE. Further 
LEMMA 3.9. 
1 42 Al3 
A= -1 A23 
I 
Ed59 if and only if -43 E PC A,2 > A,,). 
Proof. Let B and C be members of Q(A) such that BC = 1. Partition 
B and C conformably with A. Then considering the (1,3) block of BC, we 
get 
&Cl3 + B12C23 + B13C33 = 0, or -(BllC13 + Bl3C33) = B12B23- 
Note that sgn(B,,C,, + B,,C,,) = A,, so the above means -A,, E 
HA,,, A,,). Conversely suppose -A,, E P(A,,, A,,). Let B E Q(A,,), 
C E Q( A,,) be such that sgn(BC) = -A,,. It is easy to check that 
I I B -(BC)/2 -1 C I 
2 
I B -(BC)/2 
= I and -1 C 
I 
E Q(A). ??
I 
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The following example shows that even when A is upper triangular, 
A2 A I does not imply A ~29. 
EXAMPLE 3.10. Let 
+ - 
+ - 
where A,, = A,, = + - 
+ - 
Clearly, A,, A,, = #J, A,, - A,, = #A,,, and 
Note that for any B E Q< A,,), C E Q( A,,), we have rank B < 5 and hence 
sgn(BC) # -I,. Thus -Zs E P(A,,, A,,). It then follows, from Lemma 3.9, 
that A G4??. 
THEOREM 3.11. Let 
‘Z B,, B,, BM 45 *** 
-z B,, B,, B,, .‘. 
Z B, B,, .+. 
B= -Z B,, .a. 
z . . 
be a self-inverse matrix. Then B is completely determined by the blocks Bi, i +j, 
where j is odd. Zf j (1 < j < n) is odd, these blocks are arbitrary. In other 
words, the lst, 3rd, . . . , (2[ n/2] - l)th superdiagonals are “free,” or arbi- 
tray. 
Proof. We use induction on the number of diagonal blocks, n. First note 
that the theorem is clear for n = 1 or n = 2. Now assume the result is true 
for n - 1, and consider the case of n. 
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Case 6). Let n be even, and consider the self-inverse matrix 
B= 
Since the submatrices 
‘1 42 *** z-4.,-1 
-Z 
B ’ n-I.,ri-1 
\ Z 
Z B,, . . . B,, \ 
-Z 
B ’ n-1.n 
-z ) 
\ ’ -z 
and 
\ 
are self-inverse, their blocks are as described in the theorem, by the 
tion hypothesis. Since B is a self-inverse matrix, B2 = Z implies that 
B n-1.n 
-Z 
induc- 
n - B,, = (B'),, = 0. 
Thus B,, is arbitrary. Since the (n - l)th superdiagonal consists of the single 
entry B,,, we conclude that this diagonal is arbitrary, and the result follows 
by induction for n even. 
Case (ii). Let n be odd. Again, it suffices to consider B,,, which is the 
(n - l)th superdiagonal. Then computing (B’),, = I,, = 0 gives 
By,, = $+ B,, B,, + _ +BL,,-~B,-LJ ??
Theorem 3.11 gives a procedure to complete a specific block diagonal 
matrix (with Z and -Z alternating on the diagonal) to a self-inverse block 
upper-triangular matrix. To do this, we assign the first superdiagonal blocks 
arbitrarily. Then the second superdiagonal is obtained as in Theorem 3.11. 
We can continue in this manner to obtain a self-inverse matrix. 
Our last construction involves a rank one perturbation of a permutation 
matrix P. To this end, let P be a real symmetric permutation matrix. Then 
PT = P and P2 = I. Let x, y be in R” and such that x*y = 2, Px = x, and 
Py = y. Let B = xy* - P. Then B2 = (xyT - P>’ = x( yTx) yT - xy*P - 
Pxy’ + P2 = 2ry* - xy* - xyr + z = I. 
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In particular, let 
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P= 
01 
10 
01 
10 
01 
10 
I 
where the upper left hand block is 2m-by-em, and the permutation in S,, 
that defines the diagonal blocks in P is w = (12x34) *** (2m - 1,2m). Then 
Px = x means x1 = x2, xs = x4,. . . , xZm_l = xZm. 
Thus we have proved the following: 
THEOREM 3.12. L..et P be a real symmetric permutation matrix. Further, 
let x, y be vectors in iR’ n such that Px = x, Py = y, and xTy = 2. then 
(xyT - P)’ = I, and sgn( xyT - P) ~39. 
EXAMPLE 3.13. Let 
x = (l,l,l,l)T, y = ~(l,l,l,l)T, 
and let m = (12x34) be the permutation in S, that defines P. Then. 
I 1 
-+ 
1 
2 
1 
2 2 
-+ 1 1 1. 
xYT -p= 1 ; ; ; 
= B = B2. 
? 5 2 -2 
1 1 
\ z 
1 
2 -+ 2/ 
COROLLARY 3.14. Forn&3,]\P-PE99,whereJistheentywise 
positive sign pattern, and J \ P is the s&pattern of J obtained by changing 
the (i, r(i)) entries of J to 0. 
Proof. Let x = y = m(l, 1,. . . , ljT. Then sgn(xyT - P) = J \ P - 
P, and by the theorem, (I\ P - P) ~99. ??
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We conclude with two examples. 
EXAMPLE 3.15. Let x = (~1, - 1, - UT and y = (2,2,1, OT, and 
Then 
2 1 1 1 
xyT 1 2 1 1 - P = I
-2 -2 -1 -2 
-2 -2 -2 -1 
is a self-inverse matrix and m&gn( xyT - P>> = 1. 
EXAMPLE 3.16. Let n 2 3, P = I, x = (1,1, . . . , ljT, and 
y = t(l,l,...,l)’ or y = 2, 2(n1_ 1) 
i 
3 
By Theorem 3.12 we can see that 
i- 
+ 
- 
+ 
*-* - ! i 
+ 
and + - 
1 
1 “‘2(n-1) * 
+ 
- 
AL. 
are in 49. 
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