Graduate Theses, Dissertations, and Problem Reports
2022

Impact of Radio Frequency Interference and Real-Time Spectral
Kurtosis Mitigation
Evan T. Smith
West Virginia University, ets0005@mix.wvu.edu

Follow this and additional works at: https://researchrepository.wvu.edu/etd
Part of the Instrumentation Commons, and the Other Astrophysics and Astronomy Commons

Recommended Citation
Smith, Evan T., "Impact of Radio Frequency Interference and Real-Time Spectral Kurtosis Mitigation"
(2022). Graduate Theses, Dissertations, and Problem Reports. 11467.
https://researchrepository.wvu.edu/etd/11467

This Thesis is protected by copyright and/or related rights. It has been brought to you by the The Research
Repository @ WVU with permission from the rights-holder(s). You are free to use this Thesis in any way that is
permitted by the copyright and related rights legislation that applies to your use. For other uses you must obtain
permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license
in the record and/ or on the work itself. This Thesis has been accepted for inclusion in WVU Graduate Theses,
Dissertations, and Problem Reports collection by an authorized administrator of The Research Repository @ WVU.
For more information, please contact researchrepository@mail.wvu.edu.

Impact of Radio Frequency Interference
and Real-Time Spectral Kurtosis
Mitigation
Evan Smith

Dissertation Submitted to
The Eberly College of Arts and Sciences
at West Virginia University
in partial fulfillment of the requirements
for the degree of

Doctor of Philosophy
in
Physics

D.J. Pisano, Ph.D., Chair
Loren Anderson, Ph.D.
Ryan Lynch, Ph.D.
Kevin Bandura, Ph.D.
Emmanuel Fonseca, Ph.D.
Morgantown, West Virginia, USA
2022

Department of Physics and Astronomy
Keywords: Radio Astronomy, Instrumentation, Radio Frequency Interference
Copyright 2022 Evan Smith

Abstract
Impact of Radio Frequency Interference and Real-Time
Spectral Kurtosis Mitigation
Evan Smith
We catalog the ubiquity of Radio Frequency Interference (RFI) plaguing
every modern radio telescope and investigate several ways to mitigate it in
order to create better science-ready data products for astronomers. There are
a myriad of possible RFI sources, including satellite uplinks and downlinks,
cellular communications, air traffic radar, and natural sources such as lightning. Real-time RFI mitigation strategies must take these RFI characteristics
into account, as the interfering signals can look significantly different at very
high time and frequency resolutions.
d ) as a real-time statistical RFI detecWe examine Spectral Kurtosis (SK
tion method, and compare its flagging efficacy against simulated RFI with
a wide range of signal characteristics. We found to be weak against signals
with a 50% effective duty cycle, as well as low signal-to-noise ratio sidelobe
d time resoluspillover from strong and frequency-wide RFI. Coarsening the SK
d
tion improved flagging, as did using multi-scale SK, which averages adjacent
time-frequency pixels with small rolling windows to circumvent the weakness
d raised flagging above 90% for almost
to 50% duty cycle signals. Multiscale SK
all cases, and as long as the amount of channels included in the multi-scale
window wasn’t wider than the RFI signal, there was no significant increase
in false positive rate. Simulated realistic incoherent astronomical signals were
d at all, as expected.
not detected by SK
d RFI detection in a real data set, raw, unaveraged
To simulate real-time SK
data was taken with the Robert C. Byrd Green Bank Telescope (GBT). The
observation targets included one pulsar, two neutral hydrogen (HI) galaxies,
the Milky Way HI emission, and a hydroxyl megamaser. These targets are
all easily observable on short timescales but are also nearby several sources
of RFI. Flagged data was replaced with representative Gaussian noise using
the statistics of adjacent time-frequency pixels. We run different variations
d detection on copies of the raw datasets and compared to the original,
of SK
to see how well the RFI was removed and if the science data product was
affected in any way. The spectral line targets are all completely ignored by
d , while the pulsar results decreased in quality due to the noise replacement
SK
averaging over the time variable structure, unless care was taken to flag data
on timescales shorter than the pulse length. In these cases, single pulse signalto-noise ratio was marginally improved.
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Chapter 1
Introduction
Radio telescopes such as the Robert C. Byrd Green Bank Telescope (GBT)
study the emission from celestial objects at radio frequencies of roughly 300 GHz and
below. These frequencies are particularly important for astronomy because radio
photons can pass through a host of optical obstructions such as water molecules
in the atmosphere and interstellar dust. Radio astronomy is a valuable tool for
probing the polarization and magnetic properties of distant celestial objects and
help constrain the physical and morphological properties of galaxies, but it is also
affected by harmful transmissions and electromagnetic energy, referred to as radio
frequency interference (RFI) by astronomers. These damaging additions to radio
data can make it difficult or even impossible to accomplish certain scientific goals,
and the problem is only getting worse as RFI becomes more ubiquitous.

1.1 Single-Dish Radio Astronomy
Large single-dish telescopes have a reflecting dish, possibly with subreflectors,
that funnels radiation into a feed horn that containing two antennae at perpendicular
angles to measure both linear polarizations. The electromagnetic radiation hits the
antenna and causes the electrons to move up and down, inducing some alternating
current in the circuit. This signal passes through several amplifiers and band pass
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filters in order to make it strong enough to measure and to suppress any radiation
from outside the preferred bandwidth, or range of frequencies. This oscillating signal
is also typically multiplied by the signal from a local oscillator (LO) which outputs
a sine wave at the lowest frequency of the bandwidth of interest. This moves the
entire signal down to baseband such that the lowest frequency in the signal is 0
Hz and the highest frequency is simply the bandwidth, due to the trigonometric
relation

sin(2πνl ) · sin(2πνh ) = sin(2π(νl − νh )) − sin(2π(νl + νh ))

(1.1)

For two different frequencies νl and νh . For example, in a basic one LO setup,
data taken from the frequency range 1100 - 1900 MHz will be mixed with an 1100
MHz LO to output two sets of signals that range from 0-800 MHz and 2200 - 3000
MHz, the latter range being filtered out.
The signal then passes through an analog-to-digital converter (ADC), which
measures the voltage at a regular sampling rate and assigns a voltage value based
on the bit depth. In order to accurately represent all of the possible signals in
the band, the sampling rate must be at least twice the maximum frequency in
the bandwidth for real-valued voltages, or greater than or equal to the maximum
frequency for complex voltages. Otherwise, a high-frequency signal may be aliased
down and appear incorrectly as a low frequency signal. Radio telescope receivers
with very large bandwidths need to have very fast sampling rates to cover their
entire frequency range accurately.
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The ADC also has a bit depth for assigning voltages, where an N-bit ADC
can output any value in the range (−2N −1 , 2N −1 − 1. Different ADCs have different
bit depths, but a higher bit-depth allows for a more accurate representation of the
voltage levels entering the ADC, at the expense of a larger data rate. A larger bit
depth also allows for more dynamic range, allowing the ADC to accurately capture
both very bright and very dim signals without getting saturated by the strong
signal or missing the dim signal. Commensal projects that are always taking data
in the background, or science objectives that require a large amount of un-averaged
data may opt for a smaller bit-depth to aid in storage costs at the cost of a larger
quantization error.
To find the amount of power at discrete frequencies, the data is channelized
using a Fourier transform. Given an input sequence of complex voltages x(n) and
N channels, the discrete Fourier transform X(k) returns the spectrum at each frequency channel

X(ν) =

N
−1
X

x(n)e−2πink/N

(1.2)

0

The power is then the square modulus of the channelized voltages:

S(ν) = X(ν)X(ν)

(1.3)

Modern radio spectrometers implement the fast Fourier transform (FFT),
which is an extremely computationally efficient version of the discrete Fourier transform that requires the number of channels to be a power of two. However, since
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not all signals can be represented accurately with a finite number of terms, there is
usually some spillover into adjacent channels. The fourier transform response to a
sine wave having k cycles in an N point time sequence across frequency channel m
is

X(m) =

N sin(π(k − m))
·
2
π(k − m)

(1.4)

for a real-valued fourier transform (Lyons, 1997). If k is not an exact integer,
X(m) is greater than 0 for every m. One way to reduce this is to multiply the input
sequence with a windowing function that is typically a hann window. Another way
is to use a polyphase filterbank (PFB), which implements a series of low-pass filters
with varying phases before channelizing via FFT.
An M -tap PFB first splits up the data into P phases such that each stream of
data consists of every P th time sample, with an offset of 1,2,... P − 1 time samples.
For example, for 4 phases the time samples are divided up as:

x0 (n′ ) = x(0) + x(4) + ...
x1 (n′ ) = x(1) + x(5) + ...
(1.5)
′

x2 (n ) = x(2) + x(6) + ...
x3 (n′ ) = x(3) + x(7) + ...
up to M × P samples. The entire sequence is then multiplied by a windowing
function of length M × P split up across the P branches:
4

′

yp (n ) =

M
−1
X

hp (m)xp (n′ − m)

(1.6)

m=0

Each yp is then summed and a P -point FFT is applied to create a single
spectrum with heavily suppressed sidelobes. The data stream is advanced M time
samples and the process is done again for the next spectrum.
To easily translate to measuring the amount of energy being generated by an
observed astronomical source into a scale convenient for a lab setting, telescopes
instead measure antenna temperature TA using the relation

TA =

Pν
k

(1.7)

from the power per unit bandwidth Pν and Boltzmann’s constant k = 1.38 ·
10−23 J K−1 . The antenna temperature is not always a physical temperature, rather
it is defined to be the thermal power output of a matched resistor. Using this scale
makes it easy to compare input signals and noise to each other. The system noise
temperature Tsys is defined using the terms

Tsys ≈ TCM B + Trsb + ∆Tsrc + (1 − e−τA )Tatm + Tspill + Tr + ...

(1.8)

where TCM B ≈ 2.73 K is the temperature of the cosmic microwave background,
Trsb is the average sky noise from all background radio sources, and ∆Tsrc is the
contribution from the radio source(s) of interest in the beam The ∆ is used because
this term is typically much smaller than Tsys and TCM B . (1 − exp(−τA ))Tatm is the
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atmospheric contribution along the the telescope line of sight, Tspill is the possible
spillover from the beam shape extending past the surface of the dish and seeing the
very thermal radiation of the ground, and Tr is the radiometer noise tied to, among
other things, the physical temperature of the receiver system and effective equivalent
temperature of a matched resistor. Many radio telescopes use cryogenics to physically cool their receivers and keep Tr as low as possible. Any last terms, denoted
by the ellipsis, are contributions from telescope-specific losses, such as imperfect
waveguides or semi-blocked apertures (Condon & Ransom, 2016).
The temperature contributions outlined above lead to the radiometer equation,
which defines the expected noise power of data σRM S across the bandwidth ∆ν and
over some integration time τ :

Tsys
σRM S = √
.
∆ντ

(1.9)

Observations of unpolarized sources will typically average both linear polariza√
tions together, which causes σRM S to decrease by a factor of 1/ 2. Bright sources
of RFI can cause Tsrc , and therefore Tsys to rise higher than expected and increase
σRM S , making it hard to detect dim sources.
Single-dish radio telescopes such as the Green Bank Telescope are incredibly
sensitive to very dim sources, but this also makes them particularly susceptible to
RFI. However, in order to see objects at a high angular resolution θ, the telescope
dish diameter D needs to be large enough to satisfy the diffraction limit
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θ≈

λ
.
D

(1.10)

The 100 meter wide GBT has a beam width of about 10 arcmin in L-band,
which is much larger than many celestial sources. In order to increase the angular
resolution enough the see any detail at smaller angular scales, the dish needs to be
built to larger diameters than what is possible given the strength of gravity and the
strength of the construction materials.

1.1.1 Radio Interferometry
This angular resolution restriction can be overcome by using radio interferometers, such as the Jansky Very Large Array (VLA) in New Mexico. In an N -element
interferometer, the voltage streams from every individual pair of telescopes are multiplied together and eventually form a beam with a width of λ/b, where b is the
largest distance between any two telescopes in the array. Since b can be up to any
arbitrary length within physical reason, radio interferometers have an advantage
in quickly mapping out detailed emission, at the expense of sensitivity to dimmer
objects or emission with a larger angular scale than the beamwidth. For example,
the VLA’s largest baseline is 36.4 km, which allows for an angular resolution of 1.3
arcsec, a significant improvement over the GBT.
The basic two-element interferometer consists of two telescopes pointing in the
same direction and sensitive to the same polarization state. A plane electromagnetic
wave with frequency ω as shown in Figure 1.1 enters antenna 2 with a time delay of
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Figure 1.1: A two-element interferometer diagram with telescopes separated by
distance ⃗b observing a plane wave towards ŝ measuring voltages V1 and V2 .
τ such that

V1 =V cos(ωt)

(1.11)

V2 =V cos(ω(t − τ ))

(1.12)

and the time-averaged output of the multiplicator is called the correlator response R:

R = ⟨V1 V2 ⟩ = V 2 cos(ω(t − τ ))cos(ωt)

 2
V
=
(cos(2ωt − ωτ )cos(ωτ ))
2
=

V2
cos(ωτ )
2

(1.13)
(1.14)
(1.15)
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since the time average removes the rapidly changing cos(2ωt − ωτ ) term (Condon & Ransom, 2016). The output of the correlator in response to a sky brightness
Iν (s) with identical antenna beam patterns A(s) is

r12 = A(ŝ)Iν (ŝ)eiωτ dΩdν

(1.16)

over a small patch of sky dΩ and small bandwidth dν (Rohlfs & Wilson, 2013).
Integrating this over the sky gives the visibility

⃗ =
Rν (B)

Z Z
A(ŝ)Iν (ŝ)exp(2πiν
Ω

⃗
Bŝ
)dΩdν
c

(1.17)

such that one can recover the sky brightness using the inverse fourier transform of this function given some knowledge about the antenna beam pattern and a
uniformly and adequately sampled set of baselines with different lengths and orientations.
Interferometers are also particularly resistant to RFI, as interfering signals get
decorrelated during the multiplication stage. While the RFI enters every telescope
with some amount of strength, usually the wavefront is curved or there is multipath propagation, leading to the signal entering both telescopes in each baseline at
different enough phases to destructively interfere.
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1.2 Radio Frequency Interference
Every radio telescope has to deal with radio frequency interference (RFI), natural or human-made signals that are often many orders of magnitude stronger than
the extremely faint scientific astronomical signals of interest. These signals of interest can share the same radio frequencies as telecommunication systems, satellite
uplinks/downlinks, radio and TV broadcasts, as well as unintentional transmitters
such as automobile spark plugs, microwave ovens, and any nearby unshielded electronics (Waterman, 1984; Offringa et al., 2013a; Cohen, 1999).
Radio telescope sites are typically chosen to be away from the densest sources
of human-made transmissions with natural barriers such as mountain ranges, or with
local RFI protection laws restricting the use of civilian transmissions (Sizemore,
1991). Policy groups such as the International Telecommunications Union (ITU)
and other governments set aside small protected radio astronomy bands scattered
across the spectrum (Pankonin & Price, 1981), yet the legion of possible scientific
signals of interest combined with the effects of redshift means that astronomers
are more often than not collecting data in unprotected bands that are rife with
RFI. In addition, the combination of advanced digital signal processing leading to
ever larger telescope data rates and wireless transmission systems becoming ever
more common and ubiquitous expresses the important need to design capable and
well-characterized automatic RFI mitigation techniques (Fridman & Baan, 2001).
In particular, galactic and extragalactic imaging in the lower half of L-band
(1000-1400 MHz) suffer from imaging artifacts produced by GPS and communication
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satellite transmissions, e.g. Hess et al. (2019). Spectral line science is affected by
RFI when channels are blanked for extended periods of time, making part of the
spectrum unusable for detecting the signal of interest. At frequencies lower than
1 GHz, high-redshift HI and Epoch of Reionization surveys have to deal with air
traffic radar, satellite TV/phone services, and FM radio broadcasts (Offringa et al.,
2015; Hunt et al., 2016; Fisher et al., 2005). Non-astronomical science such as radio
sensing for meteorologic and geophysical services contest with RFI produced by
ground-based transmitters or reflections of space-based transmitters when taking
data. (Andrews et al., 2021).
As RFI encroaches more and more into radio bands of scientific interest, harmful interference will increasingly overlap with astronomical signals, so it is important
to devise and test RFI mitigation techniques that can detect and remove humanmade signals without negatively impacting the scientific data underneath. Furthermore, modern spectrometers are handling incredibly large amounts of data per
second, especially those serving as backends for radio telescope arrays or phased array feeds, and this data has to be averaged down or reduced in some way in order to
make long-term storage feasible. Many modern RFI mitigation techniques happen
in the post-averaging or post-correlation phase after the data leaves the spectrometer, which can have their own set of drawbacks (Offringa et al., 2013b, 2010a). For
example, if a low duty cycle interferer affects a longer averaged scan or a very narrow
signal saturates a much wider frequency channel, there may be a significant amount
of clean data that is thrown out along with the RFI (Baan, 2019; Mirhosseini, 2020).
Thus, it is important to characterize online RFI mitigation techniques that can work
11

on un-averaged data inside the spectrometer to increase their effectiveness (Baan,
2011) while ensuring the extra computation involved is optimized enough to keep
up with the data rate and not bottleneck the spectrometer.

1.3 Effects on Scientific Results
There are many sources of RFI affecting various radio science objectives all
across the spectrum. Depending on the objective, bandwidth of interest, and data
collection and reduction scheme, RFI affects the data differently. Here I introduce
several radio sources that I’ll be focusing on in Chapter 4 and how a better RFI
mitigation strategy can improve results. These sources were picked because they
reasonably represent various different modern radio astronomical observation methods.

1.3.1 Neutral Hydrogen
Neutral Hydrogen (HI), consisting of a single proton and electron pair, is the
most fundamental element of the universe and the major building block of stars and
galaxies. There are many surveys that track the HI content of galaxies in the near
and far universe, discerning the evolution of galaxies over the billions of years since
Cosmic Dawn, as well as determining its effects on star formation and finding links
to the dark matter content (Meyer et al., 2004; Haynes et al., 2018; Dodson et al.,
2022).
The HI emission observed by astronomers is the 21 cm hyperfine transition,

12

caused when the magnetic spin of the electron randomly flips from an excited state
to a slightly lower energetic state, releasing a photon with a wavelength of about 21
cm or 1420.405 MHz. Although the transition is incredibly rare, there is typically
enough HI concentrated around galaxies to allow detection.
While the frequency band around 1420 MHz is protected specifically for radio
astronomy, the recessional velocity of distant galaxies can Doppler shift their observed HI emission frequencies to lower bands rife with strong RFI, such as the GPS
and GLONASS satellite communication frequencies. Astronomers searching for extragalactic HI emission often contend with RFI drowning out possible detections.

1.3.2 OH Masers
Hydroxyl megamasers (OHM) reside in ultra-luminous infrared galaxies (ULIRGs)
that have massive starburst activity fueled by recent galactic mergers (Darling,
2007). They are excited by the intense IR radiation from heavy star formation and
re-emit at 1667 and 1665 MHz. Because of this, they serve as excellent tracers
of star formation, galactic collisions, and dust-obscured infrared emission (Darling
& Giovanelli, 2002). The OH lines are also subject to Zeeman splitting, which is
caused by intense magnetic fields fracturing the emission into two slightly different
frequencies (Robishaw et al., 2008). The light we observe is stimulated emission,
which means that it is coherent light and all the photons are at the same phase.
This is a marked difference from most all other sources of celestial radio radiation,
which is incoherent light. The emission from OH megamasers is very complex in
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frequency, and can have many overlapping emission components. If the lines are
redshifted into RFI-occupied bands, it can make it very hard to accurately measure
the emission strength and gain any useful knowledge about the target.

1.3.3 Pulsars
At the end of a star’s lifetime, it may collapse into what is called a neutron star.
The nuclear fusion pressure that previously gave the star its pressure support against
gravity is spent and gravity takes over, forcing all the spinning mass into a tight
ball of highly magnetized material. Due to angular momentum conservation, the
neutron star spins at an incredibly high rate. If there is a significant magnetic field,
emission is radiated out in sweeping beams similar to a lighthouse, and detected as
pulsars. Pulsars have incredibly stable rotation rates (Taylor, 2021; Hewish et al.,
1968). If the beam direction fortuitously crosses line of sight with Earth, we can
detect these regular periodic broadband pulses of emission which typically have a
spectral index of α ∼ −1.4 (Hankins et al., 2016; Bates et al., 2013).
Since lower frequency radiation travelling through the free electrons of the interstellar and intergalactic medium is slowed down, these pulses have a curved shape
in time, and the amount of delay over frequency defines the dispersion measure. This
value can be used either as an estimate for the distance to the pulsar or a measure
of the line-of-sight electron density when combined with an independently-measured
distance (Roberts et al., 2005; Cordes, 2004).
One of the most interesting science results that can be derived from pulsars is
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the detection of nanohertz gravitational waves (Burke-Spolaor et al., 2019; Taylor
et al., 2016; McLaughlin, 2013), caused by supermassive black holes orbiting around
each other on scales of tens of years. The movements of these massive objects distort
space-time and change the distance pulses travel, and so leads to slight differences
in arrival time. Since the pulsar periods are so well constrained, especially for many
millisecond pulsars, monitoring any differences in the expected pulse arrival times
over time scales of >10 years can reveal detections of gravitational waves.
When RFI blocks detection of all or part of these pulses, it can be much
harder to constrain the arrival time without large uncertainties, which can increase
the amount of time required to unambiguously detect a nanohertz gravitational
wave. Pulsed RFI that appears at regular intervals also causes confusion in the data
reduction pipeline, particularly when doing blind searches for new pulsars. Searches
are done by using a fourier transform to find periodically emitting energy pulses,
and RFI can cloud or cover real pulsar detections.

1.4 Radio Signal Modulation
There are an abundant number of stakeholders in the radio spectrum that are
required to organize their allocated frequency spaces for transmitting data. Regulatory bodies such as the Federal Communications Commission (FCC) and the
International Telecommunications Union (ITU) organize and manage which parts
of the spectrum various companies, governments, scientists, and others can operate
their wireless communications (Pankonin & Price, 1981). Within these frequency
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windows, the transmitter will emit a carrier signal at the allowed frequency with
some type of modulation in order to send information.
There are a lot of ways to modulate the carrier signal in use by modern telecommunications systems. The two basic analog modulation types are amplitude modulation (AM), where the carrier signal is simply multiplied by an amplitude envelope,
and frequency modulation (FM), where the exact frequency of the carrier signal
changes based on some input signal. These are most commonly used for AM and
FM radio station broadcasts. Also, since these are analog modulation types, they
have an infinite number of possible states. AM and FM modulation of a waveform
is shown in Figure 1.2a and 1.2b.
Digital modulation techniques, on the other hand, send specific symbols from
a finite set of discrete states, and a subset of these can employ pretty sophisticated
spread spectrum techniques to share bandwidth between independent signals and
conceal the content of the transmission.
The rate at which a single symbol, or collection of bits, is transmitted is
called the modulation frequency or symbol rate. A higher modulation frequency
can transmit more information in the same amount of time, but will introduce
a larger bandwidth to the signal such that it takes up a wider frequency range.
Transmitters will often try to optimize the modulation frequency to maximize the
amount of information while not overstepping their frequency allocation, which is
also more efficient.
Each symbol contains a tunable number of bits as well. A 1 bit signal is
simply a stream of one state at a time, with the states denoted as ’0’ or ’1’. A
16

Figure 1.2: Waveforms with varying modulation types. (a) Analog amplitude modulation. (b) Analog frequency modulation. (c) Binary phase-shift keyed modulation.
(d) 2-bit amplitude-shift keyed modulation, with a bit sequence of 0,1,2,3. Note
the phase shift between the middle two symbols. (e) Binary frequency-shift keyed
modulation.
2-bit signal allows for one of 4 states to be transmitted at a time (and one symbol
contains 2 bits), and in general, an N-bit modulation scheme allows for 2N bits to
be transmitted at once. The bit rate of a signal is then defined to be the number of
bits per symbol multiplied by the modulation frequency.
One of the most common forms of digital modulation is phase-shift keying
(PSK), where the phase of the carrier wave is changed based on the symbol being
transmitted. A 1-bit signal transmission using this modulation type only has 2
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states, and is called a binary phase-shift keyed signal. The carrier wave then has
180◦ added to its phase depending on if the bit being transmitted is a 0 or a 1,
which is identical to multiplying the output carrier wave by ±1. More bits per
symbol can also be allowed, such as 2-bits where the phase of the carrier signal
can have 0, 90◦ , 180, or 270 added to it. In general, the carrier signal for an N-bit
phase-shift keyed signal is

s(t) = exp πi(fc xts +

2n − 1 
)
2N

(1.18)

with carrier frequency fc , sampling time ts , sample number x, and bit sequence
n where n = 1, 2, 3, ...2N
The receiver multiplies the incoming signal with a local oscillator which generates a signal with the same frequency as the carrier signal, but with a known phase.
Depending on the result, the demodulator can tell which symbol is being sent. Some
well known sources of PSK RFI include the Iridium global satellite phone system
and the GPS L1 band, which is used for navigation. A BPSK waveform is shown in
Figure 1.2c.
Another basic form of digital encoding is amplitude-shift (ASK) keying, where
the amplitude of the signal changes based on the symbol. For an N -bit ASK signal
with a bit sequence B that ranges from 0 to 2N − 1, the possible amplitudes vi are:

vi =

2B
−1
2N − 1

with an output signal of
18

(1.19)

s(t) = vi · exp(2πifc xts )

(1.20)

Notice that the amplitudes range from -1 to 1. Allowing negative amplitudes
allow for more possible modulation states easily discernable from each other without increasing the total intensity, which helps keep energy budgets down for the
transmitter. The receiver passes the incoming signal through an envelope detector
to discern the amplitude and the symbols being transmitted. A simple form of ASK
that sees some use is on-off keying (OOK), which is a 1-bit variant that simply turns
the signal on or off. An ASK signal waveform is shown in Figure 1.2d. Note the
phase flip in the middle.
Frequency-shift keying (FSK) is a slightly more involved technique that changes
the frequency of the carrier signal. The number of frequencies that can be switched
to is the number of possible symbol states. To create this signal, a voltage-controlled
oscillator generates a carrier wave with a frequency given by an input voltage, such
that there is no phase discontinuity between frequency shifts. Any phase discontinuity would unintentionally increase the bandwidth of the signal, which may make
it wider than the allotted bandwidth or make it hard to tell different symbols apart
from each other on the receiver side. To generate this signal in software, a function that acts as a voltage-controlled oscillator takes an input bit sequence vin (t),
a quiescent frequency f0 , and a sensitivity K0 to output a complex waveform with
frequency corresponding to the input bit sequence and with no phase discontinuities
using the functions:
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f (t) = f0 + K0 · vi n(t)
Z t
f (τ )dτ
θ(t) =

(1.21)

0

where f (t) and θ(t) are the frequency and phase of the output signal. The
sequence vin (t) ranges from 0 to 1 with fractions denoting which bit is being transmitted. For a binary frequency-shift keyed signal (BFSK), vin (t) only contains 0
and 1’s, while a 2-bit FSK signal will have a vin (t) containing 0, 0.33, 0.66, and 1
to cover the symbols 00, 01, 10, and 11. In this way, the frequency of the signal
is f0 when vin (t) = 0, and f0 + K0 when vin (t) = 1 and there are no additional
discontinuities in phase across frequency shifts. The output waveform follows the
equation:

s(t) = exp(2πif (t)ts )

(1.22)

An example of a real-world FSK signal is the Inmarsat satellite service, which
help in maritime and natural disaster communications. The bands at 1525 and 1559
employ a 32-bit FSK modulation scheme. A BFSK waveform is shown in Figure
1.2e.
Minimum shift keying (MSK) is a form of frequency-shift keying that reduces
sideband emission by restricting the amount of modulation to half the data rate.
This is done by splitting up the input bit sequence into in-phase and quadrature
components and modulating the carrier wave by a sinusoid rather than a square
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wave. In practice, this functions the same way as an FSK signal where K0 is equal
to 0.5 · fd , with rs the symbol rate.
A variant of MSK called Gaussian minimum-shift keying (GMSK) convolves
the input bit sequence with a Gaussian kernel before modulating, which greatly
reduces the sidelobe emission. This is used in systems such as Bluetooth and 2G
mobile cellphone networks.
Another well-known method of digital modulation is spread-spectrum modulation. In direct-sequence spread spectrum modulation, a chip sequence of bits that
is known only by the transmitter and receiver further modulates the bit sequence.
It is much shorter than each bit, so the bandwidth is increased. However, to any
other listeners, the information looks like random noise. These signals are typically
used in military applications as it uses a chip sequence to further encode the data.
As long as the receiver knows the chip sequence, it can detect the signal even in the
case of low S/N and recover the original, hidden message content.
One last pervasive form of RFI is airport radar. In the United States, airport
surveillance radars are scattered across the country to track flights and weather
conditions. Specific to Green Bank, a radar station in Bedford, NC is visible. Each
station has an antenna that spins around 360◦ on a regular cadence while emitting
two typically unmodulated radio signals at slightly different frequencies. Based on
the return timing and relative strength of the echoes of the two pulses, air traffic
controllers can tell the distance and direction to all airborne planes in a certain
radius, as well as the weather conditions. A radio telescope will detect the original
pulse as the radar beam sweeps across the site, as well as reflections and echoes off
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Figure 1.3: Bedford, NC FAA radar pulses.
of any aircraft in the area and geological features such as mountains. This creates
a complicated shape in frequency and time, as shown by Figure 1.3
As statistical RFI detection techniques develop that examine un-averaged and
extremely fine time resolution data, the modulation of specific RFI will be very
visible and may be detected in different ways. Going forward, a resource that
outlines how many of the most popular signal modulation techniques will be very
useful for informing real-time RFI mitigation development.

1.5 RFI Mitigation strategies
RFI mitigation has been around for as long as radio astronomy existed; in
fact, radio astronomy was born out of an attempt to understand static interference
in trans-Atlantic telephone lines. Since then, many methods have been developed
to reduce the impact of these harmful signals on scientific data, and many projects
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and observatories have settled on standard methods detailed below (Baan, 2019).

1.5.1 Manual Flagging
Some radio observatories and projects rely on manually flagging the data in
time and frequency, such as DishWasher, built specifically for the Italian single-dish
telescopes (Zanichelli et al., 2019, 2022), which features an interactive user interface
where they can view and rescale the data in order to see RFI and mask it after the
observation. Other tools such as GBTIDL for the Green Bank Telescope allow users
to scan through data one integration at a time and blank out time ranges when RFI
is strong enough to see. However, this is very time-consuming and as the amount
of RFI increases over time along with the raw size of data sets, it will become more
difficult and complicated to produce a thoroughly flagged data product.

1.5.2 RFI Control
One of the best ways to reduce the effect of RFI on science data is to not have
the RFI in the first place. This is done first onsite by lessening all possible internal
sources of RFI by shielding all electronic equipment with the use of Faraday cages
using metal screens in the walls of observatory buildings. Another step is to create
a radio quiet zone (QZ) or coordination zone (CZ) around the observatory, where
harmful transmitters are either forbidden or only approved given strict directional
and power regulations. Examples include the National Radio Quiet Zone (NRQZ)1
1

https://greenbankobservatory.org/about/national-radio-quiet-zone/
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and the Puerto Rican Coordination Zone (PRCZ)2 . These have been very effective at
reducing the amount of terrestial RFI emitters such as radio broadcasting stations
and cell phone towers in proximity to the site and may even restrict nearby air
traffic, but are not effective against satellite transmission.
The Murchison Radio Observatory (MRO) in western Australia is also inside
the Australian Radio Quiet Zone (ARQZWA; Wilson et al., 2016) which restricts
the power levels of any transmitters at certain frequencies and radii.
Another way to reduce RFI entering data is to use a notch filter (Bolli et al.,
2018), which is a very narrowband filter blocking out part or parts of the spectrum
expected to have RFI contamination at or near 100% of the time. These are however
specially built via electronics or waveguide structure to block out specific parts of
the spectrum, and aren’t reconfigurable or changeable once installed, though they
can be turned on and off at will.

1.5.3 AOFLAGGER
AOFLAGGER has become the standard on low-frequency arrays such as the
Low Frequency Array (LOFAR) and the Murchison Widefield Array (MWA; Offringa et al., 2010a,b). This RFI flagging pipeline makes use of the SumThreshold
method, which takes a variable number of adjacent time samples in the raw visibilities and determines if there are abnormally large values. The first stage works by
iteratively running SumThreshold then fitting a surface to the telescope response
ignoring the flagged portions. After the surface fit converges, the second step exam2

http://www.naic.edu/techinfo/prcz/prczinfo.htm
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ines each channel and time stamp and flags the entire row if the Gaussian-smoothed
RMS differs by at least 3.5 times the standard deviation of the series. The surface is
fit again and the existing flags are extended using the scale-invariant rank operator
(SIR; Offringa et al., 2012). The SIR method assumes that the flagging mask does
not extend far enough to catch all dim RFI such as the dim sidelobes of wideband
RFI or in between pulses of a signal that changes amplitude. It extends flagging
masks based on how large each masked portion is in either direction, such that
inadequately flagged portions of the data become fully flagged. It is worth noting
that the scale-invariant rank operator can be applied to any flagging masks resulting
from any RFI detection method.

1.6 Spectral Kurtosis
Statistical methods of RFI mitigation are promising for online, real-time detection as they are usually computationally simple, and can delineate between harmful
d ) accominterference and the scientific signal of interest. Spectral Kurtosis (SK
plishes both these tasks by estimating the kurtosis, of the underlying channelized
voltage distribution from their power values (Gary et al., 2010; Nita, 2016; Nita &
d estimator for a set of M samples
Gary, 2010a,b; Nita et al., 2007, 2016). The SK
in the same frequency channel k is defined as the squared variance over the squared
mean:

b2
d = Vbk2 = σ
SK
µ
b2
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(1.23)

where

M
1 Xb
µ
bk =
Pk,i
M i=1

(1.24)

M

1 X b
σ
bk =
(Pk,i − µ
bk )2
M − 1 i=1

(1.25)

If we define the sums of the power values Pk and squared power values as

S1 =

M
X

Pbk

i=1

S2 =

M
X

(1.26)
Pbk2

i=1

Then we can substitute in

µ
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S1
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σ
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(1.27)

to find
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which is biased by a factor of
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(1.28)

d =
E(SK)

M
M +1

(1.29)

So, in order to make the estimator unbiased and centered on 1, we multiply
by the inverse of the result above to define



d = M + 1 M S1 .
SK
M − 1 S22 − 1

(1.30)

In the case of Gaussian distributed noise, the outputs of this equation lie along
a Pearson type III distribution, centered on 1 with a spread determined almost
entirely by the amount of time samples M . In order to discern RFI from clean data,
a probability of false alarm ρ = 0.0013499 is set, which corresponds to a 99.7%
confidence level, and the cumulative distribution function (CDF) for the Pearson
curve is computed. The lower and upper detection thresholds are set by solving for
the intersection of ρ = CDF and ρ = 1 - CDF, respectively. Following the shape
of the Pearson curve related to M , the thresholds are wider and more asymmetric
d values is shown in Figure
about 1 for lower M . A histogram of clean, simulated SK
1.4a with the acceptable thresholds outlined by the vertical red dotted lines. Figure
d spectra, with a BPSK RFI signal injected into channel
1.4b shows ten example SK
d values are all centered on 1 with the exception of channel 120, which
120. The SK
shows an RFI detection.
Note that this equation only holds for un-averaged, raw data. Since the longterm storage of data at this level is costly, modern spectrometers will average hund is
dreds to thousands of individual spectra before writing out to disk. While SK
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d values with M = 512 on the left, and ten
Figure 1.4: A distribution of clean SK
d spectra with RFI injected into channel 120 on the right.
SK
still functional after this operation is done, the effectiveness drops steeply for large
averaging amounts. If N spectra are averaged together before being passed through
d detection, equation 1.30 becomes
SK

d = M N d + 1 ( M S1 ).
SK
M − 1 S22 − 1

(1.31)

with

S1 (k) =

M X
N
X
i=1

S2 (k) =

j=1

M X
N
X
i=1

Pj

j=1


i

(1.32)
Pj

2
i

and d as the shape factor of the gamma probability distribution of the power
spectral density values. For zero-mean raw unaccumulated channelized voltages,
this parameter is simply 1.
However, RFI signals with a 50% duty cycle create a power value distribution
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such that µ2 = σ 2 , so equation 1.31 returns unity, and the RFI passes through
d called multiscale spectral
undetected. This can be avoided with a variant of SK
d This works by averaging the values in S1 and S2 with a small
kurtosis (MS-SK).
rolling window a few pixels in size. This has the effect of blending together the
effective duty cycles of signals in adjacent channels and revealing previously hidden
50% duty cycle signals. For example, if the duty cycle at indices i, k is di,k = 0.5
and an adjacent pixel has di+1,k = 0 for no RFI, the combined duty cycle in these
d out of the threshold and allow
two bins is 0.25, which may be enough to push SK
for RFI detection. For a rolling window shape of m × n in the frequency and time
dimensions respectively, the new multiscale S1 and S2 become

mn
S1,ik
=

mn
S2,ik

m−1 n−1
1 XX
S1,k+j,i+l
m · n j=0 l=0

m−1 n−1
1 XX
S2,k+j,i+l
=
m · n j=0 l=0

(1.33)

for channel index k and time index i. The duty cycle in each multiscale bin is

dmn
ik

m−1 n−1
1 XX
=
dk+j,i+l
m · n j=0 l=0

(1.34)

As will be demonstrated, this variant is also useful for detecting weaker sidelobe spillover from strong RFI signals, when the RFI is more than one channel wide
but does not necessarily have enough signal-to-noise ratio (SNR) to be detected by
d Multiscale SK
d can be applied on top of single-scale SK
d as well,
single scale SK.
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d bins inside a single multiscale bin are
so when applying flags, all single-scale SK
flagged, if RFI is detected.
Spectral Kurtosis is a promising RFI detection technique that is computationally simple enough to run in real-time on un-averaged raw data. It can discern
between astronomical signals, which are usually incoherent, and RFI, which are
coherent and typically have some sort of digital or analog modulation to transmit
information.

1.7 Thesis Outline
In Chapter 2, I discuss the legion of RFI that plagues radio astronomy and
use various satellite listing services, observatory RFI environment descriptions, and
amateur radio repositories to catalog possible sources of RFI. I find that most signals
use some form of phase-shift keying, and that RFI such as GPS is either strong and
wide in frequency, or narrow and clustered with a dense number of individual sources,
such as meteorological satellite downlinks. I also present the flagging statistics of the
CHILES and CHILES Con Pol projects, which are 1000-hour surveys of extragalactic
HI that stretch from 2013 to 2019. I find that 1000 - 1080 MHz and 1310 - 1420
MHz are cleaner parts of the spectrum, though there still are a significant amount
of narrowband flags in those sections.
In Chapter 3, I examine the flagging efficacy of the RFI detection method
d on sets of simulated RFI with a wide range of parameters. We find that multiSK
d able to capture 50% duty cycle signals and the weak sidelobe spillover
scale SKis
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of wide signals, and flags more than 90% of the RFI in most cases. Simulated
incoherent scientific signals remain undetected.
d to real data with the GBT and investigate how well
In Chapter 4, I apply SK
the RFI is flagged, in addition to any changes induced in the scientific signal of
interest. The spectral line sources observed, which include an OH megamaser and
both extragalactic and galactic HI, remain completely undetected. The millisecond
pulsar observed suffered a drop in power due to the statistical noise replacement,
and had larger time-of-arrival uncertainties.
In Chapter 5, I restate the main conclusions from the thesis and briefly describe some real-time RFI detection and replacement techniques that are either in
development or have been implemented in tests.
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Chapter 2
RFI Around the Globe and in the CHILES Project

2.1 Abstract
In this chapter I outline the legion of RFI plaguing radio observations around
the world. I introduce a large, living spreadsheet of known RFI sources with information collected from radio observatory listings, official satellite tracking catalogs,
and amateur radio wiki-style websites. I also examine the flagging statistics for the
CHILES project, a 1000-hour observing campaign over six years with the Jansky
Very Large Array (VLA) in New Mexico to trace out the density of neutral hydrogen
in the distant universe, and its role in early galaxy formation. The flagging statistics are examined over frequency, epoch, baseline length, and time of day. I find
that there are heavily flagged parts of the spectrum corresponding to well known
terrestial and space-based transmitters, and that the RFI environment has gotten
worse over time. There is a small rise in flagging corresponding to shorter effective baselines, but with no easily determined cutoff point for rejecting visibilities
outright.
Contributing authors: D.J. Pisano, Nicholas Luber
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2.2 Introduction
Radio Frequency Interference (RFI) comes from a legion of both local and
global sources, and plagues every radio frequency science objective. Each individual
radio observatory exists within an RFI environment that must be catalogued for
efficient spectrum usage, and nearly every publication in the literature, especially
those for large surveys, has some characterization and mitigation strategy for RFI.
As described in Chapter 1, radio science is plagued by heavy RFI at all frequencies.
Unfortunately, many of these RFI environment characterizations, such as the ones I
list below, are disparate or only used in small circles of engineers and astronomers.
Many radio observatories track their local environment through regular RFI
scans and catalogs hosted on the web, or via RFI occupancy data from legacy or
large-scale surveys using local telescopes. The Green Bank Observatory (GBO)
does regular scans in each of the most affected bands by pointing the telescope
at the horizon, spinning 360◦ , and averaging over the entire scan. Any significant
narrow-band emission can be attributed to very strong and localized sources of RFI.
However, the data still needs to be reduced and collated by someone, and it may
not always be up to date or easily accessible. It is also not used in real time to
drive scheduling projects. Furthermore, these kinds of catalogs make little attempt
to identify and characterize the signals.
The GBO is also within the National Radio Quiet Zone (NRQZ)1 , which regulates the maximum radiated power and location of transmitters in a large rectan1

https://greenbankobservatory.org/about/national-radio-quiet-zone/
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gular area covering over 13,000 square miles over most of West Virginia and parts
of Maryland and Virginia. Any transmitters constructed in this area, such as cell
phone towers, radio broadcasting stations, and radar centers have to be cleared by
a group at the observatory such their emission does not harm telescope operations.
These are also listed on the table of known RFI, typically only with the frequency
of the transmitter and an identifying tag.
The LOFAR RFI environment is described in Offringa et al. (2013b), and they
mostly find narrowband emissions scattered about the observing bands of interest
of 30 - 78 MHz and 115 - 163 MHz. They include a summary of allocated bands in
the Netherlands, which includes FM radio, emergency services, air traffic and radar,
as well as very small allocations to radio astronomy. No change in RFI occupancy
was found between night and day.
Tingay et al. (2020) describes the RFI environment around the MWA in the
frequency range 73 - 231 MHz. In addition to broadband RFI, they find narrow band
emissions from FM radio and digital TV services, including a significant amount of
ORBCOMM communications which track and monitor land and maritime shipments
and industrial assets. A further spatially-resolved survey by Tingay et al. (2020)
find RFI to originate from satellite and aircraft backscatter, as well as along the
horizon in the directions of several nearby towns. Additionally, Sokolowski et al.
(2016) track two years of RFI from the BIGHORNS antenna at the same site and
find tropospheric ducting events, where distant RFI beyond the horizon reflects off
of the upper atmosphere.
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2.3 The Global RFI Catalog
d come online that idenAs real-time RFI mitigation techniques, such as SK,
tify specific statistical qualities of incoming RFI, it is important to know not just
where on the spectrum RFI affects your data, but what specifically the signals are.
The data rates, modulation type, and even the origin of the interference may have
consequences for optimal RFI detection. For example, the RFI mitigation strated or cyclostationary processing may be better or worse at detecting certain
gies of SK
forms of phase-shift keyed signals. Even advanced scheduling methods can be implemented to avoid stationary RFI that is always coming from specific directions, such
as nearby radar stations, radio broadcast towers, and cities (Tingay et al., 2020).
In order to give a more global and comprehensive view of the RFI environment, I started a collection of known RFI, collected from various sources such as
radio observatory RFI tables, amateur and ham radio websites, and satellite tracking databases. Due to this caveat, these sources are not always peer-reviewed or
guaranteed to be accurate.
It is hosted on a Google Sheets2 page and currently covers the range 100 MHz
- 2 GHz. It is intended to be a living document and updated as often as possible,
especially as wireless systems such as satellite constellations that are constantly
being expanded or retired. A small portion of the spreadsheet is shown in Figure
2.1.
It is useful to summarize some of the information in this catalog. A large
2
https://docs.google.com/spreadsheets/d/1MAK5FBJo5xIQESxf3t1DqE8f7ujrwv9_
bjh3k_xaB28/edit?usp=sharing
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Figure 2.1: A few of the L-band RFI signals in the catalog, including the bright
GPS-L1 bands and Iridium satellite phone services.
number of the RFI signals with known encoding details utilize some variation of
phase-shift keying, likely because of its easy implementation for both transmitting
and receiving bits without too much loss of information. Most of the data rates
seen range from ∼100 kilobits per second (kbps) to about 10 Mbps, depending on
the channel use. For example, some meteorological satellites only need to transmit a simple time-averaged dataset at a slow rate, while others need to transmit
entire high-resolution images to ground stations. Further, a significant amount of
individual signal sources come from meteorological satellites especially centered in
the range 1500 - 1700 MHz and ∼400 MHz, due to their sheer numbers with all the
various instruments they require to track the Earth’s climate and weather. Also, the
RFI environment in these frequency ranges is expected to change as satellite orbits
decay and become replaced by more modern instruments, and the corporations and
organizations operating them update their frequency allocation bids.
In the lower half of L-band, 1000 - 1500 MHz, there are less individual sources
but it is occupied by arguably more important and vital services, such as GPS and
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other navigational satellites, as well as aeronautical/maritime communication and
radar. These channels are indispensable for managing global travel and shipping
services, as well as playing a part in national security. For example, in addition
to radar identification of airborne entities, one of the GPS bands is devoted to
communicating whenever a nuclear detonation goes off. This service is regularly
tested, and especially interferes with extragalactic HI signals redshifted to ∼1381
MHz. As shown by Figure 2.2 in the next section, these signals are also very
wide in bandwidth which helps to protect from interference from other nearby RFI
frequencies.
It is worth noting that since some information comes from radio observatory
RFI tables, many of these will be localized sources of RFI and not always present
at other observatories. However, this is not always the case, as the same systems of
some local RFI sources may exist near other observatories as well. The FAA radar
system visible at GBO from the direction of Bedford, NC also exists near the Jansky
Very Large Array (VLA), and is detectable in the direction of Albuquerque, NM.
In addition, any frequency allocations given to localized sources of RFI such as the
aforementioned FAA radar might be shared country or region wide.
Using this document, radio astronomers might be able to identify unknown
RFI in their data and take steps to mitigate it. It may also provide insight into why
certain RFI escapes detection, and to assess the flagging abilities of several RFI
detection techniques by cross-correlating which signals are both present in the data
and flagged effectively by each method.
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Epoch
Epoch
Epoch
Epoch
Epoch

1
2
3
4
5

Start Date

End Date

Dec 25 2013
Feb 25 2015
May 16 2016
Nov 11 2017
Mar 1 2019

Jan 25 2014
May 4 2015
Sep 27 2016
Jan 29 2018
Apr 11 2019

Table 2.1: CHILES observing epochs start and end dates.

2.4 CHILES and CHILES Con Pol Flagging Statistics
The COSMOS HI Large Extragalactic Survey (CHILES) uses the VLA to map
out the kinematics, structure, and abundance of neutral Hydrogen out to redshifts
of z∼0.5 (Fernández et al., 2013; Fernandez et al., 2015; Fernández et al., 2016).
Neutral hydrogen, which consists of one proton and one electron, is the basic building
block of star and galaxy formation, and traces how the universe evolved from the
Big Bang. By mapping out this abundant element, astronomers can understand
how environment plays a role in the characteristics of galaxies, how they interact,
how fast stars form, as well as the system of overdense filaments and underdense
voids that form the Universe’s large scale structure. CHILES is a 1000 hour survey
with the capabilities to answer the questions posed above. Its observing span from
2013 to 2019 provides insight into the changes in RFI environment over that period.
There are 5 epochs of CHILES observing, with their start and end dates outlined
in Table 2.1.
We ran the CHILES pipeline using CASA version 5.3.0, and rflag3 was used
as the flagging algorithm (Blue Bird et al., 2020). After the bandpass and complex
gain calibrations were applied, any high points greater than 30 Jy are clipped in
3

https://casa.nrao.edu/Release4.1.0/doc/UserMan/UserMansu164.html
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spectral window 14, which is the cleanest RFI-free band and runs roughly from
1370 - 1400 MHz. The noise statistics of this spectral window are then scaled using
the system equivalent flux density of the VLA and run rflag with an 8σ cut and a
window size of 3. rflag works by calculating the statistics across a sliding window
on a first pass in time and frequency and flagging on the second pass. Any channels
that were more than 90% flagged are then entirely flagged, and the flagging statistics
are summarized and recorded (Pisano et. al. in prep).
The CHILES Continuum Polarization survey (CHILES Con Pol) is a commensal survey with CHILES, and aims to measure the polarization properties of the
CHILES field and the magnetic fields in and around the galaxies at those redshifts
(Hales et al., 2014). The data was taken at the same time as the CHILES sessions
by using the 4 available unused subbands with full polarization (Luber et. al. in
prep). CHILES Con Pol data is flagged using pieflag (Middelberg, 2006), which
compares amplitude and rms statistics to a reference channel, and extends flagging
masks around clusters of bad points. The data is split up into 4 sub-bands with 32
channels each that run from 1000-1128 MHz, 1384-1512 MHz, 1640-1768 MHz, and
1728 - 1896 MHz, which means a frequency resolution of 4 MHz. I combine the top
two bands together and refer to the three as the lower band, middle band, and the
upper band.
In the next few sections I describe the flagging statistics for the CHILES and
CHILES Con Pol surveys along the dimensions of frequency, UV distance, and the
time of day.
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2.4.1 Flagging Rates Dependent on Frequency
We analyzed the basic flagging statistics per frequency over every observing
session of the campaign. While the CHILES frequency ranges changed slightly per
session, the amount of channels and frequency resolution stayed the same at 30720
channels and 15.625 kHz. The data processing pipeline output a flagging file for
every session that included the total amount of visibilities, the amount flagged, and
the percentage flagged at each frequency channel observed.
Since each session could have a varying amount of antennas flagged as bad
antennas, or if any antennas were missing from the array, there was a varying baseline of lowest flagged percentage, between about 5% and 30%. In order to avoid
undue weighting of variations in flagging between sessions, these are canceled out
by calculating the lowest amount of flagged visibilities between channel 4000 and
28000 was determined for each observing session. The edges of the band are not
considered since the flagging is unreliable on the edge of the band and the total
amount of visibilities varied too much due to the different frequency ranges. Then,
that number is subtracted across the whole spectrum from both the total amount
of visibilities and the amount of flagged visibilities, and we redo the division to find
the percentage of flagged visibilities. This way, channels that are entirely flagged at
100% stay entirely flagged, and channels sitting at the baseline flagging percentage
are dropped to 0 effectively normalizing out the bad antenna flags.
The flagging rates from each epoch are averaged to make the plots in Figures
2.2 and 2.3. It is apparent from these images that there are large, highly flagged
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Figure 2.2: CHILES flagging across frequency, averaged per epoch
swaths of frequency in the CHILES bandwidth, and that the problem is only getting
worse. This creates higher noise and imaging artifacts at these frequencies (Hess
et al., 2019), unless they are ignored outright. Some identified RFI includes the
GPS-L5 band at 1176 MHz, Galileo navigational satellites at 1202, 1207, and 1278
MHz, GPS-L2 at 1227 MHz, FAA radar at 1255 MHz, as well as many more currently
unknown signals. In the worst parts of the band, the flagging rates only get worse
as time goes on. For the 1176 MHz GPS-L5 band, the peak flagging rate goes from
about 40% to slightly more than 80% over the course of the six years of the CHILES
campaign.
Note that these are flagging rates derived from the CASA pipeline used to
reduce the data, and are not necessarily a direct measure of RFI. There are reasons
other than RFI to see large numbers, such as an entire spectral window being flagged.
The data is broken up into 15 independently reduced spectral windows, and if there is
an instrumental issue that raises the systematic flagging in that window, it manifests
as a bright horizontal bar over part of the spectrum.
Figure 2.4 shows the flagging rate per session, with each epoch labeled. The
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edges of these images are blanked out due to the varying frequency ranges of each
session. Figures 2.5, 2.6, 2.7, and 2.8 show all individual sessions as well, while
zoomed into the same parts of the spectrum as the figures above.
There are a lot of notable features in these plots. The GPS-L5 band is at
1176 MHz, and is very wide. GPS-L2 transmits in a narrower bandwidth at 1227
MHz, but may also contribute to the wide increase in flagging from 1200 - 1250
MHz. At 1250 MHz, there is flagging from air route surveillance radar operated
by the Federal Aviation Administration. Signals from meteorological satellites are
also flagged at 1268 and 1278 MHz. It is plain to see, however, that there are many
more flagged sections than can be listed out. These plots also show cleaner parts of
the spectrum. Despite all the narrowband features, 1000 - 1140 MHz is relatively
usable, as well as 1300-1380 MHz. In many parts of the spectrum, it appears that
epoch 3 has the worst flagging rates, and epoch 4 is actually cleaner than epochs
3 and 5. It is important to note that CHILES observed using configuration B of
the VLA. Because the VLA changes configurations once every four months, the
observations for each subsequent epoch occur in later parts of the year. This means
that for epochs 1 and 4, the CHILES field was observed at night time, leading to
better RFI conditions. The opposite is true for epoch 3, which observed while the
Sun was close to the field. The broadband noise may have reduced the effectiveness
of calibrating, causing more or less flagging. Epoch 4 still has more RFI than epoch
1, due to the fact that it is just later in time. Epoch 5 remains the worst flagged
out of all of them, mostly due to the gradual increase in RFI over time.
The CHILES Con Pol flagging rates over frequency are collected from 204
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observing sessions stretching from 2013 to 2019 and shown in Figure 2.9. Each
individual session is shown, with the average over all time in thick black. It is clear
that the middle band is mostly clean, the upper band has a few flagged out areas
at 1675 and 1760 MHz due to meteorological satellite data channels, and the lower
band has a significant amount of flagging across almost all channels.
Figure 2.10 shows the flagging as a function of time, with each session in order
starting at the top. The blank sections of spectra are whited out. There is some time
evolution across all the bands with a larger amount of flags in the middle sessions
corresponding to the year 2016, and the upper band at 1640 - 1896 MHz is getting
worse with time. Starting most noticeably around session 130, or late 2017, the
signal at 1675 MHz gets progessively more flagged, the signal at 1760 MHz spreads
into adjacent channels, and there is new RFI cropping up at 1840 MHz.

2.4.2 Flagging Rates Dependent on UV Distance
Using the antenna data from one session in each epoch, I also plot the flagging
percentage as a function of UV baseline distance. This result informs how useful
short baselines might be for calibration or statistical calculations and how much
different arrays could be affected by RFI. Since we have the UV distances over the
course of each whole session but only one summarized flagging rate for each baseline,
we need to select only representative baselines that do not change by a large amount.
For a single baseline, the UV distance is the perpendicular distance between the
line of sights of the two antennas, measured in meters. As the sky rotates, this
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distance changes depending on the north-south angle of the baseline, sometimes
quite dramatically. Using the antenna tables for each of the 5 measurement sets,
we plot the UV distance over the course of the session for every single antenna pair.
Only baselines that had a difference between maximum and mininum distance of
less than 20% of the average UV distance were considered. This added up to 134
baselines for the epoch 1 session, 121 for epoch 3, and 83 for epochs 2, 4, and 5.
The results are shown in Figure 2.12. Because of the wide wavelength, the xaxis units remain in meters rather than the conventional kλ. Clear results from this
graph are obscured by the fact that some baselines have some amount of systematically higher flagging, especially for epochs 2 and 3. However, we do see that there
is some difference between epochs, mainly that epoch 1 has the lowest amount of
flagging and epoch 5 has the highest consistent flagging. epochs 2,3, and 4 both have
lower and significantly higher flagging percentages than epoch 5, so it is difficult to
compare using this graph. There is, however, a clear drop in flagging percentages
for farther UV distances. It is most pronounced for epoch 5, which goes from about
25% flagged down to roughly 11% at the maximum UV distance. This follows as
expected, since closer baselines are more likely to have RFI enter both telescopes at
nearly the same time and not be removed by the multiplication in the correlator.

2.4.3 Flagging Rates Dependent on Time of Day
Lastly, we examine flagging statistics dependent on time of day to see if nighttime observing fared better than daytime observing. However, there is only a slight
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drop in flagging statistics at around 3:00 AM local time, even when accounting for
epoch and restricting to the most RFI-affected bands. There is a similar but slightly
more pronounced relationship between flagging rate and UTC time for the CHILES
Con Pol data, discussed below. These results may be confounded by the fact that
many CHILES sessions are up to 6 hours long, which makes it hard to accurately
plot the UTC time and the high frequency resolution reducing the effectiveness of
finding a total spectrum average flagging rate in the face of all the narrowband RFI.
Since we also have the time of day for each session, the average flagging results
across frequency can be plotted as a function of UTC time. This is shown in Figure
2.13, with the bands separated out. The middle and upper bands do not seem to
show any change based on the time of day, but the lower band has a significant drop
in flagging around 8:00 to 9:00, which corresponds to 2:00 - 3:00 AM MST in New
Mexico. The lower band is allocated to aeronautical radiolocation services, which
do not see much use during the early hours of the morning. Meanwhile, the middle
and upper bands are populated by satellite services which are always present at all
hours of the day. Again, the CHILES Con Pol sessions are up to six hours, which
can make it hard to localize points along the x-axis accurately.

2.5 Conclusion
In this chapter, I introduce a catalog of RFI signals and their characteristics.
The sources are collected from satellite monitoring websites and lists of RFI environments at various radio observatories, and contain information about the transmit-
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ting frequency, the physical transmitter, and any signal characteristics that can be
found. This typically includes the modulation type, data rate, bandwidth, amount
of multiplexed channels, and transmitter power. The catalog can be used to identify sources of RFI in a given dataset, or inform real-time statistical RFI detection
development.
I hope that this catalog will serve as a valuable resource to those developing
new statistical real-time RFI detection methods. This catalog can describe and
contextualize the specific RFI characteristics found in real life to provide a rubric of
sorts for grading the flagging efficacy of new detection strategies in simulated RFI
environments. When applying to real data, the developer can try to understand why
certain RFI does or does not get flagged, given its entry in the catalog. This method
is demonstrated by chapters 3 and 4 of this thesis, where we apply Spectral Kurtosis
d detection to simulated data first and apply our findings to pseudo-real-time
(SK)
data taken with the GBT.
I also examine the flagging statistics for the CHILES and CHILES Con Pol
surveys. There are a lot of narrowband signals flagged as well as several very wide
flagging signatures, mostly due to GPS bands. These results show the more and less
RFI-occupied parts of the spectrum, and how much worse the RFI environment at
the VLA has gotten in the period 2013 - 2019.
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Figure 2.3: Close-up on specific frequency ranges Spectra of CHILES flagging, averaged per epoch
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Figure 2.4: Image of CHILES flagging by frequency and session number. Epochs
are denoted by the horizontal cyan lines.

Figure 2.5: Image of CHILES flagging by frequency and session number. Zoomed
into the 990 - 1070 MHz region. Military radar is the feature marked by (a).
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Figure 2.6: Image of CHILES flagging by frequency and session number. Zoomed
into the 1070 - 1150 MHz region. Military radar is the feature marked by (b).

Figure 2.7: Image of CHILES flagging by frequency and session number. Zoomed
into the 1150 - 1300 MHz region. The marked features are (c) GPS-L5, (d) GPS-L2,
and (e) FAA radar.
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Figure 2.8: Image of CHILES flagging by frequency and session number. Zoomed
into the 1300 - 1420 MHz region. Aerostat radar is marked by (f).

Figure 2.9: Spectra of CHILES Con pol flagging. The average over all sessions is
given by the thick black line.
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Figure 2.10: Image of CHILES Con pol flagging per session. The high flagged
features mark (a) military radar, (b) unknown RFI, (c) and (d) meteorological
satellite downlinks.

Figure 2.11: CHILES flagging percentages over baseline distance. Each point is
the average flagging over the whole session and frequency range, depending on the
average UV distance.
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Figure 2.12: CHILES flagging percentages depending on local time of day. Each
point is the average flagging over a whole session, with the time given as the midpoint
of the session.

Figure 2.13: CHILES Con Pol flagging percentages depending on UTC. Each point
is the average flagging over a whole session, with the time given as the midpoint of
the session.
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Chapter 3
Simulating Spectral Kurtosis Mitigation against Realistic RFI signals

3.1 Abstract
We investigate the effectiveness of the statistical RFI mitigation technique
d in the face of simulated realistic RFI signals. SK
d estimates the kurtosis of a
SK
collection of M power values in a single channel and provides a detection metric that
is able to discern between human-made RFI and incoherent astronomical signals
d to flag signals with various representative
of interest. We test the ability of SK
modulation types, data rates, duty cycles, and carrier frequencies. We flag with
d which combines
various accumulation lengths M and implement multi-scale SK,
information from adjacent time-frequency bins to mitigate weaknesses in singled We find that signals with significant sidelobe emission from high data
scale SK.
rates are harder to flag, as well as signals with a 50% effective duty cycle and weak
d with at least one extra channel can detect
signal-to-noise ratios. Multi-scale SK
both the center channel and side-band interference, flagging greater than 90% as
long as the bin channel width is wider in frequency than the RFI.
Published in AJ.
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3.2 Introduction
d (Nita, 2016), which determines
In this chapter we explore the feasibility of SK
the Gaussianity of channelized voltages by assessing the distribution of their associated squared power values per spectral channel over time. It is used to flag time
ranges of channels that fall outside of a certain acceptable threshold, and it is a
computationally simple method that has been proven to mitigate RFI in real-time
inside the spectrometer (Gary et al., 2010; Nita et al., 2016).
Kurtosis as a statistical measure of a data set can be traced back to Pearson (1905) and Dwyer (1983), with a formalized definition in Antoni (2006) and
is extensively used for detecting failures in vibrating and rotating machines (Raad
et al., 2008; McInerny & Dai, 2003; Tian et al., 2015), among other similar engineering problems. Significant work has been done to improve this method’s ability
to detect transient events in diagnostic data, including envelope kurtosis (Barszcz
& JabLoński, 2011), kurtosis ratio(Vass et al., 2008), and kurtosis wavelet analysis(Wang & Lee, 2013). This method has a wide range of applications, including
detection of both transient and persistent RFI in radio astronomy.
Real, incoherent, and stationary astronomical signals are expected to have
Gaussian noise statistics with a certain mean and standard deviation, while having
no skew and no excess kurtosis. Kurtosis, also known as the fourth moment of a
dataset, is the sharpness or flatness of a given data distribution. When coherent
RFI signals are present in the data, they can cause kurtosis that differs from what is
expected for Gaussian noise, allowing astronomers to set a threshold beyond which
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d estimator, on the other hand, is designed to approximate
the data is flagged. The SK
the kurtosis of the channelized voltages using the squared power values, which is
a simpler calculation. The main advantage of this method is its ability to detect
and flag RFI signals while preserving astronomical signals. Since it is developed
d allows for flagging channels at high time resolution
specifically for online usage, SK
and raising the effective integration time for a given observation wall-clock time, as
well as lowering the achievable system noise.
d can be categorized as a higher order statistical RFI detection method.
SK
However, the statistical qualities of different RFI signals can range fairly wide and
d detection. A typical radio observatory can have a large
may react differently to SK
collection of incoming human-made radio signals corrupting data. These signals
serve different purposes and have different properties. For example, the Iridium
global satellite phone constellation1 is an ever present phase-shift keyed signal at a
maximum data rate of 50 kbps across 12 frequency channels from 1620 - 1626 MHz,
and the terrestrial Bedford, NC aviation radar sends two half-second pulses every
roughly 12 seconds from a fixed spot on the horizon at the Green Bank Observatory
(Fisher, 2001). While these sources are known and well documented, there can also
be a plethora of undocumented or unknown signals that are not necessarily detected
with the same effectiveness.
d on simulated RFI with
In this paper, we explore the flagging efficacy of SK
various statistical properties to determine how well each is detected. We aim to
determine the optimal setup for an unknown RFI environment that will detect the
1

https://www.sigidwiki.com/wiki/Iridium
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most RFI possible, as well as provide insight into how to detect a specific RFI source
with known qualities.
In Section 3.3, we describe how flagging is applied and evaluated, then describe
the process of creating simulated datasets in Section 3.4. Results are shown via
flagging charts in Section 3.5, and these are contextualized in Section 3.6.

3.3 Methods
The SK estimator of a set of complex-valued data can be calculated with the
formula



d = M N d + 1 M · S2 − 1
SK
M −1
S12

(3.1)

with M as the accumulation length of power spectral density (PSD) values,
d as an empirically determined shape factor, and N as the number of subsequent
spectra that are averaged together inside the spectrometer before being dumped to
a data product. (Gary et al., 2010; Nita, 2016; Nita & Gary, 2010a,b; Nita et al.,
2007, 2016) In this work, we use N = d = 1, as we are not averaging any spectra
d mitigation, and a zero-mean Gaussian noise profile corresponds to d = 1.
before SK
S1 and S2 are defined per spectral channel k as
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S1 (k) =

M X
N
X
i=1

S2 (k) =

j=1

M X
N
X
i=1

Pj

j=1


i

(3.2)
Pj

2
i

d is a well-defined estimator
where Pj are the power spectral density values. SK
for the fourth moment of the raw time-series voltages. For RFI-free active white
d is a Pearson type III
Gaussian noise voltages, The statistical distribution of SK
curve, which is centered at 1, has a left skew, and has a spread determined almost
entirely by the accumulation length M . We find the upper threshold for acceptable
d values by solving for the intersection of the cumulative distribution function
SK
(CDF) and 0.0013499, which is the probability of false alarm corresponding to a
99.7% confidence interval detection level. The lower threshold is computed by finding the intersection of 0.0013499 and the function 1 - CDF. These are more precise
d standard deviation and lead to slightly asymmetric threshthan using just the SK
olds around 1. We evaluate Spectral Kurtosis individually on each channel on M
spectra at a time. M should be large enough to avoid errors from small statistics
(> ∼200-300), but this comes with the caveat that larger accumulations leads to
coarser time resolution. An appropriate value of M is contextual, depending on the
data rate of the spectrometer, time resolution of single spectra, and intermittence
of expected RFI.
d estimator formula described above in Equation 3.1 can be derived
The SK
from the spectral variability Vk :
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Vk =

σk2
µ2k

(3.3)

following the steps in (Nita et al., 2007), with µk as the mean and σk2 as the
variance of power values in frequency channel k. It weakly detects signals with
∼ 50% duty cycle because the squared mean and variance of the power values are
similar and Vk approaches unity (Nita & Gary, 2010a). In this case, the standard
d implementation does not detect RFI. However, There is a variant of SK
d called
SK
d that averages rolling windows of adjacent time-frequency pixels in
multi-scale SK
the arrays of S1 and S2 and allows us to bypass this weakness to 50% duty cycle
d bin width of m channels and n
signals (Gary et al., 2010). For a multi-scale SK
d time bins, our new S1 and S2 are
SK

mn
S1,ik

m−1 n−1
1 XX
=
S1,k+j,i+l
m · n j=0 l=0

mn
S2,ik

m−1 n−1
1 XX
=
S2,k+j,i+l
m · n j=0 l=0

(3.4)

for channel index k and time index i. The combined duty cycle d of signals in
each multi-scale bin is now made up of the duty cycles of signals in the single-scale
pixels,

dmn
ik

m−1 n−1
1 XX
=
dk+j,i+l
m · n j=0 l=0

(3.5)

so if adjacent pixels have a duty cycle closer to 0% (no RFI) or 100% (contin58

d is
uous RFI), the resulting effective duty cycle can be pulled away from 50%. SK
applied with the new S1,ik and S2,ik , and if the multi-scale bin is found to have RFI,
all of the original single-scale time-frequency pixels within the bin are flagged.
The simulation process starts by generating the time samples of an RFI signal
with additive white Gaussian noise. We increase the amplitude of the RFI from
zero over the course of the scan to help discern how bright the signal has to be
d detection. Specific details about the signal generation process are outlined
before SK
in Section 3.4. The data stream is then channelized via a poly-phase filterbank
routine (Price, 2021), which uses 24 taps and a Hanning window to smooth the
filter shape, as this mimicks the VEGAS spectrometer at the Robert C.Byrd Green
Bank Telescope (GBT; Prestage et al., 2015). The resulting data is reshaped and
squared, resulting in a 2-dimensional array of un-averaged pseudo-power spectra.
d mitigation to the data.
Next, we apply both single-scale and multi-scale SK
d using Equation
First, we split up the data into chunks of M spectra and compute SK
d values, averaged power, and
3.1. The outputs are 2-dimensional arrays of the SK
flagging mask - and the time axis of these arrays is shortened from the native data set
size by a factor of M . The flagging mask is a boolean array. A similar function then
d given the bin size and outputs the corresponding arrays.
performs multi-scale SK
As described above, we apply a rolling average window to the S1 and S2 accumulated
d using the same Equation 3.1.
power and squared power values, then evaluate SK
d uses this larger rolling window, we flag every single-scale pixel
Since multi-scale SK
contained in each multi-scale bin.
In order to compare flagging efficacy against different mitigation schemes and
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RFI characteristics, we need a standard way to generate flagging percentages. Since
the signals can have an appreciable sidelobe structure, a comparison mask is used to
determine where the RFI is strong. We channelize the RFI independently from the
noise and convert into decibels using the noise as reference. Whenever the signal is
more than -10 dB compared to the noise level, we consider RFI to be present. We
choose -10 dB is as a medium value between overflagging and missing RFI. We call
d mask MSK and the comparison mask MdB . The number of true positive
our SK
d and comparison masks
points is defined as the number of pixels where both the SK
are true, or the intersection MSK ∩ MdB . The number of true negative points, or
d flag correctly identified no RFI, is the intersection of when both masks
where the SK
′
′
d mask
are false, denoted by a prime: MSK
∩ MdB
. False positives are when our SK

incorrectly flags noise, and false negatives are when we miss flagging RFI. We define
true positive rates (TPR) and false positive rates (FPR) following these definitions:

NTP = num(MSK ∩ MdB )
′
′
NTN = num(MSK
∩ MdB
)
′
NFP = num(MSK ∩ MdB
)

(3.6)
NFN =

′
num(MSK

∩ MdB )

NT P
NT P + NF N
NF P
False Positive Rate = 100 ·
NF P + NT N
True Positive Rate = 100 ·

d flagging mask and
We perform this procedure for both the single-scale SK
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d mask, in order to determine if the
the union of the single-scale and multi-scale SK
d has any significant advantages. These percentages are then recorded
multi-scale SK
for each simulation run.
To contextualize the false positive rates, we run the simulations with no RFI
present. We find a dependence on M , shown by the results in Figure 3.1. Any FPR
values higher than the ones shown indicate that more than the acceptable amount
d
of clean data was flagged. Multi-scale SKwas
not found to flag any clean data. For
large M , we approach the Gaussian 3σ level of 0.3%, which is marked on the graph
with a horizontal dashed line.

d on signal-free noise, depending on M .
Figure 3.1: False Positive Rates of SK

For each simulation run, a spectrogram of the original unflagged data is saved,
d flags
as well as spectrograms of the single-scale and single-scale plus multi-scale SK
applied to the data. In addition, scatter plots are generated showing logS1 vs.
d for each time-frequency pixel. These plots reveal differences in the way RFI is
SK
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detected based on various characteristics, including the strength of the signal, the
modulation type, and its presence in the center frequency or sideband channels. At
the end of the simulation run, only the plots and flagging percentages are saved.
As mentioned above, the simulation process is done for a wide range of different
RFI characteristics. For each signal characteristic, a realistic or interesting range of
values is examined and compared in a series of 2-dimensional experiments. Table
3.1 shows the various possible values for the different parameters.
The data rates are chosen to balance realistic values while also being at similar
speeds to the data rate of our spectrometer. At the low end of 1 kilo-symbol per
second (ksps), the symbol changes only after ∼ 103 spectra have been collected,
meaning that the signal acts more like an un-modulated continuous carrier signal
over long periods of time. Lowering the data rate even further will not change the
flagging efficacy. At the high end of 100-200 ksps, the modulation can happen on
time-scales shorter than the time it takes to collect a single spectrum’s worth of
d flagging efficacy when
time samples. It is interesting to see what happens to the SK
this sampling breaks down, but as 200 ksps is a data rate typically seen only in
wired connections, it is not useful to push this upper bound further. Keep in mind
that the corresponding bit rate depends on how many bits per symbol there are, so
a 4-level modulation scheme running at 200 ksps corresponds to 800 kilo-bits per
second.
Values for M run from 128 to 4096 in powers of 2, to balance the time resolution
d flagging against having a statistically significant amount of spectra. 128 is
of SK
picked as the low end, since it may be difficult to determine the kurtosis of less than
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128 values but also yields the fastest time resolution. We also expect the errors
√
to go as 1/ M , which becomes greater than 10% as M drops below 100. M =
4096 provides the most stable statistical measures, but the coarsest time resolution.
Higher M was difficult to accomplish given time and computing resource restraints.
d bin shapes are denoted by MS-mn with m, n from equation 3.4
Multi-scale SK
where the first dimension is the size of each bin in channels and the second is the
d bins, that is, chunks of M power values. MS-24,
size of each bin in single-scale SK
d with a bin size of 2 channels and 4 single-scale
for example, denotes multi-scale SK
d time bins. We chose various shapes with sides of 1,2, and 4.
SK
We also choose the central frequency of the signal to either center on a PFB
channel or be slightly off to the side, to investigate how the flagging efficacy is
d treats the center channel and sidelobes.
affected by any differences in how SK
We also explore the difference in the cutoff values of the FIR windows, as it
d flagging. Wireless transmitters will apply a smoothing
has interesting effects on SK
window to lower the signal bandwidth, both for energy-efficiency reasons and to
comply with telecommunication laws. However, it is not easy to narrow down the
most common way to do this, as every telecommunications system does something
different and their methods are not easily searchable, so we take two different cutoff
values of 1/WF IR and 4/WF IR , where the latter value results in wider signals. The
total FIR window size is set to be 20% that of each symbol, to balance the smoothing
amount against a receiver’s ability to recover the data. Too much smoothing will
reduce the sidelobes even further, but could make it impossible to detect the original
data sequence. The intended receiver for the signal has to be able to discern the
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bits of the transmitted signal, and if the transition between bits is too smooth, it
may become impossible to recover the original bit stream.
Data Rate Duty Cycle
(ksps)
(%)

dM
SK
(# spectra)

MS shape

1
4
20
100
200

128
256
512
1024
2048
4096

Single-scale 120
MS-12
120.25
MS-21
120.5
MS-22
MS-24
MS-42

5
10
15
...
...
95
100

Channel Center

FIR cutoff
1/WF IR
4/WF IR

Table 3.1: Values for the different RFI and flagging parameters.

To summarize the tests of different RFI characteristics and mitigation schemes
on flagging efficacy, we compare for each modulation type:
d M , for single-scale and multi-scale SK
d
1. Signal data rate to SK
d
2. Signal data rate to duty cycle, for single-scale and multi-scale SK
d bin shape
3. Signal data rate to multi-scale SK
d bin shape
4. Signal data rate to multi-scale SK
d shapes
5. Duty cycle to a range of multi-scale SK
6. Each of these with carrier frequencies offset by a quarter or half channel
In order to generate flagging plots as shown in Section 3.5, we wrote a script
to simulate every combination of two parameters in Table 3.1 one hundred times
each to generate a statistically significant population of flagging results from which
means and variances can be calculated.
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3.4 Data
We developed a collection of signal generating functions to create 1-dimensional
time sample streams of RFI with a varying range of characteristics, including modulation type, amplitude, duty cycle, duty cycle period, and data rate. The data
were generated to have the same or similar bandwidth to test observations of pulsars taken with the GBT, which had a bandwidth of 800MHz with 4096 channels.
With a sample rate of 50 MHz and 256 channels, we match this time/frequency
resolution, but with far smaller data sets to analyze and store in memory. The only
requirement is that there are enough channels to have an RFI-contaminated and an
RFI-free part of the data set. In the spectrograms shown below, only the relevant 40
channels surrounding the RFI are shown. With this time/frequency resolution, each
d blocks will
spectrum has a time resolution of 5.12µs. Picking M = 512 with 300 SK
generate a dataset with 153,600 spectra, which corresponds to 0.786 seconds worth
of data. Although this is much shorter than a typical observation length, it is enough
to recreate a representative RFI signal and analyze it.
Using online resources such as the SatNOGS database (Nicolas, 2021), the
Signal Identification Wiki2 , and the World Meteorological Organization’s OSCAR
(Organization, 2021) tool to explore and document possible RFI signals, we found
that many current satellite communications use some form of phase-shift keying
(PSK), amplitude-shift keying (ASK), or frequency-shift keying (FSK). These modulation types encode a specific information stream of bits along an electro-magnetic
2

https://www.sigidwiki.com/wiki/Signal_Identification_Guide
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wave at a specific carrier frequency or frequencies. For our simulations, they are
used in conjunction with realistic or interesting data rates, duty cycles, and duty
cycle periods given the context of the sampling rate and channel number of the
simulated data set. For example, a quadrature phase-shift keyed signal is created
by complex-valued wave at four different phases (0, 90, 180, and 270), one for each
bit. The receiver then knows to interpret each phase as a 2-bit word and process
the data accordingly.
The general form of each RFI generation function is very similar.3 The inputs
include the number of bits, the symbol rate (in kilo-symbols per second), the carrier
d M value, the
frequency (in MHz), and the sampling rate (in MHz). Given an SK
d bins, the program derives how
number of channels, and the number of different SK
many bits to generate by dividing the total amount of time samples by the number
of time samples per bit. Depending on the modulation type, more inputs may
be required - such as an extra carrier frequency for FSK signals or a bias factor to
determine the difference in power levels between each bit for ASK signals. Given the
sampling rate and the symbol rate, the function defines how many time samples are
in each bit and generates a random bit sequence according to the modulation type
and size of each word. For example, a binary modulation scheme would generate
0’s and 1’s for bits while a quadrature scheme generates 0’s, 1’s, 2’s, and 3’s. Next,
we generate a complex carrier frequency signal and modify it using the modulation
type and the bit sequence. For the binary phase-shift keyed (BPSK) signals, the bits
are transformed from a sequence of 0’s and 1’s to a sequence of ±1’s and multiplied
3

Functions were modeled after examples found at http://cyclostationary.blog.
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with the carrier signal, flipping its sign for either phase. ASK signals with N bits
per symbol and bit sequence B have the amplitude vi of the carrier wave modulated
by

vi =

2B
−1
−1

2N

(3.7)

So, a 2 bit ASK signal has amplitudes of -1, -0.33, +0.33, and +1. For FSK
modulation, the signal has to be generated such that the phase stays constant across
frequency shifts. A function that acts as a voltage-controlled oscillator aids in
creating these frequency-shift keyed signals. In addition, the bit sequence of each
signal is run through a rectangular FIR filter before modulating the carrier frequency.
This is done by generating a sinc function with a width of 20% that of each symbol,
and a cutoff of either 1 or 4 times the reciprocal of the width for a wider or narrower
signal (1/WF IR or 4/WF IR ). That sinc function is then convolved with the bit
sequence. Each RFI generator outputs a 1-dimensional numpy array of complex
voltage samples, as well as the bit sequence used.
Many RFI transmissions have some form of duty cycle, or period over which
time the signal spends some fraction on and off. This is usually done to conserve
energy or bandwidth, or allow the receiver to decipher other frequency channels
d responds to this signal characteristic in
more easily. Since it is known that SK
different ways (Nita et al., 2007), we test the full range of duty cycles from 5% to
100% by setting a period of 1 millisecond and setting some fraction of the data to
0 for however many duty cycle periods there are. This period of 1 millisecond is
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chosen as a middle ground for typical rate that digitally encoded signals may turn
on and off. It is much longer than the spectral rate but on similar timescales to the
d bin rate. For example, when we use M = 512, there are 2.62144 duty cycles
SK
d calculation. This odd ratio is by design in our
contained in each independent SK
simulations, as the duty cycle of the transmitter does not know or care whether our
radio astronomy spectrometer works at a fortuitously similar rate (e.g. 2/3 or 4/5).
However, this means that the intrinsic duty cycle we give our signal may manifest
d mitigation.
as a different effective duty cycle after passing through the PFB and SK
In our example setup then, a 20% intrinsic duty cycle signal could have anywhere
between 2 and 3 full sets of 20% ON cycles, for an effective duty cycle ranging
from 15.3% to 22.9%. While this may make for somewhat inaccurate duty cycles
in our simulation results, we expect the duty cycles of realistic signals to behave in
d in an online spectrometer. Using a larger M or a smaller
a similar way with SK
duty cycle period will mitigate this and allow the effective duty cycle to match the
intrinsic more easily.
d should not flag incoherent astronomical signals, and we test this by mimSK
icking a spectral line with a Gaussian profile. On the order of 104 small continuous
wave signals were summed together, with frequencies determined by a Gaussian distribution centered on a PFB channel and uniform random phase delays, in order to
obfuscate any semblance of non-stationarity or coherence in the output signal.
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3.5 Results
The following subsections are ordered by experiment, with each describing
the results from all the tested modulation types. When comparing flagging rates,
we round to the nearest whole percent and classify differences in absolute flagging
percentages as follows: <5% is an insignificant change, 5-10% is a slight change,
10-20% is a moderate change, and >20% is a major change. For example, in Figure
3.2b), there is only a slight difference in flagging rate (<10%) between M = 128 and
d at a symbol rate of 4 ksps, but there is a major difference (∼40%)
M = 4096 SK
for a 20 ksps signal.

dM
3.5.1 Signal Data Rate to SK

Figure 3.2: Flagging percentages for various values of M compared to the data rate
of the RFI signal. a) BPSK modulation with a 1/WF IR cutoff. b) BPSK modulation
with a 4/WF IR cutoff. c) 2-bit ASK modulation with a 1/WF IR cutoff. d) 4-bit ASK
modulation with a 1/WF IR cutoff.

d mitigation for different M values
Figure 3.2 shows the effectiveness of SK
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across a range of data rates. The two results we draw are that higher data rates lead
to less flagging, but a higher M does lead to higher TPR. To explain this, consider
that the symbol sequence that modulates the carrier wave acts like a square wave.
For higher data rate signals, this square wave has a smaller and smaller period. After
channelization, this causes wider sidelobes which do not get detected as cleanly as
the center channel. The faster the data rate, the larger the sidelobes, and the
d This is shown by the scatter plots
worse the flagging rate is for single-scale SK.
of Figure 3.3. For the 200 ksps signal on the right side, the sidelobe emission is
significantly higher in power than the noise, but does not depart from unity enough
to be flagged as RFI. Larger values for M circumvent this weakness, as demonstrated
d values of data points in channels 119 and
by Figure 3.4. For Figure 3.4b, the SK
121 (green) have a much more dramatic departure from the noise (gray), leading to
easier flagging of dim sidelobes.
The other noticeable feature of Figure 3.2a and b, for BPSK signals, is the
flat flagging curve at lower data rates. It is more prominent on the top plot, which
shows signals with a stricter 1/WF IR cutoff frequency in the smoothing window. This
happens because the signal data rates are low enough not to induce any sidelobes at
our frequency resolution; in other words, the RFI is only one channel wide at data
rates <20 ksps for a 1/WF IR cutoff and <4 ksps for a 4/WF IR cutoff. For these
d flags almost all of the
one-channel signals (which have a duty cycle of 100%), SK
signal except for the faint portions, as seen in Figure 3.3a. As this cutoff frequency
only affects the sidelobe width and not the flagging effectiveness directly, we will
continue to use the more strict 1/WF IR cutoff frequency for the remainder of the
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results. QPSK signals are not shown in Figure 3.2, as they are flagged along the
same trends, although at slightly lower rates to BPSK signals, due to slightly larger
sidelobes.
ASK signals are also flagged better at lower data rates and higher M , but less
overall and completely undetected at 200ksps, as shown in Figure 3.2c) and d). 4-bit
ASK signals are flagged slightly less, but only at higher M - at the lowest M value
of 128, they are flagged very similarly. As M rises, the disparity between the two bit
rates rises. There is also a local maximum in data rates because the sidelobes start
to get flagged more reliably before the center channel gets flagged less. Once the
data rate gets too high, however, the signal completely escapes detection in all cases
except for high M with 4-bit ASK signals. This is likely due to how the effective
d algorithm, and this
duty cycle of an undersampled ASK signal appears to the SK
is explored more in Sections 3.5.2 and 3.6.1.
d shapes to see if some of the weakWe also chose a few select multi-scale SK
d could be avoided. For BPSK signals, Figure 3.5 shows the
nesses in single-scale SK
d different M and data rates.
effect of MS-12, MS-21, and MS-42 multi-scale SKon
Comparing panels a and b, we can see that MS-12 does nothing to increase flagging; this will be expanded upon in following sections. Comparing panels c and
d performs somewhat
d to a, however, we see that at higher data rates MS-21 SK
d especially at higher M . Including an extra channel
better than single-scale SK,
d window allows the algorithm to detect some of the sidelobe
in the multi-scale SK
emission. MS-42 dramatically raises flagging above the 90% level for all data rates
and values of M . Figure 3.6 shows how the sidebands of a 200 ksps signal can be
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d vs. log power for a 1 ksps and 200 ksps BPSK
Figure 3.3: Flagged RFI and SK
signal. As the data rate rises, the sidelobes of the signal become much more powerful
d In panels c and d, the red lines denote the acceptable
but fail to be detected by SK.
d thresholds. Any points that don’t lie between these thresholds are flagged as
SK
RFI.
d but not by MS-42 SK.
d In panel d, the multi-scale channel
missed by single-scale SK
width is wide enough to capture all of the fainter sidelobe emission flagged by the
comparison mask. Using a less strict 4/WF IR cutoff frequency instead of 1/WF IR
d width, and some of that
allows the signal to become wider than the multi-scale SK
sidelobe emission manages to escape detection.
d that it can heavily overflag clean data. In the
The drawback of MS-42 SKis
low data rate case, the false positive rates rise up to 2.6 - 2.9%, almost 2 percentage
points higher than the baseline noise FPR’s of Figure 3.1. In these cases, MSd flags an extra three clean channels on either side of the center channel, even
SK
when the RFI doesn’t actually have any sidelobes. This is apparent in comparing
the left sides of Figures 3.6b and 3.6d. Between spectra 50 and 100, the comparison
mask is only 3-5 channels wide while the MS-42 mask is 7 channels wide, contributing
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d vs. log power for (a) M = 128 and (b) M = 4096. As in the above
Figure 3.4: SK
figures, the center channel is colored blue, the first sidelobe channel in green, and
d values of the weak sidelobes move away from the
noise in gray. As M rises, the SK
gray noise more dramatically, leading to cleaner flagging. This data was generated
at 20 ksps, which has noticeable sidelobes extending 1 channel on either side of the
d thresholds are outlined in red.
center channel. SK
d mask is 9 channels wide
a significant amount of false positives. In addition, the SK
starting at around spectrum 140 while the comparison mask is only 7 channels wide
at the most. The larger the multi-scale shape is, the more RFI is flagged, at the
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expense of overflagging on clean data.

Figure 3.5: Flagging percentages comparing data rate to M for several multiscale
d bin shapes. a) Single-scale SK
d , b) MS-12, c) MS-21, d) MS-42.
SK

3.5.2 Signal Data Rate to Duty Cycle
d algorithm’s known analytical weakness to 50% duty cycles, it
Due to the SK
is pertinent to test this weakness out in practice and find configurations of RFI
mitigation schema that mitigate this weakness. These simulations were run with
M = 512, carrier frequency centered on a PFB channel, and with a duty cycle
d bin.
period of 1 ms, which is slightly shorter than the time length of a single SK
As described in Section 3.4, this can cause the effective duty cycle to be slightly
d algorithm sees it.
different from the given intrinsic duty cycle as the SK
As shown in Figure 3.7a, low data rate BPSK signals are indeed minimally
flagged at 50% duty cycle. These signals are flagged at or around a 90% rate
except in the range of 35% to 70% duty cycle. There are, however, some very clear
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Figure 3.6: Examples of flagging a 200 ksps BPSK signal with a 4/WF IR cutoff
d
frequency. (a) The unmitigated signal. (b) Comparison mask. (c) Single-scale SK.
d
(d) MS-42 SK.
flagging differences with higher data rates. In our simulated spectrometer setup, the
100 and 200 ksps signals are not sampled entirely accurately. For these data rates,
the symbols change at a comparable rate to the spectra dump rate, which leads to
d flagging results. In Figure 3.7a, we see that the minimum flagging
unexpected SK
occurs at 60% and 80% duty cycle for 100 and 200 ksps signals, respectively. For the
100 ksps signal, the center channel is not flagged at all at 60% duty cycle, but the
sidelobes are flagged progressively less as the duty cycle rises, leading to the local
maximum at 80%. These effects can be entirely attributed to the fast data rate
since they can be eliminated by changing the spectrometer characteristics. When
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we multiply the sampling rate by a factor of 10 and reduce the duty cycle period
by the same factor, the two faster data rate results look identical to the lower data
rate results. We chose a factor of 10 because that is the difference between 20 ksps
and 200 ksps, the highest cleanly flagged data rate and the maximum data rate. It
is also worth noting that the total power rises with duty cycle, as the signal spends
more time turned on.
When using a less strict 4/WF IR frequency cutoff, the 20 ksps signal has some
d The flagging rate is then slightly
sidelobe emission not captured by single-scale SK.
less than the 1 ksps and 4 ksps signals, and the difference becomes larger for higher
duty cycles, up to 20% less flagging. QPSK signals are flagged similarly to BPSK
signals, although slightly less at higher data rates and higher duty cycles again due
to the slightly larger sidelobes.
Amplitude-shift keyed signals have a bit of a different response, as shown in
figure 3.7b. For lower data rates, there is a weakness at around 85% duty cycle
instead of the 50% of BPSK signals. This can be attributed to the fact that since
the amplitude changes over time, the effective duty cycle of the signal becomes
larger than the intrinsic duty cycle, where the intrinsic duty cycle is the percentage
of time where the signal is physically on, and the effective duty cycle is when the
signal appears to be on. This is explored more in Section 3.6.1. With this result, we
d is weak to 50% effective duty cycle signals rather than 50% intrinsic
realize that SK
duty cycle.
For BFSK signals, there is also no minimally flagged duty cycle - signals with
a data rate of 20 ksps or less start at >90% for low duty cycle and flatten out at
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about 60% flagged at higher duty cycles, while higher data rates continue to drop
- for example, 200 ksps signals are 20% flagged for 90% duty cycle. The expected
minimum flagging rate should happen at 100% duty cycle, since the natural duty
cycle of a single frequency channel is 50%, owing to the fact that the data stream
of a BFSK signal with random bits should be half 1’s and half 0’s. Thus, on a
channel-by-channel basis, FSK signals act like on-off keyed (OOK) signals.
d can cover up some of the weaknesses of singleIn order to test if multi-scale SK
d we run the same experiment as above with a MS-21 SK.
d This bin shape
scale SK,
d shape that significantly improves
was chosen as it is the smallest multi-scale SK
flagging. Adding one extra channel in the multi-scale shape is indeed enough to
d due to 50% duty
detect the center channel when it gets missed by single-scale SK
cycle, as shown in Figures 3.8 and 3.9. The slow, constant drops in flagging for 100
ksps and 200 ksps signals can be attributed to stronger sidelobe emission as the duty
cycle rises. The steep drops at <80% duty cycle for the 100 ksps signal in Figure
3.8a and the 20 ksps signal in Figure 3.8b are due to the first sidelobe channel not
being detected. We can also again see the lower flagging rates for high duty cycles
demonstrated in general by the less strict sidelobe suppression in panel b.

d bin shape
3.5.3 Data Rate and Duty Cycle to multi-scale SK
d bin shapes flagged signals with
We also tested how different multi-scale SK
different data rates. We generated signals with a 100% duty cycle, carrier frequency
centered on a PFB channel, and with M = 512. From Figure 3.10a and b, we see
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Figure 3.7: Flagging percentages for various data rates compared to the duty cycle
of the RFI signal. BPSK on the top and 2-bit ASK on the bottom.

d bin shape for MS-2X mitigation helps
that adding an extra channel to the MS-SK
d mitigation raises the
flag more data, and adding 3 more channels for MS-4X SK
flagging level above 90% for all data rates. However, in the case of MS-4X, the FPR
rises significantly above the theoretical lowest rates from Figure 3.1, up to 2.4%.
At these lower data rates, the multi-scale bin shape flags more channels than the
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Figure 3.8: Flagging percentages for various data rates compared to the duty cycle
of the RFI signal. Signals with a 1/WF IR cutoff in the the symbol smoothing
window are shown on the top and 4/WF IR on the bottom. These signals are
d
modulated with the BPSK scheme, M = 512, and mitigated with MS-21 SK.

width of the signal, leading to the high FPR rates. As the the signal data rate
d width,
rises, the sidelobes become wider and more closely match the multi-scale SK
explaining the drop in FPR at those points. Another thing to note for BPSK signals
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Figure 3.9: Waterfall plots of unmitigated and mitigated RFI, for comparing MS-21
d flagging to the duty cycle of the RFI signal. These signals are modulated with
SK
the BPSK scheme with 50% duty cycle, centered at channel 120 and mitigated with
M = 512. (a) & (b) Unflagged and flagged 1 ksps signal. (c) & (d) 20 ksps signal.
(e) & (f) 100 ksps signal. (g) & (h) 200 ksps signal.

d bins in the same channel,
is that adding any extra time bin width, or subsequent SK
d perform identically,
does nothing to increase flagging. Single-scale and MS-12 SK
as do MS-21, MS-22, and MS-24 to each other, as well as MS-42 and MS-44.
d does
Figure 3.10c and d show that adding an extra time bin in multi-scale SK
have an advantage for amplitude-keyed signals such as 2-bit ASK, but only if the
d mitigation performs better than singlemulti-scale channel width is 1. MS-12 SK
d at lower data rates, but they both suffer the same lack of flagging at 200
scale SK
ksps that was described in Section 3.5.1. Adding channels increases flagging the
same way as Figure 3.10a, but eliminates the effectiveness of adding extra time bins
as well as increasing false positive rates. We can still see, however, that MS-2X flags
more RFI than MS-12.
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Figure 3.10: Flagging percentages (top) and overflagging percentages (bottom) for
d shapes compared to the data rate of the
single-scale and several multi-scale SK
RFI signal. These signals are modulated with the BPSK scheme with 100% duty
cycle, centered in channel 120, and M = 512.

d shape against duty cycle. We find again that
We also test multi-scale SK
across the modulation types tested, the multi-scale channel width makes much more
d spectra bin width. MS-4X generally flags much better than
difference than the SK
d but can contribute significant overflagging. The only
MS-2X or single-scale SK,
relation to duty cycle found is that there is much less overflagging at higher duty
cycles.

3.5.4 Offset carrier frequencies
We explored the case of when the signal carrier frequency doesn’t line up
with the center of a spectrometer channel and found some interesting differences in
flagging. Every experiment above was redone with the signal offset by a quarter
channel and a half channel, as there is no reason to expect a RFI transmitter carrier
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frequency to line up with a telescope’s spectrometer channels. Results for a simple 20
ksps BPSK signal across duty cycles are shown in Figure 3.11. The differences from
d flagging can be explained by the central channel
channel centered single-scale SK
emission and sidelobe emission mixing, where we now know the former gets flagged
d once
better than the latter in most cases. However, we can see that multi-scale SK
again removes any weaknesses to the sidelobe emission.

Figure 3.11: BPSK signal flagging while the carrier frequency is (a) centered on a
channel, (b) offset by a quarter channel, and (c) offset by a half channel. In all
cases, MS-4X flags at above 90%

3.5.5 Astronomical Signals
d has been advertised as allowing stationary Gaussian signals to pass
As SK
through, we investigate this claim by simulating a basic astronomical signal. The
results are shown in Figure 3.12. Comparing to Figure 3.1, we see the single-scale
d flags less than 0.4%, which is the baseline false positive rate for M = 512. MS-42
SK
d only flags 0.78%, and seems to detect a few pixels along the edge of the signal.
SK
It is also worth noting that the signal here is much stronger than typical intensi82

Figure 3.12: An incoherent stationary astronomical signal that escapes detection by
d.
both single-scale and MS-42 SK
ties at this un-averaged scale. Most observations of astronomical signals detections
have to be averaged over 5 minutes or more to have a significant signal-to-noise.
d estimator can detect and remove RFI while
This is definitive evidence that the SK
leaving scientific signals untouched, which is a large benefit for observations where
the scientific signals of interest are mixed between both narrowband and wideband
RFI. However, overlaying RFI on top of the scientific signal is beyond the scope of
this paper, as it introduces a significant amount of extra dimensions depending on
the RFI shape, the relative signal strengths, and the amount of overlap. This experiment is also only under the scope of incoherent astronomical sources. Coherent
d which we leave for future work.
sources, such as masers, may be flagged by SK,
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3.6 Discussion
We discuss the results of the previous section and provide some deeper insight
as to why certain signal characteristics were flagged at different levels.

3.6.1 Duty Cycle
To expand on some of the differences in flagging across duty cycle and for
d estimator
different modulation types, we restate equation 3.3, from which the SK
is derived:

Vk =

σk2
µ2k

(3.8)

We will look into comparing the squared means and variances as well as histograms of power values to give a deeper look into the disparities in TPR for various
RFI characteristics. For the simplest case, we show the squared mean and variance
for the center channel of a 20 ksps BPSK signal as well as the flagging rate in Figure
3.13a. As the mean and variance approach each other, Vk becomes 1 and the signal
does not get flagged. As for the shapes of the lines, we refer to Figure 3.13b, which
shows the histograms of power values at several select duty cycles. These signals
d bins instead of 60 to decrease statistical error and with
are generated with 600 SK
no ramp-up in strength; they are at full power for the length of the simulation.
As the duty cycle rises, the signal spends more time turned on and the overall
power in the center channel rises. To explain the shape of the variance trend, notice
that at low duty cycles, most of the values reside at lower power - so the variance
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is low. As the duty cycle rises, more of those values are shifted towards a distinct
population of higher power values, and the variance rises. At some point, there are
more values at higher power, and the variance starts to drop again. The relation of
σ 2 to µ2 gives insight to when the signal is detected or not.
Looking back at Figure 3.7a, the null in flagging for higher data rates occurs at
a higher duty cycle, and Figure 3.13c and 3.13d tell us why. At 100ksps, the BPSK
signal starts to have constructive and destructive interference inside the PFB, as the
signal itself changes phase by 180 degrees on the same timescales as it gets added
together. Constructive interference raises the effective signal power while destructive
interference lowers it, resulting in spread out power values. This is reflected in Figure
3.13c, where the higher power population is spread out. As this happens, the mean
of all power values gets lower, and the variance rises. This results in µ2 and σ 2
meeting each other at a higher duty cycle and pushing the null in flagging higher,
which is shown in panel d). This only gets more dramatic for 200 ksps, where the
null in flagging happens at even higher duty cycles.
d detection of ASK signals can also be analyzed in the same way. LookThe SK
ing at the TPR of signals in Figure 3.7b, the local minima do not occur at duty
cycles of 50%. The reason is that the effective duty cycle (what the spectrometer
sees per channel) for BFSK and BASK signals is different than the intrinsic duty
cycle (when the transmitter is on or off). On a channel-by-channel basis, a BFSK
signal acts like an on-off keyed (OOK) signal, so in a single channel with a 100% intrinsic duty cycle and across a large amount of random bits, the channel occupancy
d is
should be 50%, leading to an effective duty cycle of 50%. Thus, single-scale SK
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Figure 3.13: A glance at some statistical properties of a BPSK signal. (a) Comparing µ2 and σ 2 in the channel center of the RFI with the TPR rate. (b) Power
distributions in the central channel for a range of duty cycles. (c) Power distributions in the central channel for two different data rates. The 100 ksps signal is
undersampled. (d) Comparing µ2 and σ 2 in the central channel for three different
data rates. The vertical dashed lines mark where µ2 and σ 2 cross each other for
each data rate.
weak to BFSK signals with intrinsic duty cycles of 100% unless the bit rate is slow
enough that the binary distribution of 1’s and 0’s cannot be expected to be half and
d time bin of power values.
half in a single SK
The effective duty cycle of ASK signals is likewise affected by the power modulation. Since a portion of the signal is by definition at a lower amplitude, the drop
in power can appear as if the signal is not on for as long.
As we can see in Figure 3.13a, the squared mean and variance intersect for the
BPSK signal at duty cycles of 0% (no RFI) and 50%. When the two quantities are
d does not detect RFI. For the BPSK signal, the
equal to each other, Vk = 1 and SK
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effective duty cycle matches the intrinsic duty cycle and we get the characteristic
weakness at 50%. However, for the BASK signal, we can see that the effective
duty cycle is about half of the intrinsic duty cycle - the squared mean and variance
approach each other at half the rate of the BPSK signal, only matching up when
the intrinsic duty cycle is 100%. BFSK signals have the same effect.
d of BPSK and
Figures 3.14 and 3.15 compare the log average power vs. SK
BASK signals at a wide range of duty cycles, from 10% to 100%. We see for the
BPSK signal how signals at 10% and 100% are flagged as they lie outside of the
d ranges denoted by the red dashed lines. However, the 50% duty cycle
acceptable SK
signal lies almost entirely within the acceptable ranges and does not get flagged. On
the other hand, the BASK signals in Figure 3.15 at 100% are not flagged as their
effective duty cycle is 50%. The distinct lines seen at low duty cycles are an effect of
the small amount of RFI present in the signal - only a few bits of data get through in
d bin, leading to a low number of discrete relative power levels as the signal
each SK
ramps up in intensity.

d
3.6.2 Multi-scale SK
d on top of the existing single-scale
We found that applying multi-scale SK
d helps cover some of the weaknesses to duty cycle and data rate. The most
SK
striking conclusion is that including more than one channel (m > 1) in the multid bin shape is much more beneficial than including more than one concurrent
scale SK
d bin (n > 1) in the same channel, for the RFI signals tested. Gensingle-scale SK
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Figure 3.14: Scatter plots of BPSK signals at various duty cycles comparing average
d value in the center channel. The data is split into 2 separate graphs
power to SK
for readability: 10% to 50% duty cycle on the left, and 60% to 100% on the right.
d values
Note how the data lies above 1 for duty cycles less than 50%, approaches SK
of 1 as the duty cycle approaches 50%, and goes below 1 for higher duty cycles.
d thresholds are outlined in red.
SK

Figure 3.15: Scatter plots of BASK signals at various duty cycles comparing average
d value in the center channel. The data is split into 2 separate graphs
power to SK
for readability: 10% to 50% duty cycle on the left, and 60% to 100% on the right.
For these signals, a 100% intrinsic duty cycle acts as a 50% effective duty cycle, and
d thresholds are outlined in red.
doesn’t get flagged. SK
d bin shapes with n > m flag just as well as n ≤ m. So, it is
erally, multi-scale SK
d . However,
most advantageous to have at least m ≥ 2 for effective multi-scale SK
this can change significantly based on the RFI environment and the frequency resolution of the spectrometer. For higher data rates or higher frequency resolution, we
suggest m > 2, but significant overflagging can occur if m is greater than the typical
channel width of RFI. Depending on the expected RFI environment, the frequency
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width of the spectrometer, and how flagged data is treated, the user may opt for
higher overflagging if it means a more robust flagging mask. This is not dissimilar
to many other RFI mitigation techniques, where a more rigorous mask can lead to
d mask picking up
clean data being flagged. This may also be a symptom of the SK
on RFI missed by the comparison mask, which is a good thing.
All of the tests described in section 3.5 involve a duty cycle period far shorter
than the amount of time it takes to collect M spectra which means that, for a
d bin sees the signal turn on
signal with a duty cycle smaller than 100%, a single SK
d with higher n was also tested in the case of
and off many times. Multi-scale SK
d bin and off in the next.
discontinuous RFI - where the signal is 100% on in one SK
In this case, a multi-scale shape of m = 1, n = 2 will see two adjacent data bins
with duty cycles of 100% and 0%, the duty cycle of which is 50%, following equation
d would not contribute any flagging on the central channel in this
3.5. Multi-scale SK
case, though it may continue to find more side-band interference.

3.6.3 Data Rate
d to flag it.
In general, the higher the data rate went, the harder it was for SK
d shapes tested. Given
This is true for both single scale and any of the multi-scale SK
a constant signal power level, as the data rate goes up, more power leaks into the
sideband channels relative to the central channel. As described in Section 3.5.1, the
modulation of the carrier wave acts like a square wave in time. As the data rate
rises, the period of said square wave decreases, which in turn widens the resultant
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signal after being channelized via poly-phase filterbank. Sidelobe emission starts to
become significant and is not flagged optimally, leading to the result that the larger
the data rate is, the less likely the full signal will be flagged.
This result should be taken into context with frequency resolution. If we use
a coarser spectrometer resolution with the same high data rate signal such that the
sidelobe emission can be contained to one channel, flagging will improve. This was
proven in our simulations by increasing the sample rate and stretching the same
amount of channels over a wider bandwidth.
It is unclear how the statistical properties of sidelobe emission cause it to be
d It is clear from Figures 3.6c that some sidelobe emission
missed by single-scale SK.
gets flagged, but most does not. We followed the same methods as described in
Section 3.6.1 to track σ 2 and µ2 , which resulted in no clear explanation.
The statistical distributions of power values in sidelobe channels were found
to have different shapes from those in the center channel, so while the sidelobes
are certainly at lower power, there is something else causing the non-detection.
This can be proven by Figure 3.6c, where we see bright non-detected sidelobes and
dimmer detected center channel emission. However, we do see that using multid with enough frequency width to cover the sidelobe emission can detect the
scale SK
entire signal, comparing panels c and d of Figure 3.6. Despite not knowing why
d does not detect this emission, we can see that multi-scale SK
d does
single-scale SK
nullify this weakness even in the case that the center channel doesn’t get flagged,
as we elaborated on in Section 3.6.2.
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3.6.4 Signal strength
We ramp up the strength of the RFI signals in order to ascertain what signald to capture the signal, if any. To do this,
to-noise ratio (S/N) was required for SK
we record the first instance in time of the signal being flagged and the last instance
of the signal being unflagged. A signal-to-noise ratio was computed by dividing the
arbitrary signal strength by one standard deviation of the noise at the two time
indices. Using Figure 3.3a as an example, the central channel becomes completely
d bins 20 and 26, where the S/N ranges from 14.9 to 23.3. This
flagged between SK
process would run 100 times and we record the averages of the bin indices and S/N
ratios.
We ran this process for BPSK signals at various data rates and with different
noise levels. For each data rate, the noise level was gradually raised. It was found
that the first instance of the central channel being flagged to the last instance of it
being unflagged happens at the same S/N ratios, regardless of noise power level. A
1 ksps BPSK signal with 100% duty cycle starts getting flagged at a S/N of 15 and
gets completely flagged at a S/N of 24. A 200ksps signal starts getting flagged at
a S/N of 19 and gets completely flagged at a S/N of 44. It seems, therefore, that
higher data rate signals are flagged at a higher minimum S/N ratio than lower data
rate signals when the duty cycle is 100%. It is not clear why lower S/N signals are
d with a large amount
not flagged. This can perhaps be mitigated by running MS-SK
of time bins or using a large value of M , but these can be subjective based on data
d usage
set sizes and RFI environment. While we recommend best practices for SK
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in this paper, it is always worth testing some of the mitigation parameters in a real
data set to make sure RFI is getting adequately flagged.

3.6.5 Digitization and Truncation
d values due to truncated digitization
We recreated the negative bias in SK
found by Mirhosseini (2020), where the signal saturates the analog-digital converter.
d values are returned. This
The more saturated the digitizer becomes, the lower SK
d tests, especially when comparing against duty
does have an effect on single-scale SK
d values run from above 1 to below as
cycle. As shown in Figure 3.14, expected SK
the duty cycle increases, so a negative bias shifts the null in flagging to lower duty
d is not affected by this bias and still flags at the
cycles. However, multi-scale SK
same higher rates regardless of the amount of truncation.

3.7 Conclusions
d in Python and applied this
We implemented single-scale and multi-scale SK
RFI mitigation method to simulated data with realistic RFI signals. The signals
were modulated using several basic encoding schemes, with various parameters that
d with different
included data rate, duty cycle, and carrier frequency. We applied SK
accumulation lengths and multi-scale bin shapes to determine how the RFI mitigation method responds to various signal types. We generated a comparison mask by
converting the signal data to decibels using the noise as reference and setting RFI
to be wherever the data is -10 dB. Using this mask, we then derived true and false
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d parameters and signal characteristics are
positive rates. Results across different SK
summarized below.
• Signals with higher data rates are typically harder to flag. In most cases,
signals with data rates 100 ksps were flagged non-optimally, due to singled missing sidelobe emission.
scale SK
• Signals that were encoded without any power change in a single channel (BPSK
& QPSK) were poorly flagged when they had an intrinsic 50% duty cycle.
However, signals with changes in power level (BFSK & BASK) were poorly
flagged at an intrinsic duty cycle greater than 50%, explained by power modulation making the signals appear with an effective duty cycle that appeared
to be 50%, despite the intrinsic duty cycle being higher.
d in addition to single-scale SK,
d with various
• We implemented multi-scale SK
shapes m × n in the frequency and time dimensions. We found that n > 1
only contributed to flagging in the case that m = 1 and the signal had some
form of amplitude modulation. Otherwise, n did not contribute significantly
to either flagging or overflagging.
• On the other hand, m ≥ 2 did help to allay some of the weaknesses to high data
rate and duty cycle, which included flagging sideband spillover more effectively.
A multicale channel width of m = 4 contributed a significant amount of false
positives as the signal’s width did not exceed 4 channels in many cases, leading
d mask that was wider than the comparison mask.
to an SK
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• A stationary incoherent astronomical signal passes through both single-scale
d without being flagged, which shows the SK
d estimator is
and multi-scale SK
capable of discerning incoherent real signals of interest from RFI.
For future work, more modulation types can be implemented and tested, as
we only chose a few of the simpler modulation types, and the list of possible modern
encoding schemes contains lots of possible alternatives. These include minimumshift keying, spread-spectrum modulation, and multiplexing types such as frequency
division multiplexing, among others. The modulation types we explored in this
paper can also be scaled up to larger amounts of bits per symbol such as 16-PSK,
which can transmit 16 bits for every symbol instead of just 1. Improvements on
spectral kurtosis for RFI mitigation can also be explored using Barszcz & JabLoński
d with other
(2011); Vass et al. (2008); Wang & Lee (2013), as well as combining SK
statistical methods such as Inter-Quartile Range Mitigation (Morello et al., 2022).
d is also a simple enough calculation to include online while taking data, and
SK
d parameters against pseudo-real
Smith et al. (2022, in preparation) test various SK
time data taken with the GBT. The data is not averaged down and so we are able
to try out different RFI mitigation configurations on the same data set and compare
results. Our python code for running Spectral Kurtosis on custom FITS-like files
can be found on Github.(Smith, 2022)4 . These files consist of a series of blocks
that contain an informational header followed by 8-bit complex voltages that can
be arranged into a 3-dimensional spectrogram array with dimensions of frequency,
time, and polarization.
4

https://github.com/etsmit/RFI_Simulations
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Chapter 4
Spectral Kurtosis RFI Mitigation of Pulsar and Spectral Line Data

4.1 Abstract
d Radio Frequency InterferIn this chapter we apply the Spectral Kurtosis (SK)
ence detection algorithm to several different science targets observed by the Green
Bank Telescope. In an attempt to recover clean data, flagged sections of the data
are replaced by representative statistical noise. These include one millisecond pulsar used for pulsar timing projects, two extragalactic sources of neutral hydrogen
(HI) along with the Milky Way HI signal, and a bright hydroxyl (OH) megamaser.
d detection and noise replacement
The pulsar results are marginally improved by SK
after changing the algorithm to flag on short timescales relative to the pulse period.
Coarser time resolution flagging caused a loss in pulse profile amplitude by a factor related to the amount flagged and an increase in pulse TOA uncertainties, due
the pulse emission essentially being averaged over. The HI signals are not detected
d which matches with theory, as incoherent light should not be detectable.
by SK,
d which is
However, the coherent megamaser emission was also not detected by SK,
a surprising result. The most likely reason is for the low signal-to-noise ratio at the
Contributing authors: Ryan Lynch
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coarse channel frequency resolution.

4.2 Introduction
It is important to characterize the flagging efficacy of radio frequency interference (RFI) detection methods in blind searches for RFI, where the occupancy is not
known a priori. This is especially important for real-time systems where the RFI
may be flagged and removed before the astronomer even has a chance to view the
data. Due to the high frequency and time resolution of unaveraged raw data, RFI
detection can flag data more efficiently, removing highly variable RFI and keeping
more clean data in heavily affected areas (Baan, 2011, 2019). However, this is an
extra step in the spectrometer that has the potential to affect the scientific signal
of interest. There are real-time RFI detection methods in development or in use
(Sclocco et al., 2019; van Nieuwpoort, 2016; Buch et al., 2016), but the developers
of these methods are careful to demonstrate that the quality of the scientific result
is either unchanged or improved.
d method described in
In this chapter, we apply the Spectral Kurtosis (SK)
Chapter 3 to unaveraged raw data taken by the Robert C. Byrd Green Bank Teled is a computationally efficient real-time RFI detection metric that
scope (GBT). SK
ignores incoherent celestial signals such as the 21 cm neutral hydrogen (HI) line, so
these tests will show that this method can flag and remove RFI without changing
the scientific signal of interest. The targets are well known to be particularly affected by RFI and include three sources of HI emission, a hydroxyl megamaser, and
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a pulsar.
HI consists of a single proton and electron pair, and is the most fundamental
element of the universe, tracing the formation of stars and galaxies. The highly
prevalent HI emission observed by astronomers is the 21 cm hyperfine transition. It
is caused when the magnetic spin of the electron randomly flips from an excited state
to a slightly lower energetic state, releasing a photon with a wavelength of about 21
cm or frequency of 1420.405 MHz. Meyer et al. (2004), Haynes et al. (2018), and
Dodson et al. (2022) are examples of surveys that track the HI content of galaxies
in the near and far universe, which helps discerning the evolution of galaxies over
the billions of years since Cosmic Dawn. While most surveys target the HI emission
of far away galaxies, there is also large amount of HI in our own Milky Way galaxy,
visible in every direction.
Ultra-luminous infrared galaxies (ULIRGs) have massive starburst activity fueled by recent galactic mergers (Darling & Giovanelli, 2002; Darling, 2007). This
strong IR light is capable of pumping up hydroxyl megamasers (OHM), which reemit coherent light at 1665 and 1667 MHz. OHMs are excellent tracers of recent
galactic mergers, intense starforming activity, and intragalactic magnetic fields (Robishaw et al., 2008).
Pulsars are highly magnetized neutron stars that radiate out two beams in
opposite directions with incredibly stable rotation rates (Taylor, 2021; Hewish et al.,
1968). From Earth, we see regular periodic broadband pulses of emission with typical
spectral indices of α ∼ −1.4 (Hankins et al., 2016; Bates et al., 2013). Pulsars are
used to model the free electron density throughout the Milky Way galaxy through
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the phenomenon of dispersion, which causes a delay in the arrival of the pulse at
lower frequencies by a certain amount (Roberts et al., 2005; Cordes, 2004). Since
pulsars have such stable rotation rates, they can be used to measure the nanohertz
timescale fluctuations of space created by gravitational waves (Burke-Spolaor et al.,
2019; Taylor et al., 2016; McLaughlin, 2013).

4.3 Data
Raw, unaveraged data was taken with the VEGAS pulsar mode at the Robert
C. Byrd Green Bank Telescope (GBT). In this way, the data can be run through
d detection as if we were performing it online, inside the spectrometer. Afterwards,
SK
the file with RFI mitigated and replaced can be compared to the original data file,
to see both the effectiveness of RFI mitigation and if there were any changes to the
science signal.
The data was Nyquist sampled with a variety of bandwidths and numbers
of channels and output to GUPPI RAW files, each of which contain a series of
meta-informational headers and blocks of 8-bit channelized voltages.
Several science targets were observed, to try and characterize any possible
d may have. These targets and observing details are described in Table
effects SK
4.1. The first observations are of J1713+0747, a millisecond pulsar with a period of
4.57 ms (Manchester et al., 2005). Pulsars emit periodic and fast broadband bursts
d These pulsars are
of strong Gaussian noise, and so should not be detected by SK.
used by NANOGRAV and other pulsar timing arrays to detect gravitational waves,
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d mitigation.
so the timing residuals will be our metric to judge the effectiveness of SK
Smaller timing residuals are achievable with stronger RFI mitigation and allow for
tighter constraints on a gravitational wave signal over time. We will also inspect
the flagging efficacy by eye as well as compare pulse shapes.
The next observations contain spectral line signatures from three sources, outlined below. These observations were taken in August 2022 by the GBT, using the
raw observation mode of the VEGAS Pulsar mode backend. This outputs raw, unaveraged spectra in a 200 MHz bandwidth and 64 coarse PFB channels. The PFB
channels overlap at their half-power points, so there is a narrow rolloff in sensitivity in between each coarse channel that produces a scalloping effect when further
channelizing. Care was taken to ensure that emission from the sources of interest
did not fall in these frequency ranges. The fine channelization raised the frequency
resolution from 3.125 MHz to ∼24.4 kHz.
Source

Date
Brightness Width BW
Observed (mJy)
(MHz) (MHz)

J1713+0747
04/2020
UGC 2370
08/2022
CGCG 536-030 08/2022
Arp 220
08/2022

9.1
50
55
800

N/A
1.1
1.5
3.3

800
200
200
200

Coarse
Resolution (MHz)
1.563/0.391/0.195
3.125
3.125
3.125

Table 4.1: Table of sources observed. J1713+0747 was observed with multiple Nchan
values.

Two spectral lines in the L-band were chosen, the first being extragalactic HI
from two nearby galaxies, UGC 2370 and CGCG 536-030. The radiation from these
targets is incoherent, narrowband, and persistent. Since the emission is incoherent,
it should appear identical to additive white Gaussian noise and so should entirely
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escape detection. Confirmed detections of the HI line from a previous GBT project
are shown in Figure 4.1. There is a clear detection in only 5 minutes of on-source
tracking. These sources are also close in frequency to the HI emission from the
Milky Way galaxy, which will also be considered.

Figure 4.1: Previous detections of two HI galaxies taken with the GBT, from project
GBT17A-404.

The other spectral line observed was the emission from hydroxyl (OH) megamasers, which are also narrowband and persistent, but coherent due to the nature
d should detect and remove this signal as it
of stimulated emission. In theory, SK
doesn’t follow Gaussian statistics. We chose the well-known OH megamaser in the
interacting galaxy Arp 220 as our target. A detection by the Arecibo Telescope is
copied from Figure 14 in Robishaw et al. (2008) in Figure 4.2. Since the width of
both signals together is larger than the coarse channel width of 3.125 MHz, we chose
the central frequency such that the rolloff in sensitivity falls directly between them.
For these three spectral line sources, any changes to signal-to-noise ratio between
d
the original and mitigated data will be attributed to SK.
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Figure 4.2: Previous detection of the OH megamaser in Arp 220. This is a copy of
figure 14 from Robishaw et al. (2008)

4.4 Methods
4.4.1 Spectral Kurtosis
Following thorough discussions in Chapters 1 and 3, we use Equation 3.1
d
for single scale SKwith
S1 , S2 defined by Equation 3.2. This returns, for every
d spectrum centered on 1 with thresholds defined by the 99.7%
M spectra, a SK
confidence interval limits of a Pearson type III curve. We implement multiscale
d
SKusing
Equation 3.4 to get around the weakness to sidelobe spillover and 50%
d
duty cycle signals in single scale SK.
As described in Section 3.4, we used a spectrometer mode that outputs the
unaccumulated channelized voltages, so we can use N = 1 and analyze data as if
d algorithm is running in real time while testing out different configurations
our SK
on the same exact data sets.
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4.4.2 Data Processing
After a single RFI mitigation and replacement run, we have two raw data files
that contain the original data and the mitigated data. These two data files are both
processed identically by the same downstream analysis pipeline, and differences in
the resulting science products can be compared.
Since the data has two linear polarizations, we experiment with either combining or not combining the flags from both polarizations. One can assume that
if one linear polarization has detectable RFI, the other polarization will have it as
well. The benefit of combining the flagging masks is more comprehensive flagging
of highly polarized RFI, and the polarization properties of any erroneously flagged
scientific signal won’t be changed. However, this can lead to overflagging if any data
from opposite polarizations are clean.
d flagging arrays have been generated, they can be used to replace data
After SK
by several methods in order to produce clean data. These methods have strengths
and weaknesses contingent on the type of RFI flagged and the scientific objective
of the data. The first and easiest way to replace flagged data is to simply replace
with zeros - any flagged power values have their corresponding complex voltages set
to zero. This may be an issue for science products that rely on averages - where
most power values are more than 103 in size. Pulsar timing data are particular
negatively affected by this replacement type as astronomers rely on folding and
averaging together many sequential pulse periods. If large chunks of the data are
set to 0, it can cause the results to be wildly inconsistent and unusable.
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Another method of replacement explored is using unflagged data in the same
and adjacent channels to generate zero-kurtosis Gaussian noise. We assume that
the baseline shape stays constant over the time length of data loaded into memory.
For each channel, we add unflagged data points in the channel of interest and 1
adjacent channel on each side to an array. If all three channels are entirely flagged,
we add another set of 2 adjacent channels, one on either side, until the length
of the unflagged data array is larger than 0. Once this condition is met, means
and standard deviations are calculated for the real and imaginary components and
normally-distributed complex noise is generated and injected in wherever the mask
is true.
Two extra steps to the noise replacement method were added late in the development process, to improve the pulsar results. First, the process described aboved
generates white Gaussian noise, which is flat in frequency. The PFB coarse channels
do not have a flat frequency response, as shown by the fine channelization in Figure
4.4. To increase the accuracy of this method for partially and entirely flagged channels, the PFB window coefficients for each of the VEGAS modes were found and
applied as an finite impulse response (FIR) filter to the noise before injection. After
this is done, the injected noise has the same per-channel frequency response as the
original data. Figure 4.3 shows the difference for completely flagged channels. The
mitigated data with FIR spectrum clearly represents the spectral response of each
coarse channel.
The second extra step is more specific to the pulsar data. In order to not
average over pulse emission, we only use adjacent channels at the same time index
104

Figure 4.3: Completely flagged channels replaced by noise generated with and without a FIR.
for the mean and standard deviation calculations, in addition to using a low M such
d time resolution is less than 10% of the pulse period. The downside is
that the SK
that the flagging efficacy is lower, but this may still be outweighed by a stronger
signal to noise ratio in the end result.
The last method of replacement is to find previously unflagged data in the
spectral channel and copying it to flagged data points. If there is no good data in
previous spectra, the algorithm looks forward instead of backward, and if there is
no good data in any spectra, the algorithm sends a warning back to the user and
does nothing.
The last step of replacing data involves formatting the data in memory and
rewriting back to the raw data file. The 3 dimensional data array is flattened and
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converted to interleaved 8-bit integers in the order (xr , xi , yr , yi ) for the real and
imaginary parts of the X and Y polarizations, converted to binary, and written back
directly into the datafile. Care is taken to skip over each header before the data
blocks so that the meta-information stays exactly the same.
The pulsar data is then reduced further using PRESTO (Ransom, 2011) to
generate pulse time of arrivals, and there are several steps along the way to judge
d mitigation and data replacement. For pulsar data, only
the effectiveness of the SK
statistical noise replacement was used, as the mathematical operations done for
pulsar reduction don’t work with large sections of zeroed out data, and if copied
clean data is used, we may be injecting extra pulsar emission at odd phases.
PRESTO has its own RFI mitigation routine called rfifind, and we can
choose to apply or not apply these flags. In comparing the data, we now have 4
d mitigation and noise replacedifferent reduction schemes, with or without the SK
ment and with or without the rfifind mask applied. This helps us determine if
d preprocessing provides better data by itself, has no effect on the final product,
SK
or if we get a better result with both RFI mitigation routines.
First, the differences between the two masks are compared, which shows us
d mitigation and replacement was able to clean the data so that rfifind
where SK
d may have missed detecting RFI or artifacts were insaw no RFI, or where SK
troduced by the statistical noise replacement that was flagged by rfifind. For a
d mitigation and data replacement, we should only
perfectly clean and functioning SK
see flags from the preprocessing stage, and no contribution from rfifind.
Another important outcome to compare are the results from a blind search
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for pulsars in the data. We apply four configurations of flagging: with or without
d mitigation, and with or without rfifind masking. We search through DM and
SK
periodic frequency to find candidate signals that may be pulsars. If RFI signals
remain in the data, they would show up as spurious candidates at the incorrect DM
and pulse frequency so an ideal RFI mitigation scheme would reduce the number
of these errant detections as much as possible, while leaving in the true pulsar
detection.
The pulse profiles between the mitigated and unmitigated data are compared
next. The pulse profiles are created by calculating the pulse phase for each sample
and stacking a series of folded pulse sequences. Once enough pulses are averaged, a
d does not affect the pulsar emission,
pulse profile will emerge from the noise. If SK
the mitigated and unmitigated pulse profiles should match.
The last thing to compare is the time-of-arrivals (TOAs). As these pulsars
have been observed for years, there are very good models that predict exactly when
each pulse should be arriving. Using the pulse profiles from the previous step and
accurate observational time-keeping, the TOAs can be compared to the model. If
the RFI is sufficiently flagged and removed without affecting the pulsar emission,
the uncertainties on the TOAs can be reduced, further constraining the models they
are compared against. If the pulsar emission is reduced or there are still spurious
bright signals in the data, the uncertainties will be larger.
d on spectral line data is broken up into equal
For comparing the results of SK
length scans on the target and with some sky offset. Before any averaging is done,
each of the separate on-source and off-source scans are further channelized by ap107

plying an additional PFB to the time samples of each coarse PFB channel independently. The fine channelization is set by default to frequency resolution of about 24
kHz, which is far narrower than any of the spectral line signals we are observing.
Each file of a single scan is fine channelized into a single spectrum, added to an
array, and then calibrated by the operation

S=

ON − OF F
OF F

(4.1)

which subtracts out the baseline while leaving the signal of interest. In addition
to this, spectral line data taken with the GBT typically carries along the metainformation required to calibrate for things such as atmospheric opacity and system
temperature in the gbtidl software suite. However, the tools don’t exist to easily
convert the raw data into a form that gbtidl can understand, so we are satisfied with
the operation done in Equation 4.1 and rely on the sources being bright enough that
any differences between the mitigated and unmitigated data are visible. Because
of this, an antenna temperature measurement is not relevant for these tests. Then,
S is averaged up in time to give two spectra, one for each polarization. Between
the mitigated and unmitigated data, we can compare the noise properties, the S/N
d mitigation
ratio, and a by eye inspection of the removal of RFI to judge how well SK
and data replacement worked.
Since the PFB coarse channels overlap at the half-power points, the fine channelization reveals the rolloff in sensitivity between them. Since the flagged data
was replaced with flat additive white Gaussian noise with no frequency dependence,
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Figure 4.4: Mitigated On and Off scans in the midst of RFI. The coarse channels
are labelled by number and marked with the vertical black lines.
channels that are partially flagged will have this rolloff reduced, as shown by the
discontinuities between coarse channels 4,5, and 6 in the Off scan of Figure 4.4. If an
entire coarse channel is flagged, it will end up completely flat, shown by coarse channels 5,6, and 7 in the On scan. Since there is no reason for flagging to be identical
between the on and off scans, partially flagged channels will have mismatched rolloff
magnitudes and these spikes will persist through the operation done by Equation
4.1. This effect was taken out for some of the later results by the PFB frequency
response modeling described above. One more thing to note is the single-channel
spike in the middle of each coarse channel, which is due to the DC power. Since this
is largely an instrumental effect and usually averaged over, we ignore these moving
forward.
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Nchan

M

MS shape

X

Y

Union

512
512
512
512
2048
4096
512

4036
4036
4036
8072
4048
4064
256

4-4
4-8
4-16
4-4
4-4
4-4
4-2

15.7
15.8
15.6
19.1
9.9
10.3
2.2

17.7
18.0
18.0
20.9
11.0
11.0
3.5

18.68
19.0
19.0
22.4
12.6
12.5
4.4

Table 4.2: Flagging rates of pulsar J1713+0747. The configurations are ordered by
number of channels, M , and multiscale shape. The flagging rates of both linear
polarizations and the union of flags between them is shown.

4.5 Results
4.5.1 Pulsar results
To start, the average flagging rates for J1713+0747 are shown in Table 4.2, for
3 different numbers of coarse PFB channels. Following the conclusions of Chapter
d bin shape.
3, a larger M value leads to more flagging, as does a larger multiscale SK
Interestingly, the flagging percentages go down for a larger Nchan , possibly because
the higher frequency resolution resolves wider RFI better and allows for more clean
data points. Because the raw files and blocks are written to byte size limits, the
actual shape of each data block is different. The slightly different M values in Table
?? reflect that, as those are the values needed to evenly divide up the data without
leaving an odd remainder out. The last line is the flagging rates for the high time
resolution variant mentioned above. With Nchan = 512 and M = 256, the time
resolution is 0.164 ms, which is almost a factor of 30 faster than the pulse period.
The flagging rates are much lower, but partially flagged pulse emission won’t be
averaged over by the noise replacement.

110

d mitigation and
We then show spectrograms of the data before and after SK
noise replacement. Figure 4.5 shows the entire 800 MHz bandwidth for the 512
channel observation of J1713+0747, corresponding to about 42 seconds. The original data set is on top, and the mitigated data set with statistical noise replacement
is on the bottom. Features such as the Iridium satellite RFI at 1620-1626 MHz, meteorological satellite communications between 1500 and 1600 MHz, and the Bedford
FAA radar at 1300 MHz are zoomed in on in Figures 4.6, 4.7, and 4.8,
The Bedford FAA radar is extremely well flagged through a by-eye inspection
of the spectrogram. Each of the two pulses seem to be mitigated perfectly well and
replaced with representative noise. The Iridium signal is not completely flagged,
but is reduced in power by quite a large bit. The meteorological satellite band,
however, does see some issues, most particularly the strong horizontal bands. These
d in the time dimension,
are caused by the signals being incompletely flagged by SK
which causes the replacement strategy to use dirty data for generating noise. The
blocks of relatively smaller and weaker RFI that does get flagged is then replaced
with noise that has too much power.
Figure 4.9 shows some RFI mitigation comparisons in the fine channelized
spectra. Panel (a) shows the imperfectly flagged GPS-L5 signal, and reinforces
how the statistical noise replacement can use unflagged RFI as a source. The low
frequency coarse channels are obviously flagged due to their flat shape, but they
have too much power as a result of the middle few channels remaining unflagged.
Panels (b) and (c) show how well the meteorological and Iridium satellite RFI is
flagged.
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Figure 4.5: One time portion of the J1713+0747 data, with the original data on top
and the mitigated and noise replaced data on the bottom. The color scale is log
arbitrary power.
As part of the pulsar data reduction pipeline, both the mitigated and unmitigated data are run through PRESTO’s rfifind tool. Mask comparisons between
the two for the Nchan = 512 data are shown in Figures 4.10 and 4.11. Blue pord flagged data that rfifind did not. Red portions show
tions show where the SK
d missed, or where the noise replacement inwhere rfifind flagged RFI that SK
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Figure 4.6: Iridium RFI with the original data on top and the mitigated data on
the bottom. M = 4036 on the left and M = 8072 on the right. The color scale is
log arbitrary power.
jected something into the data that rfifind thought was RFI. White portions
show where the masks are identical. Ideally, these plots should only show white and
d works just as well or better than rfifind. They can also show a more
blue, if SK
comprehensive view of the flagging efficacy as whole, as the spectrograms shown
above focus only on tiny time and frequency ranges.
However, Figures 4.10 and 4.11 show a mix of red and blue. The stripes of blue
along the edge of the band are unconcerning - the instrument response rolls off quite
steeply, as demonstrated by Figure 4.5, and the power values are getting truncated
d away from optimal performance. This was also
or reduced in a way that pushes SK
touched on in Chapter 3. In addition, there are not useful science results to be
gained from these frequencies anyways. There are large blue stripes at the Bedford
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Figure 4.7: Meteorological satellite RFI mitigated with the original data on top and
the mitigated data on the bottom. M = 4036 on the left and M = 8072 on the
right. The color scale is log arbitrary power.
radar frequencies and plenty of red around the meteorological satellite channels,
which tracks with the by-eye inspections of the data. The red signal at 1175 is the
GPS-L5 signal which, similar to the meteorological satellites, is imperfectly flagged
and replaced with non-representative noise. The red line at 1140 MHz is another
imperfectly flagged unknown RFI source. Interestingly, the Iridium RFI is blue for
M = 4036 and mostly red for M = 8072. While the Iridium is adequately flagged
d configurations, this shows that the noise replacement is injecting some
in both SK
RFI-like signal in the data in the M = 8072 configuration.
The blind candidate search results are shown in Figures 4.12, 4.13, 4.14, 4.15,
and 4.16. J1713+0747 is detected inside the red circle, and its harmonics are the
evenly spaced detections along the same horizontal DM. For 512 coarse PFB chan-
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Figure 4.8: Bedford FAA radar mitigated with the original data on top and the
mitigated data on the bottom. M = 4036 on the left and M = 8072 on the right.
The color scale is log arbitrary power.
d configurations with multiscale bin sizes 4-4 and 4-8
nels, both the M = 4036 SK
have the best results with only using the rfifind mask. Using M = 8072 has the
d mitigation and no rfifind mask. For 2048 coarse
best result with only using SK
channels, the best results are split between using the rfifind mask and either using
d mitigation. For 4096 coarse channels, the best results happen
or not using the SK
d mask only.
using the SK
Figures 4.17 and 4.20 show pulse profiles for the Nchan = 512 data. These are
averaged over many pulse periods, and show the differences in pulse shape between
the mitigated and unmitigated data. The average percent difference for the ten
time samples centered around the unmitigated pulse peak is written in the top left
of each panel.
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Nchan

M

MS shape

512
512
2048
4096

4036 4-4
8072 4-4
4048 4-4
4064 4-4

TOAunmit

TOAmit

0.715
0.715
0.667
0.681

0.723
0.731
0.68
0.715

Table 4.3: Average TOA uncertainties for four pulsar results comparisons.
In every case, the mitigated pulse is lower in strength than the unmitigated
pulse, and the percent difference is roughly equal to the flagging amount from Tad detection and statistical noise
ble 4.2. This shows that some combination of SK
replacement is directly removing pulsar emission from the data.
When flagging and replacing data at a 0.164 ms time resolution for the J1713+0747
data set with 512 channels, the average SNR across all pulses was raised from 81.8
to 84.1. The signal power itself was slightly lower in the mitigated version, but the
noise was reduced by a larger factor. Doubling M for a time resolution of 0.328 ms
lowered the SNR slightly to 81.0, so it is clear that the effectiveness of this strategy
drops significantly with coarser time resolution.
Time of arrival comparisons are shown in Figure 4.21, for each of the four
pulsar data comparisons and Table 4.3 prints the average uncertainties. In every
case, the TOA uncertainty rose by a slight amount.

4.5.2 HI Galaxies
Results from RFI mitigation of galaxy CGCG 536-030 are shown in Figure
d configuration of M = 4034 and a multiscale shape of MS-24, and
4.22, with one SK
the other configuration as M = 8068 and MS-44. Comparing to Figure 4.1, the
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top panel shows that the galaxy remains undetected at 1393 MHz. The HI from
the Milky Way also remains unflagged at 1420.405 MHz. While there are some
small differences between the spectra due to false positives, the noise and signal
d mitigation configuration. The bottom panel
properties do not change in either SK
focuses on the RFI that is caught at the edge of the band. The Bedford, NC FAA
radar pulses show up quite brightly at 1302 and 1307 MHz, and there are several
currently unknown sources of RFI at 1321, 1332, 1336, and 1344 MHz. Again, the
negative drops regularly spaced at intervals of 3.125 MHz are due to the PFB coarse
channel dropoff.
The bandwidth centered on UGC 2370 did not catch very much RFI, so we
only show the HI signal in Figure 4.23. Again, there is no effect on UGC 2370 by
d and statistical noise replacement. Figure 4.24 shows the non-detection of the
SK
relatively strong Milky Way galaxy emission, which shows up as a negative signal
since there was stronger emission during the OFF scan. It is important to reiterate
that even though we did not do rigorous calibration, these are comparing the same
exact observations that have passed through different RFI mitigation strategies.

4.5.3 OH Megamaser
Output spectra of the OH megamaser, fine-channelized to ∼24 kHz, are shown
in Figure 4.25. The unmitigated, original data is shown in blue, and the results from
d
three different SKmitigation
strategies are plotted on top. The top plot shows the
effects of mitigation and statistical noise replacement on the massive amount of
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M

MS shape Xon

Yon

4034
4034
8068

2-4
4-4
4-4

6.2 7.4
12.6 14.3
15.9 18.8

6.0
13.4
15.2

Unionon

Xof f

Yof f

Unionof f

7.2
18.3
23.6

5.1
11.6
16.5

8.0
19.38
24.6

Table 4.4: Flagging rates of the OH megamaser in Arp 220. The configurations are
ordered by M and multiscale shape, with the on and off scans next to each other.
The flagging rates of both linear polarizations and the union of flags between them
is shown.
RFI in this part of the observing bandwidth, which includes the Iridium global
satellite phone signals at 1620-1626 MHz and the GPS-L1 band at 1575 MHz. The
megamaser signal in Arp 220 is the relatively small bump at about 1638 MHz.
The bottom plot zooms into this signal in order to see the differences between
different mitigation parameters. Flagging rates for the ON and OFF scans and each
d configuration is shown in Table 4.4.
SK
d mitigation
It is plain to see that the larger of the two signals was not touched by SK
at all. This is a somewhat surprising result, as OH megamaser emission is coherent
d The smaller signal in the left coarse channel
and expected to be detectable by SK.
did see some change in power level. Due to the proximity of these channels to the
Iridium, its possible they were partially flagged, and the statistical noise replacement
changed the power level in said coarse channels.

4.6 Discussion
d detection and
The pulsar results overall show that the combination of SK
statistical noise replacement decrease the quality of the science product. The clearest
indicator of this is the relation between the flagging rates and the percent difference
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in pulse height. Even though the flagging itself looked adequate, the statistical noise
data replacement most likely replaced large swaths of data that originally contained
pulse structure with flat noise, effectively averaging out the time-variable pulses.
d , the finest of which was
This is further supported by the time resolution of SK
∼2.6 ms, a similar cadence to the 4.57 ms period of J1713+0747 (Manchester et al.,
2005).
After modifying the flagging strategy to flag and replace data on time scales
shorter than 10% of the pulsar period, we found a marginal improvement in the
pulse SNRs. The improvement disappeared as the time resolution approached this
10% pulse period, but this shows that the problem was indeed the averaging over
of pulse emission. This comes with the caveat that much less RFI is detected and
flagged.
d detection on the Milky Way and extragalacOn the other hand, the lack of SK
d can reliably ignore an incoherent source
tic HI targets is promising, as it shows SK
d configuration, the
of celestial radiation. Even with the most reasonably strict SK
signals appear nearly exactly the same. They are expected to be slightly different,
owing to the false positive rate replacing some data at the frequencies of the signal,
but not enough to change the characteristics of the captured emission.
d non-detection of the OH megamaser was surprising, however, due to
The SK
d . As with the
the fact that it is coherent emission which should be detected by SK
d failed to detect the OH megamaser in Arp 220. The
HI targets, the most strict SK
maser emission was divided up into two coarse channels, and the channel closer to
the Iridium RFI suffered from partial flagging which raised or lowered the baseline
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slightly. However, it did not seem to have an effect on the megamaser emission in
that channel. The most likely reason for the non-detection is the relatively low SNR
at the coarse channel level. While it is certainly bright enough at the fine channel
resolution, it may be averaged over too much at the coarse 3.125 MHz resolution to
d
be noticed by SK.
d detection and replacement imObserving spectral lines with a real-time SK
plementation is possible without affecting the scientific signal of interest, given our
testing parameters. We did show that signals not already covered by RFI did not
change in any way. However, the same may not be true for signals covered up partially by RFI. As shown by Figure 4.25, not all of the RFI is always flagged, so the
signal of interest might not be recoverable in any meaningful way. Due to storage
d to ignore spectral line signals with a
limits, we did not explore the ability of SK
native frequency resolution much narrower than the signal of interest. This would
have raised the SNR at the coarse channel and raw time resolution, which might
d
have raised the visibility of said signal to SK.

4.7 Conclusion
d with unaveraged real
In this chapter, we explore the flagging efficacy of SK
data. Several science targets with nearby RFI were observed to see both how well
d ignores the scientific signal of interest. These
the RFI is mitigated and how well SK
targets were two extragalactic sources of HI emission, the Milky Way HI emission,
an OH megamaser, and a millisecond pulsar. Flagged data was replaced by repre-
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sentative additive white Gaussian noise generated using the statistics of surrounding
unflagged time-frequency values.
d This is expected
The spectral line targets were all completely ignored by SK.
for the HI, as this emission is incoherent and thus the time samples are Gaussian
in shape. The OH megamaser was similarly ignored, which is surprising given that
the emission is coherent and should not be Gaussian. This is most likely due to the
low SNR at the coarse frequency resolution leading to a simple non-detection.
d configurations
The pulsar results did not fare so well. Most of the tested SK
resulted in a lower quality product at each stage of the reduction process. When
comparing to the unmitigated data, the pulse profiles were lowered in strength by
a commensurate rate to the average flagging, and the TOA uncertainties are raised
by a small amount. Unfortunately, it appears that the statistical noise replacement algorithm averaged over the pulsar time variation and effectively removed the
emission. After modifying the flagging and noise replacement strategy for a time
resolution finer than 10% of the pulse period, the pulse profile SNR values were
marginally improved over the unmitigated results.
d configurations can be applied to the
For future work, a larger variety of SK
d mitigation and
pulsar data, to form a more complete picture of the effects of SK
statistical noise data replacement on pulsar data. The replacement algorithm can
also see improvement as well. A secondary RFI detection technique might be able
to be combined to help the algorithm find representative data to use for statistics.
Another idea forwarded is to use test observations with the telescope covered by an
absorber, so that only the bandpass shape and instrumental effects are recorded.
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Then, when replacing data, there would be no need to find unflagged data with a
chance of RFI still visible. The statistics of the bandpass-only data can be looked
up and applied, which cuts down computational costs and increases accuracy.
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Figure 4.9: Close up on fine-channelized J1713+0747 spectra. (a) GPS-L5 RFI, (b)
meteorological satellite RFI, (c) Iridium satellite RFI.
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Figure 4.10: Comparing the RFI masks for J1713+0747 data with Nchan = 512 and
d . Blue is good, and shows when SK
d has
mitigated with M = 4036 and MS-44 SK
d
captured signals that rfifind missed. Red is bad, and shows when SK missed RFI
or injected an RFI-like signal into the data.
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Figure 4.11: Comparing the RFI masks for J1713+0747 data with Nchan = 512 and
d . Blue is good, and shows when SK
d has
mitigated with M = 8072 and MS-44 SK
d
captured signals that rfifind missed. Red is bad, and shows when SK missed RFI
or injected an RFI-like signal into the data.
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Figure 4.12: J1713+0747 candidate search results, with 512 coarse channels, M =
4036, and multiscale bin shape 4-4. Panels show the DM and frequency of candidates
d mitigation and rfifind zapping, b) SK
d mitigation only, c) rfifind zapping
after a) SK
only, and d) no RFI mitigation at all.
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Figure 4.13: J1713+0747 candidate search results, with 512 coarse channels, M =
4036, and multiscale bin shape 4-8. Panels show the DM and frequency of candidates
d mitigation and rfifind zapping, b) SK
d mitigation only, c) rfifind zapping
after a) SK
only, and d) no RFI mitigation at all.
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Figure 4.14: J1713+0747 candidate search results, with 512 coarse channels, M =
8072, and multiscale bin shape 4-4. Panels show the DM and frequency of candidates
d mitigation and rfifind zapping, b) SK
d mitigation only, c) rfifind zapping
after a) SK
only, and d) no RFI mitigation at all.
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Figure 4.15: J1713+0747 candidate search results, with 2048 coarse channels, M =
4048, and multiscale bin shape 4-4. Panels show the DM and frequency of candidates
d mitigation and rfifind zapping, b) SK
d mitigation only, c) rfifind zapping
after a) SK
only, and d) no RFI mitigation at all.
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Figure 4.16: J1713+0747 candidate search results, with 4096 coarse channels, M =
4072, and multiscale bin shape 4-4. Panels show the DM and frequency of candidates
d mitigation and rfifind zapping, b) SK
d mitigation only, c) rfifind zapping
after a) SK
only, and d) no RFI mitigation at all.

Figure 4.17: J1713+0747 pulse profile comparisons for Nchan = 512 and mitigated
d
with M = 4036 and MS-44 SK.
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Figure 4.18: J1713+0747 pulse profile comparisons for Nchan = 512 and mitigated
d
with M = 8072 and MS-44 SK.

Figure 4.19: J1713+0747 pulse profile comparisons for Nchan = 2048 and mitigated
d
with M = 4048 and MS-44 SK.

Figure 4.20: J1713+0747 pulse profile comparisons for Nchan = 4096 and mitigated
d
with M = 4064 and MS-44 SK.
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Figure 4.21: J1713 Pulse TOA residuals. The horizontal axis shows the TOA in
units of Modified Julian Date, and the vertical axis shows the residual of each TOA
in units of seconds. The configurations are (a) Nchan = 512, M = 4036 and MS-44
d (b) Nchan = 512, M = 8072 and MS-44 SK,
d (c) Nchan = 2048, M = 4048 and
SK,
d (d) Nchan = 4096, M = 4064 and MS-44 SK.
d
MS-44 SK,
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d mitigation of CGCG 536-030. The top plot shows the unmitigated
Figure 4.22: SK
extragalactic and Milky Way HI emission. The bottom plot shows some of the RFI
captured in the bandwidth. The gray vertical lines are the coarse channel edges.

d non-detection of UGC 2370. The gray vertical lines are the coarse
Figure 4.23: SK
channel edges.
133

d non-detection of the Milky Way HI. The gray vertical lines are the
Figure 4.24: SK
coarse channel edges.
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d mitigation of the OH megamaser in Arp 220. The top plot shows
Figure 4.25: SK
the relative strength of the RFI compared to the small rightmost signal from the
megamaser. The bottom plot zooms into the scientific signal of interest. The gray
vertical lines are the coarse channel edges.
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Chapter 5
Conclusion
5.1 Cataloging RFI characteristics
I introduced a catalog of RFI signals and their characteristics, with information collected from satellite monitoring websites and lists of RFI environments at
various radio observatories. This catalog will serve as a valuable resource to those
characterizing RFI environments at radio observatories or developing new real-time
RFI detection methods, as it contains information about the transmitting frequency,
the physical transmitter, and any signal characteristics that can be found for each
entry. This typically includes the modulation type, data rate, bandwidth, amount
of multiplexed channels, and transmitter power. The catalog can be used to identify sources of RFI in a given dataset, or inform real-time statistical RFI detection
development.
The flagging statistics for the CHILES and CHILES Con Pol surveys are also
explored. In the CHILES data set, there is a mix of narrowband signals and very
wide flagging signatures. Some of the identified RFI belongs to navigational services
such as GPS bands, but there are significant amount of flagging spikes from unknown
sources. The time evolution of the VLA RFI environment is also highlighted by these
plots, and decisively show that the RFI affecting scientific data at these frequencies
is growing both in number and strength. However, the results show there are still
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some less RFI-occupied parts of the spectrum that are clean enough to use for
quality science.

5.2 Simulating Spectral Kurtosis Mitigation
RFI was simulated using a variety of modulation techniques with a large spread
d using a range of M
in data rate, amplitude, duty cycle, and mitigated with SK
values and multi-scale bin shapes. The resulting flagging masks were compared to
a ground truth mask created by channelizing the signal and noise separately and
flagging whenever the signal was greater than -10 dB, using the noise as reference.
d to flag, due
It was found that higher data rates are typically harder for SK
to the fact that they have larger bandwidths associated with the faster information
transfer, and the sidelobe spillover into adjacent channels is not flagged very well.
Signals that did not use amplitude modulation were flagged poorly when they had
a 50% duty cycle, meaning they were on for half the time. Signals with amplitude
modulation were flagged most poorly at larger intrinsic duty cycles, because the
difference in power levels made the signal appear with a lower effective duty cycle.
d with bin shapes m × n in frequency and time, respectively,
Multi-scale SK
helped to increase the flagging efficacy. Dim sidelobes and signals with 50% duty
cycle were flagged much better when more than one frequency channel was included,
such that m ≥ 2. Increasing n only helped flagging when m = 1 and in the context
of signals that had some sort of amplitude modulation. However, increasing m to be
larger in width than the widest RFI dramatically increased the false positive rate.
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Finally, an incoherent astronomical signal, such as the HI in a distant galaxy,
was simulated by summing together a large amount of small electromagnetic waves
with a Gaussian distribution in frequency and random uniform phase. Even the
d mitigation ignored the signal, which matches up with the theoretical
most strict SK
d is blind to incoherent astronomical signals and is capable of
expectation that SK
removing RFI without affecting the scientific signal of interest.

5.3 Spectral Kurtosis Mitigation of Real Data
d to flag RFI and ignore scientific
In Chapter 4, we analyzed the ability of SK
signals in the context of real data. We observed two extragalactic sources of HI
emission, the Milky Way HI emission, an OH megamaser, and a millisecond pulsar
and saved the unaveraged raw data to disk to simulate a real-time observation and
RFI mitigation strategy. We used surrounding unflagged data to replace flagged
time-frequency pixels with additive white Gaussian noise.
d This is expected
The spectral line targets were all completely ignored by SK.
for the HI, as this emission is incoherent and thus the time samples are Gaussian
in shape. The OH megamaser was similarly ignored, which is surprising given that
the emission is coherent and should not be Gaussian. This is most likely due to the
low SNR at the coarse frequency resolution leading to a simple non-detection.
The pulsar results did not fare so well at first. For the original data flagging
d configuration resulted in a lower quality
and replacement schemes, every tested SK
product at each stage of the reduction process. When comparing to the unmitigated
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data, the pulse profiles were lowered in strength by a commensurate rate to the
average flagging, and the TOA uncertainties are raised by a small amount. After
updating the statistical noise replacement algorithm to include the actual coarse
frequency channel response and replacing data on shorter timescales than a single
pulse, the mitigated data revealed marginally better results.

5.4 Looking Forward
As RFI becomes more prolific, it is more important to devise real-time systems for both detecting and removing it from radio observations. While this thesis
d in this manner, there are several other methods that are being
focuses on testing SK
developed or have had early implementations. I briefly list a few of them below.

5.4.1 Cyclostationary Signal Detection
Most RFI signals change some characteristic on a regular basis, such as the
amplitude, phase, or frequency. This periodic change is called cyclostationary, and
techniques exist to detect these kinds of signals in radio data (Gardner, 1991; Hellbourg et al., 2012; Cucho-Padin et al., 2019). The method uses a strip-spectrum
correlation analyzer to find the modulation frequencies of any RFI in the dataset,
and the spectral correlation function to find where the RFI is (Lynch et. al in prep).
Most astronomical signals are stationary, and so they are not expected to
be mitigated by cyclostationary detection. However, pulsars are a cyclostationary
signal, so this method opens up avenues for both RFI and pulsar detection at the
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same time.

5.4.2 Spatial Nulling
For radio antenna arrays that form beams on the sky, subspace interference
cancellation is the method of applying nulling beams in the direction of interfering
signals (Jeffs & Warnick, 2008). This is done by manipulating the phases and
amplitudes of the individual array elements to blank out portions of the sky. The
directions of any nulling beams are defined by RFI that at least weakly correlates
between a subset (or all) of the antennas. Any radio antenna array is capable of
applying this algorithm, but it is best suited for arrays that are close enough for
RFI to correlate, such as the VLA in the smaller C and D configurations (Burnett
et al., 2018), and especially phased array feeds such as the Focal L-band Array for
the GBT (FLAG; Roshi et al., 2018) or wide-field arrays that make used of phased
array technology such as the Low Frequency Array (LOFAR; van Haarlem et al.,
2013). This method can be difficult to implement in the face of fast moving RFI,
however, such as airplanes or low Earth orbit satellites.

5.4.3 Inter-Quartile Range Mitigation
Often, RFI shows up as outliers in a stream of data compared to clean noise.
Inter-Quartile Range Mitigation (Morello et al., 2022) uses a percentile-based metric
to detect outliers in some statistical quantity of the data set. This can include
d
power values in either time or frequency, SKvalues,
standard deviations, or median
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absolute deviations, among more. This method works very fast and contributes
very little extra computational overhead, which makes it promising for real-time
RFI detection.

5.4.4 Reference Antenna Cancellation
A reference antenna can be paired to a high-sensitivity radio telescope such as
the single-dish GBT or arrays such as the Very Large Array (VLA) or Australian
Square Kilometer Array Pathfinder (ASKAP) to produce simultaneous capturing
of RFI signals and allowing the correct mitigation to be applied to the radio astronomical data coming off of the main telescope (Briggs et al., 2000; Finger et al.,
2018; Nigra et al., 2010). The reference antenna is pointed at the source of the
RFI as to capture the interference but not the radio astronomical signal. In this
way, the interference signal can be subtracted without affecting the science signal.
Observatories can use an omni-directional antenna for reference, or a single element
of a telescope array can be devoted to tracking one source of RFI. Sardarabadi et al.
(2016) also propose a secondary phased array in addition to an array of telescopes
that can adaptively form beams in the direction of RFI. Prime RFI signals to mitigate using this technique include that one radar signal and the GPS satellite signal,
which are both directionally dependent and relatively unchanging in sky location.
The reference antenna will have to be attached to the VEGAS spectrometer in order
to be used online with the data-taking.
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5.5 Closing Thoughts
It is clear that the combination of more ubiquitous RFI, incredibly fast data
rates, and advanced computing hardware make real-time RFI detection and replacement at the finest resolution more viable than it has ever been. In order to do this
effectively, it is important to know the statistical qualities of RFI and how they
respond to a detection method, as well as painstakingly document any effects the
mitigation process has on the scientific signal of interest. It is extremely important
to continue developing advance RFI mitigation methods as the years go on in order
to keep enabling cutting-edge science in the face of increased wireless interference.
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Barszcz, T., & JabLoński, A. 2011, Mechanical Systems and Signal Processing, 25,
431
Bates, S. D., Lorimer, D. R., & Verbiest, J. P. 2013, Monthly Notices of the Royal
Astronomical Society, 431, 1352
Blue Bird, J., Davis, J., Luber, N., et al. 2020, Monthly Notices of the Royal Astronomical Society, 492, 153
Bolli, P., Cresci, L., Huang, F., Mariotti, S., & Panella, D. 2018, Experimental
Astronomy, 45, 165
Briggs, F., Bell, J., & Kesteven, M. 2000, The Astronomical Journal, 120, 3351
Buch, K. D., Bhatporia, S., Gupta, Y., et al. 2016, Journal of Astronomical Instrumentation, 5, 1641018

143

Burke-Spolaor, S., Taylor, S. R., Charisi, M., et al. 2019, The Astronomy and
astrophysics review, 27, 1
Burnett, M. C., Jeffs, B. D., Black, R. A., & Warnick, K. F. 2018, The Astronomical
Journal, 155, 146
Cohen, J. 1999, Astronomy & Geophysics, 40, 6
Condon, J. J., & Ransom, S. M. 2016, Essential radio astronomy, Vol. 2 (Princeton
University Press)
Cordes, J. 2004, in Milky Way Surveys: The Structure and Evolution of our Galaxy,
Vol. 317, 211
Cucho-Padin, G., Wang, Y., Li, E., et al. 2019, Radio Science, 54, 986
Darling, J. 2007, The Astrophysical Journal, 669, L9
Darling, J., & Giovanelli, R. 2002, The Astrophysical Journal, 572, 810
Dodson, R., Momjian, E., Pisano, D., et al. 2022, The Astronomical Journal, 163,
59
Dwyer, R. 1983, in ICASSP’83. IEEE International Conference on Acoustics,
Speech, and Signal Processing, Vol. 8, IEEE, 607–610
Fernandez, X., van Gorkom, J. H., Momjian, E., & Team, C. 2015, in American
Astronomical Society Meeting Abstracts# 225, Vol. 225, 427–03

144

Fernández, X., Van Gorkom, J., Hess, K. M., et al. 2013, The Astrophysical Journal
Letters, 770, L29
Fernández, X., Gim, H. B., Van Gorkom, J., et al. 2016, The Astrophysical Journal
Letters, 824, L1
Finger, R., Curotto, F., Fuentes, R., et al. 2018, PASP, 130, 025002,
doi: http://doi.org/10.1088/1538-3873/aa972f10.1088/1538-3873/aa972f
Fisher, J. 2001, National Radio Astronomy Observatory Technical Reports
Fisher, J., Zhang, Q., Zheng, Y., Wilson, S., & Bradley, R. 2005, The Astronomical
Journal, 129, 2940
Fridman,

P.

A.,

&

Baan,

W.

A.

2001,

A&A,

378,

327,

doi: http://doi.org/10.1051/0004-6361:2001116610.1051/0004-6361:20011166
Gardner, W. A. 1991, IEEE Signal processing magazine, 8, 14
Gary,

D.

E.,

Liu,

Z.,

&

Nita,

G.

M.

2010,

PASP,

122,

560,

doi: http://doi.org/10.1086/65241010.1086/652410
Hales, C. A., Collaboration, C. C. P., et al. 2014, Exascale Radio Astronomy, 2,
50301
Hankins, T., Eilek, J., & Jones, G. 2016, The Astrophysical Journal, 833, 47
Haynes, M. P., Giovanelli, R., Kent, B. R., et al. 2018, The Astrophysical Journal,
861, 49

145

Hellbourg, G., Weber, R., Capdessus, C., & Boonstra, A.-J. 2012, Comptes Rendus
Physique, 13, 71
Hess, K. M., Luber, N. M., Fernández, X., et al. 2019, Monthly Notices of the Royal
Astronomical Society, 484, 2234
Hewish, A., Bell, S., Pilkington, J., Scott, P., & Collins, R. 1968, Observation of a
Rapidly Pulsating Radio Source., 217: 709–713, February
Hunt, L. R., Pisano, D., & Edel, S. 2016, The Astronomical Journal, 152, 30
Jeffs, B. D., & Warnick, K. F. 2008, IEEE transactions on signal processing, 57,
1373
Lyons, R. G. 1997, Understanding digital signal processing, 3/E (Pearson Education
India)
Manchester, R. N., Hobbs, G. B., Teoh, A., & Hobbs, M. 2005, The Astronomical
Journal, 129, 1993
McInerny, S. A., & Dai, Y. 2003, IEEE Transactions on education, 46, 149
McLaughlin, M. A. 2013, Classical and Quantum Gravity, 30, 224008
Meyer, M. J., Zwaan, M. A., Webster, R. L., et al. 2004, Monthly Notices of the
Royal Astronomical Society, 350, 1195
Middelberg, E. 2006, Publications of the Astronomical Society of Australia, 23, 64
Mirhosseini, A. 2020, Ph. D. Thesis
146

Morello, V., Rajwade, K., & Stappers, B. 2022, Monthly Notices of the Royal Astronomical Society, 510, 1393
Nicolas, J. 2021in
Nigra, L., Lewis, B. M., Edgar, C., et al. 2010, arXiv preprint arXiv:1007.1801

Nita, G. M. 2016, MNRAS, 458, 2530, doi: http://doi.org/10.1093/mnras/stw55010.1093/mnras/stw
Nita,

G.

M.,

doi:

&

Gary,

D.

E.

2010a,

MNRAS,

406,

L60,

http://doi.org/10.1111/j.1745-3933.2010.00882.x10.1111/j.1745-

3933.2010.00882.x
—. 2010b, PASP, 122, 595, doi: http://doi.org/10.1086/65240910.1086/652409
Nita, G. M., Gary, D. E., Liu, Z., Hurford, G. J., & White, S. M. 2007, PASP, 119,
805, doi: http://doi.org/10.1086/52093810.1086/520938
Nita,

G.

2016,

M.,
Journal

Hickish,
of

J.,

MacMahon,

Astronomical

D.,

&

Instrumentation,

Gary,
5,

D.

E.

1641009,

doi: http://doi.org/10.1142/S225117171641009910.1142/S2251171716410099
Offringa, A., De Bruyn, A., Biehl, M., et al. 2010a, Monthly Notices of the Royal
Astronomical Society, 405, 155
Offringa, A., De Bruyn, A., Zaroubi, S., & Biehl, M. 2010b, arXiv preprint
arXiv:1007.2089
Offringa, A., Van De Gronde, J., & Roerdink, J. 2012, Astronomy & astrophysics,
539, A95
147

Offringa, A., De Bruyn, A., Zaroubi, S., et al. 2013a, Monthly Notices of the Royal
Astronomical Society, 435, 584
—. 2013b, Astronomy & astrophysics, 549, A11
Offringa, A., Wayth, R., Hurley-Walker, N., et al. 2015, Publications of the Astronomical Society of Australia, 32
Organization, W. M. 2021
Pankonin, V., & Price, R. M. 1981, IEEE Transactions on Electromagnetic Compatibility, 308
Pearson, K. 1905, Biometrika, 4, 169
Prestage, R. M., Bloss, M., Brandt, J., et al. 2015, in 2015 USNC-URSI Radio
Science Meeting (Joint with AP-S Symposium), IEEE, 294–294
Price, D. C. 2021, in The WSPC Handbook of Astronomical Instrumentation: Volume 1: Radio Astronomical Instrumentation (World Scientific), 159–179
Raad, A., Antoni, J., & Sidahmed, M. 2008, Mechanical Systems and Signal Processing, 22, 574
Ransom, S. 2011, Astrophysics source code library, ascl
Roberts, N., Lorimer, D., Kramer, M., et al. 2005, Handbook of pulsar astronomy,
Vol. 4 (Cambridge University Press)
Robishaw, T., Quataert, E., & Heiles, C. 2008, The Astrophysical Journal, 680, 981
148

Rohlfs, K., & Wilson, T. L. 2013, Tools of radio astronomy (Springer Science &
Business Media)
Roshi, D. A., Shillue, W., Simon, B., et al. 2018, The Astronomical Journal, 155,
202
Sardarabadi,
J.

2016,

A.

M.,

IEEE

van

der

Transactions

Veen,
on

A.-J.,

Signal

&

Boonstra,

Processing,

64,

A.432,

doi: http://doi.org/10.1109/TSP.2015.248348110.1109/TSP.2015.2483481
Sclocco, A., Vohl, D., & van Nieuwpoort, R. V. 2019, in 2019 RFI WorkshopCoexisting with Radio Frequency Interference (RFI), IEEE, 1–8
Sizemore, W. A. 1991, in International Astronomical Union Colloquium, Vol. 112,
Cambridge University Press, 176–180

Smith, E. 2022, RFI Simulations, 0.9, doi: http://doi.org/https://zenodo.org/badge/latestdoi/5004
Sokolowski, M., Wayth, R. B., & Ellement, T. 2016, in 2016 Radio Frequency Interference (RFI), IEEE, 105–110
Taylor, S., Vallisneri, M., Ellis, J., et al. 2016, The Astrophysical Journal Letters,
819, L6
Taylor, S. R. 2021, arXiv preprint arXiv:2105.13270
Tian, J., Morillo, C., Azarian, M. H., & Pecht, M. 2015, IEEE Transactions on
Industrial Electronics, 63, 1793

149

Tingay, S., Sokolowski, M., Wayth, R., & Ung, D. 2020, Publications of the Astronomical Society of Australia, 37
van Haarlem, M. P., Wise, M. W., Gunst, A., et al. 2013, Astronomy & astrophysics,
556, A2
van Nieuwpoort, R. V. 2016, in 2016 Radio Frequency Interference (RFI), IEEE,
69–74
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