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Numerous bacterial species utilize quorum sensing to communicate, but crosstalk often complicates the
dynamics of mixed populations. In this issue of Chemistry & Biology, Wu and colleagues take advantage
of synthetic gene circuits to elucidate interactions between two quorum sensing systems, with potential
applications to fields from infectious diseases to biosynthesis.Quorum sensing (QS) is a mechanism by
which bacteria communicate and regu-
late population-level behaviors (Schuster
et al., 2013). In a QS system, individual
cells both secrete and sense a signaling
molecule, enabling them to track and
respond to the changes in their population
density. Many pathogens use QS to coor-
dinate expression of virulence factors and
biofilm formation (Rutherford and Bassler,
2012). Furthermore, QS can delay the pro-
duction of a metabolically costly protein
until the cell density is sufficiently high,
such that the collective benefit outweighs
the production cost (Pai et al., 2012). In
synthetic biology, QS systems have
been widely used to program dynamics
in one or multiple bacterial populations.
However, when multiple QS modules are
used, they can interfere with each other
through various modes of crosstalk. In
these systems, a better understanding of
the crosstalk is important for predictable
engineering of the system dynamics.
In this issue of Chemistry & Biology, Wu
et al. (2014) took a synthetic biology
approach to examine the emergence
and dynamics of crosstalk between two
QS systems, the LuxR/I system from
Vibrio fischerii and the LasR/I system
from Pseudomonas aeruginosa. They
identified two types of crosstalk, wherein
hybrid mixes of promoters and signaling
molecules between the two systems acti-
vated downstream gene expression of a
GFP reporter. In the first type of crosstalk,
termed ‘‘signal crosstalk’’ (Figure 1A),
the signaling molecule of the LasRI
system, 3-oxo-C12-homoserine lactone
(3OC12HSL), significantly activated the
LuxR protein, leading to downstream
gene expression. In the second, termed
‘‘promoter crosstalk’’ (Figure 1B), the
LasR protein, activated by 3OC12HSL,significantly activated gene expression
from the pLux promoter.
In general, these types of crosstalk can
potentially jeopardize a desired circuit
function because of unforeseen activation
of a target gene. With proper design,
however, crosstalk can simplify system
implementation, as demonstrated in the
engineering of a synthetic ecosystem
(Balagadde´ et al., 2008). Crosstalk can
also enable programming of multilevel
control of the collective dynamics in
microbial communities. For example,
consider a system consisting of two pop-
ulations, each carrying aQS system. Each
QS system responds strongly to its own
signaling molecule but weakly to the other
(Figure 1C). At low densities, each popu-
lation will respond to changes to its own
signal and thus its own density; the two
will be effectively independent. At suffi-
ciently high densities, however, both pop-
ulations can sense and respond to both
signals. As such, this combination of
strong self-sensing and weak cross-
sensing would provide two layers of con-
trol over downstream gene expression.
The work by Wu et al. (2014) represents
a quantitative advance toward using mul-
tiple QS modules to program complex
microbial interactions.
In the promoter crosstalk circuit, the au-
thors observed the emergence of mutants
that caused loss of circuit function. Inter-
estingly, these mutants were always due
to the insertion of an IS10 transposase in
the lasR gene, which disrupted circuit
function (Figure 1B). The authors specu-
lated that the particular arrangement of
plasmid genes might have caused
increased transposase activity in cells
carrying this circuit. As a result, the sys-
tem consisted of three subpopulations:
OFF, ON, and mutant. The authors usedChemistry & Biology 21, December 18, 2014stochastic modeling to characterize the
transition dynamics between states
and predicted generation of bimodal
or trimodal distributions, depending on
experimental conditions (e.g., circuit in-
duction level and temperature). Remark-
ably, they were able to validate the model
predictions by thorough quantitative
experiments.
Robust and stable operation of engi-
neered gene circuits is a fundamental
challenge in synthetic biology (Brophy
and Voigt, 2014). This work presents
an example where unexpected circuit-
host interactions, combined with cross-
talk between components, can cause
loss of circuit function. Unlike global-
level interactions, e.g., metabolic burden
due to circuit activation (Cardinale et al.,
2013; Tan et al., 2009), the circuit-host
interactions revealed here are more
difficult to take into account a priori
during design. Nonetheless, the modula-
tion of transition dynamics between
the three populations suggests a possi-
bility by which circuit function can be
maintained.
If mutants have a slight growth disad-
vantage in comparison with the OFF cells,
the system can reach a state wherein mu-
tants will emerge but can never take over
the entire population (Figure 1D). This
property suggests a strategy to maintain
cooperative behavior, wherein coopera-
tors synthesize a costly public good that
is beneficial for the entire population.
Cooperation is prone to cheating; a
population can be taken over by cheaters
that do not contribute to enzyme produc-
tion but benefit from their cooperative
neighbors (West et al., 2006). Previous
studies have suggested different strate-
gies to allow maintenance of cooperation,
such as kin selection, in which theª2014 Elsevier Ltd All rights reserved 1601
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Figure 1. Emergent Dynamics Arising from Crosstalk between QS Components
(A) Signal crosstalk. Although each are more sensitive to their natively produced signaling molecule, both
the LuxRI and LasRI systems can be driven by the opposite inducer molecule, suggesting a structural
compatibility between these small molecules and the regulator proteins encoded by luxR and lasR. In
this diagram, the Lux system is shown in green and Las in blue; arrow widths indicate activation strength
of various inducer-regulator pairs.
(B) Promoter crosstalk. Upon activation by its cognate signal (3OC12HSL), LasR can drive gene expres-
sion from the pLux promoter. This crosstalk was used to construct a positive-feedack circuit that exhibited
bistability. Upon induction, this circuit was prone to disruption by an IS10 transposon.
(C) Signal crosstalk can enable multilevel control. Diagram demonstrates a hypothetical scenario in which
two QS populations (e.g., LuxRI and LasRI) exhibit varying degrees of sensitivity to the two inducers. At
low densities, each population responds only to its native inducer; the two are effectively independent.
However, at high densities, both populations can sense and respond to both inducers, realizing a second
level of downstream gene expression control.
(D) Fitness relationships can suppress mutant invasion. (Left) Diagram shows invasion of bistable system
(e.g., OFF and ON) by amutant. (Middle) When the growth rate of themutant is greater than that of the OFF
population, themutant will take over the population. (Right) when themutant growth rate is less than that of
the OFF population, the mutant fraction can be kept in check. In these simulations, we assume that the
OFF growth rate is greater than the ON growth rate. For the middle and right panels, we assume
d½ON
dt
= ðmon  k2  krÞ½ON+ kf ½OFF;
d½OFF
dt
= ðmoff  k1  kfÞ½OFF+ kr ½ON;
d½MU
dt
=mm½MU+ k1½OFF+ k2½ON;
and the following rate constants: k1 = k2 = 0.0005, kf = 0.03, kr = 0.01, moff = 0.05, and mon = 0.02,
mm = 0.051 for the middle panel and 0.03 for the right.
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Previewspotential benefits of cooperation can be
preferentially accessed by cooperating
individuals, either through limited dis-
persal or public good specificity (West
et al., 2006; Xavier, 2011). Our simple
analysis above suggests that bistable
activation of a cooperative trait may pro-
vide an intrinsic mechanism to prevent
dominance of cheaters.1602 Chemistry & Biology 21, December 18,In particular, if mutations leading to
cheating arise with a slight cost, the
cheaters would have a growth disadvan-
tage in comparison to cooperators in the
OFF state. As a result, the OFF state can
act as a ‘‘buffer’’ for the population.
Because OFF cells will never be outcom-
peted by mutants and ON cells arise via
transition from theOFF state, both original2014 ª2014 Elsevier Ltd All rights reservedsubpopulations can be maintained,
thereby preventing cheaters from taking
over the population (Figure 1D, right
panel). The population’s resilience to in-
vasion would correlate with the magni-
tude of the OFF state growth advantage.
This could be beneficial in a fluctuating
environment, wherein either the OFF or
ON state is favored based on environ-
mental conditions (e.g., nutrient availabil-
ity or stress conditions) (Veening et al.,
2008). In this scenario, buffering would
enable both original populations (OFF
and ON) to survive mutant emergence,
thereby allowing the population to
respond appropriately to varying environ-
mental conditions. Looking forward, Wu
et al.’s work may serve as the basis to
explore whether mutant suppression can
be implemented by other naturally occur-
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