Sequential Effect Systems with Control Operators by Gordon, Colin S.
ar
X
iv
:1
81
1.
12
28
5v
2 
 [c
s.P
L]
  2
8 A
ug
 20
19
1
Sequential Effect Systems with Control Operators
COLIN S. GORDON, Drexel University
Sequential effect systems are a class of effect system that exploits information about program order, rather
than discarding it as traditional commutative effect systems do. This extra expressive power allows effect
systems to reason about behavior over time, capturing properties such as atomicity, unstructured lock own-
ership, or even general safety properties. While we now understand the essential denotational (categorical)
models fairly well, application of these ideas to real software is hampered by the sheer variety of source level
control flow constructs and control operators in real languages.
We address this new problem by appeal to a classic idea: macro-expression of commonly-used program-
ming constructs in terms of control operators. We give an effect system for a subset of Racket’s tagged delim-
ited control operators, as a lifting of an effect system for a language without direct control operators. This
gives the first account of sequential effects in the presence of general control operators. Using this system, we
also re-derive the sequential effect system rules for control flow constructs previously shown sound directly,
and derive sequential effect rules for new constructs not previously studied in the context of source-level se-
quential effect systems. This offers a way to directly extend source-level support for sequential effect systems
to real programming languages.
1 INTRODUCTION
Effect systems extend type systems to reason about not only the shape of data, and available op-
erations — roughly, what a computation produces given certain inputs — but to also reason about
how the computation produces its result. Examples include ensuring data race freedom by reason-
ing about what locks a computation assumes held during its execution [Abadi et al. 2006; Boyapati
et al. 2002; Boyapati and Rinard 2001; Flanagan and Abadi 1999a], restricting sensitive actions (like
UI updates) to dedicated threads [Gordon et al. 2013], ensuring deadlock freedom [Flanagan and
Abadi 1999b; Gordon et al. 2012], checking safe region-based memory management [Lucassen and
Gifford 1988; Tofte and Talpin 1997], or most commonly checking that a computation handles (or
at least indicates) all errors it may encounter — Java’s checked exceptions [Gosling et al. 2014] are
the most widely used effect system.
Most effect systems discard information about program order — the same join operation on a
join semilattice of effects is used to overapproximate different branches of a conditional or different
subexpressions executed in sequence. Despite this simplicity, these traditional commutative effect
systems (where the combination of effects is always a commutative operation) are powerful. Still,
many program properties of interest are sensitive to evaluation order. For example, commutative
effect systems handle scoped synchronized blocks as in Java with ease: the effect of (the set of locks
required by) the synchronized’s body is permitted to contain the synchronized lock, in addition
to the locks required by the overall construct. But to support explicit lock acquisition and release
operations that are not block-structured, an effect system must track whether a given expression
acquires and/or releases locks, and must distinguish their ordering: releasing and then acquiring a
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given lock is not the same as acquiring before releasing. To this end, sequential effect systems (so
named by Tate [2013]) reason about effects with knowledge of the program’s evaluation order.
Sequential effect systems are much more powerful than commutative effect systems, with exam-
ples extending through generic reasoning about program traces [Skalka 2008; Skalka et al. 2008]
and even propagation of liveness properties from oracles [Koskinen and Terauchi 2014] — well
beyond what most type systems support. Yet for all the power of this approach, for years each
of the many examples of sequential effect systems in the literature — including effect systems for
deadlock freedom [Gordon et al. 2012; Suenaga 2008], atomicity [Flanagan and Qadeer 2003a,b],
trace-based security properties [Skalka 2008; Skalka et al. 2008], safety of concurrent communica-
tion [Amtoft et al. 1999; Nielson and Nielson 1993], and general linear temporal properties with
a liveness oracle [Koskinen and Terauchi 2014] — individually rederived much structure common
to all sequential effect systems. We would like a general characterization of control for sequential
effect systems.
Recent years have seen efforts to unify understanding of these sequential effect systems, first
denotationally [Katsumata 2014; Mycroft et al. 2016; Tate 2013], and recently as an extension to
the join semilattice model. Gordon [2017] proposed effect quantales, which capture the structure
common to core languages used to study the concrete sequential effect systems mentioned above
— including imperative looping constructs — but still omits critical features of real langauges and
concrete effect systems that clearly interact with evaluation order. Chief among these are control
operators like exceptions and generators.
Control operators effectively reorder, drop, or duplicate portions of a program’s execution at
runtime, changing evaluation order. In order to reason precisely about flexible rearrangement of
evaluation order, a sequential effect system must reason about control operators. The classic ex-
ample is again Java’s try-catch: if the body of a try block both acquires and releases a lock this
is good, but if an exception is thrown mid-block the release may need to be handled in the corre-
sponding catch. Clearly, applying sequential effect systems to real software requires support for
exceptions in a sequential effect system. Working out just those rules is tempting, but exceptions
interact with loops. The effect before a throw inside a loop — which a catch block may need to
“complete” (e.g., by releasing a lock) — depends on whether the throw occurs on the first or nth
iteration. Many languages include more than simply try-catch, for example with the generators (a
form of coroutine) now found in C# [Microsoft 2018], Python [Team 2001], and JavaScript [Mozilla
2018]. These interact with exceptions and loops. Incrementally enriching the theory of sequential
effect systems for each new control operator seems at best inefficient, and at worst ineffective.
An alternative to studying the panoply of control flow constructs in common languages individu-
ally is to study more general constructs, such as the very general delimited continuations [Felleisen
1988; Felleisen and Friedman 1987] present in Racket. These are useful in their own right, and can
macro-express many control flow constructs and control operators of interest, including loops, ex-
ceptions [Flatt et al. 2007], coroutines [Haynes et al. 1984, 1986], generators [Coyle and Crogono
1991], and more [Danvy 2006]. Then general principles can be derived for the general constructs,
which can then be applied to or specialized for the constructs of interest. This both solves the open
question of how to treat general control operators with sequential effect systems, and leads to a
basis for more compositional treatment of loops, exceptions, generators, and future additions to
languages. This is the avenue we pursue in this paper.
Delimited continuations solve the generality problem, but introduce new challenges since se-
quential effect systems can track evaluation order [Gordon 2018; Koskinen and Terauchi 2014;
Skalka 2008; Skalka et al. 2008]. The effect of an expression that aborts out of a prompt depends
on what was executed before the abort, but not after. At the same time, the body of a continuation
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capture (call/cc) must be typed knowing the effect of the enclosing context — the code executing
after, but not before (up to the enclosing prompt).
We lay the groundwork for handling modern control operators in a sequential effect system:
• We give the first generic characterization of sequential effects for continuations, by giving a
generic lifting of a control-unaware sequential effect system into one that can support tagged
delimited continuations. As a consequence, we can transfer prior sequential effect systems
designed without control operators to a setting with control operators.
• We give sequential effect system rules for while loops, try-catch, and generators by deriving
them from their macro-expression [Felleisen 1991] in terms of more primitive operators. The
loop characterization was previously known (and technically a control flow construct, not a
general control operator), but was given as primitive. The others are new to our work.
• We demonstrate how prior work’s notion of an iteration operator [Gordon 2017, 2018] de-
rived from a closure operator on the underlying effect lattice is not specific to loops, but
rather provides a general tool for solving recursive constraints in sequential effect systems.
• We prove syntactic type soundness (for safety properties) for a type system using our se-
quential control effect transformation with any underlying effect system.
Section 2 gives general background useful for the rest of the paper, in particular explaining
some prior work on sequential effect systems and control operators. Sections 3 and 4 progressively
explain the concepts behind our type system.
2 BACKGROUND
We briefly recall the details of standard type-and-effect systems, sequential type-and-effect sys-
tems, and tagged delimited continuations. We emphasize the view of effect systems in terms of a
control flow algebra [Mycroft et al. 2016] — an algebraic structure with operations corresponding
to the different ways an effect system might combine the effects from subexpressions in a program.
2.1 Effect Systems
Traditional type-and-effect systems extend the typing judgment Γ ⊢ e : τ for an additional com-
ponent. The extended judgment form Γ ⊢ e : τ | χ is read “under local variable assumptions Γ,
the expression e evaluates to a value of type τ (or diverges), with effect χ during evaluation.” The
last clause of that reading is vague, but carries specific meanings for specific effect systems. For
checked exceptions, it could be replaced by “possibly throwing exceptions χ during evaluation”
where χ would be a set of checked exceptions. For a data race freedom type system reasoning
about lock ownership, it could be replaced by “and is data race free if executed while locks χ are
held.”
In traditional effect systems the set of effects tracked forms a join semilattice: a partial order
with a (binary) least-upper bound operation (join, written ⊔), and a least element⊥. As is standard
for join semilattices, ⊔ is commutative and associative. Any time effects of subexpressions must
be combined, they are mixed with this join. Functions introduce an additional complication that
requires modifying function types: the effect of a function’s body does not occur when a function
(e.g., a lambda expression) is evaluated, but only when it is applied. So the effect of a function
expression itself (like other values) may simply be bottom. A function type then carries the latent
effect of the body — the effect that does not “happen” until the function is actually invoked. For
example, consider checked exceptions in Java. The allocation of a class instance (such as what a
lambda allocation there translates to) does not actually run any method(s) of the class — invocation
does. So allocating a class instance throws no exceptions (assuming the constructor throws no
exceptions). But invoking a method with a throws clause may — the throws clause is the latent
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effect of the method for Java’s checked exceptions. To make this more explicit, let us consider the
standard type rules for lambda expressions and function application in a generic effect system:
T-Lambda
Γ, x : τ ⊢ e : σ | χ
Γ ⊢ (λx . e) : τ
χ
→ σ | ⊥
T-App
Γ ⊢ e1 : τ
χ
→ σ | χ1 Γ ⊢ e2 : τ | χ2
Γ ⊢ e1 e2 : σ | χ1 ⊔ χ2 ⊔ χ
Key to note here are that the lambda expression’s type carries the latent effect of the function
body, but itself has only the bottom effect; and that when a function is applied, the overall effect
of the expression is the combination (via join) of all subexprssions’ effects and the latent effect
of the function. We call these effect systems commutative not only to distinguish them from the
broader class of systems we study in this paper, but also because all combinations of effects in
such systems are commutative, and disregard evaluation order — the only means to combine an
effect in a commutative effect system is with the (commutative) join operation. Other rules with
multiple subexpressions, such as while loops, conditions, and more, similar join effects without
regard to program order or repetition.
By contrast, many effect systems use a richer structure to reason about cases where evalua-
tion order is important. This includes effect systems for atomicity [Flanagan and Qadeer 2003a,b],
deadlock freedom [Boyapati et al. 2002; Gordon et al. 2012; Suenaga 2008], race freedom with
explicit lock acquisition and release [Gordon 2017; Suenaga 2008], message passing concurrency
safety [Amtoft et al. 1999; Nielson and Nielson 1993], security checks [Skalka et al. 2008], and (with
the aid of an oracle for liveness properties) general linear-time properties [Koskinen and Terauchi
2014]. Tate labels this class of systems sequential effect systems [Tate 2013], as their distinguish-
ing feature is the use of an additional sequencing operator to join effects where one is known
to be evaluated before another. Consider the sequential rules for functions, function application,
conditionals, and while loops:
T-App
Γ ⊢ e1 : τ
χ
→ σ | χ1 Γ ⊢ e2 : τ | χ2
Γ ⊢ e1 e2 : σ | χ1 ⊲ χ2 ⊲ χ
T-While
Γ ⊢ ec : boolean | χc Γ ⊢ eb : τ | χb
Γ ⊢ while ec eb : unit | χc ⊲ (χb ⊲ χc )
∗
T-Lambda
Γ, x : τ ⊢ e : σ | χ
Γ ⊢ (λx . e) : τ
χ
→ σ | I
T-If
Γ ⊢ ec : bool | χc Γ ⊢ et : τ | χt Γ ⊢ ef : τ | χf
Γ ⊢ if ec et ef : τ | χc ⊲ (χt ⊔ χf )
The sequencing operator ⊲ is associative but not (necessarily) commutative. Thus the effect in
the new T-App reflects left-to-right evaluation order: first the function position is reduced to a
value, then the argument, and then the function body is executed. The conditional rule reflects the
execution of the condition followed by either (via commutative join) the true or false branch. The
while loop uses an iteration operator (−)∗ to represent 0 or more repetitions of its argument; we
will return to its details later. The effect of T-While reflects the fact that the condition will always
be executed, followed by 0 or more repetitions of the loop body and checking the loop condition
again. The rule for typing lambda expressions switches from a bottom element, to a general unit
effect, which will be the identity for sequential composition.
Gordon [2017] proposed a source-level algebraic characterization of sequential effects — the
effect quantale — and showed that rather than capturing strictly necessary aspects of sequential ef-
fects (as some semantic work has done), it captured sufficient structure to model and extend some
prior effect systems from the literature [Flanagan and Qadeer 2003b; Suenaga 2008]. This was
demonstrated in part by giving a core language with effect system, parameterized by a choice of ef-
fect quantale, and giving a type-and-effect-preserving translation between Flanagan and Qadeer’s
early atomicity effect system [Flanagan and Qadeer 2003b] (including flow-sensitive tracking of
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lock ownership before and after expressions) and an instantiation of that core language. Subse-
quently [Gordon 2018] an analagous result was given for a variant of Skalka et al.’s history ef-
fects [Skalka et al. 2008]. The structure extends a join semilattice with a sequencing operator, a
designated error element to model possibly-undefined combinations, and laws specifying how the
operators interact.
Definition 2.1 (Effect Quantale). An effect quantale is a join-semilattice-ordered monoid with
nilpotent top. That is, it is a structure (E,⊔,⊤,⊲, I ) where:
• (E,⊔,⊤) is an upper-bounded join semilattice
• (E,⊲, I ) is a monoid
• ⊤ is nilpotent for sequencing (∀x . x ⊲ ⊤ = ⊤ = ⊤ ⊲ x )
• ⊲ distributes over ⊔ on both sides: a⊲(b⊔c) = (a⊲b)⊔(a⊲c) and (a⊔b)⊲c = (a⊲c)⊔(b⊲c)
⊤ is used as an indication of a type error, for modeling partial join or sequence operators: ex-
pressions with effect ⊤ are rejected. ⊔ is used to model non-deterministic joins (e.g., for branches)
as in the commutative systems, and ⊲ is used for sequencing. The default effect of “uninteresting”
program expressions (including values) becomes the unit I rather than a bottom element (which
need not exist). As a consequence of the distributivity laws, it follows that ⊲ is also monotone in
both arguments, for the standard partial order derived from a join semilattice: x ⊑ y ≡ x ⊔ y = y.
Gordon [Gordon 2017] also showed how to exploit closure operators [Birkhoff 1940; Blyth 2006;
Fuchs 2011] to impose a well-behaved notion of iteration (the (−)∗ operator from T-While) that
coincides with manually-derived versions for the effect quantales modeling prior work for many
effect quantales. Gordon [2018] recently generalized the construction to cover all effect quantales
that can have an iteration operator, including all known effect quantales. The effect quantales for
which the generalized iteration is defined are called laxly iterable. An effect quantale is laxly iter-
able if for every element x , the set of subidempotent elements ({s | s ⊲ s ⊑ s}) greater than both
x and I has a least element. This is true of all known effect quantales corresponding to systems in
the literature.
The iteration operator for an iterable effect quantale takes each effect x to the least subidempo-
tent effect greater than or equal to x ⊔ I (which exists, by the definition of laxly iterable). This iter-
ation operator satisfies 5 essential properties for any notion of iteration [Gordon 2018], which we
will find useful when deriving rules for loops. Iteration operators are extensive (∀e . e ⊑ e∗), idem-
potent (∀e . (e∗)∗ = e∗),monotone (∀e, f . e ⊑ f ⇒ e∗ ⊑ f ∗), foldable (∀e . e⊲e∗ ⊑ e∗ and e∗⊲e ⊑ e∗),
and possibly-empty (∀e . I ⊑ e∗). Another useful property of iteration that we will sometimes use
is that ∀x ,y. x∗⊔y∗ ⊑ (x ⊔y)∗1. Gordon’s work [Gordon 2017, 2018] gives more details on closure
operators and the derivation of iteration. We merely require its existence and properties.
For our intended goal of giving a transformation of any arbitrary sequential effect system into
one that can use tagged delimited continuations, we merely require some abstract characterization,
but effect quantales are a sensible target for lifting for several reasons. First, they adequately char-
acterize the structure of a range of concrete systems from prior work [Gordon 2017, 2018], while
other proposals omit structure that is important to these concrete systems. Second, while effect
quantales are not maximally general, they remain very general: the motivating example for Tate
[2013]’s work (which is maximally general) can be modeled as an effect quantale. Third, we would
like some way of checking whether our derived rules are sensible; effect quantales are the only
abstract characterization for which imperative loops have been investigated, which offers appro-
priate points of comparison. Finally, the iteration construction on effect quantales offers a natural
1x ∗ ⊔ y∗ ⊑ (x ⊔ y)∗ ⊔ y∗ by monotonicity and x ⊑ x ⊔ y , so for y similarly . . . ⊑ (x ⊔ y)∗ ⊔ (x ⊔ y)∗ = (x ⊔ y)∗
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approach to solving recursive constraints on effects, which we will use in deriving closed-form
derived rules for macro-expressed control flow constructs and control operators.
Gordon [Gordon 2017] gives an effect quantale for enforcing data race freedom in the presence
of unstructured locking, where the elements are pairs of multisets of locks — a multiset count-
ing (recursive) lock aquisitions assumed before an expression, and a multiset counting (recursive)
lock claims after an expression. Using pre- and post-multisets rather than simply tracking acqui-
sitions and releases makes it possible to enforce data race freedom: an atomic action (e.g., field
read) accessing data guarded by a lock ℓ can have effect ({ℓ}, {ℓ}), which indicates the guarding
lock must be held before and remains held. The idempotent elements for this effect quantale are
the error element, plus those where the pre- and post-multisets are the same — so iterating an
expression where the lock claims are loop-invariant does nothing, while iterating an action that
acquires and/or releases locks (in aggregate, not internally) yields an error.
As a running example throughout the paper, we will use a simplification of various trace or
history effect systems [Koskinen and Terauchi 2014; Skalka 2008; Skalka et al. 2008]. For a set
(alphabet) of events Σ, consider the non-empty subsets of Σ∗ — the set of possibly-empty strings
of letters drawn from Σ (the strings, not the subsets, may be empty). This gives rise to an effect
quantale T(Σ)whose elements are these subsets or an additional top-most error element Err. Join
is simply set union lifted to propagate Err. Sequencing is the double-lifting of concatenation, first
to sets (A · B = {xy | x ∈ A ∧ y ∈ B}), then again to propagate Err. The unit for sequencing is
the singleton set containing the empty string, {ϵ}. If Σ is a set of events of interest — e.g., secu-
rity events — then effects drawn from this effect quantale represent sets of possible finite event
sequences executed by a program. Because effects drawn from this effect quantale clearly show
the sequence of operations performed by the code as it executes, it will allow us to show explicitly
how fragments of program execution are dropped, duplicated, or re-ordered when using control
operators. In particular they track the full sequence of the primitive operations a program exe-
cutes, rather than discarding information about internal transitions; contrast this to the fact that
(when permitting recursive acquisition) executing a lock followed by an unlock yields an effect
no different from acquiring no locks at all [Gordon 2017], which can obscure the consequences of
reorderings. For our examples, we will assume a family of language primitives event[α]with effect
(∅, ∅, {α}) (similar to Koskinen and Terauchi [2014]), where α is drawn from a set Σ of possible
events. The key challenge we face in this paper is, viewed through the lense of these examples, to
ensure that when continuations are used in those ways, we want to ensure the effect system does
not lose track of events of interest.
2.2 Tagged Delimited Continuations
Control operators have a long and rich history, reaching far beyond what we discuss here. Many
different control operators exist, and many are macro-expressible [Felleisen 1991] in terms of each
other (i.e., can be translated by direct syntactic transformation into another operator), though some
of these translations require the assumption of mutable state, for example. But a priori there is no
single most general construct to study which obviously yields insight on the source-level effect
typing of other constructs. A suitable starting place, then, is to target a highly expressive set of
operators that see use in a real language. If the operators are sufficiently expressive, this provides
not only a sequential type system for an expressive source language directly, but also supports
deriving type rules for other languages’ control constructs, based on their macro-expression in
terms of the studied control operators.
We study a subset of the tagged delimited control operators [Felleisen 1988; Felleisen and Fried-
man 1987; Sitaram 1993; Sitaram and Felleisen 1990a,b] present in Racket [Flatt et al. 2007]. We
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briefly recall this subset here; Racket afficianados familiar with Flatt et al.’s work may skip ahead
while noting we omit continuation marks and dynamic-wind, deferring these to future work. Con-
tinuation marks are little-used outside Racket. dynamic-wind is the heart of constructs like Java’s
finally block or the unconditional lock release of a synchronized block, but we leave them to
future work. Composable continuations extend their context, rather than replacing it. We give
their semantics below for comparison and because they are necessary for completeness in some
models [Sitaram and Felleisen 1990a,b], but leave their treatment in a sequential effect system to fu-
ture work as well. The subset we focus on is shown in Figure 1. Racket also includes compositional
continuations, whose application extends the current context rather than discarding it, giving com-
pleteness with respect to some denotational models [Sitaram and Felleisen 1990b], and alleviating
space problems when using call/cc to simulate other families of control operators (it is known
to macro-express another popular form of delimited continuations, the combination of shift and
reset [Flatt et al. 2007]). The non-composable operators we study can still express loops, excep-
tions, coroutines [Haynes et al. 1984, 1986], and generators [Coyle and Crogono 1991]; we study
the latter later in this paper. We excise discussion of compositional continuations to Appendix D.
All continuations in Racket are delimited, and tagged. That is, there is a form of prompt that
limits the scope of any continuation capture: (% tag e e2) is a tagged prompt with tag tag, body
e, and abort handler e2. Without tagging, any continuation captured within ewould only extend as
far as the closest enclosing prompt, and restoring that (non-composable) continuation would only
replace the context within that prompt. With tagging, continuation capture specifies the prompt
tag delimiting the capture. If the nearest enclosing prompt with that tag lays outside prompts with
other tags, those inner prompts are captured as part of the continuation.
Without tags, different uses of continuations — e.g., error handling or concurrency abstractions
— can interfere with each other [Sitaram 1993]. Thus prompts, the continuation-capturing primi-
tives call/cc and call/comp, and the abort primitive all specify a tag, and only prompts with the
specified tag are used to interpret continuation and abort boundaries. In most presentations of
delimited continuations, tags are ignored (equivalently, all tags are equal), while most implemena-
tions retain them for the reasons above. Here the tags are essential to the theory as well: an abort
that “skips” a different prompt must be handled differently by our type-and-effect system.
call/cc tag f is the standard (delimited) call-with-current-continuation: f is invoked with a de-
limited continuation representing the current continuation up to the nearest prompt with tag tag.
Invoking that continuation replaces the context up to the nearest dynamically enclosing prompt
with the same tag, leaving outer parts of the continuation alone. For now, ignore the type anno-
tations in the terms (σ , χ ). Both capture and replacement are bounded by the nearest enclosing
prompt for the specified tag. The surrounding captured or replaced context (E ′ in both rules) may
contain prompts for other tags, but not the one specified by the operator.
Racket also includes (abort t e), which evaluates e to a value, then replaces the enclosing
prompt (of the specified tag) with an invocation of the handler applied to that value. Racket’s rules
differ from some uses of abort in the literature. Figure 1’s rules are Flatt et al.’s rules [Flatt et al.
2007] without continuation marks and dynamic-wind. Flatt et al. formalized Racket’s control oper-
ators in Redex [Felleisen et al. 2009; Klein et al. 2012], including showing they passed the Racket
implementation tests for those features. We have verified the rules above (plus compositional con-
tinuations) continue to pass the relevant tests in Redex (see supplementary material [Anonymized
2019]).
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E ::= • | (E e) | (v E) | (% t E v) | (call/cc t E) | (call/comp t E) | (abort t e)
σ ; e
q
→ σ ; e
E-App
σ ; ((λx . e) v)
I
→ σ ; e[v/x]
E-PrimApp
δ (σ ,p e) = (σ ′,v, χ ) Values(e)
σ ; (p e)
χ
→ σ ′,v
E-PromptVal
σ ; (% ℓ v h)
I
=⇒ σ ;v
σ ; e
q
⇒ σ ; e
E-Context
σ ; e
q
→ σ ′; e ′
σ ; E[e]
q
⇒ σ ′; E[e ′]
E-Abort
E′ contains no prompts for ℓ
σ ; E[(% ℓ E′[(abort ℓ v)] h)]
I
=⇒ σ ; E[h v]
E-CallCC
E′ contains no prompts for ℓ
σ ;E[(% ℓ E′[(call/ccσχ ℓ k)] h)]
I
=⇒ σ ; E[(% ℓ E′[(k (contσ ℓ E′))] h)]
E-InvokeCC
E′ contains no prompts for ℓ
σ ; E[(% ℓ E′[((contτ ℓ E′′) v)] h)]
I
=⇒ σ ; E[(% ℓ E′′[v] h)]
Fig. 1. Formal semantics
We chose this set of primitives, over related control operators [Shan 2007] such as shift/reset
or shift0/reset0 which can simulate these primitives, for several reasons. First, they are gen-
eral enough to use for deriving rules for higher-level constructs like generators from their macro-
expansion. Second, the control operators we study are implemented as primitives in a real, mature
language implementation (Racket), used in real software [Krishnamurthi et al. 2007]. And finally,
it is known [Flatt et al. 2007] how these control operators interact with other useful control opera-
tors like dynamic-wind [Haynes and Friedman 1987] and continuation marks [Clements et al. 2001].
Thus our Racket subset is a suitable basis for future extension, while we are unaware of established
extensions of shift/reset, shift0/reset0, etc. with continuation marks or dynamic-wind.
One final point about the semantics worth noting is the presence of effect annotations on the
reduction arrows. These semantics are further adapted from Flatt et al. [Flatt et al. 2007] to “emit”
the primitive effect of the reduction, which is typical of syntactic soundness proofs for effect sys-
tems, including ours (Section 6). They do not influence evaluation, but only mark a relationship
between the reduction rules and static effects.
3 WARMING UP: OBSERVING TO THE LEFT AND RIGHT
To build intuition for our eventual technical solution, we first present informal discussion of how
a sequential effect system might be extended to reason about control operations that either skip or
duplicate parts of a program. For the former, we will discuss how to handle abort, which discards
unexecuted code up to a prompt, by appealing to our intuitions about exceptions — which can be
macro-expressed using abort. For the latter, we will examine a very simple control operator that
runs provided code twice; solving this offers a key insight that we later show scales up to encodings
of non-trivial control operators, and by extension non-trivial direct uses of control operators.
In addition to typing direct uses of delimited continuations, wewill derive type rules in a sequen-
tial effect system based on the macro-expression [Felleisen 1991] of less general control operators
in terms of continuations, and use the continuation-aware type rules to derive rules stated directly
in terms of the weaker construct. We will work with regard to an unspecified underlying sequen-
tial effect system given as an effect quantale to ensure broad applicability, constructing effects that
support control operators by transforming the original effect quantale. The key idea we employ,
in two forms, is that of an accumulator effect, which collects effects sequenced on one side (the
left or right), but ignores effects sequenced on the other.
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Aborting Computations. We canmacro-express try-catch with a number of handlers for disjoint
exception types C as2
Jtry e catch Ci ⇒ ei
n
K = (%C1 . . . (%Cn JeK JenK) . . . Je1K)
JthrowCeK = (abort C JeK)
Here we assume types are valid prompt tags (or at least in some 1:1 correspondencewith such tags)
and we tag the throw with the expected exceptional type, and implement catch via abort handlers.
A key requirement for the static effect of a try-catch with n possible checked exceptions to be
sound is that the overall effect must over-approximate not only the non-exceptional executions
(which throw no exceptions), but also the exceptional executions. The exceptional executions in-
clude some “prefix” of the try body, as well as the execution of the corresponding handler. This
means we must track for each exception type the sequential effect prior to throwing that exception.
Then when typing the overall try-catch, the overall effect must be greater than (or equal to) the
sequencing of that body effect before the exception was thrown and the effect of the corresponding
handler. In addition, this tracking must support multiple throws of the same exception in different
locations.
We can track the effect prior to a throw by augmenting effects with a set of non-local con-
trol transfers (uses of abort). We can ensure that this “prefix” of the execution before a throw is
tracked correctly by having the sequence operator ⊲ prefix these effects with underlying effects
from the left (the prefix), and ignore effects to the right (for the control transfers). We call these
control transfer effects left accumulators, because they accumulate approximations of the (linear)
past execution from the left. Consider an effect aborts χ , which describes a computation that first
performs computation with effect χ , then aborts. If this is executed after code with effect γ , then
the resulting effect should be γ ⊲ (aborts χ) = aborts (γ ⊲ χ). By contrast, if this is run before
code with effect γ , we would expect the later code’s effect to be discarded since it will not execute:
(aborts χ) ⊲ γ = (aborts χ). This correctly gives the body of the following try-catch its expected
effect of only performing event α :
try (event[α]; if (cond...) (throw 3) else (event[β])) catch ...
Giving the throw a left accumulator effect ensures the effect “before” the throw includes event α ,
but not the event β that is not emitted in the same executions as the throw.
Duplicating Computations. Left accumulators alone are insufficient to deal with the full range
of control operators. Consider the following use of call/cc (with prompt handlers ellided):
(% t ([call/cc t (λ k. (% t (k ()) . . .))]; (event[α])) . . .)
This program awkwardly executes (event[α]) exactly twice. The call/cc captures the continua-
tion (•; (event[α])). The body of the call/cc then nests a new prompt whose body replaces the
(inner) prompt body with a use of that continuation — introducing a second event. Immediately
after the reduction step that applies the continuation to (), the overall expression is (% t ((% t
((); (event[α])) ...); (event[α])) ...). The outer event comes from the original call outside
the call/cc, and the inner event (inside the inner prompt) comes from invoking the continuation.
There’s an important subtlety in reasoning about this kind of duplication. For left-accumulation,
we can give a closed effect for abort and have that effect collect to its left. But the call/cc itself does
not contain the informationwe require about the captured continuation — and in fact, syntactically
identical call/ccs in different contexts can capture continuations with very different effects.
2Technically this encoding differs from the behavior of Java or C#: if a handler throws an exception caught by another
handler in the same try-catch block, in Java or C# this will always propagate to the next enclosing catch (if one exists).
In this encoding, if the handler forCn throws exceptionCm for n > m, it will be caught locally due to nesting. In practice,
such scenarios are uncommon. In the type rules we give, we restrict the catch handlers to not throw exceptions.
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Somehow we must both use some effect to characterize the behaviors from invoking the contin-
uation k in subexpressions, but we must also relate this to effects that occur outside the call/cc.
We take a “guess-and-check” approach. The type rule for call/cc will choose some assumed latent
effect for the continuation, and check the body under that assumption. But the overall effect will
produce a right-accumulator, which is initially empty (the identity effect), but accumulates the ef-
fects sequenced to the right. The accumulator includes a record of the “guess” — which we will call
a prophecy — that can be checked against the accumulated effects at the boundary of continuation
capture (the prompt). The idea is that by the time this effect propagates outwards to the delimiting
prompt, it will have collected the latent effect of the captured continuation; as long as this collected
latent effect is less than the guess used to type check the body of the call/cc, the guess was sound
and so is the derived type and effect of the call/cc body.
In the example above, the call/cc typing will guess an effect F , and use that to give the body
effect F . It will also produce an accumulator that collects effects outside, including the effect of
the call to foo in the original program. When this accumulator has “observed” all code between
the call/cc and the enclosing prompt, the type system can check that the observed effects are a
subeffect of what was guessed. This splits the work between the rule for call/cc, which posits a
continuation effect and includes the guess in its own effect, and the rule for prompt, which checks
the prophecy against the observation. Here, if F = {α} (the effect of event[α]) the prophecy will
accumulate F , which is clearly compatible with the prophecy (also F ). The overall effect of the
example would then be F ⊲ F = {αα}.
Extending these intuitions further requires dealing with additional difficulties. First, the guess
made when locally checking a call/cc body might need to predict the existence of other uses of
call/cc, since guesses are themselves an effect. Second, the effects must track which prompt they
target, and which tags’ continuations are restored before the effect actually occurs, since continua-
tions can jump out of one or more prompts of differing tags. Finally, accumulation must sometimes
pause, skip some effects, and then resume, to avoid treating code discarded by a continuation as
part of the context captured by a call/cc within that continuation.
4 EFFECTS FOR TAGGED DELIMITED CONTINUATIONS
We consider a type-and-effect system for a language with the constructs from Figure 1 without
compositional continuations. Our expressions and types are:
Expressions e ::= p | (λx . e) | (e e) | (% ℓ E v) | (call/cc ℓ e) | (abort ℓ e) | (cont ℓ E) | if e e e
Values v ::= (λx . e) | cont ℓ E | vp
Types τ ,γ ::= unit | bool | τ
χ
−→ τ | (cont ℓ τ χ τ ) | µX . τ
p and vp are parameters of the system following Gordon’s work [Gordon 2017, 2018]: primitives
(which can include operations such as locking primitives or event[α]) and primitive values (e.g.,
for encoding locations). Gordon’s soundness framework also parameterizes operational semantics
by an abstract notion of state, and semantics for primitives manipulating state; we assume (and
later use) a similar framework, which admits a range of concrete examples.
Types include common primitive types, function types with latent effects, equirecursive types
(needed for typing loops), as well as a type for continuation values that we discuss with the type
rule for invoking continuations. Effects χ are drawn from a new effect algebra C(Q), constructed
from an underlying effect quantaleQ , which describes continuation-aware effects based onQ (for
the non-compositional continuations). The core idea for the type system is the use of two kinds of
accumulators, as suggested in Section 3. The effect quantale construction presented in this section
adds to an existing, underlying effect quantale support for tagged delimited continuations with
abort handlers and (non-compositional) continuation invocation.
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Q ∈ UnderlyingEffect = An element of an arbitrary effect quantale UnderlyingEffect
CE ∈ ControlEffect ::= replace ℓ : Q { τ | abort ℓ Q { τ | c ℓ
p ∈ Prophecy ::= prophecy ℓ χ { τ obs χ ′ | p
ℓ
χ ∈ ContinuationEffect := set Prophecy × set ControlEffect × option UnderlyingEffect
Q1 ⊲Q2 =

⊤ if Q1 = ⊤ ∨Q2 = ⊤
⊥ if Q1 = ⊥ ∨Q2 = ⊥
Q1 ⊲Q2 otherwise
Q1 ⊔Q2 =

⊤ if Q1 = ⊤ ∨Q2 = ⊤
Q1 if Q2 = ⊥
Q2 if Q1 = ⊥
Q1 ⊔Q2 otherwise
Q ⊲C = if (Q = ⊥) then ∅ else (map (Q ⊲ _) C) Q ⊲ c ℓ = Q ⊲ c ℓ
Q ⊲ replace ℓ : Q ′ { τ = replace ℓ : (Q ⊲Q ′){ τ Q ⊲ abort ℓ Q ′ { τ = abort ℓ (Q ⊲Q ′){ τ
prophecy ℓ (P ,C,Q){ τ obs (P ′,C ′,Q ′)
ℓ′
◮ χ ′′ = prophecy ℓ (P ,C,Q) { τ obs (P ′,C ′,Q ′)
ℓ′
prophecy ℓ (P ,C,Q) { τ obs (P ′,C ′,Q ′) ◮ (P ′′,C ′′,Q ′′)
= prophecy ℓ (P ,C,Q){ τ obs ((P ′ ◮ (P ′′,C ′′,Q ′′)) ∪ P ′′,C ′ ∪ (Q ′ ⊲C ′′),Q ′ ⊲Q ′′)
(P1,C1,Q1) ⊲ (P2,C2,Q2) = ((P1 ◮ (P2,C2,Q2)) ∪ P2,C1 ∪ (Q1 ⊲C2),Q1 ⊲Q2)
(P1,C1,Q1) ⊔ (P2,C2,Q2) = (P1 ∪ P2,C1 ∪C2,Q1 ⊔Q2)
C1 ⊑ C2 =
∧{
∀ℓ,Q, τ . replace ℓ : Q { τ ∈ C1 ⇒ ∃Q
′. replace ℓ : Q ′ { τ ∈ C2 ∧Q ⊑ Q
′
∀ℓ,Q, τ . abort ℓ Q { τ ∈ C1 ⇒ ∃Q
′. abort ℓ Q ′ { τ ∈ C2 ∧Q ⊑ Q
′
P1 ⊑ P2 =
(∀ℓ, χ , χ ′, τ . prophecy ℓ χ { τ obs χ ′ ∈ P1 ⇒ ∃χ
′′. prophecy ℓ χ { τ obs χ ′′ ∈ P2 ∧ χ
′ ⊑ χ ′′)∧
(∀ℓ, ℓ′, χ , χ ′, τ . prophecy ℓ χ { τ obs χ ′
ℓ′
∈ P1 ⇒ ∃χ
′′. prophecy ℓ χ { τ obs χ ′′
ℓ′
∈ P2 ∧ χ
′ ⊑ χ ′′)
(P ,C,Q) ≈ (P ′,C ′,Q ′) =
∨{ (NoUnderlyingTop((P ,C,Q), (P ′,C ′,Q ′)) ∧ (P ,C,Q) ⊒⊑ (P ′,C ′,Q ′))
(UnderlyingTop((P ,C,Q)) ∧ UnderlyingTop((P ′,C ′,Q ′)))
(P ,C,Q) ⊑ (P ′,C ′,Q ′) = P ⊑ P ′ ∧C ⊑ C ′ ∧Q ⊑ Q ′
Fig. 2. Liing a continuation-unaware effect quantale to support tagged delimited continuations.
Figure 2 gives the formal definition of C(Q). We will first describe the high-level structure of
C(Q) for some general intuition, then shift to explaining the details and motivations for this struc-
ture byway of examples coupledwith type rules for various constructs in Section 4.1. Conceptually,
a continuation effect tracks a set of possible execution behaviors, corresponding to the dynamic
effects for a range of possible execution paths through an expression. Some of these are merely
uses of basic (underlying) effects, independent of control operators. Others relate to the use of
abort and invoking captured continuations. And due to the non-local nature of ensuring a call/cc
body’s assumptions on the continuation’s latent effect match the actual captured continuation’s
latent effect, effects must record assumptions made in typing a call/cc. For reasons explained later
we will conceptually treat these call/cc-related assumptions as assumptions about suffixes of an
expression’s behaviors (those starting from the call/cc). On a first reading of Figure 2 it may help
to assume all tags are equal (essentially simplifying to untagged delimited continuations), which
allows initially ignoring several features required to handle multiple tags (noted below).
A ContinuationEffect χ of an expression e is a triple (Pχ ,Cχ ,Qχ ); intuitively this separates
groups of “behavior representations” that tend to be manipulated in similar ways. The underlying
effect Qχ overapproximates the “regular” executions’ effects (which may include the “resolved”
behavior of prompts within e) — those where e returns a value, rather than leaving its enclosing
continuation by way of a control operator. This is an optional effect: it may be ⊥ if the expression
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always invokes a continuation or aborts, or may be some elementQ of the underlying effect quan-
tale. We write Q for definite elements of the underlying effect quantale, and Q for an option that
may be ⊥. By convention, we useQ to refer to the defined value ofQ , only when it is known to be
non-⊥, and freely write concrete elements of the underlying effect quantale (particularly ⊤ and I )
as if they are implicitly injected into the option type. Figure 2 lifts the underlying effect quantale’s
⊲ and ⊔ to operate on optional underlying effects:⊥ becomes almost nilpotent for ⊲ (⊤, indicating
errors, takes priority), and ⊥ effectively is placed as a new least element in the underlying effect
quantale’s partial order (which may not have had a least element before). In the absence of uses of
control operators (call/cc, prompts, and abort), this component behaves as an embedding of the
underlying effect quantale. The other components deal with control operators.
Cχ is a set of control effects, which track the use of abort or invocations of already-captured con-
tinuations. Control effects (CE) characterize non-local control transfer from both aborts (abort)
and continuation invocation (replaced), which each discard the continuation enclosing their use.
Abort effects track a prefix effect over-approximating any linear past of the expression at some
point in execution, as well as the type of value thrown, and the prompt tag that selects the han-
dler: abort ℓ Q { τ indicates a possible control exit from an expression via abort to the nearest
dynamically-enclosing prompt for tag ℓ, throwing a value of type τ , after first executing code with
underlying effectQ . Replacement effects’ meanings are similar to abort effects’: replace ℓ : Q { τ
indicates a possible control exit from an expression via invoking a continuation, which will dis-
card the enclosing context up to the nearest prompt for tag ℓ, replacing it with a new context with
result type τ 3. In this case, the underlying effectQ includes both the linear past execution prior to
invoking the continuation as well as the underlying effect of the invoked continuation. Because
both variants of control effects track “prefixes” of execution before a use of non-local control, both
are left-accumulators, since the left operand of the sequencing operator corresponds to an earlier
fragment of execution while the right operand corresponds to code discarded by control opera-
tions. There are also blocked control effects c ℓ , which are control effects (of any variety) that arise
only after restoring a continuation delimited by a prompt tagged with ℓ — necessary information
to track when that continuation might discard the otherwise-nearest prompt for an abort. We will
discuss blocked control effects further in Section 4.1, but for now note that blocked control effects
are only required for multiple tags, so an intuitive reading of Figure 2 ignoring tag distinctions can
also ignore blocked control effects.
Pχ is a set of prophecies used to type check call/cc, where typing a call/cc’s body requires
knowing the latent effect and result type of the captured continuation, but this information is not
available locally — by definition, the behavior of the enclosing context is outside the call/cc itself.
As suggested in Section 3, our system essentially uses “guess and check”: the type rule for call/cc
chooses a latent effect and return type for the captured continuation (a “guess”) and a different
rule will check that this “guess” was correct, at a larger lexical scope where knowledge about that
enclosing context is available (i.e., at the delimiting continuation).
Prophecies have a non-trivial structure, so we will explain them in stages. Initially, readers may
assume a prophecy is simply prophecy ℓ (P,C,Q) { τ , indicating that an expression contained a
call/cc capturing a continuation up to a prompt for ℓ, and that its body was type checked under
the assumption that the continuation captured there would have latent effect (P,C,Q) and return
a value of type τ (if it returns normally); we will revisit the obs fragment in Section 4.1.2, which
accumulates effects that occur later in program order. Notice that the prophecy must predict a full
3 For simplicity, our type system does not support answer type modification [Danvy and Filinski 1989]. We foresee no
major barriers to supporting answer type modification, but such an integration would add significant technical detail that
is orthogonal to the key ideas of this paper.
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continuation effect (all three components) because the captured continuation may include regular
returns, exits via control operations, and uses of call/cc that themselves will result in prophecies.
This fragment of the actual prophecies in Figure 2 is the essential piece of the prophecy, and for an
intuitive reading this is the fragment to focus on. Like control effects, prophecies may be blocked
— p
ℓ
— if they correspond to a call/cc evaluated after restoring a continuation. Unlike blocked
control effects, blocked prophecies are necessary even without tags, because they control whether
or not a prophecy accumulates; we defer the details to Section 4.1.2.
Operations on C(Q). Unsurprisingly, C(Q) includes operators for sequencing or taking least up-
per bound of continuation-aware effects (double-boxed in Figure 2) in order to deal with sequential
composition in evaluation order, or alternatives from conditionals. These almost define an effect
quantale, in a sense we make precise shortly; most effect quantale intuitions carry over to C(Q).
Sequencing continuation effects requires sequencing the components appropriately. Underly-
ing effects are sequenced using the underlying effect quantale’s ⊲ operator lifted to handle ⊥ as
discussed above. The control effects for two sequenced subexpressions include the transfers out
of the first along with the transfers out of the second, though the latter — if they occur — would
occur after the regular (underlying) effect of the first expression. Thus we lift the underlying effect
quantale’s ⊲ to take a set of control effects as its right operand, soQ ⊲C essentially maps prefixing
byQ over all underlying effects inC’s abort and replacement effects. This results in control effects
accumulating execution information “on the left.” (If the first expression’s underlying effect is ⊥,
⊥ ⊲C = ∅, indicating the later control effects will simply not occur.) Blocked control effects still
accumulate on the left to track how execution reached them.
Prophecies contain two nested effects. One of these (sometimes) accumulates full effects from
the right, via a per-prophecy accumulation◮, lifted to operate on sets of prophecies. This accumu-
lating nested effect is used to incrementally compute the latent effects of captured continuations,
tracking the effects that occur in program order between the point of a call/cc and the outer
boundaries of an expression; thus it accumulates “on the right” effects that occur later in program
order than a corresponding call/cc. The details of this accumulation, when it is used, and why
accumulation is sometimes “turned off” (via blocked prophecies) in fragments of a program, are
some of the most subtle aspects of the system. We defer them for now, returning in Section 4.1.2.
C(Q) is Almost an Effect Quantale. Figure 2 defines an explicit preorder on continuation effects
rather than inheriting one directly from ⊔ as effect quantales do; this essentially permits certain
underlying effects tracked by the continuation effects to be over-approximated by “greater” effects
from the underlying effect quantale, rather than from the naive partial order induced by tracking
sets for prophecies and control effects. For example, this permits a closure with a latent effect
indicating it aborts after underlying effectA to be passed as an argument whose formal parameter
type has a latent effect indicating the closure should abort after underlying effect B as long as A ⊑
B.4 This is preferable to requiring the formal parameter to declare multiple control effects for both
A and B as acceptable, when any pre-abort computation with effectA also already has effect B; this
relaxation reflects natural subsumption of underlying effects into the continuation-aware effects.5
The figure also defines an equivalence relation ≈ as a subset of mutual over-approximation: two
effects are equivalent if each over-approximates the other or both contain underlying⊤, indicating
that both contain a type error with respect to the underlying effect quantale.
4Inheriting ⊑ from ⊔ would require the parameter type to list both A and B.
5We could instead induce a partial order from the join, as we do with the underlying effect quantale, but this would be too
“picky”: code aborting after A should count as code aborting after B, when A ⊑ B in the underyling effect quantale.
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The most natural characterization of Figure 2’s generalization of effect quantales is as an effect
quantale modulo equivalence:
Definition 4.1 (Effect Quantale Modulo Equivalence). An effect quantale modulo equivalence is a
structure (E,≈,⊔,T ,⊲, I ) where: ≈ is an equivalence relation on E; (E,⊔) is a join semilattice up
to ≈, with greatest element (equivalence class)T ; (E,⊲, I ) is a monoid up to ≈; membership inT is
propagated by sequencing (∀x , t . t ∈ T ⇒ (x ⊲ t) ∈ T ∧ (t ⊲ x) ∈ T ); and ⊲ distributes over ⊔ on
both sides (a ⊲ (b ⊔ c) ≈ (a ⊲ b) ⊔ (a ⊲ c) and (a ⊔ b) ⊲ c ≈ (a ⊲ c) ⊔ (b ⊲ c)).
In particular, ⊲ is associative (up to equality) with unit element (∅, ∅, IQ); ⊔ is commutative and
associative (up to equality), and always produces an element in the equivalence class (by ≈) of the
least upper bound according to ⊑ (which is used in ≈ in such a way that the partial order induced
by ⊔ is compatible with the explicit ⊑ in Figure 2). ≈ is not degenerate unless the underlying effect
quantale is. ⊲ and ⊔ respect ≈ and the distributivity requirements. T is simply the set of all Note
that ⊑ does not respect equivalence (it is used to define equivalence), but we will later treat it as
such due to side-conditions forbidding effects containing underlying ⊤.
We will generally refer to C(Q) as simply an effect quantale, rather than an effect quantale
modulo equivalence, because the latter can always be collapsed to the former:
Lemma 4.2 (Effect Q_uantales Modulo Eqivalence Collapse). Given an effect quantale
modulo equivalence (E,≈,⊔,T ,⊲, I ), the result of quotienting E by the equivalence relation — (E/≈
,⊔,T ,⊲, {I }) — is an effect quantale.
In principle it would be possible to modify C(Q) to produce a standard effect quantale directly,
which directly incorporates the sorts of over-approximation we want, rather than dealing with
the equivalence relation (e.g., by computing a single over-approximation of each abort or replace
effect, and explicitly lifting underlying ⊤ into a distinguished top element). But this would add
further significant complexity to Figure 2, proofs, and type derivations merely for the sake of
fitting exactly into an existing framework.
4.1 Control Effects, Prophecies, and Type Rules
This subsection explains control effects and prophecies in more detail, by reference to the type
rules. The type rules for lambda abstraction, function application, and conditionals are as in Sec-
tion 2 (though using continuation effects and operators from Figure 2), so we do not discuss them
further. Typing uses of primitives requires additional rules and parameters to define the additional
types (e.g., lock or location types) and their relationship to operational primtives, following Gor-
don [Gordon 2017, 2018]. We include subtyping (<:), including the standard type-and-effect sub-
sumption rule, and function subtyping that is covariant in the body’s latent effect. Figure 3 gives
central type rules for this paper, for prompts, aborts, continuation capture, and continuation invo-
cation.
4.1.1 Control Effects. Abort effects are introduced by the type rule for the abort construct,
T-Abort, and replacement effects are introduced by the type rule for invoking continuations, T-
AppCont. To demonstrate T-Abort and abort effects, consider:
(% ℓ ((if (b) (event[α]; abort ℓ 4) ()); event[α ′]) (λ x. event[β]))
Assuming b is simply a boolean variable (therefore, with pure effect), to soundly check the effect
of a prompt (for ℓ) containing this code, the type system must account for two execution paths. If
b is false, the code will execute the event α ′. If b is true, the code will execute the event α , then
abort, throwing 4 to the handler, which will execute event β . So the (underlying) effect of this
code should ideally be {α ′,αβ}; including αα ′ would be sound but imprecise. This requires the
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P \Q ℓ = {p \Q ℓ | p ∈ P ∧OuterTag(p) , ℓ} C \ ℓ = {c ∈ C | OuterTag(c) , ℓ}
C |
Q
ℓ
= {Q ′ ⊲Q | abort ℓQ ′ { _ ∈ C} ∪ {Q ′ | replace ℓ : Q ′ { _ ∈ C}
prophecy ℓ′ (P, C, Q ) { τ obs (P ′, C ′, Q ′)
ℓ
= prophecy ℓ′ (P, C,Q ) { τ obs ( P ′ ℓ, C
′
ℓ, Q
′)
prophecy ℓ′ (P, C,Q ) { τ obs (P ′, C ′, Q ′)
ℓ ℓ
= prophecy ℓ′ (P, C,Q ) { τ obs ( P ′ ℓ, C
′
ℓ, Q
′)
prophecy ℓ′ (P, C,Q ) { τ obs (P ′, C ′, Q ′)
ℓ′′ ℓ
= prophecy ℓ′ (P, C, Q ) { τ obs (P ′, C ′, Q ′)
ℓ′′
(if ℓ , ℓ′′)
(prophecy ℓ′ (P, C,Q ) { τ obs (P ′, C ′, Q ′)) \Q ℓ = prophecy ℓ′ (P, C, Q ) { τ obs (P ′ \Q ℓ, C ′ \ ℓ, Q ′ ⊔ (C ′ |
Q
ℓ
))
( prophecy ℓ′ (P, C, Q ) { τ obs (P ′, C ′, Q ′)
ℓ
) \Q ℓ = prophecy ℓ′ (P, C, Q ) { τ obs (P ′ \Q ℓ, C ′ \ ℓ, Q ′ ⊔ (C ′ |
Q
ℓ
))
(prophecy ℓ′ (P, C,Q ) { τ obs (P ′, C ′, Q ′) until ℓ′′) \Q ℓ = prophecy ℓ′ (P, C, Q ) { τ obs (P ′, C ′, Q ′)) until ℓ′′ (if ℓ , ℓ′′)
V-Effects
∀τ ′,Q . (abort ℓ Q { τ ′) ∈ C ℓ ⇒ τ
′
<: σ ∀Q, τ ′. (replace ℓ : Q { τ ′) ∈ C ℓ ⇒ τ
′
<: τ(
∀χproph , τ
′
, Pp ,Cp ,Qp . prophecy ℓ χproph { τ
′ obs (Pp ,Cp ,Qp ) ∈ P ℓ ⇒
Pp
ℓ
⊑ Pproph
ℓ
∧ Cp
ℓ
⊑ Cproph
ℓ
∧Qp ⊑ Qproph ∧ τ <: τ
′
)
validEffects(P ,C,Q, ℓ, τ ,σ )
T-Prompt
Γ ⊢ e : τ | (P ,C,Q) Γ ⊢ h : σ
(∅, ∅,Qh)
−−−−−−−→ τ | I validEffects(P ,C,Q, ℓ, τ ,σ )
Γ ⊢ (% ℓ e h) : τ | (P ℓ \
Qh ℓ, C ℓ \ ℓ,Q ⊔
(⊔
C ℓ |
Qh
ℓ
)
)
T-CallCont
NonTrivial(χk ) Γ ⊢ e : (cont ℓ τ χk γ )
χ
→ τ | χe
Γ ⊢ (call/cc ℓ e) : τ | (χe ⊲ χ ) ⊲ ({prophecy ℓ χk { γ obs (∅, ∅, I )}, ∅, I )
T-AppCont
Γ ⊢ k : cont ℓ τ ′ (P ,C,Q) τ ′′ | χk Γ ⊢ e : τ
′ | χe
Γ ⊢ (k e) : τ | χk ⊲ χe ⊲ (P ℓ , C ℓ ∪ (Q ⊲ {replace ℓ : I { τ
′′)},⊥)
T-Abort
Γ ⊢ e : τ | χe
Γ ⊢ abort ℓ e : σ | χe ⊲ (∅, {abort ℓ I { τ },⊥)
Fig. 3. Typing control operators with continuation effects.
effect system to notice event[α ′] executes only when code before it actually reaches it by normal
execution (i.e., that it does not run after event[α]), and that the event sequences executed prior to
an abort must be paired with an execution of the handler while “regular” returns from the prompt
must not.
Typing this code requires T-Abort, which is the simplest rule introducing a control effect. T-
Abort’s effect is the result of sequencing the effect of the abort expression’s body — which com-
putes the value thrown to the prompt handler — with an effect indicating control transfers to the
abort handler for the indicated prompt, throwing an appropriately-typed value.
Consider the case of (event[α]; abort ℓ 4) as above. In this case, the effect of the expression
whose value will be aborted is (∅, ∅, I ), so the effect of the conditional branch containing abort
expression will be (∅, ∅, {α}) ⊲ (∅, {abort ℓ I { nat},⊥) = (∅, {abort ℓ {α} { nat}). This effect
indicates that control may exit the expression indirectly via abort, after first executing code with
underlying effect {α}. The type nat in the abort effect indicates the value thrown to the handlerwill
have type nat; elsewhere in the derivation, the type rule for an enclosing prompt will ensure this
is a subtype of the handler’s argument type. The effect also indicates that the expression definitely
does not return a value directly, since the underlying effect is ⊥.
Our effect system will give the body of this prompt the effect produced by taking the least upper
bound of the two branches’ effects (via T-If), and sequencing the last event after the result:
((∅, {abort ℓ {α} { nat},⊥) ⊔ (∅, ∅, I ))⊲ (∅, ∅, {α ′}) = (∅, {abort ℓ {α} { nat},α ′)
We will revisit prompt typing later, but briefly: the rule for typing the prompt itself will notice
the body contains this abort effect, and include in the overall effect of the prompt the trace αβ
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corresponding to triggering event α (from the execution prefix prior to abort), then aborting to
the handler, which triggers event β (it will also check that the value thrown is a type-correct input
to the handler, which is trivial in this case).
Replacement effects, as well as blocked control effects, are introduced by T-AppCont, which
resembles a combination of function application (evaluating the function position, then argument,
then incorporating a latent effect from the invoked continuation) with T-Abort, noting that the
exceptional exit is via invoking a continuation that replaces the current context, rather than via
an abort. The type cont ℓ τ ′ (P,C,Q) τ ′′ is the type of a continuation (non-composable) that will
replace the current context up to the nearest dynamic prompt for tag ℓ, and when provided a
value of type τ ′ to plug the hole, will have effect (P,C,Q) during evaluation, resulting in a result
value of type τ ′′. A continuation’s type is not used directly as a latent function effect, but is in-
stead rearranged to indicate the non-local control transfer and the fact that some of the behaviors
originate in a continuation (and therefore may require special handling when discarding one or
more prompts). First, what might be a regular value result from the continuation’s perspective is
not a direct result from the perspective of where the continuation is invoked: if the continuation
returns 3 directly, the invocation of that continuation still does not return it directly. Thus what
is an underlying effect for the continuation becomes a control effect at invocation. Second, the
existing control effects from the continuation’s body also occur after the context around the in-
vocation is discarded; because this may discard entire prompts, not just context up to the nearest
enclosing prompt, those latent effects are blocked — C ℓ wraps any control effect inC not already
blocked until tag ℓ or unblocked but not targeting ℓ in a new block. In the common case where the
continuation is for the nearest prompt regardless of tag blocking can be ignored; we will revisit
this with a separate discussion of interactions between prompts of differing tags. The result type
of the continuation is used as the continuation result type of the newly-introduced replacement
effect. The underlying effect of T-AppCont is ⊥, indicating that it does not return directly. Finally,
the prophecies of the continuation’s latent effect are blocked as well, though we defer discussion
of that point until we have explained prophecies themselves. Finally, note that the result type of
the invocation is arbitrary; the locally-assumed result type is irrelevant, since it will never need to
produce a value of that type. Consider:
(% ℓ ((if (b) (event[α]; ((cont ℓ (•; event[γ])) 3)) ()); event[α ′]) (λ x. event[β]))
Ifb is false, the codewill emit only event α ′ as before. But ifb is true, the codewill emit eventα , then
invoke the continuation (cont ℓ (•; event[γ]; ())) with argument 3. The continuation will re-
place the body of the prompt — discarding the code that would emit α ′ — then emits γ . So the effect
here should ideally be {α ′,αγ }. Assuming the type of the continuation is cont ℓ nat (∅, ∅, {γ }) unit,
then since the continuation and its argument are already values (with unit effect), T-AppCont
would give the invocation expression the effect ( ∅ ℓ , ∅ ℓ ∪ {replace ℓ : {γ } { unit},⊥) =
(∅, {replace ℓ : {γ } { unit},⊥). Repeating the use of sequencing and conditional rules from
the previous example with the new control effect gives the prompt’s body effect (∅, {replace ℓ :
{αγ } { unit}, {α ′}), which the rule for the prompt will transform into (∅, ∅, {α ′,αγ }).
4.1.2 Prophecies. Prophecies are introduced by T-CallCont, which gives an effect for call/cc
expressions by sequencing the effect for computing the function to call with the current continua-
tion, followed by the latent effect of that function (i.e., the code run with the current continuation),
followed by a special marker which (ignoring the obs bit of the prophecy for now) indicates the
latent effect assumed for the continuation. To see this in context, consider:
(% ℓ ((call/cc ℓ (λ k. (% ℓ (k ()) ...))); event[α]) ...)
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Here the continuation captured for k will be (cont ℓ (•; event[α])), which can be given type
cont ℓ unit (∅, {replace ℓ {α} { unit},⊥) unit. Assuming that type, the callc/cc could be given
effect ({prophecy ℓ (∅, ∅, {α}) { unit}, ∅, {α}) (still assuming the simplified prophecies from
earlier). Sequencing this with the outer α event’s effect would then give the correct underlying
effect of {αα}. But the type system as explained so far lacks enough information to check that the
latent effect in k’s type soundly overapproximates the effect of the captured continuation.
The question of how to perform this validation is one of the key challenges in designing our
lifting construction, and motivates some of the most intricate parts of the construction, in partic-
ular the obs extension to prophecies visible in Figure 2. The continuation effect following obs (as
in observation) in Figure 2 is an accumulator, which is used to compute (an overapproximation
of) the latent effect of the captured continuation. The rules for sequencing continuation effects
add (via ◮) all effects that come later in program order, up to the limit of the enclosing prompt
boundary. As long as the type system ensures this accumulates the full latent effect of any captured
continuation for that particular call/cc — from immediately after the call/cc in program order
to the end of the body for the delimiting prompt — then comparing the full accumulation (called
an observation) to the prediction gives enough information to check if the prediction was sound.
In this example, the entire body of the prompt is just the call/cc and the event. Making the same
prediction as above, T-CallCont initializes the observation to (∅, ∅, I ), and sequencing will result
in the prophecy
prophecy ℓ (∅, ∅, {α}){ unit obs (∅, ∅, I )◮ (∅, ∅, {α}) = prophecy ℓ (∅, ∅, {α}){ unit obs (∅, ∅, {α})
in the final effect of the (outer) prompt body. The prompt type rule, discussed shortly, will es-
sentially check that (∅, ∅, {α}) ⊑ (∅, ∅, {α}) (there are additional subtleties), ensuring the guess
overapproximated the actual captured continuation’s latent effect. The rest of the body’s effect
will have an empty control effect set, and underlying effect {αα} as expected.
The last unremarked aspect of T-Prompt is the non-triviality requirement on the prophecy, re-
quiring either the control effect set to be non-empty or the underlying effect to be non-⊥ (or both).
This ensures that no expression (critically, no continuation invocation) can have the degenerate
effect (∅, ∅,⊥). Without the check, some programs could have this “nothing” effect despite per-
forming non-unit non-⊥ individual effects (e.g., an infinite loop that performs non-trivial work
on each iteration), which is counterintuitive and would require weakening soundness (Section 6).
With the check, no programs have this strange effect, and the soundness claims are standard for
syntactic soundness of sequential effect systems.
Alternatives to Accumulating Observations. Our approach to prophecy validation is inherently
computational, and in a sense global (to a given prompt): we build (overapproximations of) the
actual latent effects of captured continuations in the type system, rather than merely checking
if the prediction was sound. There are other general approaches, but they are either brittle or
introduce too much difficulty in capturing iteration (see Section 5).
One appealing alternative approach to this would be to check the accuracy incrementally: for
every effect sequenced after one containing a certain prophecy (P,C,Q), “subtract” however much
of the prophecy matches the subexpression just sequenced after it. So for example, in typing e1; e2,
if e1’s effect χ1 contained a prophecy for (P,C,Q), the type system might ideally somehow account
for the fact that if the prophecy was accurate, if e2’s effect χ2 was a prefix of (P,C,Q), then only
the remainder would still need to be validated, and the result of χ1 ⊲ χ2 would contain a prophecy
for this “residual” effect χ ′ chosen such that χ2 ⊲ χ
′ ⊑ (P,C,Q). This works for some examples:
informally, if e1 is typed assuming a call/cc captures a continuation with underlying effect {αβ}
and e2’s effect is {α}, then as long as the enclosing context of e1; e2 has residual effect {β}, the
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original prophecywas sound. This works for more complex trace effects as well. Conceptually, this
can be extended to every type rule, and as long as the prophecies of a prompt’s body are empty
(i.e., greater than or equal to unit) when checking the prompt, then the prophecies have been fully
accounted for by the behavior of the enclosing context, and were therefore sound.
The operation we have outlined here is actually well-known in work studying lattice-ordered
monoids, such as themodel theory of substructural logics [Galatos et al. 2007]: it requires a residual
operation, making the effect quantale a residuated structure. In this context, this means there exists
an operation x\z defined as the (unique) greatest y such that x ⊲ y ⊑ z. For effects, this would
model the idea that if we were validating a prophecy z and the next observed effect in program
order (not yet included in validating) was x , x\z would be the greatest effect that the remaining
(unchecked) context could have and still make the original prophecy true. To use this for our lifting
construction, we would need the underlying effect quantale to be residuated, and would neeed to
define the lifting to make the result residuated. Unfortunately, while trace effect quantales are
residuated, there are interesting effect quantales that are not residuated, and there is no way to
automatically transform a non-residuated effect quantale into a residuated one. It is unclear how
restrictive it would be to define the lifting only for residuated effect quantales. Still, the idea of
incrementally validating the prophecy is appealing.
Instead of requiring residuation, we could simply require that a derivation choose some possible
remainder effect at each point (rather than computing a unique remainder via residuals). As long
as the right possible remainder choices are made at each point, this can validate sensible programs
without loops. Once loops are considered in Section 5, we would need to ensure it was possible
to make a sequence of choices arbitrarily many times, in a fairly abstract way since loops corre-
spond to a call/cc needing to predict an invocation of the same captured continuation. In general
this requires hypothesizing an infinite sequence of choices for residuals, and showing that these
somehow “line up” with the structure of loops; this is quite challenging. Amoremanageable simpli-
fication is to require that the same sequence of choices could be made over and over. This amounts
to stating a sequence of choices, and working through them over and over, essentially back to a
computational approach, negating most perceived benefit of shifting away from computing latent
effects.
Another alternative approach would be to have prophecies provide a kind of hint to the type
system about how to match the enclosing context with the predicted effect: to not only predict
the overall effect of the captured continuation, but the details of how it is computed — essentially,
encode the structure of the enclosing evaluation context that is captured into the prophecy. Then
when validating e1’s hypothetical prophecy of χ ⊲ χ
′, the type system might instead have a rep-
resentation of the effect as χ |χ ′ indicating it should be fulfilled by two expressions with the re-
spective effects, each checked individually by a separate type rule application. The rule for type
checking sequential composition would check that e2’s effect χ2 ⊑ χ , propagating a residual obli-
gation to validate remaining prophecy χ ′ (in one “piece”). Unfortunately this also encounters prob-
lems because this essentially specifies some structure of the surrounding code’s typing derivation,
which is inherently brittle. If e1 is a function call, then we would like e1’s prophecy to be validated
in a variety of semantically valid calling contexts. This approach would validate (e1; e2); e
′, but
would reject ((e1; e3); e4); e
′, even if χ3 ⊲ χ4 ⊑ χ2. The problem is that for continuations captured
within a function, the same prophecy may need to be valid in a range of calling contexts whose la-
tent effect if computed in full respects a certain upper bound, but the range of calling contexts does
not necessarily map cleanly to a structural representation of the context. This is not hypothetical;
our macro encoding of generators later in the paper uses functions that capture continuations in
a range of contexts.
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Incremental validation of prophecies fundamentally requires being able to match effects from
portions of the enclosing context to portions of the prediction. This is difficult; doing it precisely
requires either more structure than we can generally require of effect quantales, a way of struc-
turing infinite sequences of guesses in some manageable way, or requiring over-committment to
specific calling contexts.
To avoid these complications, we shift from incremental validation to full-context validation:
our type system will instead compute the full latent effect of a captured continuation and compare
that complete effect to the prediction once using the partial order on continuation effects. For
this reason we extend our prophecies with the observation component obs χ ′. This fragment acts
as an accumulator of the static effects of expressions later in program order up to the enclosing
prompt. Revisiting our expressions (e1; e2); e
′ and ((e1; e3); e4); e
′ if e1’s prophecy is adjusted to
prophecy ℓ (χ⊲χ ′) obs (∅, ∅, I ), the observation in the first casewill accumulate obs (χ2⊲χ
′), and in
the second casewill accumulate obs (χ3⊲χ4⊲χ
′), both of which are less than the predicted χ⊲χ ′ (by
earlier assumptions). This approach requires no extra structural assumptions or guesses on how to
match the prophecy incrementally, avoids explicit representation of evaluation contexts in source
program typing rules, works well with looping constructions (see Section 5). These observations
correspond exactly to computing the latent effect of a captured continuation (or inner fragment
thereof) as we prove and exploit in our soundness proof (Section 6).
Blocking and Unblocking. When invoking a continuation, the restored continuation may itself
contain unreduced call/ccs, reflected by prophecies in the continuation’s latent effect. But when
validating those (latent) prophecies, the effect system must distinguish between code that will be
discarded by invoking the continuation, and code that will not; only the latter should be counted
when validating the latent prophecies. Consider:
(% ℓ′ ((% ℓ (k 3; event[β]) ...); event[α]) ...)
where k is a continuation of type cont ℓ nat ({prophecy ℓ′ (∅, ∅, {α} obs (∅, ∅, I )}, ∅, I ) unit. With
this type, k is a continuation up to tag ℓ containing a prophecy up to tag ℓ′ — indicating the contin-
uation, when restored under the inner prompt, will capture a continuation up to the outer prompt.
Clearly the effect system should somehow ignore the event trigger for β since it will be discarded —
if the event were instead a lock acquisition, failing to discard it could lead to incorrectly assuming
some lock was held. For our observation approach to validating prophecies, this corresponds to
“pausing” validation (observation accumulation) for the prophecy in k’s latent effect while consid-
ering the event trigger for β , and “resuming” validation again when considering the event trigger
for α . The basis for this distinction is related to the prompt of the invoked continuation (which
will discard the context between its invocation and the ℓ prompt) and the prompt of the prophecy
in its latent effect (which regards an enclosing prompt tagged ℓ′). Since any continuation invo-
cation delimited by prompt ℓ will discard the context between the invocation and that prompt,
when typing continuation invocation we will mark prophecies from the invoked continuation’s
latent effect as blocked until ℓ (i.e., use the optional until clause of prophecies). The observations
of blocked prophecies do not grow (see ◮ in Figure 2). Then when checking the prompt for ℓ, we
will unblock prophecies that had been blocked until ℓ ( ℓ), because this prompt marks the end of
the context the corresponding continuation invocation would discard — removing the outer block
(if ℓ), and permitting the prophecies to accumulate again if fully unblocked.
A similar issue arises with control effects. Unlike blocked prophecies, blocked control effects
continue to accumulate (they can only occur if execution actually reaches them, and must track
how execution did so). But like blocked prophecies, the type system must match control effects to
the correct prompt. Consider:
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(% ℓ (% ℓ′ (% ℓ ((cont ℓ′ (•; abort ℓ 3)) tt) ...) ...) (λx. event[α]))
The abort targets a prompt for ℓ, but there are two here. Because the abort is contained inside
a continuation delimited by ℓ′, the abort will target the outer ℓ-tagged prompt, as the innermost
prompt will be discarded by the continuation invocation. So the type system must account for the
fact that the outermost handler can (in fact, will) execute, even though it is not the syntactically
nearest correctly-tagged prompt. This is why T-CallCont blocks the latent control effects of the
invoked continuation. The effect of the innermost prompt’s body (the continuation application)
will be given the effect (∅, { abort ℓ I { nat ℓ′},⊥), so as we see later, the rule for prompts will
unwrap this control effect only as the effect propagates through the prompt for ℓ′, allowing the
checks for the outermost prompt to correctly pair the abort with the outermost hander, not the
innermost.
T-CallCont also introduces blocked prophecies P ℓ (defined in Figure 2) in the part of the effect
due to the invocation. This wraps every prophecy in P that is not already blocked until ℓ with
another layer of blocking (in this case, the lone prophecy), indicating that the blocked prophecy
should not accumulate observations until outside the boundary of the nearest prompt tagged ℓ; ◮
simply returns its first argument for blocked prophecies. In our example, this means the prophecy
portion of the effect for the inner prompt body will not contain any trace of the event trigger for
β . When the type rule for prompts (we are nearly ready to discuss it) analyzes a prompt tagged
ℓ, any prophecies from the body regarding other — enclosing — prompts are passed along, but
any until ℓ clauses will be stripped out (unblocked) in the resulting prompt effect, allowing them
to continue accumulating (until clauses for other tags will remain unmodified). In our example,
the type of the inner prompt will contain the same prophecy as in k’s original type (after being
blocked, then unblocked), which will then accumulate the effect of event[α] normally, which will
allow the “subeffecting” check from the outer prompt’s type rule to succeed, ensuring the call/cc
contained in k was restored in a context matching its assumptions.
Control effects and prophecies may be blocked any number of times for different prompt tags
depending on the nesting of continuations, which is necessary to correctly deal with latent effects
of nested continuations for differing tags. This is why we have formalized the type system directly
using tagged delimited continuations, rather than taking the more common approach of formaliz-
ing untagged delimited continuations and assuming the extension to tags to be “straightforward” —
in this case the extension is not obvious. It is also worth noting that this kind of alternating prompt
nesting is not merely hypothetical, but actually arises in programs using delimited continuations
for control. The prophecy blocking example is a distillation of what happens when yielding from
a generator inside a loop: this results in a saved continuation (for the generator) being restored
inside a prompt of a different tag (for the loop), and the restored continuation contains another
call/cc for the outer prompt — i.e., the next use of the generator’s yield, which captures a con-
tinuation up to the boundary of the generator (outside the prompt for the loop) for subsequent
restoration.
4.1.3 Prompts. Finally, we are ready to discuss the type rule for prompts, T-Prompt. We have
hinted at most of its functionality informally in earlier examples; this section unifies the discus-
sion and makes it precise. Naturally, T-Prompt requires a well-typed body e and handler h. The
complexity in T-Prompt arises from its two essential purposes: to validate optimistic assumptions
made in the body (validEffects), and to “resolve” the control effects that would be scoped to the
body of the prompt (the non-trivial transformations in the conclusion’s effect). In both of these
roles, T-Prompt employs unblocking (− ℓ) of prophecies and control effects, to flatten out any
blocks that may have arisen from invoking continuations for this same tag (such as in the case
when all tags are the same). This allows the validation of assumptions to handle control effects
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and prophecies targeting this prompt more uniformly, and for the concluding effect essentially
peels away a layer of waiting to reflect that execution beyond the prompt has passed the waited-
upon tag (ℓ).
The validEffects rule V-Effects validates the types carried by all control effects or prophecies.
It checks that the values thrown according to abort effects are subtypes of the handler’s input.
It checks that context result types assumed by continuation capture (prophecies) and invocation
(replace) are valid replacements for the prompt body (i.e., that the type to the right of{ in prophe-
cies and replacement effects is a subtype of the overall prompt type). Finally, and most subtly, it
checks that the effect predictions in prophecies are valid. As noted earlier, it nearly checks that
the observations for a given prophecy are a subeffect of what was predicted, which would be
(Pp ,Cp ,Qp ) ⊑ χproph . Instead, the comparison on the predicted and observed the prophecy sets is
slightly different, comparing the unblocked predicted and observed prophecy sets: Pp
ℓ
⊑ Pproph
ℓ
.
Notice that if a continuation captures an invocation of itself, a blocked version of its own prophecy
(from T-AppCont) will be observed by the prophecy arising from T-CallCont, making the naive
subeffect check too conservative: no prophecy can predict a blocked version of itself; this would
break many derived rules in Section 7. In contrast, if the comparison removes until clauses for the
prompt tag at hand, this becomes possible, and it is appropriate because the prompt boundary is
the point where those clauses are removed anyways. If the checks imposed by V-Effects hold,
then assumptions made when typing call/ccs in the body were valid, continuations invoked in
the body for that prompt’s tag have acceptable result types, and aborts to that tag throw values
acceptable to the handler.
This leaves T-Prompt’s second task: assigning a type and effect to the prompt itself. Recall that
continuation effects are intuitively sets of execution trace behaviors modeled as underlying effects,
and the end of a prompt is a form of control flow join point. Conceptually then, T-Prompt collects
all behaviors (underlying effects) corresponding to execution traces that run from the start of the
prompt body’s execution to the end of the prompt (whether returning normally, invoking some
number of continuations before returning normally from one of those, or aborting to a handler
that returns a value), and combines them all with the underlying join. This becomes the underly-
ing effect of the prompt, overapproximating all complete paths through it (which finish via handler
or returning a value). The other components of the overall effect are then those trace segments
that should not be merged: prophecies and control effects relevant to other prompts, by tag or by
blocking.
This intuitively requires joining any of the body’s control effects related to the current tag into
the underlying effect component: after the prompt’s execution is complete, regardless of how it
completes, all control effects related to this tag are no longer possible (since this prompt delimits
the scope of their behaviors). C ℓ |
Qh
ℓ
collects the “completed” underlying effects from resolving
any uses of control effects for tag ℓ within C: the pre-abort (underlying) effect of any abort to ℓ in
C , followed by the effect of the handler for the abort; as well as the final effects of any continua-
tion invoked up to the same prompt. These are joined (with the underlying effect quantale’s join)
with the given underlying effect of the prompt’s body. We call this flattening. The control effects
escaping are simply those of the body, less the ones limited to the current prompt (aborts and con-
tinuation invocations for ℓ, blocked only up to ℓ), computed via masking: C \ ℓ in Figure 3. Thus
every control effect of the body is either (1) propagated out of the prompt, if for or waiting for a
different tag; or (2) flattened into the underlying effect of the full prompt (since control behaviors
for this tag are scoped only as far as this prompt).
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The prophecy set escaping the prompt is the body’s set with two changes: removing now-
validated (and locally-scoped) prophecies for the current prompt tag, and (recursively) unblock-
ing (and “compressing”) prophecies for other tags that were not accumulating within the current
prompt (i.e., those prophecies arising from invoking a continuation with its own prophecies). This
occurs via an operation we call prophecy masking, P \Q ℓ in Figure 3, which both removes prophe-
cies for the tag being resolved, and recursively applies itself, masking, and the flattening to the
prophecies that must still observe to other tags in other prompts.
As suggested in the discussion of blocking and unblocking, V-Effects validates only control
effects and prophecies that will target that particular prompt with that tag — if they target a dif-
ferent tag, or are still blocked until a different prompt tag after removing a layer of blocking for ℓ,
V-Effects ignores them, and they will be included in the overall effect of the prompt instead.
5 ITERATING CONTINUATION EFFECTS
Prior work on effect quantales [Gordon 2017, 2018] introduced the notion of lax iterbility to in-
troduce a loop iteration operator, as outlined in Section 2. We would like to reuse this operator
construction for two reasons. First, wewould like to check that if wemacro-express loop constructs
and derive rules for them as we proposed earlier, that they are consistent with manually-derived
rules from prior work, which use the iteration operator. Second, the iteration operator has prop-
erties that make it useful for solving recursive constraints over effects, such as those that arise in
building derived rules for control flow constructs and control operators later in the paper.
Of course, lax iterability and the construction are defined on standard effect quantales, not the
effect quantales modulo equivalence, which is the structure we give. Fortunately these are closely
related. Lemma 4.2 gives a standard effect quantale for each effect quantale modulo equivalence.
Lemma 4.2’s quotient construction preserves lax iterability of the underlying effect quantale, mean-
ing the existing iteration construction applies to the quotient effect quantale. This construction
takes each effect X to the least subidempotent (y ⊲ y ⊑ y) effect greater than both X and I ; lax
iterability ensures the least such element always exists. Since we are applying this to a quotient
construction, this naturally takes the form of an operation on elements of the effect quantale mod-
ulo equivalence, which respects the equivalence relation ≈.
Theorem 5.1 (Lax Iterability with Continuations). For a laxly iterable underlying effect
quantaleQ , the effect quantale C(Q)/≈ is also laxly iterable, with the closure operator given by lifting
the following operator from elements of C(Q) to the corresponding equivalence class.
(P,C,Q)∗ = (
⋃
i ∈N
P ◮ (P,C,Q)i ,Q∗ ⊲C,Q∗)
Proof. To prove this is the closure operator, we must prove that the right hand side is the mini-
mum subidempotent element greater than both I and (P,C,Q), or more precisely that it respects ≈
and when applied to equivalence classes of this quotient construction it gives the least equivalence
class with respect to ⊑.
Subidempotence follows directly from the infinite union of prophecies, and the properties of
of the underlying effect quantale’s iteration. Being greater than the original input and identity
is straightforward. So it remains to prove minimality. By contradiction. Assume there is a lesser
such element than the above, (P ′,C ′,Q ′). The fact that this is supposedly less than the result of
(P,C,Q)∗ defined above requires that each component be ordered less, and at least one of these
component-wise inequalities must be strict (else they could be equivalent:
• Q ′ ⊑ Q∗
• C ′ ⊑ Q∗ ⊲C
Sequential Effect Systems with Control Operators 1:23
• P ′ ⊑
⋃
i ∈N P ◮ (P,C,Q)
i
The first is only possible ifQ ′ = Q∗, sinceQ∗ is the minimal subidempotent within the ⊥-extended
underlying effect quantale. The second degenerates to an equality requirement for the same reason,
so the final constraint must be a strict ⊏. The final component-wise constraint requires every
prophecy in P ′ to be over-approximated by some prophecy in the infinite union term. So for the
assumed (P ′,C ′,Q ′) to be strictly less than (P,C,Q)∗, either at least one prophecy in P ′ is strictly
over-approximated wherever it is over-approximated in the infinite union, or at least one prophecy
in the infinite union is not necessary to over-approximate an element of P ′. The latter case is
straightforwardly not possible: since the infinite union contains exactly all prophecies obtainable
by finite iteration of (P,C,Q), omitting any such prophecy from P ′ would mean that for some
m, (P ′,C ′,Q ′) ⊲ (P,C,Q)m would contain a prophecy not contained in P ′, even though because
(P ′,C ′,Q ′) is an iteration result and subidempotent, it should be the case (P ′,C ′,Q ′)⊲ (P,C,Q)m ⊑
(P ′,C ′,Q ′); so this is not possible. The former case is similar: it is not possible for a prophecyp ∈ P ′
to be only strictly over-approximated by any larger elements of the infinite union, because that
would require p to be a prophecy that could not be generated by finite iteration of (P,C,Q). 
The requirements for lax iterability dictate exactly the operator above for iteration, but we can
consider the relationship between this operator and various representative cases that may arise
in typechecking to understand why this is not only mathematically necessary, but actually corre-
sponds in a sensible way to the runtime semantics.
We can build some intuition for the operator above by considering two special cases, then dis-
cussing the general case.
Example 5.2 (Control-Free Iteration). In the casewhere an iterated effect has no (escaping) prophe-
cies or control effects, it behaves exactly as the iteration from the ⊥-extended underlying effect
quantale: (∅, ∅,Q)∗ = (∅, ∅,Q∗).
Example 5.3 (Prophecy-Free Iteration). In the case where the prophecies are empty —where there
are no unresolved continuation captures (such as throwing exceptions from within a loop) — the
results correspond to the intuitive idea that the control effects would occur after 0 or more non-
exceptional runs of the underlying effect — that any exceptional control action in C would occur
only after repeating Q some (possibly-zero) number of times: (∅,C,Q)∗ = (∅,Q∗ ⊲C,Q∗).
While these examples “merely” drop certain components of Theorem 5.1, it helps to work from
the simplest case up to the more complex versions, since the examples above correspond intu-
itively to various execution paths. The infinite union in the prophecy set is the most subtle part of
the operation to explain. Consider an expression with the structure while c (. . . (call/cc t . . .) . . .):
Assume the tag t for the continuation captured inside the loop does not occur elsewhere inside the
loop — in particular, that the captured continuation would extend outside the loop. Considering
the runtime execution, in some sense the prophecy captured by the first loop iteration must pre-
dict not only the regular execution and exceptional executions of future iterations, but even the
need for more prophecies to be generated by the call/ccs in future iterations as well! This is why
the set of propecies must still be sequenced with some form of themselves, rather than just some
subset. During static typechecking, we must therefore conservatively overapproximate the num-
ber of iterations following a prophecy. It may be 0, 1, 2, . . . or any number. So the approximation
must consider all of those possibilities, hence the infinite union of finite repetitions following the
prophecies. This requires prophecy sets to be possibly-infinite, but only countably so.
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6 SOUNDNESS
We have proven syntactic type soundness for the type system presented in Section 4. We follow
Gordon [2017, 2018] in giving soundness for a language parameterized by a set of abstract states
σ with state types Σ, along with primitives pi that may manipulate the state, subject to some
consistency assumptions on the interactions of the primitives, states, and the assumed types of
primitives. Progress is uninteresting (if primitives satisfy progress), but preservation is slightly
non-standard:
Type Preservation: If ⊢ σ : Σ and Σ; Γ ⊢ e : τ | χ , then either e is a value or σ ; e
q1, ...,qn
−−−−−−→ σ ′; e ′
and there exists a Σ′ such that Σ ≤ Σ′ and ⊢ σ ′ : Σ′, a τ ′ <: τ , and χ ′ such that: Σ′; Γ ⊢ e ′ : τ ′ | χ ′,
and (∅, ∅,q1) ⊲ . . . ⊲ (∅, ∅,qn) ⊲ χ
′ ⊑ χ .
Proof. See Lemma C.3 in Appendix C. 
This is mostly standard, except for the last conclusion (which is standard for syntactic type
soundness for sequential effect systems [Gordon 2017; Gordon et al. 2012; Skalka 2008; Skalka et al.
2008]). Essentially, the conclusion says that the static effect χ of an expression over-approximates
the sequencing of the effect of any finite execution with the static effect of the remaining expres-
sion. In the special case where e ′ is a value, χ over-approximates the effect of the entire execution.
The general structure is mostly standard for semantics based on evaluation contexts, except
for the addition of an explicit context typing judgment Σ; Γ ⊢ E :: τ/χ { τ ′/χ ′ used both for
manipulating contexts in proofs, and to give types to continuation values —which contain contexts
with holes. A key step in the proof, used for ensuring that prophecy validation is sound, is a
separate lemma validating prophecies:
Valid Prophecies: For any Σ, Γ, E, τ , χ , χ ′, σ , ℓ, χℓ , γ , if Σ; Γ ⊢ E : τ/χ { σ/χ
′, and
prophecy ℓ χℓ { γ obs (∅, ∅, I ) ∈ Pχ for an E containing no prompts for ℓ, then there exists a P ,
C , and Q such that
prophecy ℓ χℓ { γ obs (P,C,Q) ∈ Pχ ′ and Σ; Γ ⊢ E :: τ/I { σ/(P,C,Q).
Proof. By induction on E. See Lemma B.2 in Appendix B.2. 
6.1 Syntactic vs. Semantic Soundness
While this is a type safety result, note that due to the syntactic nature and agnosticism over the
particular underlying effect quantale, this is effectively a coherence result for sequential effect
systems. No part of this imparts semantic meaning to effects, beyond the way in which the use of
⊑ in the last conclusion suggests the effect is a form of predicate on effect traces. This is adequate
for some properties (e.g., finite trace effects [Koskinen and Terauchi 2014; Skalka et al. 2008]), but
insufficient for others which require further proofs of semantic properties. For example, Flanagan
and Qadeer [2003a] prove a futher lemma about atomicities to show their effect system actually
enforces atomicity, and Gordon et al. [2012] require a separate proof beyond type safety to show
their deadlock freedom effect system ensures deadlock freedom.
Ignoring the syntactic nature of soundness leads to counterintuitive misunderstandings. Con-
sider an effect quantale with 3 elements — Total ⊑ Partial ⊑ ⊤ — intended to model total or
partial computations. If sequencing simply takes least-upper bound with respect to the partial or-
der (⊲ = ⊔), this is a valid effect quantale with Total as the identity. But Gordon’s iteration operator
will set Total∗ = Total, suggesting that infinite loops of “Total” actions are Total. This is because the
soundness proof does not account for what each effect should mean, and the syntactic effect Total
is not semantically tied to termination. Notice that this effect quantale is isomorphic to one that
simply expresses whether or not a computation uses reflection: NoReflection ⊑ Reflection ⊑ ⊤.
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Rather than being a limitation of syntactic type soundness, this is a common limitation of work
on abstract effect systems[Marino and Millstein 2009; Mycroft et al. 2016; Tate 2013]. The excep-
tions are Katsumata [2014], who includes a notion of semantic soundness for gradedmonads based
on interpreting effects as refinements of the underlying monadic computation; and Gordon [2018],
who considers relational interpretations of effects connecting abstract states before and after each
reduction step, extending to a composition of relations for a finite sequence of steps. In principle
such an extension could be adapted here, but we have not done so.
7 DERIVING SEQUENTIAL EFFECT RULES
Section 4 developed the core rules, which give sequential effects to programs making direct use
of tagged delimited control. As we have discussed, most programs do not use the full power of
delimited control, and instead use only control flow constructs or weaker control operators. This
section uses the type-and-effect rules of Section 4 to derive sequential effect rules for a range of
control flow constructs and weaker control operators macro-expressed in terms of prompts.
Our examples fall into two groups. First, we consider checking consistency of derived rules for
typical control flow constructs with those hand-designed in prior work, for infinite loops (Sec-
tion 7.1) and while loops (Section 7.2). Second, we consider derived rules for constructs that are
common in most programming languages, yet never addressed in prior work on sequential effect sys-
tems: exceptions (Section 7.5). Finally, we consider expressing a weaker control operator, a form
of generator close to an encoding given by Coyle and Crogono [1991].
In each case, we give a derived type rule for the construct of interest. While we are most explicit
in Section 7.1, in each case our process for deriving the rule is the following:
(1) Assume closed typing derivations for subexpressions (e.g., loop bodies)
(2) Apply the type rules from Section 4 to give a closed-form rule for the macro’s expansion to
be well-typed under the assumed subexpression types. Typically these have several undeter-
mined choices for metavariables representing effects, with non-trivial constraints to close
the typing derivation.
(3) Simplify the type rule by giving solutions to the constrained-but-undetermined metavari-
ables in terms of the subexpressions’ effects. This gives type rules that are simpler, and
possibly less general, but are given entirely in terms of the subexpressions’ effects. The sim-
plifications are typically a matter of rewriting by the laws satisfied by C(Q), and sometimes
drawing on the iteration operator from prior work [Gordon 2017, 2018] to solve recursive
constraints on undetermined effects.
7.1 Infinite Loops
Consider a simple definition of an infinite loop using the constructs we have derived here:
Jloop eK = (% ℓ (let cc = (call/cc ℓ (λk . k)) in (JeK; cc cc)) (λ_. ))
The term above executes e repeatedly, forever (assuming e does not abort). Thus, its effect ought to
indicate that e’s effect, which we take to be (∅, ∅,Qe),
6 is repeated arbitrarily many times. We take
this expansion as the body of a macro Jloop eK. This program can be well-typed in our system, with
an appropriate effect (assuming the underlying effect quantale is laxly iterable per Section 2). The
body of the call/cc is pure, but for the expression to be well-typed, the call/cc’s own effect must
prophecize some effect (∅,Cp ,Qp) of the enclosing continuation up to the prompt for ℓ (because
no call/cc occurs in the continuation of another, the prophecy set can be empty).
6Note the non-⊥ underlying effect; well-typed expressions in our type system do not have degenerate effects.
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The right-accumulator of the prophecy effect, initially (∅, ∅, I ), eventually accumulates a control
set (Qe ⊲ Cp
ℓ
) ∪ ((Qe ⊲Qp ) ⊲ {replace ℓ : I { unit}) and underlying effect ⊥, because between
capturing the continuation and the prompt, the program evalutes e (underlying effectQe ) and then
invokes the captured continuation (prophecized effect (∅,Cp ,Qp ), underlying effect⊥). This is also
the resulting control effect set for the body; we will refer to it as C . The type rule for the prompt
itself removes all ℓ-related prophecies and control effects, leaving both empty (since we assume no
control effects escape e , Cp should only contain ℓ-related effects, while the prophecy set contains
the single prophecy from the call/cc). For the underlying effect, T-Prompt joins the immediate
underlying effect Qe (from the overall judgment, not the prophecy) with all ℓ-related behaviors
in C — e has no escaping control effects, and the macro-expanded loop contains no aborts, so Cp
ought to have only replace effects, meaning C contains only replace effects, and Qe ⊔
⊔
C ℓ |
I
ℓ
will
join the underlying effect of all continuations invoked by the body. T-Prompt also performs some
checking of result types (which all hold trivially since all types involved are unit), and prophecy
validity checks that yield contraints we can solve to derive a closed-form type rule for the loop.
Completing a typing derivation with final underlying effectQℓ = Qe ⊔
⊔
C ℓ |
I
ℓ
is possible given
the solutions to the effect-related constraints imposed by validEffects:⊥ ⊑ Qp , and (Qe ⊲ Cp
ℓ
) ∪ ((Qe ⊲Qp ) ⊲ {replace ℓ : I { unit}) ⊑ Cp .
These could be read off a hypothetical derivation (for example, see Figure 13 in Appendix A) yield-
ing the derived rule
Γ ⊢ e : τ | (∅, ∅,Qe) ⊥ ⊑ Qp (Qe ⊲ Cp
ℓ
) ∪ ((Qe ⊲Qp ) ⊲ {replace ℓ : I { unit}) ⊑ Cp
Γ ⊢ Jloop eK : unit | (∅, ∅,Qe ⊔
⊔
C ℓ |
I
ℓ
)
However, this rule is more complex than we would like for a simple infinite loop (note we have not
expanded C = (Qe ⊲ Cp
ℓ
) ∪ ((Qe ⊲Qp ) ⊲ {replace ℓ : I { unit})), and also exposes details of the
continuation-aware effects — which is undesirable if the goal is to derive closed rules for using the
loop by itself, without developer access to full continuations, and there is an additional requirement
that the prophecy used in the derivation is non-trivial (from T-Prompt). These constraints can be
satisfied by Qp = Q
∗
e (thus not ⊥, ensuring a non-trivial prophecy), with Cp = {replace ℓ : Q
∗
e {
unit} (so Cp
ℓ
= Cp ). The choice for Cp ensures than any “unrolling” of the loop to include any
number ofQe prefixes (as generated by the left operand of the union in the last constraint) is in fact
less than the replacement effect (Qe ⊲Q
∗
e ⊑ Q
∗
e ). This then implies thatQe ⊔
⊔
C ℓ |
I
ℓ
⊑ Qe ⊔(Q
∗
e ) ⊑
Q∗e , by properties of Gordon’s iteration operator [Gordon 2017, 2018] (Section 2). Assuming cc < Γ
(or hygenic macros) and applying subsumption, this leads us to the pleasingly simple derived rule:
D-InfLoop
Γ ⊢ e : τ | (∅, ∅,Qe)
Γ ⊢ Jloop eK : unit | (∅, ∅,Q∗e)
7.2 While Loops
While loops can similarly be macro-expressed via continuations7:
Jwhile c eK =
(% ℓ (if(c) (let cc = (call/cc id) in (e; if(c) (cc cc) (tt))) (tt))
(λ_. tt))
Assume no other control effects escape e and c (i.e., Γ ⊢ e : τ | (∅, ∅,Qe) and Γ ⊢ c : bool |
(∅, ∅,Qc)).
7An alternative is to capture the continuation before any conditional. This also works, but the (sound) rule derived from
this does not match that of prior work [Flanagan and Qadeer 2003a,b; Gordon 2017].
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Qc ⊲ ((({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, ∅, I )}, ∅, I ) ⊲Qe ⊲Qc ⊲ ((∅, Cp ∪ {replace ℓ : Qp { unit}, I ) ⊔ I ) ) ⊔ I )
≡ Qc ⊲ ((({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, ∅, I )}, ∅, I ) ⊲ Qe ⊲Qc ⊲ (∅, Cp ∪ {replace ℓ : Qp { unit}, I ) ) ⊔ I )
≡ Qc ⊲ ((({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, ∅, I )}, ∅, I ) ⊲ (∅, (Qe ⊲Qc ⊲Cp ) ∪ {replace ℓ : (Qe ⊲Qc ⊲Qp ) { unit}, Qe ⊲Qc )) ⊔ I )
≡ Qc ⊲ (({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, C, Q )}, C,Q ) ⊔ I )
where C
def
= (Qe ⊲Qc ⊲Cp ) ∪ {replace ℓ : (Qe ⊲Qc ⊲Qp ) { unit} Q
def
= Qe ⊲Qc
≡ ({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, C, Q )}, Qc ⊲C, Qc ⊲Q ) ⊔Qc
≡ ({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, C, Q )}, Qc ⊲C, (Qc ⊲Q ) ⊔Qc )
Fig. 4. Simplifying the body effect for a while loop (without control effects escaping subexpressions).
Writing only the underlying effects as shorthand for the case where no control behaviors appear,
the effect of the prompt’s body is detailed and simplified in Figure 4.
As in the infinite loop case, this body effect along with T-Prompt imposes a set of constraints
which, if satisfied, allows the while loop to be well-typed in our type system. In short, a derived
type rule requires some underlying effectQℓ = ((Qc ⊲Qe ⊲Qc )⊔Qc )⊔
⊔
(Qc ⊲C) ℓ |
I
ℓ
, and a choice
for the prophecized control effect set Cp and underlying Qp where:
• Qe ⊲Qc ⊑ Qp (since Qe ⊲Qc ⊲ (⊥ ⊔ I ) = Qe ⊲Qc )
• (Qe ⊲Qc ⊲ Cp
ℓ
) ∪ ((Qe ⊲Qc ⊲Qp ) ⊲ {replace ℓ : I { unit}) ⊑ Cp
(We have jumped to assuming Qp is defined, not ⊥, since it must be greater than I ; this ensures
non-triviality of the prophecy involved.) This leads to another complex derived rule, which can be
further simplified:
Γ ⊢ c : bool | (∅, ∅,Qc) Γ ⊢ e : τ | (∅, ∅,Qe)
Qe ⊲Qc ⊑ Qp (Qe ⊲Qc ⊲ Cp
ℓ
) ∪ ((Qe ⊲Qc ⊲Qp ) ⊲ {replace ℓ : I { unit}) ⊑ Cp
Γ ⊢ Jwhile c eK : unit | ((Qc ⊲Qe ⊲Qc ) ⊔Qc ) ⊔
⊔
(Qc ⊲C) ℓ |
I
ℓ
As in the infinite loop case, a simpler solution is available as long as the underlying effect quan-
tale has an iteration operator, and because the callcc does not capture other callccs, we start from
the assumption that the prophecy predicts no other prophecies. In this case, we setQp = (Qe⊲Qc )
∗,
and Cp = {replace ℓ : (Qe ⊲Qc )
∗
{ unit} (again, Cp
ℓ
= Cp ). Then Qℓ simplifies using properties
of effect quantales and the iteration operator:
Qℓ = ((Qc ⊲Qe ⊲Qc ) ⊔Qc ) ⊔
⊔
(Qc ⊲C) ℓ |
I
ℓ
= (Qc ⊲ ((Qe ⊲Qc ) ⊔ I ) ⊔
⊔
(Qc ⊲C) ℓ |
I
ℓ
= Qc ⊲ (((Qe ⊲Qc ) ⊔ I ) ⊔ (Qe ⊲Qc )
∗)
= Qc ⊲ (Qe ⊲Qc )
∗
This justifies the following derived rule:
D-While
Γ ⊢ e : (∅, ∅,Qe) Γ ⊢ c : (∅, ∅,Qc)
Γ ⊢ Jwhile c eK : unit | (∅, ∅,Qc ⊲ (Qe ⊲Qc )
∗)
This derived rule is an important consistency check against prior work. Setting aside the ad-
ditional enforcement that no other control effects escape e or c (as they would not in languages
where control operators were used only for loops), this is nearly identical to the given rule for typ-
ing while loops with sequential effects recalled in Section 2, as in prior work [Flanagan and Qadeer
2003a,b; Gordon 2017] where the rule’s soundness was proven directly. The only difference is the
presence of the (empty) behavior sets for other control effects and prophecies from working in a
continuation-aware effect quantale.
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Cχ
ℓ
\ ℓ ≡ [Cc ∪ (Qc ⊲C)] ℓ \ ℓ
≡ [Cc ∪ (Qc ⊲ (Ce ∪ (Qe ⊲Cc ) ∪ (Qe ⊲Qc ⊲ Cp
ℓ
) ∪ {replace ℓ : . . . { unit}))] \ ℓ
because ℓ < Cc ∧ ℓ < Ce and unblocking for ℓ cancels blocking for ℓ
≡ [Cc ∪ (Qc ⊲ (Ce ∪ (Qe ⊲Cc ) ∪ (Qe ⊲Qc ⊲Cp \ ℓ)))]
because ℓ < Cc ∧ ℓ < Ce and definition of − \ ℓ
≡ [Cc ∪ (Qc ⊲ (Ce ∪ (Qe ⊲Cc ) ∪ (Qe ⊲Qc ⊲ ((Qp ⊲Ce ) ∪ (Qp ⊲Qe ⊲Cc )))))]
after substituting forCp
⊑ [Cc ∪ (Qc ⊲ (Ce ∪ (Qe ⊲Cc ) ∪ ((Qp ⊲Ce ) ∪ (Qp ⊲Qe ⊲Cc ))))]
because Qe ⊲Qc ⊲Qp ⊑ (Qe ⊲Qc )
∗
⊲Qp ⊑ Qp for choice of Qp = (Qe ⊲Qc )
∗
⊑ [Cc ∪ (Qc ⊲ ((Qe ⊲Cc ) ∪ (Qp ⊲Ce ) ∪ (Qp ⊲Qe ⊲Cc )))]
becauseCe = I ⊲Ce ⊑ Qp ⊲Ce
Fig. 5. Simplifying aborting while loop body effect
7.3 While Loops Without Subexpression Prophecies
Thus far we have only shown derived rules for simple loops. The infinite and while loops are lim-
ited in ways beyond simply being expected based on prior work that addressed them directly: they
also ignore the potential for “improper” nesting of control operators — the cases studied thus far
assume subexpressions that are not part of the macro expansion do not involve further unresolved
control effects — we have not seen the interaction of loops with aborts, invoking continuations
for prompts outside a loop, or prophecies from a loop body that need to observe the presence of
iteration. Here we remedy the first two limitations, and in the next subsection address iteration of
loop bodies with arbitrary control effects.
We first study iteration under the assumption that loop components may have aborts or con-
tinuation invocations that would exit the loop. While this stops short of the full generality of our
system, it still encompasses many languages whose control flow constructs and operators — when
expressed in terms of tagged delimited continuations — do not nest the capture of continuations
inside macro arguments. This includes loops and exceptions.8 In these cases, subexpressions of
c and e that capture continuations occur under prompts that are themselves within c or e , so Pe
and Pc above would be ∅. In this case, Pχ
ℓ
\ ℓ = ∅. Figure 5 simplifies Cχ
ℓ
\ ℓ. For simplicity,
we assume Qe and Qc are defined (not ⊥); if e or c does have underlying effect ⊥, its effect can
be coerced by subtyping to an effect with non-⊥ underyling effect. The derivation could be done
explicitly permitting ⊥ underlying effects. The closed derived rule under these assumptions then
becomes:
D-AbortingWhile
l < Cc l < Ce Γ ⊢ c : (∅,Cc ,Qc ) Γ ⊢ e : (∅,Ce ,Qe )
Γ ⊢ Jwhileℓ c eK : unit | (∅, Cχ
\
ℓ,Qc ⊲ (Qe ⊲Qc )
∗)
The full expansion of the control effect set naturally corresponds to the four intuitive cases where
control may exit the loop by means other than the condition resolving to false:
• The first time the condition is executed
• The first time the body is executed (after first executing the condition)
• A subsequent condition execution (after executing the initial condition, then repeating the
body and condition some number of times)
8By contrast, generators are a counterexample, as we see in Section 7.6.
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χ ≡ ({prophecy ℓ (Pp, Cp , Qp ) { unit obs (∅, ∅, I )}, ∅, I ) ⊲ χe ⊲ χinvk
≡ (Pe ∪ {prophecy ℓ (Pp, Cp, Qp ) { unit obs (Pe, Ce , Qe )}, Ce , Qe ) ⊲ χinvk
≡ ( Pp
ℓ
∪ ((Pe ∪ {prophecy ℓ (Pp, Cp, Qp ) { unit obs (Pe , Ce , Qe )}) ◮ χinvk ), Ce ∪ (Qe ⊲Cp )
ℓ
∪ {replace ℓ : (Qe ⊲Qp ) { unit}, Qe )
Fig. 6. Prompt body effect for infinite loops with arbitrary nested control.
• A subsequent body execution (after executing the initial condition, then repeating the con-
dition and body some number of times, followed by a normal execution of the condition)
7.4 Infinite Loops with Control
While it is possible to derive a fully general rule for while loops that admit the full flexibility of our
effect system—without restricting the effects of subexpressions — the details are quite verbose.We
instead demonstrate the principles on the slightly simpler example of the infinite loop; following
the same process for the while loop yields a similar but correspondingly more complex result (in
particular, the control effect set is the same as in Section 7.3). Showing the example of the infinite
loop also demonstrates quite clearly that the fact that our transformation preserving lax iterability
(Section 5) is not only a theoretical nicety, but useful.
The effect χ of the prompt body in this case, for χe = (Pe ,Ce ,Qe ) and χinvk = (Pp
ℓ
, Cp
ℓ
∪
{replace ℓ : Qp { unit},⊥), is given in Figure 6. This requires a choice of prophecy, satisfying
(after simplifying χp above):
• ⊥ ⊑ Qp
• Ce ∪ (Qe ⊲ Cp
ℓ
) ∪ {replace ℓ : (Qe ⊲Qp ) { unit}))
ℓ
⊑ Cp
ℓ
• Pe ◮ (Pp
ℓ
, Cp
ℓ
∪ {replace ℓ : Qp { unit},⊥)
ℓ
⊑ Pp
ℓ
Unsurprisingly, the underlying and control constraints suggest a choice of Qp = Q
∗
e and Cp =
(Q∗e ⊲Ce ) ∪ {replace ℓ : (Q
∗
e ) { unit}. So a solution to the prophecy constraint would be given by
a solution to
Pe ◮ (Pp
ℓ
, (Q∗e ⊲Ce ) ∪ {replace ℓ : (Q
∗
e ) { unit} ℓ ,⊥) ℓ
⊑ Pp
ℓ
which, since unblocking a prophecy recursively unblocks observed prophecies and control effects,
and unblocking something blocked for the same tag cancels, simplifies to
Pe ◮ Pp , (Q
∗
e ⊲Ce ) ∪ {replace ℓ : (Q
∗
e ) { unit},⊥) ⊑ Pp ℓ
We would like a solution without prophecies blocked for ℓ, in which case we may solve
Pe ◮ (Pp , (Q
∗
e ⊲Ce ) ∪ {replace ℓ : (Q
∗
e ) { unit},⊥) ⊑ Pp
because unblocking prophecies that are already unblocked has no effect. This is solved for
Pp =
⋃
i ∈N
Pe ◮ (Pe , (Q
∗
e ⊲Ce ) ∪ {replace ℓ : (Q
∗
e ) { unit},⊥)
i
which is also a solution to the original constraint.
Solving for the final effect of the prompt expression itself:
• Q = Qe ⊔
⊔
Cχ
ℓ
|I
ℓ
= Qe ⊔ (Q
∗
e ) = Q
∗
e
• C = Cχ
ℓ
\I ℓ = Q∗e ⊲Ce
• P = Pχ
ℓ
\I ℓ
= ( Pp
ℓ ℓ
∪ ((Pe ∪ {prophecy ℓ (Pp ,Cp ,Qp ) { unit obs (Pe ,Ce ,Qe )}) ◮ χinvk )
ℓ
) \I ℓ
1:30 Colin S. Gordon
= Pp \
I ℓ ∪ (Pe ◮ χinvk ) ℓ \
I ℓ
= Pp \
I ℓ ∪ (Pe ◮ (Pp
ℓ
, Cp
ℓ
∪ {replace ℓ : Qp { unit},⊥))
ℓ
\I ℓ
= Pp \
I ℓ ∪ (Pe ◮ ( Pp
ℓ ℓ
, Cp
ℓ ℓ
∪ {replace ℓ : Qp { unit},⊥)) \
I ℓ
= Pp \
I ℓ ∪ (Pe ◮ (Pp ,Cp ∪ {replace ℓ : Qp { unit},⊥)) \
I ℓ
= Pp \
I ℓ ∪ (Pe ◮ (Pp \
I ℓ,Q∗e ⊲Ce ,Q
∗
e ))
A thorough reader will notice that because Pp \
I ℓ =
⋃
i ∈N Pe ◮ (Pe , (Q
∗
e ⊲Ce ),Q
∗
e ), this is less than
(P,C,Q) ⊑ (Pe ,Ce ,Qe )
∗ using Section 5’s notion of iteration, licensing the following derived rule
that accounts for arbitrary body effects despite its superficial simplicity:
D-FullInfLoop
Γ ⊢ e : τe | χe
Γ ⊢ Jloop eK : unit | χ∗e
When the prophecy set is empty, this rule simplifies (by unfolding the definition of (−)∗) to D-
InfLoop from Section 7.1. If the process above is followed for the while loop expansion used in
Sections 7.2 and 7.3, the resulting rule simplifies to D-AbortingWhile and D-While when as-
suming the same constraints as in those sections.
7.5 Exceptions
In Section 3, we informally considered typing a macro expansion of basic exception handling fa-
cilities:
Jtry e catch Ci ⇒ ei
n
K = (%C1 . . . (%Cn e en) . . . e1)
JthrowCeK = (abort C e)
The earlier discussion focused on the need to track what effects occurred before a throw vs. after.
Now that we have discussed the type rules for prompts and aborts, this mapping is clear, and
derived rules for the simple case (no escaping control effects) follow easily from the rules for
prompt and abort. Assuming there is a designated prompt label ℓC corresponding to every thrown
typeC:
D-TryCatch
Γ ⊢ e : τ | (∅, {abort ℓC Q { C},Qe ) Γ ⊢ h : C
(∅, ∅,Qh)
−−−−−−→ τ | (∅, ∅, I )
Γ ⊢ Jtry e catch C ⇒ hK : τ | (∅, ∅,Qe ⊔ (Q ⊲Qh))
D-Throw
Γ ⊢ e : C | (∅, ∅,Qe)
Γ ⊢ JthrowC eK : τ | (∅, {abort ℓC Qe { C},⊥)
Iterating the construction for D-TryCatch while permitting other aborts in the body effect and
still preventing control effects in each handler gives a similar rule for an arbitrary set of exceptions.
Mimicking the exact semantics of Java- or C# style exceptions with multiple catch blocks per try
— specifically, that a throw within one catch block is not handled by catch blocks for the same try
— requires sum types and re-throwing, which is possible but does not illuminate the details of our
continuation effects.
7.6 Generalized Iterators
Here we consider a simple encoding of generators in terms of delimited continuations. Our encod-
ing is similar to Coyle and Crogono [1991], but written independently (we first gave an encoding
ourselves, then figuring it was unlikely to be new, located a reference with a similar approach).
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(define iterate
(lambda (f)
(let* ([tag (new-prompt)]
[resumption '*]
[get-next
(λ () (% (resumption '()) (λ (v) v) #:tag tag))]
[yield (λ (val) (call/cc (λ (res)
(set! resumption res)
(abort/cc tag
‘(Some ,val))) tag))]
[finish (λ () (set! resumption (λ () (error)))
(abort/cc tag 'None))]
)
(% (begin (call/cc (λ (k) (set! resumption k) (abort/cc tag get-next)) tag)
(f yield finish)
(finish))
(λ (v) v) #:tag tag ))
))
Fig. 7. Racket code (untyped) for a basic generator.
The design of our encoding is as follows: the code that traverses some data structure (or lazily
enumerates a sequence) is given as a function taking two arguments: a function to pass a value
to a consumer (often a primitive named yield in many implementations, like C#), and a function
to indicate that iteration is complete (we will call it done, but it is sometimes given other names
such as yield break in C#). Given such code, the function iterate that we define returns a stateful
procedure, each invocation of which returns either the next value from the iterator, or a value
indicating completion (via an option type). Only one invocation of iterate is required; then each
time client code is ready for the next value, it invokes the same function returned from the one
call to iterate.
Figure 7 gives untyped Racket code for a simple generator. Compared to our core language,
Racket names several primitives slightly differently, moves the tag to the last argument position (it
is optional in Racket), and uses a keyword argument #:tag to specify the prompt tag. iterate takes
as an argument a two-parameter function f. It allocates a fresh prompt tag tag, and a placeholder
for the resumption continuation — initially '* — which will be used to store the continuation
that will produce the remaining items to be generated. get-next assmes that placeholder has been
initialized: when invoked, it creates a new prompt, and invokes the resumption context. yield
captures the enclosing context up to the nearest prompt for tag, stores it into resumption, and
then aborts with (an option of) the generated value. The intent is that yield is invoked inside the
prompt created by get-next, by f. The abort/cc throws the value9 to the handler, which in this
case is the identity function, returning the yielded element to site of the call to get-next. finish
marks the iteration as complete.
The main body after the let-bindings opens a new prompt, whose body is almost f with yield
and finish provided. This would permit the code that knows how to generate items — f — to emit
items incrementally and indicate its completion. The actual body is slightly more complex. The
body must make an extra call to finish after the call to f, in case f neglects to call finish itself.
The body must also initialize the resumption context. It does this by capturing a continuation
(begin • (f yield finish) (finish)), and storing that in the resumption slot. The body of that
9The use of back-tick and comma here is how Racket (like Scheme) exposes a shorthand for quasiquotation.
1:32 Colin S. Gordon
> (define foo (λ (yield done) (yield "a") (yield "b") (done) (yield "never␣executed")))
> (define next (iterate foo))
> (println (next))
'(Some "a")
> (println (next))
'(Some "b")
> (println (next))
'None
>
Fig. 8. Example REPL session using the Racket iterator from Figure 7.
call/cc then aborts, yielding the function get-next to the caller of iterate (by way of applying
the identity-function handler, as in our formal semantics).
Clients can then obtain generators from iterate, as in the example REPL session in Figure 8.
In general rather than foo, which is not very interesting by itself, iterate would be used with
routines that yield successive elements of a data structure (list, tree, etc.), or perform come non-
trivial computation only on demand (i.e., a form of stream).
We can express nearly the same code in our core language. There are only a couple small ad-
justments to make:
• We must explicitly use sum types for resumption and the informal option type.
• We must introduce a separate prompt and tag to separate the prompt and abort that throws
get-next from the prompt and abort that yields values passed to yield, since the two would
need to have differing return types. (Another option would be to use sum types again, but
this complicates client code significantly.)
In addition, our core language cannot give iterate its own type, but must instead define it as a
macro: our core language lacks new-prompt to declare fresh prompt tags, and even with that, we
would require type-level abstraction over tags to give f a type. A full language implementation
would need to resolve these limitations, but for our current purposes the macro approach is ade-
quate.
Figure 9 gives a version in our core language, assuming an instantiation with mutable references
(with the identity effect for all uses) and a sum type, with type annotations. It makes the distinctions
mentioned above, aborting fron inside the inner initial prompt (the gen prompt) to the outer initial
prompt (the init prompt) to separate the result types, but still return get-next to iterate’s client
only after the the resumption is initialized. As in Figure 7, the initially-captured continuation used
for the first call to get-next is still (begin • (f yield finish) (finish)).
Before we discuss typing uses of iterate, let us consider what a desirable typing would entail.
First, note that the result of a “call” to iterate is a closure (specifically get-next), and assuming the
underlying effect quantale ignores the reference manipulation during initialization, the immediate
effect of evaluating a use of iterate should be (∅, ∅, I ).
The assumed argument types for f reflect the declared types for yield and finish. The main
point to justify above is the latent effect assumed for f . Consider E to be an upper bound on the
underlying effect of f ’s body between two successive calls to yield.10
Following our approach above, we can give the derived rule in Figure 10 assuming all prophecies
and control effects are related to the generator tag gen. Key to this derived rule above is the fact
that f’s body is constrained to have prophecies and control effects related only to дen. Because
all invocations of f or continuations containing parts of f’s body occur under prompts for дen,
10Or between a yield and a final call to finish, or between finish and any “regular” return by f .
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Jiterate init gen fK =
let resumption /* : ref (Uninit + cont unit (Pp,Cp,E*) (option τ ) + Done) */ = ref (inl Uninit) in
let get-next /* : unit
E∗
−−→ (option t) */ =
(λ _. (case (! resumption) of
([(inr (inl resume)) (% gen (resume tt) (λ (v) v))]
[_ None]))
in
let yield /* : τ
({prophecy дen (Pp ,Cp ,E
∗){(option τ ) obs (∅,∅, I )}, {abort дen I{(option τ )},⊥)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ unit */ =
(λ val. (call/cc gen (λ res. (resumption := (inr (inl res))) (abort gen (Some val)))))
in
let finish /* : unit
(∅, {abort дen I{(option τ )},⊥)
−−−−−−−−−−−−−−−−−−−−−−−−−−−→ unit */ =
(λ _. (resumption := (inr (inr Done))) (abort gen None))
in
(% init /* :: typeof(get-next) */
(begin
(% gen /* :: option τ*/
(begin (call/cc gen (λ k. (resumption := (inr (inl k))) (abort init get-next))) (f yield finish)
(finish))
(λ v. v))
get-next)
(λ v. v))
Fig. 9. A typed generator, parameterized (here implicitly) by two tags, init and gen.
GenProphs(P, ℓ, E) =
∀ℓ′, P ′,C ′,Q ′, P ′′,C ′′,Q ′′, τ . prophecy ℓ′ (P ′,C ′,Q ′) { τ obs (P ′′,C ′′,Q ′′) ∈ P ⇒
ℓ′ = ℓ ∧ τ = bool∧ GenProphs(P ′, ℓ, E) ∧C ′ ⊑ {abort ℓ (E∗) { (option τ )} ∧Q ′ ⊑ E∗
∧P ′′ ℓ ⊑ P
′
ℓ ∧C
′′ ⊑ C ′ ∧Q ′′ ⊑ Q ′
D-Iterate
Γ ⊢ f :
©­­­­«
(τ
({prophecy дen (Pp,Cp,E
∗){(option τ ) obs (∅, ∅, I )}, {abort дen I{(option τ )},⊥)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ unit)
I
−→ (unit
(∅, {abort дen I{(option τ )},⊥)
−−−−−−−−−−−−−−−−−−−−−−−−→ unit)
(P,C,E∗)
−−−−−−→ unit
ª®®®®¬
C ⊑ {abort дen (E∗) { (option τ )} GenProphs(P, gen, E)
Γ ⊢ Jiterate init дen f K : unit
(∅, ∅,E∗)
−−−−−−→ option τ | (∅, ∅, I )
Fig. 10. Derived rule for generators.
all of those effects are resolved inside calls to get-next, leaving only the underlying effect. (This
rule does assume no other effects — such as aborts from exceptions — escape the body of the
generator.) D-Iterate also permits the prophecy “emitted” by the continuation capture for yield
to vary between uses of D-Iterate: Pp andCp are the prophecies and control effects that the uses
of yield for that particular iterator construction should predict. (The GenProphs antecedent in
D-Iterate ensures the prophecy is validated.) Intuitively, Pp and Cp should be chosen such that
reusing them for the prophecy of every continuation captured by yield predicts the effect of the
code up to the next yield or the end of the function — including the effects of the next use of yield,
which itself must predict the effect of the code up to the next yield. . . and so on.
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let Pf ix ≡ {µP . prophecy дen ({P }, {abort дen I { bool}, I ) obs ({P }, {abort дen I { bool}, ⊥) { unit}
Pf ix ≡ {prophecy дen (Pf ix , {abort дen I { bool}, I ) obs (Pf ix , {abort дen I { bool}, ⊥) { unit}
χ ≡ ({prophecy дen (Pf ix , {abort дen I { bool}, I ) obs (∅, ∅, I )}, {abort дen (option I { bool)}, ⊥)
Pχ 2 ≡ {prophecy дen (Pf ix , {abort дen I { bool}, I ) obs (∅, ∅, I )} ◮ χ
≡ {prophecy дen (Pf ix , {abort дen I { bool}, I ) obs (Pχ , Cχ , Qχ )}
Fig. 11. The effect of the infinite loop body that always immediately yields a value.
With the derived rule in hand, we would hope that it is precise enought to validate the intuitive
effect for common constructions.
Example 7.1 (Iterating a Pure Function). Consider the example of a generator that always imme-
diately yields the boolean true. Under the assumptions made earlier (that reference mutations are
ignored by the effect system), we may derive:
Γ ⊢ Jiterate init дen (λy, f . Jloop (y true)K)K : unit
(∅,∅, I )
−−−−−→ option bool | (∅, ∅, I )
This follows from the rule above because the loop body (y true) has effect χ as defined in Figure
11, which is essentially the assumed latent effect for the yield argument, assuming the presence
of (equi-)recursively-defined prophecies. By the derived rule from Section 7.4, the overall loop
then has effect χ∗, which is then the latent effect of the function. The conditions onC and P in D-
Iterate are then clearly satisfied with E = I : the infinite union in the iteration above only creates
prophecies satisfying GenProphs, in particular because all finite iterations of the effect produce
prophecies less than the recursive prophecy (after the unblocking).
To provide a bit more intuition for this, note that the prophecy set component Pχ of χ is itself
less than the recursive prophecy Pf ix predicted by Pχ : Pχ ⊑ Pf ix . This is enough to show that
the prophecy component of χ2 (as shown in Figure 11) remains valid (in the sense of validEffects’
prophecy validation). This extends to any of the finite iterations introduced by the iteration oper-
ator of Section 5. Because Pf ix ’s recursively-defined observations are again Pf ix , then sequencing
any finite iteration of χ with itself yields a finite approximation of Pf ix . The approximation is
⊑ Pf ix in every case because at the point the approximation drops offwith the “base case” observa-
tion (∅, ∅, I ), this is less than the observation in Pf ix because the prophecy and control components
are merely empty sets, and I ⊑ I .
So the overall latent effect of the iterator produced by iterate is (∅, ∅, I ).
This example assumes recursive prophecies, not present in our initial presentation, and which
up to now we have not required. While we can construct the semantics of any finite prefix of an
execution by taking the union over all finite iterations per Section 5, that construction ignores
whether or not the observations in the resulting prophecies could actually be consistent with the
predictions. In order to write an actual prediction that over-approximates these observations, we
require recursive prophecies.
Example 7.2 (Iterating an Impure Looping Generator). One style of use for generators is to imple-
ment on-demand (pull) streams. In a concurrent setting this may be implemented in a way where
on each request the generator takes a lock in order to find the next element to produce. To avoid un-
necessary serialization, the lock must be released before yielding a new element, then reacquired.
There are two ways to implement this. The first approach acquires, searches, and releases the lock
on each call to get-next. In this case the body effect is pure as above. An alternative is to assume
the caller holds the lock initially, and the iterator should release and reaquire the lock.
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χ ≡ ({prophecy дen (Pf ix , {abort дen I { bool}, ({l }, {l })) obs (∅, ∅, I )}, {abort дen (option I { bool)}, ({l }, {l }))
Fig. 12. Loop body effect of the loop that waits and synchronizes for a value.
Consider iterating the following generator function, which presumes the existence of some aux-
illiary state in the environment:11
(λ (yield finish)
(begin (while (not-done?)
(begin (cond_wait l)
(yield (first-elem))))
(finish '())))
The underlying effect of the body would be ({l}, {l})∗ = ({l}, {l}) in the underlying locking effect
quantale (it begins assuming l is held, and finishes assuming l is held). This effect is observed in the
execution prefix preceding both the call to finish and prior to “each” call to yield. The loop body
has nearly the same effect as the body in the previous example, but with some uses of I replaced
by ({l}, {l}), per Figure 12. The same argument for the prophecies always remaining valid extends
to this case, taking advantage of the fact that ({l}, {l})∗ = ({l}, {l}). This makes the latent effect
of the generator function for the above also ({l}, {l}).
Because D-Iterate is a derived rule in a sound type-and-effect system, we know it is sound.
We could also go beyond the rule D-Iterate above, which assumes the only control effects and
prophecies escaping the body of f are related to the generator infrastructure. This is naturally not
always the case — in a language like C#, the body of a generator can throw exceptions. We do
not explore the details of deriving rules for such combinations here, but the same methodology
employed thus far still applies to that case.
8 RELATEDWORK
Here we recall other related work not covered in Section 2.
Sequential Effect Systems. The past few years have seen great progress on semantic models for
sequential effect systems [Katsumata 2014; Mycroft et al. 2016; Tate 2013], centering on what are
now known as graded monads. These are monads indexed by some kind of monoid (to model se-
quential composition), commonly a partially-ordered monoid following Katsumata [2014]. Gordon
[2017] focused on capturing common structure for prior concrete effect systems, leading to the first
abstract characterization of sequential effect systems that included singleton effects, effect poly-
morphism, and iteration of sequential effects. Gordon’s work is syntactic like ours, though the
semantic approaches to singletons and polymorphism have been well-explored separately from
effect systems.
To the best of our knowledge we are the first to use the term “accumulator” as we do to identify
this as a reusable technique. However accumulators have appeared before. Koskinen and Terauchi
[2014]’s effect system used left-accumulators for safety and liveness properties (requiring an oracle
for liveness). Effects in their system are a pair of sets, one a set of finite traces (for terminating
executions) and the other a set of infinite traces (for non-terminating executions). The infinite
traces left-accumulate: code that comes after a non-terminating expression in program-order never
11Technically this code should contain an inner loop because condition variable implementations permit spurious wake-
ups, for a variety of reasons, including that even if the intended condition was true when the sleeping thread was signalled,
it may have been falsified again before the thread has a chance to execute again. This is a simplified example to focus on
the effects.
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runs. On the other hand, finite executions from code before an infinite execution extend the prefix
of the infinite executions. Prior to this, Neamtiu et al. [2008] defined contextual effects to track
what (otherwise order-unaware) effects occurred before or after an expression, and used these to
ensure key correctness properties for code using dynamic software updates.
Effects and Continuations. Effect systems treating continuations are nearly as old as effect sys-
tems themselves [Jouvelot and Gifford 1989]. To the best of our knowledge, we are the first to
consider the integration of sequential effects with exceptions, generators, or continuations — or
any control flow construct beyond while loops, including any form of continuation, tagged or oth-
erwise. The primarymotivation for tagging was to prevent encodings of separate control operators
from interfering with each other [Sitaram 1993]; without tagging, for example, a throw inside a
loop would abort to the loop boundary, rather than a try-catch enclosing the loop. Without treat-
ing multiple tags/prompts, we could not give type rules that for example, permit exceptions to be
thrown from inside loops. The only other work considering an effect system over tagged delimited
continuations is Pretnar and Bauer’s work with a variant of algebraic effects and handlers [Pret-
nar and Bauer 2014] where operations may be handled by outer handle constructs, rather than
only the closest construct as in most other algebraic effects work; they use a commutative (not
sequential) effect system to ensure all algebraic operations are handled by an enclosing handler.
For most purposes, ignoring tags in the theory (formalizing only untagged prompts) and treat-
ing them in the implementation is a workable solution. As noted earlier, the interaction between
tags forces additions to our effects (the existence of blocked control effects, and per-tag blocking
of prophecies). Tagged delimited continuations can macro-express untagged undelimited continu-
ations, but not vice versa [Sitaram 1993], making untagged delimited continuations unsuitable for
our purpose: deriving type rules for new control operators macro-expressed in terms of more prim-
itive operators. This choice of more expressive control operators is also a key distinction between
our work and some of the most closely related work.
Tov and Pucella [2011] examined the interaction of untagged delimited continuations with sub-
structural types (a coeffect [Petricek et al. 2014]). Delbianco and Nanevski adapted Hoare Type
Theory for untagged algebraic continuations [Delbianco and Nanevski 2013]. The particular form
of prompt and abort they study places handlers at the site of an abort, rather than at the prompt,
in order to satisfy some useful compuational equalities (see below). As a consequence, encoding
non-trivial control flow constructs in their system becomes significantly more complex; for exam-
ple, simulating the standard semantics of throwing exceptions to the nearest enclosing catch block
for the exception type would require catching, dispatching, and re-throwing at every prompt. This
and lack of tagging would make compositional study of multiple control flow constructs / control
operators difficult.
Algebraic Effects. Algebraic effects with handlers [Plotkin and Pretnar 2009] are a means to de-
scribe the semantics of effects in terms of a set of operations (the effectful operations) along with
handlers that interpret those operations as actions on some resource. The combination yields an
algebra characterizing equality of different effectful program expressions, hence the term “alge-
braic”. Languages with algebraic effects include an effect system to reason about which effects a
computation uses, to ensure they are handled. Some implementations even use Lindley and Ch-
eney’s effect adaptation [Lindley and Cheney 2012] of row polymorphism [Wand 1989] to support
effect inference [Leijen 2014]. Handlers for algebraic effects receive both the action to interpret
and the continuation of the program following the effectful action. Thus they can implement many
control operators, including generators and cooperative multithreading [Leijen 2017], as with the
delimited continuations we study. In an untyped setting without tagging, algebraic handlers can
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simulate (via macro translation) shift0/reset0 [Forster et al. 2017], which can simulate prompts
and handlers [Shan 2007] (with correct space complexity, not only extensionally-correct behavior);
with those limitations, handlers are as powerful as the constructs we study. For the common com-
mutative effect system for handlers that ensures all operations are handled, Forster et al. [2017]
prove that the translation from handlers to prompts (shift0) is not type-and-effect preserving, and
conjecture the reverse translation also fails to preserve types. They conjecture (with good reason)
that adding polymorphism to each system would enable a type-and-effect preserving translation
(again, without tagging, for a commutative effect system), but we are not aware of further work
confirming or disproving this conjecture.
The effect systems considered for algebraic effects thus far have only limited support for rea-
soning about sequential effects. The types given for individual algebraic effects do support rea-
soning about the existence of a certain type of resource before and after the computation [Bauer
and Pretnar 2013; Brady 2013]. However, the way this is done corresponds to a parameterized
monad [Atkey 2009], which Tate [2013] showed crisply do not include all meaningful sequential
effect systems. Every parameterized monad’s algebra of sequencing and lifting can be described as
an effect quantale (they are quite similar to the recursive lock acquisition effect quantale given by
Gordon [2017]). However, there are effect quantales which cannot be represented as parameterized
monads, and therefore express finer-grained distinctions on program order than those imposed by
effect systems for algebraic effects. Examples include effect quantales for atomicity (see Gordon
[2017]) and trace effects [Gordon 2018; Koskinen and Terauchi 2014; Skalka 2008; Skalka et al.
2008].
General considerations of sequential effect systems have not yet been explored for algebraic
effects. When it is considered, it seems likely ideas from our development (particularly prophecies)
will be useful. For example, Dolan et al. [Dolan et al. 2018] offer two reasons for dynamically
enforcing linearity of continuations in their handlers: performance, but also avoiding the sorts of
errors prevented by sequential effect systems, such as closing a file twice by reusing a continuation.
It also seems plausible that our approach could be adapted to algebraic effects and handlers.With
an effectively-tagged version of handlers [Pretnar and Bauer 2014], a similar macro-expression of
control flow constructs and control operators is likely feasable, in particular adapting our notion of
prophecy and observation to handlers: in this case, the continuations themselves are seen by han-
dlers that are direct subexpressions of the handling construct itself, so prophecies might observe
“outside-in” rather than our system’s “inside-out” accumulation.
Derived Typing Rules. The approach we take to deriving type rules for control flow constructs
and control operators is reminiscent of work done in parallel with ours by Pombrio and Krishna-
murthi [2018]. They address the problem of producing useful type rules when a language semantics
and type rules are defined directly for a simpler core language, and a full source language is defined
using syntactic sugar (i.e., macros) that expand into core language expressions with the intended
semantics, such as the approach taken by λJS [Guha et al. 2010]. There the issue is that type errors
given in terms of the elaborated core terms are difficult to understand for developers writing in the
unelaborated source language. Pombrio and Krishnamurthi offer an approach to automatically lift
core language type rules through the desugaring process to the source language, providing sensible
source-level type errors. Their work focuses on type systemswithout effects, but including such no-
tions as subtyping and existential types. They do not consider control operators (delimited contin-
uations) or effects (neither commutative nor sequential). Extending their approach to support the
language features and types (effects) we consider would make our approach more useful to effect
system designers, though this is non-trivial due to the many ways to combine sequential effects.
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9 CONCLUSIONS
We have given the first characerization of how to integrate sequential effect systems with tagged
delimited control operators, in a way that permits lifting existing sequential effect systems without
knowledge of control operators to automatically support tagged delimited control. We have used
this characterization to derive sequential effect system rules for standard control flow structures
macro-expressed via continuations, including deriving known forms (loops) and giving the first
characterization of exceptions and generators in sequential effect systems.
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C = (Qe ⊲Cp ) ∪ {replace ℓ : Qe ⊲Qp { unit}
Jval =
Γ ⊢ unit <: unit Γ ⊢ (∅, C, Qe ) ⊑ (∅, Cp, Qp )
Γ ⊢ validEffects({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, C, Qe )}, C, Qe , ℓ, unit)
Jcc =
. . .
Γ ⊢ (call/cc ℓ (λk . k)) : µX . cont ℓ X (∅, Cp, Qp ) unit | ({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, ∅, I )}, ∅, I )
Jbody =
Jcc
Assumption
Γ, cc : . . . ⊢ e : τ | χe
. . .
Γ, cc : . . . ⊢ cc cc : unit | (∅, Cp
ℓ
∪ {replace ℓ : Qp { unit}, I )
Γ, cc : (µX . cont ℓ X (∅, Cp, Qp ) unit) ⊢ (e ; cc cc) : unit | χe ⊲ (∅, Cp
ℓ
∪ {replace ℓ : Qp { unit}, I )
Γ ⊢ (let cc = (call/cc ℓ (λk . k)) in (e ; cc cc)) : unit | ({prophecy ℓ (∅, Cp, Qp ) { unit obs (∅, C,Qe )}, C,Qe )
Jbody
. . .
Γ ⊢ (λ_. ) : unit
(∅,∅, I )
−−−−−→ unit
Jval
Γ ⊢ (% ℓ (let cc = (call/cc ℓ (λk . k)) in (e ; cc cc)) (λ_. )) : unit | (∅, ∅, Qe ⊔
⊔
C ℓ |
I
ℓ
)
Fig. 13. Typing infinite loops. We assume Γ ⊢ e : τ | χe , where χe = (∅, ∅,Qe ).
A HYPOTHETICAL TYPING DERIVATION FOR INFINITE LOOPS
Figure 13 gives a hypothetical typing derivation for an infinite loop, assuming no control effects
escape the loop’s body. Choosing as in Section 7.1, Qp = Q
∗
e and Cp = {replace ℓ : Q
∗
e { unit}
makes this derivation valid. In that case, the final underlying effect in the derivation is equal to
Qe ⊔ (Q
∗
e ) = Q
∗
e .
B CONTEXT TYPING AND SUBSTITUTIONS
For syntactic type safety, we must give types to terms that exist only at runtime, which include
reified continuations. For this we introduce the evaluation context type τ/χ{τ ′/χ ′, which char-
acterizes an evaluation context with a hole of type τ , which when filled by an expression of ap-
propriate type and effect at most χ yields an expression producing τ ′ with overall effect χ ′. This
is only used by the context-typing judgment Σ; Γ ⊢ E : τ/χ{τ ′/χ ′, which has no effect of its
own, because evaluation contexts do not appear in expression positions during evaluation. This
judgment plays both a convenient administrative role in the soundness proof, and a role in typing
the runtime form of continuations.
Note that we have avoided explicitly tracking a notion of latent effect for a continuation while
typing the main program expression. There are two reasons for this. First, doing this explicitly
would make the type rules significantly more complex due to the need to identify various contexts
and associate latent effects to them. Second, it is unnecessary in the presence of prophecies: the
observations made by a prophecy capture the latent effect between the point of the continuation
capture and the enclosing prompt of the same tag. And these are the only continuations for which
a latent effect is useful. Our use of prophecies permits the inference of these latent effects from
the characterization above, in cases where they are required (see Lemma B.2).
The context typing judgment is defined in parallel with typing derivations, one case for each
possible way of typing an evaluation context. For example, there are two rules for typing the
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function-hole contexts:
T-CtxtFunApp
Σ; Γ ⊢ E ′ :: τ/χ { (σ
χl
−→ σ ′)/χ ′ Σ; Γ ⊢ e : σ | χe
Σ; Γ ⊢ (E ′ e) : τ/χ { σ ′/(χ ′ ⊲ χe ⊲ χl )
T-CtxtContApp
Σ; Γ ⊢ E ′ :: τ/χ { (cont ℓ σ (P,C,Q) σ ′)/χ ′ Σ; Γ ⊢ e : σ | χe
Σ; Γ ⊢ (E ′ e) : τ/χ { σ ′/(χ ′ ⊲ χe ⊲ (P ℓ,C ∪ {replace ℓ Q { τ
′}, I ))
The other context typing rules are defined similarly, each effectively exchanging one inductive
hypothesis for a recursive context typing hypothesis with the same type and effect for the hole.
The base case is the natural rule for the hole, requiring that the type and effect of the value plugged
into the hole are subtype or subeffect of the of the “plugged” context’s type (since plugging an
expression into the empty context is simply that expression):
T-CtxtHole
τ <: τ ′ χ ⊑ χ ′
Σ; Γ ⊢ • :: τ/χ { τ ′/χ ′
The context typing judgment is defined mutually with the term typing, as the type rule for contin-
uation values refers back to the context typing judgment:
T-ContC
Σ; Γ ⊢ E :: τ/(∅, ∅, I ){ τ ′0/χ0 τ
′
0 <: τ
′ P0 ℓ ⊑ P ℓ C0 ℓ ⊑ C ℓ Q0 ⊑ Q
Σ; Γ ⊢ (contτ
′
ℓ
E) : cont ℓ τ χ τ ′ | I
B.1 Context Decomposition
Because the preservation proof will destructure full expressions into evaluation contexts and re-
dexes, and we will require both local typing information about the redex and information about
replacing the redex within the context, we must be able to decompose the typing derivation of a
(filled) evaluation context in parallel with the operational semantics.
Lemma B.1 (Context Typing Decomposition). If
• Σ; Γ ⊢ E[e] : τ | χ
then there exists a τ ′, χ ′, such that:
• Σ; Γ ⊢ e : τ ′ | χ ′
• Σ; Γ ⊢ E :: τ ′/χ ′{τ/χ
Proof. By induction on E (with other variables universally quantified in the inductive hypoth-
esis).
• Case E = •: Here E[e] = e , so τ ′ = τ , χ ′ = χ , and χ ′′ = I .
• Case E = (E ′[e] e ′): Here we have two cases, for application of functions or application
of continuations. We present the function application case; the continuation application is
similar. Given:
– Σ; Γ ⊢ (E ′[e] e ′) : τ | χ
By inversion on the typing derivation, for the function application case:
– Σ; Γ ⊢ E ′[e] : τe ′
χlatent
−−−−−→ τ | χf
– Σ; Γ ⊢ e ′ : τe ′ | χe ′
– χ = χf ⊲ χe ′ ⊲ χlatent
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Via the inductive hypothesis there exists some τ ′, χ ′, such that:
– Σ; Γ ⊢ e : τ ′ | χ ′
– Σ; Γ ⊢ E ′ :: τ ′/χ ′{(τe ′
χlatent
−−−−−→ τ )/χf
We can then invert on context typing and use T-App to prove
Σ; Γ ⊢ E :: τ ′/χ ′{τ/χ
The inversion on typing produces a second case, for applying continuations, which proceeds
similarly.
• Case E = (v E ′[e]): Similar to the other function application context.
• Case E = (% ℓ E ′[e] v): Similar to previous cases.
• Case E = (call/cc ℓ E ′[e]): Similar to previous cases.

Note that when decomposing contexts, the redex is typed in the same type environment as
the surrounding evaluation context. This is a consequence of the fact that no evaluation context
reaches “under” binders like inside a lambda expression.
B.2 Valid Prophecies
One of the most subtle parts of the effect system is the use of prophecies to capture the residual
effect of various evaluation contexts, in a non-local manner. Intuitively, a prophecy captures all
possible effects from the point of the prophecy (the point where the continuation capture would be
the next expression to reduce) up to an enclosing prompt. In particular, notice that post-composing
an effect after one with a prophecy performs the same “transformations” on the C and Q compo-
nents of the prophecy as on those components of the actual effect, effectively type-checking a
context twice simultaneously. The lemma below makes the intuition precise, and shows that the
type system in fact matches that intuition.
Lemma B.2 (Valid Prophecies). For any Σ, Γ, E, τ , χ , χ ′, σ , ℓ, χℓ , γ , if
• Σ; Γ ⊢ E : τ/χ { σ/χ ′ and
• prophecy ℓ χℓ { γ obs (∅, ∅, I ) ∈ Pχ
• E contains no prompts for ℓ
then there exists a P , C , and Q such that:
• prophecy ℓ χℓ { γ obs (P,C,Q) ∈ Pχ ′
• Σ; Γ ⊢ E :: τ/I { σ/(P,C,Q)
Proof. By induction on E. We present a demonstrative inductive case and the one interesting
case.
• Case E = (E ′ e): Inversion on the context typing produces a case for function application,
and a case for continuation application. We show the former; the latter is similar. By that
inversion and the inductive hypothesis:
– prophecy ℓ χℓ { γ obs (P
′,C ′,Q ′) ∈ PE′
– Σ; Γ ⊢ E ′ :: τ/I { (τ ′
χf
−→ σ )/(P ′,C ′,Q ′)
– Σ; Γ ⊢ e : τ ′ | χe
– PE = (PE′ ◮ χe ◮ χf ) ∪ (Pe ◮ χf ) ∪ Pf
Applying T-CtxtFunApp with the “plugged” type for E ′ produces the expected result type
(σ ) and a result effect
(P,C,Q)
def
= (P ′,C ′,Q ′) ⊲ χe ⊲ χf
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And given the prophecy observing (P ′,C ′,Q ′) in PE′ , we know the (P,C,Q) above is present
in PE : PE′ ◮ χe ◮ χf will contain
prophecy ℓ χℓ { γ obs (P
′
,C ′,Q ′) ◮ χe ◮ χf
• Case E = (% ℓ′ E ′ h): By assumption, ℓ , ℓ′. By the inversion on context typing and the
inductive hypothesis:
– prophecy ℓ χℓ { γ obs (P
′,C ′,Q ′) ∈ PE′
– Σ; Γ ⊢ E ′ :: τ/I { σ/(P ′,C ′,Q ′)
– Σ; Γ ⊢ h : σ ′
(∅, ∅,Qh )
−−−−−−→ σ
– PE = PE′ ℓ′ \
Qh ℓ′
– CE = CE′ ℓ′ \
Qh ℓ′
– QE = QE′ ⊔
⊔
CE′ ℓ′ |
Qh
ℓ′
– validEffects(PE′ ,CE′,QE′, ℓ
′,σ ,σ ′) (σ ′ is the argument type of the handler)
Note that the changes from the body effect to prompt effect imposed by T-CtxtPrompt
preserve the prophecy of interest (suitably modified itself). For choices:
– P = P ′ ℓ′ \
Qh ℓ′
– C = C ′ ℓ′ \
Qh ℓ′
– Q = Q ′ ⊔
⊔
(C ′ ℓ′ |
Qh
ℓ′
)
we may apply T-CtxtPrompt to give a context typing for (% ℓ E ′ h) (The choices for P , C ,
and Q directly imply validEffects). Now we must show
prophecy ℓ χℓ { γ obs (P,C,Q) ∈ PE . Because of the prophecy we know of in PE′ , the fol-
lowing is in PE :
prophecy ℓ χℓ { γ obs (P
′,C ′,Q ′)
ℓ′
\Qh ℓ′
= prophecy ℓ χℓ { γ obs (P
′
ℓ′ \
Qh ℓ′, C ′ ℓ′ \
Qh ℓ′,Q ′ ⊔
⊔
(C ′ ℓ′ |
Qh
ℓ′
))
= prophecy ℓ χℓ { γ obs (P,C,Q))

B.3 Evaluation Contexts and Residual Effects
The canonical evaluation rule in the presence of evaluation contexts is E-Context, which replaces
an evaluation context’s hole with a new expression. In cases where the effect of the redex is pre-
served — such as the last step of applying a function, where the direct effects of the function and
parameter are both I and the unfoldingmerely lifts the function’s latent effect to be the direct effect
of the applied function — context typing via T-Context suffices. However, the other major class
of reductions are the cases where some primitive with a non-identity effect is evaluated, leaving a
value in its place. Since in general I — the effect of all values — is not a least element in an effect
quantale’s partial order, this will not be a subeffect of the original hole effect.
In these cases, as in prior sequential effect systems, the sequential composition of the just-
evaluated effect followed by the residual effect should be a subeffect of the original. In the presence
of our control effects, this intuition still holds, but the details are more complex because we must
essentially prove that many subeffect relationships holding before the reduction remain true on
“suffixes” of control effects.
Lemma B.3 (Reduct Effects). If
• Σ; Γ ⊢ E :: τ/χ { τ ′/χ ′
• Σ; Γ ⊢ e : τ | χe
• Σ; Γ ⊢ q ⊲ χe ⊑ χ
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then there exists a χ ′′ such that
• Σ; Γ ⊢ E[e] : τ ′ | χ ′′
• Σ; Γ ⊢ q ⊲ χ ′′ ⊑ χ ′
Proof. By induction on E, leaving all else universally quantified. Most cases are straightforward
uses of the inductive hypothesis. The exception is the case for prompts, which relies on verifying
that the transformations to the body’s prophecy and control effects preserves subtyping.
• Case E = ·: Trivial.
• Case E = (E ′ e ′): By inversion on context typing, showing only the function application case
and omitting the similar continuation application case:
– Σ; Γ ⊢ E ′ :: τ/χ { [σ
γ
−→ τ ′]/χf
– Σ; Γ ⊢ χ ′ = χf ⊲ χe ′ ⊲ γ
From the inductive hypothesis, we may conclude:
– Σ; Γ ⊢ E ′[e] : [σ
γ
−→ τ ′] | χ ′
f
– Σ; Γ ⊢ q ⊲ χ ′
f
⊑ χf
Therefore, let χ ′′ = χ ′
f
⊲ χe ′ ⊲γ . Then the typing result for E[e] holds by T-App (note we’ve
suppressed the details of handling the choice of e ′ being a value or the function having
non-dependent type). For the subeffect obligation:
– Σ; Γ ⊢ q ⊲ χ ′′ = q ⊲ χ ′
f
⊲ χe ′ ⊲ γ ⊑ χf ⊲ χe ′ ⊲ γ = χ
′
follows from the definition of χ ′′, the definition of χ ′ from inversion, and the inductive
result.
• Case E = (v E ′): Similar to other cases.
• Case E = (% ℓ E ′ h): By inversion on context typing
– Σ; Γ ⊢ E ′ :: τ/χ { τ ′/χb
– χb = (Pb ,Cb ,Qb )
– χ ′ = (Pb ℓ \ ℓ, Cb ℓ \ ℓ,Qb ⊔
⊔
Cb ℓ |
Qh
ℓ
)
– Σ; Γ ⊢ h : σ
(∅, ∅,Qh )
−−−−−−→ τ | I
– Σ; Γ ⊢ validEffects(Pb ,Cb ,Qb , ℓ, τ
′,σ )
By the inductive hypothesis:
– Σ; Γ ⊢ E ′[e] : τ ′ | χ ′
b
– q ⊲ χ ′
b
⊑ χb
Destructure χ ′
b
as (P ′
b
,C ′
b
,Q ′
b
). Let χ ′′ = (P ′
b ℓ
\ ℓ, C ′
b ℓ
\ ℓ,Q ′
b
⊔
⊔
Cb ℓ |
Qh
ℓ
). Because q ⊲
(P ′
b
,C ′
b
,Q ′
b
) ⊆ (Pb ,Cb ,Qb ), we may conclude q ⊲ (P
′
b ℓ
\ ℓ, C ′
b ℓ
\ ℓ,Q ′
b
⊔
⊔
Cb ℓ |
Qh
ℓ
) ⊑
(Pb ℓ \ ℓ, Cb ℓ \ ℓ,Qb ⊔
⊔
Cb ℓ |
Qh
ℓ
).
• Case E = (call/cc ℓ E ′): Similar to other cases.

C SOUNDNESS
We prove syntactic type soundness for a lightly type-annotated source language. We require some
type annotations because the dynamic semantics form a labelled transition system where the label
is the effect of the reduction. Because some of the control effects contain types, we must add those
to the term language. Specifically:
• abortσ is the abort operator labelled with the type of the value passed to the handler.
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• call/ccσχ “predicts” a continuation result type (the type of the enclosing prompt) of σ and
latent continuation effect of χ (as in the continuation type, this is a flattened underlying
effect)
In each case, the runtime typing rule is modified to enforce the correct relationship between the
term and the type. These type-annotations are straightforward to produce from a valid source
typing derivation.
The structure of our proof borrows heavily from Gordon’s modular proof of type safety for
a lambda calculus defined with respect to an unspecified effect quantale, where the language is
parameterized by a selection of primitives, new values, new types, a notion of state, state types,
and operations and relations giving types to the new primitives, values, and states. The proof is also
parameterized by a lemma that amounts to one-step type preservation for executing fully-applied
primitive operations — these are the only parts of the language that may modify the state (the rest
of the framework is defined without knowledge of the state’s internals). Sufficient restrictions are
placed on these parameters to ensure various traditional lemmas continue to hold (for example,
ensuring that the primitives do not add a third boolean, so the typical Canonical Forms lemma
stands).
We impose an additional requirement on the parameters for primitive typing, beyond what Gor-
don requires. Whereas Gordon requires that for any primitive, only its final effect is non-I , we also
require that all control behaviors and block sets for any primitive added are empty. This ensures
that all primitives are in fact local operations. We retain Gordon’s model of dynamic primitive be-
havior, which reduces fully-applied primitives to a new value, transforms the (pluggable) state, and
produces a dynamic effect — in the underlying effect quantale, rather than the control-enhanced
one.
Lemma C.1 (Redex Preservation). If
• ⊢ Γ
• ⊢ σ : Σ
• Σ; Γ ⊢ e : τ | χ
• σ ; e
q
→ σ ′; e ′
then there exists Σ′ and χ ′ such that
• Σ ≤ Σ′
• ⊢ σ ′ : Σ′
• Σ′; Γ ⊢ e ′ : τ | χ ′
• q ⊲ χ ′ ⊑ χ
Proof. By induction on the reduction step, followed by inversion on the typing derivation in
each case. The proof is nearly identical to Gordon’s proofs [Gordon 2017, 2018] beyond the addition
of equivariant recursive types, non-dependent products and sum types, subsumption, and a new
straightforward case for E-PromptVal. 
Lemma C.2 (Context Substitution). If
• Σ; Γ ⊢ E :: τ/χ { σ/χ ′
• Σ; Γ ⊢ e : τ | χ
then Σ; Γ ⊢ E[e] : σ | χ ′
Proof. By straightforward induction on the context typing. 
Finally, we are ready to tackle the central preservation lemma.
Sequential Effect Systems with Control Operators 1:47
Lemma C.3 (Context Reduction). If
• ⊢ Γ
• ⊢ σ : Σ
• Σ; Γ ⊢ e : τ | χ
• σ ; e
q
⇒ σ ′; e ′
then there exists a Σ′ χ ′ such that
• Σ ≤ Σ′
• ⊢ σ ′ : Σ′
• Σ′; Γ ⊢ e ′ : τ | χ ′
• q ⊲ χ ′ ⊑ χ
Proof. By induction on the derivation of σ ; e
q
⇒ σ ′; e ′. In each case below other than the case
for the context reduction (E-Context), nothing will change the state. So in all cases other than
E-Context, we choose Σ′
def
= Σ, and the semantics ensure σ = σ ′, and so in all cases ⊢ σ ′ :
Σ
′ ⇔⊢ σ : Σ. Thus we present only the expression- and effect-related details below. Moreover,
we continue to use σ as an additional meta-variable for types, rather than as a meta-variable for
states, to minimize the number of prime marks that must be counted by the reader (or author) of
the proof.
• Case E-Context: This case follows from context decomposition (Lemma B.1), redex reduc-
tion (Lemma C.1), and the reduct effects lemma (Lemma B.3). In this case,
– σ ; e
q
−→ σ ′; e ′
– Σ; Γ ⊢ E[e] : τ | χ
– ⊢ Γ
– ⊢ σ : Σ
By context decomposition (Lemma B.1):
– Σ; Γ ⊢ e : τe | χe
– Σ; Γ ⊢ E :: τe/χe { τ/χ
By redex preservation (Lemma C.1), there exist Σ′ and χe ′ such that:
– Σ ≤ Σ′
– ⊢ σ ′ : Σ
– Σ′; Γ ⊢ e ′ : τe | χe ′
– Σ′; Γ ⊢ q ⊲ χe ′ ⊑ χe
By weakening and repetition of context decomposition:
– Σ′; Γ ⊢ E :: τe/χe { τ/χ
Then by the reduct effects lemma (Lemma B.3), we can derive the appropriate result for some
χ ′:
– Σ′; Γ ⊢ E[e ′] : τ | χ ′
– Σ′; Γ ⊢ q ⊲ χ ′ ⊑ χ
• Case E-Abort: In this case,
– e = E[(% ℓ E ′[(abortσ ℓ v)] h)],
– q = I
– e ′ = E[h v]
– E ′ contains no prompts for ℓ
By context decomposition (Lemma B.1), there exist τprompt , χprompt , where:
– Σ; Γ ⊢ (% ℓ E ′[(abortσ ℓ v)] h) : τprompt | χprompt
– Σ; Γ ⊢ E :: τprompt/χprompt { τ/χ
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By inversion on the prompt’s typing:
– Σ; Γ ⊢ E ′[(abortσ ℓ v)] : τprompt | (Pbody ,Cbody ,Qbody)
– Σ; Γ ⊢ h : σh
(∅, ∅,Qh )
−−−−−−→ τprompt | (∅, ∅, I )
– Σ; Γ ⊢ validEffects(Pbody ,Cbody,Qbody , ℓ, τprompt ,σh)
– χprompt = (Pbody
ℓ
\Qh ℓ, Cbody
ℓ
\Qh ℓ,Qbody ⊔
⊔
Cbody
ℓ
|
Qh
ℓ
)
Applying context decomposition again to E ′ and its contents:
– Σ; Γ ⊢ (abortσ ℓ v) : τabr t | χabr t
– Σ; Γ ⊢ E ′ :: τabr t/χabr t { τprompt/χprompt
By inversion on the typing of abort and value typing:
– Σ; Γ ⊢ v : σ | I
– Σ; Γ ⊢ (∅, {abort ℓ I { σ }, I ) ⊑ χabr t
Because abort effects for ℓ are propagated through E ′ (which contains no ℓ-prompts) without
accumulating new prefixes (since E ′ is an evaluation context):
– abort ℓ I { σ ∈ Cbody
By inversion on the validEffects conclusion above:
– Σ; Γ ⊢ σ <: σh
Then by T-App:
– Σ; Γ ⊢ h v : τprompt | (∅, ∅,Qh)
This is a subeffect of χprompt , because (I ⊲Qh) ∈ Cbody
ℓ
|
Qh
ℓ
as a result of the abort control
effect. This allows the use of context substitution (Lemma C.2) to place this result back in E.
• Case E-CallCC: In this case
– e = E[(% ℓ E ′[(call/ccσχ ℓ k)] h)]
– q = I
– e ′ = E[(% ℓ E ′[(k (contσ ℓ E ′))] h)]
By context decomposition (Lemma B.1):
– Σ; Γ ⊢ (% ℓ E ′[(call/ccσχ ℓ k)] h) : τprompt | χprompt
– Σ; Γ ⊢ E :: τprompt/χprompt { τ/χ
By inversion on the prompt typing:
– Σ; Γ ⊢ E ′[(call/ccσχ ℓ k)] : τprompt | (Pbody ,Cbody ,Qbody)
– Σ; Γ ⊢ h : σh
(∅, ∅,Qh )
−−−−−−→ τprompt | (∅, ∅, I )
– Σ; Γ ⊢ validEffects(Pbody ,Cbody,Qbody , ℓ, τprompt ,σh)
– χprompt = (Pbody
ℓ
\Qh ℓ, Cbody
ℓ
\Qh ℓ,Qbody ⊔
⊔
Cbody
ℓ
|
Qh
ℓ
)
Applying context decomposition again to E’ and its contents:
– Σ; Γ ⊢ (call/ccσχ ℓ k) : τhole | χhole
– Σ; Γ ⊢ E ′ :: τhole/χhole { τprompt/χprompt
where k is a value. By inversion on the call/cc typing and value typing:
– Σ; Γ ⊢ k : (cont ℓ τhole χproph σ )
χk
−−→ τhole | (∅, ∅, I )
– χhole = χk ⊲ ({prophecy ℓ χproph { σ obs (∅, ∅, I )}, ∅, I )
By the valid prophecies lemma (Lemma B.2):
– prophecy ℓ χproph { σ obs (Pobs ,Cobs ,Qobs ) ∈ Pbody
– Σ; Γ ⊢ E :: τhole/(∅, ∅, I ){ τprompt/(Pobs ,Cobs ,Qobs)
From the validEffects assumption above, conclude:
– Pobs ℓ ⊑ Pproph ℓ
– Cobs ℓ ⊑ Cproph ℓ
– Qobs ⊑ Qproph
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– Σ; Γ ⊢ τprompt <: σ
These are exactly the requirements for the typing of continuation values via T-ContC, thus:
– Σ; Γ ⊢ (contσ ℓ E ′) : cont ℓ τhole χproph σ | I
The use of T-App to apply k to the continuation at its assumed type, along with Context
Substitution (Lemma C.2) completes the case.
• Case E-InvokeCC: In this case:
– e = E[(% ℓ E ′[((contσ ℓ E ′′) v)] h)]
– e ′ = E[(% ℓ (E ′′[v]) h)]
– q = (ℓ 7→ replace I { σ , I )
By Context Decomposition (Lemma B.1):
– Σ; Γ ⊢ (% ℓ E ′[((contσ ℓ E ′′) v)] h) : τ ′ | χprompt
– Σ; Γ ⊢ E :: τprompt/χprompt { τ/χ
By inversion on the prompt typing:
– Σ; Γ ⊢ E ′[((contσ ℓ E ′′) v)] : τprompt | (Pbody ,Cbody ,Qbody)
– Σ; Γ ⊢ h : σh
(∅, ∅,Qh )
−−−−−−→ τprompt | (∅, ∅, I )
– Σ; Γ ⊢ validEffects(Pbody ,Cbody,Qbody , ℓ, τprompt ,σh)
– χprompt = (Pbody
ℓ
\Qh ℓ, Cbody
ℓ
\Qh ℓ,Qbody ⊔
⊔
Cbody
ℓ
|
Qh
ℓ
)
By context decomposition for E ′:
– Σ; Γ ⊢ ((contσ ℓ E ′′) v) : τhole | χhole
– Σ; Γ ⊢ E ′ :: τhole/χhole { τprompt/χprompt
By inversion on the continuation application, and value typing:
– Σ; Γ ⊢ (contσ ℓ E ′′) : cont ℓ γ (PE′′,CE′′,QE′′) σ | I
– Σ; Γ ⊢ v : γ | I
– χhole = (PE′′ ℓ, CE′′ ℓ ∪ {replace ℓ : QE′′ { σ }, I )
By inversion on typing of the continuation (T-ContC):
– Σ; Γ ⊢ E ′′ :: γ/(∅, ∅, I ){ σ/(P ′E′′,C
′
E′′,Q
′
E′′)
– P ′E′′ ℓ
⊑ PE′′ ℓ
– C ′E′′ ℓ
⊑ CE′′ ℓ
– Q ′E′′ ⊑ QE′′
Thus we conclude by Lemma C.2 for the v at hand:
– Σ; Γ ⊢ E ′′[v] : σ | (P ′E′′,C
′
E′′,Q
′
E′′)
Because unblocked control effects for ℓ and control effects blocked until ℓ are carried through
E ′ without change (since it is an evaluation context containing no ℓ-prompts)
– CE′′ ℓ ∪ {replace ℓ : QE′′ { σ } ⊆ Cbody
Likewise, PE′′ ℓ ⊆ Pbody (originating from χhole ). (Note that knowing the replace effect above
is contained inCbody means that the original prophecy validation ensured that σ <: τprompt .)
This is almost enough to make the effect of E ′′[v] a subeffect of (Pbody ,Cbody ,Qbody), allow-
ing the use of subsumption to give it the same effect as the context it is replacing (E ′[. . .]).
But the underlying effect E ′′[v] is not necessarily a subeffect of Qbody .
However, if we first apply T-Prompt to (% ℓ E ′′[v] h), its effect — (PE′′ ℓ \
Qh ℓ, CE′′ ℓ \
Qh
ℓ,QE′′ ⊔
⊔
CE′′ ℓ |
Qh
ℓ
) — will be a subeffect of χprompt . For this to hold, we require that
P ′E′′ ℓ
\Qh ℓ ⊑ Pbody
ℓ
\Qh ℓ. Fortunately, if the unmasked PE′′ is already less than a set masked
by −\Qh ℓ, then masking it by −\Qh ℓ again will have no effect; and we just proved this above.
Thus PE′′ ℓ \
Qh ℓ ⊑ Pbody
ℓ
\Qh ℓ. Similarly we may conclude that C ′E′′ ℓ
\Qh ℓ ⊑ Cbody
ℓ
\Qh ℓ.
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e ::= . . . | comp E
v ::= . . . | comp E
τ ::= . . . | compℓ τ (P,C,Q) τ
p ::= . . . | cprophecy ℓ χ { τ obs χ ′
E-InvokeComp
σ ; ((comp E ′′) v)
I
⇒ σ ; E ′′[v]
E-CallComp
E ′ contains no prompts for ℓ
σ ; E[(% ℓ E ′[(call/comp ℓ k)] h)]
I
⇒ σ ; E[(% ℓ E ′[(k (comp E ′))] h)]
T-CallComp
Γ ⊢ e : (compℓ τ χk γ )
χ
→ τ | χe
Γ ⊢ (call/comp ℓ e) : τ | (χe ⊲ χ) ⊲ ({cprophecy ℓ χk { γ obs (∅, ∅, I )}, ∅, I )
T-AppComp
Γ ⊢ k : comp τ ′ (P,C,Q) τ | χk Γ ⊢ e : τ
′ | χe
Γ ⊢ (k e) : τ | χk ⊲ χe ⊲ (P,C,Q)
T-CompC
Σ; Γ ⊢ E :: τ/(∅, ∅, I ){ τ ′0/χ0 τ
′
0 <: τ
′ χ0 ⊑ χ
Σ; Γ ⊢ (compτ
′
ℓ
E) : comp τ χ τ ′ | I
Fig. 14. Operational semantics and type rules for compositional continuations.
And because of the replacement present in Cbody , QE′′ ⊑ Qbody ⊔
⊔
Cbody
ℓ
|
Qh
ℓ
. The rest of
the case (plugging into E) follows from subsumption and Context Substitution (Lemma C.2).

D COMPOSITIONAL CONTINUATIONS
In the main paper we do not discuss compositional (call/comp) continuations, because they are
not required for the macro-expansions we study, and because their metatheory is effectively a
simplification of that for non-compositional (call/cc) continuations. However they are still useful,
both because they give semantic completeness in some denotational models [Sitaram and Felleisen
1990b] (when untyped) and because they remedy some of the space consumption issues with using
call/cc to simulate other control operators. Here we give additional operational rules and type
rules for compositional continuations, and outline the extensions to the soundness proof.
These extensions are given in Figure 14. call/comp tag f captures the same continuation as
call/cc tag f, but in a composable form. f is invoked with the corresponding composable contin-
uation, which when invoked extends the curent evaluation context similarly to typical function
application, rather than replacing it up to the enclosing appropriately-tagged prompt. This is seen
most clearly by contrasting the semantics in Figure 14 to those in Figure 1.
Compositional continuations add a new value expression to represent compositional continua-
tions. Note that unlike non-compositional continuations, compositional continuations are tagged
only to support the type soundness proof; the tag is not operationally required because their appli-
cation (E-CallComp) is completely local, so no prompt matching is required. As a result, applica-
tion of compositional continuations is typed essentially the same as function application, merely
using a (compositional) continuation type rather than a function type. This includes unmodified
use of the continuation’s latent effect and using the compositional continuation’s result type as
the result of the application, since no context is discarded. call/comp is typed nearly the same as
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call/cc because the mechanics of capturing the continuation are the same, but because the result-
ing continuation does not discard any surrounding context when invoked, T-AppComp does not
block prophecies or control effects. As a result, call/comp is typed with a new type of prophecy, a
cprophecy, for which V-Effects must perform additional validation:
∀χproph, τ
′
, Pp ,Cp ,Qp . cprophecy ℓ χproph { τ
′ obs (Pp ,Cp ,Qp ) ∈ P ℓ ⇒ (Pp ,Cp ,Qp ) ⊑ χproph∧τ <: τ
′
Note that validation of compositional prophecies does use normal subeffecting to compare the pre-
dicted and observed effects; recall that unblocking prophecies and control effects when validating
regular prophecies was necessary so a prophecy could observe a blocked version of the predicted
effect from an invocation. Compositional continuation invocation does not block components, so
no such adaptation is required. P — the prophecies from the body of the prompt being validated —
does need to be unblocked as in the other case, as these compositional prophecies being checked
may still have arisen from invoking non-composable continuations in the body, in which case the
cprophecy may be blocked when it is passed to V-Effects.
It would indeed be possible, operationally, to represent composable continuations as merely
function abstractions (i.e., (λv . E[v])), but using a distinct class of values both simplifies value
typing, and follows the semantics of Flatt et al. [2007] more closely.
The soundness proof extends straightforwardly. The case for compositional continuation ap-
plication structured like the function application case (though using context substitution instead
of variable substitution). The case for compositional continuation capture is structured like the
non-compositional capture, in particular reusing Lemma B.2.
