Kimura and Yoshida [26] treated a model in which the finite variation part of a two-dimensional semimartingale is expressed by time-integration of latent processes. They proposed a correlation estimator between the latent processes and proved its consistency and asymptotic mixed normality. In this paper, we discuss the confidence interval of the correlation estimator to detect the correlation. We propose two types of estimators for asymptotic variance of the correlation estimator and prove their consistency in a high frequency setting. Our model includes doubly stochastic Poisson processes whose intensity processes are correlated Itô processes. We compare our estimators based on the simulation of the doubly stochastic Poisson processes.
Introduction
Integrated correlation is an important index in high frequency financial data analysis. Epps [16] pointed out that the sample correlation between the returns of two different stocks decreases as the sampling frequency of data increases. It is considered that non-synchronicity and market microstructure of trading cause this phenomenon.
Non-synchronous covariance estimation schemes have been developed: Fourier analytic approach (Malliavin and Mancino [32] , Malliavin et al. [33] ) and the cumulative covariance estimator (Hayashi and Yoshida [23, 21, 22] , Mykland [40] ).
The market microstructure is modeled as the noise added to the latent price process. This modeling was successful and denoising techniques have also been developed: sub-sampling (Zhang et al. [48] , Zhang [49] ), pre-averaging (Podolskij and Vetter [43] , Jacod et al. [25] ), and others (Zhou [50] ). There are many studies that treat both non-synchoronicity and market microstructure noise: Malliavin and Mancino [34] , Mancino and Sanfelici [35] , Park and Linton [42] , Voev and Lunde [47] , Griffin and Oomen [19] , Christensen et al. [12, 13] , Koike [27, 29, 28] , Aït-Sahalia et al. [4] , Barndorff-Nielsen et al. [6] , Bibinger [8, 9] .
The followings are proposed as the cause of market microstructure: bid-ask spread (Roll [44] ), discretization error (Gottlieb and Kalay [18] ), and asymmetric information (Glosten and Milgrom [17] ). On the other hand, the relationship between the additive noise modeling and the market microstructure is not so clearly explained.
In ultra high frequency sampling, recently, the market microstructure is modeled as dynamics of the limit order book (LOB) rather than the noise. Many studies adopt approaches modeling LOB with Poisson processes (Cont et al. [15] , Abergel and Jedidi [2] , Muni Toke [46, 37] , Smith et al. [45] , Muni Toke and Yoshida [39] ), Hawkes processes (Hewlett [24] , Large [31] , Bowsher [10] , Bacry et al. [5] , Abergel and Jedidi [3] , Muni Toke and Pomponio [38] , Muni Toke [36] , Clinet and Yoshida [14] , Ogihara and Yoshida [41] ), and doubly stochastic Poisson processes (Abergel et al. [1] , Guilbaud and Pham [20] , Chertok et al. [11] , Korolev et al. [30] ). These approaches can also treat the non-synchronicity of trading.
In this stream, Kimura and Yoshida [26] focused on the integrated correlation between intensity processes of doubly stochastic Poisson processes. They introduced the following model to treat it in a generalized form. This paper is also based on the model. Now, we consider a stochastic basis B = (Ω, F , F, P ), F = (F t ) t∈[0,T ] . On B, let X = (X 1 , X 2 ) be an R 2 -valued Itô process given by
where w is an r-dimensional F -Wiener process, X 0 is an F 0 -measurable random variable, X 0 is a two-dimensional F-adapted process, and X 1 is an R 2 ⊗ R rvalued F-adapted process satisfies condition [A] mentioned later. Let a n be a positive number depending on n. On B, consider a two-dimensional measurable process
where M n is a two-dimensional measurable process with
In this model, Y can be a counting process with intensity process a n X where X is R 2 + -valued, i.e. Y is a two-dimensional doubly stochastic Poisson process. This counting process models the high frequency counting data of the orders or transactions in the active market, for example.
Let I j = [t j−1 , t j ) for a sampling design Π = (t j ) j=0,...,bn with 0 = t 0 < t 1 < · · · < t bn = T and h j = t j − t j−1 .
Kimura and Yoshida [26] introduced the estimator of the covariance X 1 , X 2 from the sampled data of Y as follows. For α, β = 1, 2,
Here, S n = (S 12 n , S 11 n , S 22 n ) ⋆ is the (co)variance estimator. S n depends on the scaling parameter a n which is not derived from the data of Y. Therefore, treat the correlation estimator C 12 n = S 12 n / S 11 n S 22 n which does not depend on the scaling parameter a n .
and U = (U 12 , U 11 , U 22 ) ⋆ , where X α,c is the continuous part of X α and X α1 t is the α-th row of X 1 t . Let
and Γ = (γ pq ) p,q=(1,2),(1,1), (2, 2) , where X [26] proved the the asymptotic mixed normality of the covariance estimator and the correlation estimator.
as n → ∞, where ζ is an R 3 -valued standard normal variable independent of F . and d s means F -stable convergence. Let R = U 12 / √ U 11 U 22 and suppose that U 11 U 22 = 0 a.s.
as n → ∞, where
⋆ is the asymptotic variance of the correlation estimator. In this paper, we introduce two types of estimators for Γ and prove their consistency in order to obtain the consistent estimator for Ξ. Therefore, we can detect the correlation between latent processes based on hypothesis testing. This paper is organized as follows. In Section 2, we list the assumptions. In Section 3, we introduce the estimators for Γ and Ξ, and state the main result: their consistency. In Section 4, the results in Section 3 are proved. In Section 5, an example and simulation studies are given.
Assumptions
For simplicity, we assume t j = j(T /b n ), h j = T /b n =: δ n . We write ∆ j V = V tj − V tj−1 for a process V . Consider the following conditions.
[A] Process X admits the representation (1.1) for an R 2 -valued F 0 -measurable random variable X 0 and coefficients X κ (κ = 0, 1) such that X 0 is a cádlág F-adapted process and that X 1 has a representation
where
[B] M n = (M n,α ) α=1,2 is a two-dimensional F-local martingale with M n 0 = 0 and such that
for a constant c independent of n.
(iii) The absolutely continuous (w.r.t. the Lebesgue measure a.s.) map-
Here, M n , w t is the 2 × r matrix of angle brackets M n,α , w
(ii), (iii), and
n /a n = 0. 
Results
We need the estimator of Γ to obtain the asymptotic variance estimator. Here, we give two types of the gamma estimator. Before that, we introduce some notations to simplify the description. Let
for a stochastic process V . For example, we can write
Γ estimator
In the similar way in Barndorff-Nielsen and Shephard [7] , we definê
By the similar idea, we definê
Kernel based Γ estimator
In the similar way in Hayashi and Yoshida [22] , we define the kernel based estimator.
where h = h n is a parameter satisfying h n → 0 and h
Ξ estimator
Here, we definê 
consistency of the estimators
(b)γ pq n,i = γ pq + O p (b −1/2 n ) under [A] and [B ♯ ♯ ], (i = 1, 2). (c)γ pq n,i = γ pq + O p (b −1/2 n ) under [A], [B] or [B'], and [C] (i=1,2).[B ♯ ♯ ]. (b)γ pq n,h = γ pq + O p (b −1/2 n ) + O p (h n ) under [A] and [B ♯ ♯ ]. (c)γ pq n,h = γ pq + O p (b −1/2 n ) + O p (h n ) under [A],(b)Ξ n,i = Ξ + O p (b −1/2 n ) under [A] and [B ♯ ♯ ], (i = 1, 2). (c)Ξ n,i = Ξ + O p (b −1/2 n ) under [A], [B] or [B'], and [C] (i=1,2). Corollary 3.4. (a)Ξ n,h = Ξ + o p (1) under [A] and any one of [B], [B ′ ] and [B ♯ ♯ ]. (b)Ξ n,h = Ξ + O p (b −1/2 n ) + O p (h n ) under [A] and [B ♯ ♯ ]. (c)Ξ n,h = Ξ + O p (b −1/2 n ) + O p (h n ) under [A],
Proof
Proof of Theorem 3.1
First, we approximateγ pq n,i (i = 1, 2) by the following quantities. Let
where χ n = (χ n,1 , χ n,2 ) and χ
) α1,β1,α2,β2=1,2 , and G n,i = (G α1,β1,α2,β2 n,i ) α1,β1,α2,β2=1,2 (i = 1, 2). It holds that 9 8
Now, let ρ = 0, 1/2 and see the typical term. 
by the proof of Lemma 1 (b) in [26] . By inequality (4) in [26] , and chebychev's inequality or Markov's inequality, we have
Therefore, the typical term converges to 0 in probability. The other terms are evaluated in the same way. We obtain the conclusion. Proof. We just confirm the convergence of the easiest term.
Therefore, it is enough to prove the following equations.
where for vector
Lemma 1 (b) and inequality (4) in [26] yields
From the above inequalities, it is derived that
Now, we let
By Lemma 2 and inequality (4) in [26] , we have
Here, we write
Then, we have
by Itô's formula and simple calculus. We only see the typical terms. We have
and
By Lemma 4 in [26] and simple calculus, it holds that
n,2 = 9 16
The last o p (b −1/2 n )s are derived from the proof of Lemma 3 in [26] and simple calculus.
Proof of Theorem 3.2
In the similar way to the proof of Therem 3.1, let
Proof. We writě (2, 2) , and G n,h = (G pq n,h ) p,q=(1,2),(2,1),(1,1), (2, 2) . It holds that
We obtain the conclusion from the inequalities
and the proof of Lemma 4.1. Proof. The conclusion is derived from the proof of Lemma 4.3, that of Proposition 4.2, and the inequality
. The proof of this lemma is very similar to proof of Lemma 2 in [26] .
By Lemma 4.5 and (4) (esp. Q
1,αβ
By recombination of the multiple summation, 
From the proof of Lemma 3 in [26] and simple calculus, it is derived that C 2,pq
). It is easy to see that T
2,pq
Furthermore, we have
l+(k−1) . Table 1 : MSE of asymptotic variance estimators; a n = b Here, we set
and we have
and {p
Therefore, by Lenglart's inequality and its application, it holds that P 3,pq
We reached the conclusion.
Simulation
We consider the following example. X is an R 2 + -valued Itô process satisfying
where w 1 and w 2 are independent Wiener processes, and t ∈ [0, T ]. Y is a counting process with intensity process a n X. In this setting, [C] is satisfied.
In various a n , b n settings, We examine the asymptotic variance estimatorŝ Ξ n, * , for * = 1, 2, w, m, n, whereΞ n,w =Ξ n,h , h = h n = T b
To reflect the condition that lim n→∞ b r n /a n = 0 (r = 2, 2.5, 3), we see the case that a n = b r n (r = 2, 2.5, 3, 3.5). We calculate these with 1000 paths and compare these by mean squared error (MSE). Now, we fix the parameters Table 1 , 2, 3 and 4 display the MSE of the asymptotic variance estimators in the case that a n = b r n (r = 2, 2.5, 3, 3.5), respectively. Table 1 and 2 show Table 2 : MSE of asymptotic variance estimators; a n = b Table 3 : MSE of asymptotic variance estimators; a n = b Table 4 : MSE of asymptotic variance estimators; a n = b Table 6 : b n × MSE of asymptotic variance estimators; a n = b Table 7 : b n × MSE of asymptotic variance estimators; a n = b Table 8 : b n × MSE of asymptotic variance estimators; a n = b that the MSE of the estimators do not converge to 0. Table 3 and 4 show that they converge to 0. These support Corollary 3.3 (a) and Corollary 3.4 (a). Table 5 , 6, 7 and 8 display b n times the MSE of the asymptotic variance estimators in the case that a n = b r n (r = 2, 2.5, 3, 3.5), respectively. Table 5 and 6 show that b n times the MSE of the estimators do not converge to 0. Table 7 and 8 show that b n times the MSE ofΞ n, * ( * = 1, 2, m, n) converge to 0, and b n times the MSE ofΞ n,w does not. These support Corollary 3.3 (c) and Corollary 3.4 (c).
