Abstract: A radio frequency antenna array was adopted to localize partial discharge (PD) sources in an entire substation. The deployment of an antenna array is a significant factor affecting the localization accuracy, and the array needs to be carefully selected. In this work, a hybrid method of particle swarm optimization (PSO) and a genetic algorithm (GA) is proposed to optimize the array deployment. A direction-of-arrival (DOA) estimation algorithm applicable to arbitrary array configurations is firstly presented. The Cramér-Rao lower bound (CRLB) was employed to evaluate the localization accuracy of different arrays, and two objective functions characterizing the estimation errors of coordinates and the DOA are proposed. With the goal of minimizing the objective functions, the array deployments for the coordinate and DOA localizations were optimized by using the hybrid PSO/GA algorithm. Using the developed method, optimal antenna configurations for different constraint areas, aspect ratios, and numbers of sensors were investigated. The results indicate that the optimal deployments for coordinate and DOA estimations are different; specifically speaking, superior DOA performance is achieved when all antennas are placed on the outer boundary of the constraint area while part of the antennas in the optimal coordinate array are placed in the middle position.
Introduction
Dielectric breakdown originating from insulating defects in high-voltage electrical equipment is a main cause of power supply interruption. Various techniques have been developed to discover potential defects prior to insulation failure. Owing to high sensitivity and abundant information, partial discharge (PD) measurement is extensively applied to assess the insulation conditions of power equipment. Online PD monitoring instruments have been mounted on some crucial equipment, such as gas-insulated substations (GISs) and transformers [1] [2] [3] . In consideration of installation cost, power utility companies are not willing to adopt such techniques for other equipment such as breakers, potentials, and current transformers. In order to detect the PD of all equipment in an entire air-insulated substation, a radio-frequency (RF) antenna array-based sensing system was developed [4, 5] . The adopted detection bandwidth is generally in the frequency of 200 MHz to 2 GHz [6] [7] [8] . By utilizing the differences in the time of arrival (TOA) or amplitude of signals in the array elements, the equipment containing PD sources can be localized. Various kinds of
Coordinate Estimation
To accurately estimate the coordinates of PD sources, the antenna array needs to be placed on a broad space with a length greater than 4 m and is generally mounted on the roof of the control room [4, 14] . Under these circumstances, the distance between the antenna array and discharge sources, that is, the distance between the equipment area and control room, is relatively large. For the relatively short height of power equipment compared to the large horizontal distance, the substation is usually regarded as a two-dimensional space. Moreover, because the obstacles have a minor effect on the signal propagation, the substation is considered as a line-of-sight (LOS) environment in almost all published research; thus the TDOA equations are expressed as follows [4] [5] [6] [8] [9] [10] [11] [12] :
where s = [x, y] is the coordinates of the PD sources; s i = [x i , y i ] is the position of the ith antenna for i = 1, 2, . . . , M, where M is the number of antennas; t ij is the TDOA between the ith and jth antennas; t ij = t i -t j , where t i is the TOA of the ith antenna; e ij is the error of t ij ; and c is the propagation speed of EM waves. TDOA equations are highly nonlinear formulas, and it is difficult or even impossible to derive the analytic solution. For this reason, various numerical algorithms such as the Newton-Raphson method, PSO, and grid-by-grid searching are adopted. Moreover, with the help of the least-squares (LS) estimation method, several closed-form solutions such as those of the Chan algorithm, spherical-interpolation, two-step weighted LS, and squared range-difference LS can be introduced [19] [20] [21] . The summarization of various algorithms can be found in [22] .
DOA Estimation
A DOA estimation method is presented in [23] to determine the azimuth and elevation angles of a PD source with four antennas, but the algorithm requires that the straight lines passing through two pairs of antennas should be perpendicular. Because high-accuracy DOA estimation can be obtained even for a sensor array of small size, antennas are generally mounted on a movable platform to detect PDs in inspection roads of the substation. In this case, the antenna array is close to the power equipment and its height cannot be ignored; the substation cannot be considered as a two-dimensional space, and azimuth and elevation angles are all estimated. To estimate DOAs for arbitrary arrays, a novel LS algorithm is introduced [24] . Figure 1 depicts the positions of PD sources and antennas; Equations (2)-(4) can be derived according to the geometric relations: 
. . .
u(ϕ, θ) = u x , u y , u z T = [cos(ϕ) cos(θ), sin(ϕ) cos(θ), sin(θ)]
where s i = [x i , y i , z i ] is the coordinate of the ith antenna; ϕ and θ are the azimuth and elevation, respectively; u(ϕ, θ) is the DOA vector; T is the estimated TDOA array; and ε represents the measurement noise of the TDOA. By employing the LS technique, u(ϕ, θ) can be calculated as
Then the azimuth and elevation are expressed as 
Objective Functions for Array Deployment Optimization
For a LOS environment, many works have demonstrated that the estimated TDOAs conform to a Gaussian distribution and that the CRLB can be used to describe the best achievable mean-square error (MSE), which is algorithm-independent. Here, the CRLB is adopted to characterize the localization accuracy of the antenna array [15] [16] [17] [18] . Two objective functions are proposed from the CRLB of the coordinate and DOA estimations.
Objective Function for Coordinate Estimation
The CRLB is defined as the inverse of the Fisher information matrix (FIM). Ho and Hahn derived the computational formulas of the FIM for coordinate estimation in two-dimensional (2D) space as follows [14, 16] :
where s is expressed with polar coordinates and the other components are calculated from 
sin sin sin
where r and ϕ are the range and azimuth of PD sources, respectively; σ t is the standard deviation of the TDOA error, which characterizes the noise level; M is the number of antennas; the X , Y , and Z are terms related to the antenna arrangement; and l i and φ i are the range and azimuth of the ith antenna. Then the CRLB for coordinate estimation can be expressed as
which is composed of two separate terms. The first term is a function of c 2 , σ 2 t , and r 4 . The second term depends on the antenna array deployment via X , Y , and Z . As the CRLB represents the variance of estimation, the standard deviation form, that is, e r = CRLB(r), is adopted. As can be seen from Equation (10), the CRLB is linearly related to σ 2 t and r 4 , and the array deployment affects the CRLB via the second term. As a result, the second term was mainly investigated in the deployment optimization, and r and σ t were set as fixed typical values. Owing to the linear relationship between CRLB and r 4 or σ 2 t , the optimization results are applicable to other r and σ t values, that is, other ranges and noise levels. Because the second term is dependent on the azimuth ϕ, the relation curve of e r -ϕ was adopted to evaluate the localization performance of different deployments.
As the CRLB varied with the azimuth ϕ of the PD sources in some cases, the optimal deployment represents the configuration with the overall best performance considering all azimuths. More specifically, the objective was to minimize the CRLB in an azimuth range that was as wide as possible. Two types of deployments were taken as examples to illustrate the objective function. In the first case, a square array with a size of 4 m × 4 m and one element placed on each corner was employed. In the second deployment, the positions of antennas were arbitrarily selected, the coordinates of which were (−1.6, 1.2), (0.5, 0.8), (1.7, −1.5), and (−1.8, 0.3). The e r curves of the two deployments are shown in Figure 2 . In the calculation, r was set as 10 m, which is a typical distance between the PD sources and the array center in the substation, and σ t was set as 0.2 ns according to our previous experiments [22] . The objective function J is defined as
The function J is composed of three terms, which are described as follows. As can be seen from Figure 2 , e r was not uniform with respect to the azimuth angles in some cases, particularly for arrays with a number of antennas of less than four and with an irregular distribution, but was relatively high under some azimuths. For this reason, a threshold error e t was defined to represent the maximum acceptable localization error, and J 1 is the range of azimuths (in radians) with e r greater than e t . Here, e t was set as 20% of r. J 2 represents the area of the shadow part as shown in Figure 2 , whose upper boundary was composed with minor points of e r and e t under all azimuths. J 2 characterizes the overall value of e r under all azimuths. J 3 is the minimum value of the e r curve. As can be seen from Figure 2b , the minimum e r was higher than e t for some poor array distributions, and J 1 and J 2 were equal to constant values of 2π and 4π, respectively. Under these circumstances, the objective was to minimize J 3 , that is, the minimum value of e r . J 1 and J 2 become relevant when the minimum e r is less than e t . Briefly, the objective function firstly tries to reduce the minimum e r and then minimizes the overall localization error under all azimuths, which are represented by J 1 and J 2 . 
Objective Function for DOA Estimation
The CRLB for DOA estimation has been derived in some literature works and is shown as follows [17, 18] :
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The physical meanings of all parameters are illustrated in the former sections. Similarly to er, the standard derivation forms of CRLB(φ) and CRLB(θ) were employed here and are defined as eφ and eθ, respectively. The eφ and eθ forms are also composed of two separated terms, the former that is dependent on c 2 and σ t 2 and the latter that is dependent on the array deployment. The DOA accuracy is irrelevant to the range r of the PD sources. For this reason, σ t 2 was set as a fixed value, similarly to coordinate estimation, and the array deployment was optimized by minimizing the DOA error in all azimuths and over a wide range of elevations. Taking a square array with a size of 1 m × 1 m and one element placed on each corner as an example, the distributions of eφ and eθ were computed as is shown in Figure 3 . The input parameters were the same as for the er calculation. Because the antennas were distributed uniformly in the horizontal plane, eφ and eθ were constant for all azimuths. The eφ value increased with elevation, while the eθ value decreased when the elevation increased. Moreover, it could be found that the eφ and eθ values were satisfactory even when the array size was just 1 m × 1 m. From the above, a simple objective function was adopted: 
The physical meanings of all parameters are illustrated in the former sections. Similarly to e r , the standard derivation forms of CRLB(φ) and CRLB(θ) were employed here and are defined as e ϕ and e θ , respectively. The e ϕ and e θ forms are also composed of two separated terms, the former that is dependent on c 2 and σ 2 t and the latter that is dependent on the array deployment. The DOA accuracy is irrelevant to the range r of the PD sources. For this reason, σ 2 t was set as a fixed value, similarly to coordinate estimation, and the array deployment was optimized by minimizing the DOA error in all azimuths and over a wide range of elevations.
Taking a square array with a size of 1 m × 1 m and one element placed on each corner as an example, the distributions of e ϕ and e θ were computed as is shown in Figure 3 . The input parameters were the same as for the e r calculation. Because the antennas were distributed uniformly in the horizontal plane, e ϕ and e θ were constant for all azimuths. The e ϕ value increased with elevation, while the e θ value decreased when the elevation increased. Moreover, it could be found that the e ϕ and e θ values were satisfactory even when the array size was just 1 m × 1 m. From the above, a simple objective function was adopted: 
Constraints
The constraints for array optimization are dependent on the shape and size of the constraint area. In this work, two kinds of constraint areas, rectangular and circular, were investigated. For a rectangular constraint with a size of a × b, the chromosome in the GA/particle in PSO is coded with Cartesian coordinates, that is, X = [x1, x2, …, xM, y1, y2, …, yM], and is constrained by the following equations:
For a circular constraint with radius rc, the chromosome/particle is coded with polar coordinates, 
In the computation of the fitness value, the chromosome/particle is transformed into the corresponding coordinate system needed for the objective function.
Hybrid PSO/GA Algorithm for Optimization of Array Deployment
As can be seen from the objective functions of the coordinate and DOA estimations, the array deployment is optimized to achieve the best overall performance considering all azimuths. To reach this target, objective functions with complex expressions are proposed, which cannot be written with analytical formulas. Moreover, the objective functions present local optimums. As a result, a global searching algorithm, such as PSO/GA, is needed. In this section, the concepts of PSO and the GA are firstly recalled. Then, the proposed array deployment optimization method, based on the hybrid PSO/GA algorithm, is introduced.
Genetic Algorithm and Particle Swarm Optimization
The GA is formulated by simulating the biological genetic evolution process. The GA generally starts with a randomly generated initial population, which is composed of a certain number of individuals or chromosomes. The surviving probability of each individual is evaluated by means of a fitness function. Fit individuals are selected to perform the crossover operation to produce a new 
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Hybrid PSO/GA Algorithm for Optimization of Array Deployment
Genetic Algorithm and Particle Swarm Optimization
The GA is formulated by simulating the biological genetic evolution process. The GA generally starts with a randomly generated initial population, which is composed of a certain number of individuals or chromosomes. The surviving probability of each individual is evaluated by means of a fitness function. Fit individuals are selected to perform the crossover operation to produce a new generation. After that, a mutation operator is applied to the population to decrease the possibility of becoming stuck in a local optimum [25] .
The PSO is inspired by social and cognitive behavior and was proposed by Kennedy and Eberhart [26] . A swarm consists of a group of particles/individuals, which update their locations to obtain the optimal solution by a self-adaptive velocity. The velocity is dependent on the previous velocity of the particle, the current location, the personal best position representing private thinking, and the global best representing the collaboration among particles. Therefore, the particles have a tendency to move toward better solutions over the searching process.
Hybrid PSO/GA Algorithm
It was found that PSO can memorize the global and personal bests and affect the motion of all particles, resulting in quick convergence [26] . However, it lacks crossover and mutation operators and is more easily stuck in a local optimum. For this reason, it was hoped that a better and quicker solution would be obtained by a hybrid of PSO and the GA. Here, two kinds of hybrid methods, namely, parallel and series, were employed; these have similar searching procedures, except for the individuals for the crossover and mutation operations. The flowchart of the parallel hybrid algorithm is shown in Figure 4 . The solutions can be achieved by the following steps.
Step 1: Set up the values of input parameters, including the population size (here 2000), crossover rate (0.8), and mutation rate (0.2). Many test iterations were performed for different input parameters and constraints, and we found that the optimization process tended to fall into a local optimum in some cases. As a result, a large population size, crossover rate, and mutation rate are adopted to increase the diversity of individuals, which contributes to convergence to the global optimum. Because an overly large population size increases the computation time greatly, a moderate size of 2000 was adopted in this work. We found that the optimization process with these input parameters converged to the global optimum in almost all tests.
Step 2: Randomly generate the initial population with N particles. Calculate the objective function values of all particles, and then find and record the personal and global best solutions.
Step 3: Divide the population into two groups with sizes of N × P and N × (1 -P), and adopt PSO and GA in these two groups, respectively. P is the hybrid probability and was set as 0.3 in this work. Step 4: PSO stage: The velocities and positions of particles are updated according to Equations Error! Reference source not found.-Error! Reference source not found.: 
Here, vi is the current velocity of the ith particle; r1 and r2 are two pseudo-random numbers conforming to a uniform distribution in 0-1; Xi and Pi are the current position and personal best position, respectively; Pg is the global best position; and φ1 and φ2 are both set as 2.05. The flight velocity of the particles is limited by vmax, which is defined as Step 4: PSO stage: The velocities and positions of particles are updated according to Equations (22)- (25):
where
Here, v i is the current velocity of the ith particle; r 1 and r 2 are two pseudo-random numbers conforming to a uniform distribution in 0-1; X i and P i are the current position and personal best position, respectively; P g is the global best position; and ϕ 1 and ϕ 2 are both set as 2.05. The flight velocity of the particles is limited by v max , which is defined as
where X max and X min are the maximum and minimum constraints as described in Section 3.3.
The updated velocity is added to the current position to obtain the new position:
After the positions of all particles are updated according to the above steps, the objective function values are computed, and then the new personal and global best solutions can be found.
Step 5: GA stage: A roulette-wheel strategy is adopted to select individuals for the crossover operation. The crossover of two individuals X 1 and X 2 is performed using
where X 1 and X 2 are parent individuals, X new 1 and X new 2 are child individuals, and ω is a random number in the range of 0-1. The particles for mutation are randomly selected, and the mutation operator is defined as
Step 6: The offspring populations generated by the PSO and GA stages are combined, and N particles with the best fitnesses are chosen as the elites to form the new population.
Step 7: Repeat steps 3-6 until the ending criterion is met. The procedures of the series hybrid algorithm are similar to those of the parallel methods, except that the crossover is performed between the global and personal best solutions and mutation is only applied to the global best.
Results and Discussions
In this section, the performances of PSO, the GA, the parallel hybrid algorithm, and the series hybrid algorithm are firstly compared. Then, the array deployments for different aspect ratios, shapes of the constraint area, and numbers of antennas, as optimized with the proposed method, are described. For the coordinate estimation cases in Sections 5.1 and 5.2, the optimization results gave the best overall array deployments for all PD positions with a fixed range (here 10 m) and an azimuth of −180 • to 180 • . For the DOA estimation cases in Section 5.3, the optimized arrays were overall optimal for PD locations within the azimuth range of −180 • to 180 • and elevation range of 10 • to 70 • . It should be noted that the proposed optimization method does not provide optimum array deployments for a specific PD position.
Comparison of Optimization Algorithms
A rectangular constraint area with a size of 4 m × 4 m was used to compare different optimization algorithms. Here, the comparison of the optimized array configurations for coordinate estimation is described. The results are shown in Figure 5 , for which the optimized array of the GA was the same as that of the parallel hybrid method and is not presented in the figure. As can be seen, PSO and the series hybrid method converged quickly, but the final objective function value was 14.83, which was higher than 13.06 for the parallel hybrid and GA methods. The results indicate that PSO and the series hybrid method fall into a local optimum after 300 iterations, while the parallel and GA methods converge in less than 50 iterations. The obtained arrays for the parallel and GA methods were square, while those of the other two methods were linear, with two antennas placed in the middle. The minimum e r values of the two types of arrays were identical, but the e r curve of the square array had four valleys compared to two for the linear array. As described in Section 4, the optimization process tended to fall into a local optimum in some cases. The PSO method lacks crossover and mutation operations, which speed up the convergence process but make it easier to fall into a local optimum. This is the reason that PSO could not find the optimal array deployment in some cases. Despite GA being introduced into the series hybrid method, the crossover and mutation operations were only applied to personal and global bests, which sped up the convergence but could not effectively allow the local optimum to be avoided. Both the GA and parallel methods could find the global optimum, but the parallel hybrid algorithm converged faster than the GA. In contrast, the parallel hybrid method presented a superior convergence capability and was used in the following optimizations. the local optimum to be avoided. Both the GA and parallel methods could find the global optimum, but the parallel hybrid algorithm converged faster than the GA. In contrast, the parallel hybrid method presented a superior convergence capability and was used in the following optimizations. 
Array Deployment for Coordinate Estimation
The array deployments for rectangular constraint areas with sizes of 4 m × 4 m, 3 m × 4 m, 2 m × 4 m, and 1 m × 4 m, that is, aspect ratios of 1, 0.75, 0.5, and 0.25, were optimized with the parallel hybrid algorithm. The sensor array consisted of four antennas. Figure 6 depicts the optimized array deployments and CRLB curves. Because some of the elements overlapped, the number of overlapping sensors is indicated in the figure. For the areas of sizes 4 m × 4 m and 3 m × 4 m, the optimal shape was a rectangular array with one element placed on each corner of the constraint area, and the er curves had four bearings with high accuracy. When the constraint size was 2 m × 4 m or 1 m × 4 m, the optimal performance was achieved when two sensors were placed in the middle and two sensors were placed on the ends of a diagonal line. For a small aspect ratio, such as for the array size of 1 m × 4 m, the diamond shape presented almost the same accuracy as that of the linear array; hence the optimized deployment used was the diamond shape. The linear array only had two bearings with a minor er value, namely, the direction perpendicular to the sensor pair with the maximum distance. We also found that the threshold size for the change in the optimal shape from rectangular to linear was 2.6 m × 4 m.
As can be seen, the optimization results occasionally suggested placing two antennas at the same physical position. The reason for this is that the physical size of the antennas was not considered in 
The array deployments for rectangular constraint areas with sizes of 4 m × 4 m, 3 m × 4 m, 2 m × 4 m, and 1 m × 4 m, that is, aspect ratios of 1, 0.75, 0.5, and 0.25, were optimized with the parallel hybrid algorithm. The sensor array consisted of four antennas. Figure 6 depicts the optimized array deployments and CRLB curves. Because some of the elements overlapped, the number of overlapping sensors is indicated in the figure. For the areas of sizes 4 m × 4 m and 3 m × 4 m, the optimal shape was a rectangular array with one element placed on each corner of the constraint area, and the e r curves had four bearings with high accuracy. When the constraint size was 2 m × 4 m or 1 m × 4 m, the optimal performance was achieved when two sensors were placed in the middle and two sensors were placed on the ends of a diagonal line. For a small aspect ratio, such as for the array size of 1 m × 4 m, the diamond shape presented almost the same accuracy as that of the linear array; hence the optimized deployment used was the diamond shape. The linear array only had two bearings with a minor e r value, namely, the direction perpendicular to the sensor pair with the maximum distance. We also found that the threshold size for the change in the optimal shape from rectangular to linear was 2.6 m × 4 m.
As can be seen, the optimization results occasionally suggested placing two antennas at the same physical position. The reason for this is that the physical size of the antennas was not considered in the localization theories. In reality, two antennas cannot be placed at the same position. Because the size of antennas (generally with diameters of less than 20 cm) is far less than the distance between them, overlapping antennas can be placed around the optimized position within small distances, which causes negligible variation in the localization accuracy.
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(a) (b) In the second case, the deployment for arrays with different numbers of sensors was optimized. A rectangular constraint area with a size of 4 m × 4 m was also adopted here. The optimization results and corresponding CRLB curves are shown in Figure 7 . For M = 6, the optimal accuracy was obtained when one antenna was placed on each corner of the rectangular constraint and two antennas were placed at the center. Similarly, for the optimal shape for M = 8, one antenna was placed at each corner and four antennas were placed in the middle. As can be seen from the CRLB curves, the localization accuracy presented directivity when only four antennas were used, while the arrays with six or eight elements had almost the same errors under all azimuths. The er value was greatly reduced when the number of antennas was increased from four to six. The er value was further decreased when eight sensors were adopted. To highlight the advantages of the proposed optimization algorithm, the localization accuracy of the optimized and reference arrays were compared. Here, eight antennas were adopted and two In the second case, the deployment for arrays with different numbers of sensors was optimized. A rectangular constraint area with a size of 4 m × 4 m was also adopted here. The optimization results and corresponding CRLB curves are shown in Figure 7 . For M = 6, the optimal accuracy was obtained when one antenna was placed on each corner of the rectangular constraint and two antennas were placed at the center. Similarly, for the optimal shape for M = 8, one antenna was placed at each corner and four antennas were placed in the middle. As can be seen from the CRLB curves, the localization accuracy presented directivity when only four antennas were used, while the arrays with six or eight elements had almost the same errors under all azimuths. The e r value was greatly reduced when the number of antennas was increased from four to six. The e r value was further decreased when eight sensors were adopted. In the second case, the deployment for arrays with different numbers of sensors was optimized. A rectangular constraint area with a size of 4 m × 4 m was also adopted here. The optimization results and corresponding CRLB curves are shown in Figure 7 . For M = 6, the optimal accuracy was obtained when one antenna was placed on each corner of the rectangular constraint and two antennas were placed at the center. Similarly, for the optimal shape for M = 8, one antenna was placed at each corner and four antennas were placed in the middle. As can be seen from the CRLB curves, the localization accuracy presented directivity when only four antennas were used, while the arrays with six or eight elements had almost the same errors under all azimuths. The er value was greatly reduced when the number of antennas was increased from four to six. The er value was further decreased when eight sensors were adopted. To highlight the advantages of the proposed optimization algorithm, the localization accuracy of the optimized and reference arrays were compared. Here, eight antennas were adopted and two To highlight the advantages of the proposed optimization algorithm, the localization accuracy of the optimized and reference arrays were compared. Here, eight antennas were adopted and two reference arrays (R1 and R2) with regular distributions were selected, as shown in Figure 8a . The CRLB and RMSE curves were compared, whereby the RMSE simulation was performed according to [14] and the setting parameters were the same as those in the CRLB calculation. The Chan algorithm was adopted to solve the PD coordinates in the RMSE simulation. From the results, it was found that the optimized array had the minimum error under all azimuths. R2 had two antennas in the middle and was closer to the optimized shape than R1; it showed better localization performance than R1. The comparison confirmed the effectiveness of the deployment optimization algorithm.
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Conclusions
This work aimed to improve the localization accuracy for PD sources in substations by means of optimizing the array deployment. By using the CRLB, objective functions evaluating the estimation accuracy of the PD coordinate and DOA are proposed. With the goal of minimizing the objective functions, the array deployments for coordinate and DOA localization are optimized by using a hybrid PSO/GA algorithm.
From the comparison of different types of optimization methods, it could be found that the parallel hybrid PSO/GA algorithm presented excellent global searching capability, and it was thus employed in this work. For a rectangular constraint area, the optimal array deployment for coordinate estimation is related to the aspect ratio; specifically speaking, a rectangular array with one antenna placed on each corner of the constraint area presents the optimal accuracy when the aspect ratio is higher than 0.65, and in other cases, the optimized shape is a linear array with two sensors placed in the middle and two sensors on the ends of the diagonal line. Moreover, the optimal deployments for coordinate and DOA estimations are different; more specifically, superior DOA performance is achieved when all antennas are placed on the outer boundary of the constraint area while part of the antennas in the optimal coordinate array are placed in the middle. The localization accuracy and homogeneity under different azimuths can be improved by adopting six or more sensors. The optimization results were confirmed by the RMSE simulations, which also verified the effectiveness of the proposed objective functions. 
