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ABSTRACT 
 
Cryo-electron microscopy and single particle 
reconstructions of the Leishmania major ribosome and 
of the encephalomyocarditis virus internal ribosome 




 The ribosome is a macromolecular machine, present in high copy number in the cell, that 
synthesizes proteins from information encoded in messenger RNA.  It is a universal translator, 
found in all life forms and in all eras recent enough to bear life. The ribosome is structurally 
complex and its structure is highly evolutionarily conserved; that conservation reinforces the 
concept that its function in executing translation is essential. As a subject of study, the ribosome 
lends itself well to direct imaging, as it is large, asymmetric, dynamic, and it interacts with other 
heterogeneous agents throughout the translation process; if we are to infer function from 
structure, then the most certain way to observe the ribosome’s structure is to image it as directly 
as possible.  Cryo-electron microscopy and single particle reconstruction are appropriate tools for 
this endeavor, as they can produce high-resolution three-dimensional structures of ribosomes or 
other macromolecular samples, and they can even reveal multiple biologically relevant states of a 
single sample.  
 Although the ribosome is highly conserved in terms of its presence and core structure 
and functions, there is considerable variation among taxa, and the function of some of this 
variation is not yet understood. For example, the ribosome of the unicellular trypanosomatid 
parasite Leishmania major exhibits unusually large expansion segments of ribosomal RNA, as 
well as unusual cleavage sites in ribosomal RNA that is otherwise conserved. Here, we present a 
three-dimensional cryo-electron microscopy reconstruction of the 80S ribosome of Leishmania 
major and compare it to the available ribosome structures of closely related parasites.  
 There is also structural variation related to the mechanism of translation:  certain viruses 
with RNA genomes employ highly structured segments of RNA called internal ribosome entry 
sites to initiate translation of viral proteins on host cell ribosomes via noncanonical mechanisms. 
We explore one instance of this with a reconstruction of the encephalomyocarditis virus internal 
ribosome entry site bound with necessary protein factors to a eukaryotic 40S ribosomal subunit. 
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 In writing this dissertation, I aim to communicate what I have learned about the principles 
of cryo-electron microscopy (cryo-EM) and single particle reconstruction, which are the 
techniques we employ in the Frank group, as well as my own studies of two three-dimensional 
ribosome structures related to disease. 
 Chapter 1 addresses the basics of cryo-electron microscopy: the principles of image 
formation in the electron microscope, preparing specialized samples for the microscope, the 
process of data collection, techniques in image processing, and single particle reconstruction. 
 Chapter 2 presents a new three-dimensional cryo-EM structure of the unusual ribosome 
of the trypanosomatid parasite Leishmania major, an agent of the disease leishmaniasis, as well 
as a comparison to recently published structures of related parasites.  A brief discussion of 
general ribosome structure accompanies this chapter. 
 Chapter 3 describes my study of a segment of viral RNA that is capable of initiating 
translation on host ribosomes in a noncanonical manner.  That RNA segment, the internal 
ribosome entry site (IRES) of the encephalomyocarditis virus (EMCV), can bypass several 
requirements for classical translation of host proteins in order to co-opt the host ribosome to 
preferentially synthesize viral proteins during infection.  Included in this chapter is a brief review of 
canonical eukaryotic translation initiation. 
 For the sake of a complete record of my graduate work, the appendix provides a copy of 
a published journal article to which I contributed, “High-resolution cryo-electron microscopy 
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Introduction 
 This chapter serves as an introduction to single-particle cryo-electron microscopy and 
subsequent single-particle reconstruction, the techniques used in the Frank group for the work 
described in this thesis. Cryogenic electron microscopy (cryo-EM) is a tool designed to image thin 
specimens that are embedded in a thin layer of ice. EM specimens may have a biological or non-
biological source (i.e., ribosomes as opposed to nanoparticles), but here we will only use specific 
biological samples.  Single-particle reconstruction (SPR) relies on the condition that collected 
images include many identical (or nearly so) copies of a particle that are captured at many 
projection angles; the reconstruction process itself comprises a family of computational image 
processing techniques whereby those two-dimensional (2D) projection images of isolated 
particles are used to reconstruct a 3D density map, or volume.  
 This chapter will proceed from sample preparation through data collection, image 
processing, and a short discussion on the capabilities of cryo-EM. 
 
Sample preparation 
 Preparation of a cryo-EM biological sample begins with the grid, the electron microscopy 
equivalent of a light microscope’s glass slide.  Grids for electron microscope use are typically 3 
mm in diameter and are traditionally made of copper alloy, although gold grids are gaining traction 
in the field, to be discussed below. The area of the grid is divided into a square mesh by copper 
grid bars (See Figure 1.1), and within the area of each square is a uniform layer of carbon 
punctured by a regular array of holes 1 to 2 micrometers (µm) in diameter and 1 to 3 µm apart. 
This carbon layer is often called “thick carbon” or “holey carbon”, and the holes are where 
exposures will be taken during data collection. 
 Next, the grid may be coated with an additional layer of thin (about 5 nm), amorphous 
carbon to increase particle concentration on the grid and to homogenize ice thickness. (Uncoated 
holes may support a two-sided meniscus of the sample in its aqueous buffer, which is 
unfavorable for imaging because its uneven thickness will make for different densities of particle 
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distribution within a single hole.)  Users employ a dedicated apparatus for this purpose, called an 
evaporator, where grids as well as a strip of mica are arranged inside a bell jar with a carbon rod 
suspended above them. The bell jar is then placed under vacuum, and a voltage is applied 
across the carbon rod in order to evaporate a small amount of carbon and deposit it onto the grids 
and the mica.  The carbon atop the mica, which characteristically has a smooth surface, is then 
floated smoothly onto the grids in a shallow water chamber (Grassucci, Taylor, & Frank, 2007).   
 Once dry, carbon-coated grids undergo glow discharging, in which they are placed under 
vacuum and exposed to plasma—typically of hydrogen and oxygen—for a certain amount of time 
on the order of one minute.  Glow discharge removes contaminants from the surface of the grid 
that may impede its hydrophilicity.  Grid surfaces should be hydrophilic at the time of aqueous 
sample application so that the sample can spread evenly; hydrophobic surfaces would induce an 
aqueous fluid to form high-curvature droplets, thereby producing undesirable uneven sample 
thickness. On the other hand, if a hydrophobic grid is required for a certain type of sample, glow-
discharging under a different set of conditions can also accomplish the experimenter’s needs 
(Grassucci et al., 2007). 
 Carbon-coated, glow-discharged grids are ready for sample application. A ribosome 
sample of 30 – 50 nM in aqueous buffer has been empirically determined to yield a high density 
of ribosomes in the field of view in the electron microscope at standard EM magnifications without 
crowding or overlapping. Sample is then applied to grids, blotted (Grassucci et al., 2007), and 
flash-frozen in a specialized manner called the plunge-freezing technique (Dubochet et al., 1988) 
with the aid of an apparatus such as a Vitrobot (See Figure 1.2). First, a grid is loaded onto a 
specialized pair of tweezers that are in turn mounted on the tip of a plunging rod . The plunging 
rod and the attached tweezers are mechanically drawn into a small chamber of user-controlled 
temperature and humidity, typically 4° Celsius and 100% humidity. Humidity is kept high to 
minimize buffer evaporation, as the ratio of sample to buffer must stay the same. The sample—
typically 2 to 4 µL—is then manually pipetted onto the grid’s carbon-coated side through an 
opening in the side of the chamber.  The sample rests for a set amount of time, often 30 seconds, 
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before the grid is mechanically blotted with blotting paper applied with a user-determined amount 
of force and length of time, often less than five seconds. Blotting removes over 99% of the volume 
of the sample, thinning the layer of sample atop the grid to a relatively uniform thickness. (Optimal 
ice thickness is discussed in the next section.)  Immediately after blotting, the plunge rod quickly 
lowers the grid-bearing tweezers through an opening at the bottom of the sample-loading 
chamber into a small basin of liquid ethane at -180° C cooled by a pool of liquid nitrogen at -196° 
C, upon which the aqueous sample instantly freezes. More precisely, the sample vitrifies, 
meaning that it freezes so quickly that the water does not have time to crystallize; instead, it 
forms vitreous, or glasslike, ice, with water molecules in random orientations as they are in liquid 
(McDowall et al., 1983). Vitreous ice is a well-suited medium for biological cryo-EM samples, as it 
is a reasonable simulacrum of the aqueous cellular milieu in terms of density; it does not 
compress or distort the sample as crystalline ice would.  Ice is generally also a good medium in 
that it has low thermal vibration and offers the sample a measure of protection from the radiation 
damage inherent in electron beam exposure.  
 
The electron microscope 
 The electron microscope operates according to many of the same fundamental principles 
that a light microscope does:  both involve a beam directed through a system of lenses through a 
specimen and toward a viewing/recording system. In an electron microscope, the beam is of 
course an electron beam, the lenses are electromagnetic fields, and the viewing system may be a 
simple phosphor screen for temporary viewing, or it may be film, a charge-coupled device (CCD) 
camera, or a direct electron detector device (DDD) (see Figure 1.3).   
 A commonly used source of the electron beam in an EM is a field emission gun (FEG) 
with a tungsten crystal, to which an electric field is applied in order to induce electron emission 
(Crewe, 1971; Rose, 2008). Electrons emitted through the gun’s very thin tip are almost perfectly 
coherent (that is, they have a constant phase difference) and monochromatic (the waves have 
the same frequency). The electrons constituting the resultant beam are accelerated though a 
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given voltage in the range of 100—300 kilovolts (kV). Up to three condenser lenses collimate the 
beam until it reaches the specimen. At this point, electrons in the beam may interact with the 
specimen in either of two ways, to be discussed momentarily. The objective lens focuses the 
beam downstream of the specimen and magnifies the image of the specimen by a factor of 20 to 
50 (Orlova & Saibil, 2011). Within the objective lens, an objective aperture of adjustable size is 
located at the lens’ back focal plane. One or more projection lenses serve to magnify the image 
further—up to 1,000 times—and the magnified image is recorded digitally or on film. 
 
Image formation in the electron microscope 
 Several of the above points require revisiting in order to properly explain image formation 
in the electron microscope.  
 
Electron beam-specimen interactions 
 As the electron beam reaches the specimen, electrons may interact with the specimen in 
a number of ways. Those interactions may be elastic, meaning that the electron’s energy is 
conserved post-collision, or inelastic, meaning that the electron loses energy in the process. Only 
the former type of interaction provides useful structural information. The majority of incident 
electrons pass through the sample without deflection, as most of matter is empty space. Those 
electrons that are scattered elastically by the specimen’s constituent atoms create interference 
with the unscattered beam to form a 2D projection of the specimen’s Coulomb potential 
distribution. The mechanism by which contrast is formed, phase contrast will be discussed in the 
next section.   
  The experimenter can maximize the effectiveness of the collisions between the electron 
beam and the sample during sample preparation, by blotting grids long enough to leave uniformly 
thin liquid on the grid.  The resulting layer of ice should be only barely thicker than the longest 
axis of the particle in order to enrich the proportion of coherent, elastic forward electron 
scattering; thicker ice produce backscattering and multiple scattering events within the sample, 
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which do not yield useful information. Any thinner, however, and the ice will force particles to lie 
disproportionately on their longest sides, making it impossible to view all particle orientations.  In 
places where ice is even thinner than the particle diameter, part of the particles become freeze-
dried and lose their native structure. 
 The experimenter must minimize the harm done to the sample by the electron beam. 
During data collection, interactions between the beam and the sample induce some inelastic 
scattering events, which cause radiation damage to the sample in the form of secondary electron 
ejection, bond rearrangement, and so on.  In order to minimize this damage, electron dose must 
be limited to about 1 to 20 electrons per Å2.  Using a low dose, although necessary, makes for 
images with a low signal-to-noise ratio (SNR).   
 
Objective lens aberrations 
 The objective lens may bear several types of defect, primarily spherical aberration, 
chromatic aberration, and axial astigmatism (see Figure 1.4).  Spherical aberration is a property 
of the lens such that waves that pass through the lens near its periphery and far from its optical 
axis are refracted more highly than are waves that pass through the lens near its optical axis, and 
those waves passing through the periphery are focused at a point closer to the lens, thereby 
distorting the resulting image.  Chromatic aberration of the lens, where “chromatic” refers to wave 
frequency, causes waves of lower frequency to refract more strongly than are others, and again 
all the waves passing through the lens at a given moment are focused onto different planes at 
various distances from the lens.  Astigmatism is a property of a lens whose magnetic field is 
eccentric, thereby causing point objects to appear elliptical along the axes of the astigmatism 
(see Orlova and Saibil 2011 for an intuitive explanation of lens aberrations).  
 These lens defects complicate the recovery of the object’s true projection from the 





 The image of a single field of view of the sample that is projected onto a detection device 
is a manifestation of phase contrast, which is due to the interference between the unscattered 
beam and elastically scattered electrons.  Biological specimens have low phase contrast 
(Toyoshima and Unwin, 1988), owing to their relatively light component elements (mostly carbon, 
hydrogen, nitrogen, and oxygen) that do not scatter incident electrons very strongly (see Frank, 
2006; Orlova & Saibil, 2011). 
 The contributors to phase contrast are the wave aberrations that occur due to objective 
lens imperfections (described above) and due to the defocus value at which an image is 
collected.  An image collected at the focused image plane (at focus, or at defocus = 0) has phase 
contrast derived only from lens imperfections, while an image collected above or below the 
focused image plane has additional phase contrast derived from that extent of defocus.  In order 
to increase phase contrast (Erickson, 1970), therefore, images are collected at a range of small 
negative defocus values, between approximately -1 to -4.5 µm above the focused image plane.  
Experimenters collect images at a range of defoci rather than at a single defocus value in order to 
obtain a complete complement of phase contrast information in Fourier space: the phase contrast 
transfer function crosses the x axis, which represents increasing spatial frequency, several times, 
and at those crossings there is zero information about the specimen.  Collecting images at a 
range of defoci varies the x-coordinates of these crossings, thus providing full coverage of phase 
contrast information across spatial frequencies. 
 In the objective lens’ image plane, a point object appears as a blurred disk, which is 
described by the point spread function (PSF) of the imaging system.  When we expand this idea 
from a single point to an object made up of many points, we say that the object being imaged is 
convolved by the PSF to yield an imperfect image that is a 2D representation of the physical 
object. The PSF is a concept defined in real space, but its effects can be characterized in the 
Fourier domain.  To perform a Fourier transformation on a signal is to represent a signal as a 
Fourier series—to decompose the signal into a sum of sine functions and cosine functions. The 
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Fourier transform of the PSF is the contrast transfer function (CTF). Multiplying the Fourier 
transform of an image by the CTF describes the phase contrast of an image due to the combined 
effect of defocusing and of aberrations in the microscope (R. H. Wade, Frank, J., 1977).  (The 
CTF, and anything else expressed in Fourier space, can be related back to real space via an 
inverse Fourier transformation.) The CTF is increasingly dampened at high spatial frequencies, 
which reflects imperfections of the beam rather than imperfections of the lens—namely, slight 
amounts of incoherence and chromatic instability (R. H. Wade, 1992; Zhu, Penczek, Schroder, & 
Frank, 1997).  Knowledge of the CTF is essential to the electron microscopist in part because it 
describes the defects in image formation and allows them to be corrected for as a precondition for 
reconstructing a faithful 3D image of the object. 
 Beneath the sample, the objective aperture blocks the path of the electrons scattered 
through the highest angles by the specimen.  By removing the most highly scattered electrons, 
the aperture increases the ratio of unscattered to scattered electrons, thereby increasing 
detectable differences in elastic scattering and thus creating so-called amplitude contrast. 
  
Detectors 
        Image detection and recording are accomplished by one of three types of image detector: 
photographic film, a charge-coupled device (CCD) camera, or a direct electron detection device 
(DDD).  Film was the only available detection medium for quite some time, followed 
chronologically by the development of the CCD and, most recently, the DDD, and all three are still 
currently available. Film, such as Kodak SO-163, comprises an emulsion containing silver halide 
crystals, which can absorb electrons (see (Orlova & Saibil, 2011)).  Subsequent film development 
converts the silver halide crystals that have absorbed electrons to ionized silver grains that are 
visible to the eye. The effectiveness of film in EM is hindered by the time it takes to expose each 
film during data collection, to develop the film, and to digitize it via scanning; additionally, 
scanning may involve a significant amount (20% or more) of signal loss. On the other hand, film is 
well suited to EM insofar as it has a small physical pixel size (defined by the size of the silver 
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grains) of 5 µm and its high detective quantum efficiency (DQE). DQE is the square of the ratio of 
the detector’s output signal-to-noise ratio (SNR) to the detector’s input SNR at a given voltage 
(McMullan, Chen, Henderson, & Faruqi, 2009), and DQE is typically plotted against spatial 
frequency, which is in units of inverse distance.  Ideally, the detector should not contribute 
additional noise to an image, and such a detector would have a DQE of 1. Of course, actual 
detectors are imperfect, and actual DQE values lie between 0 and 1 for a given detector. More 
specifically, DQE usually decreases from low to high spatial frequency. 
 CCD cameras were the first digital detectors available, enabling automated data 
collection (Sander, Golas, & Stark, 2005), which is now often performed with the immense aid of 
Leginon software (Suloway et al., 2005).  A CCD camera operates by converting electron strikes 
to light, then to electric charge, then to stored electronic signal (Faruqi & Henderson, 2007).  
During the last few years, another type of digital detector, the direct electron detector (DDD), has 
emerged.  The DDD detects electrons with the use of a complementary metal-oxide 
semiconductor (CMOS)-based active pixel sensor (Bammes, Rochat, Jakana, Chen, & Chiu, 
2012; Milazzo et al., 2005; Xuong, 2004). The DDD is capable of counting individual electron 
strikes and localizing them, rather than accumulating charge as the CCD does (Milazzo et al., 
2011).  Additionally, one type of DDD, the Gatan K2 Summit (whose use for high-resolution 
reconstructions is described in (Li, Zheng, Egami, Agard, & Cheng, 2013) and (Veesler et al., 
2013)), can be operated at super-resolution mode, in which electron strikes are localized with 
subpixel accuracy (Li, Mooney, et al., 2013); this greatly increases the potential for high DQE at 
high spatial frequency. In fact, DQE values for DDDs (even without super-resolution mode, in the 
case of the K2 Summit) are superior to those of CCDs (McMullan et al., 2009; Milazzo et al., 
2010) and equal to or better than those of film (McMullan et al., 2014) (see Figure 1.6). 
Importantly, DDDs can also collect exposures in a dose-fractionated manner, whereby a set 
electron dose is spread out over several frames (for instance, 20 frames at 0.4 seconds per 
frame).  In this way, an exposure can capture sample movement, which occurs as global motion 
throughout the frame called drift, or as local beam-induced motion (BIM); those movements can 
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later be corrected for with global drift correction (Li, Mooney, et al., 2013) and local BIM correction 
(Rubinstein & Brubaker, 2015; Scheres, 2014) alignment protocols, respectively, during image 
processing.  Drift correction eliminates the need to boost signal by collecting hundreds of 
thousands of particle images (Bai, Fernandez, McMullan, & Scheres, 2013), which in turn reduces 
the average required length of data collection.  Local correction for beam-induced motion is 
particularly useful for small particles (Scheres, 2014), due to the fact that alignment by cross-
correlation is more accurate for large particles. while global alignment may not align small 




 The experimenter chooses the voltage level (between 120 and 300 kV), exposure 
magnification value (and thus pixel size), defocus range, electron dose, and exposure length at 
the outset of a given continuous data collection session; all of the preceding parameters except 
for voltage are easily adjustable during the session.  Often with the aid of an automated data 
collection software package such as Leginon (Suloway et al., 2005), the experimenter locates 
holes on the grid with ice thickness and particle distribution amenable to data collection, and 
proceeds to collect exposures. 
 The image of a single field of view that is projected onto a detection device may contain, 
in the case of ribosomes, just a few to over one hundred particles, depending on particle 
concentration. Typical magnifications range from 15,000x to 80,000x, corresponding to pixel sizes 
from approximately 3.5 to 0.5 Ångstrom per pixel. (The Ångstrom is a commonly used unit of 
distance in the cryo-EM field; it equals 10-10 m.) The physical pixel size of the detector determines 






Overview of 3D reconstruction principles 
 Three-dimensional reconstruction is fundamentally based on the projection theorem 
(described in (Frank, 2006)), which states that, in Fourier space, each 2D projection image (each 
particle image) represents a central slice of the 3D Fourier transform of the object (the particle). 
Users attempt to ‘fill’ that 3D Fourier space by collecting single-particle cryo-EM data and in 
subsequent single-particle reconstruction: that is, to recover enough information about a particle, 
such as the ribosome, to create a faithful 3D representation of the particle. 
 During data collection, many copies of the particle of interest are distributed across the 
grid, ostensibly in random angular orientations. One objective during data collection is to capture 
images of all possible angular orientations, in order to represent all perspectives of the specimen. 
 The orientation determination of 2D particle projection images may be performed ab initio 
or with a 3D reference object similar to the object of study.  Ab initio reconstruction techniques 
include the random conical tilt (RCT) method (Radermacher, Wagenknecht, Verschoor, & Frank, 
1987) and the common lines method (van Heel, 1987).  Implementing RCT works best with 
samples that exhibit preferred orientations relative to the grid, and involves collecting tilt pair data, 
which means taking exposures of the same field of view twice—once at 0 degrees of tilt and once 
at a high degree of tilt. The subset of particles that present the same orientation are identified 
and, given the tilt pair images’ known angular relationships to each other, are used to calculate, 
the particles’ angular orientations relative to one another can be calculated (Radermacher, 
Wagenknecht, Verschoor, & Frank, 1987).  However, the resultant reconstruction lacks a cone-
shaped region of information in Fourier space due to the inability to collect data at 90 degrees of 
tilt, since well before this angle is reached, specimen thickness limits signal.  The “missing cone” 
can be avoided if there is a sufficient distribution of orientations among particles, and separate 
reconstructions of those particles can be combined for full angular coverage (reviewed in (Orlova 
& Saibil, 2011)).   The common lines method (van Heel, 1987) rests on the principle that any pair 
of 2D projections of an object in Fourier space share a 1D central section—a common line 
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(Crowther, 1970). Adding a third 2D projection fixes the relative angular assignment of the three 
projections. With this starting information, more projections can be evaluated until 3D Fourier 
space is “filled” (see (Frank, 2006)). The major disadvantage of the common lines method is that 
the handedness of the reconstruction cannot be established. 
 For the ribosome, with plenty of published structures from which to choose, 3D 
reconstruction is typically performed with a reference, albeit a low-resolution one in order to avoid 
bias. What follows is the workflow surrounding such reconstruction.  Current workflows are 
influenced by the original single-particle image processing suite, SPIDER (System for Processing 
Image Data from Electron microscopy and Related fields) (Frank, Shimkin, & Dowse, 1981). 
 
Preprocessing 
 The image processing upstream of the actual reconstruction begins with frame alignment, 
in the case of dose-fractionated data collected with a DDD.  The digitized image of a collected 
exposure is called a micrograph, and the micrograph is stored as a stack of unaligned frames 
immediately after data collection. Aligning those frames globally will correct for global motion of 
particles over the course of the exposure due to sample drift. A popular frame alignment protocol 
developed in the Cheng group called MotionCorr accomplishes this in two steps (Li, Mooney, et 
al., 2013). First, the frames are gain-corrected, meaning that fixed-pattern noise generated by the 
detector is removed by subtracting a gain image of that noise from the frames. Second, frames 
are each aligned in a pairwise manner to a reference frame in the stack. 
 Next, the CTF is determined and the defocus value is calculated for each micrograph, 
often with the use of CTFFIND from the Grigorieff group (Rohou & Grigorieff, 2015). CTFFIND 
protocols output the computed 2D power spectrum, or the absolute square of the micrograph’s 
Fourier transform.  The power spectrum is computed by averaging the absolute squared Fourier 
transforms of overlapping subregions of the micrograph, which boosts signal relative to taking the 
Fourier transform of the entire micrograph (Frank, 2006). The power spectrum appears as a 
series of concentric rings called Thon rings, which exhibit the signature of the CTF upon the 
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uniform background provided by the diffraction intensity of the amorphous carbon on the grid.  
The radial axis of the power spectrum represents increasing spatial frequency.  Manually 
screening the power spectra is an effective way to gather information about the micrograph and 
evaluate its quality: distantly spaced Thon rings indicate that an image is close to focus, while 
closely spaced rings indicate the opposite. Elliptical rings indicate the presence of astigmatism, 
broken rings indicate sample drift, and the diameter of the largest Thon ring visible indicates the 
highest spatial frequency, or the highest resolution, that the micrograph reaches.  
 Once micrographs of good quality have been selected by screening CTFs and the 
micrographs themselves, particle identification, verification, and cropping (“particle picking”) is the 
next step. Supervised semi-automated particle picking algorithms such as the one developed for 
the RELION software package (Scheres, 2015) require user input in the form of particle 
templates, created from 2D averaging and classification of a few dozen to a few hundred 
manually selected particles.  Those templates are then cross-correlated with entire micrographs 
in a search for other particles.  Results from automated particle selections should be verified by 
the user, as even well vetted particle picking algorithms tend to pick high-contrast “non-particles” 
such as contaminants or the edges of holes.  
 Particles are then subjected to unsupervised 2D classification, during which they are 
aligned rotationally and translationally with one another and assigned to a user-selected number 
of classes. Output class averages have high SNRs and are typically defined by particle view. 2D 
classification is useful for rejecting low-resolution particles or non-particles that have escaped 
elimination during particle verification.  RELION (named for REgularized LIkelihood OptimizatioN) 
(Scheres, 2012, 2015) is a popular software choice for this step forward in data processing. 
  
3D reconstruction 
 The workflow step commonly referred to as “3D classification” as performed in RELION is 
actually simultaneous reconstruction and 3D unsupervised classification. RELION’s 3D 
classification technique, draws from a Bayesian approach to solving the problem of orientation 
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and class assignment (Scheres, 2012).  It employs the maximum a posteriori (MAP) estimator, 
which shifts weight to experimental data and away from prior information as access to 
experimental data increases.  The evolution of this classification system can be traced in a series 
of works by Scheres (Scheres et al., 2007; Scheres, Valle, Grob, Nogales, & Carazo, 2009; 
Scheres et al., 2005).  
 The initial inputs required for 3D classification are a file describing all “good” 2D particles 
along with their defocus information and data collection parameters; and 3D avoids reference 
filtered to a low resolution, 40 – 80 Å.  The heavy filtering minimizes reference bias and the 
“Einstein from noise” problem (Henderson, 2013), in which reference bias effectively assembles 
noise into a structure resembling the reference, without any basis in the signal of the data. 3D 
classification proceeds iteratively. During each iteration, 2D Fourier transforms of particle 
projections are aligned rotationally with a 3D Fourier transform of the reference, and a probability 
value is calculated for each possible slice in 3D Fourier space that a 2D particle projection could 
occupy, as opposed to assigning a single angular orientation with certainty.  
 RELION begins with coarse 30-degree or 15-degree angular sampling of the 3D 
reference during this first iteration, as it would be very labor-intensive to estimate the probability of 
the occupancy of a 2D Fourier transform of a particle projection within each of very many finely 
spaced central slices through the 3D transform of a low-resolution volume. Once the probability of 
the occupancy of each central slice has been calculated for every 2D particle projection in Fourier 
space in the data set, a new 3D reference volume is calculated; this new reference should reach 
higher resolution than did the initial reference. The first iteration is complete, and its key outputs 
are the updated 3D reference volume, the sets of differentially probable orientations for each 2D 
Fourier transform of a particle projection, and a value called the average pmax: pmax itself is, for 
each 2D particle projection’s Fourier transform, the probability of the central slice, or orientation, 
that the particle is most likely to occupy. Average pmax, is simply the mean of that value for all 2D 
particle projections in Fourier space, and it is a measure of RELION’s confidence in particle 
orientation assignment. This value will be discussed further shortly.  
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 The second iteration proceeds much like the first, but with the updated 3D structure as a 
reference; it concludes by outputting adjusted probabilities for each possible orientation for each 
2D particle projection, an adjusted average pmax, and an updated 3D reference. This proceeds for 
n iterations until the average pmax  value, likely increasing until this point, converges; in the Frank 
group, we consider “convergence” to occur when the average pmax is stable within 0.01 for at least 
three consecutive iterations. Reaching convergence indicates that RELION can no longer 
improve upon its estimations of particles’ angular assignments, and the 3D volume can no longer 
improve in resolution, given RELION’s input information, so one or more of the input parameters 
must change for further improvement to occur.  Thus, for the following iteration, the angular 
sampling is set to a finer increment, usually 7.5 degrees. RELION can now be more precise in 
calculating possible particle orientations, and again the average pmax value and the resolution of 
the output 3D volume will increase for several iterations.  When the average pmax converges for a 
given angular sampling rate, rate is made finer until it reaches 1.7 degrees, or until the 3D output 
volume reaches a resolution that is acceptably high to the experimenter.  
 What has just been described here is the case for a single output volume after each 
iteration; for true 3D classification, the method is the same except that each iteration outputs K 
class-volumes rather than a single volume. Throughout the 3D classification run, individual 2D 
particle projections in Fourier space may “jump” between class identities (B. Chen, Shen, & 
Frank, 2014) and they may do so frequently if the classes among which they move are 
structurally similar. Although the user cannot control the criteria upon which different classes are 
seeded and separated, classes naturally tend to settle out based on salient structural differences.  
 Users may choose to mask out a region of interest in their reconstruction and to re-
classify the region within that mask, in a process called focused classification (Bai, Rajendra, 
Yang, Shi, & Scheres, 2015; Penczek, Frank, & Spahn, 2006).  Focused classification is a 
powerful approach to characterizing a region of a given macromolecule separately from 
heterogeneous or less interesting regions. 
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 Several rounds of 3D classification may be performed on a given data set. Classes 
deemed “good” after the first round of 3D classification may be subclassified in order to further sift 
apart heterogeneity in the form of 3D maps showing different compositions, conformations, or the 
presence of non-particles or low-resolution particles.   
 
A note on heterogeneity 
 Prior to the advent of 3D classification, sample heterogeneity was largely viewed as a 
problem. In a cryo-EM sample, either compositional or conformational heterogeneity may occur. 
As an instance of the former, a sample containing 70S ribosome and EF-G contains some 
ribosome-bound EF-G, as well as some apo-70S ribosomes and free EF-G. Conformational 
heterogeneity occurs when part of a sample can exist in more than one conformation, and 
particularly so when part of a sample is very dynamic. For example, the L1 stalk of the ribosome 
is highly dynamic, and it may be captured in many different conformations in the EM. Both types 
of heterogeneity may appear as partial or scattered density in a reconstruction; in the case of the 
compositional heterogeneity of EF-G, the amount of density present is proportional to the 
occupancy of the bound factor, and in the case of the L1 stalk, the density of its different positions 
is “averaged out” into scattered density or even a lack of density altogether. The possible 
sources—occupational or conformational—of a single instance of heterogeneity are 
distinguishable.   Occupational heterogeneity manifests as uniformly weak or scattered density 
throughout the space occupied by a substoichiometric factor, but the movement of a dynamic 
region such as the L1 stalk, which is anchored to a more stable region, exhibits strong density 
near its nearly immobile base that gradually “smears out” into weak or absent density toward the 
tip of the stalk in a manner corresponding to increasing range of motion.  In either case, weak 
density or lack of density altogether made it difficult or impossible, before 3D classification was 
available, to generate reconstructions of heterogeneous samples. 
 Three-dimensional classification sorts heterogeneous occupancies and conformations, to 
tell the “story in a sample” (Frank, 2013) that cryo-EM and single-particle reconstruction are 
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uniquely capable of telling:  Sample preparation for single-particle cryo-electron microscopy does 
not entail crystallization of a sample, which means that vitreous ice-embedded particles may be 
observed in multiple biologically relevant states on a single grid. For instance, if a ribosome 
sample is supplemented with translation initiation factors and GTP in a reaction mixture, then 
between the time the reactants are mixed and the moment the sample applied to a grid is frozen, 
the sample components may perform the series of reactions involved in translation initiation.  This 
occurs in bulk and asynchronously, and so different stages of translation initiation may be 
observed in the frozen sample.  The amount of time that a complex spends in a given state is 
proportionally represented in the sample; thus, cryo-EM can give us a sense of the lifetimes of 




 RELION’s 3D autorefinement protocol is similar to its 3D classification protocol. Its 
objective, like 3D classification, is to iteratively assign increasingly precise angular orientations to 
individual particles in the context of a 3D reference and to output increasingly refined high-
resolution volumes based on the experimental data. Unlike 3D classification, however, it requires 
as input a single stack of the particles composing a “good” class derived from 3D classification, its 
output is a single volume, and it is able to calculate angular assignments that are more precise 
than the 3D classification protocol’s capabilities—as fine as 0.9 degree sampling, because it does 
not allocate any computational resources toward classification. The protocol also automatically 
monitors average pmax convergence and it adjusts angular sampling automatically, rather than 
relying on user intervention. 3D autorefinement is typically performed after 3D classification, but 
some users additionally recommend using it before 3D classification, in order to make the most 
precise angular assignments possible for all 2D particle images; in this case, the subsequent 3D 




Beam-induced motion correction: particle polishing 
 A reconstruction’s resolution may be further boosted by beam-induced motion (BIM) 
correction, often referred to as particle polishing. Beam-induced motion describes the local 
motions that particles undergo during an exposure in the microscope due to energy imparted by 
the incident beam. Particles may exhibit motion trajectories similar to those of their neighbors, but 
many different trajectories occur across a micrograph and cause blurring, even in globally aligned 
micrographs collected in a dose-fractionated manner on DDDs. However, ‘particle polishing’ 
protocols are available that perform alignment of individual particles or of frame subregions, 
across all the frames collected, to correct for that motion. The 2D particle projections that 
contributed to the auto-refined (or simply 3D-classified) reconstruction have known coordinates 
on globally aligned micrographs, so their trajectories may be tracked across frames. A particle 
polishing method from the Rubinstein group (Rubinstein & Brubaker, 2015) employs assumptions 
of smooth movement and similarity of neighboring particles’ trajectories to calculate particle 
movement before aligning the particles. and estimates a relative B-factor for each frame (see B-
factor description below) in order to account for differential contrast loss in different frames, and 
weights frames accordingly. A general trend in dose-fractionated data collection is that the 
earliest frames in an exposure exhibit the most drift and beam-induced motion, while the later 
frames exhibit less motion but can lose signal due to accumulation of radiation damage; the 
relative B-factor estimation takes this into account.  A slightly different approach of the Scheres 
group fits linear trajectories to individual particles, and performs B-factor estimation and weighting 
as well (Scheres, 2014). A third BIM correction approach is the Optical Flow method from the 
Carazo group (Abrishami et al., 2015). It is an iterative refinement approach.  X- and y-shifts 
within a given box of constant size are estimated between two sets of averaged frames, in which 
the first set contains the first half of all frames from one exposure, and the second set contains 
the second half of those frames. In the next iteration, x- and y- shifts are estimated within the box 
size among four sets of averaged frames, in which each set contains one-quarter of all the frames 
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from the exposure, and so on. So far, BIM-correction approaches remain unable to measure out-
of-plane particle movement (“rocking”). 
 
Postprocessing 
 RELION postprocessing further improves the quality of an auto-refined volume. Its 
component protocols are automatic masking, MTF correction, and B-factor amplitude correction 
of the reconstruction.  
 Masking serves to eliminate noise beyond the volume’s periphery. In order to measure 
and correct for the effect that masking may have on the estimated resolution of the 
reconstruction, RELION implements high-resolution noise substitution (S. Chen et al., 2013). This 
consists of randomizing the phases of two half-maps, masking them, calculating the FSC 
(described below) between them, and comparing that FSC to that of the FSC between two 
masked, non-randomized half-maps.  
 The modulation transfer function (MTF) describes the signal transfer of a given detector 
at a given voltage, as a function of spatial frequency (Downing & Grano, 1982). The MTF 
describes resolution-limiting effects related to the detector (described in (Zhu et al., 1997)), and is 
corrected for during postprocessing 
 The B-factor describes contrast loss at high resolution (in our case, high-resolution refers 
to sub-10 Å) in a reconstruction. Such loss is due to partial coherence, radiation damage, the 
MTF of the detector, and other effects that dampen the CTF (Henderson, 1992).  B-factor 
correction, which makes up for contrast loss, is implemented by multiplying a map’s Fourier 
amplitudes by a compensatory factor that accounts for different levels of signal in the map at 
different spatial frequencies (Rosenthal & Henderson, 2003). 
 
The concept of resolution in single-particle reconstruction 
 It is intuitive to consider resolution in terms of the Rayleigh criterion, which describes 
resolution according to the minimum distinguishable distance between the images of two points in 
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real space. However, for single-particle cryo-EM reconstructions, resolution is measured in 
Fourier space as a function of spatial frequency. Specifically, resolution is estimated from the 
Fourier Shell Correlation (FSC) between two half-maps, or volumes reconstructed from half of the 
particles in the data set. In terms of signal and noise, one would expect signal, which represents 
“true” structure, to be reproducible between the two half-sets, while noise should not be 
reproducible. Thus, half-sets of theoretical perfect data would correlate perfectly – they would 
contain all identical signal and no noise, and their FSC would equal 1 across all spatial 
frequencies. Conversely, theoretical half-sets of pure noise should correlate very little.  For actual, 
finite, noisy data sets, the FSC is typically close to 1 at low spatial frequency and drops off in a 
sigmoid fashion toward higher spatial frequencies.  The number that is chosen to describe the 
global resolution of a 3D reconstruction is based on a cutoff value, the spatial frequency that 
corresponds to the lowest FSC value considered acceptable. Previously, that cutoff was chosen 
as FSC=0.5, the level of correlation at which the amount of signal equals the amount of noise 
(see (Bottcher, Wynne, & Crowther, 1997; Conway et al., 1997)). However, the FSC can be 
reported incorrectly: it can be inflated due to overfitting, or the incorrect assignment of noise as 
signal, if the two half-sets of data do not undergo angular orientation assignment completely 
independently.  Overfitting can be averted by refining half-sets of data independently from one 
other, after which so-called ‘gold standard’ FSCs may be calculated (Henderson et al., 2012; 
Scheres & Chen, 2012). For gold-standard FSCs, the spatial frequency at which the FSC equals 
0.143 is a reasonable estimate of the global resolution of a given map (Rosenthal & Henderson, 
2003). 
 Theoretically, the highest achievable resolution for a sampled image is limited as 
described by the Nyquist-Shannon theorem (Shannon, 1948): the resolution of an image, 
expressed as a quantity in real space, can be no finer than twice the sampling distance.  In the 
case of data collected on film, a CCD, or a DDD, the sampling distance is the size of a pixel, and 
the resolution, in real space, cannot exceed the width of two pixels. This resolution ceiling, in 
Fourier space, is commonly called the Nyquist limit. 
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Capabilities of cryo-EM and single-particle reconstruction 
 The cryo-EM field has undergone a “resolution revolution” (Cheng, 2015; Cheng & Walz, 
2009; Grigorieff, 2016) over the last few years, thanks in large part to development of DDDs and 
of downstream “movie” processing.  Previously, it was difficult to reach resolutions with 
asymmetric samples comparable to those of structures obtained by X-ray crystallography (3.0 Å 
or better), but 3.0 Å and sub-3.0 Å reconstructions are now becoming common (e.g. (Liu et al., 
2016; Shalev-Benami et al., 2016; Zhang et al., 2016)).  Dose-fractionated data collection and 
subregion alignment have been instrumental in reaching high resolution with increasingly small 
samples as well (Bartesaghi et al., 2015; Borgnia et al., 2016). Attainment of such resolutions 
permits the construction of atomic models based on cryo-EM maps with model-building software 
previously used only for XRC structures, including Coot (Emsley & Cowtan, 2004; Emsley, 
Lohkamp, Scott, & Cowtan, 2010); and real-space refinement software such as PHENIX (Adams 
et al., 2010). 
 Sample preparation continues to improve as well, with the recent introduction of gold-
coated gold grids (Russo & Passmore, 2014, 2016).  Using gold rather than copper dramatically 
reduces vertical grid movement, which in turn modestly reduces sample movement in the plane of 
the grid.  Additionally, using a single-element grid, as opposed to copper grids coated with holey 
support carbon and amorphous carbon, leads uniformity of material contraction upon plunge-
freezing, whereas using carbon-coated copper grids leads to greater contraction of the 
amorphous carbon layer than the copper grid bars, and consequent wrinkling of the carbon.  
 The Carragher and Potter group has developed an inkjet-based sample application 
system called Spotiton (Jain, Sheehan, Crum, Carragher, & Potter, 2012) that greatly conserves 
sample, requiring only about 1 uL per grid; moreover, it is capable of dispensing picoliter volumes 
onto the grid at a time, enabling screening of many different types of sample on a single grid.  
More recently, the group has paired an updated version of Spotiton with “self-wicking” grids 
whose grid squares are lined with nanowires that induce droplet spreading (Razinkov et al., 
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2016), yielding uniformly thin ice and eliminating the need for blotting, which can damage the grid 
and create uneven ice thickness.  
 Prior development of sample mixing-spraying chips for time-resolved cryo-EM (Lu et al., 
2009) has been adopted in the Frank group to follow sub-second reactions such as subunit 
joining (B. Chen & Frank, 2016; B. Chen et al., 2015) and parts of ribosome recycling (Fu et al., 
2016). Reaction components, such as the 30S and 50S subunits, are added separately to the 
chip before they are mixed, passed through a reaction channel, and sprayed onto a grid at 
controlled time scales between tens of milliseconds and one second.  Major challenges in the 
ongoing improvement of this technology include depositing uniformly thin ice on the grid and 
attaining sufficiently high sample distribution on the grid. Nevertheless, the technique has proven 
to be sufficient for users to capture fast processes like intersubunit bridge formation during 
subunit joining (B. Chen & Frank, 2016; B. Chen et al., 2015) and short-lived reaction 
intermediates like a post-termination complex with bound ribosome recycling factor and 
translation elongation factor EF-G (Fu et al., 2016).  
 Lastly, in the realm of image processing, a potentially transformative technique based on 
manifold embedding (Dashti et al., 2014; Frank & Ourmazd, 2016) has demonstrated the 
capability to describe cryo-EM data in terms of a continuum of states rather than discretely 
classified states.  This technique represents an opportunity to define pathways at an 







Figure 1.1:   Schematic of grid structure. Left, a 3 mm is organized into a mesh. Middle, a 
single square contains holey carbon with a regularly spaced array of holes.  Right, each hole 
contains sample embedded in thin vitreous ice. Dimension of grid squares and holes may 














































Figure 1.2:  Schematic of a plunge freeze apparatus. Not shown is the climate-
controlled chamber where the sample is applied to the grid, from which the grid is 


























Figure 1.3: Schematic of the electron microscope. Reproduced with permission from 
















































Figure 1.4: Types of objective lens aberrations. a) a perfect lens. b) a lens with 
spherical aberration. c) a lens with chromatic aberration. d) a lens with axial 
astigmatism. F is the focal length of the lens. Reproduced with permission from (Orlova 






Figure 1.5: DQE versus spatial frequency. DQE versus spatial frequency (in terms of 
fraction of Nyquist frequency) for three DDDs: the Gatan K2 Summit (blue), the FEI 
Falcon II (red), and the DE-20 (green). DQE values for film (black) are shown for 
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 In order to appreciate the departure from the typical ribosome that is embodied by the Leishmania 
major ribosome, a short discussion of ribosome structure and the process of translation is in order. We 
will begin with such a review, followed by an introduction to the L. major 80S ribosome as a subject of 
study. 
 
The ribosome:  basics of structure and function 
Fundamentals of ribosome structure 
 The effector of translation is the ribosome, a two-subunit ribonucleoprotein machine present in 
high copy number in the cell.  Ribosomes translate information encoded in mRNA sequences into 
polypeptide sequences, which are then folded into functional proteins (Schmeing & Ramakrishnan, 2009). 
The function of performing translation is reflected in the structure of the ribosome, and the essential 
nature of that function is reflected in the structure’s high degree and breadth of conservation.  
 In all organisms, the ribosome is a 2- to 4.5-megadalton (MDa) structure made up of a small 
subunit (SSU) and a large subunit (LSU). A useful guide to basic subunit structure is found in Figure 2.1.  
Subunits are identified by their sedimentation coefficients in Svedberg units; the 30S and the 50S join to 
create the 70S in prokaryotes, and the 40S and 60S subunits make up the 80S ribosome in eukaryotes.  
Both subunits are composed of long, highly structured, mostly double-stranded chains of ribosomal RNA 
(rRNA) as well as many  ribosomal proteins.  In prokaryotes like E. coli, the SSU bears a single 16S rRNA 
(rRNAs are named after their sedimentation coefficients as well) and the LSU has the 5S and 23S rRNAs. 
In eukaryotes like S. cerevisiae, the SSU rRNA is the 18S, and the LSU has three rRNAs: the universally 
conserved 5S, the 5.8S, and the 25S.  The longest rRNA in higher eukaryotes may be up to 28S.  
Ribosomal proteins are mainly on the periphery of the ribosome with the occasional extension that 
protrudes into the interior or outward past the periphery of the ribosome; ribosomal proteins range in 
number from 55 per E. coli ribosome to 80 per human ribosome.  The arrangement of ribosomal rRNAs 
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and proteins is the product of complex assembly pathways that remain incompletely understood 
(Woolford & Baserga, 2013).  
 The ribosome’s structure may appear incomprehensibly complex to a first-time viewer, but one 
can navigate it roughly by its largest landmarks: from a side view (see Figure 2.1), the LSU and SSU 
surround a substantial intersubunit space; the solvent side of the SSU appears relatively flat, while that of 
the LSU is rounded. A view of the SSU’s solvent side displays its head region, complete with a rightward-
facing beak, above a thin neck region that separates the head from the body of the subunit (See Figure 
2.1). The body features a large platform on the left and a smaller shoulder on the right, narrowing 
somewhat toward a pointed left foot and right foot in eukaryotes, or to a single spur in prokaryotes. A 180-
degree turn about the y-axis reveals a crown view, a perspective of the solvent side of the large subunit, 
which appears roughly round with the central protuberance at the top, with the L1 stalk to its right and the 
L7/L12 stalk (prokaryotes) or P-stalk (eukaryotes) to its left.  
 At a finer level of detail, the ribosome bears several functional features, as will become apparent 
in the brief review of translation that follows. The mRNA passes through the mRNA channel created by 
the groove between the head and the body of the SSU at its intersubunit face.  The mRNA and tRNAs 
both pass through the three adjacent A (aminoacyl), P (peptidyl) and E (exit) sites, which are located on 
both the SSU and LSU intersubunit faces, and frame the intersubunit space.  The SSU side of the A site 
contains conserved A, A, and G nucleotides at the tip of h44 (helix 44) of the SSU rRNA that recognize 
Watson-Crick codon-anticodon pairing between the mRNA and tRNA, denoted the decoding center (El 
Soufi & Michel, 2014; Ogle et al., 2001). On the LSU side between the P and A sites lies the peptidyl-
transferase center, where the peptide bond is formed between the polypeptide bound to the P-site tRNA 
and the amino acid bound to the A-site tRNA in a manner catalyzed by 23S (prokaryotes) or 25-28S 
(eukaryotes) rRNA and an adjacent ribosomal protein that position the carbonyl group of the P-site amino 
acid for attack by the A-site amino acid (Schmeing, Huang, Strobel, & Steitz, 2005).   
 The GTPase activation center (GAC) is found at the conserved sarcin-ricin loop on the 23S (in 
prokaryotes) or 28S (in eukaryotes) (Voorhees & Ramakrishnan, 2013).  As its name suggests, it interacts 
with translational GTPases. GTPases that are essential for translation have several different roles, 
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including delivering tRNA to the ribosome during initiation and elongation, and catalyzing translocation 
during elongation, and promoting ribosome recycling. Within the first type, different GTPases are 
employed during translation initiation and elongation: in prokaryotes, IF2 delivers initiator tRNA to the P 
site and EF-Tu delivers all subsequent tRNAs to the A site; in eukaryotes, eIF2 delivers initiator tRNA to 
the P site, and eEF1A delivers subsequent tRNAs to the A site. As for GTPases involved in translocation, 
prokaryotes employ EF-G, while eukaryotes use eEF2.  For all of these GTPases, the GAC acts in a 
manner similar to GTPase-activating proteins to trigger GTP hydrolysis.  
 On the LSU side of the E site is the L1 stalk, named after its component protein at the end of a 
23S or 25-28S rRNA stalk.  Like the L7/12 and P-stalks, the L1 stalk is very dynamic, with a broad lateral 
range of motion. Its position is coupled to the state of intersubunit rotation: it is outward-facing or “open” 
when the ribosome is in a rotated state during translocation, and it is in a “closed” state on the nonrotated 
ribosome (Valle et al., 2003). This motion is thought to mediate the motion of tRNAs from the P/E state to 
the E state and through their exit from the ribosome, via direct interaction with the tRNA elbow (Fei, 
Kosuri, MacDougall, & Gonzalez, 2008; Trabuco et al., 2010). 
 Finally, the peptide exit tunnel provides an 80-Å long means of exit from the LSU for the nascent 
polypeptide chain, ending at the back of the LSU, first identified in (Milligan & Unwin, 1986) and reviewed 
in (Wilson & Doudna Cate, 2012). 
 
An overview of translation 
 Translation proceeds according to four sequential stages: initiation, elongation, termination, and 
recycling, shown in prokaryotes in Figure 2.2. All stages of translation require protein initiation factors 
(IFs). Initiation, the rate-limiting stage, involves the recruitment of a messenger RNA (mRNA) to the SSU, 
the delivery of an aminoacylated (aa) initiator tRNA to the start codon of the mRNA in the P site, and the 
joining of the LSU to yield a complex prepared to link more amino acids to the first.  The mRNA’s 
conserved AUG start codon, which codes for methionine (or N-formylmethionine in prokaryotes) must 
align with the P site on the SSU.  An incoming aa-tRNA delivered by a translational GTPase (IF2 in 
bacteria and eIF2 in eukaryotes) samples the AUG for correct Watson-Crick base-pairing with its 
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anticodon stem-loop. The other end of the tRNA, called the acceptor stem, binds the amino acid.  The 
tRNA remains bound to the P site after correct codon-anticodon base-pairing occurs; lastly, the LSU joins 
the complex.  Three initiation factors, IFs 1, 2, and 3, are required to initiate translation in bacteria, but 
remarkably, eukaryotic translation initiation requires about a dozen factors, depending on the species. 
Eukaryotic initiation is covered at greater length in Chapter 3. 
 Next, elongation proceeds through its component steps of decoding, peptide bond formation, and 
translocation.  During decoding, a translational GTPase (EF-Tu in prokaryotes, or eEF1A in eukaryotes) 
delivers a new aa-tRNA that samples the codon at the A site, and if the tRNA’s anticodon has the correct 
complementarity to the codon—that is, if the tRNA is a cognate tRNA—then the GTP bound to EF-Tu or 
eEF1A is hydrolyzed, an inorganic phosphate molecule is released, the GTPase undergoes a 
conformational change and departs from the complex, and the tRNA is fully accommodated into the A 
site, along with its amino acid cargo. It is now favorable for the amino acid bound to the A-site tRNA to 
undergo a peptidyl transfer reaction from its location in the LSU’s peptidyl transfer center (PTC).  The 
amino acid’s free nucleophilic amino group attacks the carboxyl end of the P-site (N-formyl)methionine 
and releases the methionine from the P-site tRNA, thereby joining the two amino acids with a peptide 
bond. The P-site and A-site amino acids are now linked in a head-to-tail fashion, with the carboxyl end of 
the A-site amino acid still bound to the A-site tRNA. The tRNAs must now undergo translocation, a shift to 
the next binding site along with the tightly bound mRNA; this shift is executed by an intersubunit rotation 
in the ribosome often called ratchet-like rotation (Frank & Agrawal, 2000) or ratcheting for short, and it is 
aided by another translational GTPase (EF-G in prokaryotes and eEF2 in eukaryotes). The SSU rotates 
counterclockwise with respect to the LSU, forcing the tRNAs into hybrid P/E and A/P positions, where 
they occupy the E and P sites of the LSU but remain in the P and A sites on the SSU.  The SSU then 
rotates back to its original, so-called non-rotated position relative to the LSU, and the tRNAs complete 
their shift into E and P sites. Head rotation, also called head swiveling, that is separate from the global 
movement of intersubunit rotation, is instrumental in shifting P/E and A/P tRNAs to E and P positions   
(Ratje et al., 2010). The A site is no longer occupied, and the next mRNA codon is ready to accept a new 
tRNA. One cycle of elongation is complete, but the process will iterate until the ribosome reaches a stop 
	 42 
codon.  The second through the last elongation cycle will additionally involve the E-site tRNA’s exit from 
the ribosome during translocation; and as the nascent polypeptide chain lengthens past a few amino 
acids, it will thread its way out of the ribosome through the LSU’s peptide exit tunnel, emerging at the 
back of the LSU’s solvent side. 
 Once the ribosome encounters a stop codon (UAG, UGA, or UAA) in the A site, the process of 
translation termination ensues.  Instead of a tRNA, a class I ribosome release factor protein (RF1 or RF2 
in prokaryotes, eRF1 in eukaryotes) recognizes the stop codon.  The factor stimulates hydrolysis of the 
peptidyl-tRNA bond, releasing the completed polypeptide, A class II factor, a GTPase (RF3 in 
prokaryotes, eRF3 in eukaryotes), stimulates dissociation of the class I release factors (Zavialov, 
Buckingham, & Ehrenberg, 2001). In eukaryotes, eRF3 additionally stimulates eRF1’s peptide release 
function (Alkalaeva, Pisarev, Frolova, Kisselev, & Pestova, 2006). 
 Finally, ribosome recycling involves dismantling the post-translation complex and releasing free 
ribosomal subunits into the cytoplasm, where they may begin another cycle of translation. 
 The preceding constitutes only a brief overview of translation; more extensive treatments of 
prokaryotic and eukaryotic translation may be found in (Jackson, Hellen, & Pestova, 2010; R. J. Jackson, 
Hellen, & Pestova, 2012; Rodnina, 2011; Wilson & Doudna Cate, 2012). Additionally, a more thorough 
discussion of eukaryotic translation initiation is found in Chapter 3. 
 
Significance of Leishmania major 
 Leishmania major is a unicellular trypanosomatid parasite, one of the species responsible for 
cutaneous leishmaniasis. The most common subtype of the tropical disease leishmaniasis 
(http://www.who.int/gho/neglected_diseases/leishmaniasis/en/), the cutaneous variety presents with 
potentially disfiguring skin lesions, and it is transmitted to humans via the bites of infected female 
phlebotomine sandflies (http://www.who.int/mediacentre/factsheets/fs375/en/).  L. major appears in the 
Middle East, northern Africa, and central Asia (Aoun & Bouratbine, 2014; Guerrant, 2011), but rising 
global temperatures may broaden the geographical range of the sandfly vector (Cross & Hyams, 1996), 
http://apps.who.int/iris/bitstream/10665/44412/1/WHO_TRS_949_eng.pdf).   
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 Upon entering the human bloodstream, promastigote forms of L. major infect the 
phagolysosomes of mononuclear phagocytic cells, such as macrophages and dendritic cells ((Alexander 
& Russell, 1992), http://www.cdc.gov/parasites/leishmaniasis/biology.html). There, the acidic pH (~5.5) 
and temperature increase (to 35 -37° Celsius) trigger conversion of promastigotes into obligate 
intracellular amastigotes that multiply before release from host cells, and then infect other mononuclear 
phagocytic cells (Bates & Tetley, 1993; Zilberstein & Shapira, 1994).  The L. major life cycle progresses 
as female sandflies take a blood meal from infected humans, thereby taking up macrophages carrying L. 
major amastigotes.  Those amastigotes transform into promastigotes in the sandfly midgut and migrate to 
the proboscis, where they remain until transmission to a human host during a subsequent blood meal. 
 Leishmania spp. are members of the family Trypanosomatidae; order Kinetoplastida, which 
includes Trypanosoma brucei and T. cruzi. T. brucei and T. cruzi are also agents of human disease—
African sleeping sickness and Chagas disease, respectively—and, with L. major, are collectively referred 
to as the Tritryps (Bindereif, 2012; Fernandes Rodrigues, 2014). Trypanosomatids are unusual in several 
aspects of their genomes and gene expression: Their nuclear genomes are organized into large clusters 
of protein-coding genes (Clayton & Shapira, 2007; Ivens et al., 2005), which is more similar to the 
architecture of prokaryotic genomes than to those of most eukaryotes. Transcription of protein-coding 
genes is polycistronic in trypanosomatids (Bindereif, 2012; Rastrojo et al., 2013); individual genes’ 
transcripts are separated post-transcriptionally at the 3’ end by polyadenylation and at the 5’ end via a 
process called spliced leader trans-splicing, in which a short conserved, uniquely capped 5’ splice leader 
(SL) RNA is transesterified to nascent transcripts (Bangs, Crain, Hashizume, McCloskey, & Boothroyd, 
1992; Bindereif, 2012). At the translational level, it is the 3’ untranslated region (UTR) of messenger 
RNAs (mRNAs) that regulates translation rather than the 5’ UTR, as is more common (Boucher et al., 
2002; McNicoll et al., 2005).  
 Notably, leishmanial ribosomes and those of other trypanosomatids are distinct in multiple 
aspects:  they bear uniquely large expansion segments, ribosomal RNA (rRNA) insertion sequences 
(Bindereif, 2012; Gao, Ayub, Levin, & Frank, 2005; Hashem, des Georges, Fu, et al., 2013; Liu et al., 
2016; Shalev-Benami et al., 2016; Zhang et al., 2016) that appear at the periphery of eukaryotic 
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ribosomes. They also bear a unique region called the kinetoplastid-specific domain (KSD) in the LSU and 
several protein extensions relative to other eukaryotes, as well as additional intersubunit bridges 
(Hashem, des Georges, Fu, et al., 2013). Their LSU rRNA is cleaved into six segments (see Figure 2.9), 
two large (LSU-α and LSU-β) and four small (srRNAs 1 through 4) (Campbell, Kubo, Clark, & Boothroyd, 
1987; Cordingley & Turner, 1980; Morales & Roberts, 1978; White, Rudenko, & Borst, 1986). 
 Here we present a 4.6 Ångstrom cryo-electron microscopy (cryo-EM) three-dimensional 
reconstruction of the L. major promastigote 80S ribosome. This map captures the ribosome in a state 
where large and small subunits are rotated relative to each other. All ribosomal proteins and rRNAs have 
clearly defined densities with the exception of the most flexible regions of the ribosome, including the 
longest expansion segments and long disordered protein regions, whose densities are, in some 
instances, slightly scattered or partially absent. The resolution of this map permitted construction of an 
atomic model of its rRNA on the basis of the Trypanosoma brucei atomic model (PDB 4V8M (Hashem, 
des Georges, Fu, et al., 2013)), and of its proteins, on the basis of several different templates, as seen in 
Figures 2.4 and 2.5. Protein beta sheets are distinguishable from alpha helices, and nucleotide structures 
are evident as specific single-nucleotide bulges.  In our interpretation we focus on the bridges between 
the two subunits of the ribosome, protein extensions, cleavage sites of the LSU rRNA, and rRNA 
expansion segments. We have the opportunity to compare our results to those of Shalev-Benami, et al. 
(2016), who describe the arrangement and cleavage sites of LSU rRNA in Leishmania donovani, and to 
Zhang et al. (2016), who present the L. donovani 80S ribosome.  The T. brucei 80S ribosome (Hashem, 
des Georges, Fu, et al., 2013), the T. cruzi 80S ribosome (Gao et al., 2005), and the T. cruzi 60S subunit 
(Liu et al., 2016) and separate unpublished 40S density map (Liu et al., in preparation) also present useful 
points of comparison.  We also address the way some of L. major’s largest expansion segments interact 






MATERIALS AND METHODS 
L. major culture and ribosome purification 
 The promastigote form of L. major strain WR-300 was cultured at 27 °C in Complete Schneider’s 
Medium with fetal bovine serum and penicillin-streptomycin, containing sterile Schneider’s Drosophila 
Medium, 15% by volume heat-inactivated fetal bovine serum, and 2% by volume sterile penicillin-
streptomycin (10,000 units/ml and 10,000 mg/ml).  Cell pellets were washed and resuspended in SKS 
buffer containing 5mM EGTA, 0.5% Triton X-100 and protease inhibitor cocktail (0.5mM TLCK (N-tosyl-L-
leucine chloromethyl ketone), 0.1mM PMSF (phenylmethylsulphonyl fluoride), 25mg/ml aprotinin, 
10mg/ml leupeptin). Cells were freeze-thawed. Several centrifugation steps were used to obtain a 
ribosome-enriched pellet that was resuspended in a buffer containing 20mM HEPES, pH7.2, 10mM 




 Copper/holey carbon grids (carbon-coated Quantifoil R2/2 grids, Quantifoil Micro Tools, GmbH, 
Großlöbichau, Germany) were coated with an additional continuous thin layer of carbon applied with an 
Edwards Auto 306 evaporator, and then glow-discharged using the Gatan Solarus 950. Four microliters of 
purified ribosomes were applied to grids.  Grids were blotted for 4 seconds at 4◦C in 100% humidity and 
immediately vitrified using the Mark IV Vitrobot (FEI, Hillsboro, Oregon) by plunging into liquid ethane 
cooled with liquid nitrogen to -180◦C (Dubochet et al., 1988).   Cryo-EM data were acquired using a 
Tecnai F30 Polara electron microscope (FEI, Hillsboro, Oregon) operating at 300 kV, set up with a Gatan 
K2 Summit direct electron detection camera (Gatan, Warrendale, PA).  Images were taken at a nominal 
magnification of 23,000x, which corresponds to a calibrated pixel size of 1.66 Å. The dose rate was 
nominally set to 8 electron counts per physical pixel per second and the total exposure time was 8 
seconds. Image stacks were collected along a defocus range of −1.5 mm to −4.5 mm and fractionated 




 All 20 of the frames collected per image stack were gain-corrected, and were aligned to correct 
for global motion with the Optical Flow protocol integrated into the Scipion software (see Figure 2.7)  
(Abrishami et al., 2015; de la Rosa-Trevin et al., 2016).  Aligned averages of all 20 frames were screened 
manually for quality.  Contrast transfer function parameters were estimated using CTFFIND4 (Rohou & 
Grigorieff, 2015). Approximately 250,000 particles were semi-automatically selected (Abrishami et al., 
2013; Vargas et al., 2013) and extracted from 1876 selected micrographs using Scipion.  Two-
dimensional (2D) classification and initial rounds of 3D classification in RELION (REgularized LIkelihood 
OptimizatioN) 1.4 served to identify non-particles or poor particles for elimination (S. Chen et al., 2013; 
Scheres, 2012a, 2012b). The ~96,000 remaining particles were subjected to subsequent rounds of 3D 
classification to identify homogenous subsets (see Figure 2.8), followed by 3D auto-refinement in RELION 
of the remaining ~50,000 particles to improve particles’ angular assignments. RELION post-processing, 
including masking and sharpening according to the MTF of the detector used, yielded a global resolution 
of 4.6 Å (see Figure 2.6), with a B-factor of -170.8 Å2 (Rosenthal & Henderson, 2003).  Resolution 
estimation followed the “gold standard” protocol using the FSC=0.143 criterion (Scheres & Chen, 2012). 
Local resolution estimation was performed with the ResMap software (Kucukelbir, Sigworth, & Tagare, 
2014). 
 
Visualization of density maps and segmentation 
 Three-dimensional reconstructions and atomic models were viewed with the UCSF Chimera 
package (Resource for Biocomputing, Visualization, and Informatics at the University of California, San 
Francisco) and was segmented using the SEGGER module (Pintilie, Zhang, Goddard, Chiu, & Gossard, 
2010). Segments containing fewer than 10,000 voxels were discarded. 
 
Modeling of ribosomal RNA 
 L. major ribosome LSU and SSU rRNA sequences were recovered from the SILVA database 
(http://www.arb-silva.de/) and were aligned manually with the orthologous sequences from T. brucei using 
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Assemble2 software (Jossinet, Ludwig, & Westhof, 2010). The aligned L. major sequences were threaded 
on the PDB structure of the T. brucei ribosome (PDB ID: 4V8M) using Assemble2 and USCF Chimera 
software (citations), yielding a 3D structure of L. major LSU and SSU rRNAs based on the PDB structure 
of T. brucei.  The sequences of the expansion segments (ES) from L. major, which were modeled 
separately because of ES’ known structural variation among species, were identified using their location 
relative to the previously solved T. brucei ribosome structure and extracted into a FASTA file for each ES. 
Several orthologous ES sequences were also extracted for subsequent use in secondary structure 
prediction of the L. major ES sequences.  L. major ES secondary structures were then predicted using the 
mlocarna algorithm with covariation factor (Smith, Heyne, Richter, Will, & Backofen, 2010; Will, Reiche, 
Hofacker, Stadler, & Backofen, 2007), which takes into account the orthologous sequences. Predicted 2D 
structures for each L. major ES were used as templates for building 3D models ab initio with Assemble2 
tools, directly in L. major EM density maps visualized in Chimera.  Some parts of the model, particularly 
ssRNA, had to be fitted manually into the density map due to the complexity of the structure. 
 
Modeling of ribosomal proteins 
 Ribosomal protein sequences were extracted from the T. brucei sequences available in PDB 
4V8M and were BLASTed against the L. major proteome with NCBI’s blastp tool 
(http://blast.ncbi.nlm.nih.gov/Blast.cgi?PAGE=Proteins) in order to identify and extract the corresponding 
sequences from L. major. SWISS-Model (http://swissmodel.expasy.org/), a homology modeling web 
service, was then used to build a 3D structure for the sequence based on the 3D structure of a user-
provided template and the L. major ribosomal protein sequence. Finally, the 3D protein structure output 
from SWISS-Model was fitted into the L. major EM density map in Chimera, using Chimera’s “Fit in Map” 
tool. Some protein models had missing residues, generally at their unstructured C-terminal tails, which 
exist in the density map. In order to complete the structures of these proteins, the ab initio modeling web 
service Phyre2 was used (Kelley, Mezulis, Yates, Wass, & Sternberg, 2015). Phyre2 predicts 3D structure 
of an input sequence using a template based on multiple BLAST searches. See Tables 2.4a and 2.4b for 




 The L. major reconstruction (see Figure 2.3) demonstrates intersubunit rotation; its component 
classes distinguished during 3D classification were found to be homogeneous in their rotation state.  
There is a very weak contaminating E-site tRNA density in the final reconstruction showing up at low 
thresholds, but it has largely been classified out.  A notable density is that of LACK, the homolog of 
RACK-1 (receptor for activated kinase 1) (Kelly, Stetson, & Locksley, 2003), on the head of the small 
subunit; this seven-bladed WD-40 β-propeller protein is seen in other eukaryotic ribosome reconstructions 
and mediates several metabolic pathways, including regulation of the translation of certain mRNAs 
(Gandin, Senft, Topisirovic, & Ronai, 2013).  The size and arrangement of ES on the L. major 80S 
correlate very highly with those of L. donovani (Shalev-Benami et al., 2016; Zhang et al., 2016), T. cruzi 
(Gao et al., 2005; Liu et al., 2016), and T. brucei (Hashem, des Georges, and Fu et al. 2013) with the 
exception of the largest and most dynamic ES, which are ES6S, ES7S, and ES31L (see Figure 2.11). 
 
Intersubunit bridges 
 Intersubunit bridges play important roles in subunit joining; some are always intact, while others 
break and re-form during intersubunit rotation. All of the bridges found in prokaryotes (Frank et al., 1995; 
Gabashvili et al., 2000; Yusupov et al., 2001; Schuwirth et al., 2005; Chen et al., 2015; Dunkle et al., 
2011) are also found in eukaryotic ribosomes, and nearly all of the intersubunit bridges that are conserved 
between prokaryotes and eukaryotes appear at various thresholds in the available 80S reconstructions of 
L. major (described here), L. donovani (Zhang et al., 2016) T. brucei (Hashem, des Georges, & Fu et al. 
2013), and T. cruzi (Gao et al., 2005), all three of which are in the rotated state; see Table 2.1. The 
exception is bridge B1a, which appears in non-rotated ribosomes but is absent in rotated ribosomes 
because of the distance between B1a interaction partners H38 (also known as the A-site finger, or ASF) 
on the central protuberance of the LSU and uS13 on the head of the small subunit (SSU) (ribosomal 
protein nomenclature used as in (Ban et al., 2014)).  
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 Among the five eukaryote-specific bridges (Ben-Shem, Jenner, Yusupova, & Yusupov, 2010; 
Ben-Shem et al., 2011; Klinge et al., 2012; Melnikov et al., 2012), eB8 and eB11 are present in all three 
rotated trypanosomatid reconstructions. Bridge eB12, situated between the long C-terminal alpha helix of 
eL19 and ES6S helix G, is also apparent in all three structures; however, there is an additional interaction 
not previously described between proteins eL19 and eS7, which is adjacent to ES6S helix G and occupies 
the space bounded by the ES6S “crossbar” (helix A) and its two helices below, as seen in Figure 2.12. 
This interaction appears clearly in L. major and T. brucei.  Its presence is also suggested in the density 
map of T. cruzi, in which eL19’s C-terminal alpha-helical domain is certainly long enough, at 243 residues, 
to create the bridge, but for which an atomic model of the SSU is not yet available.  This does not appear 
to be a trypanosomatid-specific bridge, as there is even a weak eL19-eS7 interaction in the rotated 
structure of the ribosome of S. cerevisiae (Abeyrathne, Koh, Grant, Grigorieff, & Korostelev, 2016). Bridge 
eB13, between the long and mostly disordered C-terminus of eL24 and protein eS6 and h10 of the 18S 
rRNA, appears in L. major and T. brucei, but does not appear in the T. cruzi density map because of the 
lack of any density for SSU-associated regions of eL24.  The absence of density is likely due to the 
extreme flexibility the C-terminus of eL24; however, this does not rule out the feasibility of the formation of 
eB13 in T. cruzi in vivo. Finally, bridge eB14 does not form in any of the trypanosomatids despite its 
existence in yeast because all trypanosomatid ribosomes lack the eB14 component eL41. 
 Four novel bridges not seen in yeast, termed BTb-1 through BTb-4, were first identified in the rotated 
structure of the T. brucei 80S ribosome (Hashem, des Georges, Fu, et al., 2013); they are composed of 
trypanosomatid-specific expansion segments and protein extensions, and they are distributed from the 
vicinity of the mRNA exit channel around to the back of the ribosome. BTb-1 is formed by three interactions 
between the two subunits—between ES31L helix C and ES7S helix A; the eL34 C-terminal extension and 
ES7S helix A; and ES31L helix C and eS6S helix F. All three are apparent in T. brucei and T. cruzi. They 
are not directly visible, however, in L. major because of the scattered density of their most dynamic 
components, the peripheral helices of ES6S and ES7S.  ES7S helix A and ES6S helix F in particular are 
longer and more flexible than their counterparts in T. brucei and T. cruzi.  Those helices are present in the 
atomic model, but their modeled conformations do not represent all the conformations that they can 
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assume, and it is certainly possible that these helices can participate in BTb-1 interactions.  Similarly, BTB-2 
clearly occurs in T. brucei, and it likely occurs in L. major and T. cruzi as well, but the great flexibility of 
the bridge component ES27L helix A renders it unseen in the latter two density maps.  BTB-4 is apparent in 
T. brucei and T. cruzi, and is feasible but unseen in L. major because of the flexibility of ES27L helix B.  
Bridge BTB-3 is formed by srRNA4 and ES12S is visible in all three density maps.  Thus, the bridges 
termed “T. brucei-specific” in Hashem, des Georges et al. 2013 may in fact be, more broadly, 
trypanosomatid-specific. 
 
Expansion segments and rRNA:  small subunit 
 In trypanosomatids, long expansion segments (ES) are found intermittently across the ribosome’s 
surface, but there is also a preponderance of ES near the mRNA exit site and the platform of the SSU.  
ES6S and ES7S (nomenclature established by Gerbi 1996) are by far the two largest expansion 
segments on the SSU (Gao et al., 2005); they also exhibit more variation among L. major, T. brucei, and 
T. cruzi than do any other expansion segments on the SSU (see figure 2.4). In ES6S, the largest 
protrusion from the SSU is ES6S helix B, the left “prong” of ES6S’s fork-shaped structure from a solvent-
side perspective. This helix is two turns longer in L. major than T. brucei’s two-turn helix.  ES7S consists 
of two helices that each originate behind ES6S and splay apart; in L. major, helix B of ES7S originates 
closer to the solvent face than does helix A, and it leans to the right while helix A leans to the left. In T. 
brucei, on the other hand, helix B leans left and helix A leans right, with a rightward kink. In T. cruzi, the 
helices’ positions mimic those in L. major, although helix B is only about one turn in length. The purposes 
of both expansion segments are unknown, but the lack of positional constraint in ES7S among species 
may indicate that its two helices are functionally interchangeable or overlapping.   
   
Expansion segments and rRNA:  large subunit 
 All short LSU rRNAs—the four srRNAs, the 5S, and the 5.8S—are identical or nearly so among L. 
major, L. donovani (as shown in Shalev-Benami et al., 2016), T. brucei, and T. cruzi. The 5S and 5.8S 
rRNAs are the most tightly conserved, even relative to yeast: the only expansion segment in either of 
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them is ES3L on the 5.8S, which is one helical turn longer than it is in yeast.  Few expansion segments 
are observed in srRNAs 1 through 4: srRNA1 contains the 24-nt segment srRNA1-ES; srRNA4 bears 
srRNA4-ES, 22 nt long, and ES41L, 15 nt long. 
 The cleavage sites among the LSU-α and LSU-β chains and the srRNAs, as modeled based on 
our L. major reconstruction, are largely in agreement with those described in L. donovani (Shalev-Benami 
et al., 2016); most L. major cleavage sites fall within a nucleotide’s distance of the corresponding site in L. 
donovani, as well as in T. brucei and T. cruzi.  The 5’ and 3’ ends of each srRNA are close to each other, 
as if each was pinched off from the precursor rRNA. 
 The LSU-α and LSU-β chains, which create much of the surface topology of the LSU and the 
interface with the SSU, respectively, show greater variation among species than do the shorter LSU 
rRNAs. Shalev-Benami et al. (2016) show that LSU-α of L. donovani for instance, lacks a hairpin loop of 
ES42L that is present in the other three trypanosomatids; it appears to have co-evolved with the nearby 
highly structured eL28. In L. donovani, sparse eL28 density—perhaps due to a more unstructured eL28—
correlates with the absence of a stabilized hairpin loop. Unexpectedly, Zhang et al. (2016) show the 
opposite:  a highly structured eL28 of L. donovani. ES31L, found on LSU-β near the mRNA exit site and 
the largest expansion segment on the LSU, shows the most variation among the trypanosomatids.  L. 
donovani lacks the short ES31L helix C present in T. brucei and L. major (this region is unmodeled in T. 
cruzi) that is responsible for two of the three interactions comprising trypanosomatid-specific intersubunit 
bridge BTB-1.  Helices A and B of ES31L are of roughly reciprocal lengths in L. major and T. brucei: A is 
two turns longer in L. major, while B is three turns longer in T. brucei, as seen in Figure 2.11. Perhaps the 
two helices are functionally interchangeable.  ES19L, a single helix positioned among those of ES31L, is 
one of the longest expansion segments on LSU-α at nearly five helical turns, along with ES7L, which 
comprises two helices that arch over the LSU between the central protuberance and the P-stalk. 
 The kinetoplastid-specific domain, or KSD, is a part of LSU-β and is modeled in T. brucei, T. 
cruzi, and L. major, but it exists in L. donovani as well. It is an L-shaped domain of ~80 nt at the point of 
convergence of srRNAs 2, 3, and 4 behind the P-stalk region (see Figure 2.10).  
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 In the L. major genome, the srRNA4 gene is duplicated (Hernandez & Cevallos, 2014; Martinez-
Calvillo et al., 2001). The nucleotide sequence is identical between the two 526-nucleotide copies, so the 
two are functionally interchangeable. The most abundant transcript of the region includes only one copy of 
srRNA4. In agreement with this observation, only one copy of srRNA4 appears in this reconstruction.  The 
function of this duplication, if any, remains unclear. 
 
Protein extensions: large subunit 
 Although no L. major-specific ribosomal proteins were found, several protein extensions are 
evident (see Table 2.2), and they tend to appear in tandem with trypanosomatid-specific rRNA 
arrangements or expansion segments.  Hashem and des Georges et al. (Hashem, des Georges, Fu, et 
al., 2013) noted four salient protein extensions in the LSU on e31, eL14, eL34, and uL4. The carboxy (C)-
terminal extension of eL14 is significantly longer than in yeast not only in T. brucei (48 residues longer) 
but also in L. major (39),T. cruzi (42), and L. donovani (95). eL31 is about the same length in all four 
trypanosomatids, with a ~75-residue amino (N)-terminal extension relative to yeast. In all four species, the 
eL14 and eL31 extensions, along with conserved regions of uL3, eL6, eL19, and eL33, support the nexus 
of srRNAs 2, 3, and 4 and the KSD (see Fig. 2.10) (Liu et al., 2016).  Relative to yeast, eL34 is ~20-50 
residues longer in the trypanosomatids, enabling an interaction with ES7S helix A in bridge BTB-1. Lastly, 
the short C-terminal extension of uL4 is 11 to 15 residues longer than yeast in all four species; the 
extension comprises alpha helices with interspersed unstructured regions, and it appears to support helix 
A of ES7L atop the LSU.  
 Additionally, in at least three (L. major, T.cruzi, and T. brucei) of four trypanosomatid species, a 3’ 
extension in eL28 appears to support LSU-α’s ES42L, behind the base of ES7L (Liu et al., 2016; Hashem, 
des Georges, Fu et al. 2013). (The fourth species here is L. donovani, whose structure indicates a 
structured eL28 in Zhang, et al. 2016 but somewhat scattered in Shalev-Benami et al. 2016).  A 
trypanosomatid-specific uL3 extension appears to stabilize srRNA 4-ES, which is involved in intersubunit 
bridge BTB-3. Protein uL24 bears a ~20-residue 3’ extension relative to yeast. Although it is not modeled 
past its homology with yeast in any of the trypanosomatids, uL24’s extension is long enough to interact 
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with the translocon protein Sec61, which binds to nearby proteins eL19, uL23, and eL39 in mammals 
(Voorhees, Fernandez, Scheres, & Hegde, 2014). Lastly, eL24 is the only ribosomal protein that is much 
longer in yeast than in trypanosomatids, at ~30 residues longer. eL24 is involved in bridge eB13 in yeast 
and, among trypanosomatids, in at least L. major and T. brucei (and likely in T. cruzi and L. donovani as 
well, but there is not yet complete high-resolution information available about their 80S ribosomes.) The 
reason for the protein’s length in yeast is unknown. 
 Other LSU proteins bear marked extensions. eL19’s long alpha helical C-terminus extends from 
the periphery of the LSU to form bridge eB12 with ES6S and eS7 in L. major, T. brucei, and T. cruzi .  
Very recently available cryo-EM data suggests that the same occurs in L. donovani  (Zhang et al., 2016). 
 eL19 forms the bridge eB12, and eL19 is only expressed in promastigotes (Ben-Shem, Jenner, 
Yusupova, & Yusupov, 2010). In fact, it is present in the L. major reconstruction, as we would expect for a 
promastigote sample. It is unclear why eB12 is employed during the promastigote stage but is 
unnecessary during the amastigote stage of L. major.  
 As the trypansomatid family represents and early evolutionary divergence from other eukaryotes, 
the presence of long extensions on the same proteins as another trypanosomatid relative to yeast, but of 
different lengths from one another, is expected.  It is congruent with the evolutionary relationship among 
members of the same family, relative to their shared distant relationship with yeast (Stevens, Noyes, 
Schofield, & Gibson, 2001).  
 
DISCUSSION 
Intersubunit bridges  
 While many of the universally conserved intersubunit bridges consist of RNA-RNA interactions, 
the five eukaryote-specific bridges are typically protein-RNA or protein-protein interactions (Wilson & 
Doudna Cate, 2012) and are found closer to the ribosome periphery, as would be expected given the 
tendency of the ribosome to expand outward (Melnikov et al., 2012) over the course of evolutionary time, 
i.e. for eukaryote-specific proteins, protein extensions, and ES to appear at the margins of the ribosome 
structure. However, the trypanosomatid-specific bridges depart from that trend, as many of their 
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component interactions are between RNA ES. This is consistent with the sheer amount of surface area 
occupied by ES in trypanosomatids, and explains why the presence of these bridges is confined to the 
platform side of the SSU through the bottom of the SSU, as some of the largest ES are found in this area. 
Further experiments are required to visualize the L. major 80S ribosome and other trypanosomatid 
ribosomes in the nonrotated state and in states of intermediate rotation to understand the behavior of 
these bridges across the process of mRNA-tRNA translocation. 
 
Cleavage of LSU rRNA 
 Shalev-Benami et al. (2016) describe in great detail the loci and distribution of the cleavage sites 
of the LSU rRNA in Leishmania donovani.  Those sites describe the 5’ and 3’ ends of the LSU-α chain, 
the LSU-β chain, the four srRNAs, the 5S, and the 5.8S (see Figure 2.5). The 5.8S is conserved across 
eukaryotes and the 5S is universally conserved, but the division of the ancestral 28S rRNA into six 
segments is unique to trypanosomatids. Among the four trypansomatid species studied here—L. major, L. 
donovani, T. cruzi, and T. brucei— homologous cleavage sites are typically found within a nucleotide’s 
length or so of one another in their respective atomic models.  We cannot compare cleavage sites yet 
with Zhang et al. (Zhang et al., 2016), as their atomic model is not yet available on the Protein Data Bank. 
All of the available atomic models of the trypanosomatid LSU agree on a grand scale, in the position and 
orientation of the eight fragments of LSU rRNA, the placement of the srRNAs behind the P-stalk region, 
and the placement of cleavage sites relative to the sequence of the rRNAs in the genome (see Fig. 2.9).  
Following the genome sequence of the rRNAs from 5’ to 3’, the 3D positions of the cleavage sites 
correspond to their order in the genome: the 3’ end of LSU-α is adjacent to the 5’ end of srRNA1, whose 
3’ end is adjacent to the 5’ end of LSU-β, and so on. This is consistent with the prevailing notion that the 
ancestral 28S rRNA is cleaved but is not globally rearranged in the ribosome. Additionally, across 
species, the 5.8S rRNA also consistently forms double-helical interactions with single-stranded regions of 
LSU-α; its 5’ end at a turn in LSU-α’s helix, and its 3’ end at LSU-α’s 5’ end, which is the conserved 5’ 
end of the 28S rRNA. The 5S rRNA, predictably, does not form helical interactions with other rRNAs. 
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Incompatibility of ES6S and ES7S with conventional eIF3 binding 
 ES7S of L. major, T. brucei, and T. cruzi demonstrates clashes with parts of the mammalian 
eukaryotic translation initiation factor 3 (eIF3), and L. major ES6S clashes with mammalian eIF3 as well 
(Hashem, des Georges, Fu et al. 2013).  (Mammalian eIF3—specifically, the atomic model of rabbit 
eIF3— is used in this discussion because its 3D structure is available and recent (PDB ID 5a5t (des 
Georges et al., 2015), while 3D structures of trypanosomatid eIF3 are not; potential problems that may 
arise from using a mammalian eIF3 structure are discussed shortly.)  Mammalian eIF3 consists of an 
octamer that creates a five-pointed star shape, as well as a cluster of peripheral subunits that bind 
elsewhere on the SSU’s solvent side.  The octamer binds to the platform region of the SSU of the 
mammalian 40S, interacting with ES7S and h22 of the 18S rRNA, as well as eS1, uS15, eS26, and eS27 
(des Georges et al., 2015; Hashem, des Georges, Dhote, Langlois, Liao, Grassucci, Hellen, et al., 2013). 
 However, in L. major, the size of ES6S, particularly the placement of helix F (the left “prong” of 
two helices that point toward ES7S), blocks the interaction between mammalian eIF3 subunit c with uS15 
and eS27; the same helix clashes with mammalian eIF3a, precluding its interactions with eS1 and eS26, 
and an ES7S binding site (see Figures 2.13 and 2.14). L. major’s extended ES7S helix B also precludes 
mammalian eIF3c’s binding with the mammalian-conserved ES7S binding site. In T. brucei and T. cruzi, a 
somewhat shorter ES6S left prong fails to block any mammalian eIF3 interactions, but the species’ 
extended ES7S precludes interactions with mammalian eIF3a and eIF3c. The available trypanosomatid 
reconstructions demonstrate no clashes with the newly visualized peripheral subunits of mammalian eIF3, 
namely eIF3b, eIF3g, and eIF3i (Simonetti et al., 2016). 
 The factor eIF3 is essential in all eukaryotes, however, so it must be expressed and bind 
productively to ribosomes even in trypanosomatids.  Trypanosomatid eIF3 is, in fact, expressed as a 
twelve-subunit complex (subunits a through l) in L. major and T. brucei (Rezende et al., 2014). Subunit m, 
present in mammalian eIF3 but absent in trypanosomatids, is positioned at the apex of the ‘left leg’ of the 
mammalian eIF3 octamer, away from any binding site to the ribosome; its absence should not affect eIF3-
ribosome binding in trypanosomatids.  Notably, subunits eIF3a and eIF3c in L. major and T. brucei are 
substantially shorter in sequence length than some of their eukaryotic orthologues, and trypanosomatid 
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eIF3a and eIF3c display relatively low sequence conservation with eukaryotic orthologues (Rezende et 
al., 2014); given these differences, it might be inaccurate to employ the 3D structure of mammalian eIF3 
as a stand-in for trypanosomatid eIF3 and its interactions with the trypanosomatid ribosome, and perhaps 
the shorter trypanosomatid eIF3 subunits preclude the possibility of clashes with the ribosome.  On the 
other hand, the N-terminal regions of eIF3a and eIF3c from both L. major and T. brucei are highly 
conserved relative to orthologous eukaryotic sequences, even if the remainder of those subunits’ 
sequences is not, and it is the N-termini of eIF3a and eIF3c that form contacts with the ribosome 
(Rezende et al., 2014), so perhaps the mammalian eIF3 structure is an adequate substitute for the 
orthologous trypanosomatid structures after all, and the clashes between trypanosomatid eIF3 and the 
corresponding ribosome do occur.  Without available 3D trypanosomatid eIF3 structures, the arrangement 
of trypanosomatid eIF3a and eIF3c, given their sequence divergence from orthologous sequences, 
remains uncertain. 
If, in fact, the 3D mammalian eIF3 structure is an appropriate substitute for the 3D trypanosomatid eIF3 
structure, then it is unclear how eIF3 binds to trypanosomatid ribosomes, but a small repositioning of eIF3 
itself or of ES7S (or of ES6S in L. major) would preclude clashes. It is conceivable that ES6S and ES7S 
bind in an alternate conformation to the trypanosomatid eIF3 heptamer.  This would not be the first known 
instance of repositioning of an initiation factor by RNA: the internal ribosome entry site (IRES) of Classical 
Swine Fever Virus (CSFV) has been shown by cryo-EM to displace the binding of eIF3 to an initiation 
complex (Hashem, des Georges, Dhote, Langlois, Liao, Grassucci, Pestova, et al., 2013); see Figure 
2.15. Thus, there is a precedent for the observation of eIF3’s binding pre-initiation complexes via RNA 
rather than via ribosomal proteins, and for binding in a noncanonical position.  However, in the case of the 
CSFV IRES’ displacing eIF3, eIF3 is not a functional part of the complex in question.  In fact, it is 
outcompeted for its binding site by the CSFV IRES (and sequestered away from a productive binding site 
by the CSFV IRES as well, by the same displacement action) so that the IRES can promote the initiation 
of viral proteins in mammalian host cell. Figure 2.16 demonstrates a striking correlation between the 
CSFV IRES domain that binds eIF3, and the “crossbar” of L. major’s ES6S.  However, as this IRES’s 
binding does not position eIF3 in a way that permits eIF3 function, this superimposition of the CSFV IRES 
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pre-initiation complex over the L. major ribosome is simply a starting point for envisioning how L. major 
may productively bind eIF3. Perhaps ES6S helix E binds eIF3a (the “left arm”) and eIF3c (the “head”), or 
helix B of ES7S interacts with eIF3f of the “left leg” of eIF3. Both of these interactions, however, might too 
closely resemble eIF3’s nonfunctional binding to the CSFV IRES. 
 
Evolution of expansion segments  
 It is difficult to ascertain whether the trypanosomatids’ especially large expansion segments 
evolved neutrally or are the product of positive selection. However, the preponderance of expansion 
segments near the mRNA exit and the peptide exit regions do suggest that loci did not evolve neutrally. 
Perhaps those expansion segments closest to the mRNA channel exit and the E site, including ES6S, 
ES7S, and ES31L, interact primarily or through mediators with the 3’ UTRs of translating mRNAs during 
initiation: a circularized mRNA’s 3’ end would appear in this region during initiation, and 3’ UTRs are 
known to uniquely regulate gene expression in Leishmania (Boucher et al., 2002; McNicoll et al., 2005). 
These expansions, as well as ES27L, might recruit other translation factors to their respective regions 
(Ramesh & Woolford, 2016). 
  In the event of positive selection, each expansion segment may confer specific adaptations. It 
seems reasonable to rule out adaptation to vertebrate host environments, for the following reasons. It 
appears that the large expansion segments evolved before digenetic parasitism (Jackson, 2015; Stevens 
et al., 2001), or cyclically infecting two host species, did. The Tritryps evolved digenetic parasitism 
independently of one another—a debate remains over whether insects or vertebrates were the single 
ancestral host—and they each infect different environments within human hosts (T. brucei remains 
extracellular, T. cruzi invades multiple cell types, and L. major infects mononuclear phagocytes), so it is 
unlikely that their expansion segments were selected for in response to specific hostile host 
environments. In fact, it appears that several expansion segments are required for ribosome biogenesis in 
yeast (Ramesh & Woolford, 2016), so perhaps their larger counterparts maintain that role in 
trypanosomatids (Liu et al., 2016). Additionally, yeast ES27L, a long helix at the base of the LSU, is 
known to bind translocon protein Sec61 in one of its two conformations, and it can reach the nascent 
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polypeptide chain emerging from the peptide exit tunnel (Beckmann et al., 2001); this role may be 
conserved in trypanosomatids as well. ES41L and ES31L are involved in forming intersubunit bridges 
eB11 and eB8, respectively, but the precise functions of those bridges remain unclear. 
 The evidence arguing in favor of neutrally evolved expansion segments stems from the work of 
Yokoyama and Suzuki (2008), who inserted transposon sequences randomly into the ribosomal rRNA 
sequences of E. coli.  Among the 51 insertions they found that permitted growth of E. coli (i.e., were not 
lethal or severely deleterious), 42 insertions were located at or very near the loci of yeast expansion 
segments; conversely, of all 41 yeast ES, the loci of only about seven did not correlate with any insertions 
in this experiment.  This would suggest that the actual eukaryotic ES have evolved, via a series of 
insertions, at all of loci at which it was possible for them to appear, and not in a more constrained manner 










Figure 2.1: Fundamental ribosome structure. Shown is a prokaryotic ribosome whose 
subunits are in the nonrotated conformation. The small subunit is shown in yellow; large 
subunit, blue. Top, side view; middle, view of the small subunit from the solvent side; bottom, 
front view.Indicated are features including the head, body, beak, platform, shoulder, body, left 
foot, and right foot. Large subunit structural features are the central protuberance, and, not 
labeled here, the L7/L12 stalk (prokaryotes) or P-stalk (eukaryotes), which is the process to 
the right of the CP from the intersubunit and the L1 stalk. Figure reproduced from (B. Chen et 













Figure 2.2: The stages of translation. The four component stages of translation—initiation, 
elongation, termination, and recycling—are illustrated here as they occur in prokaryotes. The 
same four stages occur in eukaryotes with different protein factor requirements and other 
variations, but this figure is meant as a general overview of translation. Reproduced from 








Figure 2.3: A reconstruction of the L. major ribosome. Viewed from each side. As a 
reference point, the head of the SSU is on the upper left in the left image and on the upper 
right in the right image. In this representation, rRNA is shown in gray and proteins are 
















































































Figure 2.4:  Atomic model of the L. major small subunit with expansion segments colored.  The top 
















Figure 2.5 (previous page): The components of L. major’s LSU rRNA. All images are from the crown view 
perspective, also described as a solvent-side view with the central protuberance at the top. Large 
expansion segments and srRNAs are colored; conserved rRNAs—the remainder of the alpha and beta 
chains and the 5S and 5.8S rRNAS—are shown in gray. Upper left, the alpha chain, with ES7L in purple, 
ES42L in orange, and ES19L in pale pink. Upper right, the beta chain, with ES27L in yellow-green and 
ES31L in dark red. Lower left, the 5S (top) and the 5.8S (bottom); ES3L is shown in white at the bottom 
portion of the 5.8S rRNA. Lower right, the srRNAs: srRNA 1 in green, srRNA2 in black, srRNA3 in light 
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Figure 2.6: Resolution of the L. major map. Top: Fourier Shell Correlation versus spatial 
frequency for the reconstruction described here. Calculations were performed in RELION:  two 
random half-sets of particles were reconstructed, and the resultant pair of volumes were cross-
correlated at a range of spatial frequencies corresponding to resolutions of 999 Å to 1 Å. Global 
resolution of the reconstruction is marked at FSC = 0.143, as per the “gold standard” criterion 
(Scheres and Chen 2012). Bottom: Cross-sections of the map colored according to local 





Figure 2.7: Scipion workflow for L. major preprocessing.  Scipion offers users a selection of its 
own protocols as well as those of other developers to use; it also displays a user-friendly GUI to 
assist in tracking previous work and experiments run in parallel.  The left panel lists the available 
protocols; the central panel displays a flowchart of protocols run; the bottom panel displays a 
summary of inputs, outputs, and parameters; as well as a description of the selected protocol and 
an output log. This particular workflow details movie alignment with Optical Flow, CTF 
















3D classification and subclassification 
Figure 2.8: Schematic of workflow from 3D classification in RELION through the final postprocessed 
volume. Discarded classes are shown in gray, and “good” classes are shown in color. 171,943 particles 
were simultaneously reconstructed and classified into ten classes. Four “good” classes of those ten were 
selected, and three of them were subclassified into three or four subclasses to remove heterogeneity; the 
first of the four “good” classes was homogenous. That homogenous class was pooled with the “good” 
output classes of the subclassification protocols and refined, yielding a 5.6 Å reconstruction. After 
postprocessing, which includes masking, MTF correction, and b-factor sharpening, the final output was a 





Figure 2.9: The primary genomic arrangement of ribosomal rRNAs across taxa. Figure adapted from 
(Shalev-Benami et al., 2016) Fig. 2c and (Liu et al., 2016) Fig S17. Arrangement of genes also informed 









Figure 2.10. Extensions of eL14 and eL32 support the nexus of srRNAs 2, 3, and 4, and the 
KSD. srRNA2 is in black; srRNA3 is in green; srRNA4 is in purple; the KSD is in red; eL14 is 



















































Figure 2.11: Reciprocal lengths of two pairs of helices in ES31L of L. major and T. brucei. L. 
major is shown in red, and T. brucei is shown in light blue. The longer, leftward-tilting helix in 
L. major represents large subunit (LSU) β chain nucleotides 854-917; the shorter, rightward-


















































































Table 2.1 (previous page): intersubunit bridges across taxa. 
E. coli data from (B. Chen et al., 2015), EMD-2976 (nonrotated) and EMD-2978 (rotated). 
S. cerevisiae rotated from (Abeyrathne et al., 2016) EMD-6643; PDB 5juo 
S. cerevisiae non-rotated from (Ben-Shem et al., 2011) PDB 3u5f-i. 
T. cruzi bridge data is from (Gao et al., 2005), EMD-1303. 
T. cruzi eB12 and eB13 presence is confirmed with (Liu et al., 2016). 
T. brucei data is from (Hashem, des Georges, Fu, et al., 2013), EMD-2239 and PDB 4V8M. 
L. donovani data is from (Zhang et al., 2016), EMDB-8343. 
Prokaryotic bridge components are listed as described in (Gabashvili et al., 2000; Schuwirth et 
al., 2005; Yusupov et al., 2001).  
Eukaryotic bridge components are listed as described in (Ben-Shem et al., 2011). 
Trypanosome-specific bridge components are listed as described in (Hashem, des Georges, 
Fu, et al., 2013). 
*There is no density for eL24 near the SSU in T. cruzi, so unsure of its position and contribution 
to a bridge. 
**I've chosen to leave out bridge B6b because its presence is difficult to distinguish from noise 
at the available resolutions in trypanosomatid reconstructions, and its existence is weak even in 



























Figure 2.12: Bridge eB12. With canonical eukaryotic interaction (left red square) between 
ES6S on the SSU 18S rRNA (dark green) and eL19 (light green), and with a 





Protein T. brucei T. cruzi L. donovani L. major S. cerevisiae 
uL1 214 --  78 216 217 
uL2 260 260 260 263 254 
uL3 480 428 419 424 387 
uL4 374 374 373 377 362 
uL5 194 192 188 190 174 
uL6 189 --  190 192 191 
eL6 192 193 195 197 176 
eL8 276 319 348 267 256 
uL11 164 --  164 166 165 
uL13 222 222 222 226 199 
eL13 218 218 220 222 199 
uL14 139 139 139 140 137 
eL14 186 180 233 177 138 
uL15 145 145 145 146 149 
eL15 221 204 204 206 204 
uL16 213  -- 213 215 221 
uL18 308 309 305 308 297 
eL18 193 193 198 200 186 
eL19 260 372 245 270 189* 
eL20 179 179 179 181 172 
eL21 159 159 159 160 160 
uL22 166 166 166 168 184 
eL22 130 130 122 130 121 
uL23 164 194 145 146 142 
uL24 143 143 143 144 127 
eL24 125 125 124 125 155 
eL27 133 133 134 134 136 
eL28 146 146 147 149 does not exist 
uL29 127 127 127 128 120 
eL29 71 71 70 70 59 
uL30 257 242 252 255 244 
eL30 114 105 104 105 105 
eL31 188 188 183 190 113 
eL32 132 132 133 134 130 
eL33 149 149 145 145 107 
eL34 170 171 168 170 121 
eL36 109 114 106 106 100 
eL37 84 84 83 84 88 
eL38 82 82 83 84 78 
eL39 51 51 51 51 51 
eL40 128 --  128 128 128 
eL41 does not exist 25 
eL43 93 90 92 93 92 




Table 2.2 (previous page): Variation in LSU protein lengths among species. 
T. cruzi:(Liu et al., 2016), Table S7 
T. brucei: (Hashem, des Georges, Fu, et al., 2013), Supplementary Table 1 
L. donovani: (Shalev-Benami et al., 2016),Table S1 
S. cerevisiae: (Ben-Shem et al., 2011), Table S2 
ordered 3' extensions relative to yeast 
disordered, often un-modeled 5' extensions relative to yeast 













donovani LSU - EM 3jcs 6583 2.8 Å 
(Shalev et al., 
2015) 
T. cruzi LSU - EM 5t5h 8361 2.5 Å 
(Liu et al., 
2016) 
T. cruzi LSU, SSU RT EM - 1303 12 Å 
(Gao et al., 
2005) 
T. brucei LSU, SSU RT EM 4v8m 2239 5.5 Å 
(Hashem, des 
Georges, Fu, et 
al., 2013) 
S. 




cerevisiae LSU, SSU NR XRC 4v88 - 3.0 Å 
(Ben-Shem et 
al., 2011) 
E. coli LSU, SSU RT EM - 2978 11.6 Å 
(B. Chen et al., 
2015) 
E. coli LSU, SSU NR EM - 2976 9.7 Å 
(B. Chen et al., 
2015) 
E. coli LSU, SSU NR EM 5afi 2847 2.9 Å 
(Fischer et al., 
2015) 
Table 2.3: Useful sources for ribosome structures.  Basic available information 
regarding published ribosome structures used for comparison to the L. major 
reconstruction described here. RT = rotated; NR = nonrotated. EM = electron 








Figure 2.13: Mammalian eIF3 clashes with 
trypanosomatid-specific expansion segments. 
Here, rabbit eIF3, positioned relative to the 
ribosome as in des Georges et al. 2015, 
clashes with ES7S in L. major (upper left), T. 
cruzi (upper right), and T. brucei (lower left). 
Additionally, eIF3 clashes with the long helix F 
of ES6S in L. major. A density map of T. cruzi, 
Gaussian filtered here for clarity, is shown in 





























   
Figure 2.15: An instance of RNA’s replacing eIF3’s binding site. Left: 
two views (side and top) of a canonical eukaryotic 43S pre-initiation 
complex. Right: two views of a pre-initiation complex that includes an 
internal ribosome entry site (IRES) from the Classic Swine Fever 
Virus (CSFV). The IRES displaces the eIF3 core from its canonical 
binding site to the 40S subunit and itself binds eIF3’s left arm (eIF3a) 
and head (eIF3c). 
Reproduced from (Hashem, des Georges, Dhote, Langlois, Liao, 







Figure 2.16 (previous page): The CSFV IRES’s “solution” to displacing eIF3 relative to 
the structure of the L. major ribosome. Top image: the L. major ribosome map is in 
opaque gray, the pre-initiation complex with the CSFV IRES is in translucent yellow 
(EMDB-2450), and the pre-initiation complex with the CSFV IRES and a displaced 
eIF3 core is in red mesh (EMDB-2451). Note that the only compositional difference 
between EMCV-2450 and EMDB-2451 is the presence of eIF3 in the latter.  Middle 
image: the L. major density map is replaced with the model of the 18S rRNA, with 
ES6S in pink and ES7S in green.  Bottom image: the scene is rotated by twenty 
degrees in order to more clearly view the L. major expansion segments.  It appears 
that the region where the CSFV IRES binds to the eIF3 core is roughly the same 
region as ES6S’s “crossbar” helix, helix A. It appears that perhaps ES6S hA or ES7S 
hB could potentially bind eIF3, thereby resolving the clashes that would occur if eIF3 
is docked in its canonical position, but as CSFV is known to bind eIF3 in a way that 
prevents eIF3 from interacting productively with the ribosome, L. major must not 
exactly mimic HCV’s binding of eIF3.  
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Name Length, a.a. Range modeled Percentage modeled Template NCBI GI# 
uL1 216 7-213 96 1DWU_B 157867831 
uL2 263 2-253 96 3U5E_A 323363765 
uL3 424 2-414 97 3U5E_B 68129468 
uL4 377 3-371 98 3U5E_C 321438686 
uL5 190 9-177 89 3U5E_J 68224041 
uL6 192 10-190 94 3U5E_H 157872833 
eL6 197 2-191 96 3U5I_E 157874806 
eL8 267 26-260 88 3U5E_G 68124250 
uL11 166 7-144 83 3O5H_L 323363841 
uL13 226 23-221 88 4A17_I 68129253 
eL13 222 3-215 96 4A18_U 389594165 
uL14 140 8-139 94 3U5E_V 323364002 
eL14 177 2-173 97 4A18_F 68224191 
uL15 146 3-145 98 4A17_K 323364000 
eL15 206 2-204 99 3U5E_N 157872904 
uL16 215 2-211 98 3U5I_I 76363750 
uL18 308 3-299 96 3U5E_D 389594713 
eL18 200 2-191 95 3U5E_Q 157866188 
eL19 270 23-217 72 3U5E_R 157864193 
eL20 181 5-162 87 3U5E_S 157873805 
eL21 160 4-157 96 3U5E_T 157867139 
uL22 168 2-152 90 4A17_Q 157869943 
eL22 130 26-123 75 4A18_M 157877152 
uL23 146 20-145 86 3U5E_X 68124120 
uL24 144 4-125 85 4A17_S 323363787 
eL24 125 1-123 98 3U5I_W 157876669 
eL27 134 2-133 99 3U5E_Z 28793824 
eL28 149 7-145 93 4A18_O 68124878 
uL29 128 5-126 95 3U5E_h 68127309 
eL29 70 2-69 97 3U5E_b 157877177 
uL30 255 9-251 95 3U5I_F 157970947 
eL30 105 10-102 89 4A18_G 389594397 
eL31 190 1-188 99 3U5E_d 323363951 
eL32 134 10-129 90 3U5E_e 389594749 
eL33 145 32-144 78 3U5E_f 157865255 
eL34 170 5-142 81 3U5E_g 157867991 
eL36 106 2-103 96 4A18_Q 157868910 
eL37 84 3-83 98 3U5E_j 389595438 
eL38 84 3-82 95 3U5E_k 157871357 
eL39 51 5-50 90 3U5E_l 157867287 
eL40 128 77-128 41 3U5E_m 157873328 
eL43 93 2-91 97 3U5E_p 157869190 









modeled Template NCBI GI# 
eS1 264 23-236 81 5U5G_B 323363667 
uS2 246 17-210 79 3U5C_A 157877540 
uS3 219 4-208 94 3U5C_D 68128921 
uS4 190 7-185 94 3U5C_J 157864530 
eS4 273 2-253 92 5U5C_E 157866320 
uS5 265 42-259 82 2XZM_E 157868060 
eS6 249 1-249 100 5U5C_C 157869182 
uS7 190 6-190 97 2XZM_G 157865716 
eS7 200 2-190 95 3U5G_H 389592391 
uS8 130 2-130 99 3U5C_W 321438760 
eS8 220 2-218 99 3U5C_I 157870349 
uS9 149 8-149 95 3U5G_Q 68127161 
uS10 116 17-113 84 2XZM_J 157871666 
eS10 168 5-97 55 3U5C_K 157876652 
uS11 144 16-144 90 3U5G_O 157871656 
uS12 143 3-143 99 3U5C_X 157869012 
eS12 141 24-140 83 2XZM_U 157866190 
uS13 218 66-218 70 3U5C_S 157876640 
uS14 57 7-57 89 5U5C_d 68127600 
uS15 151 3-150 98 3U5C_N 68129150 
uS17 141 2-127 89 3U5C_L 68223991 
eS17 143 2-120 83 3U5C_R 157871984 
uS19 152 15-148 88 3U5G_P 157869287 
eS19 172 30-172 83 2XZM_T 157876035 
eS21 164 6-84 48 3U5C_V 157865678 
eS24 137 1-133 97 3U5C_Y 68129941 
eS25 122 31-103 60 3U5C_Z 157875487 
eS26 112 4-99 86 2XZM_5 157872803 
eS27 86 7-83 90 3U5C_b 68130033 
eS28 87 27-87 70 3U5C_c 68127236 
eS30 66 3-65 95 3U5G_e 68127729 
eS31 152 98-148 34 3U5C_f 157866671 
LACK 312 4-307 97 3DM0_A 157872022 
      
 
Tables 2.4a and 2.4b: Modeling of L. major ribosomal proteins. It is not always possible to 
model an entire protein due to the local quality of the corresponding EM density map, so the 
ranges of amino acids modeled and the percentage of each protein modeled are shown, as well 
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Table of Abbreviations 
 
Abbreviation Full term 
α Alpha 
A site Aminoacyl site 
ABCE1 ATP-binding cassette subfamily E member 1 
ADP Adenosine diphosphate 
Ala alanine 
AMV avian myeloblastosis 
Asp aspartate 
ATP Adenosine triphosphate 
AUG adenine-uracil-guanine nucleic acid sequence 
β beta 
CrPV cricket paralysis virus 
CTD Carboxyl-terminal domain 
CTT Carboxyl-terminal tail 
DTT dithiothreitol 
E site Exit site 




tRNA/guanosine triphosphate ternary 
complex 
EM Electron microscopy 
EMCV Encephalomyocarditis virus 
eRF eukaryotic recycling factor 
FMDV foot-and-mouth disease virus 
γ gamma 
GAP GTPase activating protein 
GDP Guanosine diphosphate 
GEF Guanine nucleotide exchange factor 
Glu glutamate 
GMPPNP 5' guanylyl imidodiphosphate 
GNRA Nucleic acid sequence of Guanine-[any nucleotide]-[purine]-adenine 
GTP  Guanosine triphosphate 
IC Initiation complex 
IGR intergenic region 
IRES Internal ribosome entry site 
ITAF IRES trans-acting factor 
KCl potassium chloride 
kD Kilo-daltons 
m7G 7-methyl guanosine 
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Met  methionine 




mRNA messenger ribonucleic acid 
NMR  Nuclear magnetic resonance (spectroscopy) 
nt nucleotides 
NTD Amino-terminal domain 
NTT Amino-terminal tail 
ORF open reading frame 
P site Peptidyl transfer site 
PABP Poly-adenylation binding protein 
PCBP2 poly(C) binding protein 2 
Pi Inorganic phosphate 
PIC pre-initiation complex 
pmol picomole 
Post-TC Post-termination complex 
PTB Polypyrimidine tract-binding protein 
RBD RNA-binding domain 
RELION REgularized Likelihood OptimizatioN 
RRL Rabbit reticulocyte lysate 
RT reverse transcriptase 
S Sedimentation coefficient; Svedberg 
SAXS Small angle X-ray scattering 
T7 RNA polymerase from T7 phage 
TC Ternary complex 
Tris 2-Amino-2-(hydroxymethyl)propane-1,3-diol 
tRNA transfer ribonucleic acid 
UTR Untranslated region 











 Translation initiation in eukaryotes is the rate-limiting step of protein biosynthesis, and it typically 
requires the work of almost a dozen protein factors (Jackson, Hellen, & Pestova, 2010).  In order to begin 
translation, the large and small ribosome subunits, which are reusable, must be recovered from post-
termination 80S ribosomes. Next, the small subunit must organize around the start codon of a messenger 
RNA (mRNA) before the large subunit can bind to the assembly.  
 Translation initiation is also a process frequently targeted by viruses.  Viruses, being obligate 
parasites, are essentially proteinaceous genome containers that relegate their metabolic processes to 
host cell machinery in order to replicate and thus infect more cells, and ultimately, more host organisms.  
A major facet of the general infection process is to hijack the host cell’s ribosomes and force them to 
preferentially translate viral proteins, so translation initiation is an obvious viral target.   
 This chapter will focus on one particular virus’s method of initiating translation in host cells, but 
first it is best to describe canonical eukaryotic initiation. 
 
Canonical translation initiation in eukaryotes 
 Canonical translation initiation in eukaryotes has several steps, divided into four for this 
introduction: 1. Formation of a 43S pre-initiation complex (PIC) with the 40S subunit, plus eukaryotic 
initiation factors (eIF)1, 1A, 3, and possibly 5; and a ternary complex consisting of eIF2, an aminoacylated 
initiator transfer RNA (tRNA), and GTP. 2. Assembly of proteins eIF4A, eIF4B, eIF4E, and eIF4G on the 
5’ 7-methylguanosine cap of a messenger RNA (mRNA), 3. Attachment of the bound cap to the 43S and 
scanning along the mRNA to an AUG start codon, yielding a 48S IC, 4. Joining of the 60S subunit and 
dissociation of initiation factors, with the aid of eIF5 and eIF5B, to form a functional initiation complex.  
See Figure 3.1 for a schematic overview of translation initiation. 
  
43S pre-initiation complex formation 
 Post-termination complexes (post-TCs) comprise an 80S ribosome mRNA, a deacylated P-site 
tRNA, and eukaryotic release factors eRF1 and eRF3 (Jackson et al., 2010; Jackson, Hellen, & Pestova, 
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2012). eRF1 recognizes the mRNA’s stop codon during termination and stimulates deacylation of the P-
site tRNA, and remains bound to the ribosome after termination (Jackson et al., 2012).  eRF3 might then 
stimulate dissociation of eRF1 from the complex (Eyler, Wehner, & Green, 2013), although it remains 
uncertain whether this occurs. The ribosome must then be recycled: eIF3, eIF1 (Fletcher, Pestova, 
Hellen, & Wagner, 1999) (functionally similar to, but not homologous to, prokaryotic IF3 (Lomakin, 
Shirokikh, Yusupov, Hellen, & Pestova, 2006)), and eIF1A (Battiste, Pestova, Hellen, & Wagner, 2000) 
(homolog of prokaryotic IF1 (Sorensen, Hedegaard, Sperling-Petersen, & Mortensen, 2001)) bind the 
post-TC and break it up into free 60S and RNA-bound 40S subunits; the ATP-binding cassette protein 
ABCE1 promotes this dissociation (Pisarev et al., 2010). eIF3 is a large (~800 kD) five-lobed multisubunit 
protein that binds to the side of the 40S subunit platform, close to the solvent face of the subunit (des 
Georges et al., 2015; Siridechadilok, Fraser, Hall, Doudna, & Nogales, 2005); it has an anti-subunit 
association role at this stage, which is enhanced by eIF1’s interaction with core subunit eIF3c (Fletcher et 
al., 1999; Kolupaeva, Unbehaun, Lomakin, Hellen, & Pestova, 2005). eIF1 then promotes tRNA 
dissociation, and eIF3j, a peripheral, substoichiometric, loosely bound subunit of eIF3, binds the decoding 
center in the A site to promote mRNA dissociation from the 40S subunit (Fraser, Berry, Hershey, & 
Doudna, 2007; Pisarev, Hellen, & Pestova, 2007).  eIF6 likely binds the 60S subunit at this point to 
discourage premature 40S-60S subunit reassociation (Jackson et al., 2010), at a site adjacent to the 
sarcin-ricin loop (Klinge, Voigts-Hoffmann, Leibundgut, Arpagaus, & Ban, 2011) although its role and 
degree of necessity are unclear (Gandin et al., 2008; Si & Maitra, 1999).  Meanwhile, eIF1 is bound to the 
40S between the P site and the 40S platform (Lomakin, Kolupaeva, Marintchev, Wagner, & Pestova, 
2003), and eIF1A is bound adjacent to eIF3j near the A site, with its flexible amino (N)-terminal tail (NTT) 
and carboxy (C)-terminal tail (CTT) extending into the P site (Yu et al., 2009). The shared purpose of eIF1 
and eIF1A at this stage is to induce an open state of a latch in the 40S subunit’s mRNA entry channel; the 
latch is composed of an interaction between the helix h34 of the head and h18 of the shoulder (Passmore 
et al., 2007; Pestova, Borukhov, & Hellen, 1998), (note that Passmore 2007 does not have a structure in 
which eIF1 and eIF1A are visible, however) and which is closed in the apo-40S complex (Spahn et al., 
2001). The formation of the 43S pre-initiation complex (PIC) is completed with the binding of a ternary 
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complex (TC) comprising eIF2, methionine-charged initiator tRNA (Met-tRNAiMet), and guanosine 
triphosphate (GTP), situated with the tRNA’s anticodon in the P site (see Jackson, Hellen, Pestova 2010). 
Thus, eIF2 is the delivery vehicle of the initiator tRNA and its cargo, methionine. Methionine is the first 
coded amino acid of almost every mRNA, so the Met-tRNAiMet can be positioned before the arrival of a 
given mRNA. The binding of the TC is enhanced by eIF1A (Pestova, Borukhov, et al., 1998), and it in turn 
stabilizes eIF3’s interaction with the 40S subunit (Kolupaeva et al., 2005).  eIF2 itself is a heterotrimer, 
with α, β, and γ subunits; the α subunit will interact with mRNA, the β subunit will later interact with eIF5, 
and the γ subunit is a GTPase (Yatime, Mechulam, Blanquet, & Schmitt, 2007). To summarize, the 43S 
PIC consists of a 40S subunit bound to eIFs 1, 1A, 3, and eIF2/Met-tRNAiMet/GTP.  
 
mRNA cap binding and attachment to the 43S complex 
 Concurrently with 43S complex formation, but separate spatially, several proteins recognize and 
bind an mRNA, and the resultant complex can bind to the 43S complex, yielding a 48S complex after 
scanning.  
 Eukaryotic mRNAs bear a 5’ 7-methylguanosine (m7G) structure called a cap. Three initiation 
factors, eIF4A, eIF4G, and eIF4E, assemble around this cap, and are collectively referred to as eIF4F, or 
the cap-binding complex (see (Jackson et al., 2010)). Initiation factor eIF4E directly binds to the cap. 
Initiation factor eIF4A is an ATP-dependent DEAD(Asp-Glu-Ala-Asp)-box RNA helicase consisting of two 
domains separated by a short linker (Marintchev et al., 2009; Nielsen et al., 2009); it unwinds the 
secondary structure found at the 5’ untranslated region (UTR) of the mRNA (Schutz et al., 2008). Initiation 
factor eIF4G is a scaffold protein that binds eIF4A, eIF4E, eIF3, and two proteins described shortly, eIF4B 
and PABP (Marcotrigiano et al., 2001); importantly, its HEAT domains position eIF4A’s domains in an 
active conformation (Marintchev et al., 2009; Schutz et al., 2008), as seen in Fig. 3.1. The helicase 
activity of eIF4A is enhanced greatly by eIF4G and eIF4B (Harms, Andreou, Gubaev, & Klostermeier, 
2014), the latter of which directly binds eIF4A as well as the mRNA just upstream of eIF4A (Methot, 
Pickett, Keene, & Sonenberg, 1996); it may prevent ‘unwound’ mRNA from reassuming base-pairing and 
secondary structure (Abramson et al., 1987; Marintchev et al., 2009). The N-terminal domain (NTD) of 
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eIF4A binds the C-terminal end of eIF4G’s central domain, and eIF4A’s C-terminal domain (CTD) binds 
the N-terminal alpha helical HEAT repeats at the N-terminal end of eIFG’s central domain (Marintchev et 
al., 2009; Schutz et al., 2008); these interactions fix the positions of eIF4A’s two RecA domains relative to 
one another, thereby positioning it in a ‘half-open’ state. Initiation factor eIF4A can exist in closed, half-
open, or open states, and cycles between closed and half-open states in the presence of bound mRNA 
and a supply of ATP (Harms et al., 2014); and both eIF4B and eIF4G trigger the closed, unwinding-
competent state while ATP is bound; eIF4A returns to a half-open state promoted by eIF4G after the 
hydrolysis of ATP. Specifically, eIF4B stimulates helicase activity, while eIF4G promotes ATPase activity 
in eIF4A (Harms et al., 2014). 
  At the 3’ end of the mRNA, a conserved poly-A sequence typically recruits poly-A binding protein 
(PABP) (see (Jackson et al., 2010)); PABP also binds to the C-terminal domain of eIF4G, thereby 
circularizing the mRNA.  Although PABP is a common and highly stimulatory component of eukaryotic 
initiation, it is not technically essential for it; however, it does at the very least maintain the proximity of the 
crucial cap-binding complex and remove degrees of freedom from the movement of the mRNA.  
 Thus decorated, the mRNA can now join the 43S complex, oriented with its 5’ end exiting the 40S 
mRNA channel near the platform, and the 3’ end exiting near the shoulder. This nascent 48S complex 
cannot yet begin translation, however, because the mRNA cap is bound in the 40S channel about 50 to 
100 nucleotides upstream of the AUG start codon (see (Pestova et al., 2001)), which the complex must 
now locate. 
 
Scanning and start codon recognition 
 In order to scan toward the start codon, the rest of the pre-initiation complex must move relative 
to the mRNA in a 5’ to 3’ direction (Kozak, 1983). Here, the initiation factors eIF4G and, possibly, eIF4E 
promote eIF4A’s helicase activity along the 5’ UTR, although alternatively, eIF4E may dissociate from the 
5’ cap once it reaches the A-site edge of the 40S to avoid steric clashes (Kumar, Hellen, & Pestova, 
2016). Once the 5’ cap reaches the E-site edge of the mRNA channel, it may bind to the core eIF3 
subunit eIF3l; however, the purpose of this interaction is unclear (Kumar et al., 2016). Initiation factors 
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eIF1 and eIF1A—specifically, the C-terminal tail of eIF1A—maintain the mRNA channel latch in an open, 
scanning-competent conformation; additionally, eIF1 promotes dissociation of 48S complexes that arrest 
on a non-AUG codon or an AUG codon in poor context (Pestova, Borukhov, et al., 1998). Once the 
complex encounters an AUG codon specifically in the favored context of GCC(A/G)CCAUGG (Kozak, 
1987, 1991) and the codon is situated in the P site, then mRNA codon-tRNA anticodon binding occurs.  
The interactions here are well characterized: the mRNA’s -3 nucleotide (the A or G nucleotide) interacts 
with eIF2α and uS7 (Jackson et al., 2010), while the +4 G interacts with uS19, 18S A1818-A1819  (Pisarev et 
al., 2006). Other regions of mRNA near the consensus sequence contact the 3’ end of the 18S, 
comparable to the locus of the Shine-Dalgarno sequence in the prokaryotic ribosome, as well as 18S 
helices h18, h23b, h28, and h34; and 40S subunit proteins uS5, uS3, uS11, uS19, eS26, and eS28 
(Pisarev, Kolupaeva, Yusupov, Hellen, & Pestova, 2008).  A segment of mRNA 8 to 17 nucleotides (nt) 
upstream of the start codon even binds eIF3, which is consistent with evidence of eIF3l binding the cap 
(Pisarev et al., 2008). A concerted, co-dependent group of actions follows: eIF1 dissociates, which 
induces a conformational shift of the 43S/mRNA complex to a closed, non-scanning state; the mRNA 
channel latch closes (Cheung et al., 2007; Maag, Fekete, Gryczynski, & Lorsch, 2005) and eIF1 can no 
longer repress hydrolysis of the GTP bound to eIF2/Met-tRNAiMet (Pestova, Borukhov, et al., 1998; 
Unbehaun, Borukhov, Hellen, & Pestova, 2004). The N-terminal tail of eIF1A also promotes this closed 
state (Fekete et al., 2007), and eIF1A’s CTT shifts out of the P site (Yu et al., 2009). The GTPase-
activating protein (GAP) eIF5 binds specifically to eIF2β, and eIF1A’s CTT shifts toward eIF5’s CTD, 
which encourages eIF1’s dissociation (Nanda, Saini, Munoz, Hinnebusch, & Lorsch, 2013); meanwhile, 
eIF5 induces hydrolysis of the GTP bound to the eIF2/Met-tRNAiMet/GTP ternary complex and partial 
release of inorganic phosphate (Pi) and eIF2-guanosine diphosphate (GDP) (Chakrabarti & Maitra, 1991, 
1992; Chaudhuri, Das, & Maitra, 1994; Jennings & Pavitt, 2010).  Here, the retention of Pi is a greater 
barrier to eIF2’s dissociation than is the actual GTP hydrolysis event (Algire, Maag, & Lorsch, 2005; 
Lorsch & Dever, 2010).  This leaves the initiator tRNA bound to the start AUG codon in the P site by its 
anticodon stem-loop and to the amino acid methionine by its acceptor stem-loop.  
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 At this stage, the 48S IC is ready for the 60S subunit to join.  The 43S PIC, with the 40S subunit, 
eIFs 1, 1A, 3, and eIF2/Met-tRNAiMet/GTP  is bound to the mRNA and its cap-binding complex, eIF4F, 
usually along with PABP to circularize the mRNA.  Scanning is complete, and the initiator tRNA is poised 
in the P site, interacting with the AUG start codon. 
 
Subunit joining 
 Lastly, the 60S subunit must bind to the 40S subunit to form a complete 80S ribosome, and the 
remaining initiation factors must dissociate; only eIF1 and eIF2 have dissociated so far, and eIF2 may 
only have done so partially. The ribosome-dependent GTPase eIF5B (Pestova et al., 2000) is required for 
both dissociation and subunit joining processes (Pestova et al., 2001). A homolog of prokaryotic IF2 
(Pestova et al., 2001; Sorensen et al., 2001) (although it lacks IF2’s function of delivering initiator tRNA), 
eIF5B binds to the 40S at its intersubunit face, interacting with the 3’ CCA end of the initiator tRNA 
(Fernandez et al., 2013).  Initiation factor eIF5B furthers the dissociation of eIF2-GDP, and its CTD, at the 
end of its fourth domain, interacts with the CTT of eIF1A to dislodge the latter from the ribosome 
(Marintchev, Kolupaeva, Pestova, & Wagner, 2003). The 60S subunit then binds the complex (Pestova et 
al., 2000) (a structure characterized in (Fernandez et al., 2013)), upon which eIF5B-GTP hydrolysis 
occurs (Pisareva, Hellen, & Pestova, 2007)—quickly and without requirement for a GEF—enabling its 
dissociation together with bound eIF1A (Acker, Shin, Dever, & Lorsch, 2006). Concurrently, eIF2-GDP 
can finally dissociate completely upon 60S subunit joining (Pisarev et al., 2006).  The output of the subunit 
joining step, then, and the final product of translation initiation, is an 80S ribosome loaded on an mRNA 




 The above canonical mechanism of translation initiation is often called cap-dependent initiation, 
after one of its most important requirements. Distinguished from this is cap-independent initiation, which 
occurs on many viral RNAs and some cellular RNAs. Cap-independent initiation can occur via several 
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mechanisms, but it typically takes place on internal segments of RNA that are uniquely capable of 
supporting initiation, called internal ribosome entry sites, or IRESs. IRESs may circumvent not only the 
classical requirement for a capped 5’ end, but also for certain initiation factors and for the process of 
scanning.  IRESs rely on their highly ordered secondary structure, in the forms of stem-loop and 
pseudoknot domains, to recruit the ribosome and, often, necessary factors that in turn promote active 
IRES conformations.  They may also require additional host proteins not typically employed in initiation, 
called IRES trans-acting factors, or ITAFs (Hellen & Sarnow, 2001; Pestova, Hellen, & Shatsky, 1996). 
 Here, we will focus on viral IRESs, and ultimately on one IRES in particular—that of the 
encephalomyocarditis virus (EMCV). For viruses, using a mechanism of initiation distinct from the host 
cell’s and with fewer requirements is advantageous in conjunction with various viral methods of shutting 
down or impeding the translation of host mRNAs (see (Jackson & Kaminski, 1995)), such as 
proteolytically cleaving eIF4G or sequestering eIF4E by dephosphorylating its binding partner 4E-BP1 
(Gingras, Svitkin, Belsham, Pause, & Sonenberg, 1996).  Together, viruses’ hindering the canonical 
translation pathway and flooding the cell with RNAs capable of an alternative translation mechanism force 
the host translational machinery to preferentially synthesize viral proteins. 
 IRESs have been found in several virus families, including Picornaviridae (Jang et al., 1988; 
Pelletier & Sonenberg, 1988), Flaviviridae (Tsukiyama-Kohara, Iizuka, Kohara, & Nomoto, 1992), 
Retroviridae (Ricci, Herbreteau, et al., 2008; Ricci, Soto Rifo, Herbreteau, Decimo, & Ohlmann, 2008), 
and Dicistroviridae (Wilson, Powell, Hoover, & Sarnow, 2000).  These viral genomes, which are all 
positive-sense, single-stranded RNA genomes1, may bear a single IRES sequence in their 5’ untranslated 
region (UTR) (picornaviruses), several IRESs in their coding region (retroviruses), or, as in the case of 
dicistroviruses, one IRES in the 5’ UTR and one between open reading frames (ORFs), called an 
intergenic region (IGR) IRES (Wilson, Powell, et al., 2000). 
 IRESs vary considerably in their lengths and nucleotide sequences (Balvay, Soto Rifo, Ricci, 
Decimo, & Ohlmann, 2009; Pisarev, Shirokikh, & Hellen, 2005) and there is no nucleotide sequence that 
																																																								
1 However, these viral families are not all in the same groups according to Baltimore classification: all but Retroviridae are in Group 
IV, the positive-sense single-stranded group whose genome can be translated in a straightforward manner by the ribosome. 
Retroviruses, on the other hand, are in Group VI, as they are reverse-transcribed into DNA and integrated into host genomes before 
transcription and translation in the host (Baltimore 1971). 	
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carries a guarantee of IRES activity.  Despite the great variety among IRES structure and mechanism, 
their modes of function are all variations on a theme of employing canonical host cell initiation factors in 
noncanonical ways to initiate translation (Hellen & Sarnow, 2001).  Thus, IRESs are identified by their 
function rather than by their sequence or structure, although their secondary structure is often a clue to 
their activity and even to their classification as a given subtype of IRES. An early study by Chen and 
Sarnow (1995) confirmed that a suspected IRES was necessary and sufficient for translation on a 
synthetic RNA with no ends in otherwise translation-competent rabbit reticulocyte lysate (RRL) – it was 
circularized.  Even earlier, Pelletier and Sonenberg (1988) developed a bicistronic assay whereby two 
reporter genes are placed sequentially on a single mRNA; the first reporter is immediately downstream of 
a classical 5’ cap, and the second is immediately downstream of a potential IRES of interest – in this first 
case, the poliovirus IRES.  Relative amounts of radioactively labeled reporter protein product were 
compared to test the efficiency of translation activity of the IRES sequence.  Since then, a variant on this 
technique called the dual luciferase assay has gained popularity for its use of two luciferase reporters 
(Grentzmann, Ingram, Kelly, Gesteland, & Atkins, 1998).  Each luciferase sequence is sourced from a 
different species, and they each catalyze a bioluminescent reaction in the presence of a species-specific 
luciferin substrate that produces detectably different frequencies of light.  When these luminescent 
activities are normalized relative to certain controls, they can quantify the efficiency of translation 
downstream of an IRES relative to a 5’ cap. 
  Once identified, many IRESs can be classified into four types according to a combination of their 
lengths, sequences, secondary structures, which tend to correspond with sets of requirements for 
initiation factors. (There are some exceptions, such as the retrovirus HIV, which bears some qualities of 
different established IRES types.) The four types are summarized in Table 3.1. 
 
Types of IRES 
 Two mutually exclusive groups of picornaviruses encode the Type 1 and Type 2 IRESs.  Type 1 
IRESes occur in the enterovirus genus of the picornavirus family in the 5’ UTR of the genome (Pilipenko 
et al., 1989).  They include the poliovirus IRES, which was actually the first IRES discovered, when 
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Pelletier and Sonenberg found in 1988 that the IRES sequence was capable of initiating translation in a 
bicistronic assay, and in 1989 that it maintained its function in HeLa cell extracts (Pelletier & Sonenberg, 
1988, 1989). It is now known that this and other enterovirus IRESs exhibit similar secondary structure 
(Pilipenko et al., 1989) and initiation factor requirements; they are subject to scanning by the initiation 
complex, they require the ITAF poly(C) binding protein 2 (PCBP2) as well as all of the conventional 
eukaryotic initiation factors except for eIF4E, the cap-binding protein, eIF4B, the helicase-stimulating 
factor, and (excluding bovine enterovirus) eIF1, involved in scanning and fidelity in start codon selection 
(Sweeney, Abaeva, Pestova, & Hellen, 2014).  Notably, IRESs never require eIF4E, which is unsurprising 
because IRESs are identified by their lack of 5’ cap to which to bind.  
 Type 2 IRESs, also found in the 5’ UTR of their resident genomes, are epitomized by the 
encephalomyocarditis virus (EMCV) IRES, discovered in the lab of Eckhard Wimmer in 1988 (Jang et al., 
1988) and demonstrated to work in vivo in 1989 (Jang, Davies, Kaufman, & Wimmer, 1989).  It was 
Wimmer’s group that coined the term IRES, and who proposed that IRESs operate via their secondary 
structure.  Found in the cardiovirus and aphthovirus (foot-and-mouth disease virus, FMDV), these IRESs 
circumvent the requirements for eIF4E, eIF4B, eIF1, eIF1A, and the N-terminal third and C-terminal third 
of eIF4G (Pestova, Shatsky, & Hellen, 1996).  More precisely, eIF1, eIF1A (Pestova, Borukhov, et al., 
1998), and eIF4B are not essential for EMCV IRES function, but they do enhance IRES activity; and 
amino acids 1-612 and 1091-1560 of eIF4G have no effect on the EMCV IRES (Lomakin, Hellen, & 
Pestova, 2000).  As eIF4G is a scaffolding protein, it is useful to consider it in terms of its binding sites for 
other proteins, and the N-terminal third binds eIF4E and PABP; the C-terminal third bears a second eIF4A 
binding site in mammals.  A lack of use for an eIF4E binding partner logically follows from the EMCV 
genome’s lack of 5’ cap, and similarly, a PABP binding partner is unnecessary in a system that does not 
require PABP in the first place.  (The EMCV genome does have a poly-A tail, as discussed below, and the 
presence of PABP can in fact stimulate EMCV IRES function, but it is not essential (Bergamini, Preiss, & 
Hentze, 2000).)  As for the dispensability of the second eIF4A binding site, it may be rendered redundant 
by the binding site in the middle third of eIF4G that is conserved among eukaryotes. That middle third, 
called eIF4Gm (aa 613-1090) bears binding sites not just for eIF4A but also for eIF3, and for the IRES 
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(Lomakin et al., 2000). Additionally, type 2 IRESs require at least one ITAF, which is the polypyrimidine 
tract binding protein in the case of EMCV; FMDV additionally requires ITAF45 (Pilipenko et al., 2000).   
 Type 3 IRESs, represented by hepatitis C virus (HCV), bypass the requirement for all initiation 
factors except for eIF2/Met-tRNAiMet/GTP, eIF3, eIF5, and 4IF5B (Pestova, Shatsky, Fletcher, Jackson, & 
Hellen, 1998).  Additionally, they have not been found to require ITAFs. Type 3 IRESs are especially 
unusual in that they displace eIF3 from its usual binding position with the 40S subunit by binding the 40S 
directly and usurping eIF3’s binding sites to the 40S, making the IRES the only interactor with the 40S 
subunit,as seen in the type 3 classical swine fever virus (CSFV) IRES (Hashem et al., 2013).  
 Type 4 IRESs are resident within dicistrovirus genomes.  Unlike, for instance, the picornaviruses, 
which encode a single ORF that is translated into a polyprotein, dicistroviruses encode two ORFS, with a 
different IRES driving translation of each—one in the 5’ UTR and one in the intergenic region (IGR). The 
IGR IRES is the type-4 IRES, and as such, it is capable of mediating translation initiation without any 
initiation factors whatsoever (Wilson, Pestova, Hellen, & Sarnow, 2000). Exemplified by the cricket 
paralysis virus (CrPV) IRES, it accomplishes translation initiation via its complex tertiary structure, 
characterized by two nested pseudoknot domains and a third pseudoknot domain that mimics a tRNA-
mRNA interaction (Costantino, Pfingsten, Rambo, & Kieft, 2008; Wilson, Pestova, et al., 2000). The 
ribosome-bound type 4 IRES is also unusual in that it represents a pre-translocation complex, rather than 
an initiation complex (Fernandez, Bai, Murshudov, Scheres, & Ramakrishnan, 2014).  CrPV-bound 
ribosomes can be found in either canonical or rotated states; nothing in the complex needs to dissociate 
before translocation can occur with the addition of eukaryotic elongation factor 2 (eEF2), and the complex 
was experimentally shown to accept eEF1A/aminoacyl-tRNA/GDP analog after that translocation, all of 
which point to the existence of a pretranslocation complex (Fernandez, Bai, Murshdov, Scheres, & 
Ramakrishnan, 2014).   
 A salient theme among the classes of IRES structure and function is that, as secondary structure 
complexity increases, IRES’ requirement for protein factors decreases (Filbin & Kieft, 2009).  Certain 
stem-loops of types 1-3 and the pseudoknots of type 4 IRESs may physically stand in for canonical 
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Significance of EMCV and its IRES  
 We turn our attention now to the encephalomyocarditis virus itself, whose IRES is the subject of 
this chapter’s structural study.   
 As a member of the group IV viruses according to Baltimore classification (Baltimore, 1971), 
EMCV has a positive-sense, single-stranded, RNA-based genome.  It infects various vertebrate hosts, 
including pigs, birds, and rarely, humans, but its most common host is the rat (Tesh & Wallace, 1978).  As 
with other viruses, EMCV is the etiologic agent—albeit not the only agent—of several phenotypic 
conditions in humans, including encephalitis, Gullain-Barré syndrome, and some types of meningitis 
(Tesh & Wallace, 1978).  The “myocarditis” component of the virus’s name refers to its symptoms in 
swine, which are fatal.  
 Although EMCV does not pose a major threat to human health, its IRES is well known in the 
molecular biology community for its use in commercial bicistronic expression vectors (Martinez-Salas, 
1999; Sadikoglou, Daoutsali, Petridou, Grigoriou, & Skavdis, 2014) in order to initiate translation without a 
5’ capped end, as EMCV is a particularly efficient IRES (Duke, Hoffman, & Palmenberg, 1992).  
  
The EMCV IRES 
 The EMCV IRES is located in the 5’ UTR of the ~7800 nt EMCV genome (Evstafieva, Ugarova, 
Chernov, & Shatsky, 1991). Like in other picornaviruses, a genome-linked viral protein (VPg) marks the 5’ 
end of the genome, but is released shortly after infection, and does not affect translation (see(Belsham, 
2009)).  The 3’ end of the genome bears, like organismal mRNA, a poly-A tail, to which PABP may bind; 
however, this mildly stimulatory interaction is not essential for initiation in EMCV (Bergamini et al., 2000).  
Between the 5’ UTR and the poly-A tail, EMCV encodes a single polyprotein that is cleaved 
posttranslationally into individual proteins (Palmenberg et al., 1984).   
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 The genome’s 5’ UTR bears twelve stem-loop domains, named A through L, in the 5’ to 3’ 
direction (see Figure 3.2) and the IRES itself comprises domains H through L, or approximately 
nucleotides 400 through 836 (Palmenberg et al., 1984).  All five stem-loop domains are essential for IRES 
activity (Duke et al., 1992; Jang & Wimmer, 1990). 
 Recent structural work highlights the importance of several features of this IRES:  Domain I and 
its GNRA tetraloop, the J-K domain and its binding site for eIF4G, and binding sites for PTB. 
 Domain I is the largest and most complex of the predicted stem-loop domains, at 230 nt long 
(Hellen & Sarnow, 2001) and with a hammerhead structure at its apex, as seen in Figure 3.3. At one of 
the apical loops of this region, in EMCV and in all picornavirus IRESs (Lopez de Quinto & Martinez-Salas, 
1997) is a conserved GNRA (guanosine-[any nucleotide]-[purine]-adenosine) tetraloop, which is essential 
for IRES function. In fact, the adenosine in the fourth position alone is necessary for IRES activity 
(Robertson, Seamons, & Belsham, 1999).  GNRA tetraloops are a common motif beyond the IRES 
paradigm, owing to their versatility with binding partners (Fiore & Nesbitt, 2013), and they are often 
involved in RNA-RNA interactions; this GNRA loop appears to depend on divalent magnesium for its 
organization. The residues G547 and A550 actually base-pair with each other, and the tetraloop may 
interact with a nearby conserved 17-mer, as seen in Figure 3 (Mohammed, Phelan, Rasul, & Ramesh, 
2014). An analogous interaction is seen in FMDV (Fernandez-Miragall, Ramos, Ramajo, & Martinez-
Salas, 2006).  
 The J-K domain is composed of the J and K stem-loops, between which is wedged an AAAAA 
pentaloop (see Figure 3.4). This A-stem-loop (ASL) assumes a conformation similar to the GNRA 
tetraloop, with the first A-A dinucleotide substituting for the G (Imai, Kumar, Hellen, D'Souza, & Wagner, 
2016).  The J-K domain binds to the HEAT-1 motif of eIF4G’s central domain.  More specifically, eIF4G 
binds between the K domain and the stem, whereas A-stem loop positions the K domain such that is 
binding pocket is available for binding to eIF4G, and the J domain acts as an anchor for positioning the K 
domain.  Initiation factor eIF4G in turn binds to eIF4A; eIF4A/4G bind the IRES and induce a ribosome-
binding-competent conformational change in the IRES (Imai, Kumar, Hellen, D'Souza, & Wagner, 2016).  
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 Following the J-K domain is the polypyrimidine tract, about 25 nucleotides upstream of AUG834. 
The protein that binds the tract is the polypyrimidine tract-binding protein, PTB, is an ITAF that strongly 
stimulates (Borovjagin, Pestova, & Shatsky, 1994; Pestova, Hellen, et al., 1996), but is not essential for, 
translation initiation on the EMCV IRES (Kaminski & Jackson, 1998; Pilipenko et al., 2000)  PTB is a 
small (57 kD) protein that is also involved in the process of splicing; it bears four RNA binding domains 
(RBDs) that, in splicing, are able to loop distant segments of RNA together (Lamichhane et al., 2010; 
Oberstrass et al., 2005).  It likely exercises this function in the EMCV IRES as well, where it is suggested 
to bind the bases of domains H, I, and L (Kolupaeva, Hellen, & Shatsky, 1996) and possibly the apical 
helix of domain K (Kafasla et al., 2009), although that seems unlikely given the above study by Imai et al, 
which suggests that the J-K domains are dedicated to binding eIF4G.   
 Lastly, the active AUG codon, AUG834, is located in the small M domain stem-loop, and therefore 
requires helicase activity for it to be accessed (Chamond, Deforges, Ulryck, & Sargueil, 2014). 
 To recapitulate the requirements of the EMCV IRES, the IRES entirely circumvents the 
requirement for eIF4E, the N- and C-terminal ends of eIF4G; moreover, the IRES does not require eIF1, 
eIF1A, or eIF4B, although IRES activity can be enhanced by any of these.  The ITAF PTB enhances 
EMCV IRES activity as well.  
 
An EMCV IRES construct 
 In collaboration with Trevor Sweeney of Tatyana Pestova’s and Christopher Hellen’s groups, an 
EMCV IRES construct was developed and studied by cryo-EM in order to determine its structure as a 
component of an initiation complex.  Currently, there is no 3D structure available for the entire EMCV 
IRES, either alone or in the context of an initiation complex.  Furthermore, we aimed to determine how the 
structure of the IRES might differ with and without the presence of eIF4B and PTB, whose enhancing 
effects on EMCV IRES translation initiation remain poorly understood. 
 The EMCV IRES construct contains nucleotides 380 to 864, or from just upstream of domain H, to 
30 nucleotides downstream of the functional start codon AUG834. The spurious AUG826 triplet, which is in 
close proximity to the genuine AUG834, was mutated to AUU in order to eliminate the requirement for eIF1 
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and its fidelity-monitoring activity.  Complexes were prepared with the required components of the EMCV 
IRES initiation complex (40S subunit, eIF2 ternary complex, eIF3, eIF4A, eIF4Gm), in addition to eIF1A 
for its enhancing effect. Complexes included different combinations of eIF4B and PTB as follows: both 
factors, eIF4B only, PTB only, and neither factor.  
 
 
MATERIALS AND METHODS 
Isolation and purification of complex components 
 Expression vectors were used for His6-tagged eIF1A (Pestova, Borukhov, & Hellen, 1998)  eIF4A 
and eIF4B (Pestova, Hellen, et al., 1996), eIF4GI736-1115 (Kolupaeva, Lomakin, Pestova, & Hellen, 2003), 
and Escherichia coli methionyl tRNA synthetase (Lomakin et al., 2006).  
 Purification of initiation factors, ribosomal subunits and aminoacylation of tRNA: 40S ribosomal 
subunits, eIF2, and eIF3 were purified from RRL (Pisarev, Unbehaun, Hellen, & Pestova, 2007). 
Recombinant eIF1A, eIF4A, eIF4G736-1115, E. coli methionyl tRNA synthetase were expressed and purified 
as described (Pisarev, Unbehaun, et al., 2007; Skabkin et al., 2010). Native total tRNA (Promega) was 
aminoacylated with E. coli methionyl tRNA synthetase as described (Pisarev, Unbehaun, et al., 2007). 
Recombinant PTB1 was expressed and purified as described (Kolupaeva et al., 1996). 
 The EMCV IRES mRNA template is based on EMCV Genbank Accession  M81861. The clone 
was made in pTZ18R (Amersham) and contains a T7 promoter, followed by EMCV nt. 380-1160, with 
ATG826-828ATT and TGC861-863AGT substitutions in the EMCV sequence to eliminate the weakly used 
AUG826 (and thus to improve homogeneity of the complex) and to add an Spe1 restriction site to yield 
mRNA that terminates at nt. 852. This "short" mRNA was used for assembly of complexes for use in 
cryoEM experiments. EMCV mRNAs were transcribed in vitro using T7 polymerase. 
 To assemble 48S complexes, 1 pmol EMCV IRES-containing mRNA was incubated with 2 pmol 
40S subunits, 4 pmol Met-tRNAiMet, 4 pmol eIF2, 3pmol eIF3, 10 pmol eIF4A, 5 pmol eIF4Gm, 10 pmol 
eIF1A, 5 pmol eIF4B, and 5 pmol PTB (in the sample mixtures containing eIF4B or PTB at all) for 10 min 
at 37 degrees C in 20 µl buffer A (20 mM Tris pH 7.5, 60-120 mM KCl, 1 mM DTT, 2.5 mM MgCl2) with 
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.25 mM spermidine and supplemented with 1 mM ATP and 0.4 mM GMPPNP (GTP for toe-printing 
experiments).   To analyze 48S complex formation in vitro by toe-printing, a longer EMCV IRES mRNA 
was used, transcribed from the vector after it had been linearized with Bcl1 (site at EMCV nt. 1090-1095). 
Assembled 48S complexes were analyzed by toeprinting using avian myeloblastosis virus reverse 
transcriptase (AMV RT) as described (Pisarev, Unbehaun, et al., 2007) and 32P-labelled primer 5'-
CCGTATTGTAGAGCAG-3' (EMCV nt 901-916) (Invitrogen). cDNA products were resolved in 6% 
polyacrylamide sequencing gels. 
 
Electron microscopy 
 Copper/holey carbon grids (carbon-coated Quantifoil R2/2 grids, Quantifoil Micro Tools, GmbH, 
Großlöbichau, Germany) were coated with an additional continuous thin layer of carbon applied with an 
Edwards Auto 306 evaporator, and then glow-discharged using the Gatan Solarus 950. Four microliters of 
purified complexes were applied to grids.  Grids were blotted for 2 seconds at 4◦C in 100% humidity and 
immediately vitrified using the Mark IV Vitrobot (FEI, Hillsboro, Oregon) by plunging into liquid ethane 
cooled with liquid nitrogen to -180◦C (Dubochet et al., 1988).   Cryo-EM data were acquired using a 
Tecnai F30 Polara electron microscope (FEI, Hillsboro, Oregon) operating at 300 kV, set up with a Gatan 
K2 Summit direct electron detection camera (Gatan, Warrendale, PA).  Images were were taken at a 
nominal magnification of 23,000x, which corresponds to a calibrated pixel size of 1.66 Å/pixel.  The dose 
rate was nominally set to 8 electron counts per physical pixel per second and the total exposure time was 
8 seconds. Image stacks were collected along a defocus range of −1.5 µm to −4 µm and fractionated into 
20 frames, each with an exposure time of 0.4 seconds. Two data collections were performed for each of 
the following sample conditions: 1. eIF4B and PTB, 2. PTB only, 3. Neither factor. 
 
Image processing 
 For all data collections separately, all 20 of the frames collected per image stack were gain-
corrected and were aligned to correct for global motion with the MotionCorr protocol (Li et al., 2013).  
Aligned averages of all 20 frames were screened manually for quality. Contrast transfer function 
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parameters were estimated using CTFFIND3 ((Mindell & Grigorieff, 2003).  All data sets were subjected 
separately to automated particle picking with the AutoPicker protocol in Arachnid (Langlois et al., 2014).  
Two-dimensional (2D) classification and initial rounds of 3D classification were done with RELION 1.2 (S. 
Chen et al., 2013; Scheres, 2012a, 2012b). After this step, the data sets with both eIF4B and PTB, and 
the data sets with neither factor were no longer pursued, due to low resolution and low occupancy of 
IRES. 
 The two data sets for the eIF4B-only sample condition were subjected to multiple rounds of 3D 
classification as shown in Figure 3.5: each data set, after a single round of 3D classification, revealed one 
class of reasonably high resolution with strong IRES and eIF2-TC occupancy, and one class of 
reasonably high resolution with weak IRES and strong eIF3 density.  The similar classes were pooled 
(eIF2-TC with eIF2-TC, and eIF3 with eIF3) and subjected to 3D subclassification.  Subclassification of 
the combined eIF3 classes (53,609 particles) into five subclasses yielded results of worse than 10 Å, and 
those classes were not refined further, although they demonstrate a small amount of useful low-resolution 
information discussed in a later section.  Subclassification of the combined IRES +eIF2 TC classes 
(165,854 particles) into ten subclasses yielded two subclasses with IRES density.  The two subclasses 
were combined (43,122 particles) and subjected to autorefinement and postprocessing in RELION 1.4 to 
yield a reconstruction of 6.8 Å (See Figure 3.7a) with a B-factor of -176.8 Å2. This reconstruction is from 
twice-binned data, pixel size 3.32 Å/pixel.  Reconstructions with unbinned data were of lower resolution, 
which is somewhat unexpected, but which may be rationalized by the idea that binning data will suppress 
noise. Local resolution was calculated using the ResMap software (Kucukelbir, Sigworth, & Tagare, 
2014); see Figure 3.7. 
 
Visualization of density maps and segmentation 
 Three-dimensional reconstructions and atomic models were viewed with the UCSF Chimera 
package (Resource for Biocomputing, Visualization, and Informatics at the University of California, San 
Francisco) and were segmented using the SEGGER module (Pintilie, Zhang, Goddard, Chiu, & Gossard, 




 The most successful output of all data collection and image processing originates from the eIF4B-
only sample condition: a 6.8 Å reconstruction bearing visible 40S density, EMCV IRES density and eIF2-
TC density (see Figure 3.6).  No density was observed for eIF3 in the reconstruction, although eIF3 is 
apparent in other, lower-resolution results from the same data collection.  Density is also not seen at all 
for eIF1A, eIF4A, eIF4G, or eIF4B.  Regarding the eIF2-TC, no density is observed for eIF2β, but the 
other two subunits of eIF2 (α and γ) are apparent, as well as a tRNA in the P/I conformation.  The most 
salient feature of the reconstruction is a highly structured RNA density attributed to part of the EMCV 
IRES construct, 60-80 nucleotides in length depending on which threshold is used to view it.  The 
remainder of the EMCV IRES construct may be present in the complex but rendered invisible by dynamic 
behavior; on the other hand, the protein factors that were present in the complex during sample 
preparation have likely fallen off the complex, or failed to bind the complex in the first place.  
 The IRES density is situated on the intersubunit face of the 40S, above the mRNA channel rather 
than inside it.  Strikingly, the IRES directly contacts the initiator tRNA at its T-arm and part of the acceptor 
stem (see Figure 3.9), which represents the first instance of observing an IRES’ contacting any part of the 
tRNA aside from the tRNA’s anticodon.  The other end of the visible IRES contacts the head of the 40S 
subunit, specifically at proteins uS13 and uS19. The density as a whole appears as 3 stem-loops 
emerging from a central point, punctuated with several short bulges, to be described in greater detail 
below.  As the density threshold is decreased, the IRES’ longest helix extends rapidly from two turns to 
just over three and then the density abruptly stops extending, reaching approximately the same height as 
the eIF2-TC.  It is feasible, albeit improbable, that this helix contacts eIF2γ at its position atop the initiator 
tRNA.   
 In order to determine whether the conformation of the eIF2-TC had been altered by its contact 
with the IRES density, the eIF2-TC of this reconstruction was compared with the atomic models of two 
other non-IRES initiation complexes (see Figure 3.10). The first is a partial yeast 48S initiation complex 
(3JAP, see(Llacer et al., 2015)) in a closed state, meaning that the complex has recognized the start 
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codon and is no longer scanning-competent.  The second complex is a mammalian 48S late-stage 
initiation complex (5K0Y, see (Simonetti et al., 2016), which is even later in initiation than is the yeast 
complex.  The two complexes exhibit different positioning of the eIF2-TC: the ternary complex in the yeast 
complex is tilted slightly toward the head of the 40S subunit, while the TC in the mammalian late-stage 
complex is tilted farther toward the body of the 40S subunit.  Simonetti and co-workers speculate that a 
fully closed, non-scanning complex may exhibit a TC that looks more like the mammalian late-stage 
complex, and that perhaps the yeast 48S complex represents a configuration at a time interval 
immediately after scanning that is only partly “closed”.  In any case, the EMCV IRES complex exhibits a 
TC that superimposes almost perfectly with the yeast 48S complex, tilted toward the head of the 40S 
relative to that of the mammalian 48S late-stage complex.  On the other hand, the available low-resolution 
reconstructions of the EMCV IRES complex that contain visible eIF3 (not shown) display TCs that are 
either a hybrid between the two reference atomic models, or they align with the mammalian 48S complex.  
Our reconstructions containing eIF3 are low-resolution, so we may only make speculative claims about 
their behavior, but the difference in eIF2 position appears to indicate that eIF3 is required to ‘pull’ the 
IRES complex into a fully closed conformation.  More importantly, the 6.8 Å reconstruction demonstrates 
an open latch conformation, i.e. helix h34 of the 40S subunit head and helix h18 of the body do not 
connect.  In combination with the conformation of the eIF2-TC in this complex, it would appear that the 
complex is in an ‘open’ conformation.  The consequences of this are unclear, as the EMCV IRES has 
been shown to be non-scanning.  It is possible that the reconstruction does not represent a functioning 
EMCV IRES initiation complex, as well.  
 The low-resolution eIF3-containing reconstructions offer one more feature of note:  some of the 
reconstructions bearing eIF3 exhibit modest density for the peripheral subunit eIF3d, situated on the 
solvent side of the 40S head between the protein RACK1 and the eIF3 core; however, eIF3d only appears 
in reconstructions where there is little to no IRES density.   
 The data collections that did not proceed to high resolution corresponded to sample conditions 
with both eIF4B and PTB, and with neither factor.  The samples containing both factors yielded initial 
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reconstructions of medium resolution (~10 Å) but exhibited little to no IRES density.  The samples 





 As only a fraction of the EMCV IRES construct is visible in our reconstruction, it would be 
instructive to understand which portion of the construct that is.  A plausible candidate for the identity of the 
density is domain I.  This domain is highly structured, with a hammerhead region at its apex, and might fit 
in the highly structured density seen in our reconstruction. Domain I has not yet been assigned a function, 
despite the fact that its presence is essential; as discussed earlier, even the mutation of the A nucleotide 
in the fourth position of the GNRA tetraloop on the I domain abrogates IRES activity.  
 The contact points between the IRES density and the remainder of the complex occur at the 
initiator tRNA and at 40S subunit proteins uS13 and uS19.  As both the function of the GNRA tetraloop 
and the reason for the IRES contact with tRNA are mysterious, a connection between the two was 
investigated. In fact, a structure of a similar tetraloop, GCAA (1ZIH), fits well into the density of the IRES 
that contacts the tRNA (see Figure 3.8). The bases of the GCAA tetraloop are flipped out in a cascading 
fashion, with base A in the fourth position flipped outward at the greatest angle; the density corresponds 
neatly.  However, this tetraloop conformation differs from the NMR structure of the EMCV IRES GNRA 
tetraloop (Mohammed, Phelan, Rasul, & Ramesh 2014), and it deviates from these authors’ prediction 
that the tetraloop interacts with a nearby 17-mer stem-loop near the hammerhead structure on domain I. 
That long-range I domain interaction was also observed in chemical probing and gel shift experiments in 
fellow Type 2 IRES FMDV.  Nevertheless, neither of these studies were conducted in the context of an 
initiation complex, and the interaction of a GNRA tetraloop with RNA is consistent with its common role in 
RNA-RNA interaction. 
 Working outward along the EMCV IRES density from the supposed tetraloop, the structure 
continues to align with the secondary structure position of the domain I hammerhead region.  In a 
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secondary structure prediction of the hammerhead region (Mohammed, Phelan, Rasul, & Ramesh 2014) 
in, a six-nucleotide bulge appears six nucleotides upstream of the tetraloop; in the IRES density in our 
reconstruction, there is a single-stranded bulge of the appropriate length.  The secondary structure and 
the density map continue to agree (to the extent to which an intermediate-resolution map can agree) 
regarding the location of the nexus of the hammerhead region, and the branching off of the second “lobe” 
of the density (the RAAA motif stem-loop seen in Figures 3.3 and 3.10), which makes contact with uS19 
in our map.   
The identity of the third “lobe” of the density is likely the third short stem-loop of the hammerhead region, 
given its terminal length at low thresholds, rather than the long stem of the I domain leading back to the 
bulk of the IRES sequence. The base of this lobe, near the nexus of the hammerhead, interacts with 
uS13.   
 The identity of this IRES density as domain I is consistent with previous biochemical studies. The 
J/K domain is known to bind eIF4G (Imai et al., 2016), and it was demonstrated that EMCV IRES 
eIF4G/eIF4A binding is independent from 40S binding (Chamond et al., 2014) which should rule out the J-
K domain as a direct ribosome binding region.  Furthermore, the same series of experiments by Chamond 
and co-workers indicated direct domain I binding to the ribosome in a nuclease protection assay.  If, in 
fact, the visible density in our map belongs to domain I’s hammerhead region, then that places the J/K 
domain, roughly, on the shoulder side of the 40S subunit.  The J-K domain’s binding eIF4G so far from 
eIF3, to which eIF4G canonically binds, is not problematic in this case, as the eIF4G-eIF3 interaction is 
not required in translation initiation by the EMCV IRES (Lomakin et al., 2000).  
 Although we have not answered how eIF4B may function in this initiation complex, or how PTB 
may change the conformation of the IRES, the localization of the I domain and its essential GNRA 
tetraloop, along with the observation of hitherto unseen tRNA interaction in an IRES is an important step 





















































































































































































































































































































































































































































































































































Figure 3.2. The sequence and predicted secondary structure for the EMCV-R strain IRES and the 
sequence upstream.  The IRES itself extends from domain H through domain L; the start codon is marked 
at AUG834.  Note domain I, with its apical 4-way junction, as well as the apposed J and K stem-loops, with 
an A pentaloop between the K domain and the J-K stem.  The polypyrimidine tract begins about 24 nt 














Figure 3.3. The sequence and secondary structure prediction of the apical region of the I domain, also 
referred to as the hammerhead region or the four-way junction, in the EMCV-R strain IRES. The 
conserved GNRA motif, is highlighted at the apex of the longest stem-loop. It depends on Mg2+ to adopt 
an optimal tertiary structure, and it may interact with the apex of the 17-mer highlighted on the lower right. 

















































Figure 3.4. The binding site of eIF4G’s HEAT-1 domain to the EMCV IRES J-K domain. Upper 
left, for context, a schematic of the EMCV IRES secondary structure with the J stem-loop, K stem-loop, A 
stem-loop (or pentaloop, (ASL), and “stem” (St) colored green, blue, gray, and red, respectively.  Upper 
right, a closer look at the same region, again for context. Center, three-dimensional structure of the 
J/K/St/ASL region solved by nuclear magnetic resonance (NMR) spectroscopy and small angle X-ray 
scattering (SAXS).  Bottom, the binding site of the HEAT-1 domain of eIF4G on the J and St regions. 





















































Figure 3.5 (previous page):  3D classification of EMCV IRES sample.  Top two rows: two data 
sets collected with the same sample conditions (+eIF4B, -PTB) were classified separately. 
Subclassification of classes with density for IRES and eIF2 ternary complex are in top 
schematic. The two classes with IRES and eIF2 TC were pooled and subclassified into ten 
subclasses. Of the output subclasses, two are of reasonably high resolution and display IRES 
density. Those two subclasses were pooled and subjected to refinement and postprocessing to 
yield a 6.8 Å reconstruction. 
Subclassification of classes with density for IRES, eIF2 ternary complex, and eIF3 are shown in 
bottom schematic. The two classes with IRES, eIF2 TC, and eIF3 were pooled and subclassified 




















































Figure 3.6: Reconstruction of the EMCV IRES bound to the 40S subunit with eIF2 ternary 
complex at 6.8 Å. The reconstruction has been refined and postprocessed in RELION. The 
segmented map shows the 40S subunit and the initiator tRNA in yellow, eIF2αγ in orange, and 
the visible portion of the EMCV IRES construct in green. Densities are not observed for eIF1A, 
eIF2β, eIF4Gm, eIF4A, or eIF4B. At the threshold shown, the latch between helices h34 
(head) and h18 (shoulder) of the 40S subunit appears open, indicated by the black circle in the 


























Figure 3.7a:  Fourier Shell Correlation versus spatial frequency for the reconstruction 
described here. Calculations were performed in RELION:  two randomly selected half-sets of 
particles were reconstructed, and the resultant pair of volumes were compared in a range of 
spatial frequencies corresponding to resolutions of 999 Å to 6.64 Å. Global resolution of the 









































Figure 3.7b. ResMap output displaying the number of voxels in the reconstructed volume that correspond 
to each sampled point of local resolution, sampled every 0.3 Å. Voxel size is 3.32 Å3.  Although the global 
resolution for this volume according to the Relion postprocess protocol is 6.8 Å, there is no data shown 
here for that resolution because ResMap places a resolution ceiling just short of the Nyquist limit, which in 
the case of this data set is 6.64 Å.  The high proportion of voxels at the highest sampled resolution point 













































Figure 3.7c. ResMap output demonstrating cross-sections of the input map.  Both axes are in units of 
pixels. Pixel size is 3.32 Å/pixel. Top: density slices.  Bottom: slices colored according to local resolution.  









































Figure 3.8.  The EMCV IRES density corresponds to the secondary structure prediction of 
the domain I hammerhead region.  The EMCV IRES density is shown with the GCAA 
tetraloop (1ZIH) fitted.  Features of the domain I hammerhead region – the tetraloop, the 
5-nucleotide bulge, the RAAA motif stem-loop, and the 15mer stem-loop – are consistent 

















Figure 3.9. EMCV IRES contacts tRNA T-arm and acceptor stem.  eIF2 density has been 
removed for simplicity.  EMCV IRES is shown in green.  40S and tRNA density is in yellow, 




py 48S-closed IC  
m48S late-stage IC  
eIF2, EMCV complex  
Figure 3.10: Conformation of eIF2 in EMCV complex relative to other initiation complexes. 
The conformation of eIF2 found in the EMCV complex is compared to those in a partial 
yeast 48S initiation complex (Llacer et al. 2015, PDB ID 3JAP, shown in red) and in a 
mammalian late-stage 48S complex (Simonetti et al., 2016, 5K0Y, shown in blue). As 
discussed in Simonetti et al. 2016, the py 48S IC exhibits an eIF2-TC that is tilted upward 
toward the 40S head, relative to that of the mammalian late-stage complex, where the 
eIF2 TC is bent downward, possibly as a consequence of completing the scanning 
process.  The segmented eIF2 density (tRNA density excluded here) shown in orange 
aligns with the upward conformation.  The low-resolution EMCV IRES complex 
reconstructions, not shown here, demonstrate a mixture of downward conformations, and 
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Table of Abbreviations 
 
Abbreviation Full term 
3D Three-dimensional 
Å Ångstrom: 1 Å = 10-10 m 
CCD Charge-coupled device camera 
DDD Direct electron detector device 
eIF Eukaryotic initiation factor 
EM Electron microscopy 
EMCV Encephalomyocarditis virus 
ES Expansion segment 
IRES Internal ribosome entry site 
ITAF IRES trans-acting factor 
RELION REgularized Likelihood OptimizatioN 
S Sedimentation coefficient; Svedberg 




Leishmania major ribosome 
 Exploring the structure of the L. major 80S ribosome is an endeavor that complements 
three other studies of trypanosomatid ribosomes—namely, Trypanosoma brucei and T. cruzi— 
performed in the Frank group (Gao, Ayub, Levin, & Frank, 2005; Hashem, des Georges, Fu, et 
al., 2013; Liu et al., 2016).  As members of the family Trypanosomatidae, which diverged early in 
evolutionary time from other eukaryotes, the trypanosomatids exhibit sharp distinctions in their 
ribosomes relative to other eukaryotes:  their longest large subunit ribosomal RNA, the 28S, is 
uniquely cleaved into six fragments; they bear a novel sequence of RNA on one of those 
fragments called the kinetoplastid-specific domain; they have exceptionally large RNA expansion 
segments (ES) and several protein extensions; and as a result of those expansion segments and 
extensions, they form several novel intersubunit bridges (Hashem, des Georges, Fu, et al., 2013).  
The mid- to high-resolution cryo-EM reconstructions generated for each of these species (5.5 
Ångstroms for T. brucei, 4.6 Å for L. major, and 2.5 Å for T. cruzi) represent important steps 
toward understanding translation in these species and ultimately toward the targeted design of 
species-specific drugs for the neglected tropical diseases caused by these agents.  L. major 
causes cutaneous leishmaniasis, T. brucei causes African sleeping sickness, and T. cruzi causes 
Chagas disease, which in total amount to millions of cases per year worldwide 
(http://www.cdc.gov/parasites/leishmaniasis/gen_info/faqs.html).  
  The L. major study in particular was used to draw attention to the fact that two large 
expansion segments on the small subunit, ES6S and ES7S, appear incompatible with the 
canonical binding of the essential translation initiation factor eIF3. Although the inherent flexibility 
of parts of these ESs may resolve this apparent clash, any challenge to eIF3’s binding represents 
yet another oddity of the translation apparatus in L. major.  The ribosome in this study was 
isolated from one of the life stages of L. major in which the parasite embodies a promastigote 
form in its sandfly host.  However, the parasite transforms into an amastigote form in its human 
host and remains an amastigote during part of its time in the sandfly host. Further study on the 
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amastigote form of L. major and its ribosome may illuminate some of these ribosomal oddities 
and how they differ between their human and sandfly hosts. 
 
EMCV IRES studies 
 Viral internal ribosome entry sites (IRES) enable viruses to initiate translation on host cell 
ribosomes.  The IRES of the encephalomyocarditis virus (EMCV) is stereotypical of one of the 
four types of IRES—namely, the type 2 IRES. Although cryo-EM structures of type 3 and 4 IRESs 
are available (Fernandez, Bai, Murshudov, Scheres, & Ramakrishnan, 2014; Hashem, des 
Georges, Dhote, et al., 2013), the study presented here is the first cryo-EM structure of a portion 
of a type 2 IRES.  Each type of IRES has a different mechanism of translation initiation based on 
its structure and on its requirements for canonical initiation factors and IRES trans-activating 
factors (ITAFs), but the mechanism of the EMCV IRES is not wholly understood.  In the 
reconstruction described here, some of the components thought to be required for a functional 
EMCV IRES initation complex (eIF3, eIF4A, eIF4G) are not present; however, a portion of the 
IRES is observed bound to the 40S subunit and, in a novel interaction, to the initiator tRNA and 
potentially to part of eIF2 as well. Furthermore, the part of the IRES visible in the reconstruction 
has been identified as domain I, which was previously known to be indispensable for IRES 
function (Evstafieva, Ugarova, Chernov, & Shatsky, 1991). 
  
Resolution revolution 
 During my time in the Frank group, I was fortunate enough to witness the single-particle 
cryo-electron microscopy (EM) field undergo a tremendous advancement in resolution capability 
over a short period of time. The phenomenon is occasionally referred to as the “resolution 
revolution” (Cheng & Walz, 2009; Grigorieff, 2016). According to the Electron Microscopy 
Database (EMDB), deposited maps at resolutions of 6 Å or better were virtually nonexistent until 
2013 (see Figure 4.1), but rapidly increased to 374 maps in 2016, with 216 of those maps at 4 Å 
or better.  The ability to reach 3 Å or better in a subset of those maps is particularly remarkable in 
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that it brings cryo-EM to the same range of resolution as X-ray crystallography (XRC) structures 
(Cheng, 2015). Not only can XRC structures be fitted into such maps with high accuracy, but de 
novo atomic models can be built into ~3.0 Å EM maps as well, due to the fact that individual 
amino acid side chains and nucleotides can be distinguished. 
 The “resolution revolution” has been made possible primarily by the introduction of the 
direct electron detector device (DDD) (Bammes, Rochat, Jakana, Chen, & Chiu, 2012; McMullan, 
Faruqi, Clare, & Henderson, 2014; Milazzo et al., 2011) and of 3D classification algorithms 
(Scheres, 2012; Scheres et al., 2007).  Specifically, the DDD counts and localizes individual 
electron strike events, which greatly reduce noise relative to the charge-coupled device (CCD) 
camera’s mechanism of simply accumulating charge (Booth, Jakana, & Chiu, 2006; Sander, 
Golas, & Stark, 2005).  Additionally, the DDD enables exposure collection in a dose-fractionated 
fashion, permitting later alignment of whole frames (Li et al., 2013) and even of individual 
particles (Abrishami et al., 2015; Rubinstein & Brubaker, 2015; Scheres, 2014).  Meanwhile, 3D 
classification as implemented in RELION (REgularized LIkelihood OptimizatioN) software 
removes heterogeneity from 3D reconstructions, thereby minimizing resolution roadblocks that 
arise due to partial occupancy or dynamic behavior of sample components.  While a single 
heterogeneous reconstruction misrepresents the different states in a sample by presenting an 
“average” of different occupancies and dynamic behavior, classification generates several 
reconstructions that are genuinely informative.  Both these software and hardware advances 
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