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Abstract. Let (F,G) ∈ C[x, y]2 be a Jacobian pair and σ : (a, b) 7→ (F (a, b), G(a, b)) for (a, b) ∈
C2 the corresponding Keller map. The local bijectivity of Keller maps tells that for p ∈ C2,
there exist neighborhoods Op of p and Oσ(p) of σ(p) such that σp = σ|Op : Op → Oσ(p) is a
bijection. Thus if there exist p0, p1 ∈ C
2 with p0 6= p1, σ(p0) = σ(p1), then the local bijectivity
implies that σ−1p1 σp0 : Op0 → Op1 is a bijection between some neighborhoods of p0 and p1. We
generalize this result in various aspects, which lead us to give a proof of injectivity of Keller
maps and thus the 2-dimensional Jacobian conjecture. Among those generalizations, one is the
following (cf. Theorem 1.5): For any (p0, p1) =
(
(x0, y0), (x1, y1)
)
∈ C2 × C2 satisfying p0 6= p1,
σ(p0) = σ(p1), κ0 ≤ κ1|x1|
κ2 ≤ κ3|x0| · |x1|
η ≤ κ4|x1|
κ5 ≤ κ6, ℓp0,p1 :=
|y1|+κ7
|x1|
κ8
≥ κ9 for some
preassigned κi ∈ R>0, η ∈ R, there exists (q0, q1) ∈ C
2 × C2 satisfying the same conditions, and
furthermore ℓq0,q1 > ℓp0,p1 .
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1. Main theorem
Let us start with an arbitrary Jacobian pair (F,G) ∈ C[x, y]2, i.e., a pair of polynomials on two
variables x, y with a nonzero constant Jacobian determinant
J(F,G) :=
∣∣∣∣∣
∂F
∂x
∂F
∂y
∂G
∂x
∂G
∂y
∣∣∣∣∣ ∈ C 6=0. (1.1)
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Assume that the corresponding Keller map σ : C2 → C2 sending, for p = (a, b) ∈ C2,
p 7→ (F (p), G(p)) := (F (a, b), G(a, b)), (1.2)
is not injective, namely, for some p0 = (x0, y0), p1 = (x1, y1) ∈ C2,
σ(p0) = σ(p1), p0 6= p1. (1.3)
The local bijectivity of Keller maps says that for p ∈ C2, there exist neighborhoods Op of p and
Oσ(p) of σ(p) such that σp = σ|Op is a bijection between these two neighborhoods. This implies that
σ−1p1 σp0 : Op0 → Op1 is a bijection between some neighborhoods Op0 of p0 and Op1 of p1 (we may
assume Op0 and Op1 are disjoint), i.e., any q0 ∈ Op0 is in 1–1 correspondence with q1 ∈ Op1 such
that σ(q0) = σ(q1) and q0 6= q1. In this paper we generalize this result in various aspects, which
lead us to present a proof of injectivity of Keller maps, which implies the well-known Jacobian
conjecture (see, e.g., the References).
Theorem 1.1. (Main Theorem) Let (F,G) ∈ C[x, y]2 be a Jacobian pair. Then the Keller map
σ is injective. In particular, the 2-dimensional Jacobian conjecture holds, i.e., F,G are generators
of C[x, y].
First we give some formulations. Fix (once and for all) a sufficiently large ℓ ∈ R>0 and let
θ ∈ C 6=0 (we first fix any nonzero θ, later on we may need choose different θ’s, cf. Theorem 1.5
and Lemma 5.12). Applying the following variable change,
(x, y) 7→ (x+ (θx2 + y)ℓ, θx2 + y), (1.4)
and rescaling F,G, we can assume
SuppF ⊂ ∆0,ξ,η, FL = (θx2 + y)m, J(F,G) = 1, (1.5)
where
• SuppF := {(i, j) ∈ Z2≥0 |Coeff(F, xiyj) 6= 0} is the support of F [cf. Convention 2.1 (2) (iv)
for notation Coeff(F, x
iyj) ],
• ∆0,ξ,η is the triangular with vertices 0 = (0, 0), ξ = (m, 0), η = (0,m) for some m ∈ Z>0,
• L is the edge of SuppF linking vertices ξ, η,
• FL, which we refer to as the leading part of F , is the part of F corresponding to the edge
L (which means that SuppFL = L ∩ SuppF ).
The reason we take the variable change (1.4) is to use the leading part FL of F to control F in
some sense [cf. (3.11) ], which guides us to obtain Theorem 1.3.
Throughout the paper, we use the following notations,
(p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ C2 × C2 ∼= C4, (1.6)
V =
{
(p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ C4 ∣∣ σ(p0) = σ(p1), p0 6= p1}, (1.7)
Vξ0,ξ1 =
{
(p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ V ∣∣ x0 = ξ0, x1 = ξ1}, (1.8)
for any ξ0, ξ1 ∈ C. Then V 6= ∅ by assumption (1.3). The main result used in the proof of Theorem
1.1 is the following.
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Theorem 1.2. (i) There exist ξ0, ξ1 ∈ C such that Vξ0,ξ1 = ∅.
(ii) Fix any ξ0, ξ1 ∈ C satisfying (i). Denote, for (p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ V ,
dp0,p1 = |x0 − ξ0|2 + |x1 − ξ1|2. (1.9)
Then for any (p0, p1) ∈ V , there exists (q0, q1) =
(
(x˙0, y˙0), (x˙1, y˙1)
) ∈ V such that
dq0,q1 < dp0,p1 . (1.10)
After a proof of this result, it is then not surprising that it can be used to give a proof of Theorem
1.1 by taking some kind of “limit” [cf. (7.2) ], which can guide us to derive a contradiction. We
would like to mention that at a first sight, Theorem 1.2 (i) seems to be obvious, however its proof
is highly nontrivial to us, it needs several results, which we state below. Here is the first one.
Theorem 1.3. Denote, for (p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ V ,
hp0,p1 = max
{|θx21|, |y1|, |θx20|, |y0|}, (1.11)
and call hp0,p1 the height of (p0, p1). There exists s0 ∈ R>0 (depending on m = degF, degG
and coefficients of F and G; cf. Remark 3.5) satisfying the following: For any (p0, p1) =(
(x0, y0), (x1, y1)
) ∈ V with
hp0,p1 ≥ s0, (1.12)
we must have
|θx20 + y0| < h
2m
2m+1
p0,p1
, |θx21 + y1| < h
2m
2m+1
p0,p1
. (1.13)
In particular if hp0,p1 = max
{|θx2t |, |yt|} for some t ∈ {0, 1} , then,
|a− b| < n
2m+1
2m+2
t
, (1.14)
for any a, b ∈ {|θx2t |, |yt|, hp0,p1}, where nt = min{|θx2t |, |yt|}.
To prove Theorem 1.2 (i), we assume conversely that, for all ξ0, ξ1 ∈ C,
Vξ0,ξ1 6= ∅. (1.15)
Then we are able to obtain the following.
Theorem 1.4. Under the assumption (1.15), we have the following.
(i) The following subset of V is a nonempty closed bounded subset of C4 for any k0, k1 ∈ R≥0,
Ak0,k1 =
{
(p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ V ∣∣ |x0| = k0, |x1| = k1}. (1.16)
(ii) The following is a well-defined function on k0, k1 ∈ R≥0,
γk0,k1 = max
{|y1| ∣∣ (p0, p1) = ((x0, y0), (x1, y1)) ∈ Ak0,k1}. (1.17)
(iii) The γk0,k1 is an “almost strictly” increasing function on both variables k0, k1 ∈ R≥0 in
the following sense [we need to assume k0 > 0 in (1.18) (b), that is why we use the words
“almost strictly” ],
(a) γk′0,k1
>γk0,k1 if k
′
0 > k0 ≥ 0, k1 ≥ 0,
(b) γk0,k′1
>γk0,k1 if k0 > 0, k
′
1 > k1 ≥ 0. (1.18)
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This result is then used to prove the following (which is the hardest part of the paper).
Theorem 1.5. (1) There exist κi ∈ R>0, λi ∈ C 6=0 and some choice of θ in (1.4) such that
the following hold.
(i) Denote by V0 the subset of V such that all its elements (p0, p1) =
(
(x0, y0), (x1, y1)
)
simultaneously satisfy one (and the only one) of (1.19) or (1.20). Then V0 6= ∅.
(a) κ0 ≤ κ1|x1|κ2 ≤ κ3|x0| · |x1|η≤ κ4|x1|κ5 ≤ κ6, (b) ℓp0,p1 :=
|y1|+κ7
|x1|κ8 ≥ κ9, (1.19)
(a) κ0 ≤ κ1|B10|κ2 ≤ κ3|B50|
20
|B2510(1 + λ0X240 B−2210 B−150 )|
≤ κ4|B10|κ5 ≤ κ6,
(b) κ7|x100 x1| ≤ 1 ≤ κ8|x1|, (c) ℓp0,p1 := |B50| · |B10|−κ9 + κ10|x240 B−2210 B−150 | ≥ κ11,
B10 =
x100 y
2
1
λ1x
2
1 − y1
, B50 =
x50
y1(λ2y1 − x21)
, (1.20)
where, κi, λi will be chosen such that there exist θi ∈ R>0 satisfying: when conditions
hold, we have
θ0 ≤ |x0|, |x1| ≤ θ1, |y1|, |λ1x21−y1|, |λ2y1−x21|, |1+λ0X240 B−2210 B−150 | ≥ θ0. (1.21)
(ii) For any (p0, p1) ∈ V0, none of the first or last equality of (1.19) (a) or (1.20) (a) or any
equality of (1.20) (b) can occur, further, the second and third equalities of (1.19) (a)
or (1.20) (a) cannot simultaneously hold.
(2) For any (p0, p1) ∈ V0, there exists (q0, q1) =
(
(x˙0, y˙0), (x˙1, y˙1)
) ∈ V0 such that
ℓq0,q1 > ℓp0,p1 . (1.22)
Remark 1.6. (1) We wish to mention that Theorem 1.5 is the most important and difficult
part of the paper. Throughout the paper we will frequently use the local bijectivity of
Keller maps. Theorem 1.5 (2) says that [assume for example, we have case (1.19) ]
(a) κ0 ≤ κ1|x˙1|κ2 ≤ κ3|x˙0| · |x˙1|η ≤ κ4|x˙1|κ5 ≤ κ6, (b) |y˙1|+ κ7|x˙1|κ8 >
|y1|+ κ7
|x1|κ8 ,
(c) σ(q0) = σ(q1), (d) q0 6= q1. (1.23)
If we regard x˙0, y˙0, x˙1, y˙1 as 4 free variables, then the local bijectivity always allows us to
obtain (1.23) (c), which imposes two restrictions on 4 variables. We can impose at most
two more “nontrivial” restrictions on them [we regard (1.23) (d) as a trivial restriction, see
below]. The main difficulty for us is how to impose two more “solvable” restrictions on
variables [see (3) below] to control x˙0, y˙0, x˙1, y˙1 in order to achieve our goal of “deriving a
contradiction”. However, it seems to us that two more restrictions are always insufficient
to achieve the goal. Here, condition (1.23) (b) imposes one more restriction, and we have
one free variable left. However there are 4 restrictions in (1.23) (a), thus in general there
will be no solutions. Thanks to Theorem 1.5 (1) (ii) [see (2) below], we only need to take
care of one restriction in (1.23) (a) each time [cf. (6.6) ] since we are always under a “local”
situation (i.e., we are only concerned with a small neighborhood of some points each time),
and thus the inequation in (1.23) (a) is solvable [we do not need to consider condition
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(1.23) (d) under the “local” situation, we only need to take care of it when we take some
kind of “limit”, cf. (7.2) ].
(2) Condition (1.23) (b) is not only used to control |x˙1| and |y˙1|, but also used to take the
“limit”; while (1.23) (a) is used to control |x˙0| and |x˙1|. We remark that the requirement
“κ7 > 0” in (1.19) (b) [or κ12 > 0 in (1.20) (c) ] will guarantee that the correspondent
inequation (1.23) (b) is solvable [see (3) below, cf. Remark 6.2 ]. Finally we would like
to mention that to find conditions like the ones in (1.19) or (1.20) satisfying Theorem
1.5 (1) (ii) has been extremely difficult for us, we achieve this by using Theorem 1.4 to
prove several technical lemmas (cf. Assumption 5.1 and Lemmas 5.2–5.13).
(3) One may expect to have some statements such as one of the following:
(i) For any (p0, p1) ∈ V with |x0|θ0 + |x1|θ1 ≤ s (for some θi, s ∈ R>0), there exists
(q0, q1) ∈ V such that
(a) |x˙0|θ0 + |x˙1|θ1 ≤ s , (b) |y˙1|θ2 > |y1|θ2 . (1.24)
(ii) For any (p0, p1) ∈ V with |x1|θ1 ≤ |y1|θ2 + s, there exists (q0, q1) ∈ V such that
(a) |x˙1|θ1 ≤ |y˙1|θ2 + s , (b) |y˙0|θ3 − |x˙0|θ4 > |y0|θ3 − |x0|θ4 . (1.25)
If a statement such as one of the above could be obtained, then a proof of Theorem 1.1
would be easier. At a first sight, the condition (1.24) (a) [or (1.10) ] only imposes one
restriction on variables, however it in fact contains 2 hidden restrictions [see arguments
after (7.7) ] simply because the left-hand side of “≤ ” has 2 positive terms with absolute
values containing variables. The second condition in (1.25) is unsolvable as will be explained
in Remark 6.2. We would also like to point out that to obtain Theorem 1.1, we always
need to take some kind of “limit” [cf. (7.2) ] to derive a contradiction. Thus some condition
such as (1.10), (1.23) (b), (1.24) (b) or (1.25) (b) is necessary in order to take the “limit”.
2. Some preparations
We need some conventions and notations, which, for easy reference, are listed as follows.
Convention 2.1. (1) A complex number is written as a = are + aimi for some are, aim ∈ R,
where i =
√−1. If ab appears in an expression, then we always assume b ∈ R, and in case
a 6= 0, we interpret ab as the unique complex number rbebθi by writing a = reθi for some
r ∈ R>0, −π < θ ≤ π and e is the natural number.
(2) Let P =
∑
i∈Z≥0
piy
α+i ∈ C(x)((y)) with α ∈ Z, pi ∈ C(x).
(i) Assume p0 = 1. For any β ∈ Q with αβ ∈ Z, we always interpret P β as
P β = yαβ
(
1 +
∞∑
j=1
(
β
j
)( ∑
i∈Z>0
piy
i
)j) ∈ C(x)((y)), (2.1)
where in general, we denote the multi-nomial coefficient(
k
λ1, λ2, ..., λi
)
=
k(k − 1) · · · (k − (λ1 + λ2 + · · ·+ λi) + 1)
λ1!λ2! · · · λi! . (2.2)
Then
(P β)β
′
= P ββ
′
, (2.3)
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for any β, β′ ∈ Q with αβ, αββ′ ∈ Z. If p0 6= 1, then pβ0 is in general a multi-valued
function, and if we fix a choice of pβ0 , then (2.3) only holds when β
′ ∈ Z [fortunately
we will only encounter this situation, cf. (3.24) and statements after it].
(ii) For Q1, Q2 ∈ C(x)((y)), we use the following notation [as long as it is algebraically a
well-defined element in C(x)((y)) ]
P (Q1, Q2) = P |(x,y)=(Q1,Q2) =
∑
i
pi(Q1)Q
α+i
2 . (2.4)
(iii) If Q1, Q2 ∈ C, and Q2 6= 0 in case (2.3) contains some negative powers of Q2, we
also use (2.4) to denote a well-defined complex number as long as pi(Q1) exists for all
posible i and the series (2.4) converges absolutely.
(iv) For any Q =
∑
i∈Z≥0
qiy
β+i ∈ C(x)((y)), by comparing coefficients of yβ+i for i ≥ 0,
there exists uniquely bi ∈ C(x) such that
Q =
∞∑
i=0
biP
β+i
α . (2.5)
We call bi the coefficient of P
β+i
α in Q, and denote by Coeff(Q,P
β+i
α ). If Q =∑
i,j qijx
iyj with qij ∈ C, we also denote Coeff(Q,xiyj) = qij.
(3) Throughout the paper, we need two (and sometimes more) independent parameters k ≫ 1
(i.e., k →∞) and E → 0. We use the following convention: Symbols s , sj for j ≥ 0 always
denote some (possibly sufficiently large) numbers independent of E, k . We use O(E)i for
i ∈ Q≥0 to denote any element P in C(x)((y)) (or especially in C) such that P (x˙, y˙)
converges absolutely and |E−iP (x˙, y˙)| < s for some fixed s , where (x˙, y˙) is in some required
region which will be specified in the context.
Let P =
∑
j pjy
j ∈ C(x)((y)), pj ∈ C(x), and (x0, y0) ∈ C2 with y0 6= 0. If pj(x0) exists for all
possible j, and z0 =
∑
j |pj(x0)yj0| converges, then z0 is called the absolute converging value of P
at (x0, y0), denoted by A(x0,y0)(P ) (or by A(y0)(P ) if P does not depend on x).
Definition 2.2. (1) Let P be as above and Q =
∑
i qiy
i ∈ C((y)), qi ∈ R≥0, x0 ∈ C. If pi(x0)
exists and
|pi(x0)| ≤ qi, (2.6)
for all possible i, then we say Q is a controlling function for P on y at point x0, and denote
P Ex0y Q or Q D
x0
y P , (2.7)
or P Ey Q or Q Dy P when there is no confusion. In particular if P,Q do not depend on
y then we write P Ex0 Q or Q Dx0 P (thus a E b for a, b ∈ C simply means that |a| ≤ b
with b ≥ 0).
(2) An element in C((y)) with non-negative coefficients (such as Q above) is called a controlling
function on y.
(3) If Q = q0y
α +
∑
j>0 qjy
α+j ∈ C((y)) is a controlling function on y with qi ∈ R≥0 and
q0 > 0, then we always use the same symbol with subscripts “ igo ” and “ neg ” to denote
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the elements
Qigo = q
−1
0
∑
j>0
qjy
j, Qneg = q0y
α
(
1− q−10
∑
j>0
qjy
j
)
= q0y
α(1−Qigo). (2.8)
We call Qigo the ignored part of Q, and Qneg the negative correspondence of Q [in sense of
(2.10) and (2.11), where a,−k are nonpositive].
Lemma 2.3. (1) If
P = p0y
α +
∑
j>0
pjy
α+j ∈ C(x)((y)), Q = q0yα +
∑
j>0
qjy
α+j ∈ C((y)), (2.9)
with P Ex0y Q, x0 ∈ C and |p0(x0)| = q0 ∈ R>0, then
(a)
∂P
∂y
Ex0y ±
dQ
dy
, (b) P a Ex0y Q
a
neg Ey (q0y
α)−bQa+bneg for a, b ∈ Q−, (2.10)
Qk Ey (q0y
α)2kQ−kneg Ey

(q0y
α)k
1− kQigo if k ∈ Z≥1,
(q0y
α)k
(
1 +
kQigo
1−Qigo
)
if k ∈ Q≥0 with k < 1.
(2.11)
where (2.10) (a) holds under the condition: either both P and Q are power series of y (in
this case the sign is “+ ” ), or else both are polynomials on y−1 (in this case the sign is
“− ” ).
(2) If x0, y0 ∈ C with y0 6= 0, and P1 Ex0y Q1, P2 Ex0y Q2, then
A(x0,y0)(P1P2) ≤ A(y0)(Q1)A(y0)(Q2) = Q1(|y0|)Q2(|y0|). (2.12)
Proof. One can see that (2) and (2.10) (a) are obvious, and (2.10) (b), (2.11) are obtained by
noting that for a, b ∈ Q− and i ∈ Z>0, one has
(−1)i
(
a
i
)
=
∣∣∣(a
i
)∣∣∣≤ ∣∣∣(a+ b
i
)∣∣∣=(−1)i(a+ b
i
)
,
(
k
i
)
≤
∣∣∣(−k
i
)∣∣∣≤ {ki if k∈Z≥1,
k if 0<k∈Q<1. 
Take
F˜ = f˜1y +
∞∑
i=2
f˜iy
i ∈ C(x)[[y]], (2.13)
with f˜i ∈ C(x) and f˜1 6= 0. Regarding F˜ as a function on y (with parameter x being regarded as
fixed), we have the formal inverse function denoted by yF˜ ∈ C(x)[[F˜ ]] such that [cf. (2.5) ]
y = yF˜ (F˜ ) = b1F˜ +
∞∑
i=2
b iF˜
i, (2.14)
with b i = Coeff(y, F˜
i) ∈ C(x) being determined by b1 = f˜−11 ∈ C(x) and
b i = −
i−1∑
j=1
bj f˜
j−i
1
j∑
ℓ=0
(
j
ℓ
) ∑
n∈Z≥0, λ1,λ2,...,λn≥0
λ1+2λ2+···+nλn= i−j
(
ℓ
λ1, λ2, ..., λn
)
f˜−λ1−λ2−···−λn1 f˜
λ1
2 f˜
λ2
3 · · · f˜λnn+1, (2.15)
for i ≥ 2, which is obtained by comparing the coefficients of yi in (2.14).
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Lemma 2.4. Let (with aˆi ∈ R≥0, aˆ1 > 0),
Fˆ = aˆ1y +
∞∑
i=2
aˆiy
i ∈ C[[y]] and Fˆneg = aˆ1y −
∞∑
i=2
aˆiy
i, (2.16)
be a controlling function on y and its negative correspendence [cf. (2.8) ], and let
y = yˆneg(Fˆneg) = bˆ1Fˆneg +
∞∑
i=2
bˆiFˆ
i
neg, (2.17)
be the formal inverse function of Fˆneg, where bˆ1 = aˆ
−1
1 and bˆi = Coeff(y, Fˆ
i
neg) ∈ C. Then
(1) yˆneg(Fˆneg) is a controlling function on Fˆneg, i.e., for i ≥ 1,
bˆi = Coeff(y, Fˆ
i
neg) ≥ 0. (2.18)
(2) If F˜ Ex0y Fˆ with F˜ as in (2.13) and f˜i(x0) exists for all possible i and |f˜1(x0)| = aˆ1, then
y = yF˜ (F˜ )E
x0
F˜
yˆneg(F˜ ), i.e.,
bi E
x0 bˆi, (2.19)
where bi = Coeff(y, F˜
i) is as in (2.14), and biE
x0 bˆi means that |bi(x0)| ≤ bˆi. In particular
y Ey yˆneg(Fˆ ), (2.20)
where the right side of “Ey ” is regarded as a function of y by substituting Fˆ by (2.16).
Proof. Note that (1) follows from (2) by simply taking F˜ = aˆ1y. Thus we prove (2). We want
to prove, for i ≥ 1,
∂iy
∂F˜ i
E
x0
y
diy
dFˆ ineg
, (2.21)
where the left-hand side is understood as that we first use (2.14) to regard y as a function on F˜
(with parameter x) and apply ∂
i
∂F˜ i
to it, then regard the result as a function on y (and the like
for the right-hand side, which does not contain the parameter x). By (2.10), we have ∂F˜
∂y
Ex0y
dFˆ
dy
,
and thus (
∂F˜
∂y
)−1
E
x0
y
((dFˆ
dy
)
neg
)−1
=
(
dFˆneg
dy
)−1
,
i.e., ∂y
∂F˜
Ex0y
dy
dFˆ neg
and (2.21) holds for i = 1. Inductively, by Lemma 2.3,
∂iy
∂F˜ i
=
∂
∂F˜
( ∂i−1y
∂F˜ i−1
)
=
∂
∂y
( ∂i−1y
∂F˜ i−1
)(∂F˜
∂y
)−1
Ex0y
d
dy
( di−1y
dFˆ i−1neg
)(dFˆneg
dy
)−1
=
diy
dFˆ ineg
. (2.22)
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This proves (2.21). Using (2.21) and noting from (2.14) and (2.17), we have
b i =
1
i!
∂iy
∂F˜ i
∣∣∣
F˜=0
=
1
i!
∂iy
∂F˜ i
∣∣∣
y=0
E
x0
1
i!
diy
dFˆ ineg
∣∣∣
y=0
=
1
i!
diy
dFˆ ineg
∣∣∣
Fˆ neg=0
= bˆi.
This proves (2.19). Since F˜ Ex0y Fˆ and yˆneg is a controlling function, we have yˆneg(F˜ )E
x0
y yˆneg(Fˆ ).
This together with (2.19) proves (2.20). 
3. Proof of Theorem 1.3
First we use (1.13) to prove (1.14): Assume hp0,p1 = |yt|, nt = |θx2t | (for t = 0 or 1; the proof
for the case hp0,p1 = |θx2t |, nt = |yt| is exactly similar). Then the only nontrivial case in (1.14) is
the case when a = |yt|, b = |θx2t |. In this case, we have
|a− b| =
∣∣∣|yt| − |θx2t |∣∣∣ ≤ |yt + θx2t |
< h
2m
2m+1
p0,p1
= |yt|
2m
2m+1 < |θx2t |
2m+1
2m+2 = n
2m+1
2m+2
t
, (3.1)
where the last inequality follows from the fact that by (1.13), we have (when |yt| = hp0,p1 ≥ s0 is
sufficiently large)
|θx2t | > |yt| − h
2m
2m+1
p0,p1
= |yt| − |yt|
2m
2m+1 > |yt|
2m(2m+2)
(2m+1)2 . (3.2)
To prove (1.13), assume conversely that there exists (p0i, p1i) =
(
(x0i, y0i), (x1i, y1i)
) ∈ V for
any i ∈ Z>0 satisfying
hp0i,p1i ≥ i, (3.3)
such that at least one of the following does not hold:
(i) |θx20i + y0i| < h
2m
2m+1
p0i,p1i
, (ii) |θx21i + y1i| < h
2m
2m+1
p0i,p1i
. (3.4)
Thus we obtain a sequence (p0i, p1i), i = 1, 2, ... Since at least one of the conditions in (3.4) cannot
hold for infinite many i’s, if necessary by replacing the sequence by a subsequence [if the sequence
(p0i, p1i) is replaced by the subsequence (p0,ij , p1,ij ), then we always have ij ≥ j; thus (3.3) still
holds after the replacement], we may assume one of the conditions in (3.4) does not hold for all i.
If necessary by switching p0i and p1i, we can assume (3.4) (i) cannot hold for all i, i.e.,
|θx20i + y0i| ≥ h
2m
2m+1
p0i,p1i
→∞, (3.5)
for all i≫ 1. We need to use the following notations:
ai ∼ bi, ai ≺ bi, ai  bi, (3.6)
means respectively
s1 <
∣∣∣ai
bi
∣∣∣ < s2, lim
i→∞
ai
bi
= 0,
∣∣∣ai
bi
∣∣∣ ≤ s1,
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for some fixed s1, s2 ∈ R>0. By (1.5), we can write, for some fjk ∈ C,
F = FL + F1 with F1 =
m−1∑
j=0
ym−1−j
2j+1∑
k=0
fjkx
k. (3.7)
Since |θx20i|, |y0i| ≤ hp0i,p1i , by (3.5) and (3.7), we have
F1(p0i)  h
m− 1
2
p0i,p1i
≺ (θx20i + y0i)m = FL(p0i), (3.8)
and thus [we remark that although it is possible that (θx20i+y0i)
m ≺ hmp0i,p1i , it is very crucial that
we have (3.9) ]
F (p0i) ∼ FL(p0i) = (θx20i + y0i)m. (3.9)
Similarly, F1(p1i)  h
m− 1
2
p0i,p1i
≺ (θx20i + y0i)m = FL(p0i). We obtain the following important fact:
1 =
F (p1i)
F (p0i)
= lim
i→∞
F (p1i)
F (p0i)
= lim
i→∞
FL(p1i)
FL(p0i)
+ F1(p1i)
FL(p0i)
1 + F1(p0i)
FL(p0i)
= lim
i→∞
FL(p1i)
FL(p0i)
= lim
i→∞
(θx21i + y1i)
m
(θx20i + y0i)
m
. (3.10)
Therefore, by replacing the sequence by a subsequence, we have
lim
i→∞
θx21i + y1i
θx20i + y0i
= ω, (3.11)
where ω is some m-th root of unity. Furthermore, when i ≫ 1, by (3.5) we have [cf. Convention
2.1 (3)]
E :=
h
m− 1
2
p0i,p1i
βm
0
→ 0, where β0 := θx20i + y0i. (3.12)
Set
β1 :=
θx21i + y1i
θx20i + y0i
− 1 → ω − 1. (3.13)
Remark 3.1. Before continuing, we would like to remark that our idea is to take some variable
change [cf. (3.17) ] to send the leading part FL of F to a “leading term” [cf. (3.21) ], which has the
highest absolute value when (x, y) is set to p0i or p1i [cf. (3.23) ] so that when we expand it as a
power series of y, it converges absolutely [cf. (3.26) ], and further, the inverse function converges
absolutely (cf. Lemma 3.3). Then we can derive a contradiction [cf. (3.45) ].
Proof of Theorem 1.3. Now we begin our proof of (1.13) in Theorem 1.3 as follows. Since x0i 6= x1i
or y0i 6= y1i for all i, replacing the sequence by a subsequence we may assume that either x0i 6= x1i
for all i or else y0i 6= y1i for all i.
Case 1: First assume x0i 6= x1i for all i. Set [where i =
√−1, cf. the statement after (3.22) to
see why we need to choose such a β2]
u1 = 1 + β1x+ β2x(1− x) ∈ C[x], where β2 =
{
0 if ω 6= −1,
i else.
(3.14)
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We have
Lemma 3.2. There exists some δ > 0 independent of E such that for all a ∈ R≥0 with 0 ≤ a ≤ 1,
when i≫ 1, we have
|u1(a)| > δ. (3.15)
Proof. Fix δ1 ∈ R>0 to be sufficiently small.
• First assume ω = 1 (then β2 = 0). By (3.13), we can then assume |β1| < δ1. Then for a
with 0 ≤ a ≤ 1, we have |u1(a)| ≥ 1− |β1|a ≥ 1− δ1.
• Next assume ω = −1 (then β2 = i ). We can then assume |β1 im| < δ21 [cf. Convention
2.1 (1)] and 2− δ21 ≤ |β1 re| ≤ 2 + δ21 by (3.13). For a with δ1 ≤ a ≤ 1− δ1, we have
|u1(a)| ≥ |u1(a)im| = |β1 ima+ β2 ima(1− a)| ≥ a(1− a)− |β1 im|a ≥ δ1(1− δ1)− δ21 . (3.16)
If 0 ≤ a ≤ δ1, we have |u1(a)| ≥ |u1(a)re| = |1 + β1 rea| ≥ 1− (2 + δ21)δ1. If 1− δ1 ≤ a ≤ 1,
then |u1(a)| ≥ |u1(a)re| = |1 + β1 rea| ≥ (2− δ1)(1 − δ1)− 1.
• Now assume ω 6= ±1 (then β2 = 0). We can then assume |β1 im| ≥ δ1 and |β1| ≤ 2 + δ1.
If 0 ≤ a ≤ δ1, we have |u1(a)| ≥ 1 − |β1|δ1 ≥ 1 − (2 + δ1)δ1. If δ1 ≤ a ≤ 1, then
|u1(a)| ≥ |u1(a)im| = |β1 im|δ1 ≥ δ21 .
In any case we can choose a unified δ > 0 such that (3.15) holds. 
We set [cf. Remark 3.1, our purpose is to use the variable change (3.18) to send the leading part
FL of F to the element (3.21) which is a term (the “leading term”) with the lowest degree of y in
Fˆ , cf. (3.22) ]
u = xi0 + β3x, v = β0u1y
−1 − θu2, β3 = x1i − x0i, (3.17)
Fˆ = β−m0 F (u, v), Gˆ = −βm−10 β−13 G(u, v) ∈ C[x, u−11 , y±1] ⊂ C(x)[y±1]. (3.18)
Then one can easily verify that J(u, v) = du
dx
∂v
∂y
= −β0β3u1y−2 and
u|(x,y)=(0,1) = x0i, u|(x,y)=(1,1) = x1i, v|(x,y)=(0,1) = y0i, v|(x,y)=(1,1) = y1i. (3.19)
Thus, for q0 = (0, 1), q1 = (1, 1), we have
J(Fˆ , Gˆ) = u1y
−2,
(
Fˆ (q0), Gˆ(q0)
)
=
(
Fˆ (q1), Gˆ(q1)
)
. (3.20)
Note that the leading part FL of F contributes to Fˆ the following element (which is the only term
in Fˆ with the lowest y-degree −m, referred to as the leading term of Fˆ ):
β−m0 (θu
2 + v)m = um1 y
−m. (3.21)
Since all coefficients of x and y−1 in u or v have absolute values being  the height hp0i,p1i
[cf. (3.17) ], due to the factor β−m0 in Fˆ [cf. (3.18) ], we see from (3.7) and (3.12) that other terms
of F (i.e., terms in F1) can only contribute O(E)
1 elements to Fˆ [cf. Convention 2.1 (3) for notation
O(E)j ]. Thus we can write, for some fj = O(E)
1 ∈ C[x, u−11 ] ⊂ C(x),
Fˆ = um1 y
−m
(
1 +
m∑
j=1
fjy
j
)
. (3.22)
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and some m ∈ Z>0 (in our case here m = m; in Case 2 below m = 3m). By (3.15), we see that
fj(a) for 0 ≤ a ≤ 1 is well-defined for any j and fj(a) = O(E)1 [this is why we need to choose
some β2 to satisfy (3.15) ]. Set
s1 = max
{|fj(a)| ∣∣ 1 ≤ j ≤ m, 0 ≤ a ≤ 1} = O(E)1. (3.23)
Let 0 ≤ a ≤ 1. Take [here we choose an m-th root of um1 to be u1, this choice will not cause any
problem since we will only encounter integral powers of u1 below, cf. (2.3) ]
P := Fˆ−
1
m ∈ u−11 y + y2C(x)[[y]], (3.24)
Fˆ = |u1(a)|my−m(1 + Fˆ−), where Fˆ− = s1
m∑
j=1
yj = O(E)1. (3.25)
We have (cf. Definition 2.2 and Lemma 2.3)
Fˆ Eay Fˆ , P E
a
y Pˆ := |u1(a)|−1y(1− Fˆ−)−
1
m . (3.26)
Thus Fˆ , P converges absolutely [by Lemma 2.3 (3)] when setting x = a and y = 1. Let
P0 := P |(x,y)=(0,1) = 1 +O(E)1, (3.27)
where the last equality can be easily seen from (3.22) and (3.24) by noting that u1(0) = 1. Write
[cf. (2.5) and (2.14)]
(i) y = u1P +
∞∑
i=2
b iP
i, (ii) Gˆ =
∞∑
i=−mG
ciP
i, (3.28)
for some bi, ci ∈ C(x), where we assume that Gˆ has the lowest y-degree −mG. To continue the
proof of Theorem 1.3, we need the following lemma. First, let 0 ≤ a ≤ 1.
Lemma 3.3. (1) The series in (3.28) (i) converges absolutely when setting (x, P ) to (a, P0),
and
Y0(a) := y|(x,P )=(a,P0) = u1(a) +O(E)1. (3.29)
(2) Regarding
(
∂Fˆ
∂y
)−1
as a series of P , it converges absolutely when setting (x, P ) to (a, P0).
Furthermore, (∂Fˆ
∂y
)−1∣∣∣
(x,P )=(a,P0)
= −m−1u1(a) +O(E)1. (3.30)
(3) The series in (3.28) (ii) converges absolutely when setting (x, P ) to (a, P0).
Proof. (1) (cf. Remark 3.4) Note that the negative correspondence of Pˆ is [cf. (2.8) ]
Pˆneg := 2|u1(a)|−1y − Pˆ = 2|u1(a)|−1y − |u1(a)|−1y(1− F−)− 1m . (3.31)
Let yneg = yneg(Pˆneg) be the inverse function of Pˆneg [cf. (2.17) ]. Then Lemma 2.4 shows that
y(P ) EaP yneg(P ). (3.32)
Thus to see whether the series in (3.28) (i) [which is the left-hand side of (3.32) ] converges abso-
lutely when setting (x, P ) to (a, P0), it suffices to see if the series yneg(P ) [which is the right-hand
side of (3.32) ] converges when setting P to |P0|. The latter is equivalent to whether (3.31) has the
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solution for y when Pˆneg is set to |P0| (note that the solution, if exists, must be unique by noting
that the inverse function of Pˆneg is a controlling function and a controlling function which is a
nontrivial power series of y must be a strictly increasing function). Note from (3.27) that there
exist some w ∈ R and some fixed numbers s2, s3 ∈ R>0 (i.e., s2, s3 are independent of E) such
that
|P0| = 1 + w with −s2E ≤ w ≤ s3E. (3.33)
Consider the right-hand side of (3.31):
• if we set y to |u1(a)| − s4E for some sufficiently large s4, then it obviously has some value
1 + w1 with w1 < −s2E ≤ w;
• if we set y to |u1(a)| + s5E for some sufficiently large s5, then it has some value 1 + w2
with w2 > s3E ≥ w.
Since the right-hand side of (3.31) is a continuous function on y, this shows that there exists
(unique) y0 ∈ R>0 such that
Pˆneg|y=y0 = |P0|, and obviously, y0 = |u1(a)|+O(E)1, (3.34)
i.e., (3.31) has the solution y = y0 when Pˆneg is set to |P0|, and thus the first part of (1) follows.
As for (3.29), note that Y0(a) is the solution of y in the equation P0 = P |x=a. Using (3.29) in this
equation, we see that it holds up to O(E)1.
(2) By Lemmas 2.3 and 2.4, using (3.24)–(3.26), we have(∂Fˆ
∂y
)−1
E
a
y
ym+1
m|u1(a)|m(1−Q−) EP
ym+1
m|u1(a)|m(1−Q−)
∣∣∣
y=yneg(P )
, (3.35)
where [cf. (3.23) and (3.25) ]
Q− = s1
m∑
j=1
∣∣∣m−jm ∣∣∣yj = O(E)1. (3.36)
The right-hand side of (3.35) (a controlling function) converges obviously when setting P to |P0|
since by (3.34), we have yneg(|P0|) = y0 = |u1(a)|+O(E)1 and so by (3.36),
0 ≤ Q−
∣∣
y=yneg(|P0|)
= O(E)1 < 1. (3.37)
This proves the first statement of (2) [cf. (2.12) ]. As for the second statement, note that setting
(x, P ) to (a, P0) is equivalent to setting (x, y) to
(
a, Y0(a)
)
. Then (3.30) follows from (3.22), (3.23)
and (3.29).
(3) follows from (1) since Gˆ|x=a is a polynomial on y±1. This proves Lemma 3.3. 
Remark 3.4. By (3.22),
Fˆ = the leading term + O(E)1, (3.38)
where O(E)1 is a finite combination of powers of y±1. In this case, we can in fact easily choose a
simpler controlling function Pˆ for P [cf. (3.26) ]:
Pˆ = |u1(a)|−1y
∞∑
i=0
Eδ1iyi =
|u1(a)|−1y
1− Eδ1y , (3.39)
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where δ1 ∈ R>0 is some fixed sufficiently small number. Then the negative correspondence of Pˆ
is simply the following,
Pˆneg = |u(a)|−1y
(
1− E
δ1y
1− Eδ1y
)
=
|u(a)|−1y(1− 2Eδ1y)
1− Eδ1y , (3.40)
and we can explicitly write down the inverse function of Pˆneg by solving y from (3.40) to obtain
yneg(Pˆneg) [which, by Lemma 2.4 (1), must be a controlling function on Pˆneg (although it is not
obvious to see)]
yneg(Pˆneg) =
1 + Eδ1 |u(a)|Pˆneg −A
4Eδ1
, where (3.41)
A =
(
1− 6Eδ1 |u(a)|Pˆ neg + E2δ1 |u(a)|2Pˆ2neg
) 1
2
.
From this, one easily sees that the right-hand side of (3.32) converges when P is set to |P0|, i.e.,
(3.41) converges when Pˆneg is set to |P0| [if we expand A as a power series of Pˆneg, it converges
absolutely when Pˆneg is set to |P0| simply because there appear the factors Eδ1 and E2δ1 ]. Thus the
proof of Lemma 3.3 (1) is easier (we have used the above proof in Lemma 3.3 as it can be adapted
in some more general situation).
Now we return to our proof of Theorem 1.3. By Lemma 3.3 (3), we are now safe to set (x, y) to
(0, 1) and (1, 1) [which is equivalent to setting (x, P ) to (0, P0) and (1, P0) respectively] in (3.28) (ii)
to obtain
0 = Gˆ(1, 1) − Gˆ(0, 1) =
∞∑
i=−mG
(
ci(1) − ci(0)
)
P i0. (3.42)
Denote
Q := −J(Fˆ , Gˆ)
(∂Fˆ
∂y
)−1
= −u1y−2
(∂Fˆ
∂y
)−1
, (3.43)
where the last equality follows from (3.20). Take the Jacobian of Fˆ with (3.28) (ii), by (3.20) and
(3.43), we obtain [by regarding Q as in C(x)((y))]
Q =
∞∑
i=−mG
dci
dx
P i. (3.44)
Since Q has the form (3.43), by Lemma 3.3, we see that when we expand Q as a power series on
P [that is, (3.44) ] and when P is set to P0, the series [i.e, (3.44)] must converge absolutely, and in
fact uniformly for x ∈ [0, 1] := {x ∈ R | 0 ≤ x ≤ 1}. This together with (3.42) and (3.44) implies
0 =
∞∑
i=−mG
(ci(1)− ci(0))P i0 =
∞∑
i=−mG
∫ 1
0
dci
dx
P i0dx
=
∫ 1
0
∞∑
i=−mG
dci
dx
P i0dx =
∫ 1
0
Q
∣∣
P=P0
dx =
∫ 1
0
Q
∣∣
y=Y0(x)
dx
= m−1
∫ 1
0
dx+O(E)1 = m−1 +O(E)1, (3.45)
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which is a contradiction, where the sixth equality of (3.45) follows from (3.43), (3.29) and (3.30),
and the fifth follows by noting that Q
∣∣
P=P0
means that we need to express Q as an element in
C(x)[[P ]] [i.e., use (3.28) (i) to substitute y, that is exactly the equation (3.44) ] then set P to P0,
which is equivalent to directly setting y to Y0(x) in Q [cf. (3.29) ]. Thus this case cannot occur.
Case 2: Assume x1i = x0i for all i. Then y1i 6= y0i and β1 6= 0 by (3.13) (otherwise we would
obtain that p0i = p1i). Similar to (3.14), we set
u1=1 +β1u2, u2 = x+β¯2x(1−x), (3.46)
where β¯2 ∈ C is chosen such that (3.15) holds [such β¯2 can be easily found, for example if ω = 1,
i.e., limi→∞ β1 = 0 by (3.13), then we can simply choose β¯2 = 0; if ω 6= 1, then we can take
β¯2 = β
−1
1 β2 such that β2 satisfies (3.14) ]. Then similar to (3.17) and (3.18), we take (where
β˜3 = x1i − β3 for any β3 ∈ C with β˜3 6= 0)
u = β˜3y + β3, v = β0u1y
−1 − θu2, (3.47)
and Fˆ = β−m0 F (u, v), Gˆ = −β˜−13 β−11 βm−10 G(u, v) ∈ C(x)[y±1]. Then J(Fˆ , Gˆ) = −du2dx y−1, and
we have (3.20). Now following exactly the same arguments in Case 1 [the only difference is now
m = 3m, cf. (3.22)], we can obtain [cf. (3.45)]
0 = m−1
∫ 1
0
du2
dx
dx+O(E)1 = m−1 +O(E)1, (3.48)
which again is a contradiction. Thus Case 2 cannot occur either.
The above proof means that if (3.3) holds, then we must have (3.4). The proof of Theorem 1.3
is now completed. 
Remark 3.5. From the proof of Theorem 1.3, we see that it is enough to take, for example, s0
to be (where mG = degG)
s0 = α
α, where α = 2(m+mG)2 +
∑
i,j
(|Coeff(F, xiyj)|+ |Coeff(G,xiyj)|). (3.49)
4. Proof of Theorem 1.4
Proof of Theorem 1.4. Obviously, Ak0,k1 defined in (1.16) is nonempty by assumption (1.15). To
prove the boundness of Ak0,k1 , assume, for i = 1, 2, ...,
(p0i, p1i) =
(
(x0i, y0i), (x1i, y1i)
) ∈ Ak0,k1 , (4.1)
is a sequence such that the height hp0i,p1i →∞. By definition, we have |x0i| = k0, |x1i| = k1. Thus
|y0i| = hp0i,p1i or |y1i| = hp0i,p1i . In any case, at least one inequation of (1.13) is violated. Hence
Ak0,k1 is bounded.
To prove the closeness of Ak0,k1 , let (4.1) be a sequence converging to some (p0, p1) =(
(x0, y0), (x1, y1)
) ∈ C4. Then σ(p0) = σ(p1) and |x0| = k0, |x1| = k1. We must have p0 6= p1
[otherwise, the local bijectivity of σ does not hold at the point p0, cf. arguments after (7.3) ], i.e.,
(p0, p1) ∈ Ak0,k1 , and so Ak0,k1 is a closed set in C4, namely, we have Theorem 1.4 (i). From this,
we see that γk0,k1 in (1.17) is well-defined.
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Now we prove Theorem 1.4 (iii). We will prove (1.18) (b) [the proof for (1.18) (a) is similar, but
simpler, cf. Remark 4.2]. First we claim that
γ0,0 > 0. (4.2)
To see this, by definition, there exists
(
(0, y˜0), (0, y˜1)
) ∈ A0,0 for some y˜0, y˜1 ∈ C with y˜0 6= y˜1,
thus also
(
(0, y˜1), (0, y˜0)
) ∈ A0,0. By definition, γ0,0 ≥ max{|y˜0|, |y˜1|} > 0, i.e., we have (4.2).
Fix k0 > 0. For any given k
′
1 > 0, let
β = max{γk0,k1 | k1 ≤ k′1}
= max
{ |y1| ∣∣ (p0, p1) = ((x0, y0), (x1, y1)) ∈ V, |x0| = k0, |x1| ≤ k′1 }. (4.3)
Assume conversely that there exists k1 < k
′
1 with γk0,k1 = β. We want to use the local bijectivity
of Keller maps to obtain a contradiction. Let E > 0 be a parameter such that E → 0 [cf. Convention
2.1 (3)]. Let
(p˜0, p˜1) =
(
(x˜0, y˜0), (x˜1, y˜1)
) ∈ V with |x˜0| = k0, |x˜1| = k1, |y˜1| = β. (4.4)
Set (and define G˜0, G˜1 similarly)
F˜0 = F (x˜0 + x, y˜0 + y), F˜1 = F (x˜1 + x, y˜1 + y). (4.5)
Denote
a˜0 = Coeff(F˜0, x
1y0), b˜0 = Coeff(F˜0, x
0y1), a˜ = Coeff(F˜1, x
1y0), b˜ = Coeff(F˜1, x
0y1). (4.6)
We use c˜0, d˜0, c˜, d˜ to denote the corresponding elements for G˜0, G˜1. Then A0 = (
a˜0
b˜0
c˜0
d˜0
) and A = (a˜
b˜
c˜
d˜
)
are invertible 2× 2 matrices such that detA0 = detA = J(F,G) = 1. For the purpose of proving
Theorem 1.4 (iii), we can replace (F,G) by (F,G)A−10 , then A0 becomes A0 = I2 (the 2×2 identity
matrix), and AA−10 becomes the new A, which is in fact the following matrix,
A =
(
a˜ c˜
b˜ d˜
)
=
(
Fx(p˜1)Gy(p˜0)−Gx(p˜1)Fy(p˜0) Gx(p˜1)Fx(p˜0)− Fx(p˜1)Gx(p˜0)
Fy(p˜1)Gy(p˜0)−Gy(p˜1)Fy(p˜0) Gy(p˜1)Fx(p˜0)− Fy(p˜1)Gx(p˜0)
)
, (4.7)
where the subscript “ x ” (resp., “ y ”) stands for the partial derivative
∂
∂x
(resp., ∂
∂y
), and F,G are
original F,G [i.e., before replaced by (F,G)A−10 ]. From this, for later use, we obtain the following:
There exist s1 ∈ R>0 (depending on degrees and coefficients of F,G) such that for any (p˜1, p˜2) ∈ V ,
we have
(i) |a˜|, |b˜|, |c˜|, |d˜| ≤ hs1
p˜0,p˜1
, (ii) either |a˜| ≥ h−s1
p˜0,p˜1
or |b˜| ≥ h−s1
p˜0,p˜1
, (4.8)
where, (ii) follows from (i) and the fact that a˜c˜ − b˜d˜ = 1. We can write [here “≡ ” means equal
modulo terms with degrees ≥ 3 by defining deg x = deg y = 1]
F˜0 ≡ x+ β˜1x2 + β˜2xy + β˜3y2, F˜1 ≡ a˜x+ b˜y + α˜1x2 + α˜2xy + α˜3y2,
G˜0 ≡ y + a˜1x2 + a˜2xy + a˜3y2, G˜1 ≡ c˜x+ d˜y + a˜4x2 + a˜5xy + a˜6y2, (4.9)
for some a˜i, α˜i, β˜i ∈ C, where, by subtracting F˜i (resp., G˜i) by the constant αF = F (x˜0, y˜0) [resp.,
αG = G(x˜0, y˜0) ], we have assumed they do not contain constant terms.
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For any s, t, u, v ∈ C, denote
q0 := (x˙0, y˙0) = (x˜0 + sE, y˜0 + tE), q1 := (x˙1, y˙1) = (x˜1 + uE, y˜1 + vE). (4.10)
The local bijectivity of Keller maps says that for any u, v ∈ C (cf. Remark 4.1), there exist s, t ∈ C
such that (q0, q1) ∈ V .
Remark 4.1. When we consider the local bijectivity of Keller maps, we always assume u, v ∈ C
are bounded by some fixed s ∈ R>0 (which is independent of E, and we can assume E as small as
we wish, for instance E < s−s
s
).
In fact we can use (4.9) to solve s, t up to O(E)2; for instance, for the purpose of solving s, we
can replace F˜i by the following
Fˇi := F˜i + β1F˜
2
i + β2F˜iG˜i + β3G˜
2
i , (4.11)
for i = 0, 1 and some βj ∈ C, so that F˜0 does not contain degree 2 terms [i.e., β˜i = 0 in (4.9); the
replacement (4.11) does not change the linear part of F˜i], then [note that the replacement (4.11)
is only used to solve s to obtain the following form, thus in general α˜i’s below are different from
that in (4.9) when β˜i’s are nonzero]
s = s0 +O(E)
2, s0 = a˜u+ b˜v + (α˜1u
2 + α˜2uv + α˜3v
2)E. (4.12)
We want to choose suitable u, v such that
(I) |x˙0| = |x˜0 + sE| = |x˜0| (= k0 > 0 ) , (II) |y˙1| = |y˜1 + vE| > |y˜1| (= β ) . (4.13)
If a˜ 6= 0 in (4.12), then we can easily first choose v to satisfy (II), then choose u to satisfy (I)
[cf. (4.12); we can also regard s as a free variable and solve u = a˜−1(s − b˜v) + O(E)1 from (4.12),
and then using the fact that x0 6= 0 we can solve s from (4.13) (I) as in (4.18) below]. Since
|x1| = k1 < k′1, we also have |x˙1| < k′1 [since E → 0, cf. (4.10) ]. This means that we can choose
(q0, q1) ∈ V with |x˙0| = k0, |x˙1| < k′1, but |y˙1| > β, which is a contradiction with the definition of
β in (4.3).
Now assume a˜ = 0 (and so b˜ 6= 0, c˜ 6= 0). In this case the situation is more complicated.
Remark 4.2. Before continuing, we remark that the proof of (1.18) (a) is easier: in that case
condition (4.13) (I) should be replaced by the condition |x˜1 + uE| = |x˜1|, which can be easily
satisfied even in case k1 = 0 (i.e., x˜1 = 0). Thus (1.18) (a) holds.
Now we continue our proof. Since |x˜0| = k0 > 0, and |y˜1| = β ≥ γk0,0 > γ0,0 > 0 [where the
first inequality follows from the definition of β in (4.3), the second from (1.18) (a) (cf. Remark
4.2), and the last from (4.2) ], we can rewrite (4.13) as [cf. (4.12) ]
(I)′ |1 + sˆE| = 1, (II)′ |1 + vˆE| > 1, where vˆ = y˜−11 v, sˆ = x˜−10 s, (4.14)
and regard vˆ as a new variable. Set [see also arguments after (5.9) ],
Fˆ0 = x˜0F˜0(x˜
−1
0 x, y), Gˆ0 = G˜0(x˜
−1
0 x, y), Fˆ1 = x˜0F˜1(x, y˜
−1
1 y), Gˆ1 = G˜1(x, y˜
−1
1 y), (4.15)
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and rewrite [cf. (4.9); we now use b, c, d, which are different from b˜, c˜, d˜ in (4.9), to denote the
coefficients of linear parts of Fˆ1, Gˆ1]
Fˆ0 =
∑
i≥2
aiy
i + x
(
1 +
∑
i≥2
a¯iy
i
)
+ · · · , Fˆ1 =
∑
i≥2
biz
i + by
(
1 +
∑
i≥2
b¯iz
i
)
+ · · · ,
Gˆ0 = y +
∑
i≥2
ciy
i + · · · , Gˆ1 = z +
∑
i≥2
diz
i + · · · , where z = cx+ dy, (4.16)
for some ai, a¯i, bi, b¯i, ci, di ∈ C, and where we regard Fˆ1, Gˆ1 as polynomials on y, z and we omit
terms with x-degree ≥ 2 in Fˆ0 (or ≥ 1 in Gˆ0), and omit terms with y-degree ≥ 2 in Fˆ1 (or ≥ 1 in
Gˆ1), which will be irrelevant to our computations below. In this case, by (4.16), we have
sˆ = bvˆ +O(E)1. (4.17)
If bim 6= 0 [cf. Convention 2.1 (1) ], we can always choose suitable vˆ ∈ C with vˆre > 0 such that
both (I)′ and (II)′ in (4.14) hold. Alteratively, we can also regard sˆ as a free variable [and solve
vˆ = b−1sˆ+O(E)1 from (4.17) ] and determine sˆ by solving sˆre from (4.14) (I)
′ to obtain
sˆre =
−1 + (1− sˆ2imE2)
1
2
E
= − sˆ
2
imE
2
+O(E)3, (4.18)
then choose sˆim [with (b
−1sˆ)re =
bresˆre+bimsˆim
|b|2 =
bimsˆim
|b|2 +O(E)
1 > 0] to satisfy (4.14) (II)′.
Now assume b ∈ R 6=0. We claim that for at least one i ≥ 2, we have
(ai, ci) 6= (bi, di). (4.19)
Otherwise we would in particular obtain (and the like for G)
F (x˜0, y˜0 + k ) = x˜
−1
0 Fˆ0
∣∣
(x,y)=(0,k)
= x˜−10 Fˆ1
∣∣
(x,y)=(kc−1,0)
= F (x˜1 + kc
−1, y˜1), i.e., (4.20)
σ(p¯0) = σ(p¯1) with
p¯0 = (x¯0, y¯0) = (x˜0, y˜0 + k ), p¯1 = (x¯1, y¯1) = (x˜1 + kc
−1, y˜1), (4.21)
for all k ≫ 1 [cf. Convention 2.1 (3)]. Then hp¯0,p¯1 ∼ k 2 [when k ≫ 1, cf. (3.6) ], and |θx¯21 + y¯1| ∼
k2 ≻ h
2m
2m+1
p¯0,p¯1
, a contradiction with (1.13). Thus (4.19) holds. Then, if necessary by replacing Gˆi
by Gˆi+ Fˆ
2
i for i = 0, 1 (which does not change the linear parts of Fˆ0, Fˆ1, Gˆ0, Gˆ1), we may assume,
for some minimal i0 ≥ 2,
ci0 6= di0 . (4.22)
By replacing Fˆj by Fˆj +
∑2i0
i=2 βiGˆ
i
j for some βi ∈ C and j = 0, 1, thanks to the term y in Gˆ0, we
can then suppose, for 2 ≤ i ≤ 2i0,
ai = 0. (4.23)
Now we need to consider two cases.
Case 1: Assume bk 6= 0 for some k ≤ 2i0. Take minimal such k ≥ 2. Setting [the second equation
amounts to setting z = wE in (4.16) ],
vˆ = vˇEk−1, u = c−1w − c−1d vˇEk−1, (4.24)
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and regarding vˇ, w as new variables, we can then solve from (4.16) [cf. (4.12), (4.14) and (4.17);
observe that all omitted terms and all coefficients a¯i’s, b¯i’s do not contribute to our solution of sˆ
up to Ek] to obtain, for some nonzero b′ ∈ C (by the facts that bk 6= 0 and k ≥ 2 is minimal),
sˆ = (bvˇ + b′wk)Ek−1 +O(E)k. (4.25)
Using this and the first equation of (4.24) in (4.14), one can then easily see that (4.13) have
solutions [by taking, for example, vˇ > 0 so that (II)′ holds and then choosing w to satisfy (I)′].
Case 2: Assume bi = 0 for 0 ≤ i ≤ 2i0. By computing the coefficients [note that the replacement
(4.11) is only used to solve s to obtain (4.12); our original Fi, Gi in (4.9) are obtained from (F,G)
without the replacement (4.11), thus the Fˆi, Gˆi defined in (4.15) still satisfy that J(Fˆi, Gˆi) ∈ C 6=0 ]
Coeff
(
J(Fˆ0, Gˆ0), x
0yi
)
= 0 = Coeff
(
J(Fˆ1, Gˆ1), x
0yi
)
, (4.26)
for i ≥ 1, and induction on i for 1 ≤ i < i0, one can easily obtain [using (4.22) and (4.23) ]
a¯i = b¯i for i < i0, and a¯i0 6= b¯i0 . (4.27)
In this case, by setting [the first equation below means that vˇE contributes a positive O(E)2i0
element to the left-hand side of (4.14) (II)′ since it does not have a real part, in particular (II)′
holds],
vˆ = v1iE
i0−1, u = c−1w − c−1dv1iE i0−1, (4.28)
for v1 ∈ R 6=0, we can then solve from (4.16) to obtain, for some nonzero b′′ ∈ C [by (4.27); all
omitted terms do not contribute to our solution of sˆ up to E2i0 ],
sˆE = bv1iE
i0 + b′′v1iw
i0E2i0 +O(E)2i0+1. (4.29)
Since b ∈ R 6=0, we see that (4.29) can only contribute an O(E)2i0 element to (4.14) (I)′. Using
(4.29) and the first equation of (4.28) in (4.14), one can again see that (4.13) have solutions by
choosing suitable w. This proves Theorem 1.4. 
5. Proof of Theorem 1.5 (1)
To prove Theorem 1.5 (1), let us make the following assumption [cf. Remark 1.6 (3)].
Assumption 5.1. Assume Theorem 1.5 (1) is not true.
Under this assumption, we have
Lemma 5.2. For any δ, k, k0, k1 ∈ R>0 with k > 1, δ < 12m , we have γk1+δk0,kk1 < k2γk0,k1 .
Proof. Assume the result is not true, then by choosing δ′ with δ < δ′ < 12m and by Theorem
1.4 (iii), we may assume γ k¯1+δ′k0,k¯k1 > k¯
2γk0,k1 for some k¯, k0, k1 ∈ R>0 with k¯ > 1. Thus we can
choose sufficiently small δ1, δ2 ∈ R>0 with δ1 < δ′ satisfying (the following holds when δ1 = δ2 = 0
thus also hold when δ1, δ2 > 0 are sufficiently small)
k
2(1+δ1)
1
(
γ k¯1+δ′k0,k¯k1 + δ2
)
(k¯k1)2(1+δ1)
>γk0,k1 + δ2. (5.1)
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Take k ≫ 1. We define V0 to be the subset of V consisting of elements (p0, p1) =
(
(x0, y0), (x1, y1)
)
satisfying [our aim is to design the following to satisfy Theorem 1.5 (1) ]
(a) 1 ≤ (k−11 |x1|)1+δ′−k−3 ≤ k−10 |x0| ≤ (k−11 |x1|)1+δ′+k−3 ≤ k1+δ′+k−3 ,
(b)
|y1|+ δ2
|x1|2(1+δ1)
≥ γ k¯1+δ
′
k0,k¯k1
+ δ2
(k¯k1)2(1+δ1)
. (5.2)
Then we can rewrite the above as the form in (1.19) (with η = 0), and obviously we have (1.21).
Further, by definition, there exists
(pˇ0, pˇ1) =
(
(xˇ0, yˇ0), (xˇ1, yˇ1)
) ∈ V with |xˇ0| = k¯1+δ′k0, |xˇ1| = k¯k1, |yˇ1| =γ k¯1+δ′k0,k¯k1 . (5.3)
Then one can easily see that (pˇ0, pˇ1) ∈ V0, i.e., V0 6= ∅.
Let (p0, p1) ∈ V0. If the first equality holds, or the second and third equalities hold, in (5.2) (a),
then we obtain that |x1| = k1, |x0| = k0, but by (5.1), (5.2) (b), the definition of γk0,k1 and
Theorem 1.4 (iii), we have
γk0,k1 =γ |x0|,|x1| ≥ |y1| ≥
|x1|2(1+δ1)
(
γ k¯1+δ′k0,k¯k1 + δ2
)
(k¯k1)2(1+δ1)
− δ2
=
k
2(1+δ1)
1
(
γ k¯1+δ′k0,k¯k1 + δ2
)
(k¯k1)2(1+δ1)
− δ2 >γk0,k1 , (5.4)
which is a contradiction.
If the last equality holds in (5.2) (a), then one obtains that |x1| ∼ k , |x0| ∼ k1+δ′ when k ≫ 1
[cf. (3.6); see Remark 5.3; note that kk
−3
= 1+O(k−1)3 ]. By (5.2) (b), we have |y1|  |x1|2(1+δ1) ∼
k2(1+δ1). Note that (1.14) in particular implies that either hp0,p1 ∼ |x0|2 ∼ |y0| or hp0,p1 ∼
|x1|2 ∼ |y1|, in any case we obtain that hp0,p1  k2(1+δ
′) (in fact the latter case cannot occur as
|x1|2 = k2 ≺ k2(1+δ1)  |y1|). We have (where the part “≻ ” follows by noting from δ′ < 12m that
|y1|  k2(1+δ1) ≻ k2  k2
(1+δ′)2m
2m+1 )
|x1 + y1| ≥ |y1| − |x1| ∼ |y1| ≻ k
(1+δ′)2m
2m+1  h
2m
2m+1
p0,p1
, (5.5)
a contradiction with (1.13). This shows that Theorem 1.5 (1) holds, a contradiction with Assump-
tion 5.1. The lemma is proven. 
Remark 5.3. Note that when we design the system (5.2), k is simply some fixed positive real
number. When we say k ≫ 1, it means that we may need to choose sufficiently large k such that
the system (5.2) can satisfy our requirement. This will also apply to some similar situations later.
Lemma 5.4. For any k0, k1 ∈ R>0, we have γk0,k1 > |θ|k21 .
Proof. Assume the result is not true, then by choosing k′0 ∈ R>0 with k′0 < k0, we may assume
γk′0,k1
< |θ|k21, (5.6)
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for some k′0, k1 > 0. Denote α =
γk′
0
,k1
k21
< |θ| by (5.6). By Lemma 5.2, we have γkk′0,kk1 <
k2γk′0,k1
= k2k21α for all k ≫ 1. Let
(p0, p1) ∈ V with |x0| = kk′0, |x1| = kk1, |y1| =γkk′0,kk1 < k
2k21α. (5.7)
Then as in the proof of the previous lemma, we have hp0,p1 ∼ k 2 when k ≫ 1, but then
|θx21 + y1| ≥ |θx21| − |y1| > (|θ| − α)k 2k21 > h
2m
2m+1
p0,p1
, (5.8)
which is a contradiction with (1.13). This proves Lemma 5.4. 
Now let k ≫ 1. We take
(p¯0, p¯1) =
(
(x¯0, y¯0), (x¯1, y¯1)
) ∈ Ak ,k with |x¯0| = |x¯1| = k , |y¯1| =γk ,k > |θ|k2, (5.9)
where the inequalities follow from Lemma 5.4. Similar to (4.5) (but not exactly), we define
F0 = F
(
x¯0(1 + x), y¯0 + y
)
, F1 = F
(
x¯1(1 + x), y¯1(1 + y)
)
, (5.10)
and define G0, G1 similarly [thus the matrices A0, A defined after (4.6) now have determinants
detA0 = x¯0J(F,G) 6= 0, detA = x¯1y¯1J(F,G) 6= 0, and again by replacing (Fi, Gi) by (Fi, Gi)A−10
for i = 0, 1, we can assume A0 = I2]. Similar to (4.9), we can write [with replacement (4.11) so
that F0 does not contain degree 2 terms; we remark again that the replacement (4.11) is only used
to solve s to obtain (5.14) ]
F0 ≡ x, F1 ≡ −akx+ bky + α1x2 + α2xy + α3y2, (5.11)
G0 ≡ y + a1x2 + a2xy + a3y2, G1 ≡ c˜x+ d˜y + a4x2 + a5xy + a6y2, (5.12)
where we have written the coefficients of u, v as −ak , bk to emphasis that they may depend on k
(of course other coefficients also depend on k) and that they are in fact positive as shown in the
next lemma.
We define q0, q1 accordingly [similar to, but a slightly different from, (4.10), simply due to the
different definitions in (5.10) and (4.5); note that E may depend on k : in general the larger k is,
the smaller E; but in any case once k is chosen we can always choose sufficiently small E, cf. also
Remark 4.1],
q0 := (x˙0, y˙0) =
(
x¯0(1 + sE), y¯0 + tE
)
, q1 := (x˙1, y˙1) =
(
x¯1(1 + uE), y¯1(1 + vE)
)
. (5.13)
In particular, we have (4.9), and as in (4.12),
s = −aku+ bkv + (α1u2 + α2uv + α3v2)E +O(E)2. (5.14)
To avoid confusion we remark that if we still use a˜, b˜, α˜i to denote the elements defined in (4.7)
[with (p˜0, p˜1) replaced by (p¯0, p¯1)], then −ak , bk , αi in (5.14) are not a˜, b˜, α˜i simply because of the
different definition of (5.10) from (4.5); in fact, we have the following relations:
ak = −x¯−10 a˜x¯1, bk = x¯−10 b˜y¯1, α1 = x¯−10 α˜1x¯21, α2 = x¯−10 α˜2x¯1y¯1, α3 = x¯−10 α˜3y¯21. (5.15)
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To see this, note that Fi, Gi defined in (5.10) are in fact Fˆi, Gˆi defined in (4.15). Therefore, as in
(4.8) there exists some fixed s0 ∈ R>0 such that, for i = 1, 2, 3,
|ak |, |bk |, |αi| ≤ ks0 . (5.16)
The numbers ak , bk will play very crucial roles in our proofs in this section.
Lemma 5.5. We have ak > 0, bk > 0.
Proof. First assume ak im 6= 0 or ak re < 0 or bk im 6= 0 or bk re < 0 [cf. Convention 2.1 (1)]. Then
from (5.14) one can easily choose u, v [with uim 6= 0, ure < 0, vim 6= 0, vre > 0 such that either
(aku)re > 0 or (bkv)re < 0, and so sre < 0] satisfying [cf. (5.13) and (5.14) ]
0 < k0 := |x˙0| = k |1 + sE| < k , 0 < k1 := |x˙1| = k |1 + uE| < k ,
|y˙1| =γk ,k |1 + vE| >γk ,k , (5.17)
i.e., 0 < k0 < k and 0 < k1 < k with γk0,k1 ≥ |y˙1| >γk ,k , a contradiction with Theorem 1.4 (iii).
Thus ak ≥ 0 and bk ≥ 0.
If ak = 0, similar to arguments after (4.14) [see also arguments after (7.7) ], we may have two
possible cases [cf. (4.24), (4.25) and (4.28), (4.29) ]:
v = vˆEk−1, u = c−1w − c−1d vˆEk−1, s = (bk vˆ + b′wk)Ek−1 +O(E)k, (5.18)
v = v1iE
i0−1, u = c−1w − c−1dv1iEi0−1, sE = bkv1iEi0 + b′′v1iwi0E2i0 +O(E)2i0+1, (5.19)
where vˆ, w ∈ C, v1 ∈ R 6=0, b′, b′′ ∈ C 6=0, k, i0 ∈ Z≥2. Assume we have the case (5.18) [the proof
for the case (5.19) is similar], we can first choose vˆ with vˆre > 0 so that the last inequation of
(5.17) holds, then choose w with (c−1w)re < −1 (sufficiently smaller than −1) and (b′wk)re < 0
(sufficiently smaller than −1, such w can be always chosen since k ≥ 2) such that the first two
inequations of (5.17) hold. Thus (5.17) holds, and as before we obtain a contradiction. Therefore
ak > 0. Similarly bk > 0. The lemma is proven. 
Lemma 5.6. For any fixed N ∈ R>0, let δ′ ∈ R>0 be such that δ′ > ln(k)−N (where ln(·) is the
natural logarithmic function), we have |θ|k2 <γk,k < (1 + δ′)|θ|k2.
Proof. By (1.14), when k ≫ 1, we either have hp¯0,p¯1 ∼ |x0|2 ∼ |y0| or hp¯0,p¯1 ∼ |x1|2 ∼ |y1|. In any
case, hp¯0,p¯1 ∼ k 2. If γk ,k ≥ (1 + δ′)|θ|k2, then when k ≫ 1,
|θx¯21 + y¯1| ≥ |y¯1| − |θx¯21| ≥ δ′k2 ≥ ln(k )−Nk 2 ≻ k
2m
2m+1 ∼ h
2m
2m+1
p¯0,p¯1
, (5.20)
a contradiction with (1.13). 
Lemma 5.7. For any fixed δ ∈ R>0 with δ < 12m , we have 2bk ≥ 1 + δ + ak for all k > 0.
Proof. Assume the lemma does not hold, then we can choose sufficiently small δ1 > 0 (which can
depend on k) such that
2(1 + δ1)bk < 1 + δ − δ1 + ak . (5.21)
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Let ℓ≫ k (we can assume E < ℓ−ℓ, cf. Remark 4.1). We define V0 to be the subset of V consisting
of elements (p0, p1) =
(
(x0, y0), (x1, y1)
)
satisfying [again our purpose is to design the following to
satisfy Theorem 1.5 (1) ]
(i) 1 ≤ (k−1|x1|)1+δ−δ1−ℓ−3 ≤ |x0| ≤ (k−1|x1|)1+δ ≤ ℓ1+δ, (ii) γ−1k ,k |y1|+ E3(
k−1|x1|
)2(1+δ1) ≥ 1 + E2. (5.22)
Then we have (1.19) (with η = 0) and (1.21).
Remark 5.8. Recall from statements inside the bracket before (5.13) and Remark 4.1 that when
k is fixed, E can be fixed, and we can assume E < ℓ−ℓ for any ℓ≫ k . We here emphasis that the
E used in the above design of the system of inequations in (5.47) is exactly the same as that used
in the local bijectivity of Keller maps in (5.13). There is no any problem in doing this since our
design does not need to use the local bijectivity of Keller maps, we only use the local bijectivity
of Keller maps to show that the set V0 we defined is nonempty [in the sense of defining the system
(5.22), ℓ, k , E are simply some chosen (and fixed) positive real numbers, cf. Remark 5.3 ].
For any (p0, p1) ∈ V0, if the first equality holds, or the second and third equalities hold, in
(5.22) (i), then |x1| = |x0| = k , but by (5.22) (ii), |y1| > γk ,k , a contradiction with the definition
of γk ,k .
If the last equality holds in (5.22) (i), then we can obtain that |x1| ∼ ℓ (when ℓ ≫ k and k is
regarded as fixed; cf. Remarks 5.3 and 5.8), |x0|  ℓ1+δ, but by (5.22) (ii), |y1|  ℓ2(1+δ1) ≻ |x1|2.
Again by (1.14), we must have either hp0,p1 ∼ |x0|2 ∼ |y0| or hp0,p1 ∼ |x1|2 ∼ |y1|. In any case we
have hp0,p1  ℓ2(1+δ) < ℓ2(1+
1
2m
), but then |θx21+ y1| ≥ |y1| − |θx21| ∼ |y1| ≻ h
2m
2m+1
p0,p1
, a contradiction
with (1.13). Hence Theorem 1.5 (1) (ii) holds.
Next, we want to choose suitable u, v such that (5.22) holds for (q0, q1) [defined in (5.13) ], i.e.,
(i) 1 ≤ |1 + uE|1+δ−δ1−ℓ−3 ≤ |1 + sE| ≤ |1 + uE|1+δ ≤ ℓ1+δ, (ii) |1 + vE|+ E
3
|1 + uE|2(1+δ1) ≥ 1 + E
2. (5.23)
The last strict inequality of (5.23) (i) automatically holds (we can assume E < ℓ−ℓ, cf. Remark
4.1). We take
u = 1, v =
ak + 1 + δ − δ1
bk
, and s = 1 + δ − δ1 +O(E)1, (5.24)
where the last equation is obtained by (5.14). Then by comparing the coefficients of E1, one can
easily see that all strict inequalities hold in (5.23) (i). Further, the coefficient of E1 in the left
hand-side of (5.23) (ii) is ak+1+δ−δ1
bk
− 2(1 + δ1) > 0 by (5.21). We see that (q0, q1) ∈ V0, i.e.,
V0 6= ∅, a contradiction with Assumption 5.1. We have Lemma 5.7. 
Lemma 5.9. For any fixed δ ∈ R>0, we have 2(1 − δ5)bk ≤ 1 + ak for all k≫ 1.
Proof. Let k ≫ 1 and we assume E < k−k (cf. Remark 4.1). Define V0 to be the subset of V
consisting of elements (p0, p1) =
(
(x0, y0), (x1, y1)
)
satisfying [again our purpose is to design the
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following to satisfy Theorem 1.5 (1); cf. Remarks 5.3 and 5.8 ]
(i) (1− δ5)1+k−3 ≤ (k−1|x1|)1+k−3 ≤ k−1|x0| ≤ (k−1|x1|)1−k−3 ≤ 1,
(ii)
γ−1k ,k |y1|+ E3(
k−1|x1|
)2(1−δ5) ≥ 1 + E2. (5.25)
We have (1.19) (with η = 0) and (1.21).
For any (p0, p1) ∈ V0, if the first equality holds in (5.25) (i), then we obtain that |x1| = (1−δ5)k ,
|x0| ≤ k , and by (5.25) (ii), we have
|y1| > (1− δ5)2(1−δ5)γk ,k ≥
(
1− δ5 + δ10 +O(δ)15
)2|θ|k 2 > |θx21|. (5.26)
As before, we would obtain that |θx21 + y1| ≥ |y1| − |θx21| ∼ |y1|  k2 ≻ k
2m
2m+1 ∼ h
2m
2m+1
p0,p1
(when
k ≫ 1, cf. Remarks 5.3 and 5.8), a contradiction with (1.13).
If the second and third equalities hold, or the last equality holds, in (5.25) (i), then |x1| = |x0| =
k , but by (5.25) (ii), |y1| >γk ,k , a contradiction with definition (1.17). Hence Theorem 1.5 (1) (ii)
holds.
Next, we want to choose suitable u, v such that (5.25) holds for (q0, q1) [defined in (5.13) ], i.e.,
(i) (1− δ5)1+k−3 ≤ |1 + uE|1+k−3 ≤ |1 + sE| ≤ |1 + uE|1−k−3 ≤ 1,
(ii)
|1 + vE|+ E3
|1 + uE|2(1−δ5) ≥ 1 + E
2. (5.27)
The first strict inequality automatically holds in (5.27) (i). Take [the last equation is obtained
from (5.14) ]
u = −1, v = −1 + ak
bk
, and s = −1 +O(E)1. (5.28)
By comparing the coefficients of E1, we see that all strict inequalities hold in (5.27) (i). Further,
the coefficient of E1 in the left hand-side of (5.27) (ii) is 2(1 − δ5) − 1+ak
bk
, which is positive if the
assertion of the lemma is not true; in this case, we see that (q0, q1) ∈ V0, i.e., V0 6= ∅, and we
obtain a contradiction with Assumption 5.1, namely, we have Lemma 5.9. 
The above two lemmas show that ak ≥ 1−δ
4(1+δ)
δ4
. Since δ is arbitrarily sufficiently small number,
we see that ak (thus also bk ) is unbounded, i.e.,
lim
k→∞
ak = lim
k→∞
bk =∞, and in fact, lim
k→∞
ak
2bk
= 1. (5.29)
Remark 5.10. (i) From our proofs above, one can see that in order to achieve our task, we
must choose the power of |x1| in (5.2) (b), (5.22) (ii) and (5.25) (ii) [i.e., κ8 in (1.19) ] to
be different from 2, and in case κ8 < 2 we must choose κ8 to be independent of k as in
(5.25) (ii), and choose v to be bigger than κ8u [as in (5.24) and (5.28) ] so that (5.23) (ii) and
(5.27) (ii) can hold. However because of (5.29), our task becomes extremely difficult, simply
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because of the fact that any choice of v > κ8u will possibly force s = −aku+ bkv +O(E)1
to be too large [by (5.29) ]; thus we have to try in some other way as shown below.
(ii) We wish to emphasis that the design (5.47) has been the hardest part for us to obtain.
We state two more lemmas before the design (5.47). For convenience, we simply denote, for
i = 0, 1 [recall (5.9) that |x¯0| = |x¯1| = k , |y¯1| =γk ,k ],
Y1 = y¯
−1
1 y1, Xi = x¯
−1
i xi. (5.30)
Lemma 5.11. Let k ≫ 1. For any k0, k1, kˆ ∈ R>0 (which can depend on k ) and any λ, λ0, λ1 ∈
R>0 (which are independent of k ), there does not exist (pˆ0, pˆ1) =
(
(xˆ0, yˆ0), (xˆ1, yˆ1)
) ∈ V satisfying
the following conditions,
|xˆ0| = k0k, |xˆ1| = k1k, |yˆ1| = kˆγk,k, λ ≤ k1 < 1, kˆ ≤ 1, k0 ≤ kˆ
1
2 k−λ01 , k1 ≤ kˆ
1+λ1
2 . (5.31)
Proof. Assume (5.31) holds. Fix any sufficiently small δ > 0 such that δ ≪ min{λ, λ0, λ1}. We
can assume k1 > 1− δN for any fixed N ∈ R>0, otherwise we would have (when k ≫ 1)
(i) |θxˆ21| = k21|θ|k2 > λ2|θ|k 2 ∼ k 2, (ii) |θxˆ20| < kˆk−2λ01 |θ|k2 ≤ λ−2λ0 kˆγk ,k = λ−2λ0 |y1| ∼ |y1|,
(iii) |θxˆ20 + yˆ1| ≥ |y1| − |θxˆ21| ≥ k
2
1+λ1
1 γk ,k − k21|θ|k2 > (k
2
1+λ1
1 − k21)|θ|k2 ∼ k2 ∼ hpˆ0,pˆ1, (5.32)
a contradiction with (1.13), where the first “∼ ” in (5.32) (iii) follows from the fact that
min{x 21+λ1 − x2 |λ ≤ x ≤ 1 − δN} is a fixed positive number (i.e., independent of k ), and the
second “∼ ” follows from (5.32) (i), (ii) and (1.14).
We can write, for some λ′0 ∈ R, λ′1 ∈ R>0 [if kˆ < 1 we choose λ′1 > 0 such that the equality
holds in (5.33) (ii), if kˆ = 1 we choose λ′1 > 0 to be sufficiently small (say, λ
′
1 = δ); then the last
two inequations follow from the last two inequations of (5.31) (by noting that k1 < 1) ],
(i) k0 = k
−λ′0
1 , (ii) kˆ ≥ kλ
′
1
1 , then (iii) 2λ
′
0 ≤ −λ′1 + 2λ0 + 1, (iv)
1 + λ1
2
λ′1 ≤ 1. (5.33)
Let E0 ∈ R>0 such that E−10 ≫ k . Now we define V0 to be the subset of V consisting of elements
(p0, p1) =
(
(x0, y0), (x1, y1)
)
satisfying [again our purpose is to design the following to satisfy
Theorem 1.5 (1); cf. Remarks 5.3 and 5.8]
(i) (1− δ)1+E0 ≤ |X1|1+E0 ≤ c := |X0| · |X1|1+λ′0 ≤ |X1|1−E0 ≤ 1, (ii) |Y1|+ E
2
0
|X1|λ′1+E0
≥ κ1, where
(iii) κ1 =
kˆ + E20
k
λ′1+E0
1
≥ k
λ′1
1 + E
2
0
k
λ′1+E0
1
= 1− ln(k1)E0 +O(E0)2 > 1 + E20, (5.34)
and where the inequality in (5.34) (iii) follows by noting that ln(k1) < 0 since 0 < k1 < 1. Then
we have (1.19) (with η 6= 0) and (1.21).
For any (p0, p1) ∈ V0, if the first equality holds in (5.34) (i), then |X1| = 1−δ, |X0| ≤ (1−δ)−1−λ′0
[by the fact that c ≤ 1 in (5.34) (i) ], and by (5.34) (ii) and notations (5.9), (5.30), we obtain [using
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(5.33); we compute up to O(E0)
1 (thus E0, E
2
0 in (5.34) (ii) can be omitted); where α = 1− 11+λ1 =
λ1
1+λ1
is a fixed number]
(i) |y1| = |Y1|γk ,k > (1− δ)λ
′
1γk ,k > (1− δ)
2
1+λ1γk ,k =
(
1− δ
1 + λ1
+O(δ)2
)2
γk ,k
≥
((
1+αδ+O(δ)2
)
(1−δ)
)2|θ|k2=(1+αδ+O(δ)2)2|θX21 |k2=(1+αδ+O(δ)2)2|θx21|,
(ii) |θx20| = |X0|2 · |θ|k2 ≤ (1− δ)−2λ
′
0−2γk ,k ≤ (1− δ)λ
′
1−2λ0−3γk ,k ≤ (1− δ)−2λ0−3|y1|, (5.35)
and we obtain a contradiction as in the proof of Lemma 5.6 [Equ. (5.35) (ii) shows that hp0,p0 ∼
|y1| ∼ |θx21| by (1.14) ].
If the second and third equalities hold, or the last equality holds, in (5.34) (i), then |X0| =
|X1| = 1, and by (5.34) (ii), |Y1| ≥ κ1 − E20 > 1 [cf. (5.34) (iii) ]. By notations (5.9) and (5.30),
|x0| = |x1| = k and |y1| >γk ,k , a contradiction with the definition of γk ,k .
One can easily verify that (pˆ0, pˆ1) satisfies (5.34): when we set (p0, p1) to be (pˆ0, pˆ1) in (5.34),
it simply reads as (which indeed holds by (5.34) (iii) and the fact that 1− δN < k1 < 1)
(i) (1−δ)1+E0≤k1+E01 ≤k−λ
′
0
1 · kλ
′
0+1
1 ≤k1−E01 ≤ 1, (ii)
k
λ′1
1 + E
2
0
k
λ′1+E0
1
≥ κ1. (5.36)
Thus V0 6= ∅, and we obtain a contradiction with Assumption 5.1. 
In the rest part of this section, we fix some choices of positive numbers satisfying the following
(such that all arguments related to them will be valid),
1 ≪ ℓ0 := δ−10 ≪ ℓ1 := δ−11 ≪ ℓ := δ−1 ≪ k ≪ E−10 ≪ E−1. (5.37)
We proceed to choose these numbers in the order as listed in (5.37) in the following way: first we
choose (and then fix) a sufficiently large number ℓ0 = δ
−1
0 such that all arguments below (about
ℓ0) are valid, then we choose and fix ℓ1 = δ
−1
1 and ℓ = δ
−1 in the same way; then we choose
sufficiently large k > ℓ such that all results we obtained so far are valid and further all arguments
below (about k) are valid; then we choose E0 and then E.
Lemma 5.12. By a suitable choice of θ in (1.4), we may assume βk := a
2
k + ak − 2α1 re > 0.
Proof. In (5.13), we take ure :=
−1+
√
1−u2imE
2
E
= −u2imE2 + O(E)3 [cf. (4.18) ] and v = 0. Then
u = uimi − u
2
imE
2 + O(E)
3. By (5.14), we have s = −akuimi +
(
ak
2 − α1
)
u2imE + O(E)
2, and [using
(5.9) ]
|x˙1| = |x¯1| = k , |y˙1| =γk ,k , |x˙0| = k |1 + sE| = k
(
1 +
βk
2
u2imE
2 +O(E)3
)
. (5.38)
If βk < 0, then we can choose u with uim 6= 0 and the above shows that there exists |x˙1| = k ,
|x˙0| < k and |y˙1| = γk ,k , which is a contradiction with the definition of γk ,k and/or Theorem
1.4 (iii). Thus βk ≥ 0.
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If βk > 0, we do not need to do anything. Assume βk = 0. In this case we need to choose
suitable θ in (1.4). To avoid any confusion, we first denote the Jacobian pair defined in (1.4) by
(F θ, Gθ), and we use same symbols with the superscript “ θ ” to denote elements associated with
(F θ, Gθ). Let η ∈ C 6=0. Then by (1.4), we in fact have F η = F θ(x, y + (η − θ)x2) (and the like for
Gη). Now we simply take η = −E0x¯−21 y¯1+θ [cf. notation (5.9) ]. Then [we drop the superscript “ θ ”
from all notations associated with the Jacobian pair (F θ, Gθ) = (F,G) that we have considered up
to (5.37) ],
F η = F θ(x, y − E0x¯−21 y¯1x2) = F (x, y − E0x¯−21 y¯1x2), (5.39)
and the like for Gη . By definition (1.16), we can easily observe (where Ak ,k = A
θ
k ,k )
(i) Aηk ,k =
{
(pη0, p
η
1) =
(
(xη0, y
η
0), (x
η
1 , y
η
1 )
) ∈ V η ∣∣ ((x0, y0), (x1, y1)) ∈ Ak ,k } with
(ii)
(
(x0, y0), (x1, y1)
)
:=
((
x
η
0, y
η
0 − E0x¯−21 y¯0(xη0)2
)
,
(
x
η
1, y
η
1 − E0x¯−21 y¯1(xη1)2
)) ∈ Ak ,k . (5.40)
Therefore, for any (pη0, p
η
1) ∈ Aηk ,k , by definition ofγk ,k and (5.40) (ii), we have |yη1−E0x¯−21 y¯1(xη0)2| =
|y1| ≤γk ,k , and so
|yη1 | =
∣∣∣(y1 − E0x¯−21 y¯1(xη1)2)+ E0x¯−21 y¯1(xη1)2∣∣∣ ≤γk ,k + E0∣∣x¯−21 y¯1(xη1)2∣∣ = (1 + E0)γk ,k , (5.41)
where the last equality follows by noting from (5.9) and (5.40) (ii) that |x¯1| = |xη1| = k and
|y¯1| =γk ,k . Denote
(p¯η0, p¯
η
1) =
(
(x¯η0, x¯
η
1), (x¯
η
1 , y¯
η
1)
)
:=
(
(x¯0, y¯0 + E0x¯
−2
1 y¯1x¯
2
0),
(
x¯1, (1 + E0)y¯1
))
. (5.42)
Then((
x¯
η
0, y¯
η
0 − E0x¯−21 y¯0(x¯η0)2
)
,
(
x¯
η
1, y¯
η
1 − E0x¯−21 y¯1(x¯η1)2
))
=
(
(x¯0, y¯0), (x¯1, y¯1)
)
= (p¯0, p¯1) ∈ Ak ,k . (5.43)
Thus (p¯η0, p¯
η
1) ∈ Aηk ,k by (5.40). Furthermore,
|y¯η1 | = (1 + E0)|y¯1| = (1 + E0)γk ,k =γηk ,k , (5.44)
where the last equality follows by noting the following: by definition and (5.41), we have γηk ,k ≤
(1 + E0)γk ,k , by the first two equalities of (5.44) (ii), we have γ
η
k ,k ≥ (1 + E0)γk ,k .
Note from (4.9) and (5.39), one can compute the following [see (5.15) for the relations between
symbols with the “tilde” and symbols without the “tilde”]
a˜η = a˜, b˜η = b˜, α˜η1 = α˜1 − E0b˜x¯−21 y¯1, α˜η2 = α˜2, α˜η3 = α˜3,
a
η
k
= ak , b
η
k
= bk , α
η
1 = α1 − E0bk , αη2 = α2(1 + E0), αη3 = α3(1 + E0)2,
β
η
k
:= (aη
k
)2 + aη
k
− 2αη1 re = βk + 2E0bk > 2E0bk > 0. (5.45)
Thus if we replace θ by η, then we have the lemma [we remark that there is no problem in doing
this replacement: although η = −E0x¯−21 y¯1 + θ depends on k and E0 (thus coefficients of F η, Gη
depend on k , E0), since |η − θ| = E0|x¯−21 y¯1| = E0k−2γk ,k < E0(1 + δ′)|θ| (where δ′ is as in Lemma
5.6), which is an O(E0)
1 element (i.e., coefficients of F η, Gη only differs from that of F,G by some
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O(E0)
1 elements), one can see from (3.49) that all results we obtained so far are still valid]. This
completes the proof of the lemma. 
Finally we are able to obtain the following (which is the most difficulty part of the paper).
Lemma 5.13. Theorem 1.5 (1) holds.
Proof. Denote
u0 = 1, v0 = 0, s0 = 1, ω =
(2(aku0 − bkv0 + s0)
βk
) 1
2
, ω0 = akω + a1 imω
2
E,
ξ0 :=
(
1− ω20E2
) 1
2 + ω0iE = 1 +O(E)
1, ξ1 := (1− ω2E2) 12 − ωiE = 1+O(E)1. (5.46)
Thus ω ∈ R>0 by Lemma 5.12 and (5.29), and ξ1, η1 ∈ C 6=0 are unit numbers (i.e., |ξ1| = |η1| = 1).
We define V0 to be the subset of V consisting of elements (p0, p1) =
(
(x0, y0), (x1, y1)
)
satisfying
[again our purpose is to design the following to satisfy Theorem 1.5 (1); cf. Remarks 5.3 and 5.8;
we will see from the proof below why we have to design such a complicated system; we suggest
that readers do not need to check details at this moment — you will find out step by step when
our arguments are carried on below],
(i) 1 ≤ B1 := |B10|
95(1−δ2)
12 ≤ B2 := |B20| ≤ B3 := |B10|
95(1+δ2)
12 ≤ B4 := ℓ
95(1+δ2)
12
0 ,
(ii) (1−δ)|X100 X1|≤1≤ (1+2δ)|X1 |, (iii) B5 := |B50| · |B10|−
7(1−δ2)
6 +
∣∣∣ X240
B2210B50
∣∣∣E4≥1+E3, (5.47)
where,
(iv)B10=
X̂100 Y
2
1
2X̂21 −Y1
, (v) B20 :=
2
B2510B
−20
50 +X̂
24
0 B
3
10B
−21
50
=
2
X1500 Y
70
1 (2Y1−X̂
2
1 )
20
(2X̂21−Y1)
25
+
Y 271 (2Y1−X̂
2
1 )
21
X̂510 (2X̂
2
1−Y1)
3
,
(vi)B50 =
X̂50
Y1(2Y1 − X̂21 )
, (vii) X̂0 = ξ0X0, (viii) X̂1 = ξ1X1. (5.48)
Then we can rewrite (5.47) as the form in (1.20). First we would like to mention that the main
purpose of the initial condition (5.47) (ii) is to guarantee that we have (5.49) (a), which is extremely
crucial in the proof of Lemma 5.13; furthermore, the second term in B5 has been designed in order
for the corresponding inequation to be solvable [cf. (6.21) ].
Now we divide the proof of the lemma into three steps.
Step 1: First we want to prove that when conditions holds we have the following [for any fixed
sufficiently large N ∈ R>2; in particular (5.47) (ii) together with (5.49) (b), (c), (h) implies (1.21) ].
(a) Y1 = X
2
1
(
1 +O(δ)N
)
, (b) ℓ−10 |X1| ≤ 1 ≤ ℓ0|X0|, (c) Y1 = X21 +O(δ)N = X̂21 +O(δ)N ,
(d)B10=X
10
0 X
2
1+O(δ)
N , (e)B20=
2
B1510X
100
1 +B
− 51
10
10 X
501
5
1
+O(δ)N , (f)B50=X
−5
1 B
1
2
10+O(δ)
N ,
(g) B5= |X1|−5 · |B10|−
2
3 +O(δ)2, (h) δ1≤|B2510B−2050 +X̂240 B310B−2150 |≤2. (5.49)
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We remark that here and below we write some non-integral powers of complex numbers in the
expressions of B20, B50, but there is no problem since we will only use the expressions to evaluate
|B20|, |B50| and only the absolute values of non-integral powers of complex numbers will be used.
To prove (5.49), note that condition (5.47) (ii) shows that |X1| ≥ (1+2δ)−1 and |X0| ≤ |X1|− 110 ≤
(1 + 2δ)
1
10 = 1 + δ5 + O(δ)
2. These, together with notations (5.9), (5.30), mean that when k ≫ ℓ
[i.e., when we choose k to be sufficiently larger than ℓ in (5.37), cf. Remark 5.8 ] we have |x0| =
|X0|k  k  |X1|k = |x1|. Thus by (1.14), we must have hp0,p1 ∼ |x1|2 ∼ |y1|  k 2. Write
θx21 = −y1(1 + µ1) for some µ1 ∈ C, then
|y1µ1| = |θx21 + y1| < h
2m
2m+1
p0,p1
∼ |y1|
2m
2m+1 , (5.50)
i.e., µ1  |y1|−
1
2m+1  k− 22m+1 ≪ δN . Thus |µ1| = O(δ)N . Similarly θx¯21 = −y¯1(1 + µ¯1) with
|µ¯1| = O(δ)N (cf. Lemma 5.6). Hence
X21
Y1
=
(x¯−11 x1)
2
y¯−11 y1
=
1 + µ1
1 + µ¯1
= 1 +O(δ)N , (5.51)
i.e., we have (5.49) (a).
By (5.49) (a) and (5.48), we obtain [note that since in general α
(
1 + O(δ)N
) 6= α + O(δ)N for
α ∈ C, at the moment we have to write elements in the following way]
(i)B10 = X
10
0 X
2
1
(
1 +O(δ)N
)
, (ii)B20 =
2
X1500 X
130
1
(
1 +O(δ)N
)
+X−510 X
90
1
(
1 +O(δ)N
) ,
(iii)B50 = X
5
0X
−4
1
(
1 +O(δ)N
)
. (5.52)
Assume |X1| > ℓ1 = δ−11 . Using the fact that 1 ≤ B3 ≤ B4 (i.e., 1 ≤ |B10| ≤ ℓ0), we see from
(5.52) (i) that when ℓ1 ≫ ℓ0 [i.e., when we choose ℓ1 to be sufficiently larger than ℓ0, cf. Remark
5.8 ] one has |X0| ∼ |X1|− 15  δ
1
5
1 . Thus |X1500 X1301 | ∼ |X1|100, |X−510 X901 | ∼ |X1|90+
51
5 , and by
(5.52) (ii), |B20| ∼ |X1|− 5015  δ
501
5
1 ≪ 1, a contradiction. Thus we have the first inequality of
(5.49) (b). Now assume |X0| < δ1. Then (5.52) (i) shows that |X1| ∼ |X0|−5  ℓ51, a contradiction
with the fact that |X1| ≤ ℓ1. We have (5.49) (b).
Note that (5.49) (h) follows from the first equality of (5.48) (v) and the fact that 1 ≤ |B20| ≤ B4.
By (5.47) (ii) and (5.49) (a), (b), (h) we see that any element in the following set
A := { |X0|±1, |X1|±1, |Y1|±1, |2X̂21 − Y1|±1, |2Y1 − X̂21 |±1, |B2510B−2050 + X̂240 B310B−2150 |±1 }, (5.53)
is bounded by ℓ30, thus we have z
(
1 + O(δ)N
)
= z + O(δ)N for any z ∈ A; in particular (5.52) (i)
implies that |X0| = |B10X−21 |
1
10 +O(δ)N , and we obtain (5.49) (c)–(g) from (5.49) (a), (5.47), (5.48)
and (5.52). This proves (5.49).
Step 2: Now let (p0, p1) ∈ V0. First assume the first equality holds, or the second and third
equalities hold, in (5.47) (i), i.e., B1 = B2 = B3 = 1. By (5.47) (ii) and (5.49) (b), we see that
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∣∣ X240
B2210B50
∣∣E4 < E3. Thus (5.47) (iii) implies that |B50| > 1. We obtain from (5.48) (v),
(i) 2= |2B20|−1≤|B2510B−2050 |+ |X240 B310B−2150 |= |B−2050 |+ |X240 B−2150 |<1+ |X0|24, i.e., |X0|<1,
(ii) 2|X1|2 − |Y1| ≤ |2X̂21 − Y1| = |B−110 X100 Y 21 | = |X100 Y 21 | < |Y1|2,
(iii) 2|Y1| − |X1|2 ≤ |2Y1 − X̂21 | = |X50Y −11 B−150 | < |X50Y −11 | < |Y1|−1,
(iv) 1 ≤ |X1|
2 + |Y1|−1
2|Y1| <
|Y1|+ |Y1|2 + 2|Y1|−1
4|Y1| =
1
4
(1 + |Y1|+ 2|Y1|−2) = f(|Y1|), (5.54)
where f(y) = 14 (1+y+2y
−2) is a positive function on the positive variable y, and (5.54) (iv) follows
from (5.54) (ii), (iii). By (5.49) (d), (f) and (5.54) (i), we have 1 = |B10| = |X100 X21 | + O(δ)N <
|X1|2 +O(δ)N and 1 < |B50| = |X1|−5 +O(δ)N , which mean the following
|X1| = 1 +O(δ)N = |Y1|+O(δ)N , (5.55)
where the last equality follows from the first and (5.49) (c). Note that the function f satisfies that
df
dy
|y=1 = −34 < 0, which implies that f is a strictly decreasing function in a neighborhood of y = 1.
By (5.55), we may assume |Y1| is inside this neighborhood [since δ ≪ 1, cf. (5.37) ], and thus by
(5.54) (vi) [which says that 1 = f(1) < f(|Y1|) ], we obtain that |Y1| < 1. Then by (5.54) (ii), we
obtain
|X1|2 ≤ |Y1|+ |Y1|
2
2
= f1(|Y1|)|Y1|
5
4 < |Y1|
5
4 , (5.56)
where f1(y) :=
y−
1
4+y
3
4
2 is a function satisfying that f1(1) = 1 and
df1
dy
|y=1 = 14 > 0 [thus f1(y) is
a strictly increasing function in a neighborhood of y = 1, which implies that f1(|Y1|) < f1(1) = 1,
i.e., we have the last inequality of (5.56) ].
Denote λ = (1 + 2δ)−1, λ0 = 1, λ1 =
1
4 , kˆ := |Y1| < 1, k0 := |X0| < 1 and k1 := |X1| < kˆ
5
8 < kˆ
1
2
by (5.56). Then λ ≤ k1 < 1 by (5.47) (ii), and kˆ < 1, k0 < 1 ≤ kˆ 12k−10 = kˆ
1
2 k−λ00 , k1 < kˆ
5
8 = kˆ
1+λ1
2 ,
i.e., (5.31) holds, which is a contradiction with Lemma 5.11.
Next assume the last equality holds in (5.47) (i), namely, |B10| = ℓ0 and |B20| = ℓ
95
12
+O(δ)2
0 ∼ ℓ
95
12
0
when ℓ0 ≫ 1 [i.e., when we choose ℓ0 to be sufficiently large in (5.37); cf. Remark 5.8 ]. We obtain
from (5.49) (e) the following,∣∣∣ℓ 201100 |X1|− 15 − 1∣∣∣ ≤ |B 5110+1510 X100− 50151 + 1|
∼ 2|B−120 B
51
10
10X
− 501
10
1 | ∼ ℓ
− 95
12
+ 51
10
0 |X1|−
501
10 = ℓ
− 169
60
0 |X1|−
501
10 . (5.57)
Suppose ℓ
201
10
0 |X1|−
1
5 ≻ 1 (when ℓ0 ≫ 1). Then the left-hand side of the above is
∣∣ℓ 201100 |X1|− 15 −1∣∣ ∼
ℓ
201
10
0 |X1|−
1
5 , and thus (5.57) implies that |X1| 49910 = |X1| 50110 − 15  ℓ−
196
60
− 201
10
0 = |B10|−
275
12 , which is a
contradiction [because condition (5.47) (ii) with (5.49) (d) implies that |B10| ∼ (1 − δ)|X100 X21 | ≤
|X1| ]. Thus ℓ
201
10
0 |X1|−
1
5  1, i.e., |X1|  ℓ
201
2
0 . Then by (5.49) (g), B5 ∼ |X1|−5 · |B10|−
2
3 ≪ 1, a
contradiction with (5.47) (iii).
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Now assume the first equality of (5.47) (ii) holds, i.e., (1 − δ)|X100 X1| = 1. By (5.49) (d),
|X1| = (1 − δ)|B10| [we conduct all computations up to O(δ)2 ]. Simply denote β = |B10|. Then
we obtain from (5.49) (e),
2 ≤ 2B3B−12 ≤ β
95
12
(
(1− δ)100β115 + (1− δ) 5015 β 95110
)
. (5.58)
Note from (5.47) (i) that β = |B10| ≥ 1. If β ≥ 1 + 3002δ3389 , then we obtain from (5.49) (g),
B5 =
1
(1− δ)5β 173
≤ 1 +
(
5− 17
3
× 3002
3389
)
δ = 1 +
(
5− 51034
10167
)
δ = 1− 199δ
10167
< 1, (5.59)
a contradiction with (5.47) (iii). Thus we can assume β = 1 + β1δ + O(δ)
2 with 0 ≤ β1 ≤ 30023389 .
Then the coefficient of δ1 in the right-hand side of (5.58) is
−100 − 501
5
+
(
2× 95
12
+ 115 +
951
10
)
β1 = −1001
5
+
3389β1
15
≤ −1001
5
+
3002
15
= − 1
15
< 0, (5.60)
a contradiction with (5.58).
Finally assume the last equality of (5.47) (ii) holds, i.e., |X1| = (1+2δ)−1 = 1−2δ+O(δ)2 . Using
(5.49) (d), we have |X100 X1| = |B10X−11 |+O(δ)2 ≥ |X1|−1 +O(δ)2 ≥ 1 + 2δ + O(δ)2 > (1 − δ)−1,
a contradiction with the first inequality of (5.47) (ii).
The above proves that Theorem 1.5 (1) (ii) holds.
Step 3: Next, we want to choose suitable u, v such that (5.47) holds for (q0, q1). Note from
notations (5.9), (5.30) that setting (p0, p1) to (q0, q1) implies that X0,X1, Y1 are set to 1 + sE,
1 + uE, 1 + vE respectively. We want to take u, v such that [cf. (5.46) ]
(i) |1 + uE| = 1 + u0E2, (ii) |1 + vE| = 1 + v0E2, (iii) |1 + sE| = 1 + s0E2 +O(E)3, (5.61)
where u0 = 1, v0 = 0, s0 = 1 are as in (5.46). To do this, we simply solve ure from (5.61) (i) to
obtain (5.62) (i) below, then we take uim = ω and v = v0E in order to obtain (5.62) (iv) [cf. (4.18) ]:
(i) ure =
−1 +
√
1 + 2E2u0 + E4u
2
0 − E2u2im
E
, (ii) uim = ω, (iii) v = v0E, and then
(iv) s =
(1
2
(ak − 2α1 re)ω2 + (−aku0 + bv0)
)
E − ω0i +O(E)2, (5.62)
where (5.62) (iv) follows from (5.14) [cf. (5.46); note that we always have (5.62) (iv) for all real
u0, v0 as long as ω defined in (5.46) is a nonnegative real number, and furthermore (5.61) and
(5.62) (i)–(iii) hold; in fact this is the reason why we defined ω, ω0 in (5.46) ]. We have [below is
the reason why we define ξ0, ξ1 in (5.46); note that if we simply take u, v to be real numbers, then
we are unable to obtain the required s; thus we take the complex u to satisfy(5.61), then there
must exist unit complex numbers ξ0, ξ1 satisfying the following],
ξ1(1 + uE) = 1 + u0E
2 +O(E)3, ξ0(1 + sE) = 1 + s0E
2 +O(E)3. (5.63)
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Thus by (5.48), we have [we conduct computations up to O(E)2 ]
|B10| = |1 + (10s0 − 4u0 + 3v0)E| = 1 + 6E, |B50| = |1 + (5s0 + 2u0 − 3v0)E| = 1 + 7E,
|B20|= 2
1+(25 × 6−20 × 7)E+1+(24s0+3× 6−21 × 7)E =
2
1+10E+1−105E =1+
95E
2
, (5.64)
where the first equality in the last equation is obtained from the first equality of (5.47) (v). Note
that (5.47) (ii) and the last strict inequality of (5.47) (i) automatically hold. By (5.64), the coeffi-
cients of E1 in B1, B2, B3 are respectively
b1 :=
95(1 − δ2)
12
× 6 = 95(1 − δ
2)
2
, b2 :=
95
2
, b3 :=
95(1 + δ2)
12
× 6 = 95(1 + δ
2)
2
. (5.65)
Therefore all strict inequalities of (5.47) (i) hold. Furthermore, the coefficient of E1 in B5 is
b5 := b50 − 7(1−δ
2)
6 b10 = 7 − 7(1 − δ2) = 7δ2 > 0, i.e., (5.47) (iii) holds. Hence (q0, q1) ∈ V0, i.e.,
V0 6= ∅, and we obtain a contradiction with Assumption 5.1.
The above shows that Assumption 5.1 must be wrong, namely, we have the lemma. 
For later use, we need the following: Using notation (5.30), we have 2X̂21 − Y1 = 2ξ21 x¯−2x21 −
y¯−11 Y1 = y¯
−1
1 (2ξ
2
1 x¯
−2
1 y¯1x
2
1 − y1), thus when we rewrite (5.47) as the form in (1.20), we have λ1 =
2ξ21 x¯
−2
1 y¯1. Similarly, λ2 = 2ξ
−2
1 x¯
2
1y¯
−1
1 . Hence
λ1 = 2 +O(δ)
N , λ2 = 2 +O(δ)
N , y1 = x
2
1
(
1 +O(δ)N
)
, (5.66)
where the last equation follows from (5.49) (c), (5.9) and Lemma 5.6. Note also that κ2 =
95(1−δ2)
12 ,
κ5 =
95(1+δ2)
12 , and κ9 =
7(1−δ2)
6 . From this, one can easily verify the following
417 + κ 6= 0, 25− 20κ9 + κ 6= 0 for κ = κ2, κ5. (5.67)
6. Proof of Theorem 1.5 (2)
Proof of Theorem 1.5 (2). Now we prove Theorem 1.5 (2). Let (p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ V0,
i.e., (1.19) or (1.20) [cf. (5.47) ] holds. Note that (1.19)–(1.21) imply that x0, x1, y1 6= 0. Similar
to (4.5) and (5.10), we define
F0 = F
(
x0(1 + x), y0 + y
)
, F1 = F
(
x1(1 + x), y1(1 + y)
)
, (6.1)
and define G0, G1 similarly. Define q0, q1 accordingly [similar to (4.10) and (5.13) ],
q0 := (x˙0, y˙0) =
(
x0(1 + sE), y0 + tE
)
, q1 := (x˙1, y˙1) =
(
x1(1 + uE), y1(1 + vE)
)
. (6.2)
As in (4.12) and (5.14), we have, for some αi ∈ C,
s = s0 +O(E)
2, s0 = au+ bv + (α1u
2 + α2uv + α3v
2)E. (6.3)
Remark 6.1. We remark that the E here shall be regarded to be different from that in the
previous results, here E may be much smaller than the previous E. If we denote the previous E as
E1, whenever necessary we can assume our new E satisfies that E < k
−k , ℓ−ℓ, E
E
−1
1
1 , where k , ℓ are
as before (cf. Remark 4.1).
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Now we consider two cases.
Case 1: First assume we have the case (1.19). If no equality holds in (1.19) (a), then we only need
to consider (1.22), which can be easily done. Thus by Theorem 1.5 (1) (ii), we may assume that
the third equality of (1.19) (a) holds [the proof for the case with the second equality of (1.19) (a)
is exactly similar], i.e.,
κ′4 − 1 = 0, where κ′4 =
κ4|x1|κ5−η
κ3|x0| . (6.4)
Then we only need to choose (q0, q1) to satisfy the third equality of (1.20) (a) and (1.22). By
writing [using (6.3) ]
κ4|x˙1|κ5−η
κ3|x˙0| = |(1 + uE)
κ5−η(1 + sE)−1 =
∣∣1 + ((κ5 − η − a)u− bv)E + · · · ∣∣, (6.5)
we need to choose u, v so that (q0, q1) satisfies the following, for some α˜i ∈ C,
(i) C1 :=
∣∣1 + ((κ5 − η − a)u− bv)E + (α˜3u2 + α˜4uv + α˜5v2)E2∣∣− 1 +O(E)3 ≥ 0,
(ii) C2 := |1 + vE|+ κ′7 − (1 + κ′7)|1 + κ8uE + α˜6u2E2|+O(E)3 > 0, (6.6)
where κ′7 = κ7|y1|−1, and (6.6) (ii) is obtained by rewriting (1.22) as |y˙1|+κ7|y1| −
|y1|+κ7
|y1|
· |x˙1|κ8|x1|κ8 > 0.
First assume b1 := κ5 − η − a 6= 0. Then by setting
u = bb−11 v + (α˜7v
2 + α˜8w)E, (6.7)
for some α˜i, w ∈ C with wre > 0 [cf. Convention 2.1 (1) (2) for notations “ re ’, “ im ”] so that C1
can become [one can easily observe that when we substitute u in (6.6) (i) by (6.7), there are always
solutions of α˜7, α˜8 so that C1 can become the following form]
C1 = |1 + wE2| − 1 +O(E)3 = wreE2 +O(E)3 > 0, (6.8)
i.e., (6.6) (i) holds. Using (6.7) in (6.3), we obtain, for some α˜i ∈ C,
s = α˜0v + (α˜1v
2 + α˜2w)E +O(E)
2 . (6.9)
Using (6.7) and (6.9) in (6.6) (ii), we can then rewrite C2 as
C2 = |1 + vE|+ κ′7 − (1 + κ′7)
∣∣1 + α˜9vE + (α˜10v2 + α˜11w)E2∣∣+O(E)3 > 0, (6.10)
for some α˜i ∈ C. By comparing the coefficients of E1 in (6.10), we immediately obtain that if
c0 := 1− (1 + κ′7)α˜9 6= 0, then we can always choose v [with (c0v)re > 0] to satisfy (6.10).
Assume c0 = 0 (then α˜9 is real). Then we see that C2 in (6.10) is an O(E)
2 element. In this
case, since we do not know what are values of α˜10, α˜11, our strategy is to compute the following
coefficient [cf. Convention 2.1 (2) for notation Coeff ; also note that we use v
2
re to denote (vre)
2 ],
β˜ = β˜1 + β˜2 with β˜1 = Coeff(C2, v
2
reE
2) and β˜2 = Coeff(C2, v
2
imE
2). (6.11)
We observe the important fact that α˜10 does not contribute to β˜ by noting the following
(α˜10v
2E2)re =
(
α˜10 re(v
2
re − v2im) + 2α˜10 imvrevim
)
E2, (6.12)
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and that the imaginary part of α˜10v
2E2 can only contribute an O(E)4 element to C2 in (6.10). Thus
for the purpose of computing β˜, we may assume α˜10 = α˜11 = 0 (then the computation becomes
much easier). Since α˜9 is real, it is straightforward to compute that
β˜ =
κ′7
2(κ′7 + 1)
> 0, (6.13)
by (6.10) [remark: the fact that κ7 > 0, i.e., β˜ > 0 is very crucial for the inequation (6.10) being
solvable for any unknown α˜i ∈ C in (6.10), cf. Remark 6.2 ]. By (6.11) and (6.13), either β˜1 > 0
or β˜2 > 0, and we can then choose v with sufficiently large vre > 0 or respectively vim > 0 to
guarantee that (6.6) (ii) [i.e., (6.10) ] holds (when w is fixed). This proves Theorem 1.5 (2) for the
case that b1 6= 0.
Assume b1 = κ5 − η − a = 0. We simply set v = 0. Then we have the following.
• If C1 in (6.6) (i) is independent of u, then C1 = 0, i.e., (6.6) (i) holds automatically, in this
case we can simply choose u with ure > 0 so that C2 = (1 + κ
′
7)κ8ureE + O(E)
2 > 0, i.e.,
(6.6) (ii) holds.
• Otherwise, C1 = |1 + b′ukEk| − 1 + O(E)k+1 for some b′ ∈ C 6=0 and k ∈ Z≥2, and we can
always choose u ∈ C with (b′uk)re > 0 and ure > 0 (such u always exists simply because
k ≥ 2) to guarantee that both of (6.6) hold.
This completes the proof of Theorem 1.5 (2) for the case (1.19).
Remark 6.2. (cf. Remark 1.6) Assume that we have the following inequation on variable u, where
α1, α2, β1, β2 ∈ R>0, and a1, a2, a3 ∈ C are some unknown complex numbers:
α1|1 + a1uE + a2u2E2 + a3E2|β1 < α2|1 + uE|β2 + α1 − α2 +O(E)3. (6.14)
Then from the proof of (6.6), one can see that this inequation is solvable for any unknown
a1, a2, a3 ∈ C if and only if α1 > α2.
Case 2: Now assume we have the case (1.20). First we remark that we have designed the second
term of C5 in (5.47) (iii) so that we can solve the inequations below. Denote [to be able to solve
the inequations in (6.21), we need to change free variables u, v to u , v as below]
x˙ :=
y˙21
λ1x˙
2
1 − y˙1
= x (1 + uE), x =
y21
λ1x
2
1 − y1
, u =
−2λ1x21u+ (2λ1x21 − y1)v
λ1x
2
1 − y1
+O(E)1
y˙ :=
1
y˙(λ2y˙ − x˙21)
= y(1 + vE), y =
1
y(λ2y − x21)
, v =
2x21u+ (x
2
1 − 2λ2y1)v
λ2y1 − x21
+O(E)1. (6.15)
We have
∆(u , v ) :=
∣∣∣∣∣∣∣
−2λ1x21
λ1x
2
1−y1
2λ1x21−y1
λ1x
2
1−y1
2x21
λ2y1−x21
x21−2λ2y1
λ2y1−x21
∣∣∣∣∣∣∣ =
2x21(y1 + 2λ1λ2y1 − 3λ1x21)
(λ1x21 − y1)(λ2y1 − x21)
6= 0, (6.16)
where the inequality is obtained from (5.66), (5.47) (ii) and (5.49) (b) as follows: y1 + 2λ1λ2y1 −
3λ1x
2
1 = −3x21
(
1 + O(δ)N
) 6= 0. By (6.16), we can regard u , v as free variables (and write u, v, s
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in terms of u , v ), and assume, for some a , b ∈ C,
x˙0 = x0(1 + sE), s = au + bv +O(E)
1. (6.17)
Now by Theorem 1.5 (1) (ii), we may assume that the third equality of (1.20) (a) holds [the proof
for the case with the second equality of (1.20) (a) is again similar], namely,
κ′4 − 1 = 0, where κ′4 = κ4κ−13 |A2(1 + λ0A1)|,
A1 = x
24
0 B
−22
10 B
−1
50 = x
−201
0 x
−22y−1, A2 = B
κ5+25
10 B
−20
50 = x
10κ5+150
0 x
κ5+25y−20. (6.18)
Then we need to consider two inequations in (6.21). To be easier to solve the inequations, we
denote [we write some non-integral powers of complex numbers, but there is no problem since we
will only use the absolute values of these non-integral powers of complex numbers]
(i) A˙1 := x˙
−201
0 x˙
−22y˙−1 = A1(1+z1E), z1 = −(201a + 22)u − (201b + 1)v +O(E)1,
(ii) A˙2 := x˙
10κ5+150
0 x˙
κ5+25y˙−20 = A2(1 + z2E),
z2 =
(
10(κ5 + 15)a + κ5 + 25
)
u+ 10
(
(κ5 + 15)b − 2
)
v +O(E)1,
(iii) A˙3 := B˙50B˙
−κ9
10 = x˙
5−10κ9
0 x˙
−κ9y˙ = A3(1 + z3E), A3 = x
5−10κ9
0 x
−κ9y ,
z3 =
(
5(1 − 2κ9)a − κ9
)
u +
(
5(1− 2κ9)b + 1
)
v +O(E)1. (6.19)
First assume
∆1(z1, z2) :=
∣∣∣ −(201a + 22) −(201b + 1)
10(κ5 + 15)a + κ5 + 25 10
(
(κ5 + 15)b − 2
) ∣∣∣
= 465 + κ5 + 10(417 + κ5)a + (1725 − 19κ5)b 6= 0. (6.20)
Then we can regard z1, z2 as free variables (and write u , v , z3 in terms of z1, z2), and the two
inequations we need to consider can be stated as, for some α˜i ∈ C [cf. (1.20) and (6.19) ],
(i) C ′1 :=κ4κ
−1
3 |A˙2(1 + λ0A˙1)|−1=
∣∣1+(b1z1+z2)E+(α˜1z21+α˜2z1z2+α˜3z22)E2∣∣−1+O(E)3≥0,
(ii) C ′2 := |A3|−1(|A˙3|+ κ10|A˙1|)− (1 + κ′10)
=
∣∣1+(α˜4z1+α˜5z2)E+(α˜6z21+α˜7z1z2+α˜8z22)E2∣∣+κ′10|1+z1E|−(1+κ′10)+O(E)3>0, (6.21)
where b1 =
λ0A1
λ+A1
, κ′10 = κ10|A−13 A1|. As in Case 1, we can set z2 = −b1z1 + (α˜9z21 + α˜10w)E
for some α˜i, w ∈ C with wre > 0 so that C ′1 has the form as in (6.8) [i.e., (6.21) (i) holds ], and
then choose u to satisfy (6.21) (ii) (which can be done exactly as in Case 1 by noting the term
κ′10|1 + z1E| in C ′2, which plays the same role as the term |1 + vE| of C2 in (6.6) (ii) ].
Now assume ∆(z1, z2) = 0, i.e., a =
−465−κ5+(19κ5−1725)b
10(417+κ5)
[cf. (5.67) ]. First suppose
∆2(z1, z3) :=
∣∣∣ −(201a+22) −(201b+1)
5(1−2κ9)a−κ9 5(1−2κ9)b+1
∣∣∣=−(22+κ9)−(196+10κ9)a+(19κ9−110)b
=
12(201b + 1)(20κ9 − κ5 − 25)
5(417 + κ5)
6= 0. (6.22)
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Then we can regard z1, z3 as free variables [and write u , v , z2 in terms of z1, z3, and we have
z2 = b0z1 +O(E)
1 for some b0 ∈ C since ∆1(z1, z2) = 0], and C ′2 becomes
C ′2 := |1 + z3E|+ κ′10|1 + z1E| − (1 + κ′10) +O(E3) > 0. (6.23)
We simply set z1 = 0 [then z2 = O(E)
1 and C ′1 becomes an O(E)
2 element]. If C ′1 does not
depend on z3, i.e., C
′
1 = 0 and thus (6.21) (i) holds trivially, then we can always choose z3 with
z3 re > 0 to guarantee that (6.23) holds, i.e., (6.21) (ii) holds. Otherwise as in Case 1, C
′
1 =
|1 + b′zk3Ek| − 1 +O(E)k+1 for some b′ ∈ C 6=0 and k ∈ Z≥2, and we can always choose z3 ∈ C with
(b′zk3 )re > 0 and z3 re > 0 (such z3 always exists simply because k ≥ 2) to guarantee that both of
(6.21) hold.
Finally assume ∆1(z1, z2) = ∆2(z1, z3) = 0. Then b = − 1201 by (6.22) and (5.67), and so
a = − 22201 . Then
∆3(z2, z3) :=
∣∣∣ 10(κ5 + 15)a + κ5 + 25 10((κ5 + 15)b − 2)
5(1−2κ9)a−κ9 5(1−2κ9)b+1
∣∣∣= 8(20κ9 − κ5 − 25)
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6=0,
by (5.67). Thus we can regard z2, z3 as free variables [and z1 = b
′
0z2 + O(E)
1 for some b′0 ∈ C; in
fact b′0 must be zero since ∆1(z1, z2) = ∆2(z1, z3) = 0 6= ∆3(z2, z3) ], and set z2 = 0. Then the rest
is exactly as in the previous case.
This proves Theorem 1.5. 
7. Proofs of Theorems 1.1 and 1.2
Proof of Theorem 1.2. To prove Theorem 1.2 (i), we use Theorem 1.5. Denote [cf. (1.19), (1.20) ]
L = {ℓp0,p1 | (p0, p1) ∈ V0}, ℓ = supL ∈ R>0 ∪ {+∞} (the supremum of L). (7.1)
By definition, there exists a sequence (p0i, p1i) :=
(
(x0i, y0i), (x1i, y1i)
) ∈ V0, i = 1, 2, ..., i.e.,
p0i 6= p1i and [assume we have case (1.19) as the proof for the case (1.20) is exactly similar],
σ(p0i) = σ(p1i), κ0 ≤ κ1|x1i|κ2 ≤ κ3|x0i| · |x1i|η ≤ κ4|x1i|κ5 ≤ κ6, ℓi := |y1i|+ κ7|x1i|κ8 ≥ κ9, (7.2)
such that limi→∞ ℓi = ℓ (cf. Remark 1.6). By (1.21), |x0i|, |x1i| are bounded. By (1.13), we
see that |y0i|, |y1i| are also bounded [as in the proof of Theorem 1.4 (i) ]. Thus by replacing the
sequence by a subsequence, we may assume
lim
i→∞
(p0i, p1i) = (p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ C4. (7.3)
First suppose p0 = p1. Then by (7.3), for any neighborhood Op0 of p0, there exists N0 such that
p0i, p1i ∈ Op0 when i > N0, but p0i 6= p1i, σ(p0i) = σ(p1i), which is a contradiction with the
local bijectivity of Keller maps. Thus p0 6= p1. By taking the limit i → ∞, we see that (1.21) is
satisfied by x0, x1, y1 and all conditions in (1.19) hold for (p0, p1). Thus (p0, p1) ∈ V0. Therefore
by Theorem 1.5 (2), there exists (q0, q1) =
(
(x˙0, y˙0), (x˙1, y˙1)
) ∈ V0 such that ℓq0,q1 > ℓp0,p1 = ℓ, a
contradiction with (7.1). This proves that (1.15) is not true, i.e., we have Theorem 1.2 (i).
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To prove Theorem 1.2 (ii), as in (4.4) and (5.10), take (p0, p1) =
(
(x0, y0), (x1, y1)
) ∈ V and set
(and define G0, G1 similarly)
F0 = F (x0 + α0x, y0 + y), F1 = F (x1 + α1x, y1 + y), where (7.4)
α0 =
{
1 if x0 = ξ0,
x0 − ξ0 else,
α1 =
{
1 if x1 = ξ1,
x1 − ξ1 else.
(7.5)
Define q0, q1 accordingly [cf. (4.10) and (5.13) ]. Then we have as in (4.12) and (6.3),
s = au+ bv +O(E)1. (7.6)
Note from Theorem 1.2 (i) that (x0, x1) 6= (ξ0, ξ1).
First suppose x0 6= ξ0, x1 6= ξ1 (then α0 = x0−ξ0, α1 = x1−ξ1). In this case, we need to choose
u, v such that,
C0 := β0|1 + sE|2 + β1|1 + uE|2 − (β0 + β1) < 0, (7.7)
where β0 = |x0− ξ0|2, β1 = |x1− ξ1|2. Using (7.6) in (7.7), we immediately see (by comparing the
coefficients of E1) that if b 6= 0 or a 6= −β0β−11 , then we have a solution for (7.7). Thus assume
b = 0, a = −β1β−10 [then d 6= 0 in (4.9) and a is real]. In this case, using arguments after (4.13),
we have the similar versions of either (4.24) and (4.25), or else (4.28) and (4.29), i.e.,
u = uˆEk−1, v = d−1w − d−1cuˆEk−1, s = (auˆ+ b′wk)Ek−1 +O(Ek), or else (7.8)
u = u1iE
i0−1, v = d−1w − d−1cu1iE i0−1, sE = au1iEi0 + b′′u1iwi0E2i0 +O(E2i0+1), (7.9)
for some b′, b′′, u, w ∈ C 6=0, u1 ∈ R 6=0, k, i0 ∈ Z>0, one can again find a solution for the inequation
(7.7).
Now if x0 = ξ0 (thus x1 6= ξ1), then the first term of C0 becomes |sE|2 = O(E)2 and we can
easily choose any u with ure < 0 to satisfy that C0 < 0. Similarly, if x1 = ξ1 (thus x0 6= ξ0), then
the second term of C0 becomes |uE|2 = O(E)2 and we can easily choose u with (au)re < 0 (in case
a 6= 0) or v with (bv)re < 0 (in case b 6= 0) to satisfy that C0 < 0. This proves Theorem 1.2. 
Proof of Theorem 1.1. Finally we are able to prove Theorem 1.1. The second assertion of Theorem
1.1 follows from [8, 23]. To prove the first statement, assume conversely that there exists a Jacobian
pair (F,G) ∈ C[x, y]2 satisfying (1.5) such that (1.3) holds. Then we have Theorem 1.2. Similar to
the proof of Theorem 1.2, denote D = {dp0,p1 | (p0, p1) ∈ V } [cf. (1.9) ], and set d = infD ∈ R≥0
(the infimum of D). By definition, there exists a sequence (p0i, p1i) :=
(
(x0i, y0i), (x1i, y1i)
) ∈ V ,
i = 1, 2, ..., such that limi→∞ dp0i,p1i = d . Then {x0i, x1i | i = 1, 2, ...} is bounded by (1.9). Thus
{y0i, y1i | i = 1, 2, ...} is also bounded by (1.13). By replacing the sequence by a subsequence, we
can then assume (7.3). Now arguments after (7.3) show that (p0, p1) ∈ V , but (x0, x1) 6= (ξ0, ξ1)
by Theorem 1.2 (i), i.e., d > 0. Then by Theorem 1.2 (ii), we can then obtain a contradiction with
the definition of d . This proves Theorem 1.1. 
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