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At suciently low temperature the ground state of a bosonic system becomes macroscopi-
cally occupied. This phenomenon is known as Bose-Einstein condensation (BEC) in honor
of preliminary work by S. Bose in 1920 [1] and the nal prediction by A. Einstein in 1925
[2]. However, after its prediction it took a long time before condensed states of bosonic
particles could be prepared, controlled and directly observed in experiment. The main
obstacle was the extremely low critical temperature crucial for the occurrence of conden-
sation. The rst milestone in particle control was set by S. Chu, C. Cohen-Tannoudji and
W. D. Phillips. Their invention of atom traps and laser cooling, which yielded a lowering
of the temperature down to  10 5 K, was celebrated with a Nobel Prize in 1997. In 1995
the groups of E. A. Cornell, C. E. Wieman [3] and W. Ketterle [4] succeeded in cooling the
atoms further down to  10 8 K by applying an additional evaporative cooling technique.
For this achievement they were awarded the Nobel Prize in 2001.
Fermionic quantum gases constitute the counterpart to BEC, with a behavior at quantum
degeneracy determined by Fermi-Dirac statistics, developed independently by E. Fermi
and P. Dirac [5, 6]. In contrast to bosons, the creation of a degenerate Fermi gas is more
complicated due to a vanishing scattering cross section at low energies. To compensate for
this, sympathetic cooling using the admixture of one further atom species is applied. This
technique lead to the rst realization of a fermionic ultracold gas in 1999 by B. DeMarco
et al. [7].
Since that time, research on degenerate quantum gases has reached a new level. Creation of
condensates in dierent dimensionalities, trapping in optical lattices of various symmetries
and nally the accurate tuning of the interaction strength enable perfect control over
system parameters. As a result, ultracold atoms have evolved into a powerful tool for
experimental investigations of strongly correlated many-body systems, which until recently
were restricted to condensed matter.
Particularly intriguing was the new possibility to access zero-temperature physics predicted
by Bose- and Fermi-Hubbard models [8, 9] in an accurately tunable atomic quantum sim-
ulator. While thermal 
uctuations freeze out at T = 0, quantum 
uctuations persist and
can induce phase transitions that lead to macroscopic changes in the many-body ground
state. A theoretically predicted transition from the weakly to the strongly correlated
regime, the so-called super
uid-Mott insulator phase transition for bosons [9, 10] and the2 1. Introduction
metal-Mott insulator phase transition for fermions [8, 11], was successfully observed in the
experiment by M. Greiner et al. [12], R. J ordens et al. [13] and U. Schneider et al. [14],
respectively.
The experimental observation of long-range ordered phases, such as quantum magnetism
and supersolidity [15{18], theoretically already predicted in multicomponent mixtures, is
now one of the major goals in the eld of ultracold gases. Superexchange interactions have
been observed and investigated experimentally in two-state mixtures of bosonic 87Rb [19].
Moreover, a successful creation of a heteronuclear bosonic condensate has been achieved
recently [20]. In combination with tunable inter-particle interaction, a mapping of the
phase diagram is feasible. However, a most important barrier has not yet been eliminated:
the experimental detection of many-body ground states with spin ordering requires even
lower temperatures. Quantum magnetism exists at temperature scales of the order J2=U,
where J is the tunneling and U the interaction strength between atoms, which corresponds
to temperatures well below 1 nK [21]. This requires additional cooling techniques and
control over heating processes induced by three-body recombination or ramping up of
the lattice. While the rst issue has been extensively investigated both experimentally
and theoretically [22{25], the eects on adiabaticity caused by a lattice ramp remain
underestimated. Ramping the optical lattice can easily lead to temperature increase,
or more precisely raise the entropy. This poses the following questions which will be
addressed in this thesis for the case of bosonic atoms: when is the ramping of the optical
lattice suciently slow, such that the process is adiabatic, and what are the observable
non-adiabatic features. In contrast to previous static or single-species investigations [26{
28] the eect of a second atomic species on the coherence properties of the rst one is
investigated considering actual experimental parameters. Particularly, non-equilibrium
simulations for dierent ramping proles and times prove that the ground state is not
reached dynamically in deep lattices. Instead, a frozen super
uid and collective excitations
are generated. The adiabaticity criterion as is proposed here and published in [29], is based
on the experimentally accessible visibility and hence may serve as a guideline for future
experiments.
Although equilibration is the goal in most experiments, non-equilibrium can be evoked on
purpose. The induced many-body dynamics not only reveals various exciting phenomena
but may also establish new experimental probing techniques [30, 31]. In the recent work
by L. Hackerm uller et al. [32] strong correlations have been shown to change the thermo-
dynamics of a quantum many-particle system dramatically even when changes are made
in an adiabatic way. Anomalous eects were reported such as expansion of a gas cloud
with increasing attractive force between the atoms. Based on these ndings, yet unknown
eects of interactions on the dynamics raised the interest of theoretical and experimental
physicists. In particular, by compensating the connement potentials, it has been possible
to study out-of-equilibrium expansion properties of ultracold fermions in a homogeneous
Hubbard model [14]. Surprisingly, the expansion velocity and the shape of the spreading
cloud were found to be strongly aected by the interaction strength. The corresponding
issues for bosonic species have also been addressed theoretically. Counterintuitively, the
coherence was found to be recovered when the initially conned Mott insulating cloud
was allowed to expand. Complementary to previous studies on one-dimensional hard-core
bosonic [33, 34] and higher-dimensional non-isotropically tunneling systems [35], in this
thesis a systematic study of the homogeneous expansion for experimentally relevant se-
tups is presented. Once released from harmonic connement, the interacting many-body
system is observed to develop coherence while simultaneously populating states with -
nite quasi-momentum. The emerging exotic condensate are found to show unusual eects.3
Particularly, parameter regimes are found at which the cloud shape and condensation dy-
namics are aected by the number of particles in the Mott insulating phase rather than
by the particular interaction or tunneling strength. This counterintuitive behavior may be
incentive for further studies on non-equilibrium systems.
The high control and tunability of optical lattice potentials allowed another application
of ultracold systems: investigations of disorder physics. Impurities, naturally present or
articially introduced into solids, were found to in
uence strongly the transport properties.
The investigations of phenomena in condensed matter induced by impurities started many
decades ago. Eects as for instance the unexpected increase of the conductivity were found
[36] and explained as a many-body eect induced by a free electron gas interacting with a
single localized magnetic impurity moment [37]. Nowadays, this phenomenon is known as
the Kondo eect, in honor of the theoretical physicists J. Kondo who rst developed the
corresponding model and explained the underlying mechanism [38]. Later on, when doping
of semiconductors was developed, a series of experiments by G. Feher et al. in 1955-56
surprised the community with the eect of localized spin excitations where spin transport
was expected instead. This phenomenon is named after the physicist P. W. Anderson,
who explained the absence of spin/charge diusion within a basic model in 1958 [39]. The
Anderson model describes a lattice with random energetic on-site osets where an electron
can propagate via nearest-neighbor tunneling. Above a certain concentration/strength of
disorder coherent backscattering processes lead to localization of electronic eigenstates,
the so-called Anderson localization. The corresponding localized particle wave functions
cannot contribute to charge transport, which explains the observed loss of diusion.
Unfortunately, experimental investigation of disorder eects in solid matter is a dicult
task, since even an articial introduction of impurities via doping techniques is less con-
trollable. A solution to this problem oer ultracold systems. The increasing tunability
of optical lattices has enabled implementation of disorder potentials not only of dierent
strength but also of dierent types. Recently, the groups of J. Billy and G. Roati succeeded
in demonstrating Anderson localized states in a non-interacting BEC in speckle-disordered
lattices [40, 41]. The additional incorporation of repulsive interactions allowed observation
of competing insulating regimes, i.e. Anderson and Mott phases, for speckle and bichro-
matic disordered bosonic systems [42, 43]. Complementary to already known super
uid
and Mott-insulating phases the new insulating, gapless and compressible Bose glass phase
was found. On the theoretical side, a non-perturbative description of random potentials
requires a sophisticated numerical approach. Exact and approximative methods tailored
to low and high dimensional bosonic systems provide corresponding phase diagrams for
several disorder types [44{51].
For fermionic systems up to now, only few experiments have been done [52]. However,
recent progress in the application of computational methods such as dynamical mean-
eld theory to disordered systems [53, 54] enabled quantitative theoretical predictions for
experimental guidance. The second part of this thesis aims at a description of disorder
eects in one- and two-dimensional interacting fermionic systems. Of special interest is the
simultaneous presence of disorder and interactions. Although both lead to metal-insulator
transitions, their action is competing: the repulsive electron-electron interaction favors
a uniform distribution of particles, while disorder localizes the electronic wave function
to a few lattice sites. Several investigations, perturbative and non-perturbative, have
revealed that the interplay aects the system in a subtle way [44, 50, 51, 55{59]. A
metallic phase was found in higher [44, 58] and even two-dimensional systems [55, 60],
despite the long-standing belief [61{63] that no phase transition to a delocalized phase4 1. Introduction
takes place in two dimensions. Also the research presented in this thesis demonstrates that
in two-dimensional optical lattices with speckle disorder a metallic phase appears, which
continuously separates Anderson- and Mott-insulators. For box-disordered correlated one-
dimensional systems a strong indication of delocalization is found. Here, the obtained
metal is formed for intermediate interaction and disorder strength only.
This thesis is separated in two parts in which the investigated bosonic and fermionic sys-
tems are discussed separately. At the beginning of each of the two sections the underlying
Bose- and Fermi-Hubbard models are derived and discussed in detail. The numerical pro-
cedures, i.e. the dynamic Gutzwiller method and the real-space extension of dynamical
mean-eld theory, are introduced as well as the observables important for the characteri-
zation of physical eects. And last but not least, the results and discussion of published
and unpublished research are given at the end of each section. Specically, the bosonic re-
sult section contains our investigations on lattice-ramp induced dynamics in an interacting
bose-bose mixture and on the expansion of bosonic condensates in optical lattices. The
fermionic results comprise the analysis of localization of correlated fermions in optical lat-
tices with speckle disorder and investigations of delocalization signatures in the fermionic
1D Hubbard model with box disorder.2. Experiments in a nutshell
In order to perform experiments with cold gases a high degree of control over the posi-
tion of the investigated particles has to be achieved. In the case of ultracold atoms we
are dealing with neutral particles where in contrast to charged particles, there exists no
Coulomb interaction which can be used to trap the atoms in an electromagnetic eld. For
neutral particles alternative methods have been developed based on three dierent types
of interactions [64, 65]:
 Radiation-pressure traps operate with near resonant light [66, 67]. The driving
forces are the optical excitation and spontaneous emission. In a weak inhomoge-
neous magnetic eld the Zeeman splitting is position dependent. As illustrated in
Fig. 2.1 (a), if the laser frequency is slightly below the resonance at B = 0 an atom
propagating in positive direction (z > 0) will on average absorb more   polar-
ized photons and feel a net time-averaged force toward the trap center. Similarly,
atoms propagating in negative direction (z < 0) will be slowed down and pushed to
the B = 0 center. This setup can be used not only for trapping particles but also
for cooling. However, the recoil energy limits the achievable temperature and the
resonant absorption/emission processes perturb the internal dynamics.
 Magnetic traps are based on the interaction of the magnetic moment of the atoms
with an inhomogeneous external magnetic eld [68, 69]. The created magnetic poten-
tial landscape consists of eld gradients towards the trap center and enables trapping
of neutral atoms, see Fig. 2.1. However, the trapping eciency is limited by non-
adiabatic or Majorana transitions which reorient the atomic magnetic moment and
thus the direction of the magnetic force while the atom moves. Additionally, the
trapping eect depends on the spin state of the atom, which limits investigation of
spin mixed systems.
 Optical dipole traps are based upon the electric dipole interaction between the
induced dipole moments of neutral atoms and the electric laser eld. The lasers are
far-detuned from the atomic resonances such that spontaneous emission eects can
be neglected and the resulting dipole potential is purely conservative. No cooling
can be achieved with the dipole force, however precooled atoms can be trapped. The
depth and the geometry of optical potentials can be easily tuned even during the
experiment, which is essential for observation of quantum mechanical phase transi-
tions.6 2. Experiments in a nutshell
Figure 2.1: Illustration of a radiation pressure trap (a) and a magnetic trap (b). (a) In the
inhomogeneous magnetic eld (not in the gure) the radiation trap lasers are tuned resonant
to atomic transition at B = 0, which is in the center of the device. The left and right
moving particles absorb photons +( ) and experience a kickback as a consequence of the
momentum transfer from the photon to the particle. Thus, the atoms collect in the center of
the device. Additionally they lose kinetic energy, which leads to a decrease of the temperature
of the trapped atomic cloud. (b) In a quadrupole magnetic trap particles are attracted to the
minimum of the magnetic eld. The black lines visualize the potential gradient created by
magnetic coils and the blue bubbles symbolize the atoms trapped in the center.
While for atomic connement magnetic traps are as common as optical traps, the optical
lattices are purely photonic. In order to gain a compact insight into trapping and articial
lattice creation we focus on the interaction between atoms and light only. We rst sketch
the derivation of the main equations for the dipole interaction between atom and the laser
eld, which is responsible for trapping of the particles in the optical trap as well as in the
optical lattice. Based on that the creation of the lattice is explained.
2.1 Optical dipole potentials
The interaction between an atom and laser light can be divided in two processes. After
a photon is absorbed by an atom it will either be emitted spontaneously or the emission
will be stimulated. The rst of the listed processes implicates the absorption of a photon
followed by a spontaneous emission and is of dissipative nature because of the momentum
transfer between the photon and the atom. Optical cooling and trapping setups are based
on this eect. The other process of the interaction refers to a stimulated emission, where
the photon is emitted into the same mode however with a phase shift. This atom-light
interaction leads to the so-called ac-Stark shift of the potential which lowers the energy of
the system. As will be shown next, for laser detuning away from the atomic resonance, the
spontaneous emission can be neglected. The remaining laser stimulated interaction can
be considered to lead to a conservative potential which can be tuned to create attractive
spatially modulated landscapes.
Next, we calculate both interaction contributions respectively.
An oscillating electric eld E induces an electric dipole p in an atom placed in the ra-
diation eld. In the complex notation E(r;t) = eE(r)[exp(i!t) + c:c:] and p(r;t) =2.1. Optical dipole potentials 7
ep(r)[exp(i!t)+c:c:], where e denotes a unity polarization vector. The amplitude of the in-
duced dipole moment is proportional to the electric eld amplitude, namely p(r) = E(r),
with complex polarizability (!).
The interaction potential is given by [70]
Vdip(r) =  
1
2
hp(r;t)E(r;t)i =  
1
20c
Re()I(r); (2.1)
where I(r) = 20cjE(r)j2 denotes the intensity of the laser light and the average is taken
with respect to time. The constants 0 and c correspond to the permeability and light
velocity in vacuum respectively. This potential describes the stimulated part of the inter-
action where the atomic dipole oscillates in-phase with the driving eld.
The out-of-phase part of the dipole interaction is due to absorption. The atom absorbs
and re-emits the radiation of the electric eld, the absorbed power is [70]
Pabs = h_ pEi =
!
0c
Im()I(r): (2.2)
The corresponding scattering rate of incoming photons consisting of absorption and re-
emission is given by
 sc(r) =
Pabs
~!
=
1
~0c
Im()I(r): (2.3)
In order to use the above equations we have to calculate the polarizability. This can be
directly calculated classically from the equation of motion for a driven damped oscillator
 x + 
 _ x + !2
0x =  eE(t)=m0 (the Lorentz oscillator model) with complex electric eld
E(t) = Ee i!t, elementary charge e and electron mass m0. The damping 
 is calculated
from the Larmor formula 
 = e2!2=60m0c3, which gives the energy loss of a non-
relativistically accelerated electron [70]. The amplitude of a single induced dipole moment
is given by p(t) =  ex(t), where
x(t) =  
eE
m0
e i!t
!2
0   !2   i
!
(2.4)
is the solution of the dierential equation. With p(t) = E(t) the polarizability reads
(!) =
e2
m0
1
!2
0   !2   i
!
=
60c3

!2
1
!2
0   !2   i
!
= 60c3 
0=!2
0
!2
0   !2   i
0!3=!2
0
: (2.5)
From the rst to the second line the prefactor was rewritten using the expression for the
classical damping rate. The on-resonance damping rate 
0 = 
!2
0=!2 was introduced in
the third line.
A semiclassical calculation, which accounts for a two-level quantized nature of electronic
excitations but neglects saturation eects1 yields a similar expression for the polarization
1Saturation refers to minimization of the absorption due to a high fraction of already excited electrons.
Commonly, when the laser intensity reaches the saturation point, 1=4 of the atoms are in the excited state.
With larger detuning from the electronic resonance higher intensities are needed to saturate the system
such that for far-detuned lasers the absorption can be assumed constant.8 2. Experiments in a nutshell
Figure 2.2: Eect of the laser detuning on the dipole potential. The Gaussian proles of
blue and red detuned laser beams are illustrated with the atoms inside. A blue detuning leads
to a repulsion of particles from the beam center, where the intensity is maximal. In contrast,
a red detuning attracts particles to those regions.
Eq. (2.5) with the damping rate 
0 = jhejerjgij2!2
0=30~c3. Here, jei denotes the excited
and jgi the ground state of the atom.
With the estimated polarization the dipole potential Eq. (2.1) and the scattering rate
Eq. (2.3) can thus be rewritten
Vdip(r) =  
3c2
2!3
0


0
!0   !
+

0
!0 + !

I(r) (2.6)
 sc(r) =
3c2
2~!3
0

!
!0
3 

0
!0   !
+

0
!0 + !
2
I(r): (2.7)
For detuning   !   !0 with jj  !0 the rst term dominates and the counter-rotating
part with denominator !0 + ! can be neglected2. Within this so-called rotating wave
approximation the Eq. (2.6) simplies to
Vdip(r) =
3c2
2!3
0

0

I(r): (2.8)
The sign of detuning determines whether the optical dipole potential is attractive (red
detuning,  < 0) or repulsive (blue detuning,  > 0) as illustrated in Fig. 2.2. In red
detuned traps the induced dipole p oscillates in phase with the electric eld E and the
atoms are trapped at positions with intensity maxima. Whereas for blue detuned lasers
the phase of the oscillating dipole p is shifted by  against the phase of the E-eld and
the atoms are trapped at intensity minima. In experiments only the red detuned lasers
are used to trap the atoms, while an optical lattice can be generated using red and blue
detuned laser light.
Likewise, the rotating wave approximation and !=!0  1 simplication leads to the scat-
tering rate
 sc(r) =
3c2
2~!3
0

0

2
I(r): (2.9)
As absorption leads to a momentum transfer from a photon to an atom, this is an important
feature for cooling atoms e.g. in mentioned radiation-pressure traps. However, once the
atoms are cooled the absorption of a photon increases the kinetic energy of the atom and
thus heats up the atomic sample. Consequently, the scattering rate should be lowered
2Otherwise the full equations must be considered in combination with eects of dierent atomic orbitals
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Figure 2.3: Illustration of single (left) and crossed (right) red detuned laser beams. Atoms
are trapped in the region of the maximal intensity which is axial for a single beam and in the
foci of two beams for a crossed beam trap.
once the atoms are trapped. As  sc  1=2 large detuning is used in optical dipole traps
to reduce the scattering rate responsible for heating of the cooled atoms [71, 72].
In general atoms have multiple electronic transitions which have to be accounted for in
the dipole matrix element and lead to a state-dependent polarizability. Consequently, the
trapping potentials are unique for each trapped particle species. For a derivation of the
trapping with a multi-level ansatz see [64].
2.2 Optical dipole trap
As derived in the previous chapter, the dipole potential attracts particles towards the
intensity maxima when the laser is red detuned. The spatial intensity of a Gaussian laser
beam propagating in z-direction is described by
I(r;z) = I0
w2
0
w2(z)
exp

 
2r2
w2(z)

; (2.10)
where r denotes the radial distance from the beam axis, I0 is the peak intensity at r = 0,
z = 0 and the 1=e2 radius w depends on the z-coordinate
w(z) = w0
q
1 + z2=z2
R : (2.11)
The waist w0 is thereby the minimal radius of the laser beam and zR = w2
0= is the
Rayleigh length. When the laser is tuned below the atomic transition the atoms are
trapped axial in a single beam where the intensity is maximal and the dipole potential is
minimal (see Eq. 2.8).
Due to the additive character of the intensities, two crossed laser beams attract the particle
in their foci. Consequently, Gaussian crossed laser beams represent the easiest way of
three-dimensional spatial connement. The schematic trap types are shown in Fig. 2.3.
Because of the ratio between the Rayleigh length and the radial waist zR=w0 = w0 the10 2. Experiments in a nutshell
Figure 2.4: Trapping of atoms in a periodic 1D lattice potential. Atoms are trapped at
anti-nodes when the frequency of the trapping eld is red detuned (left) or at nodes for a blue
detuning (right).
induced dipole potential in the radial direction is steeper than in the z-direction. Thus, to
stabilize the sample against the gravitational sag, the crossed-beam traps are aligned in the
horizontal plane. Tight vertical connement can additionally minimize the gravity shift.
These so-called oblate traps are realized when asymmetric laser beams are used. Their
laser proles have an elliptic instead of a rotational symmetry along the propagation axis
and are described by a major and a minor semi-axis wx and wy, where wx 6= wy.
If the thermal energy kBT of the atomic sample is much smaller than the potential depth,
the atomic cloud is located around the trap center (r = 0;z = 0) where the dipole poten-
tial is well approximated by a cylindrically symmetric harmonic potential. Inserting the
intensity I(r;z) from Eq. (2.10) into Eq. (2.8) and expanding the resulting potential to
second order in r and z around r = 0;z = 0 yields the expression
Vdip(r;z)   Vdip;0

1   2
r2
w2
0
 
z2
z2
R

=  Vdip;0 +
1
2
m(!2
rr2 + !2
zz2); (2.12)
where Vdip;0 = j3c2
2w3
0

0
 I0j. The harmonic connement is characterized by radial and axial
oscillation frequencies !r and !z of a trapped atom of a mass m
!r =
s
4Vdip;0
mw2
0
; !z =
s
2Vdip;0
mz2
R
: (2.13)
2.3 Optical lattices
When two counter propagating laser beams of the same wavelength  interfere, a 1D
standing wave of period a = =2 is formed3, where commonly a is called the lattice
constant. Depending on the detuning of the laser frequency with respect to the atomic
resonance, the interaction between the atom and the oscillating electric eld attracts the
atoms to the anti-nodes or to the nodes of the standing wave, similar to the mechanism
leading to dipole trapping. As a result the atoms experience a periodic potential similar to
electrons in a crystal as depicted in Fig. 2.4. Due to this analogy, these light potentials are
referred to as optical lattices and the nodes/anti-nodes, where the particles are trapped,
as lattice sites.
The interference of two identical red-detuned laser beams in z-direction leads to a poten-
tial4
V (r;z) =  Vlat;0 exp

 
2r2
w2(z)

cos2(kz); (2.14)
3By changing the angle between two interfering beams away from 180
 the periodicity can be increased
to values larger than =2 [73, 74].
4In the case of blue-detuning the potential reads V (r;z) = Vlat;0 exp

 
2r2
w2(z)

sin
2(kz), where a positive
sign accounts for detuning  > 0 and cos(kz) was substituted by sin(kz) such that z = 0 still corresponds
to a lattice site.2.3. Optical lattices 11
where k = 2= = =a is the laser wavelength and Vlat;0 is four times larger than the
maximal dipole potential of the single laser beam Vdip;0 from Eq. (2.12). This is a con-
sequence of the superposition principle, due to which the resulting electric eld is a sum
of the individual elds, the intensity I  jE2j is thus four times larger than in the single
laser beam. Consequently, Vlat;0  4I0 and hence Vlat;0 = 4Vdip;0.
Optical lattices are commonly characterized by the maximal potential depth in units of
the recoil energy Er = ~2k2=2m, the scale of the thermal energy increase per atom-photon
scattering process,
s =
Vlat;0
Er
=
3c2
2w3
0

0
jj
4I0
2m
~2k2 : (2.15)
Since the absolute value of the detuning of a laser jj = j!   !0j depends on the atomic
resonance frequency, each particle species experiences dierent potentials for a xed laser
frequency !. Therefore, if a mixture of atoms is loaded into a single lattice each type of
bosons experiences a dierent potential depth s.
For suciently strong optical lattices the periodic cos-potential can be approximated by
a parabolic connement at each lattice site. Close to the trap center the Gaussian beam
prole can be neglected and the approximate on-site potential reads
V (r = 0;z) =  Vlat;0 cos2(kz)  Vlat;0( 1 + k2z2):
Since a global potential is only dened up to an additive constant, we can add Vlat;0 and
write
V (r = 0;z) = Vlat;0k2z2 =
1
2
m!2
lat;0z2 ; (2.16)
with the trapping frequency
!lat;0 =
r
2Vlat;0k2
m
=
p
s
~k2
m
: (2.17)
Away from the trap center the Gaussian beam shape leads to an exponential reduction of
the potential and to corrections of the on-site lattice frequencies:
V (r;z) =  Vlat;0 cos2(kz)exp

 
2r2
w2(z)

 Vlat;0k2z2 exp

 
2r2
w2(z)

=
1
2
m!2
lat(r)z2 ;
(2.18)
where
!lat(r) = !lat;0 exp

 
r2
w2(z)

: (2.19)
For typical experimental parameters, i.e. beam waist w0 = 150 nm, laser wavelength
 = 1064 nm and lattice size of (0:2  0:2  0:2) mm, r2
w2(z) = 0:13 and the corrections
exp

  r2
w2(z)

 0:88 reduce the trapping frequency !lat;0 by 12% at the edges of the
lattice. Hence, the Gaussian beam shape can be neglected or approximated harmonically
and absorbed into an overall harmonic trapping incorporating the magnetic trap present
in the most experiments. Therefore we drop for the moment the corrections and assume
a homogeneous laser intensity.
Addition of counter propagating laser pairs in x and y directions leads to 2 and 3 dimen-
sional lattices (see Fig. 2.5). The resulting 2D potential reads
V (x;y) =  Vlat;0
 
cos2(kx) + cos2(ky) + 2exey cos()cos(kx)cos(ky)

: (2.20)12 2. Experiments in a nutshell
Figure 2.5: Cartoon of two (a) and three (b) dimensional optical lattices. (a) A superposition
of two pairs of counter-propagating laser beams (red) polarized 90 with respect to each other
connes the atoms in the x and y directions. The freedom in z direction gives rise to a nal
tube structure of atomic clouds (blue). (b) Adding an additional standing wave in z direction
leads to a simple cubic structure in which atoms (blue) are located at nodes.
Here k is the laser wave vector, ei is the polarization vector in i direction and  is a
time phase between the interfering laser elds. In the case of superposition of lasers with
polarization perpendicular to each other the last term of Eq. (2.20) vanishes and the
potential yields a simple cubic lattice of period =2. Changing the angle between the
polarization vectors gives access to hexagonal lattices with a periodicity depending on the
angle and the phase [75]. In all 2D setups the particles are allowed to propagate freely
in z direction, which breaks the symmetry and leads to a tube-like structure as shown in
Fig. 2.5(a). Analogously, a superposition of three identical5 standing waves orthogonal to
each other with mutually orthogonal polarization leads to a potential
V (x;y;z) =  Vlat;0
 
cos2(kx) + cos2(ky) + cos2(kz)

(2.21)
for red-detuned lasers when the Gaussian beam proles are neglected.
5In order to minimize the undesirable eect of residual interference in experiments, the standing waves
are usually chosen to have slightly dierent wavelength and the resulting lattice potential is V (x;y;z) =
 Vlat;x cos
2(kx)   Vlat;y cos
2(ky)   Vlat;z cos
2(kz) [76].3. Bose-Einstein condensates
3.1 The Bose-Hubbard model
The simplest mathematical description of interacting bosonic particles on a lattice is given
by the Bose-Hubbard model [9, 10]. Similar to the Hubbard model for fermionic systems,
the Bose-Hubbard Hamiltonian includes short range interactions, kinetic energy and the
lattice structure - the ingredients sucient to describe the insulating and the super
uid
regimes and the quantum phase transition between them.
In second quantization the Bose-Hubbard Hamiltonian has the form
^ H =  J
X
hiji
(^ b
y
i^ bj + h:c:) +
U
2
X
i
^ ni(^ ni   1)  
X
i
(   Vi;trap)^ ni ; (3.1)
where the operator ^ b
y
i(^ bi) creates (annihilates) a boson at site i. The rst term describes
the nearest neighbor hopping in a periodic potential, where
P
hiji represents the sum over
the nearest neighbors and J is the tunneling strength. The second term represents the
on-site repulsion between the particles where U denotes the interaction strength. The last
term contains the chemical potential , which xes the particle density in the system,
and an optional conning potential Vi;trap, which takes account of inhomogeneities such
as additional trapping potentials or modulations due to the Gaussian prole of the laser
beams which form the optical lattice. The most common trapping potentials are parabolic:
Vi;trap = 1
2m!2a2jri   rj2, where m is the particle mass, a is the lattice constant, ! the
trap frequency, ri is the coordinate of the given lattice site i and r is the center of the
harmonic potential.
In this section the derivation of the Bose-Hubbard model will be given. The discussion
is organized as follows: rst the Hamiltonian of non-interacting particles in a periodic
potential (the rst term of Eq. (3.1)) will be derived and solved. The relevant system
parameters are explained and an overview of the approximations and limitations of the
model will be given. Subsequently, the homogeneous non-interacting system is extended
to a cylindrically symmetric trapping potential (the last term of Eq. (3.1)) and the impli-
cations for the phase diagram are discussed. The incorporation of interactions and a brief
summary of the results and approximations complete the model and conclude the section.14 3. Bose-Einstein condensates
3.1.1 Non-interacting particles in homogeneous systems
We begin our derivation of the Bose-Hubbard model with the simplest problem: non-
interacting particles in a periodic potential. We will consider a sinusoidal lattice potential
which is created in optical lattices - the system investigated in this thesis. The non-
interacting problem does not depend on the particle statistics and the following results
can be applied to bosons as well as fermions.
In the eld operator representation the single-particle Hamiltonian reads
H =
Z
dr ^ 	y(r)[ 
~2
2m
r2 + V (r)]	(r); (3.2)
where V (r) denotes the lattice potential and ^ 	(r) and ^ 	y(r) are the bosonic eld opera-
tors that annihilate/create a particle at position r and satisfy the canonical commutation
relations
[^ 	(r); ^ 	y(r0)] = (r   r0) [^ 	(r); ^ 	(r0)] = 0 = [^ 	y(r); ^ 	y(r0)]: (3.3)
The many-body Hamiltonian of N non-interacting particles is a direct sum of the single-
particle Hamiltonians Eq. (3.2)
HN =
N X
i=1
H; (3.4)
which can be solved exactly. The resulting eigenenergies are direct sums of the single-
particle eigenenergies and the corresponding many-body ground state is a symmetrized
tensor product of single-particle eigenfunctions. Thus, we can tackle the non-interacting
many-body problem by solving the one-body Hamiltonian.
Bloch states
A description of a non-interacting particle in a periodic potential was provided by Felix
Bloch. The detailed derivations and proofs can be found in every quantum mechanical
condensed matter theory book (see e.g. [77{79]). In the following the results will be sum-
marized and applied to a simple cubic optical lattice. Following Sec. 2.3, a homogeneous
simple cubic lattice corresponds to a cosinusoidal lattice potential (see Eq. (2.21))
V (r) =  V0
X
l=x;y;z
cos2(kl):
where k denotes the laser momentum corresponding to the laser wavelength , namely
k = 2= = =a, and V0  Vlat;0.
The lattice potential is a sum of terms depending on one coordinate each and the Hamil-
tonian Eq. (3.2) decouples into independent identical dierential equations for x, y and
z. The solution of a homogeneous 3D problem is thus reduced to a solution of a 1D
Schr odinger equation
[ 
~2
2m
r2 + V (x)](n)
q (x) = E(n)
q (n)
q (x); (3.5)
where n 2 N labels the eigenstates/eigenenergies in ascending order and q denotes a
quantum number, which we explain next. According to Bloch's theorem, the eigenvectors

(n)
q (x) corresponding to eigenenergies E
(n)
q , called Bloch wave functions, are
(n)
q (x) = eiqx  u(n)
q (x); (3.6)3.1. The Bose-Hubbard model 15
where the functions u
(n)
q (x) possess the periodicity of the lattice, i.e. u
(n)
q (x+a) = u
(n)
q (x)
and q is a quantum number (quasi-momentum) within the rst Brillouin zone (1.BZ). Due
to periodic boundary conditions, the Brillouin Zone is a discrete set of quantum numbers
q
q =
2
L
m; m 2 N L is even: 
L
2
 m 
L
2
L is odd: 
L   1
2
 m 
L   1
2
(3.7)
Before we proceed with the solution of the Schr odinger equation, some important properties
of the Bloch wave functions should be mentioned. The Bloch wave functions are the real
space representation of the Bloch states
Bloch state: jqi Bloch function: hxjqi = q(x) (3.8)
The Bloch function is periodic not only in position space but also in momentum space.
With K0 being a multiple of the reciprocal lattice vector K = 2=a the Bloch function can
be expanded as
(n)
q (x) =
X
K0
b
(n)
q K0ei(q K0)x : (3.9)
Consequently, the Bloch function with a quasi-momentum shifted by K can be written

(n)
q+K(x) =
X
K0
b
(n)
q+K K0ei(q+K K0)x K00=K0+K =
X
K00
b
(n)
q K00ei(q K00)x = (n)
q (x) qed.
(3.10)
And last but not least, the Bloch functions form a complete orthonormal basis
Z
dx
(n)
q (x)
(n0)
q0 (x) = q;q0n;n0
X
q
(n)
q (x)(n0)
q (x0) = (x   x0)n;n0 : (3.11)
These properties will be used in further calculations.
Inserting ansatz (3.6) into Eq. (3.5) leads to a dierential equation for u
(n)
q (x)

 
~2
2m
(r + iq)2 + V (x)

u(n)
q (x) = E(n)
q u(n)
q (x): (3.12)
Every integrable periodic function f(x) with period a can be written as a discrete Fourier
series f(x) =
P
n fne2iknx, where k = =a and n 2 Z. Using this fact we can express the
lattice potential and the function u
(n)
q (x) as follows
V (x) =
X
r
Vre2ikrx and u(n)
q (x) =
X
l
c
(n;q)
l e2iklx : (3.13)
The coecients Vr can be easily estimated by comparing the expression Eq. (3.13) with
the lattice potential
V (x) =  V0 cos2(kx) =  
V0
4
(eikx + e ikx)2 =  
V0
4
(e2ikx + e 2ikx)  
V0
2
: (3.14)
The constant term can be neglected, as it only leads to a constant shift of the energy
spectrum, and we are left with Vr =  V0=4 for r = 1 and  1. In this representation the
potential energy term in Eq. (3.12) becomes
V (x)u(n)
q (x) =
X
l;r
Vre2i(r+l)kxc
(n;q)
l =  
V0
4
X
l
c
(n;q)
l (e2i(l+1)kx + e2i(l 1)kx)
=  
V0
4
X
l
e2ilkx(c
(n;q)
l 1 + c
(n;q)
l+1 ): (3.15)16 3. Bose-Einstein condensates
In the last step a shift of indices was performed. Analogously, the kinetic term of Eq. (3.12)
reads
 
~2
2m
(r + iq)2u(n)
q (x) =
~2
2m
X
l
(q + 2kl)2c
(n;q)
l e2ilkx : (3.16)
Inserting the transformed kinetic and potential energy terms (Eq. (3.16) and (3.15))
together with the Fourier transform of the function u
(n)
q (x) from Eq. (3.13) into the
Schr odinger equation Eq. (3.12) leads to a set of coupled dierential equations
X
l

~2
2m
(q + 2kl)2c
(n;q)
l  
V0
4
(c
(n;q)
l 1 + c
(n;q)
l+1 )

e2ilkx = E(n)
q
X
l
c
(n;q)
l e2ilkx
,
X
l

(
~2
2m
(q + 2kl)2   E(n)
q )c
(n;q)
l  
V0
4
(c
(n;q)
l 1 + c
(n;q)
l+1 )

e2ilkx = 0: (3.17)
Since plane waves form an orthogonal basis, the coecients within the summation in
Eq. (3.17) need to vanish separately for each l. Thus, the Schr odinger equation decomposes
into a set of linear algebraic equations, one for each l
~2
2m
(q + 2kl)2c
(n;q)
l  
V0
4
(c
(n;q)
l 1 + c
(n;q)
l+1 ) = E(n)
q c
(n;q)
l : (3.18)
The solution of such a set of equations can be reduced to diagonalization of the tridiagonal
matrix 2
6 6
6 6
6 6
6 6
4
... ... 0
... Er(q=k   2)2  V0=4
 V0=4 Er(q=k)2  V0=4
 V0=4 Er(q=k + 2)2 ...
0
... ...
3
7 7
7 7
7 7
7 7
5
(3.19)
where Er = ~2k2=2m denotes the recoil energy. The eigenvalue E
(n)
q for a certain momen-
tum q represents the eigenenergy of the particle in the nth energy band. The corresponding
eigenvector denes the coecient vector c(n;q) which in turn determines the Bloch wave
function through Eq. (3.13) and (3.6). The complete nth energy band is formed by the set
of eigenvalues corresponding to the quasi-momenta within the 1. BZ.
In practice, a diagonalization of the innite dimensional matrix is impossible. Truncating
the matrix in Eq. (3.19) at an appropriate lmax, such that  lmax  l  lmax, makes the
computational eort feasible. Thereby one has to pay attention, that the reduction of
the matrix dimension is justied, i.e. the neglected coecients c
(n;q)
l with l  jlmaxj are
suciently small. This is the case only when the lowest energy bands are considered. The
results are presented in Fig. 3.1.
Wannier states
The Bloch functions are completely delocalized over the lattice. To describe a particle
localized at a certain lattice site i it is more useful to change to an orthonormal basis of
Wannier functions. They are real space representations of the Wannier states
Wannier state: jii Wannier function: hxjii = !(x   xi): (3.20)3.1. The Bose-Hubbard model 17
Figure 3.1: Band structure and Bloch states of an optical lattice, see [75]. (a) Energy as
a function of the quasi-momentum q within the 1. BZ for dierent lattice depths in units
of the recoil energy. Dierent colors correspond to dierent energy bands. 0Er represents
the free particle quadratic dispersion. With increasing lattice depth the energy gap between
dierent bands appears and increases. The deeper the lattice the better can the cosinusoidal
potential be approximated by a parabolic potential at each site, the bands become 
atter and
the energy gap proportional to ~!lat;0 - the energy level spacing of harmonic connement (see
Eq. (2.17)). (b) The real part and the probability density of the Bloch states at q = 0 and
q = ~k for lattice depth 8Er.
Because the Bloch wave functions are periodic in quasi-momentum space with a periodicity
of the reciprocal lattice vector, they can be written as a Fourier series
(n)
q (x) =
X
xi
!(n)(x   xi)eiqxi ; (3.21)
where xi = ai with a being the lattice constant and i = 1:::L the index of a site. The
inverse Fourier transform of this equation gives the Wannier function
!(n)(x   xi) =
1
p
L
1:BZ X
q
e iqxi(n)
q (x): (3.22)18 3. Bose-Einstein condensates
The orthogonality relation of the Wannier functions is a consequence of the orthogonality
of the Bloch waves
Z
dx!(n)(x   xi)!(n0)(x   xj) =
1
L
X
k;l
ei(kxi lxj)
Z
dx
(n)
k (x)
(n0)
l (x) = xi;xjn;n0 :
(3.23)
In the last step Eq. (3.11) was used together with the relation 1
L
P1:BZ
k eik(xi xj) = xi;xj.
Thus, the Wannier functions span an orthonormal basis in the subspace of each Bloch
energy band n. Including all bands, the Wannier basis is complete
P
i;n ji;nihi;nj = 1.
In contrast to the Bloch waves, they are not eigenstates of the Hamiltonian in Eq. (3.5).
However, due to their strong localization around a certain position, they are commonly
used for calculation of on-site interactions and tunneling probabilities between neighboring
sites.
Figure 3.2: Wannier states and their probability density for a sinusoidal lattice potential
(represented by blue line) of depth 3Er (a) and 10Er (b), see [75]. With increasing potential
depth the side lobes of the Wannier function decrease and the shape is approximately a Gaus-
sian. Due to vanishing side lobes, the overlap between the Wannier states of neighboring sites
(yellow functions) decreases.
Fig. 3.2 shows the Wannier functions for dierent lattice depth V0. For shallow lattices the
Wannier functions have a nite contribution at neighboring sites. These side lobes indicate
a nite probability to nd a particle at these sites as well. This probability vanishes with
increasing lattice depth, where the Wannier functions becomes approximately Gaussian
and decays exponentially away from the localization center.3.1. The Bose-Hubbard model 19
Hopping integral
We can expand the eld operators in the basis of Wannier functions
^ 	(x) =
X
n;i
!(n)(x   xi)^ bi ; (3.24)
where i denotes a lattice site and the operator^ bi annihilates a particle at site i. Substituting
this denition into Eq. (3.2) the Hamiltonian can be rewritten
H =
Z
dx ^ 	y(x)[ 
~2
2m
r2 + V (x)]^ 	(x) =
=
Z
dx
X
i;j;n
!(n)(x   xi)^ b
y
i [ 
~2
2m
r2 + V (x)]!(n)(x   xj)^ bj =
=
X
i;j;n
J
(n)
ij ^ b
y
i^ bj ; (3.25)
with the hopping integral
J
(n)
ij =
Z
dx!(n)(x   xi)[ 
~2
2m
r2 + V (x)]!(n)(x   xj): (3.26)
The r operator in the Hamiltonian acts on the Wannier function, leaving the band index
unchanged. Thus, due to the orthogonality of the Wannier functions of dierent bands,
only functions from the same band contribute to the integral. For these reasons the band
index of the Wannier functions contributing to dierent eld operators is chosen to be the
same. The exact values for J are obtained by diagonalizing numerically Eq. (3.19) for each
lattice depth in order to get the Bloch functions, constructing the Wannier functions from
the Bloch functions (3.22) and nally carrying out the integration in Eq. (3.26). Until
now no approximations have been assumed. In most cases, however, a calculation of the
exact integral is not needed. Thus in the next step some common approximations will
be introduced. An overview of possible computation of the corresponding J will be given
later in this section.
Lowest band approximation
We consider a situation in which the lattice potential is so deep that the energy gap between
the rst and the second Bloch band is much larger than the thermal energy and any other
energy scale arising from interactions or tunneling. This implies that the population of
higher bands is vanishingly small or even absent, such that the systems is accurately
described by the lowest band only. The parameter range for which this approach is valid
results from the following consideration: We estimate the energy gap by approximating
the cosinusoidal on-site potential harmonically, namely (compare Eq. (2.16))
V (x) =  Vlat;0 cos2(kx)  Vlat;0k2x2 =
1
2
m!lat;0k2x2 (3.27)
with !lat;0 =
p
s~k2=m, the lattice depth s = Vlat;0=Er and Er = ~2k2=2m. In this limit
the lower Bloch bands nearly correspond to the energy levels of the quantum mechanical
oscillator separated by energy gaps ~!lat;0. Consequently, the lowest band approximation is
valid if kinetic and interaction energy per particle satisfy the relation: Ekin;Eint  ~!lat;020 3. Bose-Einstein condensates
(we will verify this constraint for common experimental parameters in Sec. 3.1.3). Then
the hopping integral is well described by taking only the lowest band into account
J
(0)
ij =
Z
dx!(0)(x   xi)[ 
~2
2m
r2 + V (x)]!(0)(x   xj): (3.28)
Restricting the integration to a single band reduces numerical eorts, however it does not
circumvents the band structure calculations. In common experiments with 87Rb and 41K
at laser wavelength 1064 nm (red detuned) or 738 nm (blue detuned) the contribution of
higher bands to the hopping integral is at least one order of magnitude smaller and the
lowest band approximation is justied for lattice depth s  5. However, even if small, the
virtual bosonic excitations to higher bands are essential to describe e.g. enhanced repulsion
among bosons and thus enlarged Mott insulating regions due to presence of fermions in
Bose-Fermi mixtures [80, 81]. Nevertheless, for the physics investigated in this work the
lowest band approximation is sucient and we will drop the system parameter's band
index.
Tight-binding approximation
The tight-binding regime refers to an approach in solid-state physics where the many-body
wave function is approximated as a superposition of single-particle wave functions of elec-
trons tightly bound to each lattice site. Corrections to the atomic limit are usually treated
perturbatively [77]. The similarity between condensed matter theoretical approaches and
our calculation lies in the expansion of the eld operator, which describes the position of
a particle, in the localized Wannier basis.
In deep lattices the overlap between the Wannier functions decays with increasing relative
distance between two respective sites. Thus, it is expected that the contribution from the
nearest-neighbor hopping represents the dominant hopping matrix element. Neglecting
tunneling processes over further distances than between nearest neighbors in Eq. (3.28)
constitutes the tight-binding approximation. With this simplication the summation in
Eq. (3.25) reduces to i = j and i;j being nearest neighbors
H =
X
i;j

J
(0)
ij ij   J
(0)
ij (1   ij)

^ b
y
i^ bj
= "
X
i
^ ni   J
X
hiji
(^ b
y
i^ bj + h:c:);
where ^ ni = ^ b
y
i^ bi denotes the particle number operator and hiji summation over pairs
of neighboring sites. From the rst to the second line the indices representing the site
dependency of the hopping integrals were dropped. This is true for homogeneous systems
and systems with slowly varying potential modulations. Additionally, the hopping integrals
were renamed distinguishing the on-site (") from the neighboring site (J) term. The
rst term of the upper equation is just a global constant
P
i "^ ni = "N, where N is the
particle number, which yields only a shift of the total energy of the system and can be
neglected. The Hamiltonian of the non-interacting homogeneous system in the tight-
binding approximation thus reads
H =  J
X
hiji
(^ b
y
i^ bj + h:c:) (3.29)
with the hopping integral J  Jij Eq. (3.28), assuming only contributions from the lowest
band.3.1. The Bose-Hubbard model 21
Energy, velocity and tunneling J
The Hamiltonian Eq. (3.29) can be easily diagonalized. For this purpose we Fourier trans-
form the creation/annihilation operator
^ b
y
i =
1
p
L
1:BZ X
q
^ by
qe iqxi : (3.30)
Inserting this into the Hamiltonian yields
H =  J
X
hiji

1
p
L
1:BZ X
q
^ by
qe iqxi

1
p
L
1:BZ X
q0
^ bq0eiq0xj

+ h:c:

=  J
1:BZ X
q
^ by
q^ bq
1
L
X
hiji
(eiq(xj xi) + h:c:)   J
1:BZ X
q;q0
q6=q0
(^ by
q^ bq0
1
L
X
hiji
ei(q0xj qxi) + h:c:):
The summation over the functions expfi(q0xj   qxi)g and therefore the entire last term
vanishes because q 6= q0 and xi 6= xj. The summation over the pairs hiji in the rst term
can be rewritten into the sum over the sites i and a sum over the corresponding neighbor
sites j :
P
hiji = 1=2
P
i
P
j n:n:i .
Thus,
H =  J
1:BZ X
q
^ by
q^ bq
1
L
X
hiji
(eiq(xj xi) + h:c)
=  J
1:BZ X
q
^ by
q^ bq
1
2L
X
i
X
j n:n:i
(eiq(xj xi) + h:c)
=  J
1:BZ X
q
^ by
q^ bq
1
2L
X
i
2(eiqa + e iqa)
=  2J
1:BZ X
q
cos(qa)^ by
q^ bq =
1:BZ X
q
"(q)^ by
q^ bq : (3.31)
From the second to the third line we used the relation j = i  1 and thus xj   xi =
xi1   xi = a with lattice constant a = =2. In the last step the function
"(q) =  2J cos(qa) (3.32)
is introduced which is commonly referred to as the dispersion relation for a 1D lattice.
From the result Eq. (3.31) follows that the non-interacting Hamiltonian is diagonal in
quasi-momentum space1, namely
Hjqi = E(q)jqi; (3.33)
with the Bloch states jqi being the lowest band eigenfunctions, E(q) = "(q)nq the cor-
responding eigenenergies and nq = ^ b
y
q^ bq the occupation number of the state with quasi-
momentum q.
1This agrees with Noether's theorem stating that translational invariance of the lattice corresponds to
the momentum conservation, suggesting q as a good quantum number.22 3. Bose-Einstein condensates
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Figure 3.3: Dispersion relation "(q) =  2J cos(qa) and corresponding group velocity vgr(q) =
2Ja
~ sin(qa) in a tight-binding approximation. The left y-axis refers to the dispersion relation
and the right axis to the velocity,  = ~
J is dened to be the tunneling time.
Due to separability of the lattice potential Eq. (2.21) in x;y and z directions, the higher
dimensional Hamiltonian can be written as a sum over Hamiltonians for each direction
Eq. (3.29), where the pairs hiji are counted within a corresponding direction. The eigen-
functions are direct products of the 1D eigenfunctions jqi = jqx;qy;qzi to the eigenenergies
E(q) = E(qx) + E(qy) + E(qz). The 3D dispersion relation is a sum of dispersion rela-
tions for each direction: "(q) =  2J
P
i=x;y;z cos(qia). This result can be also derived by
reconsidering the calculation leading to Eq. (3.31) in higher dimensions.
As for any wave, a group velocity for a single particle possessing momentum q can be
dened
vgr(q) =
1
~
rq"(q); (3.34)
where "(q) represents the dispersion relation. In 1D in the lowest band and the tight-
binding approximation "(q) is given by (3.32) and the group velocity becomes
vgr(q) =
2Ja
~
sin(qa): (3.35)
The dispersion relation and the corresponding group velocity are plotted in Fig. 3.3. In
contrast to free space, in a lattice within the tight binding approximation the largest
energy does not correspond to the maximum velocity. Rather, the maximum group velocity
appears at quasi-momenta qa = =2 where the single particle energy is minimal. With
J being the tunneling energy, the corresponding natural time scale for a tunneling process
from one site to the neighboring site is  ~
J. Dening the tunneling time
 =
~
J
(3.36)
the possible velocities lie within the range [ 2a=;2a=].
The energy dierence between the highest and the lowest possible energy within a band is
referred to as the bandwidth
W = "max(q)   "min(q): (3.37)3.1. The Bose-Hubbard model 23
The bandwidth depends on the dimension of the considered system and the tunneling
matrix element J. For the d-dimensional case W = 4Jd. Knowing this relation we can
calculate J for a given lattice depth: after having found the Bloch eigenstates Eq. (3.5)
the bandwidth is directly obtained from the eigenenergies. An alternative less elegant
solution is based on the calculation of the integral Eq. (3.28) via Wannier functions which
are gained from the Fourier transformed Bloch functions Eq. (3.22). Both solutions are
exact, but they suer from the numerical eorts of a band calculation to be done for
every considered lattice depth, which is time consuming for investigation of lattice depth
dynamics. This could be avoided by approximating the Wannier wave functions by a
Gaussian. Such approximations, however, lead to an underestimation of the tunneling by
almost an order of magnitude as the side lobes contributing to the overlap integral are
absent in the latter. A better solution was found by Zwerger. In the publication [82] he
presented an analytic expression for the functional dependency of J on the lattice depth in
the limit of deep lattices. In the following section an outline of the derivation is presented.
Limit of very deep lattices
J as a function of the lattice depth can be calculated from the band structure by relating
the Schr odinger equation to the well known Mathieu problem [83]

@2
@x2 + (a   2hcos(2x))

y(x) = 0: (3.38)
For this purpose we rewrite the Schr odinger dierential Eq. (3.5) for the optical lattice
potential V (x) =  V0 cos2(kx) in the following way

 
~2
2m
@2
@x2 + V (x)

(x) = E(x)
,

 
~2
2m
@2
@x2   V0 cos2(kx)   E

(x) = 0
,

~2
2m
@2
@x2 +
V0
2
(1 + cos(2kx)) + E

(x) = 0
,

1
k2
@2
@x2 +
s
2
(1 + cos(2kx)) + ~ "

(x) = 0
with lattice depth and single particle energy in units of the recoil energy Er = ~2k2=2m:
s = V0=Er and ~ " = E=Er respectively. Transforming the variable x into x0 = kx   =2
leads to 
@2
@x02 +
s
2
(1   cos(2x0)) + ~ "

(x0) = 0
This dierential equation corresponds to the Mathieu equation for
s
2
+ ~ " = a and
s
2
= 2h:
Given the lattice depth s and momentum k the Mathieu solutions y correspond to Bloch
waves introduced at the beginning of this section [84]. Similar to the calculation of Bloch
states, a solution of the full Eq. (3.38) has to be obtained numerically. However, in the
limit of very deep lattices s = V0=Er  1, the band E becomes an analytic function of24 3. Bose-Einstein condensates
s and from the bandwidth of the lowest band W = Emax   Emin the hopping integral
J = W=4 results [82]
J 
4
p

Ers3=4e 2
p
s : (3.39)
For lattice depth larger than 15Er the deep lattice approximation agrees with the exact
values within 10%. For shallower lattices the values match less accurately.
3.1.2 Non-interacting particles in trapped systems
In the calculations for a homogeneous system any additional potential originating from the
intensity prole of the laser beams or from an external connement is neglected2. These,
however, are always present in the system. Moreover, they are essential as they prevent
particles from escaping the optical lattice. Most common conning potentials are optical
dipole traps (see Sec. 2.2). They consist of two laser beams which intersect at right angles
and are polarized orthogonal to each other. Due to Gaussian intensity proles, the lasers
form an oblate pancake-shaped trap. In the center, where the particles are located, it is
well described by a parabolic potential
Vtrap(r) =
m
2
X
l=x;y;z
!2
l (rl   r0;l)2 ; (3.40)
where r = (rx;ry;rz), r0 denotes the center of the trapping, !l is the trapping frequency
in the direction l = x;y or z and m the atomic mass. The corresponding inhomogeneous
Hamiltonian reads
H = H0 +
Z
dr ^ 	y(r)Vtrap(r)^ 	(r); (3.41)
where H0 equals the Hamiltonian in Eq. (3.2). In the Wannier representation of the eld
operators Eq. (3.24) within the lowest band the last term can be rewritten
Z
dr ^ 	y(r)Vtrap(r)^ 	(r) =
X
l=x;y;z
X
i;j
Z
dr!(r   ri)^ b
y
i
m!2
l (rl   r0;l)2
2
!(r   rj)^ bj
=
X
i;j
Vij;trap^ b
y
i^ bj ;
with
Vij;trap =
X
l=x;y;z
Z
dr!(r   ri)
m!2
l (rl   r0;l)2
2
!(r   rj):
For a trapping strength small compared to the lattice potential the neighboring sites can
be nearly assumed unaected by inhomogeneity. Correspondingly, the Wannier functions
of this small homogeneous subsystem obey an orthogonality relation and the non-local
contributions i 6= j to the integral vanish. Hence,
Vii;trap  Vi;trap =
X
l=x;y;z
Z
dr!(r   ri)
m!2
l (rl   r0;l)2
2
!(r   ri)

m
2
X
l=x;y;z
!2
l (ri;l   r0;l)2 : (3.42)
2Referring to the Hamiltonian Eq. (3.2) this means the following assumption:
V (r) =  Vlat;0
P
l=x;y;z cos
2(kl) + Vtrap   Vlat;0
P
l=x;y;z cos
2(kl)3.1. The Bose-Hubbard model 25
The Wannier representation of the rst summand H0 was derived in the previous section
Eq. (3.25)-(3.29), however, for general trapping potential the translational invariance is
absent. Thus here for the rst time we keep the site dependence of the hopping integral,
i.e. use Jij instead of J,
H0 =  
X
hiji
Jij(^ b
y
i^ bj + h:c:):
The conning potential induces a shift of the potential well at each lattice site. If the
resulting energy shift E = m!2a2=2 between the neighboring sites is smaller than the
depth of the lattice potential V0, then the overlap of the neighboring single-particle waves
is hardly in
uenced. In common experiments this assumption is fullled, i.e. for 87Rb and
trapping frequencies 2  36 Hz for lattice constant a = 1064
2 nm the lattice potential V0
exceeds E by four orders of magnitude even for shallow lattices of V0 = 5Er. Thus, the
eect of the overall trapping potential on hopping integral Jij Eq. (3.28) can be neglected
and the site-dependence can be dropped. The hopping J is approximately unchanged
compared to the homogeneous system. Hence, the Hamiltonian
H =  J
X
hiji
(^ b
y
i^ bj + h:c:) +
X
i
Vi;trap ^ ni (3.43)
describes a non-interacting system with an additional weak conning potential in the
tight-binding approximation.
In the following we will brie
y discuss some consequences of external trapping.
Centering the trap between the lattice sites leads to additional nontrivial eects such as
non-periodicity of eigenfunctions for incommensurate displacement of the trap center or
oscillating eigenenergies when the displacement is periodically varied [85, 86]. Indeed, the
precision of alignment of the trap center is on the order of the lattice constant. Additional
thermal 
uctuations of the lasers or magneto-optical devices creating the trap lower the
quality of the trap. This feature should be kept in mind, as it may lead to a disagreement
between theoretical predictions and experimental results.
An external connement breaks the translational symmetry of the lattice and the quasi-
momentum q is not a good quantum number and the Bloch states are not the eigenstates
of the Hamiltonian (3.43). Still, as Bloch states form an orthonormal basis, any state can
be expanded in them. Nevertheless, analytical calculations can not be performed in this
regime in general.
And last but not least, analysis of the single-particle density of states reveals that the
properties of the homogeneous lattice are not obtained in the limit ! ! 0 [87]. The
density of states for a very weak trapping potential ! ! 0 qualitatively diers from the
density of states of the homogeneous lattice ! = 0. While at low single particle energies
"  0 the wave functions correspond to the eigenfunctions of the harmonic oscillator, at
higher energies modications due to Bragg re
ection take place. For further discussion see
[87].
3.1.3 Two-particle interactions
Depending on the distance, neutral atoms experience Coulomb or van der Waals inter-
action. On atomic size scales the Coulomb interaction between the electrons leads to a
singular repulsion between the atoms. At larger distances the electronic clouds of the atoms26 3. Bose-Einstein condensates
polarize and the atoms experience an attractive van der Waals force. The combination of
both contributions leads to the Lennard-Jones potential
V (r) =
Cn
rn  
C
r6 ; (3.44)
r being the distance between two interacting atoms and C(Cn) particle dependent param-
eter. The exact calculation of the scattering length for dierent limits of this potential
was provided by Gribakin and Flambaum [88].
It is obvious that an accurate description of the system often does not require the knowledge
of the detailed interaction potential. Since in the tight binding regime the particle wave
functions in the Wannier representation decay exponentially fast with the distance from
the localization site, the on-site interactions are predominant. Therefore we restrict our
derivation to the repulsive on-site interactions and neglect the attractive van der Waals
force at large distances.
Due to the singularity common perturbative approaches can not be applied. Therefore a
perturbative treatment is only possible if the potential can be substituted by an appropriate
eective non-singular one which represents the system at characteristic length scales and
can be handled in a perturbative way. Thereby, the internal energetic structure of the
atoms can be neglected as a typical temperature of a dilute alkali BEC T  10 8 K is
well below the typical excitation energies T  1 K of an atom, such that all atoms are
in the internal ground state. Next, we will roughly sketch the derivation of an eective
interaction potential.
Changing into the basis of center of mass and relative coordinates, the two-particle wave
function  (~ r), with ~ r = j~ rj being the relative distance between the atoms ~ r = jr   r0j,
needs to satisfy the Schr odinger equation
( 
~2
2mred
+ V (~ r)) (~ r) = E (~ r) for ~ r > as ; (3.45)
where mred = m=2 is the reduced mass and as denotes the radius of the impenetrable
atomic potential - the scattering length3- where  (~ r) = 0 for ~ r  as. The physical prop-
erties can be estimated from the asymptotic behavior of the particle wave function after
a scattering process regardless of the particular short-distance interaction. Considering
s-wave scattering and solutions for ~ r > as the potential V (~ r) Eq. (3.44) can be substituted
by a pseudo-potential [90, 91]
Vp(~ r) (~ r) =
4~2
m
tan(kas)
k
(~ r)
@
@~ r
(~ r (~ r)): (3.46)
At low temperatures the energy of the system is small and we can approximate
tan(kas)
k 
as + O(a3
s) for kas  1. Thus, the Eq. (3.46) reads
Vp(~ r) (~ r) =
4~2as
m
(~ r)
@
@~ r
~ r (~ r)
=
4~2as
m
(~ r)

 (~ r) + ~ r
@ (~ r)
@~ r

: (3.47)
3The strength of the atomic potential and thus its extent can be tuned via a Feshbach resonance [89].
In general the scattering length as exceeds the atom radius R0 mentioned in Eq. (3.44).3.1. The Bose-Hubbard model 27
We can neglect the last summand as long as it does not lead to divergencies at the origin,
which is the case when  (~ r)  1=~ r with   1. The simplied pseudo-potential reduces
to
Vp(~ r) = g(~ r); (3.48)
where
g =
4~2as
m
: (3.49)
The two-particle interaction in the eld operator representation reads
Hint =
1
2
Z
dr
Z
dr0^ 	y(r)^ 	y(r0)Vp(r   r0)^ 	(r0)^ 	(r)
=
g
2
Z
dx
Z
dx0^ 	y(x)^ 	y(x0)(x   x0)^ 	(x0)^ 	(x)
3
: (3.50)
In the last step we replaced the pseudo-potential Vp(r   r0) by its approximation from
Eq. (3.48) and decomposed the 3D integration into three identical 1D integrals based on
the spherical symmetry in a homogeneous system. Assuming that interactions do not
signicantly change the single particle Wannier states4, the localized states of the non-
interacting particles in the periodic lattice potential, we can expand the eld operators in
this basis following Eq. (3.24) ^ 	(x) =
P
l w(x   xl)^ bl, whereby we drop the band index
(0), and rewrite the integral
X
i;j;l;n
Z
dx
Z
dx0w(x   xi)w(x0   xj)(x   x0)w(x0   xl)w(x   xn)^ b
y
i^ b
y
j^ bl^ bn
=
X
i;j;l;n
Z
dxw(x   xi)w(x   xj)w(x   xl)w(x   xn)^ b
y
i^ b
y
j^ bl^ bn : (3.51)
Hence for suciently deep lattices the overlap of the localized Wannier functions between
dierent lattice sites is negligible, the largest contribution to the integral comes from the
case where i = j = l = n. Restricting to this case means that we only account for the
interactions when the interacting particles happen to be on the same site. In this case
substituting the result (3.51) into Eq. (3.50) leads to
Hint =
g
2
X
i;j;l;n
Z
dxjw(x   xi)j4
3
ijjlln^ b
y
i^ b
y
j^ bl^ bn : (3.52)
If the system obeys translational invariance the Wannier functions are identical on every
site and we can choose without loss of generality xi = 0. Additionally, making use of the
bosonic commutation relation [^ b;^ by] = 1, the interacting Hamiltonian can be rewritten
Hint =
g
2
Z
dxjw(x)j4
3 X
i
^ ni(^ ni   1)
=
U
2
X
i
^ ni(^ ni   1); (3.53)
4 When energetically higher lying states get excited via the interparticle interaction, the single particle
wave functions do not longer correspond to the unperturbed ground state Wannier functions but become
spatially modulated, which leads to corrections in the interaction energy [23].28 3. Bose-Einstein condensates
where in the last step we dened
U = g
Z
dxjw(x)j4
3
: (3.54)
Finally, the Hamiltonian describing interacting particles in a homogeneous lattice is given
by Eq. (3.29) and (3.53):
H =  J
X
hiji
(^ b
y
i^ bj + h:c:) +
U
2
X
i
^ ni(^ ni   1): (3.55)
To account for an external trapping potential the rst summand has to be substituted by
Eq. (3.43).
The interaction matrix element U can be calculated exactly5 via Eq. (3.54) from a band
structure calculation rst evaluating Bloch states and afterwards performing a Fourier
transformation to get Wannier functions. The obtained U describes correctly within the
assumed approximations the interaction strength in a homogeneous system and constitutes
an approximation for slightly inhomogeneous lattices.
As we are solely interested in the on-site integral, in suciently deep lattices the Wannier
functions can be well approximated by a Gaussian
w(x) =
1
p
1=4e
  x2
22 with  =
a
s1=4 (3.56)
where a = =2 is the lattice constant, s = V0=Er the lattice depth in units of the recoil
energy Er = ~2k2=2m and k = 2= the laser wave number. In this approximation we
obtain an analytic expression for the interaction strength U as a function of the lattice
depth s and scattering length as
U = g
Z
dxjw(x)j4
3
 g

1
2
Z
dxe
  2x2
2
3
= g
"
1
2

p
2
2
#3
=
r
8

kasErs3=4 : (3.57)
Now we can prove the validity of single-band approximation based on the assumption that
the energy gained through tunneling or interaction is less than the band gap. Thereby it is
sucient to verify that the interaction energy does not exceed the gap range as the tight-
binding approximation and thus the Hubbard model is valid for s  5 where U=J  1
(Eq. (3.57) and (3.39)). The total two-body interaction energy for n particles per site is
given by6 Eint = Un(n   1)=2. For common laser wave length  = 1064 nm and lattice
depth s = 5 holds: U=~  5103 Hz 1 and !lat;0  58 kHz, thus the lowest band constraint
5The calculations are of course exact only within the assumption of wave functions being single particle
Wannier states. Incorporating excited states into the calculation leads to corrections of the interaction
integral in Eq. (3.54) which in a three-dimensional optical lattice have been measured to lead to a decrease
of the two-body interaction energy by  10% compared to the prediction from Eq. (3.53) [92].
6This follows from Eq. (3.53) assuming the Fock states being the eigenvectors of the system: Hintjni =
Eint(n)jni. This is exact for J ! 0 and gives the upper bound of the interaction energy for nite tunneling
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Eint=n = U(n   1)=2  ~!lat;0 is satised for n  24. This condition is usually fullled
and the in
uence of higher bands will lead only to small corrections.
When species mixtures are loaded into the lattice, e.g. consisting of atom types a and b,
additional inter-species interaction occurs
Hint;ab =
1
2
Z
dr
Z
dr0^ 	y
a(r)^ 	
y
b(r0)Vp(r   r0)^ 	b(r0)^ 	a(r); (3.58)
which we can write, in analogy to the intra-species interaction, in the Wannier represen-
tation
Hint;ab = Uab
X
i
^ nia^ nib (3.59)
The corresponding interaction matrix element is (details of the derivation are presented in
Appendix A)
Uab = 4
p
kaabEr;a
(1 + ma=mb)

1 +
q
maV0;a
mbV0;b
3=2 s3=4
a (3.60)
or equivalently
Uab = 4
p
kaabEr;b
(1 + mb=ma)

1 +
q
mbV0;b
maV0;a
3=2 s
3=4
b : (3.61)
Here sa(b) = V0;a(b)=Er;a(b) denotes the distinct lattice depth, Er;a(b) = ~2k2=2ma(b) the
species dependent recoil energy and k = 2= the laser momentum.
We conclude this section with a small outlook about the many-particle interactions. The
inelastic multi-body interactions have been investigated to lead to particle losses in three-
and four-body recombinations of atom-atom and atom-molecule collisions [93{95]. How-
ever, assuming interaction driven virtual excitations to higher states of the periodic optical
potential, the many-body scattering can also lead to renormalization of interaction ener-
gies depending on the number of interacting atoms [23, 96]. In this case the two-body
interaction accounting for lowest lying band only, i.e. Un(n   1)=2, has to be extended to
the series U2n(n   1)=2 + U3n(n   1)(n   2)=6 + :::. Even though the l-body interaction
strength Ul is orders of magnitude smaller compared to U2, e.g. U2=U3  10 [23], the
many-body eects can in
uence drastically the non-equilibrium dynamics of the bosonic
system e.g. cause large damping and additional time scales in collapse and revival of the
matter waves [23, 92, 97].
3.1.4 Bose-Hubbard Hamiltonian: summary and outlook
To summarize the results, from the Bose-Hubbard Model
H =
Z
dr ^ 	y(r)[ 
~2
2m
r2 + V (r)]	(r) +
Z
dr ^ 	y(r)Vtrap(r)	(r)
+
1
2
Z
dr
Z
dr0	y(r)	y(r0)Vp(r   r0)	(r0)	(r)
accounting for the periodic lattice potential V (r) Eq. (2.21), an external trapping poten-
tial Vtrap(r) Eq. (3.40) and two-particle interaction approximated by a pseudo-potential30 3. Bose-Einstein condensates
Vp(r   r0) Eq. (3.48) the Bose-Hubbard Hamiltonian in the Wannier representation was
derived as
H =  J
X
hiji
(^ b
y
i^ bj + h:c:) +
X
i
Vi;trap ^ ni +
U
2
X
i
^ ni(^ ni   1): (3.62)
with parameters
J =
Z
dx!(x   xi)[ 
~2
2m
r2 + V (x)]!(x   xj) 
4
p

Ers3=4e 2
p
s ;
Vi;trap 
m
2
X
l=x;y;z
!2
l (ri;l   r0;l)2 ;
U = g
Z
dxjw(x)j4
3

r
8

kasErs3=4 :
Within this thesis rather the Bose-Hubbard Hamiltonian
H =  J
X
hiji
(^ b
y
i^ bj + h:c:) +
X
i
Vi;trap ^ ni   
X
i
^ ni +
U
2
X
i
^ ni(^ ni   1): (3.63)
is used. The additional term 
P
i ^ ni enables the adjustment of a desired particle number
via the free parameter  and extends the canonical (Eq. (3.62)) to the grand canonical
ensemble (Eq. (3.63)). For T = 0 the expectation value hHi represents the grand canonical
potential instead of the energy and has to be corrected in order to obtain the latter
E = hHi + N.
In the derivation of the Hamiltonian the particle wave functions were assumed to be well
described by single-band Wannier functions and tunneling processes on relative distances
further than nearest neighbors were neglected. This assumptions are based on the lowest
band and the tight-binding approximations in which the Wannier states from the lowest
band are considered to be suciently localized at lattice sites and contributions from higher
bands and other hopping matrix elements are neglected. This means that the single-band
Bose-Hubbard model is not suitable for lattices shallower than V0  5Er. This is the most
strict limitation of this model.
In the above formulas only the lowest Bloch band contributes to the parameters J; U and
Vi;trap. Whereas for Vi;trap this assumption hardly in
uences the results, the Hamiltonian
with approximate U is not applicable to describe eects based on transitions of atoms to
higher orbitals like increased repulsion mediated by fermions in a Bose-Fermi atomic gas
mixture. A proper multi-band calculations can be found in [80] for Bose-Fermi mixture
and in [23] for multi-body interactions. Also the tunneling J was found to be aected
by particle density and higher-band processes leading to signicant changes in the phase
diagram [98].
Another approximate assumption is the isotropy and therefore translational invariance in
the lattice. Increasing the power of one of interfering lattice lasers to e.g. investigate
coupling eects in 1D [99] would violate the rst assumption. In this case, however,
the model can be easily extended to such more sophisticated lattice structures making J
position-dependent J = (Jx;Jy;Jz) and calculating U with respect to w(x) 6= w(y) 6= w(z),
namely U = g
R
dxjw(x)j4 R
dy jw(y)j4 R
dz jw(z)j4. The translational invariance approach
breaks down when a large external potential or disorder are present in the system. Then,3.2. Quantum phases 31
the parameters become site-dependent. An estimation of the hopping Jij and interaction
Ui depending on the on-site potentials will be given in Sec.6.2. With these upgrades the
Bose-Hubbard model can be applied to non-homogeneous systems well.
In the Bose-Hubbard model only on-site two-body interactions are present. For uncharged
cold atom systems this model reveals basic phases such as super
uid and Mott insulator,
depending on the ratio J=U (explained in Sec. 3.2). Moreover, the model also includes mag-
netically ordered phases in bosonic mixtures [100{102]. However, exciting the system to
higher bands would naturally lead to next-nearest neighbor interaction requiring extended
Bose-Hubbard description via an extra term V
P
hiji ^ ni^ nj [103]. Besides in excited systems,
the next-nearest neighbor interactions have to be taken into account in dipolar bosonic
systems with permanent magnetic or electric dipole moment and consequently long-range
dipole-dipole interactions. Theoretical calculations for extended Hubbard model predict
besides the super
uid and Mott insulating regimes also mass or charge density waves and
supersolid phases (simultaneous presence of super
uidity and modulated particle density)
[104{107].
The limitation to two-body scattering processes is only justied as many-body interactions
are at least one order of magnitude smaller. But they gain in importance when the particle
density is signicantly increased over the usual commensurate lling. The corrections,
although small, may lead to signicant changes in dynamics of the system when excited
states are involved. Even though the main physics is captured in the Bose-Hubbard model
Eq. (3.62) several eects can be only explained within many-body interaction extension
[23, 92, 96].
Finally, we would like to emphasize that the unrestricted use of the analytic expres-
sions J(s) from Eq. (3.39) and U(s) Eq. (3.57), which are accurate only in deep lattice
regime, leads to inaccuracies [108]. In this thesis both the exact expressions Eq. (3.39)
and Eq. (3.57) as well as numerical results for Eq. (3.28) and Eq. (3.54) were applied.
3.2 Quantum phases
At zero temperature there exist no thermal 
uctuations and the system is dominated by
quantum 
uctuations. They can lead to a change of the ground state of the system de-
pending on the chosen physical parameter regime. For J & U the total energy is minimized
when the kinetic term dominates which means the particle wave functions are spread over
the lattice and the system is referred to be super
uid (SF). Increasing the depth of the
lattice enhances the interactions and reduces the tunneling at the same time, the atoms
minimize their energy by localizing at dierent sites. Finally, suppression of the tun-
neling leads to an insulating behavior called Mott insulating phase (MI). The transition
between SF and MI phase was theoretically predicted for zero [9, 10] and nite tempera-
ture [109, 110] and experimentally investigated [12, 111]. In this section the fundamental
properties of both phases are summarized together with the SF-MI phase transition.
3.2.1 Super
uid
Super
uid vs. Condensate
Depending on the ratio of the interaction to the kinetic energy U=J the BEC possesses
dierent properties in optical lattices which are classied as super
uid and Mott-insulating32 3. Bose-Einstein condensates
phases. However, referring to the rst of two phases as super
uid is rather a matter of
convention because the relation between condensation and super
uidity is not unique. The
condensate is characterized by a macroscopic occupation of a single-particle state. This
state may depend on time but, given a total particle number N, its occupation is nite
and of order N (it is not necessary that all particles condense) at any time, while the
number of particles in any other single-particle state is of the order 1 or less. A super
uid
is dened being irrotational which means r  vs = 0, where vs denotes the super
uid
velocity, and implies the existence of quantized vortices (L. Onsager 1949). Although
super
uidity was believed to be based on BEC [112, 113] both phenomena were proved to
exist also independent of each other. While, due to the vortex quantization properties, it
is intuitive not to expect super
uidity in BEC it was surprising to observe a 2D super
uid
without BEC [114]. Until now super
uidity of optically trapped bosonic gases is not
uniquely proven. Further discussion on this topic can be found in [114, 115]. However,
following the common agreement, in this manuscript condensate and super
uid will be
used as synonyms.
Ground state
In a homogeneous non-interacting system all bosonic particles occupy the same single-
particle ground state, which is the jq = 0i state (see sec. 3.1.1). Using Fourier transfor-
mation Eq. (3.21) together with abstract bra-ket notation Eq. (3.8) and (3.20)
jqi =
1
p
L
X
m
e iqamjmi; (3.64)
where m 2 N0 is a lattice site index, the single-particle ground state can be written
jq = 0i =
1
p
L
X
m
jmi: (3.65)
The many-body state describing N non-interacting particles being in the same quantum
state can be written as a direct product of N identical single-particle states
canonical: j	SF(N)i = jq = 0i0 
  
 jq = 0iN
=
 
1
p
L
L X
m=1
jmi
!N
=
1
p
N!
 
1
p
L
L X
m=1
^ by
m
!N
j0i; (3.66)
where j0i denotes the vacuum state.
The super
uid phase can also be described by a coherent state which is the eigenstate
of the annihilation operator in Fock space and thus the eigenstate of the non-interacting
homogeneous system described by the Hamiltonian Eq. (3.29). The single-particle coherent
state reads
ji  e^ by
j0i: (3.67)3.2. Quantum phases 33
One can prove that the eigenstate relation holds
^ be^ by
j0i = ^ b
1 X
l=0
l^ byl
l!
j0i
=
1 X
l=0
l
l!
(l^ byl 1 +^ byl^ b)j0i
=
1 X
l=1
l
l!
l^ byl 1j0i
= 
1 X
l0=0
l0^ byl0
l0!
j0i
= ji qed: (3.68)
From the rst to the second line we used the relation7 [^ b;^ byl] = l^ byl 1. The last summand
in the second line vanishes as ^ bj0i = 0. Further properties of the coherent states can be
found in common quantum optics literature.
Given a total of N non-interacting particles on average8 a general form of a coherent
many-body ground state is
j;
p
Ni = e  N
2 e
p
N^ s
y
j0i; (3.69)
where ^ s
y
 is a creation operator of a macroscopically occupied single-particle state . Com-
pared to Eq. (3.67) an additional phase expf N=2g was introduced, which is useful for
later transformations. In case of bosons in a periodic lattice the state  may correspond to
any of the Bloch states (Wannier states) or its linear combination9. Hence, the operator
reads ^ s
y
 = 1 p
L
PL
l=1 a
l ^ b
y
l in real space or ^ s
y
 = 1 p
L
P
q21:BZ c
q^ b
y
q in momentum space,
where a
l ;c
q 2 C. With some eort one can prove that the many-body coherent state
satises the eigenstate equation for an arbitrary single-particle state .
In the super
uid ground state in a homogeneous periodic potential bosons occupy the low-
est lying energy level jq = 0i and the general expression Eq. (3.69) reduces in momentum
space to
coherent: j	SF(
p
N)i = e  N
2 e
p
N^ b
y
q=0j0i: (3.70)
The real space representation is given by
j	SF(
p
N)i = e  N
2 e
p
N

1 p
L
PL
m=1 ^ b
y
m

j0i (3.71)
=
L Y
m=1
e  n
2e
p
n^ b
y
mj0im
=
L Y
m=1
j	SF(
p
n)im :
We nd that the coherent many-body state with N particles on average decomposes into
a direct product of coherent states on each lattice site with n = N=L particles on average.
7This relation can be easily veried via mathematical induction.
8In contrast to the canonical description, the number of particles in the coherent description is xed
only on average hni = h;
p
Nj^ nj;
p
Ni = N.
9The jq = 0i momentum state is macroscopically occupied if it is the ground state of the system. This
is only the case in homogeneous lattices in equilibrium and does not necessarily apply to trapped or out of
equilibrium systems. In the latter a condensate occurs at nite momenta [34].34 3. Bose-Einstein condensates
Canonical and coherent descriptions are equivalent in the thermodynamic limit N;L ! 1
at xed density N=L. At nite but large particle number the coherent representation can
still be used to describe the super
uid ground state to a good approximation [82].
For interacting particles there exists no compact expression for the eigenstates as the
Hamiltonian Eq. (3.55) is analytically not exactly solvable. When interactions are nite
but small the condensate partially depletes. Although one single-particle state remains
macroscopically occupied (the occupation scales proportional to the total particle number
but is less than the total particle number) the number of states with occupation  1 grows.
In this case the description of the super
uid characteristics of an interacting system has
to be based on observables such as number statistics or the super
uid order parameter
discussed next.
Number statistics
Following the denition Eq. (3.67) the coherent state is a superposition of Fock states with
dierent atom numbers. Given that the coherent state factorizes into a product of coherent
states of particle density n, the probability for measuring q particles at an arbitrary lattice
site can be calculated as follows (the site index is dropped for better readability)
Pn(q) = jhqj	SF(n)ij2
= jh0j
^ bq
p
q!
e  n
2e
p
n^ by
j0ij2
= j
1
p
q!
e  n
2
1 X
m=0
nm=2
m!
h0j^ bq^ bymj0ij2
= j
1
p
q!
e  n
2
1 X
m=0
nm=2
m!
p
q!
p
m!hqjmi
| {z }
qm
j2
= j
1
p
q!
e  n
2 nq=2
q!
q!j2
=
nq
q!
e n : (3.72)
Hence, it turns out that in the SF phase the probability of nding precisely q atoms at any
given site is Poisson distributed in the thermodynamic limit for U = 0, see Fig. 3.4. For
nite interactions the distribution develops away from pure Poissonian towards number
statistics in the MI phase. Both cases have been observed in experiments and can be
used to uniquely characterize the quantum phase of the homogeneous and inhomogeneous
systems [97, 116{118].
Super
uid order parameter
The SF phase is dened to correspond to a macroscopic population of a single-particle state.
Macroscopic population means that the number of particles in this state Nsf is always nite
and of the order of N (total particle number), thus limN!1 Nsf=N > 0. Interactions
lead to a reduction of Nsf and although macroscopic Nsf(U > 0) < Nsf(U = 0) for
nite but small interaction strength. Increasing U continuously decreases the population
until all states become populated and Nsf=N vanishes in the thermodynamic limit. Thus,3.2. Quantum phases 35
Figure 3.4: Probability distribution for observing n particles at an arbitrary site in a homo-
geneous super
uid system corresponds to the Poisson statistics Pn(q) = n
q
q! e n. Here as an
example the distribution P5(q) = 5
q
q! e 5 is shown.
population of the single-particle state serves as an order parameter: it is nite when system
is super
uid and zero otherwise.
In a non-interacting homogeneous system all particles occupy the ground state jq = 0i. In
the thermodynamic limit this state corresponds to a product of coherent states on each site
Eq. (3.71), which are the eigenstates of the annihilation operator at that site and therefor
eigenstates of the Hamiltonian Eq. (3.29). Thus, in the non-interacting system for any site
i it is
h^ bii = h	SF(
p
N)j^ bij	SF(
p
N)i
=
L Y
m=1
mh	SF(
p
n)j^ bi
L Y
l=1
j	SF(
p
n)il
=
L Y
m=1
mh	SF(
p
n)j
p
ni
L Y
l=1
j	SF(
p
n)il
=
p
ni :
Since in a homogeneous system ni  n is the particle density in the coherent on-site state,
the total occupation of the coherent state is nL = N. The occupation is macroscopic and
following the denition the non-interacting homogeneous system is always in a super
uid
phase. Hence, it is natural to dene the super
uid order parameter in the following way:
SF-parameter: h^ bi (3.73)
Two-particle scattering processes redistribute the particles from the jq = 0i state to other
states and lead to a ground state with decreased population of the q = 0 momentum and
consequently lower SF parameter. In conclusion:
hbi
(
=
p
n; forU ! 0;N ! 1;N=L = const.,
<
p
n; else.
(3.74)
As the Bloch states are not eigenstates of the interacting system anymore, the particular
value of the SF parameter has to be calculated numerically in the latter case.36 3. Bose-Einstein condensates
3.2.2 Mott insulator
Band insulator vs. Mott insulator
The band structure in condensed matter as well as in ultra cold gases originates from the
scattering of non-interacting electrons or atoms o the lattice potential. The resulting
structure separates the energy scale into bands consisting of energy levels occupied by
particles and in band gaps where no states exist. As long as there are free states within a
band, particles are expected to scatter into these states and to cause nite conductivity.
If all levels are occupied the system is referred to as a band insulator. However, some
materials and all optical lattice systems show insulating properties for commensurate ll-
ings contrary to the band theory predicting metallic behavior. This property relies on
the interparticle interaction which is assumed to lead only to a screened lattice potential
within the band theory. This Coulomb interaction localizes the particles individually on
lattice sites and leads to the so called Mott insulator. The Hubbard model accounts for
the interaction-induced localization and, hence the optical lattices are the Hubbard model
simulators, the SF-Mott insulator transition can be observed.
Ground state
To analyze the features of an insulator we choose the limit where the wave functions of
interacting particles are localized and tunneling is completely suppressed. In the limit
J = 0 a homogeneous system is dominated by the interaction energy and described by the
Hamiltonian (compare to Eq. (3.53))
H =
U
2
L X
i=1
^ ni(^ ni   1): (3.75)
The Hamiltonian is a direct sum of uncoupled single site Hamiltonians H =
P
i Hi and
consequently the eigensystem j	i of eigenvalue E is spanned by a product of single-
site eigenstates j	i =
Q
i j iii, where the index i labels the energy levels of site i.
In a homogeneous system the sites are equivalent and the eigenstate j	i simplies to
j	i = (j i)L.
Each Hamiltonian Hi is diagonal in the Fock basis and hence Fock states correspond to the
eigenvectors j iii  jniii = 1 p
n(^ b
y
i)nj0ii; with ni 2 N0. The ground state of an N-particle
system in an homogeneous L-sites optical lattice can thus be written as
j	MIi =
L Y
l=1
jnlil  (jni)L ; (3.76)
where nl  n = N=L = 1;2;::: is the integer particle density in the lattice. This state
is often referred to as a number squeezed state similarly to quantum optics. An integer
particle density per lattice site indicates localization of particles in real space. Correspond-
ingly, the Fourier transformed MI-state is completely delocalized in momentum space i.e.
all quasi-momenta are occupied evenly. Following the denition such a system is insulat-
ing. And because the occupation of all available states was induced by interactions only
the limit J = 0 corresponds to a Mott insulating regime.3.2. Quantum phases 37
Figure 3.5: Probability distribution to nd n 2 N0 particles at any arbitrary site in a
homogeneous Mott insulating system. The distribution function is number squeezed Pn(q) =
qn, as an example the distribution P5(q) is presented.
Number statistics
In the MI phase the particles are localized on lattice sites. This is also true when the
hopping amplitude J becomes nite but the gain of kinetic energy remains less than the
potential energy U which has to be paid in case of double occupancy. Thus, at any lattice
one observes an integer number of particles q which corresponds to the lling n. This leads
to a Fock number-statistics
Pn(q) = jhqj	MIij2
= qn; q 2 N0 : (3.77)
In Fig. 3.5 an example for a system with lling n = 5 is shown. Thus, in an ideal MI
phase no particle 
uctuations are observed, which is used as an indicator for experimental
identication of the phases [117, 118].
Excitation gap
As already mentioned, in the groundstate of the homogeneous MI phase all momentum
states are occupied equally. Scattering of a particle into an already occupied state can only
take place at the expense of potential energy gain. This energy barrier is referred to as
excitation gap. Equivalently, in real space this energy corresponds to the energy required
to add a particle to the lattice or to remove it
~  = E(N + 1)   E(N) = E(N)   E(N   1);
where E(N) is the energy of an N-particle system: Hj	MIi = E(N)j	MIi. With nl
particles per site it is
Hj	MIi
(3.75);(3.76)
=
L X
i=1
U
2
^ ni(^ ni   1)
L Y
l=1
jnlil
=
L X
i=1
U
2
nl(nl   1)il
L Y
l=1
jnlil
=
L X
l=1
U
2
nl(nl   1)j	MIi
= E(N)j	MIi:38 3. Bose-Einstein condensates
Thus, when to a site k with nk  n a particle is added, the energy dierence
E(N + 1)   E(N) =
L X
l6=k
U
2
nl(nl   1) +
U
2
(n + 1)n  
2
4
L X
l6=k
U
2
nl(nl   1) +
U
2
n(n   1)
3
5
= Un
is obtained. In a homogeneous system with nl  nk  n in the vanishing tunneling limit
J = 0 the energy gain per particle is
 =
~ 
n
= U : (3.78)
In the homogeneous MI system with nite J the scaling of the gap is  U for U=J  1
and only in the strongly interacting limit U  J the gap is  = U. Consequently, the MI
phase can be identied based on the gap appearing in the single particle spectrum. The
existence of this gap has been veried in experiments e.g. by Greiner et al. [12].
Compressibility
While in the SF phase the ground state is macroscopically occupied and the occupation
grows with increasing number of particles in the system, in the MI the interactions prevent
multiple occupation. As a consequence of the existing energy gap, adding or removing a
particle from the ground state requires a nite amount of energy. For the next considera-
tions we have to extend our model as variable particle number requires the grand canonical
description Eq. (3.63). Thus, an innitely small change in the chemical potential does not
lead to any change in the particle density as long as  < . Dening the compressibility
as the ratio between the variation of particle density caused by an innitesimal change in
the chemical potential
 =
@n
@
a new critical observable is obtained. In the MI phase an innitely small change in the
chemical potential does not lead to any change in particle density and the compressibility
vanishes whereas in the SF phase  > 0. As a result the MI is called incompressible and
the SF a compressible phase.
3.2.3 Single particle density matrix
In fermionic systems the Pauli-principle prohibits multiple occupation of a state, charac-
terized by a set of quantum numbers, by more than one fermion. In contrary, once bosons
undergo Bose-Einstein condensation, the ground state becomes macroscopically occupied
[119]. The ratio between condensed and non-condensed particles is given by the condensate
fraction fc. Characterizing condensation based on fc is equivalent to the o-diagonal long-
range order concept (ODLRO) [82]. But before we dene both quantities, we introduce
the single particle density matrix.
The single particle density matrix (SPDM) corresponds to the equal time one-particle
Green's function Glm(t) and is dened as
lm(t) = h^ b
y
l(t)^ bm(t)i;3.2. Quantum phases 39
where the expectation value is calculated with respect to the many-body state of the
particles. In general the SPDM is subject to dynamics of the system, however, in the
following discussion we will consider static characteristics and neglect the explicit time
dependency:
lm = h^ b
y
l^ bmi: (3.79)
For l 6= m the SPDM measures the single-particle correlations in the system. When
the atomic sample undergoes Bose-Einstein condensation, the de-Broglie wave length of
each boson increases in such a way that any particle is delocalized over several sites.
Analogously, the particle tunnels freely within the spatial range of its wave function. In
homogeneous non-interacting condensates at T = 0 the creation of an atom at site l
and annihilation at site m, which corresponds to a tunneling process, does not depend
on the distance between the sites and in innitely large lattices lm does not vanish for
jxl   xmj ! 1. Given that all o-diagonal l 6= m elements of the matrix lm are nite,
the condensate is said to posses ODLRO and to maintain spatial coherence. In interacting
systems the correlations h^ b
y
l^ bmi as well as o-diagonal elements of the SPDM lm decrease
exponentially with increasing jxl   xmj. The ODLRO vanishes.
The equivalence between macroscopic occupation of a quantum state and ODLRO can be
demonstrated for a homogeneous system [79]. Applying the Fourier transformation to
creation and annihilation operators, Eq. (3.79) reads in momentum space
lm =
1
L
1:B:Z X
k;q
h^ b
y
k^ bqie i(kxl qxm) : (3.80)
Taking translational invariance into account, the operator ^ b
y
k^ bq commutes with the mo-
mentum operator ^ P =
P1:B:Z
p ~p^ b
y
p^ bp. This leads to the relation
h^ b
y
k^ bqi = kqh^ by
q^ bqi = kqh^ nqi: (3.81)
Substituting Eq. (3.81) into Eq. (3.80) gives
lm =
1
L
1:B:Z X
q
h^ nqie iq(xl xm) =
h^ n0i
L
+
Z
dq
2
h^ nqie iq(xl xm) : (3.82)
In the limit jxl  xmj ! 1 the exponential function in the last term oscillates rapidly and
the last term vanishes (Riemann-Lebesgue lemma). Thus,
lim
jxl xmj!1
lm !
h^ n0i
L
: (3.83)
As in this limit the system size L becomes innite as well, the ODLRO is only present
when the occupation of the q = 0 state is extensive. Given a constant particle density
n, this criterion corresponds to macroscopic occupation and implicates nothing else but a
nite condensate fraction fc. Next, we introduce and calculate the fc of dierent systems.
The SPDM is hermitian and can be diagonalized
L X
m=1
lm n
m = n n
l : (3.84)40 3. Bose-Einstein condensates
The eigenvectors of the hermitian matrix n
m form an orthonormal basis, the so-called
natural orbitals. They can be considered as eective single-particle states in real space.
The eigenvalues are real and represent the occupation of each orbital. This can be gathered
from the calculation of the trace of the SPDM
Tr[] =
L X
l=1
ll =
X
l
h^ b
y
l^ bli =
X
l
h^ nli = N
(3.84)
=
X
l
l : (3.85)
The trace corresponds to the total particle number in the system. In the last step we used
the fact that the trace is invariant under unitary transformations. As diagonalization is
such a transformation, the trace is nothing but summation over the eigenvalues of lm.
From here follows 0  l  N, in accordance with the picture of the occupation of the
natural orbitals. The ratio of particles occupying the lowest orbital, i.e. the maximal
eigenvalue, denes the condensate fraction
fc =
max
N
: (3.86)
If in higher dimensions, D  2, only the occupation of the lowest natural orbital max
(highest occupied) scales proportional to the particle number, namely max  N, it can
serve as the BEC order parameter in the thermodynamic limit [120]
0  lim
N!1
fc  1 condensate: lim
N!1
fc > 0: (3.87)
However, it should be emphasized that the magnitude of the condensate fraction depends
on the dimensionality and nite size eects. In 1D there exists no BEC even at zero tem-
perature due to the decay of the one-particle correlations lm  1=
p
jxl   xmj [121{123].
The occupation of the lowest natural orbital is max 
p
N, thus max ! 1 for N ! 1,
but limN!1 max=N ! 0. Nevertheless, this state is referred to as a quasi-condensate
due to the extensive max. In contrary, in nite systems with an average particle num-
ber hnli = N=L the condensate fraction is always nite, namely fc  N=L, which can
be deduced from Eq. (3.85). Thus, a careful nite size scaling has to be performed to
characterize the system correctly.
Indeed, the biggest challenge is the diagonalization in Eq. (3.84). For a 2D LL system the
dimension of the matrix is L2L2. As the aim of theoretical predictions is to model realistic
setups, which implements lattice sizes of the order L  100, the diagonalization becomes
computationally not feasible. However, in the limit of strongly interacting (J=U ! 0)
and non-interacting (J=U ! 1) homogeneous systems the condensate fraction can be
calculated exactly.
Condensate fraction of a homogeneous Mott insulator
In the Mott insulating phase (J = 0) the ground state of a homogeneous system Eq. (3.55)
is a direct product of the single-site states. In the Fock state representation the many-body
ground state reads (compare Eq. (3.76))
j	Mi =
L Y
l=1
jnlil =
L Y
l=1
^ b
ynl
l p
nl!
j0il ; (3.88)3.2. Quantum phases 41
where nl denotes the integer occupation number and the state j0i corresponds to the
vacuum state at a site l. The SPDM can be calculated as follows
lm = h^ b
y
l^ bmi =
L Y
k=1
kh0j
^ b
nk
k p
nk!
^ b
y
l^ bm
L Y
j=1
^ b
ynj
j p
nj!
j0ij =
=
Y
k;j
1
p
nk!nj!
kh0j^ b
nk
k ^ b
y
l ^ bm^ b
ynj
j j0ij =
=
Y
k;j
1
p
nk!nj!
khnkj
p
nk!^ b
y
l ^ bm
p
nj!jnjij =
=
Y
k;j
khnkj^ b
y
l ^ bm jnjij =
=
Y
k;j
p
nl nm klmj lhnl   1jnm   1im =
=
p
nl nm lm = nl : (3.89)
In the calculation we have used the orthogonality of Fock states hji =  and the
relation ^ b
y
i j0i =
p
!ji. Thus, the condensate fraction vanishes in the thermodynamic
limit
lim
N!1
fc = lim
N!1
nl
N
= 0: (3.90)
As expected, there exists no condensate in the Mott insulating phase.
Condensate fraction of a homogeneous condensate
In a non-interacting homogeneous system (Eq. (3.55) for U = 0) the Bloch states jqi,
determined via Eq. (3.6), are the eigenvectors of the Hamiltonian with jq = 0i being the
ground state of the system. As the Bloch states are related to Wannier states by means
of the Fourier transformation Eq. (3.22), in the Wannier basis jji the Bloch states jqi can
be written
jqi =
1
p
L
L X
j=1
eiqxjjji: (3.91)
Before we proceed with the actual calculation some words about dimensionality. As men-
tioned before, true condensation appears in D  2. In a homogeneous two dimensional
Lx  Ly system, where WLOG Lx = Ly, the Bloch states read
jqi = jqx;qyi =
1
p
L
2
Lx X
j=1
Ly X
k=1
ei(qxxj+qyyk)jj;ki =
0
@ 1
p
L
L X
j=1
eiqxjjji
1
A

 
1
p
L
L X
k=1
eiqykjki
!
:
Due to this factorization the calculation of any expectation value simplies to an eective
1D calculation for N particles given the total particle number N2 in 2D system and N3
in 3D system.
In the ground state all N2 or N3 particles occupy the same single particle state jq = 0i
which consequently is equivalent to the natural orbital j0i  jq = 0i with occupation
max = N2 or N3 for 2 or 3 dimensional systems respectively. Thus, the condensate
fraction is expected to be fc = 1. This can be calculated in the canonical as well as in the42 3. Bose-Einstein condensates
coherent state representation since both descriptions yield the same expectation values for
number conserving operators. Next, both calculations will be demonstrated in the eective
1D system, for the sake of readability.
In the canonical description, the macroscopic ground state wave function is (compare
Eq. (3.66))
j	SF(N)i =
N Y
i=1
jq = 0ii =
1
p
N!

1
p
L
L X
j=1
^ b
y
j
N
j0i; (3.92)
where j0i denotes the many-body vacuum state. The SPDM in this ground state is calcu-
lated as follows
lm = h^ b
y
l^ bmi =
=
1
N!
h0j

1
p
L
L X
j=1
^ bj
N
^ b
y
l^ bm

1
p
L
L X
k=1
^ b
y
k
N
j0i =
=
1
N!LN h0j^ sN^ b
y
l^ bm^ syNj0i =
=
1
N!LN h0j(^ b
y
l^ sN + N^ sN 1)(N^ syN 1 + ^ syN^ bm)j0i =
=
N
(N   1)!LN h0j^ sN 1^ syN 1j0i =
=
N
L
: (3.93)
From the second to the third line the abbreviation ^ s =
PL
j=1^ bj was used and from the
third to the forth the identity
^ bj^ syN = N^ syN 1 + ^ syN^ bj : (3.94)
From Eq. (3.93) follows that the SPDM is a (L  L) matrix with entries N=L and can be
written as
 =
N
L
2
6
4
1  1
. . .
...
. . .
1  1
3
7
5 =
N
L
1: (3.95)
In a two(three) dimensional system the SPDM reads  = N
L 1x 
 N
L1y (
N
L1z).
To calculate the condensate fraction we have to nd the maximal eigenvalue max of the
SPDM. Therefore we have to solve the eigenvalue problem of the unity matrix 1. The
characteristic polynomial of the latter is L   LL 1. Thus, the matrix 1 possesses L   1
eigenvalues 0 and one eigenvalue L, which is the maximal eigenvalue. Consequently, the
maximal eigenvalue of the eective 1D SPDM  is max = N. In two and three dimensions
it is max = N2 and N3. Following the denition in Eq. (3.86) the condensate fraction is
given by
fc =
max
Ntot
=
(
N2=N2 = 1 in 2D;
N3=N3 = 1 in 3D:
as expected for a perfect condensate.
A macroscopically occupied single particle state can always be approximated by a coher-
ent state and thus the same condensate fraction is expected in the coherent state descrip-
tion. Choosing the coherent state j	SF(
p
N)i with the average particle number N (see
Eq. (3.71))
j	SF(
p
N)i = e N=2e
p
N=L
PL
m=1 ^ b
y
mj0i = e N=2e
p
n ^ sy
j0i;3.2. Quantum phases 43
where we use the abbreviation ^ sy =
PL
m=1^ b
y
m, the single particle density matrix is calcu-
lated as follows
lm = h	SF(
p
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l^ bmj	SF(
p
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
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(3.94)
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p
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: (3.96)
From the fth to the sixth line the index shift k = k0 + 1 and analogously n = n0 + 1
was performed. The derivation proved that the SPDM in coherent state representation
is identical to the canonical representation Eq. (3.93), which is a necessary condition for
equivalence of the representations. Subsequently the condensate fractions are the same.
3.2.4 Quantum phase transition
In the previous chapters the individual properties of the system in the cases of purely
non-interacting U ! 0 and purely non-mobile J ! 0 limits were summarized. However,
as already denoted, also for nite interaction or tunneling the SF or MI phases persist.
Previous discussions revealed that rather the ratio between kinetic and potential energy
than their particular values aects the properties of the ultracold bosonic system. For
nite but small hopping amplitude the tunneling happens at the expense of potential
energy as the particle number 
uctuations lead to a nite repulsion. However, as long as
the gain in kinetic energy J remains smaller than potential energy U the system remains
Mott insulating although the exact ground state can be no longer written as the MI
direct product state for J = 0 case in Eq. (3.76). As soon as J overcomes the energy
scale due to interactions the SF-MI transition takes place and particles delocalize. In the
limit J  U ;U ! 0 the ground state of the system corresponds to the SF ground state
Eq. (3.66) or equivalently Eq. (3.71). This quantum phase transition can be experimentally
achieved in optical lattices. Following Eq. (3.39) and Eq. (3.57) the hopping amplitude J
can be tuned by changing the lattice depth s via the laser intensity and the interaction U
by adjusting the scattering length a via magnetic eld.
Predicting the exact ratio J=U where the transition takes place via theoretical calculations
is a challenging mission. As for nite J and U the ground state is a many-body state which
can't be estimated analytically, advanced numerical methods are needed to calculate the
phase diagram. Nevertheless, we can roughly gauge the structure of the phase transition
diagram [79].44 3. Bose-Einstein condensates
Figure 3.6: Illustration of the SF-MI phase transition of the Bose-Hubbard model for a
homogeneous system, where z denotes the number of nearest neighbors. While the particle
number per lattice site n is an integer within a MI, in the SF-region n can take on all real
values. The dotted line indicates the parameter regime for which the particle density is integer
in both phases.
Homogeneous system
For J = 0 the system is in the MI phase with particle density n 2 N0. The corresponding
ground state minimizes the grand canonical potential (or equivalently the total energy)
of the system E = h	MIjH   Nj	MIi with H from Eq. (3.75) and ground state 	MI
as in Eq. (3.76). As the Hamiltonian is a sum over on-site Hamiltonians, minimization
of the total energy E corresponds to minimization of the on-site energy  = E=L. In a
homogeneous lattice it is
(n;=U) = Un(n   1)   n (3.97)
=
U
2
 
n  


U
+
1
2
2
 


U
+
1
2
2 
:
Depending on the chemical potential  or the particle density n the energy is minimal for
min[(n)]
(
n = 0; for < 0;
n = max[=U + 1] 2 N; else.
(3.98)
min[(=U)] for n   1 <

U
< n withn  1: (3.99)
At integer values of =U, e.g. =U = n, the system is SF even for J = 0 as the energy for
n or n + 1 particles per lattice site is the same. Equivalently, the state at =U = n   1
with n   1 particles is degenerate with the n particle state. Thus, an occupation of a site
with n or n + 1 (equivalently n   1 or n) particles is equally favorable and no excitation
gap exists.
The nite tunneling leads to delocalization and thus to particle number 
uctuations10.
Therefore we expect that for a xed particle number, nite J causes a decrease of the =U
range in Eq. (3.99) and thus a reduction of the gap. For large J  U only the SF-phase
is possible. This leads to a lobe structure of the MI-phase surrounded by the SF, which is
schematically illustrated in Fig. 3.6. The excitation gap of a MI for a given particle density
10Particularly, within the MI phase the particle-hole 
uctuations exist, whereby the average particle
density remains an integer.3.2. Quantum phases 45
Figure 3.7: Illustration of parabolically conned particles in an optical lattice. (a) A cartoon
of an optical lattice with an underlying harmonic trap. For better visibility the 2D lattice is
indicated by a 1D sinusoidal line. (b) The density proles in position space mirror the parabolic
trapping symmetry. Depending on the lling a pure SF (left) or SF-MI phase mixture (right)
appears. The 2D color maps below highlight the respective phases. (c) The arrows in the
phase diagram of a homogeneous system indicate the eective local chemical potentials and
correspondingly the phases which appear in the trapped system when following the direction
according to the arrows in the color maps in (b). The small arrow corresponds to the pure SF
and the big one to the wedding-cake structured density prole.
n corresponds to the width of the Mott lobe, which is the distance in the =U direction
at a xed zJ=U from the lower to the upper phase border. It is interesting to note that,
given a xed particle density, starting within the MI phase an increase of J=U leads to a
MI-SF phase transition. However, starting from the SF phase, upon decreasing the ratio
J=U , the quantum phase transition can be only achieved when the initial particle density
n 2 N.
The next step is to calculate the exact borders between the SF and MI phases in homo-
geneous systems. As already mentioned, the Bose Hubbard model is not exactly solvable
when interactions are present in the system. Thus, the phase diagram can be only achieved
via quantum Monte-Carlo simulations, bosonic dynamical mean-eld theory or approxi-
mately via Gutzwiller mean-eld technique or second order perturbation theory, to name
the most frequently used. In Sec. 3.4 the analytic calculations based on Gutzwiller ap-
proach are given.
Inhomogeneous system
When an underlying trapping potential is present in the system the situation changes.
The potential landscape constrains the particles around the trap center, as pointed out
in Fig. 3.7 (a), which breaks the translational invariance. The additional term in the
Hamiltonian
P
i Vi;trapni (see Eq. (3.63)) can be absorbed in the chemical potential which
consequently becomes site dependent
 
X
i
(   Vi;trap)ni =  
X
i
e
i ni : (3.100)46 3. Bose-Einstein condensates
Figure 3.8: Qualitative temperature dependent ground state phase diagram for a xed integer
lling n. QCP denotes the quantum critical point for the SF-MI transition at T = 0.
Hence, proceeding in the radial direction from the trap center to the trap boundary the
eective local chemical potential decreases. This path corresponds to a vertical line in the
phase diagram Fig. 3.6 at a xed J=U ratio starting at e
0 =  and ending at zero. The
phases crossed along this line are present in the system simultaneously however at dierent
sites.
For large J=U the entire system is SF. The particle wave functions are delocalized within
the area with e
i > 0 and the density prole mimics the curvature of the conning
potential in contrast to a homogeneous density distribution of a simple periodic lattice,
see Fig. 3.7(b) left and the corresponding paths within the homogeneous phase diagram
(c). For intermediate J=U ratios SF as well as MI regions appear. In particular, the
axial symmetric MI plateaus are surrounded by SF rings and the density prole resembles
a multi-level wedding cake, see Fig. 3.7(b) right and the corresponding paths within the
homogeneous phase diagram (c). Only for J = 0 the entire system becomes MI and the
radial density prole a multi-step function.
Phase transition at nite temperature
At nite temperatures a new phase emerges - the normal liquid. The thermal 
uctuations
induce a classical phase transition between condensate and normal phase as they decrease
the macroscopic occupation of the SF-state and thus destroy the long range coherence
indicating condensation. In addition, temperature causes a crossover between MI and nor-
mal phase. We refer to the second as a crossover rather than a phase transition because at
nite temperatures the compressibility  is always nite, which excludes MI by denition.
However, the pronounced regions of  close to zero in the nite T phase diagram and
dierences in the density of particle-hole excitations suggest an extension of the glossary.
The questions to answer are: what is the critical temperature of SF to normal and MI to
normal transitions and how does the temperature aect the SF-MI transition discussed
above. A qualitative ground state phase diagram is sketched in Fig. 3.8.
Since for a given integer lling n the energy gap of the Mott phase depends only on the
width of the Mott lobe and thus on the given hopping amplitude J, at nite temperatures
the energy for particle-hole excitations is lowered due to thermally activated particle-hole

uctuations. These 
uctuations are exponentially small for temperatures smaller than the
gap  and overcome the excitation energy when kBT > . Consequently, the insulating
Mott gap is destroyed for temperatures kBTc  . For increasing temperatures T < Tc the3.2. Quantum phases 47
Mott plateau (Fig. 3.6) with integer lling shrink, where the Mott lobes with higher particle
density persist longer the temperature due to larger interaction strength U which has to be
compensated thermally [109]. Expanding the mean-eld approach to nite temperatures
(details in Sec. 3.6) the critical Tc can be calculated. The crossover temperature amounts
to 0:5:::0:7zJ around the rst Mott lobe and 1:1:::1:3zJ around the second [109]. For
T > Tc particles undergo a crossover to the normal liquid phase. Dening the Mott gap 
as the chemical potential discontinuity random phase approximation calculations revealed
kBTc   [124], which was conrmed by numerical investigation of the atomic density
prole and on-site number 
uctuations via QMC leading to kBTc =  [110]. Moreover,
measurements of atomic pair 
uctuations allow for temperature estimation at energies of
the order O() in experiments.
Also the size of the SF-region decreases with increasing T. The temperature leads to
a lling of higher momenta and to a depletion of the condensate, dened possessing a
macroscopic occupation of the lowest lying natural orbital at q = 0 in thermodynamic
limit. Thus, thermal eects amplify the interaction driven reduction of super
uidity. Con-
sequently, with increasing U the critical temperature needed to destroy SF phase decreases.
In the mean-eld approximation the non-interacting SF is completely destroyed by ther-
mal 
uctuations at Tc = 1:45zJ and the interacting SF already at T < Tc [109, 124]. The
QMC simulations predict a SF-N phase transition for U = 0 in 3D at Tc = 5:6J [125].
3.2.5 Time-of-
ight measurements
The quantum phases - super
uid (SF) and Mott insulator (MI) - are uniquely characterized
based on quantum correlations: In the SF phase o-diagonal long range order exists and
the macroscopic wave function possesses a phase coherence. In contrast, in the MI phase
the long range order is absent, so the one-particle correlations decay exponentially with
the distance between sites, i.e. ij  expf ji   jjg. Thus, the study of the quantum
phases and the quantum phase transition can be based on the investigation of spatial
quantum correlations, which are observed in time-of-
ight (TOF) and noise correlation
measurements [12, 126{130]. In this chapter the theoretical background of the rst method
will be presented.
The experimental procedure is sketched in Fig. 3.9: the trap and the optical lattice are
suddenly switched o and the atomic cloud expands freely in all directions and follows
the gravitational sag. The matter waves of single particles interfere with each other and
the nal density distribution of the atoms can be measured via absorption imaging. The
measured particle density is closely related to the initial momentum distribution in the
lattice, as will be derived next following the lines of Toth et al. [127]. Thus, from the
TOF measurements an insight into the coherence properties and spatial correlations of the
initial state can be gained.
During the expansion interactions between the atoms take place and lead to scattering
into unoccupied modes, which blurs the initial momentum distribution we are interested
in. However, since the cross section and with it the scattering probability scales with
particle density, these processes become only important in condensates at high density. As
during the expansion the particle density decreases and we are interested in large expansion
times, we can neglect the eect of interactions in a good approximation through out the
derivation for simplicity.48 3. Bose-Einstein condensates
Figure 3.9: Schematic representation of the time of 
ight experiment. The snapshots of the
expanding atomic cloud following the gravitational sag in z-direction are presented simultane-
ously. After an expansion time  > 0 an absorption measurement yields the real space density
distribution corresponding to the momentum space density distribution before the expansion.
After the switch-o of all potentials the time evolution of the initial lattice many-body
state ji is described by the free particle propagator
U(t) = e 
iH0t
~ with H0 =
Z
d3r^ 	y(r)
p2
2m
^ 	(r); (3.101)
where ^ 	y(r) and ^ 	(r) denote the creation and annihilation eld operators at position r
respectively. The particle distribution at time t is given by
h^ n(r;t)i = h^ 	y(r;t)^ 	(r;t)i; (3.102)
where the time-dependent eld operators in the Heisenberg picture correspond to ^ 	(r;t) =
Uy(t)^ 	(r)U(t), with U(t) dened in Eq. (3.101). Since the Wannier functions form an
orthonormal basis, we can expand the eld operators in terms of Wannier states. Thus,
in the lowest-band approximation the eld operator reads
^ 	(r) =
X
i
w0(r   Ri)^ bi and ^ 	(r;t) =
X
i
w0(r   Ri;t)^ bi (3.103)
where w0(r   Ri;t) = Uy(t)w0(r   Ri)U(t) is the lowest-band Wannier function localized
at lattice site i and ^ bi is the bosonic annihilation operator. Using this expression we can
rewrite Eq. (3.102) in terms of Wannier states
h^ n(r;t)i =
X
ij
w
0(r   Ri;t)w0(r   Rj;t)h^ b
y
i^ bji: (3.104)3.2. Quantum phases 49
Since h^ n(r;t)i is the observable measured in the TOF experiment, the goal is to calculate
this expectation value and to nd out how it is related to the distribution in momentum
space.
Similar to light interference experiments, the observed pattern depends on the distance
between the source of the matter waves and the observation apparatus. Here we dier-
entiate between near-eld and far-eld diraction. The far-eld approximation describes
the regime where the initial extent of each interfering wave can be neglected and the
dependence on the initial position of each wave can be partially dropped. As will be
demonstrated in this chapter, in this limit the observed interference pattern corresponds
to the Fourier-transform of the original density distribution in space, i.e. the momen-
tum distribution of interacting particles in the lattice. In the near-eld approximation
the quadratic dependence of the phase on the initial wave positions is taken into account
which leads to more complex interference pattern than the pure Fourier-transform.
For lattices of depth s > 10Er the Wannier function can be assumed as Gaussian to a good
approximation11. To derive the right width of the corresponding Gaussian we approximate
the lattice potential V (r) = V0 sin2(r) around each site i by a parabolic function and neglect
any additional trappings. As the lattice potential is separable in space we restrict ourselves
for simplicity to one dimension
V (x) = V0 sin2(x)  V0 + V0(x   xi)2 
1
2
m!2
l (x   xi)2 ; (3.105)
where !l denotes the lattice frequency and the global additive constant V0 was neglected in
the last step. The ground state wave function corresponding to this parabolic potential is
a Gaussian 0(x) = 1 p
x0e
 (
x xi
x0
)2
of width x0 =
q
~
m!l. In intermediate and deep lattices
we can approximate the lowest band Wannier function by this Gaussian, thus, expanding
the result to 3D the Wannier function reads
w0(r   Ri) 
1
3=4x
3=2
0
e (r Ri)2=2x2
0 : (3.106)
The time-dependent approximated Wannier state is calculated via w0(r Ri;t) = Uy(t)w0(r 
Ri)U(t) with U(t) dened in Eq. (3.101). The resulting time dependent Wannier function
is
w0(r   Ri;t) =
1
3=4W(t)3=2 e
 
(r Ri)2
2W2(t) e
i
(r Ri)2
2W2(t)
~t
mx2
0 e i (3.107)
with time dependent Gaussian width
W(t) = x0
q
1 + (~t=mx2
0)2 (3.108)
and phase  = 1=2arctan(~t=mx2
0). Inserting Eq. (3.107) into Eq. (3.104) the time depen-
dent particle density distribution reads
h^ n(r;t)i =
1
3=2W3(t)

X
ij
e
 
(r Ri)2
2W2(t) e
 
(r Rj)2
2W2(t)
| {z }
A
e
 i
(r Ri)2
2W2(t)
~t
mx2
0 e
i
(r Rj)2
2W2(t)
~t
mx2
0 | {z }
B
h^ b
y
i^ bji: (3.109)
11For details see Sec. 3.1.1.50 3. Bose-Einstein condensates
Evaluating the upper expression leads to the exact measured density distribution at every
time t when particles were initially in a suciently deep lattice (s > 10Er). However, the
solution is to complex to recognize the relation to the quantities such as the initial mo-
mentum distribution. Thus, based on the fact that the observation point is suciently far
from the original lattice, we can make approximations and discuss the terms individually.
Far-eld approximation
First, we discuss the situation when the lattice is far from the observation point jrj  jRij
which corresponds to the assumption of large expansion time. In this case the initial extent
of each Wannier state is negligible which is equivalent to a point-like particle distribution.
Therefore, for large expansion times the constant term under the square root can be
neglected. Consequently Eq. (3.108) reads
W(t) 
~t
mx0
: (3.110)
Under this approximation the individual terms in Eq. (3.109) can be rewritten:
A : e
 
(r Ri)2
2W2(t) e
 
(r Rj)2
2W2(t) = e
 
"
r2
W2(t) 
r(Ri+Rj)
W2(t) +
R2
i +R2
j
2W2(t)
#
 e
  r2
W2(t) : (3.111)
Thereby we neglected the last term containing the quadratic dependence on the initial po-
sition and the next to last term, as it has only minor eect on the remaining exponentially
decaying envelope function. Similarly, the term B reduces to
B : e
 i
(r Ri)2
2W2(t)
~t
mx2
0 e
i
(r Rj)2
2W2(t)
~t
mx2
0 = e
 i ~t
mx2
0
"
 r(Ri Rj)
W2(t) +
R2
i  R2
j
2W2(t)
#
 e iQ(r)(Rj Ri) : (3.112)
This time only the term quadratic in Ri was dropped. The remaining phase term contains
the information about the quasi-momentum and was simplied using the identity Q(r) =
mr=~t. With approximated parts A and B the measured density distribution reads
h^ n(r;t)ifar =
1
3=2W3(t)
e
  r2
W2(t)
X
ij
e iQ(r)(Rj Ri)h^ b
y
i^ bji
=
1
3=2W3(t)
e
  r2
W2(t) h^ n(Q(r))i; (3.113)
which is nothing else but the initial quasi-momentum distribution multiplied with an
envelope function. Due to the periodicity of the sinusoidal lattice potential the measured
distribution is a periodic function in the reciprocal space and we can restrict ourselves to
the rst Brillouin zone.
The analytic expression in Eq. (3.113) is a good approximation of the TOF measurement
result in the far-eld regime, namely for large expansion times t and distances jrj, and
becomes exact in the limit t ! 1. However, as the expansion time becomes shorter the
above approximations lose their accuracy and the measured distribution does no longer
represent a Fourier transformation.3.2. Quantum phases 51
Near-eld approximation
In the near-eld approximation, whose range of validity we will discuss next, the neglected
quadratic term in the complex phase Eq. (3.112) is taken into account. Hence, the distri-
bution with complete interference term reads
h^ n(r;t)inear =
1
3=2W3(t)
e
  r2
W2(t)
X
ij
e iQ(r)(Rj Ri) e  im
~t
R2
i  R2
j
2 h^ b
y
i^ bji: (3.114)
When do we have to take the full phase into account? When the correlations are absent
in the system, the correlation function h^ b
y
i^ bji falls o exponentially with a characteristic
length lc smaller than the cloud extend R0 [131]. Thus, the contribution of the sites is
suppressed, when the distance between them overcomes the correlation length. This allows
an estimate for the largest appearing phase [132]. Near the cloud center the magnitude of
the quadratic term is R2
i   R2
j  lc and the phase is approximately
near the cloud center:
m
~t
R2
i   R2
j
2

ml2
c
2~t
: (3.115)
Close to the cloud radius jRij;jRjj  R0 and R2
i   R2
j  2lcR0. Consequently the
magnitude of the phase is
near the cloud boundary:
m
~t
R2
i   R2
j
2

mlcR0
~t
: (3.116)
The additional phase can thus be neglected when the expansion time t overcomes the
larger threshold time tF = mlcR0=~, which is called the Fresnel time in analogy to optics,
near-eld approx.: t <
mlcR0
~
far-eld approx.: t 
mlcR0
~
: (3.117)
As an example, for a typical bosonic experiment with 87Rb in an optical lattice with
lattice constant a = 532 nm and nearly 50 lattice sites [75], within the super
uid phase
with lc  R0  25  532 nm the Fresnel time would be tF  300 ms while the typical
expansion times are of the order of 30 ms. In this case the far-eld approximation is a
poor approach. On the other hand, in the Mott insulating regime where the correlation
length is only few sites large the Fresnel time is tF  20 ms and the measured distribution
indeed corresponds to the Fourier transform of the wave function in the lattice.
It is important to note that, although we approximated the phase in Eq. (3.115) and (3.116)
by a constant, this quantity is in general non-local and depends not only on the relative
separation of the lattice sites but also on their absolute position due to the inhomogeneities
in the lattice induced e.g. by a trapping potential [131, 132]. Hence, deviations between
theoretical TOF predictions and measurement are based not only on the nite expansion
time but also on specic geometry not taken into account.
Phase detection via time-of-
ight measurements
Super
uid
In the non-interacting condensate in a homogeneous lattice we can give an analytic expres-
sion for the measured particle density distribution since the single particle density matrix
^ ij = h^ b
y
i^ bji has been calculated exactly for this case in Sec. 3.2.3. In the homogeneous
translational invariant system h^ n(r;t)i = h^ n(x;t)ih^ n(y;t)ih^ n(z;t)i = h^ n(x;t)i3 and the52 3. Bose-Einstein condensates
3D problem is reduced to an eective 1D. In the far-eld approximation the distribution
h^ n(x;t)i reads
h^ n(x;t)i =
1
1=2W(t)
e
  x2
W2(t)
X
ij
e iq(x)(xj xi)h^ b
y
i^ bji
(3.93)
=
1
1=2W(t)
e
  x2
W2(t)
X
ij
e iq(x)(xj xi)N
L
where N is the total particle number in a 1D L-sites lattice. The distance between two
sites is discretized in units of lattice spacing a: jxj   xij = la with l 2 N0. Thus we
continue
=
1
1=2W(t)
e
  x2
W2(t) N
L
X
l2N0
eiq(x)la
= A(x)N 

q(x) = 
2m
a

(3.113)
= A(x)h^ n(q(x))i; (3.118)
thereby A(x) = 1
1=2W(t) e
  x2
W2(t) and m 2 N0. Following from this result, the homogeneous
non-interacting super
uid is indicated by series of delta-peaks at multiples of the reciprocal
lattice constant modulated by a Gaussian envelope. The height of the delta peak at
x = 0 corresponds to the particle number in the q = 0 mode12. As expected, in the
non-interacting limit all N particles coherently populate the lowest energy state.
Interactions lead to a depletion of the condensate at q = 0 and population of other mo-
mentum states. Consequently, in a homogeneous system the TOF measurement mirroring
the particle distribution in momentum space evolves with increasing interaction strength
continuously from the perfect SF delta-peaked structure towards a 
at MI distribution
[82] discussed next.
In inhomogeneous systems, such as optical lattices with a trapping potential, the correlator
h^ b
y
i^ bji remains position dependent. Since a broad function in real space becomes a sharp
distribution in momentum space and vice versa, the introduction of a spatial connement
leads to broadening of single delta peaks in the momentum distribution, leaving the 2=a
periodicity unchanged.
Mott insulator
The opposite to non-interacting is the J=U ! 0 \atomic" limit. In homogeneous systems
the many body wave function can then be written as a direct product of single site wave
functions each being a Fock state jni with n 2 N. Following the calculation in Sec. 3.2.3,
due to orthogonality of Fock states the corresponding single particle density matrix is
12This delta peak refers to the 1st B.Z. q 2 [ =a;=a]. The delta peaks at other modes re
ect the
periodicity of higher Brillouin zones and are redundant concerning the degree of condensation.3.2. Quantum phases 53
^ ij = h^ b
y
i^ bji = niij (see Eq. (3.89)) and the measured TOF distribution in the far-eld
approximation reads
h^ n(x;t)i =
1
1=2W(t)
e
  x2
W2(t)
X
ij
e iq(x)(xj xi)h^ b
y
i^ bji
=
1
1=2W(t)
e
  x2
W2(t)
X
ij
e iq(x)(xj xi)niij
=
1
1=2W(t)
e
  x2
W2(t) N
(3.113)
= A(x)h^ n(q(x))i; (3.119)
where A(x) = 1
1=2W(t) e
  x2
W2(t). The measured TOF distribution h^ n(x;t)i is a broad Gaus-
sian which reveals a 
at momentum distribution h^ n(q(x))i = N. Interactions induce
population of energetically higher momentum states and lead to a localization of ground
state wave function. In accordance with previous discussions in Sec. 3.2.2 sharp on-site
localization of particles in real space results in a 
at distribution in momentum space.
In inhomogeneous systems the density distribution develops a wedding cake structure
i.e. the Mott insulating plateaus become surrounded by super
uid shells (see Sec. 3.2).
Scanning the particle density along a radial direction within the trap corresponds to moving
parallel to -axis in the (=zJ; U=zJ)-phase diagram of a homogeneous system at a xed
U=zJ. The presence of the super
uid phase inhibits the disappearance of the narrow peak
at q = 0 such that the momentum distribution h^ n(q)i does not become 
at although a Mott
insulating plateau develops. Additionally, the shell structure of the super
uid leads to a
ne satellite peak structure at momenta q  =l, where l is the radius of the shell, following
the QMC calculations by [126]. The appearance of such peaks marks the SF-MI transition
in the center of the trap. Increasing the interaction U (or alternatively the lattice depth)
decreases the SF shell and raises the occupation in the tail of the distribution, however,
the presence of correlations maintains the q = 0 peak with a height proportional to particle
number in the SF.
Since in inhomogeneous systems correlations do not vanish completely, the phase transition
can not be deduced from the population of the q = 0 peak alone. To characterize the
interference pattern the concept of visibility was established. This quantity gives the
population ratio between the maximally and the minimally occupied momenta
 =
h^ n(Qmax)i   h^ n(Qmin)i
h^ n(Qmax)i + h^ n(Qmin)i
: (3.120)
The visibility is not critical at the phase transition and thus not useful for a precise mea-
surement of the transition point, however, it characterizes the degree of the coherence in
the system for a given (J=U;Vlatt) parameter set. Since extraction of comparable informa-
tion from direct measurement of correlations or via noise-correlation and particle statistics
observation is more complicated experimentally, the visibility is widely used for studies of
coherence properties in a broad range of experiments. In a perfect SF phase all particles
occupy a single momentum state, thus h^ n(Qmax)i = N and h^ n(Qmin)i = 0, hence  = 1.
In the homogeneous MI phase the momentum distribution is 
at h^ n(Qmax)i = h^ n(Qmin)i
and  = 0. In case of inhomogeneities or decreased coherence the visibility takes the values
 2]0;1[. Since the main concern was the study of the momentum distribution one has to54 3. Bose-Einstein condensates
Figure 3.10: Sketch of the observed time of 
ight density distribution (color coded, arbitrary
units). In the left gure the delta peaks (here with a nite width for a better visibility) are
convolved with a Gaussian envelope. To avoid the contribution of the envelope function in
the visibility a peak density is compared with the density in the valley at the same radius
(denoted by squares). In the right gure the same peaked structure without the envelope.
Since all peaks are of the same height no restrictions exist and the visibility can be calculated
e.g. based on values emphasized by squares.
pay attention to the undesired contribution of the superimposed envelope resulting from
the shape of the Wannier states, see Fig. 3.10. In the experiment, the distributions along a
radius are analyzed such that the contribution of the radially symmetric envelope function
does not in
uence the results. Thus, considered momenta are e.g. Qmax = (2=a;0) and
Qmin =
p
2(=a;=a). In theoretical calculations the Wannier shape of the initial matter
waves is usually not taken into account and a direct relation between the central peak and
the background is estimated, i.e. at momenta Qmax = (0;0) and Qmin = (0;=a).
3.3 Numerical method: Gutzwiller approximation
In Sec. 3.2.1 and 3.2.2 we derived the exact ground states for two limits of the homogeneous
Bose-Hubbard model: the non-interacting U = 0 and the localized J = 0. The ground
states are direct product states over on-site Fock states within the MI phase Eq. (3.76)
and on-site coherent states within the SF phase Eq. (3.71). In the intermediate regime
with the nite interaction and tunneling matrix elements no analytic solution exists and
the model can be only solved numerically.
Since we are interested in the characterization of the model considering the full range of
couplings - both weak and strong - perturbative methods are not applicable. The Hamil-
tonian in Eq. (3.55) can in principle be analyzed by Quantum Monte Carlo simulations
[126, 132] which are exact at nite and in some cases [63, 133] at zero temperatures but
suer from long computational times. Furthermore, these simulations are restricted to
equilibrium situations and cannot describe dynamical processes like ramping up of the
optical lattice or atomic cloud expansion we are going to investigate in this thesis. Alter-
natively one can apply the time-evolving block decimation (TEBD) method to simulate
the dynamics [28]. This method is exact in 1D but it can not be extended to higher
dimensions realized in experiments. Thus, in this thesis we study dynamical as well as
static properties of the Bose-Hubbard model by means of a mean-eld approximation -3.3. Numerical method: Gutzwiller approximation 55
the Gutzwiller method. This technique is exact in both analytic limits, J=U ! 0 and
J=U ! 1, and is assumed to provide good qualitative results in the intermediate pa-
rameter regime [124, 134, 135]. It is suitable for ground state calculations as well as for
studies of non-equilibrium dynamics requiring a much lower computational eort than ex-
act numerical alternatives. In this section we will derive the approximation for zero and
nite temperature, discuss the abilities and restrictions and extend the technique to treat
dynamical problems.
3.3.1 Gutzwiller ansatz
The Gutzwiller variational method, rst developed for the investigation of correlated
Fermions [136], was modied in 1991 by Rokhsar and Kotliar for studies of an interacting
Bose gas in a lattice [137]. The main idea of the technique is to take a direct product over
on-site states, which is exact in the J=U ! 0 and J=U ! 1 limits, as a variational ansatz
in the intermediate regime 0 < J=U < 1. In the Fock basis the many-body Gutzwiller
wave function reads
j	GWi =
Y
i
j iii =
Y
i
 
1 X
n=0
ci;njniii
!
: (3.121)
In a homogeneous system we have ni  n and ci;n  cn. The variation of the complex
factors fci;ng is performed with the goal of minimizing the ground state energy
EGW = h	GWjHj	GWi
(3.63)
= h	GWj   J
X
hiji
(^ b
y
i^ bj + c:c:)  
X
i
e;i^ ni +
U
2
X
i
^ ni(^ ni   1)j	GWi
=  J
X
hiji
(h^ b
y
iih^ bji + h:c:)  
X
i
e;ih^ nii +
U
2
X
i
h^ nii(h^ nii   1);
where the expectation values are calculated with respect to the variational Gutzwiller state
and e;i =    Vi;trap accounts for possible lattice inhomogeneities such as a trapping
potential. Relying on the decomposition of the many-body state into a direct product of
on-site states in the Gutzwiller ansatz, the coupling of the nearest neighbors factorizes:
h^ b
y
i^ bji = h^ b
y
iih^ bji. This leads to the following simplication
X
hiji
(h^ b
y
iih^ bji + c:c:) =
1
2
X
i
X
j n.n.i
(h^ b
y
iih^ bji + h^ biih^ b
y
ji)
=
1
2
0
@
X
i
h^ b
y
ii
X
j n.n.i
h^ bji +
X
i
h^ bii
X
j n.n.i
h^ b
y
ji
1
A
In the rst line the sum over the neighboring pairs was rewritten where
P
j n.n.i indicates
a sum over the lattice sites j being nearest neighbors to the site i, the factor 1=2 corrects
the double counting (see Fig. 3.11). Introducing the abbreviation i =
P
j n.n.ih^ bji the
energy decomposes into a sum of on-site terms
EGW =
X
i

 
J
2
(h^ b
y
iii + c:c)   e;ih^ nii +
U
2
h^ nii(h^ nii   1)

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Figure 3.11: Summation over the nearest neighbors. Left the coupling of nearest neighbors
in
P
hiji is indicated. Thereby only pairs of neighbors are connected to each other. This
summation is replaced by the summation over the lattice sites with subsequent summation
over the respective neighbors
P
i
P
j n.n.i (indicated by colored lines). The arising double
counting of lattice connections has to be corrected by factor 1=2.
To make the notation easier we proceed with a homogeneous system where Vi;trap = 08i
and consequently e;i  , h^ bii  h^ bji and i = zh^ bii, where z = 2D is the number of
next neighbors in D dimensions. Hence the energy reads
EGW(fcng) =
X
i

 Jzjh^ b
y
iij2   h^ nii +
U
2
h^ nii(h^ nii   1)

(3.122)
= L
2
4U
2
nmax X
n
jcnj2n(n   1)   
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n
njcnj2   Jz
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n
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ncn+1
p
n + 1
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5 ;
where the expectation values were evaluated based on the Gutzwiller ground state in
the Fock representation Eq. (3.121). The variation with respect to an innite number
of Fock states is of course not feasible, thus, a cut-o nmax was introduced. This cut-
o has to be chosen much larger than the average particle number in the system, i.e.
nmax  hni. Additionally, the results must be independent of the choice of nmax indicating
that important Fock states are untouched by truncation. Finally, minimization of the nmax-
dimensional function EGW(fcng) with respect to the complex parameters fcng provides the
mean eld solution of the Schr odinger equation: the ground state and the corresponding
energy.
3.3.2 Mean-eld theory
One can show that the Gutzwiller technique is a mean-eld method. For this purpose
we rst introduce the mean-eld concept. We rewrite the annihilation operator in the
following way
^ bi = h^ bii + (^ bi   h^ bii):
And correspondingly
^ b
y
i^ bj = ^ b
y
ih^ bji +^ bjh^ b
y
ii   h^ b
y
iih^ bji + (^ b
y
i   h^ b
y
ii)(^ bj   h^ bji)
 ^ b
y
ih^ bji +^ bjh^ b
y
ii   h^ b
y
iih^ bji + O((^ bj   h^ bji)2):3.3. Numerical method: Gutzwiller approximation 57
Neglecting the second order particle density 
uctuations in the last line is called the mean-
eld decoupling. Inserting this expression into the hopping term of the Hamiltonian leads
to
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
In the derivation the abbreviation i =
P
j n.n.ih^ bji was used and the summation over
nearest neighbors was rewritten as
P
hiji ! 1=2
P
i
P
j n.n.i. When the approximated
tunneling term is implemented in the Bose-Hubbard model Eq. (3.63) a new mean-eld
Hamiltonian is obtained
HMF =
X
i

 J(^ b
y
ii + h:c:)   e;i^ ni +
U
2
^ ni(^ ni   1) + ci

=
X
i
HMF;i ; (3.123)
with the constant ci = J
2(h^ b
y
iii + c:c:). In contrast to the original Bose-Hubbard model,
the mean-eld Hamiltonian decomposes into single-site Hamiltonians. This reduces the
solution of a dierential Schr odinger equation coupling L unknown wave functions j iii
to L independent on-site dierentials for each j iii in an L-site system. However, the
decoupling is not complete. The tunneling matrix element J couples the site i to the
neighboring sites described by a scalar i =
P
j n.n.ih^ bii. Due to the introduction of an
eective eld  the method owes its name - the mean eld technique.
The parameter h^ bii is often referred to as mean-eld or SF parameter as it shows critical
behavior at the SF-MI phase transition. One can understand it easily considering both pos-
sible limits of the model. In the non-interacting case, where the ground state corresponds
to a coherent state which is the eigenstate of the annihilation operator, the mean-eld pa-
rameter is nothing but the appropriate eigenvalue. In the MI phase at J = 0 with a xed in-
teger particle density ni the SF-parameter vanishes: h^ bii = hnij^ bijnii =
p
nihnijni 1i = 0.
At nite tunneling and interaction strength h^ bii remains nite as long as a condensate is
present in the system and particle 
uctuations exist.
Selfconsistent solution
From quantum mechanics it is well known that the eigenstates of an operator, which de-
composes into a direct sum, can be written as a direct product of eigenstates of each
operator summand. Hence, the ground state solution of the decoupled mean-eld Hamil-
tonian is
j	MFi =
Y
i
j MFii
with HMF;ij MFii = EMF;ij MFii :58 3. Bose-Einstein condensates
Each on-site eigenvalue equation can be solved separately. In the Fock basis each equation
reads (for the sake of readability we drop the site index i for the moment)
X
n
(HMF)mn( MF)n = E
(m)
MF( MF)m
with
(HMF)mn = mn(
U
2
n(n   1)   en)  
J
2
(
p
n + 1m;n+1 + p
nm;n 1): (3.124)
Equivalently in the matrix notation with a cut-o Fock number nmax, each single-site
mean-eld Hamiltonian corresponds to a tridiagonal matrix form
HMF;i =
2
6
6
6 6
6 6
4
~ ci  J
2i
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3
7
7
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5
The lowest eigenvalue and the corresponding eigenstate are the ground state energy and
the ground state of the lattice site respectively.
Since the study of the on-site mean-eld Hamiltonians Eq. (3.124) requires the knowledge of
the elds i, we deal with a set of implicit equations which have to be solved selfconsistently.
Starting with an initial guess of SF-parameters the on-site Hamiltonians are diagonalized
and subsequent set of parameters h^ bii is calculated based on obtained on-site ground states
The selfconsistency is reached when each SF-parameter h^ bii inserted into the on-site Hamil-
tonian is equivalent to the expectation value of the annihilation operator calculated with
respect to the on-site ground state of this Hamiltonian j MFii. Alternatively, the self-
consistency loop can be substituted by a root-nding algorithm e.g. Newton-Raphson or
bisection method [138], however, it has been proved to improve the computational time
only for a certain range of parameters and to be slower for others.
Equivalence to the Gutzwiller ansatz
In order to compare the mean-eld with the Gutzwiller ansatz we calculate the energy of
a homogeneous mean-eld system and compare it with the known result Eq. (3.122). It is
EMF(fh^ big) = h	MFjHMFj	MFi =
X
i
ih MFjHMF;ij MFii
(3.123)
= L

 
J
2
(h^ byi + h^ bi)   h^ ni +
U
2
h^ ni(h^ ni   1)

= L

 Jzjh^ byij2   h^ ni +
U
2
h^ ni(h^ ni   1)

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with z being the number of nearest neighbors, e;i   and  =
P
ih^ bi = zh^ bi. We
immediately see that the ground state energies of the mean-eld Hamiltonian Eq. (3.123)
and the Bose-Hubbard Hamiltonian Eq. (3.63) calculated with respect to the Gutzwiller
ansatz Eq. (3.122) are identical. Since the Gutzwiller ansatz is a product state similar
to the mean-eld state, which is a product state due to the decomposition of the lattice
Hamiltonian into a sum of on-site Hamiltonians, both methods are equivalent. How-
ever, calculation of the ground state energy of the Bose-Hubbard Hamiltonian with the
Gutzwiller ansatz requires minimization of the Gutzwiller energy with respect to the com-
plex variables fcng, which is computationally more demanding than the convergence of the
selfconsistency loop of the SF-parameter of the mean-eld method. This fact advocates
the use of the mean-eld approach. Although both routines are technically distinct we use
the names Gutzwiller and mean-eld as synonyms, according to common use.
3.3.3 Range of validity
The benets of a site-decoupled Hamiltonian come at the costs of a mean-eld treatment
of the neighboring sites, namely through the eective scalar elds i. The description by
means of an expectation value rather than via a true observable neglects 
uctuations. As
the latter decrease with increasing number of sites the eld is averaged over, the mean-eld
method becomes exact in innite dimensions or equivalently for a fully connected lattice,
i.e. for innite conguration number. Particularly, the mean-eld approximation is exact
in the limits J=U ! 0 and J=U ! 1 where the ground states are analytically proven to
be product states. At the same time, the incorporation of neighboring sites, even on a
mean-eld level, enables studies of inhomogeneous lattices - lattices with external trapping
potential or disorder to name the most common. The real-space resolution provides a de-
scription of phase separation, particle density waves and a manifold of spatially coexisting
quantum states like in the case of the so called wedding cake structure. Corrections to
the mean-eld results scale like 1=z, where z is the number of neighbors [17, 139]. Con-
sequently, on the cubic lattice where z = 6 the mean-eld theory is well-controlled and
provides still qualitatively good results in two dimensions (z = 4).
The description of a many-body state via a product state has an additional eect on
the single particle density matrix or equivalently the long range correlations. The SPDM
dened in Eq. (3.79) reads in the mean-eld approximation
lm = h^ b
y
l^ bmi = h^ b
y
lih^ bmi   lm

h^ nli   h^ b
y
lih^ bli

:
The factorization of the expectation values is an artifact of the method. The o-diagonal
elements of the matrix h^ b
y
lih^ bmi become even independent of the distance jl   mj in a
homogeneous system which emphasizes that the correlations are not correctly described13.
However, a closer look puts the results into perspective. The coherence length  gives a
distance over which, as the name says, the coherence is maintained. The exact correlator
h^ b
y
l^ bmi is nite and distance dependent for jl   mj .  and vanishes for jl   mj  . In a
homogeneous SF at T = 0 the coherence length diverges in the limit U ! 0, consequently,
in the range of the lattice size h^ b
y
l^ bmi  const. and distance independent14. In this case
13In a non-homogeneous system lm remains a function of the cite separation jl   mj however its value
does not correspond to the exact correlations due to the mean-eld factorization.
14This result was already derived in Eq. (3.93) based on the fact that in the perfect SF for U ! 0 all
particles occupy the k = 0 state which is homogeneously delocalized in the lattice.60 3. Bose-Einstein condensates
the factorization is justied and Gutzwiller provides correct results. In a homogeneous MI
phase in the limit J ! 0 the correlation length is of the order of the lattice constant   a
and h^ b
y
l^ bmi ! 0 for jl   mj > a, trivially it is distance independent. Hence, also in this
regime mean-eld technique characterizes the system correctly. Thus, for nite U only
correlations in the range of jl   mj .  - the so called short range correlations - are not
reproduced within Gutzwiller. This will be important in the later discussions concerning
the momentum distribution calculated within our approach.
Another important feature of the mean-eld approximation concerns certain symmetries
which aect the conservation laws of the system. The exact Bose-Hubbard model Eq. (3.63)
is invariant under a global phase shift of operators which corresponds to a conservation of
the total particle number ^ N =
P
i ^ ni
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i^ bj + h:c:);
X
l
^ nl]
=  
J
2
X
i;l
X
j n.n.i

^ b
y
i[^ bj; ^ nl] + [^ b
y
i; ^ nl]^ bj +^ b
y
j[^ bi; ^ nl] + [^ b
y
j; ^ nl]^ bi

=  
J
2
X
i
X
j n.n.i
(^ b
y
i^ bj  ^ b
y
i^ bj +^ b
y
j^ bi  ^ b
y
j^ bi)
= 0:
In the derivation we dropped the terms in the Hamiltonian including ^ nj in the rst line,
since [^ ni; ^ nj] = 0, and used the commutation relation [^ bj; ^ ni] = ij^ bi. In contrary, the
mean-eld Hamiltonian Eq. (3.123) does not posses this symmetry, since
[HMF; ^ N] = [
X
j
 J(^ b
y
jj + h:c:); ^ N]
=  J
X
ij

j[^ b
y
j; ^ ni] + 
j[^ bj; ^ ni]

= J
X
ij

jij^ b
y
i   
jij^ bi

= J
X
i

i^ b
y
i   
i^ bi

6= 0: (3.125)
Thus, the mean-eld Hamiltonian is not particle number conserving in general. An excep-
tion is the Mott insulating regime with h^ bii = 0 , i = 0, as in this case the eigenbasis of
the Hamiltonian is equivalent to the Fock basis fjnig, n 2 N, which is the eigenbasis of the
particle density operator ^ ni and correspondingly of the operator ^ N. Operators possess-
ing a set of common eigenstates commute. Otherwise, nite SF-parameters indicate that
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and thus by denition can not be eigenstates of ^ ni. Nevertheless, on average the particle
number is conserved
h[HMF; ^ N]i = hJ
X
i

i^ b
y
i   
i^ bi

i
= J
0
@
X
i
X
j n.n.i
h^ bjih^ b
y
ii  
X
i
X
j n.n.i
h^ b
y
jih^ bii
1
A
= J
0
@
X
i
X
j n.n.i
h^ bjih^ b
y
ii  
X
j
X
in.n.j
h^ b
y
jih^ bii
1
A
= 0:
The validity of this conservation law is required in time dependent Gutzwiller simulations,
see Sec. 3.5.
Further peculiarities of the mean-eld approximation will be discussed in the results sec-
tions.
3.4 Phase diagram within the mean-eld approach
Combining the mean-eld approximation and perturbative calculations, we can estimate
the MI and SF regions and the positions of the phase borders in a homogeneous system
analytically [79]. For this purpose we write the mean-eld Hamiltonian Eq. (3.123) as a
sum
H = H0 + H1 ;
with
H0 =
X
i
 e;i^ ni +
U
2
^ ni(^ ni   1) +
J
2
(h^ b
y
iii + c:c:)
H1 =
X
i
 J(^ b
y
ii + h:c:):
In a homogeneous system the site dependence can be dropped since the eective chemical
potential becomes constant e;i   and i =
P
j n.n.ih^ bii = zh^ bi. Although the SF-
parameter h^ bi can be chosen real15, for the sake of generality we proceed with h^ bi 2 C.
The Hamiltonians H0 and H1 read
H0 =
X
i

U
2
^ n(^ n   1)   ^ n + zJjh^ bij2

=
X
i
h0 ; (3.126)
H1 =
X
i

 zJ(^ byh^ bi + h^ byi^ b)

=
X
i
h1 : (3.127)
We can approximately solve the Schr odinger equation (H0+H1)j	ni = Enj	ni considering
H1 as a small perturbation. We assume that the eigenvalue problem is solved H0jni =
15The many-body ground state is given by Eq. (3.71) up to a global phase, which can be chosen at will.
In particularly, this phase can be adjusted such that h^ bi = h	SF(
p
N)j^ bj	SF(
p
N)i 2 R.62 3. Bose-Einstein condensates
E0
njni and the eigenstates jni are not degenerate. For a small perturbation we can
express the energy En = hH0+H1i in terms of the energy levels and eigenstates of the H0
Hamiltonian16, in particular the ground state energy is
E0 = E0
0 + E(1) + E(2) + :::
with
E(1) = h0jH1j0i
E(2) =
X
n
n6=0
jh0jH1jnij2
E0
0   E0
n
:
Since the eigensystem of H0 and particularly the ground state j0i is a direct product of
identical on-site Fock states with a xed particle number according to the given chemical
potential, the rst non-vanishing correction is the second order perturbation E(2) which
we calculate next.
The unperturbed Hamiltonian H0 describes a system with xed homogeneous particle
density per lattice site n with MI ground state j0i =
Q
i j0ii, where single-site eigenstates
correspond to a Fock state j0ii  jnii (see Sec. 3.2.2). The total ground state energy
thus reads
E0
0 = L0
0 (3.128)
with
0
0(n) = h0jh0j0i =
(
zJjh^ bij2; if  < 0 ) n = 0;
U
2 n(n   1)   n + zJjh^ bij2 if n   1 <  < n; n 2 N:
In the following we would like to estimate the extent of the Mott insulating regions, the so
called Mott lobes, thus for the further calculations the chemical potential is assumed to be
 > 0 and accordingly the single-site ground state energy 0
0(n) = U
2 n(n 1) n+zJjh^ bij2.
The excitation corresponds to adding or removing one particle at an arbitrary site, leading
to an increase or decrease of a total particle number N ! N+1 or N ! N 1. Thus, there
exist two excited states j1i  j+i = (jni)L 1jn + 1i and j2i  j i = (jni)L 1jn   1i
in the former and in the latter case respectively. Making use of the site decomposition of
the Hamiltonian, the total energy of the excited system E0
1=2  E0
 = hjH0ji is
E0
 =
(
(L   1)0
0(n) + 0
0(n + 1); if N ! N + 1;
(L   1)0
0(n) + 0
0(n   1); if N ! N   1;
with
0
0(n) =
U
2
n(n   1)   n + zJjh^ bij2 ;
0
0(n + 1) =
U
2
n(n + 1)   (n + 1) + zJjh^ bij2 ;
0
0(n   1) =
U
2
(n   1)(n   2)   (n   1) + zJjh^ bij2 :
Altogether this gives
E0
 =
(
Un(n+1)
2   (n + 1) + (L   1)
U
2 n(n   1)   n

+ zJLjh^ bij2 ; if N ! N + 1;
U(n 2)(n 1)
2   (n   1) + (L   1)
U
2 n(n   1)   n

+ zJLjh^ bij2 ; if N ! N   1:
(3.129)
16A more detailed derivation of perturbation theory can be found in a conventional quantum mechanical
literature, e.g. [78, 140].3.4. Phase diagram within the mean-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And the energy dierence between the ground and excited states reads
E0
0   E0

(3.128)
(3.129)
=
(
 (Un   ); if N ! N + 1;
U(n   1)   ; if N ! N   1:
(3.130)
Next, we calculate the matrix elements h0jH1ji. Given the ground state j0i =
Q
j jnij
and two excited states ji =
Q
k jnkik, where nk = n for k 6= l and nk = n  1 for k = l,
the matrix elements read
h0jH1ji =
Y
j
jhnj
X
i
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=
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o
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p
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X
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Y
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Y
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ik
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nk jknk;n+1 +
p
nk + 1jknk;n 1
	
=
X
i
 zJh^ bi
p
ni ni;n+1 +
p
ni + 1ni;n 1
	
=  zJh^ bi
p
n + 1nl;n+1 +
p
nnl;n 1
	
In the last step the sum reduces to one summand because in the excited state the particle
density ni diers from n only on one site l. Thus,
jh0jH1jij2 =
(
z2J2jh^ bij2(n + 1); if N ! N + 1;
z2J2jh^ bij2n; if N ! N   1:
(3.131)
Now, combining the results from Eq. (3.130) and Eq. (3.131) the second order perturbation
theory leads to corrections of the non-interacting ground state energy
E(2) =
X
n
jhnjH1j0ij2
E0
0   E0
n
=
jh+jH1j0ij2
E0
0   E0
+
+
jh jH1j0ij2
E0
0   E0
 
=

 
n + 1
Un   
+
n
U(n   1)   

z2J2jh^ bij2 (3.132)
Following the Ginzburg-Landau theory for the second order phase transitions in supercon-
ductors [141] we write the ground state energy of the full system E0 = E0
0 + E(2) as a
function of the complex parameter h^ bi
E0(h^ bi)
(3.128)
(3.132)
=
U
2
n(n   1)   n + zJjh^ bij2 + E(2)
= A + B  jh^ bij2 ;
where A = U
2 n(n   1)   n and B = zJ + E(2)=jh^ bij2. The energy is minimal for jh^ bij = 0
when B > 0 or for any nite jh^ bij when B < 0. That is, the phase transition occurs when64 3. Bose-Einstein condensates
Figure 3.12: Mean-eld phase diagram (numerical results). (Left) SF-parameter h^ bi as a
function of =U and zJ=U. The vanishing SF-parameter indicates Mott insulating regions -
the Mott lobes. The SF-MI phase transition happens at (zJ=U)c as predicted in Eq. (3.133).
(Right) The particle density for the same parameter region. Within each Mott lobe h^ ni is
xed at an integer number independent of . For further details see text below.
B = 0. This condition leads to the upper +=U and the lower  =U borders of the Mott
lobes for a given zJ=U

U
=
1
2
0
@2n   1  
zJ
U

s
zJ
U
2
  (2n + 1)
zJ
U
+
1
4
1
A :
The critical (zJ=U)c at which the tip of the Mott lobe vanishes, i.e. +=U   =U = 0, is

zJ
U

c
= 2n + 1 + 2
p
n(n + 1): (3.133)
The numerically calculated =U-zJ=U-phase diagram is shown in Fig. 3.12. The numerical
phase diagrams conrm the results of the perturbation theory. The SF-parameter in
Fig. 3.12 (left) shows critical behavior at the SF-MI phase transition and remains zero
within the MI phase. The tips of the Mott lobes are situated at (zJ=U)c in accordance
with Eq. (3.133). At integer =U values the Mott regions with dierent particle number
intersect. This degeneracy leads to particle-hole 
uctuations at h^ bi = 0. With increasing
tunneling the super
uidity monotonously enhances. In Fig. 3.12 (right) the particle density
is presented. The Mott-lobes correspond to plateaus with integer particle number. Within
each MI region particle the number does not change when the chemical potential is varied
in agreement with the incompressibility of the phase. In the SF-regime h^ ni increases
monotonously as a function of the chemical potential and in the limit zJ=U ! 1 becomes
jh^ bij2. The latter is a consequence of the ground state becoming a coherent state17. A
complementary discussion of the bosonic ground state phase diagram in the mean-eld
approximation in a homogeneous system can be found in [9].
17Since in a homogeneous system the coherent many-body state is a product of single-site coherent states
j	coh(
p
N)i =
Q
i j	coh(
p
n)ii (see Sec. 3.2.3) it is jh^ biij = j ih	coh(
p
n)j^ bij	coh(
p
n)iij =
p
n and from
here n = h^ nii = jh^ biij
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MI-SF phase transition for n = 1
Method (J=U)c Dimension
MF [9] 0.172=z
SCE [135] 0.429 1
SCE[135] 0.122 2
QMC [143] 0.429 1
QMC [144] 0.118 2
QMC [125] 0.034 3
Table 3.1: Critical interaction strength for the SF-MI transition at the rst Mott lobe (parti-
cle density n = 1) calculated via dierent methods. The Quantum Monte Carlo results are for
nite temperature, whereas the mean-eld predictions and strong coupling expansion (SCE)
are for T = 0. The mean-eld results are exact in innite spatial dimensions and provide a
qualitative description in lower dimensions, with z being the number of nearest neighbors.
Calculations of the phase diagram have been also performed with other methods. She-
shadri et al. provided a quantitative comparison between approximate mean-eld results
and numerically exact Quantum Monte Carlo simulations which revealed good agreement
between both methods [124]. In the strong-coupling expansion the energy of the Mott
insulating state is compared with the energy of the so called defect state, both calculated
perturbatively. The defect state contains one additional particle (hole), which moves co-
herently through the lattice. The point where the energies of the MI and the defect state
are degenerate indicates nite compressibility and thus the MI-SF transition. The ground
state phase diagram calculated in this way provides qualitatively better results in lower
dimensions D  2 than the corresponding mean-eld approach, which becomes exact in
innite dimensions [135]. Results of the higher order perturbative corrections are inves-
tigated in [142]. In table 3.1 some numerically calculated critical values (J=U)c for the
SF-MI phase transition at n = 1 are summarized.
Although the Gutzwiller method is expected to give qualitatively good results in 3D the
deviation from the exact QMC critical point amounts e.g. to 19% for n = 1. The reason
is the description of the phase transition by means of the mean-eld approximation. In
the Gutzwiller method the phase transition is indicated by a vanishing SF-parameter. For
h^ bi = 0 the kinetic part of the mean-eld Hamiltonian Eq. (3.63) becomes zero and the
particle 
uctuations disappear even for nite J. This is an artifact of the method since
in the exact Bose-Hubbard Hamiltonian the variance of on-site particle number n persists
until J ! 0 [82]. From this argument it follows that the Gutzwiller ansatz overestimates
the range of the MI phase and is also not capable of capturing magnetic phases within the
MI, which are arising from J2=U processes in spin-mixtures.
3.5 Mean-eld dynamics
Until now the calculations have been purely static: the parameters did not change and
the system was in the ground state. Although already this problem was challenging and
not analytically exactly solvable we would now like to proceed with an additional exciting
question: non-equilibrium dynamics. Such processes are either present due to the exper-
imental realization, e.g. lattice ramping [20], or induced externally. The latter serves as66 3. Bose-Einstein condensates
an experimental spectroscopy technique [30, 31] or for investigations of interaction eects
[34, 92, 97, 134].
Dierent techniques have been developed to study time dependent processes such as the
time-dependent density matrix renormalization group in 1D or Gross-Pitaevskii equations
for weakly interacting Bose gases in any dimension, to name a few. However, a deep under-
standing of dynamical many-body eects requires a rigorous study of dierent interaction
regimes and dimensionality. This is possible by the dynamical Gutzwiller method [145]. It
has been argued and recently proved to have the same validity range as the static method
[146]. Due to its eciency this technique is the most widely used, in particular in this
thesis. Therefore we are going to derive it next.
In terms of a general formalism the time evolution of a many-body state j	i is controlled
via the unitary time evolution operator18 U(t;0) = U(t):
j	(t)i = U(t)j	(0)i: (3.134)
Implementing this denition into the Schr odinger equation
i~@tj	(t)i = Hj	(t)i
, i~@tU(t)j	(0)i = HU(t)j	(0)i
the dierential equation
@tU(t) =  
i
~
HU(t) (3.135)
is found to determine the time evolution operator with H being the Hamiltonian of the
system investigated, which in case of the exact Bose-Hubbard model is given by Eq. (3.63)
and for the Gutzwiller approximation by Eq. (3.123). Hence, in order to obtain an explicit
expression for U(t) the dierential equation (3.135) has to be solved.
For a time independent Hamiltonian, separation of variables and subsequent integration
of Eq. (3.135) leads
U(t) = expf 
i
~
Htg (H 6= H(t)): (3.136)
In particular, in the mean-eld approximation the operator reads UMF(t) = expf  i
~HMFtg,
where HMF is given by Eq. (3.123). Since the Gutzwiller ansatz is a product state
Eq. (3.121) and the mean-eld Hamiltonian factorizes over the lattice sites Eq. (3.123)
the many-body dynamics factorizes as well
j	MF(t)i = UMF(t)
L Y
i=1
j MF(0)ii
=
L Y
j=1
e  i
~HMF;jt
L Y
i=1
j MF(0)ii
=
L Y
i=1
e  i
~HMF;itj MF(0)ii
=
L Y
i=1
j MF(t)ii ; (3.137)
18A more detailed discussion about characteristics of a time evolution operator can be found in common
quantum mechanics literature, e.g. [78]3.5. Mean-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with j MF(t)ii = e  i
~HMF;itj MF(0)ii.
In case of a time dependent Hamilton operator the integration of the Eq. (3.135) leads to
a recursive relation
U(t) = 1  
i
~
Z t
0
dt0H(t0)U(t0)
= 1  
i
~
Z t
0
dt0H(t0)
 
1  
i
~
Z t0<t
0
dt00H(t00)U(t00)
!
= :::
= T

expf 
i
~
Z t
0
H(t0)dt0g

(H = H(t)); (3.138)
where T denotes the time ordering operator (step-by-step derivation can be found in
common quantum mechanics literature like [78]). The upper equation is a formal solution
of the dierential equation valid in case of a Hamiltonian not commuting with itself at
dierent times, i.e. [H(t);H(t0)] 6= 0. In special cases of time dependent Hamiltonians
where the commutator vanishes, e.g. the Ising model with a time-dependent spin coupling
or magnetic eld, the time ordering operator can be dropped and the solution reads U(t) =
expf  i
~
R t
0 H(t0)dt0g.
The Hamiltonians describing systems of interest for us are time dependent. During a
lattice ramp-up, for example, the lattice depth changes, i.e. s = s(t), which causes time
dependence of the parameters J(s(t)) and U(s(t)). Subsequently h^ bii becomes a dynamic
quantity. But even for a sudden creation of a non-equilibrium state (like switching-o
of the trapping potential) and subsequent evolution of the system with constant system
parameters, the SF-parameters remain time-dependent since they are calculated based on
the evolving states h^ bii(t) = ih (t)j^ bij (t)ii. Particularly, in the mean-eld approach the
Eq. (3.138) factorizes over the lattice sites
U(t) = T

expf 
i
~
Z t
0
HMF(t0)dt0g

= T
"
expf 
i
~
Z t
0
X
i
HMF;i(t0)dt0g
#
=
Y
i
T

expf 
i
~
Z t
0
HMF;i(t0)dt0g

with
HMF;i(t0) =  J(t0)

^ b
y
ii(t0) + h:c:

  e;i(t0)^ ni +
U(t0)
2
^ ni(^ ni   1) + ci(t0):
In the above derivation the commutator of the Hamiltonians at equal and dierent times
was used: [HMF;i(t0); HMF;j(t00)] = 0 for i 6= j. Equivalently to the derivation of
Eq. (3.137), the time evolution of the many-body system decomposes into single-site prob-
lems also for a time-dependent Hamiltonian
j MF(t)ii = Te  i
~
R t
0 HMF;i(t0)dt0
j MF(0)ii : (3.139)
Although the upper equation describes formally the dynamics of an on-site wave function,
the particular calculation can not be performed straightforwardly. The reason is the indi-
rect dependence of the on-site Hamiltonian HMF;i(t0) on the neighboring sites by means68 3. Bose-Einstein condensates
Figure 3.13: Parallel and sequential update schemes. In the parallel update the sites are
updated independently within one time step based on the results of the previous update. In
the sequential update each site is updated after another. Hereby the already updated SF-
parameters are involved as pointed out for the calculation at site m.
of the scalar eld i(t0), whose calculation requires the wave functions of the neighbors:
i(t0) =
P
j n.n.ih^ bji(t0) =
P
j n.n.i jh MF(t0)j^ bjj MF(t0)ij. However, those are coupled
vice versa to the site i. At this point an appropriate approximation to Eq. (3.139) has to
be found, which we achieve in two steps.
First, we express the time integral, conform with numerical integration and the mean value
theory, in the following way
Z t2
t1
HMF;i(t0)dt0 = HMF;i(~ t)(t2   t1)  HMF;i(t1)(t2   t1); for ~ t 2 [t1;t2]: (3.140)
The approximation performed in the last step is valid for suciently small time intervals
t = t2   t1. In principle, the time evolution of a state j MF(t)ii can be now calculated
iteratively
j MF(t)ii = e  i
~HMF;i(t1)(t t1)j MF(t1)ii
= e  i
~HMF;i(t1)(t t1)  e  i
~HMF;i(t2)(t1 t2)j MF(t2)ii
= e  i
~HMF;i(t1)(t t1)  e  i
~HMF;i(t2)(t1 t2) :::e  i
~HMF;i(tn)(tn 1 tn)j MF(tn)ii
with 0 <  < tn < tn 1 <  < t2 < t1 < t. However, doing so regardless of the updating
order of the sites may violate the particle number conservation. It is useful to dierentiate
between parallel and sequential updates. In a parallel scheme the calculation of a time step
is based on an "old" set of SF-parameters, whereas in the sequential scheme the already
updated sites are accounted for if present, see Fig. 3.13. The latter method is more costly
computationally since it is not suitable for parallelization of single-site diagonalizations,
nonetheless, it conserves the particle number to a very high accuracy in contrary to the
rst scheme (see Appendix. B), which is an essential requirement.3.6. Finite temperature 69
Even with the right updating scheme, the choice of the time steps must be carried out with
caution. Too large time steps can still lead to particle or energy losses and other unphysical
eects when the approximation in Eq. (3.140) is not justied anymore. Thereby, the
conserved observables must be under control during the entire dynamical calculation since
small deviations could diverge, thus identifying an inappropriate choice of t. Possible
symmetry breaks due to updating procedure from left top to right bottom of the lattice are
corrected by subsequent reverse processing from right bottom to left top. Since we are not
interested in boundary eects, periodic boundary conditions were implemented. However,
they lead to particle losses or gains when bosons touch the boundary. This situation is
easily avoided by choosing the lattice suciently large.
Last but not least, the updating routine can be accelerated by the following trick: On every
site the diagonalization of the respective on-site Hamiltonian in the Fock basis fjnig =
(j0i;:::;jnmaxi) is performed Hij lii = El;ij lii (for a better readability the mean-eld
indication was dropped). Afterwards, the full eigenbasis is used to construct an operator
Ai:
Ai =
0
B
@
 
(0)
i (0) :::  
(nmax)
i (0)
. . . :::
. . .
 
(0)
i (nmax) :::  
(nmax)
i (nmax)
1
C
A
where  
(l)
i (n) = hnj lii is the projection of an l-th eigenstate on a Fock state jni (al-
ternatively: each state builds a row) at site i. Since the eigenstates are normalized and
orthogonal the operator Ai is unitary. Thus, with t = t2   t1 we can write
j MF(t2)ii = e  i
~Hi(t1)tj MF(t1)ii
, Aj MF(t2)ii = Ae  i
~Hi(t1)tAyAj MF(t1)ii
, Aj MF(t2)ii = e  i
~Ei(t1)tAj MF(t1)ii
, j MF(t2)ii = AyDAj MF(t1)ii ; (3.141)
with
D =
0
B
@
e  i
~E0;i(t1)t 0 :::
0 e  i
~E1;i(t1)t :::
. . .
. . .
...
1
C
A :
A detailed explanation of the individual steps can be found in Appendix C. The benet of
the time evolution based on Eq. (3.141) is the speed of matrix multiplications compared
to a calculation of a function.
3.6 Finite temperature
Temperature plays an important role, not only for the super
uid-normal transition, but
also due to the impact of thermal 
uctuations which redistribute the occupation of energy
levels and in this way directly in
uence the long range order, number statistics and cause
symmetry breaking in magnetic phases or super
uid samples [109{111, 124, 147, 148].
On the other hand, perturbed systems after being isolated from the environment may
not thermalize. Once driven out of thermal equilibrium, the relaxation into a new non-
equilibrium steady state may happen [149, 150].70 3. Bose-Einstein condensates
The investigation of the T = 0 regime in previous chapters is an articial yet very com-
mon constraint of many theoretical calculations which successfully predict physics in low-
temperature experiments. Certainly, since temperature may lead to excitations and de-
coherence of the collective many-body excitations studied in this thesis, an extension of
these calculations to the nite temperature regime is essential to additionally capture the
full range of thermal eects. Luckily, the Gutzwiller method is also readily generalized to
nonzero temperature. However, before starting with the nite temperature extension of
the mean-eld concepts we would like to brie
y introduce some basics of quantum statistics
needed for further derivations.
3.6.1 Density matrix
Finite temperature leads to thermal population of excited states, thus the state of the sys-
tem is rather described by a statistical ensemble than by a single lowest lying orbital. The
validation of a statistical description is based on ergodicity of the system which postulates
that the system reaches every possible state in the phase space at suciently large times
and consequently the time average (the measurement of an observable) can be substituted
by an average over the states in an ensemble. For this reason we would like to introduce
brie
y the concept of density matrices19. A system being in a statistical superposition of
dierent orthonormal states fj (l)ig with corresponding probabilities fplg, where
X
l
pl = 1;
is represented by a density matrix
^  =
X
l
plj (l)ih (l)j: (3.142)
Including all possible states of the system, the representation of the system by means of
the density matrix is also valid out of equilibrium. The expectation value of an operator
^ O can be obtained by means of the density matrix as
h ^ Oi =
X
l
plh (l)j ^ Oj (l)i =
X
l
plh (l)j
X
i
j(i)ih(i)j ^ Oj (l)i
=
X
i
h(i)j ^ O
X
l
plj (l)ih (l)j(i)i
= Tr[^  ^ O]:
Here we introduced a complete orthonormal basis fj(i)ig which we do not have to specify
further because the trace is independent of the basis used. Since no further constraints
were applied, the density matrix describes the system in equilibrium as well as out of
equilibrium.
In the Schr odinger representation the full time dependency of the states is passed on to the
density matrix. However, apart from this it is conceivable that the probabilities change in
time too. We will show via a proof by contradiction, that this is not the case and derive
19For complementary explanations see common literature on quantum statistical mechanics e.g. [151].3.6. Finite temperature 71
that the initial probabilities remain constant during a unitary time evolution. Based on
the unitary time transformation of the states Eq. (3.134) and assuming pl = pl(t) it is
^ (t) =
X
l
pl(t)j (l)(t)ih (l)(t)j (3.143)
=
X
l
pl(t)U(t)j (l)(0)ih (l)(0)jUy(t) (3.144)
= U(t)
 
X
l
pl(t)j (l)(0)ih (l)(0)j
!
Uy(t) (3.145)
Since the projectors fj (l)(0)ih (l)(0)jg together with the probabilities pl(0) describe the
initial statistical ensemble, it naturally follows that
^ (t) = U(t)
 
X
l
pl(0)j (l)(0)ih (l)(0)j
!
Uy(t) (3.146)
However, given that the vectors fj (l)ig are the eigenstates of the density matrix20 the uni-
tary transformation U(t) preserves the corresponding eigenvalues, such that pl  pl(0) 
pl(t) and the time evolution of the density operator reads
^ (t) =
X
l
plj (l)(t)ih (l)(t)j = U(t)^ (0)Uy(t): (3.147)
It is worth pointing out that the eigenstates of the density matrix at any time are not
necessarily the eigenstates of the Hamilton operator of the system, depending on whether
the system is in equilibrium or not. We will come to this point later in this section.
Alternatively, the dierential notation of time evolution in Eq. (3.147) can be derived.
Starting with the Schr odinger equation
i~@tj (l)(t)i = ^ H(t)j (l)(t)i
the time evolution of the density matrix is
i~@t^ (t) = i~@t
"
X
l
plj (l)(t)ih (l)(t)j
#
=
X
l
pl
h
(i~@tj (l)(t)i)h (l)(t)j + j (l)(t)i(i~@th (l)(t)j)
i
=
X
l
pl
h
^ H(t)j (l)(t)ih (l)(t)j   j (l)(t)ih (l)(t)j ^ H
i
= [ ^ H(t); ^ (t)] : (3.148)
This relation is known as the von Neumannn equation for which Eq. (3.147) represents the
general solution. It should be pointed out that Eq. (3.148) based on the Schr odinger picture
of states doesn't correspond to the equation of motion of an operator in the Heisenberg
picture, which diers in the sign i~@t ^ O(t) =  [ ^ H(t); ^ O(t)]. The density matrix, build from
states, behaves dierently from\normal"operators, since it is not an observable, and does
not depend on time in Heisenberg representation.
20^ j 
(m)i =
P
l plj 
(l)ih 
(l)j 
(m)i =
P
l plj 
(l)ilm = pmj 
(m)i72 3. Bose-Einstein condensates
In equilibrium the states occupied by particles do not evolve dynamically and the density
matrix becomes time independent. Nevertheless, stationary dynamics may be encountered
where the particles change the states they occupy without in
uencing the total occupation
of this particular state and correspondingly the probabilities fplg. In this case the density
matrix ^ (t)  ^  commutes with the Hamiltonian
(equilibrium) i~@t^  = 0 = [ ^ H; ^ ]: (3.149)
Commuting operators have a common basis, thus, the system is in the statistic superpo-
sition of the eigenstates of the Hamiltonian which simultaneously form the eigenbasis of
the density operator.
As we already introduced the density matrix and its characteristics we can proceed with the
specication for a grand canonical ensemble described by the Bose-Hubbard Hamiltonian
Eq. (3.63). For this we need to specify the eigenstates and the corresponding eigenvalues
of the density operator. In a mixed state in equilibrium the system is in a statistical
superposition of ground and excited eigenstates with appropriate eigenenergies:
^ Hj	(l)i = E(l)j	(l)i
and
^  =
X
l
plj	(l)ih	(l)j
The normalized probabilities fplg are calculated based on their classical counterpart lean-
ing on the analogy between classical and quantum mechanical representations, the so
called correspondence principle 21. Although at fundamental level the correspondence is
restricted, it is intuitive to assume that the general form of the probability to nd the
system in a state j	(l)i with energy E(l) corresponds to the Gibbs factor22
pl  e E(l)
;
with inverse temperature  = 1=kBT. The proportionality constant is obtained from the
normalization condition
1
! =
1
Z
X
l
e E(l)
=
1
Z
X
l
h	(l)je  ^ Hj	(l)i =
1
Z
Tr[e  ^ H] (3.150)
, Z = Tr[e  ^ H]:
The proportionality constant Z is often referred to as the partition function. The normal-
ized probabilities are
pl =
e E(l)
Z
=
e E(l)
Tr[e  ^ H]
21After having investigated the correspondence between the Poisson bracket in the classical Hamiltonian
formalism and the quantum mechanical commutators, Dirac formulated the transformation theory [152],
where classical mechanics is obtained as a special case of quantum mechanics. The background of the
theory was the attempt to use canonical transformations in analogy to classical procedure.
22Since the addition of the chemical potential diers the canonical from the grand canonical ensemble, it
is convenient to write out the part with the chemical potential explicitly pl  exp[ ( ~ E
(l)  N
(l))] where
the eigenvalues ~ E
(l) refer rather to the canonical Hamiltonian Eq. (3.62). When calculating the trace of
this density matrix the summation has to be done with respect to the energy levels and contained particle
number which is implicated in the summation over the levels in our notation.3.6. Finite temperature 73
and the normalization relation holds
X
l
pl =
X
l
e E(l)
Tr[e  ^ H]
(3.150)
=
Tr[e  ^ H]
Tr[e  ^ H]
= 1:
The partition function contains the complete information about the system. Therefore it
is often used for derivation of thermodynamic quantities such as
grand potential  =  
ln[Z]

von Neumann entropy S =  
@
@T
=  kBTr[^ ln ^ ]
internal energy E =
@()
@
average particle number N =
@
@
Having specied the ensemble, we can turn back to the characterization of time-dependent
processes. When the dynamically evolving eigenstates of the density matrix remain eigen-
states of the system we are dealing with a stationary equilibrium process described by
Eq. (3.149) obeying the postulates of thermodynamics. The microscopic situation is not
of importance anymore since the total system is well described by a few macroscopic param-
eters such as volume, total particle number and temperature. Not so in a non-equilibrium
case. The diversity of phenomena and complexity of theoretical description attracted the
attention of many physicists to a new eld of investigations: thermal non-equilibrium dy-
namics. But before we proceed with studies of specic systems we will brie
y introduce
some useful terminology concerning this topic.
3.6.2 Thermalization and adiabaticity
When the system is in thermal, mechanical and radiational equilibrium no net transport
processes or 
uctuations exist - the system is in thermodynamic equilibrium. The entropy
of the system becomes maximal and the temperature of the sample is well dened. Such
a system obeys Boltzmann statistics and the time average corresponds to the ensemble
average. Based on the averaged internal energy the temperature of the system can be
dened [151].
In local thermal equilibrium the thermodynamic quantities such as density fulll local
thermodynamic relations in each arbitrarily small volume, however, not globally. In this
sense the local thermal equilibrium, which still allows spatial and temporal variance of
thermodynamic observables, is a special case of non-equilibrium thermodynamics. How-
ever, the variation in time must be suciently slow such that the local Maxwell-Boltzmann
distributions are sustained. In such locally equilibrated system local temperatures, which
vary spatially, still can be dened.
Thus, after an initial perturbation the global thermal equilibrium is approached when the
system undergoes collisional relaxation processes, with mass and energy 
ows leading to
local and nally to global thermal equilibria.
Whereas scattering happens on a characteristic time scale  the 
ow is controlled by the
mean free path and leads to equilibration in space on a larger time scale [151]. Therefore in74 3. Bose-Einstein condensates
Figure 3.14: Dierence between an adiabatic and a non-adiabatic process. In case of adia-
baticity the time-evolving state j(t)i =
P
n bn(t)jni must follow the evolution of the eigenstate
of the system j	(0)i =
P
n an(t)jni, thus an(t)  bn(t) for 8t otherwise the dynamics is not
adiabatic.
this thesis we distinguish between thermalization and adiabaticity. A system is considered
to be thermalized when the temperatures of subsystems assimilate leading to a global
temperature. Adiabaticity refers to the many-body state of the system. Here, the evolution
is considered adiabatic when the system remains in the ground state at every time step.
Whereas thermalization corresponds to global thermal equilibrium and requires longer time
scales to be reached, adiabaticity re
ects the local equilibration on shorter time steps.
To get familiar with both concepts we make a gedankenexperiment in which a system is
exposed to a perturbation at t = 0 or during it evolves in time. Hereby we concentrate on
an innitesimally small part of an isolated system, such that the coupling to the rest of
the system can be considered as a coupling to a thermal bath, with a composite Hilbert
space Hs 
 Hbath.
We start with a simple example: a subsystem being in its ground state j	(0)i coupled to
a thermal bath, both at temperature T = 0. Hence, the initial reduced density matrix of
a pure subsystem reads in the Fock basis fjnig
^ s(t = 0) = Trbath ^ (t = 0) = j	(0)ih	(0)j =
X
n
jan(t = 0)j2jnihnj:
If no heat is transferred to the system the initial temperature is preserved and the described
ensemble is trivially in the thermal equilibrium. At T = 0 no thermal excitations can
occur and the density matrix of the reduced system ^ s remains in a pure state. However,
depending on the dynamics, the time evolved state of the subsystem can dier from the
ground state at time t. Hence, in general the density matrix reads
^ s(t) = j(t)ih(t)j =
X
n
jbn(t)j2jnihnj
and describes a thermal non-adiabatic process. The time evolution is only adiabatic when
j(t)i  j	(0)(t)i with j	(0)(t)i being the ground state of the subsystem at any time:
Hs(t)j	(0)(t)i = E
(0)
s (t)j	(0)(t)i. The Fig. 3.14 demonstrates the dierence between both
time evolutions. We will characterize adiabatic and non-adiabatic processes in more detail
in Sec. 4.3.6. Finite temperature 75
The situation becomes more complicated, when the bath and the system are at nite but
not necessarily equal temperature. The particles are thermally excited to energetically
higher levels and the total as well as the subsystem are in a mixed state respectively.
Given the eigenvalue equation Hsj	(l)i = E
(l)
s j	(l)i, the initial reduced density matrix of
the subsystem reads
^ s(t = 0) =
1
Z
X
l
e sE
(l)
s j	(l)ih	(l)j:
The particular form of the density matrix during a dynamic evolution depends on the
processes happening. Dierent to the T = 0 case, at nite temperature the characterization
of the subsystem is based on s, E
(l)
s , j	(l)i and on their development in time. The latter
can be unitary and non-unitary.
If the time evolution is unitary the Gibb's factors are time independent (see the derivation
Eq. (3.143)-(3.146)). In the subsystem, once prepared with thermal weights e sE
(l)
s (t=0) 
e sE
(l)
s , only the states may change and the reduced density matrix is
non-thermalized;non-adiabatic: ^ s(t) =
1
Z
X
l
e sE
(l)
s j(l)(t)ih(l)(t)j (3.151)
where j(l)(t)i describe unitarily evolved states dierent from the eigenstates indicating a
non-adiabatic time evolution. Through the coupling to the neighbors directly or indirectly
a local thermalization may take place. However, since it is not obligatory, for the sake of
generality the subsystem described by Eq. (3.151) is titled non-thermalized.
If the dynamical processes during the time evolution are adiabatic, such an ensemble is
represented by
non-thermalized;adiabatic: ^ s(t) =
1
Z
X
l
e sE
(l)
s j	(l)(t)ih	(l)(t)j;
where j	(l)(t)i are the eigenstates of the subsystem at any time. Hence, the Hamiltonian
of the subsystem and ^ s(t) have a common eigenbasis. However, the inverse temperature
s may not correspond to the temperature in the bath. Consequently, the ensemble may
remain unthermalized.
In a perturbed, completely isolated system trivially a global thermalization is not possible
without dissipation processes. The most prominent mechanisms reducing the Helmholtz
free energy of the system are various forms of dephasing, vibrational relaxation and three-
body losses. Since in the Bose-Hubbard model such processes are not included, in order to
account for dissipations one has to apply the Lindblad equation [153]. The Kossakowski-
Lindblad equation is a quantum mechanical generalization of a master equation continuous
in time. It incorporates Markov processes, where the system changes its state stochasti-
cally, describing non-unitary evolution of the density matrix ^ (t). Since we are not going
to investigate processes like that in this thesis, we refer to detailed explanations in general
statistics books.
3.6.3 Mean-eld approximations
Since a thermally excited system is no longer described by the energetically lowest lying
state alone, the mean-eld ansatz must be extended, whereby the excited states are as-76 3. Bose-Einstein condensates
sumed to factorize over the lattice sites corresponding to the ground state (compare with
Sec. 3.3.2)
j	
(n)
MFi =
Y
i
j 
(n)
MFii
where ^ HMF;ij 
(n)
MFii = E
(n)
MF;ij 
(n)
MFii :
Hence, the tuple of probabilities characterizing the statistics of the total L-site system
fpng turns into a multiplet of on-site statistics ffpn;1g;:::;fpn;Lgg. Consequently, the
density matrix in this approximation becomes a product
^  =
X
n
pnj	
(n)
MFih	
(n)
MFj
=
X
n
Y
i

pn;ij 
(n)
MFiiih 
(n)
MFj

=
Y
i
^ i (3.152)
of single-site density matrices
^ i =
X
n
pn;ij 
(n)
MFiiih 
(n)
MFj:
The normalized on-site probabilities are calculated with respect to the on-site spectrum
pn;i =
1
Zi
e
 E
(n)
MF;i ; Zi = Tr[e  ^ HMF;i]:
The system evolving in time is described by a time dependent density matrix ^ (t) =
P
l plj	
(l)
MF(t)ih	
(l)
MF(t)j. Since the time-dependent many-body state in the mean-eld
approximation is a product state over the on-site states (see Eq. (3.137) and Eq. (3.139)),
the time dependent density matrix decomposes analogously to Eq. (3.152)
^ (t) =
Y
i
^ i(t) ; with ^ i(t) =
X
n
pn;ij 
(n)
MF(t)iiih 
(n)
MF(t)j (3.153)
where j 
(n)
MF(t)ii obey the Schr odinger dynamics induced by time dependence in local
Hamiltonians ^ HMF;i(t) (see Sec. 3.5). As a matter of fact each on-site density matrix
obeys the von Neumann relation
i~@t^ i(t) = [ ^ HMF;i(t); ^ i(t)]:
The von Neumann time evolution is unitary and hence preserves the weights in the density
matrix. Thus, the thermal weights e Ei
n=Zi remain time-independent during a simulation,
where En are the initial eigenvalues of the system and Zi is the initial partition function.4. Lattice ramp dynamics in an
interacting Bose-Bose mixture
Up to now we have characterized degenerate quantum gas consisting of one bosonic species
in the strongly and weakly correlated regimes and discussed properties of SF and MI phases
as well as possible phase transitions between them. This topics were already investigated
theoretically [9, 10] and realized experimentally [12]. Adding a second atomic species
results in a wealth of new quantum phases, clearly demonstrating the complexity of cor-
related ensembles. Currently, several experimental groups are working on Fermi-Bose
[24, 154, 155], Fermi-Fermi [14, 156{158] and Bose-Bose [19, 20, 159] mixtures in optical
lattices which are promising devices for studies of disorder [160], dipolar molecule forma-
tion [161], and spin arrays [162]. In Bose-Fermi mixtures [15, 16] and Bose-Bose mixtures
[17, 18], a supersolid phase has been predicted to exist.
Recently the Florence group has realized a Bose-Bose mixture of 87Rb and 41K trapped in
a 3D optical lattice [20]. They showed that the SF-MI transition of Rubidium is shifted
towards shallower optical lattices when Potassium is present in the system. The same
reduction of the visibility was seen in experiments where fermions were added to bosons
in optical lattices [24, 154, 155].
These experiments are important steps towards the study of low-temperature properties of
atomic mixtures. The experimental investigation of quantum many-body ground-states,
for instance with spin ordering, requires the achievement of rather low temperatures in the
lattice. For fermions this already poses problems before ramping up the optical lattice,
since evaporative cooling becomes inecient in the degenerate limit. Bosons, on the other
hand, can be cooled to very low temperatures [4]. However, ramping up the optical
lattice can easily increase the temperature, or more precisely the entropy, again. Thus,
the conditions for adiabatic lattice ramp need to be claried, which is one of the aims of
our research discussed in the following sections.
The timescale for ramping the optical lattice in the experiment is usually determined such
that the system ends up in the lowest band of the optical lattice, i.e. the ramping time is
chosen large with respect to the inverse band gap. Since the band gap is small for shallow
optical lattices, sometimes an exponential ramp-up prole is chosen. However, this does
not guarantee that the ramping process is also adiabatic with respect to the many-body78 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
Figure 4.1: Modeling of the gravitational sag by two spatially separated parabolic trapping
potentials. The lattice potential with the superimposed harmonic trapping potential (here
drawn in one dimension only) is represented by a sinusoidal blue and red line. Dierent colors
represent the two dierent bosonic species.
states in the lowest band [26, 28]. This is indeed not true and can be easily seen from the
fact that the tunneling time for the atoms thop(s) = 
2
~
JRb(s) is of the same order as the
ramp-up time in most experiments.
We address this questions here by systematically mapping out the visibility of a Bose-Bose
mixture as a function of ramp-up time, focusing on the experiment by Catani et al. [20].
Specically, the results are discussed with respect to the issue of adiabaticity. We consider
a two-dimensional system. In this way we keep the numerical eect manageable, and yet
avoid the peculiarities associated with a one-dimensional system, like the absence of long
range order even at zero temperature, which makes the extrapolation of one-dimensional
results to higher dimensions problematic.
4.1 Model and method
The two-species bosonic system we consider is described by the Bose-Hubbard Hamilto-
nian:
^ H =
X
=a;b
X
hiji
J(^ b
y
i^ bj + h:c:) +
X
i
U
2
^ ni(^ ni   1)
 
X
i
(   V
trap
i )^ ni

+
X
i
Uab^ nia^ nib ; (4.1)
where the operator ^ b
y
i(^ bi) creates (annihilates) a boson of 
avor ,  = a;b at site i. Since
our goal is to model the experiment [20], we choose the two species as 87Rb and 41K. The
separation of the center of mass of the two clouds due to the gravitational sag is modeled
by two spatially separated parabolic traps V
trap
i = 1
2m!2
d2jri rj2, where d is the lattice
constant, ! the trap frequency, ri are the coordinates of the given lattice site i and r are
the centers of the harmonic potentials, see Fig. 4.1. The frequencies of the parabolic trap
are !Rb = 2  36Hz and !K = 2  53Hz. The distance between the two trap centers
was chosen in such a way that the atomic clouds overlap only on a few lattice sites, as
in the experiment [20]. The chemical potentials  are adjusted such that the resulting
particle numbers correspond to the particle number ratio of the experiment NK=NRb  0:1
[20] (NK  30;NRb  300). The parameters U;Uab;J indicate the intra-/interspecies
Coulomb repulsion and the hopping amplitude. As input we use the experimental values4.1. Model and method 79
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Figure 4.2: The tunneling time as a function of the lattice depth.
of the Florence experiments [20]: lattice laser wavelength L = 1064nm, scattering length
aRb K = 163a0, aRb = 99a0, aK = 65a0, with a0 the Bohr radius. The hopping constants
J and the interaction parameters U, Uab are calculated according to [108]:
J =
4
p

~2
2m

2
L
2
s3=4
 e 2
p
s ; (4.2)
U =
r
8

2
L
aE
r s3=4
 ; (4.3)
URb K =
4
p

kaRb KE
r
1 +
mRb
mK
(1 +
r
mRbV Rb
L
mKV K
L
)3=2
s
3
4
Rb (4.4)
with the dimensionless lattice depth s = V 
L =E
r , where V 
L is the depth of the laser-
induced potential and E
r the recoil energy of species . From the hopping constant we
directly obtain the tunneling time of Rb-atoms thop(s) = 
2
~
JRb(s), which we plot as a
function of lattice depth in Fig. 4.2. For the given wavelength the depth of the laser
induced lattice potential is species-specic: V Rb
L = 1:1V K
L and EK
r = 2:1ERb
r . This results
in sRb = 2:3sK. In the following we use the short-hand notation s = sRb. Here we neglect
the in
uence of the parabolic connement on the parameters. This is justied because
experimentally the potential energy dierence between neighboring lattice wells is much
smaller than the barrier height [87].
Here we simulate the experimental ramp-up dynamics within a mean-eld approximation.
In the Gutzwiller method a mean-eld approximation is applied to the operators ^ b
y
i(^ bi)
in the hopping part of the Hamiltonian Eq. (4.1). This leads to a decomposition of
the lattice Hamiltonian into a sum over decoupled single-site Hamiltonians, which can be
solved numerically:
^ HMF
i =
X
=a;b

J(
i^ bi + h:c:) +
U
2
^ ni(^ ni   1)
 (   V
trap
i )^ ni

+ Uab^ nia^ nib ; (4.5)
with i =
P
j n.n.ih^ bji, where the mean-eld parameters h^ bji (super
uid order parame-
ters) have to be found selfconsistently. Since the Hamiltonian is a sum over on-site Hamil-
tonians, the many-body wave function is a product wave function over the lattice sites.
However, the dierent sites are coupled by the super
uid order parameter i. When the
bosons are super
uid, the super
uid order parameter is nonzero and the phase is constant
in space. This establishes super
uid long range order in the system.80 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
Similarly to the single-species Gutzwiller dynamics, at zero temperature the total wave
function is assumed to be a product wave function over the lattice sites: j	(t)i =
Q
i j (t)ii.
The single-site states are tensor products of two Hilbert spaces, one per species:
j (t)ii =
X
na;nb
i;na;nb(t)(^ b
y
ia)na(^ b
y
ib)nbj0i: (4.6)
Each of the on-site wave-functions is evolved in time according to the local Schr odinger
equation
i~@tj (t)ii = ^ HMF
i (t)j (t)ii :
This constitutes a set of coupled non-linear dierential equations for the i;na;nb(t), which
have to be solved.
In order to study possible thermal eects, the applied method is extended to nite tem-
peratures. The corresponding theoretical concepts are discussed in Sec. 3.6. Similarly to
the single-species case, the total density matrix for Bose-Bose mixed system factorizes over
the lattice sites as ^ (t) =
Q
i ^ i(t), with ^ i(t) =
P
n
e Ei
n
Zi j n(t)iiih n(t)j, where j n(t)ii
are the local eigenstates dened in Eq. (4.6) of the Hamiltonian ^ HMF
i (t) and Zi the on-
site partition functions. The dynamics is simulated via the von Neumann equation (see
Eq. (3.148))
i~@t^ i(t) = [ ^ HMF
i (t); ^ i(t)] : (4.7)
Due to unitarity of the time evolution the thermal weights in the density matrix e Ei
n
Zi
in the ramp simulation are time-independent. Thus, En are the initial eigenvalues of the
system and Zi is the initial partition function. The initial inverse temperature  = 1=kBT
is set to an experimentally reasonable value.
4.2 Results for T = 0
At low lattice depth the system does not fulll the single-band tight-binding approximation
required for the Bose-Hubbard Hamiltonian in Eq. (4.1) to be valid. We therefore start
our calculations at s = 5 where 87Rb is already far in the tight-binding and the lowest
band regime. The corresponding lattice depth for 41K is sK = 2:17. Since the ratio
between the bandwidth 4JK and the band gap Egap = 2
p
skEr is small for the initial sK
(4JK=Egap  0:03), the single-band approximation is also satised for 41K. We assume
that the wave function still corresponds to ground state when the ramp in the experiment
reaches this initial lattice depth. This is a valid assumption, since interactions are still
weak for s = 5 and the ramping time in the experiments is chosen adiabatic with respect
to the band gap, which guarantees that the particles remain in the lowest band. Starting
with s = 4 and s = 6 indeed did not change our results.
Although the ramp of the lattice aects both species, only eects of the ramp-up dynamics
on the 87Rb-atoms are discussed in the following, as in the experiments [20].
To investigate the adiabaticity of the lattice-ramp, we now rst present results for the
density distribution in real-space as well as in momentum space. Later on we focus on the
visibility.4.2. Results for T = 0 81
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Figure 4.3: Particle density and super
uid order parameter of 87Rb along a cut in x-direction
through the center of the trap (y = 0). (a) For s = 15 and ramp duration t = 50 ms (red
dashed line) the particles in the center of the trap are in the \frozen phase" in contrast to
the ground state prole (blue solid line), where a Mott-plateau is present. This is indicated
by the non-integer density nRb and nonzero local super
uid order parameter jh^ bRbij (c). (b)
For s = 22 and t = 50 (red dashed line) a density wave is induced due to the fast ramp and
high non-adiabaticity. Global parameters: L = 45, NRb = 303, NK = 30, URb K = 1:93URb.
Parameters for (a) and (c): JRb = 0:02URb, Parameters for (b) and (d): JRb = 0:004URb.
4.2.1 Density proles
Real space
To investigate the eect of the ramping dynamics we rst compare the density distributions
in real-space after the lattice ramp-up with static density proles at the corresponding nal
lattice depth. The static proles originate from the ground state at T = 0 for a given s.
For small nal s (s < 10) the density proles agree perfectly with the static ones inde-
pendently of the ramping time. For larger s, longer ramping times are needed to achieve
good agreement between the proles. In particular, for s  15 in equilibrium a Mott
plateau appears in the center of the trap. However the dynamically evolved wave function
remains a superposition of various Fock states for fast ramps. This can be understood by
the following argument. In the limit of an instantaneous increase of the lattice depth the
super
uid wave function consisting of local superpositions of various Fock states remains
unchanged. Since the hopping J decreases exponentially with increasing lattice depth,
after this sudden step to a deep lattice the time-evolution operator consists mainly out of
the interaction part U^ n(^ n 1)=2 which rotates the phase of each Fock state independently,
but leaves the local wave function in a superposition of multiple Fock states. The situation
is similar for a fast ramp and leads to non-integer particle density (see Fig. 4.3 (a)(b))
and nonzero local super
uid order parameter (see Fig. 4.3 (c)(d)). Although the absolute
value of the super
uid parameter is non-vanishing, long-range order is destroyed as the
complex phases of h^ bii are not constant over the lattice anymore. Correlations between the
phases, however, can be partially recovered for certain ramp-up times. This corresponds82 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
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Figure 4.4: Particle density in momentum space along a cut in (1,0)-direction for ky = 0. (a)
In the static calculations (blue solid line) the central peak at k = (0;0) is present, due to the
SF shell, and small side peaks at nonzero k due to the MI-core in the middle of the trap. Fast
ramps with t = 50 ms (red dashed line) drive the particles into a frozen phase with lowered
phase coherence, which is mirrored in a decreased central peak. (b) Ramping within the same
time to a deeper lattice is highly non-adiabatic. The central peak becomes smaller than the
side peaks or even the background value n(k = (;)) and the k symmetry disappears.
to the collapse-and-revival dynamics [163]: after time intervals of length 2~=U all the
individual phases are back in phase and global phase coherence is restored. Away from
the revival times, due to the vanishing coherence this phase is not a SF-phase, we refer to
it as a \frozen" phase.
Ramping the lattice to higher s with the same ramp-up time means eectively faster
increase of the lattice depth per time unit. This causes not only signicant deviations
from the static density proles but also the formation of density waves (Fig. 4.3 (b)). This
behavior is observed for ramp-up times below 100 ms. The density waves are a further
evidence that the nal state reached after the lattice ramp is not necessarily the ground
state.
We nally examine the rotational symmetry of the density prole of the Rb atoms. Due to
the presence of the K species (and hence additional repulsive interactions), the rotational
symmetry of the Rb cloud is always broken. However, this eect is only very pronounced
for large s. Deep in the MI regime the compressible super
uid boundary layer, adjacent
to the cloud of K-atoms, disappears because of the strong repulsive force experienced by
the K atoms. The corresponding super
uid order parameter vanishes in the ground state.
This is dierent in the case of the time-evolved proles: as the 87Rb atoms for t = 50 s = 22
ms are in the\frozen"phase, the breaking of circular symmetry is far less pronounced than
in the static case, where the system is already Mott-insulating.
Momentum space
More information regarding super
uid long-range order is available in momentum space.
Besides, in contrast to the real-space particle distribution, information on the momen-
tum distribution is experimentally well accessible by time-of-
ight measurements. The
non-adiabaticity and oscillations in the density prole are mirrored in the momentum dis-
tribution. To accentuate the global behavior as a function of the ramp-up time and the
nal lattice depth we show only the values averaged over an equilibration time of 16 ms.4.2. Results for T = 0 83
As already pointed out in Sec. 3.3.3 the site decoupling within the mean-eld approxima-
tion which we employ leads to approximate results for the momentum distribution. In the
homogeneous interacting case it yields a coherent peak at strictly zero momentum on top
of a 
at background arising from the non-condensed atoms. It thus neglects short-range
correlations at distances of the order of the coherence length, which turn this 
at back-
ground into a Gaussian with nite width. Since this width is large for the parameters of
interest, the approximation by a 
at background is well justied and the Gutzwiller ap-
proximation still gives a faithful representation of the momentum distribution. Because we
investigate trapped systems, the momentum distribution is additionally broadened by the
trap which makes the neglected short range correlations even less important. Moreover, in
most of the following results we deal with the visibility, which involves the weight of the
coherent peak, but does not depend on the exact shape of the distribution. Altogether,
this justies the study of the momentum distribution via the Gutzwiller method.
As denoted in the previous subsection, for short ramp-up times and deep lattices the local
super
uid order parameter remains nite in the region where the static calculation predicts
a MI-plateau. Particles stay \frozen" in a super
uid-like phase indicated by non-integer
particle densities and nite local super
uid order parameter. Although in the dynamic
case all Rb atoms seem to be super
uid, the phase coherence is lost. This is shown
in Fig. 4.4. The reduced central peak in the n(k)-prole compared to the static data
clearly indicates destroyed long-range order in the system (Fig. 4.4 (a)). In extremely
non-adiabatic cases the central peak becomes smaller than the side peaks or even the
background value n(k = (;)). This leads to a signicant broadening of the momentum
distribution. Additionally the k symmetry breaks down (Fig. 4.4 (b)).
4.2.2 Visibility
The most convenient way to compare the experimental momentum distribution with our
theoretical results is to calculate the visibility  (see Sec. 3.2.5) for the 87Rb atoms as a
function of lattice depth s
(s) =
ns(k = (0;0))   ns(k = (;))
ns(k = (0;0)) + ns(k = (;))
: (4.8)
Here ns(k) corresponds to the spatial Fourier transform of h^ b
y
i^ bji(s). In the experimental
procedure [20] the height of the rst order peaks is compared with the minimum in n(k)
at the same distance from the central zero order peak, to divide out the contribution of
the Wannier function. Our calculations are performed within the tight-binding model Eq.
(4.1) and do not include the shape of the Wannier function. We therefore calculate the
visibility by comparing the central peak with the minimum at the edge of the Brillouin-
zone, see Fig. 3.10.
The n(k) values are extracted in the experiment [20] by integrating nite square areas
around the peaks instead of taking single values. Application of this method to our theo-
retical data shifts the visibility for all ramp-up times. This is a small quantitative eect
and depends on the extent of the integration area. It has no eect on the conclusions
drawn in this thesis.
In order to investigate the reduction of the visibility in a systematic way, we now subse-
quently analyze the role of the second species, the ramp-up prole of the lattice and the
ramp-up time.84 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
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Figure 4.5: Visibility for pure 87Rb (blue solid line) and in the presence of 41K (red dots)
after a t = 300 ms ramp (a) and in the static case (b). In both cases the visibility of pure 87Rb
is higher.
Eect of the second species
It is observed experimentally that addition of 41K to a system of 87Rb-particles reduces
the phase coherence and the visibility [20]. Our simulations reproduce this behavior for
similar parameters and particle number ratios as in the experiment, i.e. NRb  303 and
NK  30. We observed this eect for all simulated ramping times (from 50 to 300 ms with
a linear ramp-up prole) as well as in the static case (Fig. 4.5 (a),(b)). In particular, the
destructive eect of the 41K on the phase correlations of the super
uid order parameter of
87Rb is more pronounced in the dynamic case than in the static one. This indicates that
the second species enhances the non-equilibrium induced by the lattice ramp.
The reason for the lower 87Rb visibility in the presence of 41K in the static case is the
following. The repulsive interaction between the species pushes the 87Rb atoms out of
the overlap region and enhances the 87Rb density in the trap center. This increases the
interaction energy of 87Rb and brings the particles closer to the SF-MI transition, thus
decreasing the coherence of the system in the static case [27].
The dynamic lattice ramp to deep lattices leads even to a lower visibility than in the static
case. This can be explained by the following argument. As we will show below, one of
the reasons for the non-adiabaticity of the ramp-up is the excitation of collective modes.
This eect results from the interplay between the intraspecies repulsion and the increase
of the lattice depth, which squeezes the atomic cloud. When 41K is present, the clouds
exert a repulsive force on each other, even though the overlap region is small. This leads
to additional collective modes in the system, which reduce the phase coherence and hence
the visibility. Below we will quantify this statement. This mechanism could explain why
in experiments always a reduced visibility is seen when a second species is added.
Eect of the ramp-up prole
In this subsection we investigate the eect of the time prole of the lattice ramp on
adiabaticity. Our motivation is that in experiments the ramping proles are usually of
exponential shape to keep particles in the lowest band at the beginning of the ramp. For4.2. Results for T = 0 85
0
0.5
1
10 14 18 22
η
s
(a)
0.2
0.4
0.6
0.8
1
10 14 18 22
s
(b)
static
lin. 75 ms
exp. 75 ms
static
lin. 200 ms
exp. 200 ms
Figure 4.6: Eect of the ramping prole on the visibility of 87Rb in the presence of 41K. (a)
The resulting visibility after a t = 75 ms ramp with the linear prole (blue solid line) lies
closer to the adiabatic static visibility (red solid line) than the visibility after a ramp with the
exponential prole (green dashed line). (b) Results with the same proles but for t = 200 ms
ramp.
a better comparison between the simulated linear prole and the one used in experiment
we also used the same shape as in [20]
s0(t0) = (e
t0
0:4t   1)
s
e
1
0:4   1
; (4.9)
where s is the nal lattice depth and t the ramping time. We performed calculations for
50 to 300 ms ramp-up times. These simulations demonstrate that the exponential ramp
leads to a lower visibility than the linear prole (Fig. 4.6). The highly non-adiabatic ramp-
up time of 75 ms with exponential prole leads even to negative visibilities (Fig. 4.6 (a)).
This indicates that the system displays collapse-and-revival physics for these short ramping
times. Extending the ramping time to t = 200 ms results in an almost adiabatic linear
ramp for s  15 as the calculated visibility corresponds very well to the static (Fig. 4.6
(a)). The visibility of 87Rb after 200 ms exponential ramp is higher than after 75 ms but
still lower than the linear results. For deep lattices with s = 22 the exponential ramp-up
prole leads to a higher visibility than the linear ramp. However, this is due to the fact
that the exponential ramp-up is still highly non-adiabatic for this ramping time, leading
to a large SF-fraction, whereas the linear ramp is closer to being adiabatic.
The observation that the exponential ramp-up prole leads to less adiabatic behavior is
explained by the fact that this prole has a low ramp-up velocity for the smaller lattice-
depths, where the interaction only plays a minor role, whereas for the higher lattice depths,
where many-body eects become important, the ramping velocity is very high. For this
reason further investigations were performed exclusively with a linear ramp-up shape.
Eect of the ramp-up time
Finally we investigate the eect of the ramp-up time on the visibility. Whereas one would
expect that a slower ramp automatically enhances the adiabaticity and the visibility, in
the simulations we observe that only the dynamic real-space particle distributions become
similar to the static ones. The visibility, and therefore the phase coherence, remains
dierent from the ground state one. Especially for intermediate ramping times the behavior86 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
Figure 4.7: (a) Calculated visibilities for 125 ms (green squares) 100 ms (pink crosses) and
50 ms (blue dots) ramp times compared to the static visibility (black dots, not connected by
line). The inset demonstrates that for s < 17 the visibility after a 125 ms ramp lies closer
to the static visibility than after a 100 ms and vice versa for deeper lattices. The increase
of the visibility for deep lattices for t = 50 ms is due to the highly non-adiabatic revival of
the coherence. (b) Visibility as a function of ramp-up time. For s = 7 (red solid line) all
considered ramping times are adiabatic and the visibility is independent of the ramp-up time.
For s = 14 (blue asterisks) longer ramp leads to the ground state visibility, indicating 300 ms
as the appropriate ramp-up time. For s  17 oscillations are induced, as explained in the text
below.
is counterintuitive (Fig. 4.7 (a)). While for lattice depth s < 15 the visibility increases
monotonically with the ramp-up time (Fig. 4.7 (a) inset), deeper in the MI-regime this
tendency is washed out. This is surprising as the longer ramp is expected to be more
adiabatic. Plotting the visibility as a function of ramp-up time for a xed s demonstrates
that the eect of the ramping time is not the same for all s (Fig. 4.7 (b)). We distinguish
two dierent regimes. Ramping up to shallow lattices s  12 (~=J(s = 12)  5:4 ms) is
adiabatic on all time scales and thus not aected by the ramp duration. In the regime
of nal lattice depth around the SF-MI transition and in MI-phase, oscillations in the
visibility occur.
These oscillations were also observed experimentally [20, 163] but not yet explained. In the
next subsection we give an explanation in terms of coupling to the collective modes of the
system. Before this we add some remarks on the gures. The oscillating behavior depends
on the ramp-up prole (Fig. 4.8 (a)(b)). The exponential shape shifts the oscillations to
longer ramp-up times. The presence of 41K has only a minor eect on the oscillations: the
second species only leads to a global shift in the visibility without changing the position
of maxima and minima (Fig. 4.8 (c)(d)). This is consistent with the experimental ndings
[20].
Explanation of visibility oscillations
We now turn to the explanation of the oscillations in the visibility. A closer look at the
simulations shows that the only component contributing to the visibility which oscillates
in time at a xed s is n(k = (0;0)). The particle density in momentum space is given by
n(k = (0;0)) =
1
L2
L2 X
i=1

h^ nii   r2
i

+
1
L2

 

L2 X
i=1
rie ii

 

2
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Figure 4.8: Eect of the ramping prole on the visibility oscillations (a), (b) and eect of the
second species (c), (d). For intermediate lattices, e.g. s = 16, the exponential ramp-up prole
(blue dashed line) damps the oscillations, which are present for the linear prole (red solid line)
(a). For s = 22 and exponential ramp (b) a non-adiabatic maximum appears. The presence
of a second species (blue dashed line) (c), (d) only induces a global shift of the visibility.
where L2 is the total number of lattice sites, ri(rj) and i(j) are the absolute value and
the phase of the local super
uid order parameter on a site i (j) respectively: hb
y
ii = rie ii.
We can separate the contribution of the absolute value and the phase to the visibility. The
absolute value ri shows monotonic behavior and is continuously decreasing if the ramp-
up time is reduced. This is measured by the Gutzwiller SF-fraction fc =
P
i jhbiij2=N.
In Fig. 4.9 (d) the SF-fraction is continuously decreasing and always higher than the
equilibrium value. Only for long ramping times (t = 300 ms), the dynamical and static
SF-fraction approach each other. This means that for the short ramping times the visibility
is dominated by this anomalously large SF-fraction. However, for very fast ramping times
the SF-fraction is high, but the phases are uncorrelated, leading to a low visibility. With
increasing ramping time the phase coherence builds up and compensates the decay of the
SF-fraction leading to an increasingly higher visibility.
For even longer ramping times the visibility decreases again. We explain this by an en-
hanced coupling to the collective breathing mode of the system induced by the lattice
ramp. Increasing the lattice depth results in an increased ratio of the strength of the har-
monic trapping potential and the hopping constant J. This forces the particles to move
towards the center of the parabolic trap and leads to a higher occupancy in the middle of
the trap. At the same time the particles experience a higher repulsion as U(s) grows with
the lattice depth (see Eq. (4.3)). This repulsion acts against the increasing population and
induces a reverse 
ow. The interplay between these two mechanisms yields the collective
modes.
We indeed nd numerical evidence for these collective oscillations by observing the cloud
size R2 = hr2i hri2 during the waiting time after the ramp. The sinusoidal oscillations of
R2 indicate the collective movement of particles within the breathing mode in Fig. 4.9 (a).
The data for other ramp-up times can also be tted similarly. This leads to the conclusion
that only the breathing mode is excited. Depending on the ramping time the amplitude of88 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
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Figure 4.9: (a) Oscillations of the radius of the Rb-cloud during the waiting time of 16
ms after a t0 = 125 ms ramp to s = 22. The data is tted by f(t) = 0:135sin(0:18t +
5:19)exp 0:031(t t0) +48:857 (blue line). The sinusoidal form corresponds to the excitation of
the breathing mode. (b) The current at s = 22, averaged over the waiting time and renormal-
ized with respect to SF-fraction, induced after dierent ramp-up times. The maximum of the
renormalized current indicates the regime with the maximal coupling to the collective modes.
The second species leads to an enhanced coupling for all ramp-up times. (c) The SF-fraction
averaged over the waiting time as a function of ramping time at s = 22. The\freezing"in the
SF-phase is dominant for fast ramps. For longer ramp-up the system approaches the ground
state (static) value and the ramp is getting more adiabatic. The 41K slightly reduces the
SF-fraction.
the oscillation changes. In particular, the amplitude is continuously decreasing when the
ramping time is made longer. However, this is mainly due to the decreasing SF-fraction,
which reduces the number of mobile particles. Renormalizing the amplitude by the SF-
fraction leads to a peak at the position of the minimum of the visibility, which evidences
that the coupling to the modes is responsible for this minimum.
Analysis of the total current in the system I =
P
hiji jh^ b
y
i^ bj   ^ b
y
j^ biij2 further claries this.
The total current is decaying because of the decaying SF-fraction. To investigate the
relative motion of the mobile particles we therefore renormalize the total current by f2
c :
Ir = I=Nf2
c . This function again shows a clear maximum at the position of the visibility
minimum (see Fig. 4.9 (c)). As the coupling to collective modes destroys the phase co-
herence, this fully agrees with the minimum in visibility for a 125 ms ramp, see Fig. 4.8
(d).
For t > 150 ms the SF-fraction approximates the static value and the collective modes are
less excited. This is the most adiabatic ramping regime.
For the exponential ramp-up prole, the oscillations are shifted (Fig. 4.8 (a)(b)). This is
because the SF-fraction remains anomalously high even for long ramping times and the
visibility is dominated by this eect. In particular the maximum at tramp = 200 ms for
s = 22 is explained by the high SF-fraction and is thus a highly non-adiabatic point. The
decrease of the visibility at t = 300 ms for s = 22 is explained by an enhanced coupling to
collective excitations.4.3. Results for nonzero T 89
The fact that the presence of a second species leads only to a small shift in the visibility
is explained by the observation that the overlap of the atomic clouds is very small and the
modes are mainly excited by the increased repulsion between the 87Rb particles when the
optical lattice is ramped up. However, the second species induces additional modes, which
lower the visibility. This is seen in the higher renormalized current in Fig. 4.9 (b) for the
mixture compared to the single-species system.
The additional induced modes in the system due to the presence of 41K not only explain the
lower visibility, but also oer an explanation for the experimental observation that adding
a second species leads to a broadening of the momentum prole beyond a certain lattice
depth [20]. The presence of collective modes leads to macroscopic occupation of single
particle states with nonzero momentum and hence broadens the momentum distribution.
It is worth noting that for this explanation the amount of spatial overlap of the two species
is less important: as long as the two clouds touch, they can exert a force on each other.
This explains why this eect was already found for widely separated components.
4.3 Results for nonzero T
In order to understand the eect of nite temperature in the experiments we also per-
form simulations for this case. We perform simulations for initial temperatures of 19 nK
(kBT2 = 2:2JRb;s=5) and 12:6 nK (kBT1 = 1:5JRb;s=5). This is in the range of typical
experimental temperatures, which can be estimated as detailed in Appendix D. To inves-
tigate the adiabaticity of the ramp at nite temperature we again compare time-dependent
ramp-up simulations with static results. The latter correspond to the ensemble in ther-
mal equilibrium at a nal lattice depth with eective inverse temperature ~  = 1=kB ~ T.
The eective temperature is chosen such that the entropy of the static system equals the
initial entropy of the ramped system. The static results thus represent an adiabatically
ramped and completely thermalized ensemble. Accordingly, the static density matrix is
 =
P
n
e ~ Ei
n
Zi jEniiihEnj, where En;jEnii are the eigenvalues and eigenstates of the Hamil-
tonian at site i respectively.
4.3.1 Density proles
We rst investigate the density proles in real-space at kBT1 = 1:5JRb;s=5. Ramping in
50 ms to s = 12 provides a density prole similar to the static thermalized result with
eective temperature kB ~ T1 = 0:95JRb;s=5 (see Fig. 4.10 (a)). The local super
uid order
parameter, however, diers from the value in thermal equilibrium (see Fig. 4.10 (c)). In
the center of the 87Rb cloud the local super
uid order parameter is reduced. Hence the
system after the ramp does not correspond to an adiabatically ramped and thermalized
ensemble. At deeper lattices the dynamic density proles do not t the thermal static
distribution. Fig. 4.10 (b) demonstrates the squeezing of the dynamic prole for s = 16
compared to the static one with eective temperature kB ~ T2 = 0:42JRb;s=5. Similar as in
the T = 0 case, the fast 50 ms ramp is non-adiabatic and induces density waves around
the plateau (see Fig. 4.10 (b)). The peaked local super
uid order parameter in Fig. 4.10
(d) corresponds to the region where the density waves appear. For t = 300 ms in Fig. 4.10
(b) a plateau is formed at non-integer density in the center of the trap. At the same time
the corresponding local super
uid order parameters vanish which indicates a formation of
a normal phase instead of a MI-plateau as found previously in the T = 0 case.90 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
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Figure 4.10: Finite temperature results for the particle density and super
uid order parame-
ter of 87Rb at nal lattice depth s = 12;16 along a cut in x-direction through the center of the
trap (y = 0). All dynamic proles are calculated for the initial temperature kBT1 = 1:5JRb;s=5.
(a) For a 50 ms ramp (red dashed line) the results correspond well to the static thermalized
ensemble (blue solid line) with eective temperature kB ~ T1 = 0:95JRb;s=5. However, the local
super
uid order parameter is reduced in the center of the atomic cloud (c). (b) After the
ramp to s = 16 the dynamic proles dier from the static ones with corresponding eective
temperature kB ~ T2 = 0:42JRb;s=5. A density plateau is formed in the center of the trap at a
non-integer density. For 50 ms ramp (red solid line) density waves appear around this plateau.
(d) The super
uid order parameter (red solid line) is peaked in the region where the density
waves appear. Parameters: L = 60, NRb = 303, NK = 30, URb K = 1:93URb, Parameters for
(a) and (c): JRb = 0:24URb, Parameters for (b) and (d): JRb = 0:02URb.
4.3.2 Visibility and oscillations
As shown in the previous subsection, with increasing temperature and lattice depth the
condensate depletes. This also lowers the visibility. In Fig. 4.11 this behavior is exemplied
for a 300 ms ramp. For low temperature kBT1 = 1:5JRb;s=5 and shallow lattices s  12 the
visibility is hardly changed compared to T = 0. With increasing lattice depth, however,
the super
uid order parameter vanishes in the trap center, leading to a decreased visibility.
For higher temperature (kBT2 = 2:2JRb;s=5) the fraction of the atoms in the normal phase
increases, thus lowering the visibility further.
The visibility oscillations are aected as well. When temperature and nal lattice depth
are suciently small, the only eect of the temperature is to reduce the visibility (Fig. 4.12
(a) kBT1 = 1:5JRb;s=5). Although the absolute value of the local super
uid parameter is
reduced in the center of the trap for slow lattice ramp compared to fast ramp (Fig. 4.10
(d)), the phase coherence in the latter case is almost completely destroyed. This leads to a
higher visibility for a 300 ms ramp than for a 50 ms. For kBT2 = 2:2JRb;s=5 the visibility
oscillations are suppressed and the minimum at t = 200 ms disappears. We can understand
the disappearance of the minimum in the visibility in a qualitative way by comparing the
excitation energy of the breathing mode with the temperature. We indeed nd that the4.4. Discussion and conclusion 91
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Figure 4.11: Visibility after 300 ms ramp-up for kBT1 = 1:5JRb;s=5 (green dots) and kBT2 =
2:2JRb;s=5 (blue triangles) compared with T = 0 (red solid line). The visibility decreases with
increasing temperature.
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Figure 4.12: Visibility as a function of ramp-up time for dierent temperatures and nal
lattice depths. (a) At shallow lattices for T = 0 (red solid line) oscillations appear with
a visibility minimum at t = 200 ms. For kBT1 = 1:5JRb;s=5 (blue dashed line) the global
visibility and the oscillation amplitude is reduced. Higher temperature (kBT2 = 2:2JRb;s=5,
green dotted line) blurs the oscillations. (b) For s = 19 the shape of the oscillations at T = 0
is mainly conserved for kBT1 = 1:5JRb;s=5. The graph is shifted to lower visibility and longer
ramp-up times. At kBT2 = 2:2JRb;s=5 only one maximum at t = 200 ms is present.
temperature here is higher than the excitation energy, meaning that the mode is already
thermally occupied and that the ramp of the lattice has less eect.
4.4 Discussion and conclusion
Using a time-dependent Gutzwiller model for an interacting Bose-Bose mixture we inves-
tigated the ramp-up of the optical lattice for zero and nite temperatures.
The non-adiabaticity of the lattice ramp was analyzed by comparing density proles in real
and momentum space and by studying the visibility. The adiabatic regime is reached when
the density proles as well as visibility agree with the equilibrium results. We observed92 4. Lattice ramp dynamics in an interacting Bose-Bose mixture
that in the regime of deep optical lattices the ramp-up dynamics generally does not lead
to the ground state of the system.
We have shown that a ramp-up of the optical lattice carried out on a time scale compa-
rable to the tunneling time does not necessarily provide the ground state of the system.
Depending on the ramp-up time, ramping the lattice at T = 0 leads to trapping of the
particles in a "frozen"phase with non-integer particle number and nonzero local super
uid
order parameter but vanishing global phase coherence. The exponential ramping prole
was found to be even less adiabatic than a linear increase of the depth of the optical lattice.
Ramping the lattice at nite temperature additionally causes a depletion of the conden-
sate. The latter grows with increasing temperature. Both ramp eects lead to decreased
visibility.
The ground state visibility was only reached for shallow lattices within the investigated
ramping times. The fact that one needs rather long times to be completely adiabatic for
deep lattices, is rooted in the critical slowing down of the hopping at the SF-MI-phase
boundary at T = 0 or the SF-normal-phase at nite temperature. At the same time we
found that a longer ramp-up time does not naturally lead to a better visibility. In fact,
depending on the nal lattice depth oscillations may occur for T = 0 and low temperatures,
which also have been observed in experiments with a single bosonic species [163] and a two-
component bosonic mixture [20]. The fact that we reproduce these oscillations within the
mean-eld dynamics, where heating due to three-body collisions is not included, indicates
that they are part of the real many-body dynamics.
We explain these oscillations by a coupling of the ramp-up process to the collective ex-
citations of the systems, in particular the breathing mode. This is consistent with the
appearance of density waves in the system. Lowered super
uidity and a larger normal
phase prevents collective excitations at higher temperatures.
One of our main results is that the maximum in the visibility is not a good indication of
adiabaticity, although sometimes used as an experimental criterion. This regime is in fact
highly non-adiabatic, since the maximum is caused by an anomalously large SF-fraction
induced by the short ramping time. The region where the visibility saturates is the most
adiabatic. However in our approach three-body collisions and heating is not included.
These processes become relevant at long time scales and also lead to non-adiabaticity.
In experiments, the presence of a second species destroys the phase coherence of the ma-
jority species, leading to a decreased visibility. In contrast, previous static calculations
predict either enhanced or decreased long range order, depending on the actual particle
ratio [27]. Here we observed that for T = 0 the dynamical ramp induces additional non-
equilibrium and leads to a more pronounced visibility decay in the region where static
calculation also predicts lowering. We explained this in terms of an enhanced current in
the system. This stronger visibility reduction could be the reason for the experimental
ndings.5. Expansion of bosonic condensates in
optical lattices
The unprecedented control and tunability of parameters in ultracold atomic systems en-
ables experimental insight into static as well as dynamical properties of the Hubbard model.
After developing a basic understanding of the equilibrium features such as quantum phases
and transitions [9, 10, 12, 109{111] the new eld of non-equilibrium dynamics has started
gaining attention.
Despite the multitude of novel physical phenomena such as center-of-mass dynamics of
atomic clouds consisting of fermions or bosons [164{166] and the role of interaction in
fermionic mass transport [167], the studies of non-equilibrium revealed new aspects like
bosonic collapse and revival eect. The latter shows eects of virtual transitions to higher
bands induced by interaction. The admixture of Wannier states of other bands modies the
shape of the ground-state wave function. This change in turn makes the Hubbard repulsion
U lling dependent [92, 97]. Thus, the experimental and theoretical eorts revealed hand
in hand the importance of non-equilibrium physics for understanding the fundamentals of
many-body concepts [32, 99, 168].
More recently, it has been discovered that an initially conned MI cloud, which has nite
short-range correlations only, develops long-range coherence when the atoms are allowed
to expand in an optical lattice after the switch-o of the trap. Initially studied in 1D
hard-core systems (U ! 1) [33, 34] the same eect was observed in higher dimensions
for non-homogeneous tunneling [35]. In this thesis we address the homogeneous expansion
of a bosonic quantum gas originally prepared in the Mott insulating ground state and
surrounded by a SF ring in an optical 2D lattice. Once released from the harmonic
connement, the interacting many-body system is observed to develop coherence while
simultaneously populating nite quasi-momentum states. We demonstrate that in the
strong and intermediate coupling regimes the emerging condensate fraction depends on the
number of particles in the MI phase rather than on the particular interaction or tunneling
strength. While expanding, the condensate that is formed was observed to develop a spiked
structure breaking the initial spherical symmetry, where the expanding spikes exhibit the
maximal lattice velocity independent of system parameter. The dynamical properties of
this system are obtained by means of Gutzwiller theory and conrmed by an analytic
analysis for large expansion times.94 5. Expansion of bosonic condensates in optical lattices
Figure 5.1: Density distribution of a non-interacting expanding cloud. Three clouds conned
in a parabolic potential at t = 0 of the strength V trap = 0:05  103~=s are expanding in the
homogeneous lattice with dierent tunneling strength (a) J=V trap = 10:1 (b) J=V trap = 5 (c)
J=V trap = 1:27. The colormap shows snapshots of the time evolution at t = 10 ~=J and 20
~=J. Depending on the tunneling strength J the nal symmetry of the cloud can be spheric
or quadratic.
5.1 Expansion of non-interacting bosons
5.1.1 Real-space proles
We start our investigations of the cloud expansion with the simplest case of non-interacting
particles described by the Bose-Hubbard Hamiltonian
^ H =
X
hiji
J(^ b
y
i^ bj + h:c:)  
X
i
(   V
trap
i )^ ni ;
with J being the tunneling strength,  the chemical potential and the parabolic trapping
potential V trap = 1
2m!2d2jri   rj2, where d is the lattice constant, ! the trap frequency
and ri are the coordinates of the given lattice site i. After the switch-o of the trapping,
the particles are allowed to expand freely in a homogeneous 2D optical lattice and the
Hamiltonian reads (for derivation of the quasi-momentum representation see Sec. 3.1.1)
(t > 0) ^ H =
X
hiji
J(^ b
y
i^ bj + h:c:)   
X
i
^ ni =
X
k
("(k)   )^ nk (5.1)
with "(k) =  2J [cos(kxa) + cos(kya)] being the non-interacting dispersion relation. In
this case [ ^ H; ^ nk] = 0 and the momentum space and velocity distributions are conserved
during the time evolution. Each initially conned particle expands with constant velocity,
the expansion is ballistic and is equivalent to a continuous quantum walk [169, 170].
At the beginning of the expansion the density distribution re
ects the spherical symmetry
of the trapping potential and changes its shape for long expansion time, see Fig. 5.1. In5.1. Expansion of non-interacting bosons 95
Figure 5.2: Occupation of momentum states depending on the initial particle localization.
For suciently delocalized particles, i.e. large tunneling strength J, the occupied momenta
are located spherically symmetric around k = (0;0) (left). A high localization of particle wave
functions for a small tunneling matrix element J corresponds to a delocalization in momentum
space and a population of all states within the 1. BZ (right).
systems with larger tunneling, see Fig. 5.1 (a), the cloud remains spherically symmetric,
for small J, however, the shape of the cloud develops square-shaped C4 symmetry Fig. 5.1
(c). An understanding of this behavior can be gained from the following consideration.
The smaller the tunneling matrix element, the stronger is the connement of each single-
particle wave function within the lattice. The corresponding momentum space distribution
continuously lls the rst Brillouin zone (1. BZ), which is quadratic in case of a square
lattice, see Fig. 5.2. When momenta (kxa;kya)  (0;0) are occupied, which is the case for
large J, the Taylor series of the dispersion relation can be truncated after the expansion
up to second order
"(k) =  2J [cos(kxa) + cos(kya)]   4J + J((kxa)2 + (kya)2):
Taking the Taylor expanded dispersion into account the non-interacting velocity prole is
v(k) =
1
~
@k"(k) 
2Ja2
~
(kx;ky)
jv(k)j 
2Ja2
~
q
k2
x + k2
y for k  (0;0):
That is, all velocity vectors point in the radial direction and all appearing absolute values
ll a spherical symmetric surface. Since for long expansion times the density distribu-
tion approximates the velocity distribution, the cloud remains round for systems with
suciently large tunneling J, see Fig. 5.1 top row.
A cloud of initially completely (or suciently) localized particles corresponds to a fully
occupied rst Brillouin zone. In this case the exact dispersion leads to
v(k) =
1
~
@k"(k) =  
2aJ
~
(sin(kxa);sin(kya)): (5.2)
However, for all momentum states parallel to any side of the square Brillouin zone, i.e. for
a xed kx or ky component, the corresponding velocities have the same absolute values in
x or y directions. For xed kxa  x and arbitrary kya (or vice versa arbitrary kxa and
xed kya  y) the velocity proles are96 5. Expansion of bosonic condensates in optical lattices
Particles possessing identical velocity components in one direction build a straight front.
Thus, for suciently small tunneling matrix element J the cloud approaches the square
shape during the expansion, see Fig. 5.1 bottom row. For other lattice structures the
symmetry of the corresponding Brillouin zone will control the density distribution of the
cloud.
5.1.2 Expansion velocities
A comparison of the expansion dynamics of dierent clouds is performed using the cloud
radius R, which is dened as
R2 =
1
N
LL X
i
nir2
i (5.3)
where N is the total particle number, ni denotes the particle density and ri the coordinate
of site i in a L  L 2D lattice.
In Fig. 5.3 the cloud radius for each density prole presented in Fig. 5.1 is shown. For
better comparability a renormalization with respect to the initial cloud extent R0 was
performed. The results show that in systems with larger J the cloud radius increases
slower in time. It may appear counterintuitive at the rst glance, since the tunneling
time scales proportional to the inverse tunneling strength, i.e. with decreasing J more
milliseconds are needed for a particle to move. However, since we compare dynamics on the
time scale of tunneling process, we rather investigate the distance covered within a given
amount of hoppings. From our results it follows, that within a xed number of tunneling
steps stronger initial localization augments expansion. This can be understood in analogy
to a potential gradient being the driving force of dynamics, i.e. a homogeneous density
distribution resulting from a 
at potential and localization of particle wave function from
a potential gradient: in the same way as the steepness of the potential gradient in
uences
the force, stronger localization enhances the expansion dynamics.
It is interesting to note that the single particle width of a particle localized at one lattice
site increases linearly in time1, i.e. Rsp = vexpt. This is a consequence of a coherent
superposition of states corresponding to a particle being in one of the neighboring sites
[170]. The total density distribution of the cloud results from a convolution of the initial
density distribution with the delocalized probability distribution of the individual atoms
1In classical physics a particle jumps randomly to one of the neighboring sites, the particle density
width obeys a binomial (for discrete number of steps) or normal (for continuous time) distribution and
correspondingly Rsp 
p
t.5.1. Expansion of non-interacting bosons 97
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Figure 5.3: Renormalized radii of non-interacting clouds expanding with dierent tunnel-
ing strength J. Initially stronger localized particles (smaller J) expand further than more
delocalized particles (larger J) within the same number of tunneling processes.
and Rsp [171]. This leads to the cloud radius R(t) =
q
R2
0 + v2
expt2. From here the
expansion velocity is
vexpt =
q
R2(t)   R2
0 : (5.4)
Although in our system the particles are not localized at single sites initially, plotting
the calculated R(t) as in Fig. 5.3 results in a straight line and the expansion velocity can
be extracted from the slope. The functional dependence of expansion velocities on the
tunneling strength J is shown in Fig. 5.4 (left). In agreement with previous discussions,
the expansion velocities decrease with increasing J. Additionally, the eect of the initial
trapping strength is shown. Steeper connement leads to further localization of particle
wave functions, thus with increasing potential V trap the expansion velocities are shifted to
higher values. Due to the equivalence of localizing a particle by augmenting the trapping
frequency or by decreasing the tunneling strength2, plotting velocities as a functions of
J=V trap shows a universal dependency, see Fig. 5.4 (right).
For a non-interacting particle the expansion velocity corresponds to the expectation value
of the velocity distribution given in Eq. (5.2)
v2
exp = hv2(k)i =
X
i
hv2
i (ki)i =
1
~2
X
i
h(@ki"(ki))2i; (5.5)
where the decomposition into a sum over components i = x;y;z (depending on the di-
mensionality of the system) is based on the dimensional separability of a homogeneous
system. In the limit of a particle localized at one lattice site the corresponding Wannier
wave function is a delta function in real space. The corresponding momentum distribution
is a constant in k-space. Thus, the velocity expectation value yields an average over the
rst Brillouin zone
hv2
i (ki)i =
a
2
Z =a
 =a
dki

2aJ
~
2
sin2(kia) = 2

aJ
~
2
:
2This is of course true from a physical point of view, however, when the conning potential leads to
signicant potential dierences on the neighboring sites the tunneling J becomes site dependent.98 5. Expansion of bosonic condensates in optical lattices
Figure 5.4: Expansion velocities corresponding to the slopes of renormalized radii as dened
in Eq. (5.4). (left) Decreasing localization due to increasing J leads to a reduction of expansion
velocities. An additional shift towards smaller velocities is provided when the localization of
the cloud controlled by the initial trapping potential is reduced, i.e. when the strength of the
connement is diminished. The data was tted with vt(J=~) = (J=~), see text. (right)
Since the localization of a wave function by decreasing the tunneling J is equivalent to the
localization triggered by the strength of the conning potential, the velocities plotted in left
gure show a universal dependence when plotted against J=V trap. The line is a guide to the
eye.
Inserting this result in Eq. (5.5) leads to the expansion velocity of an initially localized
particle in a homogeneous D-dimensional system
vexp =
sX
i
hv2
i (ki)i =
p
2D

aJ
~

: (5.6)
However, when an additional connement is present and the particles are delocalized the
momentum distribution depends on J and V trap. The exact calculation of n(k) requires
band structure calculations, see Sec. 3.1.1. Nevertheless, tting data with a function
resulting from Eq. (5.6) varying the dependence on J and the prefactor
vt = 

J
~

leads to excellent agreement with the simulated results, see Fig. 5.4 (left).
We continue with the case of interacting atoms and the expansion including diusive
scattering eects due to Hubbard repulsion.
5.2 Melting of the Mott insulating cloud
5.2.1 Setup
Similarly to the non-interacting case, we consider a setup in which a bosonic cloud loaded
into a 2D optical lattice is conned by an additional harmonic potential. Such a system
is described by the Bose-Hubbard Hamilton discussed in Sec. 3.1:
H =  J
X
hiji
(^ b
y
i^ bj + h:c:)  
X
i
(   V
trap
i ) ^ ni +
U
2
X
i
^ ni(^ ni   1); (5.7)5.2. Melting of the Mott insulating cloud 99
Figure 5.5: The initial setup. (a) An illustration of particles loaded into an optical lattice and
additionally conned by a parabolic trapping potential. (b) Colormap of the initial particle
density shows a MI-core surrounded by a SF ring. (c) Particle density and SF order parameter
proles in radial direction from the center. MI core is indicated by n = 1 and hbi = 0. The area
with hbi 6= 0 denotes the extent of the SF ring. In (b) and (c) the parameters are U=~ = 30
kHz, V trap=~ = 0:01 kHz, J=~ = 0:17 kHz and total particle number N = 660, whereas the
number of particle in the MI phase is NMI = 97.
where the operator ^ b
y
i(^ bi) creates (annihilates) a boson,  is the chemical potential, U and
J indicate the Coulomb repulsion and the hopping amplitude. The localization of the
atomic cloud is provided by a parabolic trap V
trap
i dened as in the case of non-interacting
particles. The chemical potential and the trapping strength are adjusted to achieve the
desired particle number in the cloud and especially that within the MI phase. To solve this
problem numerically we use the Gutzwiller approximation of the model, see Eq. (3.123).
Although we model the expansion of the entire cloud, we are particularly interested in the
expansion of particles that originate in the MI phase. Since the superposition of a trapping
potential and chemical potential leads to a non-homogeneous eective chemical potential
landscape, e;i =  V
trap
i , the resulting particle density prole is no longer homogeneous
but rather possesses a\wedding cake"structure, see Fig. 3.7. Thus, despite the trivial case
J=U = 0, the MI plateaus are surrounded by SF shells. The eective chemical potential
in the center of the cloud and the J=U ratio determine the extent of each domain, given a
trapping frequency !. Thus, the desired total particle number corresponding to a specied
number of particles in the MI phase is achieved by adjusting the global chemical potential
 and the trapping strength ! respectively. The systems investigated in this section consist
of a single MI plateau surrounded by a SF ring. In order to study the eect of the SF
on the expansion dynamics of the inner MI core, the total number of particle was kept
constant at N = 660 in all parameter sets while the number of particles in the insulator
NMI was varied.
It is worth mentioning that the identication of the quantum phases, which is essential
for the particle counting, is limited in the numerical simulation. The denition of a SF
or MI phase by means of an integer or non-integer particle density as well as vanishing
SF-parameter are fullled only within a certain tolerance from the numerical point of view.
Hence, in this thesis a SF order parameter h^ bi  110 5 is assumed to dene the SF phase.100 5. Expansion of bosonic condensates in optical lattices
Figure 5.6: Expansion of the cloud: density distribution in the real space (top row) and
momentum distribution (bottom row) of the system at U=J = 459:77 and t = 0;15;30 and
50~=J (from left to right) initially trapped in a periodic potential of strength V=J = 0:11
and containing a Mott insulating particle fraction NMI=N = 225=660. The expansion of the
cloud takes place mostly along the diagonals and the corresponding momentum distribution
function has a rhombic symmetry.
It is important to note that the mean-eld treatment of the nearest-neighbor coupling
excludes any dynamics in a purely MI system since vanishing SF-parameters lead to a
vanishing kinetic term:
i =
X
j n.n.i
h^ bii = 0 if h^ bii = 0 8i
and
HMF;kin =  J
X
i
(^ b
y
ii + h:c:) = 0;
in contrast to the kinetic part in the exact Bose-Hubbard model Eq. (5.7). Thus, the
SF ring surrounding the MI plateau is not only of interest due to its eect on the inner
insulating core but is a required \seed" for expansion dynamics. Due to this \articial\
generation of initial dynamics, simulations via the Gutzwiller method are not a priori
justied for this parameter regime. Hence, the justication of the application of the mean-
eld approximation via investigation of the SF-ring eects on the expansion process is one
of the goals of this study.
5.2.2 Creation of exotic condensates
Real- and momentum-space results
The system is initially prepared in the Gutzwiller ground-state in the optical lattice with an
additional parabolic trapping. The expansion of the atomic cloud is triggered by switching
o the parabolic trapping potential at time t = 0. In Fig. 5.6 the time evolution of a cloud
at U=J = 459:77 and Mott insulating fraction NMI=N = 225=660 is shown. The initial
rotationally symmetric cloud consisting of a MI core in the center surrounded by a small SF
ring starts expanding once the trapping potential is switched o. For t > 0 the expansion
of the outer SF particles leads to the expansion of the inner insulating core, i.e. the5.2. Melting of the Mott insulating cloud 101
Figure 5.7: Expansion proles at t = 50~=J for dierent U=J ratios in real space (top row)
and momentum space (bottom row). All samples contained in total N = 660 particles and
dierent NMI, i.e. NMI = 97;225 and 325 (from left to right). The expansion on spikes
in diagonal directions as well as the occupation of momenta on the rhombus becomes more
pronounced with increasing U=J.
Mott insulator \melts". It is interesting to note that the initial rotational symmetry of
the system is broken and a new C4 symmetry is established: we observe a structure that
exhibits pronounced population along the diagonals of the lattice, which we then term
\spikes" or a \spiked" structure.
The bottom row in Fig. 5.6 shows the occupation in momentum space corresponding to
the density proles depicted in the top row of the same gure. At t = 0 the peak at
k = (0;0) indicates the presence of long-range coherence due to the SF ring. In contrast,
the MI phase results in a constant occupation of all momentum states within the rst BZ.
Unexpectedly, for t > 0, the melting of the MI core leads to a redistribution of n(k): The
central peak disappears and the occupation is reallocated to the edges of a rhombus. The
additional structure within the rhombus decreases during the expansion, but persists even
to very large time scales.
A comparison between the density and momentum distributions of systems with dierent
values of U=J at expansion time 50~=J is given in Fig. 5.7. With increasing U=J the spiked
structure becomes more pronounced. It is interesting to note that whereas the spikes reach
the same distance from the cloud center at t = 50~=J the remaining square shaped part
spreads more slowly as the system approaches the hard core regime U=J ! 1.
An understanding of the expansion behavior can be gained analytically from consideration
of a limiting case. For large expansion times the density of the cloud reaches the limit
where n(r)  1. Assuming the hard-core interaction regime, the Fock states n  2 are
almost unoccupied and the potential term in the Hamiltonian becomes negligible since
it scales  n2
i. Thus, the dynamics is dominated by the kinetic term only and we can
consider our system for t  0 to a good approximation as non-interacting. From here, in
the limit of large expansion times, the energy of the system is
En =
X
k
"(k)nk (5.8)102 5. Expansion of bosonic condensates in optical lattices
where "(k) =  2J [cos(kxa) + cos(kya)] is the dispersion relation and nk the momentum
distribution function. The initial energy of the system is estimated by a similar argument.
As the interaction energy vanishes for a SF in the hard-core limit and for a MI with lling
n = 1, and because the kinetic energy within the MI phase is zero due to h^ bii = 0, after the
trap has been switched o, the energy of the system must consist of only the kinetic energy
of the SF. We simplify our system further assuming that the initial SF-ring is negligibly
small, such that
Einit = h J
X
i
(^ b
y
ii + h:c:)i  0; (5.9)
with i =
P
j n.n.ih^ bji. Since in a non-interacting system no energy transfer can take place,
the nal energy of each single particle has to vanish to guarantee energy conservation, i.e.
En = Einit. Under the above assumptions, the occupied momenta must satisfy the relation
"(k) =  2J(cos(kxa) + cos(kya)) = 0: (5.10)
The solutions of this equation are given by momenta k = (kx;ky) which obey the relations
ky =

a
 kx (5.11)
ky =  

a
 kx (5.12)
and describe a rhombus within the rst BZ, see Fig. 5.8. This prediction is in very
good agreement with the outcome of our simulations: the occupation of momenta for all
simulated parameter regimes, in particular of those in Fig. 5.7, occurs along this square
structure. The deviations from the analytic results may be rooted in the approximations
within the derivation, namely, the neglect of the SF-ring contribution in the initial kinetic
energy and the dropping of the interaction eects. As clearly seen in Fig. 5.7 the mo-
mentum distribution approaches the rhombus predicted by Eq. (5.11)-(5.12) for increasing
U=J and decreasing number of SF particles. We proceed with the discussion of eects
caused by the presence of a SF in Sec. (5.2.3).
The analytic derivations give additional insights into the real-space density proles shown
in Fig. 5.6 and 5.7. The density spreading is determined by the velocity distribution in
the system. For t  0 and assuming the system is in a non-interacting regime to a good
approximation, the group velocities are given by
v(k) =
1
~
@k"(k) =
2aJ
~
(sin(kxa)x + sin(kya)y)); (5.13)
where x and y denote the unit basis vectors in the real space. The occupation of mo-
menta indicated in Eq. (5.11)-(5.12) leads to a velocity distribution pointing in diagonal
directions, see Fig. 5.8
v = 2a
J
~
sin(kxa)(1;1) (5.14)
v = 2a
J
~
sin(kxa)(1; 1): (5.15)
The preferred expansion along the diagonals of the lattice is clearly visible in our results in
Fig. 5.6 and 5.7 which indicates the high occupation of momentum states corresponding to
"(k) = 0. It is interesting to note that the momenta (;0) and (0;) in the corners of
the rhombus are hardly populated in our system. These momenta correspond to jv(k)j  05.2. Melting of the Mott insulating cloud 103
Figure 5.8: Square momentum density distribution and the corresponding velocity. (left)
Dispersion relation "(k) =  2J(cos(kxa) + cos(kya)) within the 1. BZ as a color map and
a 3d plot. Each momentum state k = (kx;ky) on the rhombus (highlighted by a black line)
corresponds to a vanishing single particle energy "(k) leading to a total energy En = 0. (right)
Absolute velocities jv(k)j = 2aJ
~
q
sin
2(kxa) + sin
2(kya) within the 1. BZ as a colormap and a
3d plot. Particles occupying momenta on the rhombus (highlighted by a black line) all posses
velocities in the range [0;4]. Thereby, the corresponding velocity vectors point all along the
diagonals in the real space leading to a cross shaped density distribution for long times, as
sketched below.
and hence the majority of particles have appreciable velocity. This results in a spiked real
space density prole rather than a continuously connected cross-like prole, as is the case
in the analytic consideration in Fig. 5.8. On the other hand, the expansion of the spikes
happens with a velocity jvj = 2
p
2aJ
~ for all simulated U=J, which is in agreement with
the maximal possible velocity within the non-interacting predictions Eq. (5.14)-(5.15).
With increasing ratio U=J the spiked distribution becomes more pronounced, although, a
convergence towards the analytic prediction was not observed. The reason could be the
presence of the SF ring with nite kinetic energy aecting the relation Eq. (5.10).
Formation of long-range order
Another remarkable result concerns the long-range order of the bosonic cloud. In interact-
ing systems the eigenstates of the density matrix dene the natural orbitals, also known
as eective single-particle states, see Sec. 3.2.3. The corresponding eigenvalues indicate
their population. If the occupation of the lowest natural orbital, which is the most highly
occupied one, is proportional to the total particle number, the system is known to posses
long-range order in higher dimensional systems. In periodic homogeneous lattices in equi-
librium the natural orbitals are momentum states where macroscopic occupation of the
k = (0;0) state indicates the coherence. Since the melting of the MI leads to the occu-
pation of the momenta on the rhombus, one could infer that the system loses the long
range order during the expansion. However this is surprisingly not the case in our out-
of-equilibrium system. This is measured by the Gutzwiller SF-fraction fc =
P
i jh^ biij2=N
and presented in Fig. 5.9. Starting with low condensate fraction due to the thin SF-ring
initially surrounding the MI core, the melting of the insulating cloud center and the sub-
sequent expansion continuously lead to an enhancement of coherence, see Fig. 5.9 (left).104 5. Expansion of bosonic condensates in optical lattices
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Figure 5.9: Time evolution of the condensate fraction for U=J = 258; 459 and 688. (left)
The condensate fraction continuously increases during the melting and expansion processes,
and tends to fc = 1 for large expansion times. The coherent population of the lowest lying
natural orbital reduces with increasing number of initially MI particles providing a global shift
of the fc graph to the lower values. (right) The growth of coherence can be divided into
two processes: a rapid increase during the melting of the MI core for t < 10 ~=J and the
exponential approach of the perfect long range coherence during the following expansion of
the cloud. The data is tted by f(t) = a   be cx (see text for values of tting parameter).
We notice that fc(t) is shifted to lower fractions with increasing number of particles in the
initial MI phase without substantial changes in the functional dependence. The shift can
be traced back to the reduction of initial coherence as enhanced NMI corresponds to a
thinner SF-ring and thus lower condensate fraction. The persistence of global long-range
order indicates that the processes leading to the creation of the coherence do not depend
on NMI. Additionally, the condensate fraction is found to increase dramatically during the
melting of the MI for t < 10 ~=J and to approach exponentially the perfect condensation
fc = 1, as shown in Fig. 5.9 (right). The data has been tted by: f(t) = 0:94 0:95e 0:09t
for U=J = 688; f(t) = 0:95   0:63e 0:08t for U=J = 459 and f(t) = 0:96   0:73e 0:1t for
U=J = 258.
Thus, the remarkable result of this analysis is that long-range order can develop as a
consequence of non-equilibrium dynamics. Dierent to equilibrium condensates in homo-
geneous lattices, expanding MI-SF particles populate momenta on a rhombus which, based
on analysis of the condensate fraction, all form a single coherent state. The population of
certain modes together with appropriate expansion in the real space were explained based
on analytic considerations.
However, some questions remain to be answered. What is the role of the SF ring in the
MI expansion? Does the mobility of the SF particles in
uence the evolution of the inner
insulating core? How well does the system fulll the analytic predictions when the system
parameters approach the corresponding limiting assumptions?
5.2.3 Eect of the SF on the MI expansion
The SF shell can in
uence the inner MI core in two ways. Since for large U=J values
double and higher occupancies are energetically not favorable, the expansion of the inner
ni = 1 part of the cloud depends on the expansion velocity of the outer regions. Thus,5.2. Melting of the Mott insulating cloud 105
Figure 5.10: Density distribution in real (left) and momentum (right) space after t = 50~=J
expansion time. Each column represents the results for a xed NMI but varying U=J values:
NMI = 97 and U=J = 172   259; NMI = 225 and U=J = 374   460; NMI = 325 and
U=J = 517   690. It is obvious that keeping the number of particles in each phase constant
and modifying the initial dynamics of the SF shell leads to no essential changes even when the
ratio U=J is increased up to 1:5 times.
intuitively we would expect that the dynamics of the SF shell would signicantly modify
the melting process of the MI. On the other hand, the presence of a nite SF-ring is needed
for the dynamical Gutzwiller in order to initiate expansion. From this one could infer that
artifacts are present in the observations. Hence, the application of the mean-eld approach
needs to be justied.
In
uence on expansion dynamics
The feedback of the SF on the expansion of the inner MI can be investigated by modifying
the initial conguration of the SF shell. Since the mean-eld on-site Hamiltonians within
the MI core consist of the interaction part only, solely the kinetic parts driving the dynam-
ics of the SF particles are in
uenced by the variation of the ratio U=J. With increasing
U=J the Wannier states, the most appropriate basis to describe the system, become more
localized. Additionally, the occupation of higher Fock states becomes energetically more
unfavorable. Since the evolution of the cloud and in particular the melting of the MI pro-
ceeds from the outside inwards, this change aects the SF shell rst. Thus, we investigate
the eect of the SF on the MI expansion modifying U=J and keeping the number of MI and
SF particles constant to control any possible scattering processes leading to a population
of other modes than predicted analytically.
A comparison between the density and momentum distributions of systems with NMI =
97; 225 and 325 for varying U=J values are presented in Fig. 5.10. The results are organized
as follows: the number of MI particles is kept constant in each column while the ratio U=J
increases from top to bottom within the range given in the caption. The real space density106 5. Expansion of bosonic condensates in optical lattices
Figure 5.11: (top row) Comparison of the expanding density proles for NMI = 225 along a
diagonal (indicated by a white line in the color map inset). At every time step the occupation
of the spike coincides. This indicates that the feedback of the SF shell on the melting MI core
has a vanishing eect. Solely the density waves in the center of the evolving cloud are aected
by the varying U=J ratio. (bottom row) The position of the outermost part of the cloud as a
function of time. According to the analytic results, the occupation of rhombic modes especially
of k = (=2;=2) leads to the maximal diagonal velocity jvmaxj = 2aJ
~
p
2. This prediction is
conrmed by our observations for all NMI and U=J parameter sets, i.e. r(t)=t  jvmaxj.
proles of the cloud after 50 ~=J expansion time feature the same distributions for a xed
NMI: the formation and population of the spikes accompanied by a weak population of
a remaining square shaped structure of the same extent. It is surprising that the time
evolution in a system with smaller U=J proceeds in a similar way as in a system with
U=J nearly 1:5 times larger. Thus, complementary to the ndings of the previous chapter,
not only the U=J value determines the density proles but rather the initial number of
MI particles. Hence, with increasing NMI and U=J the spiked structure becomes more
pronounced and the shape of the cloud approximates the analytically predicted diagonal
expansion { the magnitude of the interaction ratio alone is not a sucient criteria. In
any case, the momentum distributions categorize corresponding to NMI, whereupon each
group shows a similar occupation of modes. Hereby, the population of momenta other
than on the rhombic structure decreases with increasing NMI.
Although in absolute terms the time of each hopping process increases proportional to ~=J,
the distance covered within each tunneling step is independent of the system parameters
for a given xed NMI. In Fig. 5.11 (upper plots) the overlap of the real space density
proles is shown for NMI = 225 and U=J = 347   431 during the time evolution. Despite
the dierences in U=J values and their eect on the initial SF expansion, the density
proles agree perfectly at every t in the outer region where the structure which we refer to
as \spikes" is predominant. Since the population of spikes is due to the melting process,
this indicates that the eect of SF on the melting of the MI core is negligible.
A closer look at Fig. 5.10 reveals that not only for a constant initial NMI the spikes of all
sampled NMI and U=J seem to have reached the same distance from the cloud center at
t = 50 ~=J. This feature is captured more quantitatively in Fig. 5.11 (lower plot) where5.2. Melting of the Mott insulating cloud 107
Figure 5.12: Maximally occupied mode along the diagonal at dierent time steps. Due to
the symmetry only the x-coordinate is shown, as pointed out in the inset. (left) In equilibrium
before the expansion the population of the k = (0;0) mode is maximal as a result of the
SF shell surrounding the MI core. During the expansion the maximally occupied momenta
approach the analytically estimated position of the rhombus k = ( =2; =2). (right) At
the end of the cloud expansion the position of the most populated mode saturates. The yellow
shaded area highlights the resolution due to discretization of the k-space. The condensation
for NMI = 225 and 325 corresponds best to the analytic results.
the distance from the cloud center to the outermost part (particle density ni = 510 4) on
the diagonal is shown for every time step during the evolution. It is interesting to note that
the slope r(t)=t = 2aJ
~
p
2 is consistent with the maximal diagonal velocity predicted
in Eq. (5.14)-(5.15) even at the early stage of the expansion where the assumption that
the particles are non-interacting is barely fullled. Thus, the expansion velocity of the MI
follows the analytic assumptions regardless of the properties of the surrounding SF.
Impact on occupation of momentum states
In order to analyze the agreement between the analytical predictions for the expansion
of a pure MI and the numerical results, which treat the neighbor coupling in the mean
eld manner and need a SF seed to initiate dynamics, we would like to point out the key
analytic features of the pure MI melting: all MI particles are expected to condense in
momentum space on a rhombic structure leading to a cross shaped expansion in the real
space. Thus, to prove the accuracy of the Gutzwiller method and exclude possible artifacts
due to the presence of SF shells we need to analyze the location and the magnitude of the
momenta and spikes population.
It is important to note that the energy of the system within Gutzwiller is completely
due to the presence of SF shells since no energy is stored in the MI core3. The nite
total energy, however, modies the relation the populated modes which are derived from
in Eq. (5.10). Additionally, the dispersion relation for nite U=J values diers from the
presumed non-interacting dispersion. While the latter deviation from the analytic limit
decreases during the cloud expansion, the rst one remains and modies the population
of modes. Fig. 5.12 shows at which mode the maximal population appears during the
cloud spreading. In order to investigate the momentum evolution of the system the max-
imum position akmax of the distribution function n(k) along the diagonal was captured
3The vanishing SF parameter h^ bii cancels the kinetic part of the mean-eld Hamiltonian and for particle
densities ni = 1 the interaction term becomes zero as well. Thus, the on-site Hamiltonians and with it
their expectation values vanish within the MI.108 5. Expansion of bosonic condensates in optical lattices
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Figure 5.13: The number of particles occupying the rhombic modes after 50 ~=J expansion.
The calculation of the population was performed regarding the nite width of the rhombi. In
all simulations the occupation was found to increase proportionally to the initial number of
the MI particles.
at every time step, as pointed out in the inset, see Fig. 5.12 (left). In the equilibrium
before the expansion sets in, the presence of the SF shell leads to an enhanced occupa-
tion of the k = (0;0) momentum. During evolution, the system converges towards the
non-interacting limit and with it the dispersion of the interacting system approaches the
non-interacting dispersion relation. Hence, the momentum distribution rather develops
towards the anticipated value by subsequently occupying all intermediate momenta than
immediately appears at the nal k. The saturation at the rhombus for all NMI at t  30
~=J indicates that the non-interacting regime has been reached. Nonetheless, a closer look
at the nally occupied mode in Fig. 5.12 (right) reveals small dierences: due to nite
total system energies, the maximally occupied momentum is slightly shifted compared to
predictions in Eq. (5.10). Here, because of the larger initial SF shell and consequently an
enhanced total energy per particle En=N   0:08, the cloud with NMI = 97 condenses
further away from the predicted value k = ( =2; =2) than NMI = 225 and 325 which
both posses approximately En=N   1  10 5.
At this point, however, we should put the analytic results into perspective. The population
of a rhombus in momentum space through the points k = (=2;=2) is based on a
simplied analytic assumption of evanescent total energy. Since in the Bose-Hubbard
model in the MI phase the particle-hole excitations vanish only in the limit U=J ! 1
the kinetic energy remains nite for nite U=J and the Eq. 5.10 has to be corrected,
namely "(k) =  2J(cos(kxa) + cos(kya)) = . This fact does not change the square
symmetry of estimated occupied modes but shifts the edges of the rhombus according to
the conserved energy per particle . Nevertheless, although this is observed within the
Gutzwiller calculations, the nite energy originates from the SF rather than from the MI.
However, increasing the ratio U=J and reducing the SF shell leads to an approximation
of the analytic estimate for the melting of a 
uctuation free insulator. The improvement
of the mean-eld accuracy suggests that our numerical approach provides qualitatively
correct results.
Up to now we have demonstrated that the redistribution of momentum occupation satu-
rates at well dened momentum states. Moreover, the condensate fraction starting at a
minimal value due to initial coherence in SF shells was shown to increase during the MI
melting and to approach the long-range coherence limit fc  1, see Fig. 5.9. These results
are evidence for the formation of a non-equilibrium condensate at nite momenta in accor-5.3. Discussion and conclusion 109
dance with analytic predictions. The remaining question to answer is, whether all particles
initially in the MI core occupy the rhombic structure similarly to the pure MI expansion.
Fig. 5.13 presents the number of particles Nk populating the appropriate k-modes after 50
~=J expansion for initial number of MI particles NMI = 97;140;225;280;325. Here, the
summation took into account the nite width of the rhombi sides. For all systems studied
in this work we nd that the occupation of square momentum states increases with the
MI particle fraction. At the same time, Nk is found to be slightly less than NMI. The
deviations can be due to an exponentially slow rate of condensation that only develops
complete long-range coherence in the limit t ! 1 and to inaccuracies in the description
of the short range correlations within the mean-eld approach.
5.3 Discussion and conclusion
In this chapter we have presented detailed investigations of the non-equilibrium expansion
dynamics of a bosonic Mott insulator surrounded by a SF shell in a 2D optical lattice. Once
released from the harmonic connement, the interacting many-body system is observed
to develop coherence while simultaneously populating nite quasi-momenta states. While
expanding, the created condensate was observed to develop a spiked structure breaking
the initial spherical symmetry. The expanding spikes were found to exhibit maximal
lattice velocity independent of the system parameters. These observations were explained
analytically based on energy conservation during the evolution. Additionally the in
uence
of the SF shell on the expansion process was studied. We demonstrated that in the strong
and intermediate interaction regimes the emerging condensate fraction depends on the
number of particles in the MI phase rather than on the particular interaction or tunneling
strength. In particular the melting dynamics of the MI was found to be independent of
the U=J ratio when the particle fractions NMI=N and NSF=N are kept constant. This
is a remarkable result since it suggests that although the SF is required to initiate MI
melting within the Gutzwiller method, this has no impact on the core expansion. This
fact, together with the agreement of numerical results extrapolated to the limits U=J ! 1
and NMI ! N with the analytical analysis, justies the use of the Gutzwiller theory for
studies of non-equilibrium MI dynamics. The accuracy of the mean-eld method and the
validity of the analytic assumptions were discussed, but as both were analyzed to be valid
only in a certain limit or within a certain range of parameters, an experimental realization
would provide the denitive validation.110 5. Expansion of bosonic condensates in optical lattices6. Strongly correlated fermions
6.1 The Fermi-Hubbard model
The Fermi-Hubbard model, similar to Bose-Hubbard model introduced in Sec. (3.1), is
one of the frequently used simplied models describing interacting fermions in a periodic
potential. In fact, the original development of the formalism by John Hubbard 1963 was
set up for fermionic particles [8]. In particular, the model was proposed to characterize d-
electrons in solids and has since been used to address various condensed matter questions
and, more recently, ultracold atoms in optical lattices. Within this thesis the model is
applied to investigate questions in both elds, therefore, we account for peculiarities of
each system in the following sections.
The model implements tunneling of particles, on-site interactions, allows dierent lattice
symmetries and additional external potentials. However, despite the fact that it is power-
ful, the original formulation does not cover long-range interaction eects such as Coulomb
interaction1. Nevertheless, this model successfully describes the Mott transition by means
of correlations [8] and was used as a prototype for other models like e.g. the t   J model
[176]. For ultracold fermions interacting only via the short-range van der Waals force this
approach is more accurate.
In second quantization the Fermi-Hubbard model reads
^ H =  t
X
hiji;
(^ c
y
i;^ cj; + h:c:) +
U
2
X
i
^ ni;"^ ni;#  
X
i;
(   Vi;)^ ni; : (6.1)
The index  = ";# denotes the spin of the particle, which in the case of ultracold fermions
is an abbreviation for dierent hyperne states of the atoms. The operators ^ c
y
i; and ^ ci;
are fermionic creation and annihilation operators at site i, respectively, and the summation P
hiji concerns only nearest neighbors. The parameters t and U denote the tunneling and
the on-site interaction strength. The chemical potential  can be chosen to depend on the
spin direction to create spin-imbalanced systems or to be equal for both spin species  
" = # otherwise. The last term in Eq. (6.1) accounts for an optional external potential
Vi;. This can be an additional harmonic trapping, which we discussed in Sec. (3.1) for
1To study long-range interactions a generalization of the Fermi-Hubbard model has been developed, the
so-called extended Hubbard model which incorporates e.g. nearest-neighbor interactions [172{175].112 6. Strongly correlated fermions
bosonic species in optical lattices, or a disorder potential. In the fermionic part of this thesis
we mostly concentrate on disordered lattices and introduce the corresponding potentials
in Sec. 6.2.
The dierence to the Bose-Hubbard model lies in the interaction term of the Hamiltonian
accounting for the Pauli exclusion principle, which states that no two fermions may occupy
the same quantum state simultaneously [177, 178].
In this section we give a brief derivation of the Fermi-Hubbard model. We start with
the discussion of non-interacting fermions, pointing out the parallels to non-interacting
bosons and using the already known results from Sec. (3.1.1). Subsequently, the on-
site interaction term will be derived. The end of the section provides a summary and a
discussion of limitations of the Fermi-Hubbard model.
6.1.1 Non-interacting particles
Statistics
In quantum mechanical description of many-particle systems, contrary to classical statis-
tics, particles in the same quantum state are indistinguishable. This condition leads to
two possible eects on the many-body wave function. Interchanging the order of particles
via a permutation operator ^ P in a N-particle state corresponding to the wave function
	(1;:::;i;:::;j;:::;N) leads2
^ P	(1;:::;i;:::;j;:::;N) =
(
( 1)l	(1;:::;i;:::;j;:::;N) if 	 antisymmetric;
	(1;:::;i;:::;j;:::;N) if 	 symmetric;
where l denotes the number of transpositions. Particles described by a symmetric wave
function fullling the upper condition are called bosons and those possessing antisymmetric
properties are referred to as fermions.
The dierences in wave-functions lead to fundamentally dierent statistics of quantum
states occupation:Bose-Einstein statistics and Fermi-Dirac statistics. As discussed in the
previous chapter, below a critical temperature non-interacting bosons macroscopically oc-
cupy the lowest single-particle energy state without an upper limit on the particle number
[1, 2, 180] as depicted in Fig. 6.1. The average occupation of a non-degenerate state i in
thermal equilibrium is given by
Bose-Einstein distribution: f("i) =
1
e("i )=kBT   1
;
where  is the chemical potential, "i is the energy of the state i whereby "i > , kB
is the Boltzmann constant and T the absolute temperature. The situation is dierent
when atoms obey the Pauli exclusion principle. In thermal equilibrium, the distribution
of particles on dierent energy states, accounting for the condition that no two particles
can occupy the same state, reads
Fermi-Dirac distribution: f("i) =
1
e("i )=kBT + 1
;
where "i and  are independent. At T = 0 all energy states "i below the chemical potential
are fully occupied, i.e. f("i) = 1, and those above remain empty, see Fig. 6.1. In this case
the chemical potential is equal to the Fermi energy "F and the Fermi temperature is
consequently dened TF = "F=kB. At nite temperatures according to the Pauli principle
the occupation is 0  f("i)  1.
2It can be shown that an arbitrary permutation of N particles can be decomposed into a product of
two-particle transpositions of xed parity +1 or  1 [179].6.1. The Fermi-Hubbard model 113
Figure 6.1: Illustration of the dierence in the energy eigenstate occupation statistics be-
tween bosons and fermions at T = 0. When the particles are cooled down the intrinsically
distinct quantum nature becomes evident: if particles are bosons they all occupy the lowest
energy state, if particles are fermions each level and spin state becomes singly occupied. For
experimental results on bosonic and fermionic cloud cooling see [181].
Periodic potential
Non-interacting fermions are described by the single-particle Hamiltonian, which in the
eld operator representation reads
H =
Z
dr^ 	y
(r)[ 
~2
2m
r2 + V (r)]	(r); (6.2)
with 	(r) and 	
y
(r) being the annihilation and creation fermionic eld operators, and
V (r) the periodic lattice potential. Contrary to the bosonic eld operators, the fermionic
eld operators satisfy anticommutation relations
f	0(r);	y
(r0)g = (r   r0);0 f^ 	(r); ^ 	(r0)g = 0 = f^ 	y
(r); ^ 	y
(r0)g:
The solution of the dierential equation (6.2) does not dier from the solution of the non-
interacting bosonic Hamiltonian Eq. (3.2). The eigenstates are the Bloch wave functions
Eq. (3.6) and the eigenenergies are the corresponding energy bands in momentum space
q 2 1 BZ. Details of the calculation can be found in Sec. 3.1.1. The dierence to the bosons
lies in the occupation of the energy levels: beginning with the lowest, the energy-spin states
are subsequently singly populated, each by one fermion.
Using the Wannier function representation, which can be derived from the Bloch functions
by the inverse Fourier transformation, see Eq. (3.22), we can expand our eld operators in
the following way:
^ 	(r) =
X
n;i
^ cri;!(n)
x (x   xi)!(n)
y (y   yi)!(n)
z (z   zi): (6.3)
Here n denotes the energy band index, ^ cri; annihilates a fermion with the spin  at position
ri = (xi;yi;zi), and !
(n)
x (x xi) denotes a Wannier function corresponding to the periodic
potential in x-direction localized around ri. In homogeneous lattices the Hamiltonian given
in Eq. (6.2) decomposes into a product of identical dierential equations for the x, y and114 6. Strongly correlated fermions
z variables. The solution of a homogeneous 3D problem is thus reduced to a solution of
the 1D equation
H =
Z
dx ^ 	y
(x)[ 
~2
2m
r2 + V (x)]^ 	(x) =
=
Z
dx
X
i;j;n
!(n)(x   xi)^ c
y
i; [ 
~2
2m
r2 + V (x)]!(n)(x   xj)^ cj; =
=  
X
i;j;n
t
(n)
ij ^ c
y
i;^ cj; ; (6.4)
with the hopping amplitude integral
t
(n)
ij =
Z
dx!(n)(x   xi)[ 
~2
2m
r2 + V (x)]!(n)(x   xj): (6.5)
This result is mathematically exact and similar to the bosonic Eq. (3.26).
In order to simplify the expression (6.5), we apply the most common approximations,
which were already introduced and discussed in detail in Sec. 3.1.1. If the thermal- and
interaction-induced excitations do not exceed the band gap energy, the lowest-band ap-
proach is justied and we can neglect all bands except the lowest one with n = 0. Dropping
the band index for better readability, the hopping integral is
tij =
Z
dx!(x   xi)[ 
~2
2m
r2 + V (x)]!(x   xj):
Within this approach the low-energy and low-temperature properties are well described
since mostly only few or even just one band crosses the Fermi energy.
Further approximations can be made if the lattice potential is suciently strong, such
that the many-body wave function is approximated by a sum over site-localized Wannier
functions. In case of electrons in condensed matter this is a very drastic simplication
since it reduces the degenerated d-orbitals, required for metal{Mott insulator transition,
to simple s-wave orbitals. The latter neglects various degrees of freedom like degeneracy,
spin 
uctuations, orbital 
uctuations and orbital-symmetry breaking which, e.g., occur
in perovskite structures [182]. In contrast, in ultracold fermionic systems this approach
is less drastic since atoms in an optical lattice correspond to electrons in non-degenerate
orbitals.
Despite the mentioned drawbacks, the lowest-band approach makes the theoretical eort
feasible. Exponentially decaying Wannier functions overlap only between nearest neighbor
sites. Consequently, the tunneling matrix element is nite only for the site j being the
nearest neighbor of the site i and the summation in Eq. (6.4) reduces to
H =  
X
hiji;
tij(^ c
y
i;^ cj; + h:c:) (6.6)
with the tunneling matrix element tij  t in case of homogeneous lattices. Since the
calculation of t is based on Wannier functions, which are independent of particle statistics,
in deep lattices the same approximations are applied as in the derivation of bosonic hopping
integral J. This leads to the same analytic expression (see Eq. (3.39))
t 
4
p

Ers3=4e 2
p
s ;6.1. The Fermi-Hubbard model 115
where Er = ~2k2=2m is the recoil energy, the particle mass is denoted by m, k = 2= with
the laser wavelength  and the lattice depth s = V0=Er indicating the lattice potential
in units of the recoil energy. Exact values for any lattice depth are obtained via band
calculations of Bloch states which are Fourier transforms of Wannier states. For details of
the calculation and possible approximations in deep lattices see Sec. 3.1.1.
The result (6.6) corresponds to the rst term in the Fermi-Hubbard Hamiltonian (6.1). To
obtain the second term we have to include interactions between particles.
6.1.2 Two-particle interactions
Before we start with the derivation of the interaction part of the Fermi-Hubbard Hamil-
tonian, we would rst like to point out which type of interactions are meant below. When
the model is used to describe electrons in condensed matter, the Coulomb interactions of
electrons among each other and with nuclei have to be implemented. However, an explicit
consideration of such a complex many-body problem is theoretically not feasible. Indeed,
the particular form of interactions between all electrons inside an atom is not needed since
the electric properties of condensed matter are determined by valence electrons. Together
with nuclei the inner electrons produce an eective lattice potential experienced by valence
electrons. This physics is governed in the rst summand of the model in Eq. (6.4) derived
in the foregoing section. Thus, the remaining interaction we need to account for is the long-
range Coulomb force between the valence electrons of dierent atoms. These correlations
are essential to explain the metal-Mott insulator transition [183]. In the Fermi-Hubbard
model the long-range interactions are approximated by on-site interactions. This simpli-
cation is validated due to the screening of Coulomb repulsion among valence electrons by
electrons in other orbitals. Thus, the long-range interactions within a valence band reduce
to eective short-range interactions [184].
Neutral ultracold atoms interact via the van der Waals force. If the spin-orbit and hyperne
coupling are neglected, the potential describing interacting fermions is identical to the
potential of the interacting bosons given in Eq. (3.44):
V (r)
(
= 1 if r < R0 ;
/   1
r6 else;
(6.7)
R0 being the radius of an atom and r is the distance between two interacting atoms.
Following the arguments given in Sec. 3.1.3, this potential can be substituted by an eective
non-singular one which enables a perturbative treatment, the so-called contact interaction
potential,
Vp(r   r0) =
4~2as
m
(r   r0): (6.8)
Here jr   r0j denotes the relative distance between interacting atoms, as is the scattering
length and m is the mass of an atom3.
Therefore, the two-particle interaction Hamiltonian in a homogeneous lattice in the eld-
operator representation is
Hint =
1
2
Z
dr
Z
dr0^ 	y
(r)^ 	
y
0(r0)Vp (r   r0)^ 	0(r0)^ 	(r)
Eq. (6.8)
=
1
2
4~2as
m
Z
dx
Z
dx0^ 	y
(x)^ 	
y
0(x0)(x   x0)^ 	0(x0)^ 	(x)
3
: (6.9)
3In case of a heteronuclear fermionic mixture the reduced mass has to be used instead: mred =
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Writing the eld operators in the lowest-band Wannier representation, ^ 	(x) =
P
k !(x   xk)^ bk;
(see Eq. (3.24)), the integral reads
X
i;k;l;m
;0
Z
dx
Z
dx0w(x   xi)w(x0   xk)(x   x0)w(x0   xl)w(x   xm)^ b
y
i;^ b
y
k;0^ bl;0^ bm;
=
X
i;k;l;m
;0
Z
dxw(x   xi)w(x   xk)w(x   xl)w(x   xm)^ b
y
i;^ b
y
k;0^ bl;0^ bm; :
Accounting for on-site interactions only, i.e. i = k = l = m, the integral can be further
simplied such that after this approximation the interaction Hamiltonian (6.9) becomes
Hint =
1
2
4~2as
m
X
i;k;l;m
;0
Z
dxj!(x   xi)j4
3
ikkllm^ b
y
i;^ b
y
k;0^ bl;0^ bm; : (6.10)
In homogeneous systems, due to translational invariance, the sites and corresponding Wan-
nier functions are identical, thus without loss of generality we can drop the site index.
Using the fermionic anticommutation relation f^ bi; ;^ b
y
i;0g = ;0 we get
Hint =
1
2
4~2as
m
Z
dxjw(x)j4
3 X
i;;0
^ ni^ ni0
= U
X
i
^ ni"^ ni# : (6.11)
In the last step we dened
U =
4~2as
m
Z
dxjw(x)j4
3
:
The interaction strength U is calculated with respect to Wannier functions which depend
on the lattice potential only. Thus, similarly to bosons, exact value of U can be obtained
via band calculations leading to Wannier functions (see Sec. 3.1.1) or in the deep-lattice
limit approximated by (see Eq. (3.57))
U 
r
8

kasErs3=4 ;
with k = 2=, where  is the laser wavelength, as the scattering length, Er = ~2k2=2m
is the recoil energy, m the particle mass and s = V0=Er is the lattice depth corresponding
to the lattice potential in units of the recoil energy.
The expression (6.11) corresponds to the second summand in the Fermi-Hubbard model
Eq. (6.1). Combining the Hamiltonian of the non-interacting fermions Eq. (6.6) with
the interaction part (6.11) leads to the complete interacting Fermi-Hubbard model for
homogeneous systems
H =  t
X
hiji;
(^ c
y
i;^ cj; + h:c:) + U
X
i
^ ni"^ ni# : (6.12)6.1. The Fermi-Hubbard model 117
6.1.3 Fermi-Hubbard Hamiltonian: summary and outlook
As already mentioned in Sec. 6.1.1, simplifying the degenerate multi-orbital structure of
the conduction band by a single non-degenerate s-band lacks some aspects of metal-Mott
insulator transitions in condensed matter. For example, orbital correlations cause double-
exchange processes in Mn oxides that lead to a transition from antiferromagnetic Mott
insulator to a ferromagnetic metal. Note also that the colossal negative magnetoresistance
was observed near this transition [185]. A model not accounting for these eects would give
an incomplete prediction, but luckily, an extension of the theoretical description is possible
and was developed in [186, 187]. Another property missing in a single-orbital description
is the overlap of degenerate orbitals, which results in a modication of the charge gap
between the singly-occupied and doubly-occupied conduction band leading to a so-called
charge-transfer insulator [188]. Further details on Mott insulator transitions in condensed
matter can be found in [184]. Despite the existing obstacles, the single-band model was
found to successfully predict the low-energy physics near the Fermi level and is promising
to contribute to an understanding of high-Tc superconductivity, where prominent aspects
are correlation-induced quantum 
uctuations and orbital non-degeneracy [189].
In contrast, due to tunability of the lattice potential, the tight binding regime is reached
in every experiment on ultracold gases with lattice depths s > 5 [171] comparable to the
bosonic case (see Sec. 3.1.1). This lattice depth sets the lower limit for applicability of the
Fermi-Hubbard model in optical lattices. The representation of a conduction band based on
atomic non-degenerate s-orbitals incorporated in the fermionic Hubbard model perfectly
corresponds to the cosine-shaped band of the optical lattice. Nevertheless, although it
is not yet explicitly investigated for purely fermionic systems, for Bose-Fermi mixtures
the interactions were shown to modify the shape of the non-interacting Wannier functions
[24, 80]. Thus, the calculation of the tunneling matrix element t and interaction strength U
with non-perturbed Wannier states is an approximation. In the limit of strong interactions
additional eects like density-assisted hopping need to be included [190].
Substitution of the long-range Coulomb interaction by short-range on-site interaction is
justied when electrons from other orbitals screen the repulsion between the conduction-
band carriers. Nevertheless, ignoring the inter-site interaction is a simplication that
is not capable of reproducing charge-ordering eects. Including next-nearest neighbor
interactions at certain commensurate llings results in a formation of charge-density and
spin-density waves, which correspond to new ordered phases observed in addition to the
metal and Mott insulating phases [191]. Referring to Mott [192], who assumed that with
increasing U=t the carrier density decreases and the screening eect vanishes, the long-
range Coulomb interaction leads to formation of an electron-hole bound pair at nite
U and, thus, to a rst-order phase transition. This interpretation, however, has been
discussed controversially since not only carrier-number reduction but also a mass increment
was found near the phase border depending on the type of the transition.
In ultracold gases the interactions between neutral atoms are caused by the van der Waals
force. Neglecting spin-orbit and hyperne coupling, each atom induces a dipole moment
in every other atom in an optical lattice which leads to eective dipole-dipole interactions
between atoms independent of fermionic or bosonic statistics (see Sec. 6.1.2). In the region
where the potential is attractive its strength decays as r 6 with r indicating interatomic
distance. The characteristic van der Waals length l = 0:5
4 p
mC6=~2 corresponds to the
range of the potential and is  3:4 nm for 40K which is far below the usual separation
given by the lattice constant a = 1064 nm. Here C6 denotes the van der Waals coecient
[193]. Thus, neglecting next-neighbor interactions is valid for ultracold systems. At the118 6. Strongly correlated fermions
same time, at very short distances, where the electronic clouds of atoms overlap, the
spin gives rise to a splitting into singlet and triplet that leads to a subdivision of the
interaction-induced potential landscape. The situation becomes even more complicated if
the hyperne atomic structure is taken into account [194, 195]. In this case, it becomes
necessary to specify the scattering channel which determines an eective U for a given
hyperne structure.
Nevertheless, one can address the question about additional eects that are induced by
long-range interactions e.g. investigating dipolar gases. Due to the Pauli principle, in order
to observe long-range eects the strength of the dipolar interaction has to be comparable
with the Fermi energy. Such systems have been realized experimentally [196] and studied
theoretically [197{202]. At T = 0 phases such as singlet-super
uid, charge density wave
and supersolid were found to appear at zero temperature [203].
6.2 Disorder
In the Fermi-Hubbard model given in Eq. (6.1) an additional term accounting for an ex-
ternal potential is included. In the chapter 3.1.1 on the Bose-Hubbard model this external
potential we considered a parabolic trap, which is commonly applied in experimental se-
tups to conne particles within an optical lattice. Such traps are also present in ultracold
fermionic experiments and lead to a spatially varying local density, analogous to bosonic
case. The questions to address are, whether ordered phases still form in conned systems
and what their in
uence on long-range order is. Those topics have been studied theoret-
ically [204{208] and experimentally [209{211]. It was found that antiferromagnetic order
is stabilized in the regions where the system is approximately half-lled but although for
particle densities away from half-lling [208].
Potentials additional to the homogeneous lattice structure, on which we focus in the
fermionic part of this thesis, are disorder potentials. Disorder is naturally present or
can be articially introduced in condensed matter as well as in ultracold systems. The
known disorder sources in condensed matter are position displacements, vacant lattice
positions and defect atoms. The latter substitute the native lattice atoms and lead to
local disturbances of the homogeneous potential. Sometimes disorder is implemented in
a controlled way such as doping of semi-conductors. Here, the so called impurities lead
to additional charge-carriers and states within the band gap and enhance the transport
properties. Optical lattices are articially pure systems whose potentials can be distorted
e.g. by a superposition with an external laser eld. In Sec. 6.2.2 possible disorder types
and their realization in optical systems are explained.
In this chapter we will introduce features of disordered systems such as the concept of
Anderson localization, an insulating quantum phase caused by disorder, its identication,
and last but not least the implementation of disorder in ultracold gases.
6.2.1 Anderson localization
Non-interacting Fermions
In his paper 1958 [39] Anderson suggested that localization of non-interacting electrons
may appear as a consequence of elastic scattering of quantum particles on impurities al-
though classical physics predicts no connement. This work stimulated later investigations6.2. Disorder 119
on disordered electronic systems. Anderson's primary interest was the transport of non-
interacting electrons and spin diusion. The Anderson model describes a lattice with
nearest-neighbor hopping and random on-site energies. By solving the Hamiltonian by
means of a perturbation expansion in powers of the tunneling strength, he demonstrated
that electronic eigenstates become localized for suciently strong disorder or near band
edges. The corresponding electronic wave functions were found to decay exponentially
with distance from the localization site [39], which is the site with the maximal amplitude.
The corresponding characteristic length scale is called localization length . If all states
are localized the system becomes an insulator which is called Anderson insulator in honor
of Anderson.
The eect of disorder depends strongly on the dimensionality of the system. In their
review paper in 1961 [212] Mott and Twose gave a rst proof that in one dimension every
nite disorder strength leads to global localization4. A similar eect was recognized by
means of linear response theory and scaling theory later in 2D systems. In contrast, in 3D
lattices a critical disorder strength was found, which has to be exceeded to drive a system
from the metallic into an insulating phase [61, 215]. For weak disorder in 3D away from
the band edges, the physics is, however, well described by common theories of metals and
strongly doped semiconductors in which disorder induces transitions within Bloch waves
in an energy band [216].
The fundamental reason for the localization of particles, as pointed out by Anderson in
[39], is the coherent scattering of wave functions on impurities. The resulting interference
eects induce spatial connement of wave functions. In 1D there exist only 2 types of
scattering processes: the forward scattering, if the chirality of the fermion is conserved
and the particle continues its tunneling process in the same direction, and the backward
scattering, if the particle is re
ected from the impurity potential contrary to the original
direction of motion. One can show [213, 214] that forward scattering has no eect on
the conductivity at all and only backward scattering gives rise to localization. Fig. 6.2
illustrates the density distribution of a wave function in a disordered 1D system. In higher
dimensions by varying the scattering angles, dierent momenta exchanges and scattering
directions can be realized such that no comparable classication can be done. Still, the
interference of the wave function with itself as a result of scattering processes aects the
transport and, depending on the disorder strength and dimensionality, induces localization.
The concept of wave function localization originates in early considerations of return prob-
ability by Anderson. This return probability indicates the likelihood of a particle to return
to the initial site when propagating in an innitely large disordered lattice. Being in a
localized state, a particle initially situated at site 0 has a nite probability to return to its
original place, while for an extended state the probability vanishes
lim
t!1
P0!0(t)
(
> 0 localization;
= 0 delocalization:
(6.13)
Intuitively this behavior can be explained based on scattering arguments. As mentioned
above, scattering processes induce the pinning of the wave function. If the pinning leads to
a density distribution conned to a certain nite area, there is a nite probability of a par-
ticle to be at a site i corresponding to the absolute square of the wave function. Otherwise,
4 The localization length in 1D was found to be of the order of the mean free path. Exact solutions can
be found in [213, 214].120 6. Strongly correlated fermions
Figure 6.2: (a) Illustration of a particle density distribution in a disordered 1D system. Wave
functions undergo scattering on impurities (black dots) which results in charge density wave
formation. (b) Possible particle trajectories (red line) in space-time. Scattering processes on
disorder potentials lead to pinning of the wave functions to impurities conning the possible
particle tunneling paths in space. Columns indicate time-independent positions of impurities.
if the wave function remains delocalized, j ij2 scales on average inversely proportional to
the total site number5. In innitely large systems this results in a vanishing probability
for any position i.
The realization that Anderson localization is purely based on scattering of (matter)waves
attracted the attention of wave physicists to disorder phenomena. The interest was in-
creased by the fact that, compared to electronic systems, in photonic samples localization
can be experimentally investigated in the absence of interaction eects. In analogy to
electronic systems, localization of waves is traced back to interference between multiple
scattering paths. In several experiments localization was observed for sound waves [217],
microwaves [218, 219] and light waves [220{222].
Competition between disorder and interactions
Including interactions in disordered systems is a challenging task from the theoretical point
of view. If weak interactions are investigated, the electrons can still be considered as well
described by the Fermi liquid theory as long as the disorder strength is small and the
localization length large. However, this approach breaks down already for intermediate
disorder strengths [223{226]. Moreover, contrary to 2D and 3D systems, where interactions
larger than a certain critical value are needed to induce a metal-Mott insulator transition,
in 1D there exists no limit of weak interactions.
The physics resulting from the simultaneous presence of both eects is not yet fully under-
stood. Although interaction and disorder both lead to metal-insulator transitions, their
action is competing. In a repulsively interacting system the potential energy is minimized
when particles localize on separate lattice sites, which leads to a uniform density distri-
bution. In contrast, the pinning of particles induced by disorder localizes wave functions
to a few randomly distributed lattice sites. Various investigations demonstrated how this
interplay aects systems. For a semi-elliptic density of states in high dimensions the pres-
ence of both disorder and interaction was found to lead to a disordered metal surrounded
by an insulating phase. The latter consisted of Anderson and Mott insulators continuously
connected with each other [44, 58]. Since in the rst studies of non-interacting, weakly
5This behavior follows from the normalization factor 1=
p
L contained in every extended state.6.2. Disorder 121
interacting, as well as strongly interacting 2D systems [62, 63, 216] only insulating regions
were found, it was believed for a long time that a metallic phase cannot occur. However,
theoretical studies via renormalization group [60, 224] involving N 
avors of electrons
predicted the existence of a quantum critical point, at which a metal-insulator transition
takes place in 2D. This prediction was conrmed experimentally in silicon metal-oxide-
semiconductor eld-eect transistors (MOSFET's) [52, 227]. In 1D fermionic systems the
situation remains controversial [55, 228].
Anderson-Hubbard model
A random potential V (r) introduced by impurities can be written in a good approximation
as
V (r) =
X
i
fi(r   ri):
Here, the function fi represents the particular potential form of a single impurity and ri its
position in the lattice. Commonly, the impurity potential is considered to be short-range
such that one can approximate further fi(r   ri) = "i(r   ri). A disorder potential is
thus characterized by the potential "i of a single impurity and the impurity density. The
on-site energies "i are random variables which obey a probability distribution function
(PDF) Pf"ig("1;:::;"N). If the single potentials do not depend on each other the disorder
is uncorrelated and each single random value "i possesses the same PDF P"(")  P("),
such that
Pf"ig("1;:::;"N) = [P(")]
N : (6.14)
The strength of a disorder potential, denoted by a new parameter D, is proportional to the
standard deviation of the PDF. It is an important energy scale, whose competition with
interaction and tunneling energy may lead to a quantum phase transition. Thus, in the
real-space representation correlations between on-site potentials on dierent sites vanish
and
hV (r)V (r0)i  (r   r0):
This is an important theoretical simplication which, however, is not always given in ex-
periments. Especially in ultracold gases, where the system is intrinsically pure, disorder
has to be added to the system articially. Here, the experimentalists have to face the
obstacle of creating true randomness in a controllable systematic way, which often leads to
nite correlations in realized disorder potentials. Optical potentials with a nite correla-
tion length of several lattice spacings are called quasi-periodic and represent intermediate
systems between homogeneous and fully disordered [43, 229]. The best realization of an
uncorrelated disorder constitute speckle potentials (see Sec. 6.2.2).
Given the disorder potential V (r) =
P
i "i(r   ri) the eld representation of the corre-
sponding Hamiltonian part reads
Hdis =
Z
dr ^ 	y(r)V (r)^ 	(r) =
X
k;l
Z
dr!(r   rk)^ c
y
kV (r)!(r   rl)^ cl
=
X
k;l
Vkl^ c
y
k^ cl : (6.15)
In the derivation we used the fermionic eld operators obeying anticommutation relations
f^ 	(r); ^ 	(r0)g = 0; f^ 	y(r); ^ 	y(r0)g = 0; f^ 	(r); ^ 	y(r0)g = (r   r0);122 6. Strongly correlated fermions
and their Wannier representation in the lowest band approximation (compare with Eq. (3.24))
^ 	(r) =
X
l
!(r   rl)^ cl :
The parameter Vkl in Eq. (6.15) is
Vkl =
Z
dr!(r   rk)V (r)!(r   rl)
=
X
i
Z
dr!(r   rk)"i(r   ri)!(r   rl)
=
X
i
!(ri   rk)"i!(ri   rl):
In suciently deep lattices the Wannier functions are strongly localized such that the
major contribution to the sum comes from the on-site terms k = l = i. Additionally, since
the Wannier functions are normalized
R
drj!(r ri)j = 1, in deep lattice potentials we can
approximate their form by delta functions such that in the localization center j!(ri)j  1.
With this assumptions we get
Vkl =
X
i
!(ri   rk)"i!(ri   rl)

X
i
"ikl :
Finally, the disorder potential part of the Hamiltonian (6.15) becomes
Hdis =
X
i
"i^ ni :
In the special case of random on-site potentials, the homogeneous Fermi-Hubbard Hamil-
tonian given in Eq. (6.12) combined with Hdis is called Anderson-Hubbard Hamiltonian
and reads
^ H =  
X
hiji;
tij(^ c
y
i;^ cj; + h:c:) +
X
i
Ui^ ni;"^ ni;#  
X
i;
(   "i)^ ni; : (6.16)
Hopping and interaction matrix elements, i.e. tij and Ui, are lattice dependent. Since the
Wannier functions, on which the calculation of tij and Ui is based, depend on the lattice
depth and thus on random potential on-site osets, tunneling and interaction strength
become random variables as well, see Fig. 6.3. In this case the system contains diagonal
("i and Ui) as well as o-diagonal (tij) disorder. Nevertheless, as a rst approximation
one can assume tij  t and Ui  U. Depending on the particular disorder type, this
supposition is a good or a rough approach (see Sec. 6.2.2).
Compared to the homogeneous Hubbard model, the Anderson-Hubbard model is more
complex since the translational symmetry is lost due to the randomness. Hence, similarly
to the Fermi-Hubbard Hamiltonian, no general analytic exact solution exists so far.
6.2.2 Types of disorder
Due to the opportunity to measure in-situ atomic density proles [116, 118], the control
over inter-atomic interactions, the implementation of any spatial dimension and potential6.2. Disorder 123
Figure 6.3: Tunneling and interaction in a disordered lattice. The potential osets lead
to shifts in the on-site spectra which reduce the tunneling between neighboring sites. Thus,
the most probable hopping matrix element tij from site 1 to site 2 is smaller than between
sites 2 and 3. The steeper the on-site potential the more localized are the Wannier functions.
Functional dependence of the interaction matrix element on the Wannier states Eq. (3.57)
leads to enhancement in the Coulomb repulsion. Therefore, in the illustration the most likely
interaction strength Ui at site 2 is larger than at site 3.
landscape [117], ultracold quantum gases are well suited to be a toy model for studies
on homogeneous Hubbard-type systems. Besides these advantages a unique possibility to
design perfectly controlled disordered samples attracted the attention of the atomic gases
community to the issue of Anderson localization [40, 230, 231], which can be investigated
without accounting for additional eects like phonon processes [55]. In this section we will
give a brief overview on the most common disorder types used in theory and/or experiments
with ultracold gases. Although an implementation of a precise probability distribution is
possible only in tunable optical lattices, dierent kinds of disorder and corresponding
investigations serve as simulators for disordered solid matter, where the exact shape of the
impurity potential is not known.
Before we proceed with an introduction of dierent disorder realizations, we would like to
mention the dierent categories they can be divided into. One classication relies on the
values the on-site energy osets can take on. If their amplitudes are limited to some values
or a certain closed energy interval the disorder is called bounded. If no such restrictions
exist the disorder is unbounded. A further distinction concerns the possible oset values.
One distinguishes between continuous and discrete distributions. While in the case of
continuous disorder the probability for any value within an energy range is nite, discrete
distributions allow only limited xed values while the probability for the other energies is
zero.
Although all kinds of disorder induce localization of matter waves - Anderson localization -
in a certain parameter regime depending on the type of the given distribution the predicted
phenomena can dier qualitatively.124 6. Strongly correlated fermions
Box disorder
The box disorder is the most common used disorder type. It owes its name the constant
probability distribution function in a xed energy interval (see Fig. 6.4 (a)). For this kind
of disorder the on-site energies "i are random variables, each distributed independently
according to
P("i) =
1
2D
(D   j"ij); (6.17)
where  is a Heaviside function and D is the disorder strength. Since the values for "i
are restricted to the range [ D;D] this disorder is continuous and bounded. In the limit
D ! 0 the homogeneous system is obtained. Up to now the box disorder has not yet
been realized in experiments, however, it is widely used in theoretical investigations. It
can serve to get a rst grasp on disorder physics before specic distributions are applied
in order to obtain more quantitative predictions.
The special feature of this disorder model is that oset amplitudes average out: h"ii = R
d"iP("i)"i = 0. In this case we can assume site independent U and t in the Anderson-
Hubbard Hamiltonian (6.16) to represent sample averaged matrix elements. This approx-
imation is most accurate for this disorder type.
Speckle disorder
A speckle disorder is created by superimposing an optical speckle eld onto the homoge-
neous optical lattice. The speckle eld is created by a laser beam which is scattered by
a diusive plate leading to a spatially distributed random intensity pattern. Superposi-
tion of a homogeneous potential laser eld with a disordered one leads to the formation
of a speckle-disordered optical lattice. For the rst time a precise control over this kind
of disorder was realized in Florence [232]. However, a correlation length of 10 m was
appropriate for investigations of disorder eects in microtraps but too big to be assumed
uncorrelated for optical lattices, where the lattice constant is 532 nm. A signicant en-
hancement of the disorder length scale up to 570 nm was achieved within experiments in
the group of DeMarco [233].
A statistical analysis of the scattering processes yields the probability distribution func-
tion of the resulting light intensity pattern [234]: P(I) = 1
hIi exp( I=hIi)(I), where
(I) corresponds to the Heaviside function and hIi is the averaged light intensity. It is
important to note that this distribution allows for innite on-site energy values although
their probability is exponentially small. Of course, in experiments the laser intensity is not
tunable to innitely large values, thus, the given analytical expression corresponds to the
best approximation of experimental conditions. Since the lattice potential (lattice depth)
experienced by an atom is proportional to the laser intensity (see Eq. (2.15)), the PDF
describing disordered on-site energies is identical to the resulting distribution P(I) in [234]
and is given by
P("i) =
1
D
exp( 
"i
D
)("i): (6.18)
D denotes the disorder strength and is proportional to the speckle eld strength [235].
Varying the speckle laser intensity, the disorder strength can be tuned to a desired value.
The speckle disorder belongs to the class of unbounded continuous disorder, the PDF is
shown in Fig. 6.4 (b).
Quasi-periodic disorder
In experiments this type of disorder is realized by image projection of a randomly struc-
tured substrate onto a periodic optical system [236] or follows from a superposition with a6.2. Disorder 125
Figure 6.4: Probability distribution functions of the on-site energies for dierent disorder
types. (a) In case of a box distribution the random on-site energies are equally probable
and restricted to the range [ D;D]. (b) For speckle-disordered lattices energy shifts can
take all (positive) values since this type of disorder is unbounded. The corresponding PDF,
however, declines exponentially with increasing "i. (c) When binary disorder is implemented
on-site osets can take only two possible discrete values. Their occurrence corresponds to the
impurity ratio/concentration in the sample.
second weaker lattice with non-commensurate spacing6 [43, 237, 238]. The resulting lattice
potential landscape (compare with Eq. (2.21)) becomes
V (r) = Vlat;0 cos2(kr) + V2

cos2(k1r) + cos2(k2r)

;
where Vlat;0 and V2 denote the strength of the original homogeneous and added non-
commensurate potentials respectively. Correspondingly, the wave vectors k and k1;k2
refer to the original and supplementary laser beams, whereby k1 = k2 6= k. The pseudo-
randomness is given by the ratio k1=k. The on-site energies are calculated from the lattice
potential via
"i =
Z
dr!(r   ri)V (r)!(r   ri);
where !(r   ri) denote the Wannier functions. The strength of the disorder is controlled
by the intensity of the second laser and allows continuous disorder amplitudes. Since
the maximal energy oset is obtained when the maxima of both standing laser waves
are superimposed and the minimal when both lasers interfere destructively, the possible
amplitudes are bounded. However, since the realization is experiment-specic no uniform
expression for the PDF exists. Nevertheless, a measurement of relative disorder osets is
possible and given as a histogram in [43].
In such quasi-periodic lattices the correlations of disorder potentials at nearby sites are
nite. This leads to diculties in the detection of localization due to compensation eects
of inter-particle interactions, which become negligible only in the limit of weak correlations.
In case of weak interactions, however, Anderson localization was predicted to appear also
in correlated disordered systems [236].
6Such lattices are also referred to as bichromatic.126 6. Strongly correlated fermions
Binary disorder
Binary disorder is created when additionally to a condensate, which has to be investigated,
a second atomic species is loaded into a lattice and its degrees of freedom are subsequently
eliminated or reduced such that particles become (almost) trapped on random lattice sites
[154, 160]. The main species experiences a random potential mediated by the inter-species
interactions. For the mobile species facing spatially varying interactions is equivalent to
being in a lattice with distinct randomly distributed on-site potentials. Thus, the disorder
strength can be adjusted via Feshbach resonances, which control the scattering length.
The corresponding PDF of binary disorder is
P("i) = c("i +
D
2
) + (1   c)("i  
D
2
);
where c represents the fraction of sites occupied by impurities and 1 c are the empty sites.
In analogy, in solid matter the occupation fraction c corresponds to the impurity concen-
tration. The disorder strength is proportional to the inter-species interaction strength in
the weakly interacting regime. Contrary to previously discussed continuous disorder types,
here the on-site energy can take only two values representing an impurity atom present at
a lattice site i or not. The distribution is bounded and discrete, the corresponding PDF
is shown in Fig. 6.4 (c).
Depending on the properties of added impurities one diers quenched and annealed dis-
order types. In case of quenched disorder the parameters characterizing the species, e.g.
their positions, are time independent. Thus, each experimental measurement corresponds
to a xed disorder conguration and statistics based on dierent samples are required.
Contrary, for annealed disorder the impurity atoms are allowed to change their position
in time on a time scale larger than the dynamics of the original atoms. Consequently,
within one experimental setup dierent congurations are created which implements an
intrinsic averaging over various disorder samples. The main challenge in an experimental
realization constitutes localization of impurities without simultaneous mobility reduction
of the dynamic atoms.
6.3 Quantum phases
The Hubbard Hamiltonian was introduced to describe correlated fermionic systems in a
lattice. By construction, the model characterizes the system depending on the interaction
to tunneling ratio U=t and the lling. The kinetic term preferring to delocalize fermions
over the lattice competes with the interaction term, which localizes fermions to lattice
sites. Thus, at zero temperature the ground state displays either properties of delocalized
(metallic) phase or of localized (insulating phase) particles. The transition between the
two phases is triggered by the strength of the corresponding matrix elements.
In contrast to Bose-Hubbard Model, in the Fermi-Hubbard Hamiltonian the correlations
in
uence the higher dimensional systems7 less than one-dimensional lattices [239]. The
reason is the absence of the long-range order in 1D [240]. In 2 and 3 dimensional systems
the interactions have to exceed a critical Uc to induce a Metal-Mott insulator transition,
whereas in 1D the metallic phase appears only at U = 0 [241]. Since an analytic solution of
the Hubbard model exists up to now only for 1D systems [215, 241], in higher dimensions
only approximative numerical calculations yield the phase diagrams.
7Throughout this section higher dimensional systems refer to 2D and 3D.6.3. Quantum phases 127
Figure 6.5: Classication of metallic and insulating phases based on band lling. If the lling
of the highest occupied band is not commensurate (the chemical potential is within the band
but not in the center) a material shows metallic properties. If the band is half-lled, i.e. every
energy level is singly occupied by a fermion, a Mott insulator is formed in some materials.
Here the Mott gap  U appears subdividing the original band into upper and lower Hubbard
bands. When the chemical potential reaches or exceeds the top edge of the band a material
becomes band insulating.
In this section we would like to give a brief overview over the phases of the homogeneous
Fermi-Hubbard model regardless of the dimensionality. In particular, phases such as Metal,
Mott insulator and band insulator will be characterized based on experimentally and/or
theoretically accessible observables rather than critical parameters at which the transitions
take place.
6.3.1 Insulators: Mott and band
Based on the non-interacting or weakly interacting electron picture rst theoretical dis-
tinctions [242{244] between metal and insulator were introduced based on the lling of the
bands: the energetically highest band is completely lled up with electrons in insulating
materials and only partially in case of metals, see illustration Fig. 6.5. Equivalently, if the
chemical potential lies within the band gap a material is in the band-insulator phase. Vice
versa, if the chemical potential is within the band the systems show metallic properties.
Although the band theory successfully explained many materials, it failed to predict van-
ishing conductivity in d-electron transition-metal oxides [245]. The latter show insulating
behavior for a partially lled conduction band which, referring to the previous theories, is
supposed to be metallic. In 1937 Peierls was the rst to mention that repulsive Coulomb
interactions between electrons could prevent them from moving [183]. This idea pointed
out the importance of correlation eects and opened the new research eld of strongly
correlated electrons. The most important theoretical explanations were provided by Mott
[212, 246, 247] in whose honor this state is called Mott insulator. He explained insulating
behavior based on a correlation-induced gap arising in the half-lled conduction band once
all states within a band are singly-occupied. To populate the already occupied state with
an additional electron the Coulomb repulsion has to be exceeded. This leads to a sepa-
ration of the conduction band into two bands: a band originating from singly-occupied
states and the energetically higher band of doubly populated sites, see Fig. 6.5. If the
chemical potential lies in the energy gap between these bands the Mott insulator is cre-
ated. Further studies of the phase and the phase transition revealed intricate properties.
More evolved investigations of charge and spin 
uctuations demonstrated mass-divergence
and carrier-number-losses occurring at phase transitions which are in detail explained in
[184].128 6. Strongly correlated fermions
6.3.2 Spectrum
The dierent phases are commonly discussed based on the excitation characteristics of a
system. A single-particle excitation of a system has its origin in adding or removing a
particle with momentum q and energy E(q) 8. This is best described by the single-particle
spectral function (q;!), which gives the probability to nd an energy level at a frequency
! with a momentum q occupied. It is important to note that only in free-electron systems
individual excitations are real electrons, in weakly interacting systems the concept of quasi-
particles - such as electrons dressed by 
uctuations - is common [250]. The quasi-particles
have a well-dened relation between frequency and momentum, ! = E(q), although the
interacting dispersion E(q) is often not known explicitly. A frequently used theoretical
approach to obtain electronic band structures is density functional theory (DFT) [251{253].
On the experimental side the angle-resolved photoemission spectroscopy (ARPES) allows
the measurement of the band structure of a solid surface. Scattering of electrons via an
angle-dependent beam of photons provides information about the energy and momentum
distribution of extracted electrons.
Unlike in isolated atoms or molecules, in condensed matter the spectrum is not discrete
but continuous, since the overlapping electronic orbitals of lattice ions lead to a band
structure in the thermodynamic limit. Thus, a number of states may be available at every
energy within a band, which is described by the density of states (DOS). In homogeneous
systems, a high DOS indicates a large number of states accessible at a given energy, a
vanishing DOS signals that no states exist, which marks a band gap.
Since the DOS characterizes the entire lattice, spectral contributions from impurities, lat-
tice defects etc., are averaged. A local spectrum is referred to as local density of states and
contains eects originating from the hybridization with direct neighbor-sites. Hence, inho-
mogeneities can lead to the formation of local or spatially limited additional energy states
in the thermodynamic limit, which in consequence of the averaging, do not appear in the
DOS but are visible in the LDOS [254, 255]. This property of the local spectrum becomes
important for the identication of the Anderson localized phase as will be discussed later
in this section. In homogeneous systems DOS and LDOS are identical.
Green's functions
The mathematical denition of the local spectral function is given in terms of the retarded
Green's function. In the following we will only give a brief overview of necessary terminol-
ogy. Details of the Green's functions formalism can be found in [78, 256]. The retarded
fermionic Green's function is dened:
Gij;(t) =  i(t)hf^ ci;(t);^ c
y
j;(0)gi;
where the operator ^ ci;(t) annihilates a fermion at site i at time t which was created by
operator ^ c
y
j;(0) at site j for t = 0 and curly brackets indicate the anticommutator. Here,
the expectation value is calculated in the grand canonical ensemble, which for an arbitrary
operator ^ A is
h ^ Ai =
1
Z
Tr[e (H  ^ N) ^ A];
8There exist other excitations such as plasmons or sound excitations, which describe a collective response
of the system to a disturbance. However, since this is not the topic of this thesis, we refer to further literature
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with the Hamiltonian of the interacting system H,the grand canonical partition function
Z = Trexp[ (H    ^ N)] and the inverse temperature  = 1=kBT. Evaluating the trace
in the complete eigensystem of the grand canonical potential fEn;jnig and performing the
Fourier transformation leads to the Lehmann representation of the Green's function
Gij;(!) =
1
Z
X
n;m
hnj^ ci;jmihmj^ c
y
j;jnie En e(En Em) + 1
!   (En   Em) + i
; (6.19)
where  = 0+. From this representation it is clear, that the Green's function has poles at
the excitation energies of the system. The corresponding local spectral function is dened
as
i;(!) =  
1

ImGii;(!) (6.20)
(6.19)
= lim
!0
1
Z
X
n;m
hnj^ ci;jmihmj^ c
y
i;jnie En

e(En Em) + 1
 
(!   (En   Em))2 + 2
=
1
Z
X
n;m
hnj^ ci;jmihmj^ c
y
i;jnie En

e(En Em) + 1

(!   (En   Em)):
An excitation is possible only if the excitation energy matches an electronic transition.
Poles of the spectral function mark such frequencies. Correspondingly, the DOS is obtained
as the arithmetic average over the on-site spectra:
hi;(!)ia  a;(!) =
1
L
L X
i
i;(!): (6.21)
Localized and delocalized states
Dierences between the LDOS and the DOS of the system appear when potential inho-
mogeneities are present. To analyze the spectral features of a disordered system in more
detail we have to draw our attention to the spectral representation of the Green's function
Eq. (6.19). Since our further investigations will be concentrated on the zero temperature
regime, we perform the following discussion in the T = 0 limit. Using the resolvent opera-
tor 1=(z   H) for a system described by a Hamiltonian H the local Green's function9 can
be written as
Gii(z) = hij
1
z   H
jii; (6.22)
where z = !  i, depending on whether a retarded or advanced Green's function is
required. Given the non-degenerate eigensystem of the Hamiltonian fjni;Eng, inserting
the unity matrix
P
n jnihnj into Eq. (6.22) yields
Gii(z) =
X
n
hijnihnjii
z   En

X
n
fn
z   En
: (6.23)
Here fn = hijnihnjii represents the absolute square of the overlap of the eigenstate jni
with the Wannier state jii. For simplicity the index i is dropped from fn.
Localized and extended states can strictly only be distinguished in the innite system, i.e.
in the limit L ! 1. The number of states increases linearly with the total number of
9The resolvent operator representation is not restricted to local descriptions, the corresponding general
Green's function reads Gij(z) = hij
1
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lattice sites and hence also the number of summands in the Eq. (6.23). If the eigenstate
jni is delocalized, there is a nite contribution on every site which decays  1=L due to the
normalization factor of the wave function 1=
p
L. Thus, as L ! 1 the number of summands
growth to innity and the contribution of every new summand, also small, remains nite.
On the other hand, if the state jni is localized the corresponding wave function decays
exponentially away from the localization maximum [39]. Hence, fn  expf 2jrn  rij=ng
with rn pointing at the site of the localization center of the eigenstate, jrn  rij indicating
the distance between the localization maximum and any arbitrary site i and n being
the localization length. In the limit L ! 1 the factors fn tend to well dened values
f1
n since new summands correspond to additional sites situated further away and lead to
exponentially small contributions. This dierences in the properties of fn for L ! 1 can
be used to distinguish between localized and extended states as we will see next.
The return probability introduced in Sec. 6.2.1, which is dened as the probability to nd
a particle initially located at site i at time 0 later at time t at the same site, is given by
[257]
Pi!i(t) = ji(t)j2 = jGii(t)j2 ; (6.24)
where ji(t)j2 is the amplitude of the single-particle wave function at site i resulting from
the wave function expansion in the Wannier basis j (t)i =
PL
j=1 j(t)jji. Following the
derivations in [257] one can show that
lim
t!1
Pi!i(t) = lim
!0


Z 1
 1
d! Gii(! + i)Gii(!   i): (6.25)
The value of this integral, vanishing or nite, depends on the analytical properties of the
Green's functions and distinguishes delocalized from extended states.
The integration along the real axis
R
d! in Eq. (6.25) can be expanded to the complex
plane
R
dz:
The black dots indicate the singularities of the retarded and advanced Green's functions
and green and red lines the two dierent integration paths, where
Z
c0
g(z)dz = lim
R!1
Z R
 R
dz g(z); (6.26)
Z
c1
g(z)dz = lim
R!1
Z 
0
dg(Rei); (6.27)
Z
c2
g(z)dz = lim
R!1
Z 
2
dg(Rei); (6.28)
with g corresponding to the integrand of the Eq. (6.25). Cauchy's residue theorem [258]
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closed path c in the clockwise direction which does not lead through any of the points fang
is given by the sum of residua, namely
I
c
f(z)dz = 2i
X
n
Res(f;an); (6.29)
whereby the sum is taken only over an enclosed by the path c. A residue of a function
with a simple pole at a can be calculated as follows:
Res(f;a) = lim
z!a(z   a)f(z): (6.30)
Applying Cauchy's theorem to the integration over the green and red paths respectively
leads to
2i
X
n
Res(g;i + En)
(6.29)
=
I
green
g(z)dz =
Z
c0
g(z)dz +
Z
c1
g(z)dz ;
 2i
X
n
Res(g; i + En)
(6.29)
=
I
red
g(z)dz =
Z
c0
g(z)dz +
Z
c2
g(z)dz :
The minus sign in the last line is due to the anticlockwise integration. The sum over both
integrals simplies to the original integration along the !-axis
2i
X
n

Res(g;i + En)   Res(g; i + En)

=
I
green
g(z)dz +
I
red
g(z)dz
= 2
Z
c0
g(z)dz +
Z
c1
g(z)dz +
Z
c2
g(z)dz
= 2
Z
c0
g(z)dz  2
Z 1
 1
g(!)d! (6.31)
due to the symmetry of the integrand used in the step from the second to the last line
Z
c1
g(z)dz +
Z
c2
g(z)dz
(6.27);(6.28)
= lim
R!1
Z 
0
dg(Rei) +
Z 
2
dg(Rei)

= lim
R!1
Z 
0
dg(Rei)  
Z 2

dg(Rei)

= 0:
This means that the value of the integral in Eq. (6.25) and with it the return probability
can be traced back to the residua of the Green's functions. The latter are calculated as
follows
Res(g;i + En) = lim
z!i+En
(z   (i + En))g(z)
= lim
z!i+En
(z   (i + En))Gii(! + i)Gii(!   i)
=
f2
n
2i
and
Res(g; i + En) = lim
z! i+En
(z   ( i + En))g(z)
= lim
z! i+En
(z   ( i + En))Gii(! + i)Gii(!   i)
=  
f2
n
2i
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Figure 6.6: Eect of disorder on the density of states. (a) A sketched 3d DOS for a homo-
geneous system. (b) Weak disorder leads to formation of exponentially decaying band tails.
The states within this edges are localized (blue area) and well separated from the delocalized
(white area). The critical frequency, called mobility edge, indicates the border between the
both. (c) Further increase of disorder strength shifts the mobility edges to the center of the
band. (d) If D exceeds the critical disorder strength upper and lower mobility edges meet
at the band center and all states become localized. The system is in the Anderson localized
phase.
Putting these results into Eq. (6.31) leads the expression for the integral
Z 1
 1
g(!)d! =


X
n
f2
n : (6.32)
Finally, inserting Eq. (6.32) into Eq. (6.25) we derived the expression for the return prob-
ability based on the denition of the Green's function
lim
t!1
Pi!i(t) = lim
!0
X
n
f2
n : (6.33)
Now, the importance of fn is obvious for the characterization of the state jni. For extended
states fn  1=L, as mentioned before, and consequently the summation vanishes in the
thermodynamic limit since
X
n
f2
n 
X
n
1
L2 =
1
L
L!1         ! 0:
Thus, when the states are delocalized the return probability vanishes in the limit of in-
nitely large systems. Contrary to localized states, where fn
L!1         ! f1
n whereby f1
n
become exponentially small for new jni appearing with increasing system size. With this
the sum
P
n fn converges and remains nite in the thermodynamic limit. This result
perfectly corresponds to the interpretation given by Anderson (cf. Eq. (6.13)).
At the same time referring to the denition Eq. (6.22), nite values of fn correspond to a
dense distribution of poles with nite residua classifying the corresponding local Green's
function as localized. On the other hand, extended states give rise to a branch cut in
Gii(!).
Contrary to 1D and 2D systems in 3D localized and delocalized states are present for
disorder strengths below a critical value. However, in the spectrum the localized states
are clearly separated from extended ones by a boundary Ec, which is called mobility edge
[259], see Fig. 6.6. In case of a degeneracy of states for any arbitrary energy level En6.3. Quantum phases 133
a coexistence of extended and localized states is impossible. The localized state would
immediately hybridize with the delocalized one which provokes delocalization. In one of
his fundamental publications [260] Lifshitz investigated in detail the structure of the energy
spectrum of elementary excitations in systems without spatial periodicity. He found that
disorder leads to broadening of the original energy band and that states with energy lower
than the band edge of the homogeneous system have to be stabilized by 
uctuations. The
latter produce an exponential decay in the density of states, see Fig. 6.6. The states
associated with these energy levels are localized [255]. With increasing disorder strength
also the energetically higher lying states become localized, which shifts the mobility edges
towards the band center. Above a critical value, disorder nally localizes all states and
the mobility edges merge in the band center.
6.3.3 Averaging
Up to now we have introduced the concept of spectral functions and pointed out the fea-
tures for localized and delocalized states, which appear as a consequence of inhomogeneities
in a lattice potential. However, when a problem with a random on-site potential is solved,
the result depends on the disorder conguration chosen initially. Since only predictions
from realization-independent results are meaningful, observables need to be averaged with
respect to the probability distribution of the disorder10.
Depending on the method used, this issue is solved in dierent ways: some methods like
R-DMFT (see Sec. 6.5.3) solve the problem for a set of disorder congurations and aver-
age over the observables afterwards, which makes sense when the method treats disorder
non-perturbatively. Dierently to this deterministic approach, an intrinsically statisti-
cal treatment is possible where the averaged correlation functions are incorporated from
the start and adjusted selfconsistently during simulations11, like in the replica method,
Keldysh technique or statistical DMFT [53, 261, 262]. Independent of the method of
choice, it is obvious that due to randomness of on-site energies all observables become ran-
domly distributed obeying probability distribution functions. Thus, to ensure an accurate
description of disordered systems one must account for the corresponding PDFs.
Probability distribution function
Since the results presented in this thesis concern mainly the spectral properties of a dis-
ordered system, we would like to explain the concept of PDF and averaging using the
local density of states i(!) dened in Eq. (6.20). The distribution of LDOS serves to
characterize spatial 
uctuations in the system.
In non-interacting homogeneous systems a delocalized single-particle eigenstate  
(0)
i with
an eigenenergy "0 is described by the PDF
(homogeneous system): P[i("0)] = (i   0);
where 0  i("0) = j 
(0)
i j2 denotes the density of states. Since in homogeneous lattices
the extended wave function is constantly spread over the entire lattice, the probability to
nd the local amplitude 0 is equal on every site which leads to a delta-shaped distribution
function as shown in Fig. 6.7.
10In experiment, a large sizes of systems lead to self-averaging, i.e. the small parts of the system can be
assumed as independent. Thus, in many cases, already few disorder realizations are statistically sucient.
11A widely used selfconsistent numerical approach for the PDF of local single-particle Green's functions
P[Gii(!)] was rst implemented by Abou-Chacra et al. [254] and is referred to as the local distribution
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Figure 6.7: Illustration of the probability distribution function of the local density of states.
A delta-distribution indicates a homogeneous system (D0 = 0) where a state at eigenenergy
"0 with the spectral weight 0 is delocalized and the corresponding wave function is homoge-
neously spread over all lattice sites. With increasing disorder strength the amplitude of the
wave function redistributes: scattering processes enhance the probability to nd a particle
within a certain area. This leads to the emergence of a tail in the distribution, re
ecting an
increased LDOS on a small nite number of sites. The maximum of the distribution is shifted
to values lower than 0 due to lower LDOS on the large number of remaining sites.
When the lattice potential is disordered the on-site energies on each site are shifted with
respect to each other leading to a reduced hybridization of states. Correspondingly, the
spectral weight of a state is spread unequally over a nite number of states and the PDF
broadens: few sites carry more spectral weight (the tail of the distribution) and the ma-
jority of sites less spectral weight (the maximum of the distribution, which is shifted to
i < 0). Finally, an Anderson localized state has a wave function whose amplitude is
maximal on few sites and decays exponentially else. Here, the most spectral weight is dis-
tributed among few sites whereby the rest of the lattice contributes only marginally. Thus,
when randomly choosing a site, the probability to nd exactly the localization center is
very low while a small amplitude of the wave function is very likely. The characteristic
corresponding probability distribution function has a long tail and a maximum at vanish-
ing i, as illustrated in Fig. 6.7. For two- and (2 + ")-dimensional systems, Altshuler et
al. [225] found that the LDOS distribution is of the Gaussian form with logarithmically
decaying asymptotic behavior and develops pure log-normal behavior when the Anderson
transition is approached. In 1D chains P[i(!)], was also shown to be of log-normal form
[263]
P[i(!)] =
1
p
22
1
i(!)
exp

 
(ln(i(!))   x0)2
22

;
where x0 and  are the mean and the standard deviation respectively. These analytic
predictions have been reproduced in numerical simulations for two- and three-dimensional
lattices of dierent types via the kernel polynomial method. Furthermore, the nite-size
scaling behavior of the LDOS's PDF has been shown to reveal the Anderson localization
[264].
Due to the asymmetry of the log-normal PDF, the most probable value has to be identied:
the typical value typ(!). This value characterizes the system and recovers the translational
invariance also in disordered lattices [48]. Furthermore, with increasing disorder strength
the localization rises and the typical value approaches zero, indicating a vanishing spectral6.3. Quantum phases 135
Figure 6.8: Illustration of LDOS probability density function characterized by arithmetic
and geometric means. The geometric average approximates the typical value of the PDF
best while the arithmetic average is displaced further away with increasing asymmetry in the
distribution.
weight of a state on most lattice sites. In principle, it is possible to obtain the LDOS PDF
via photoemission spectroscopy or by numerical calculations. However, the latter is very
demanding if the particles are interacting. Thus, an appropriate parameter is needed to
represent a disordered statistical ensemble.
Arithmetic average
The arithmetic average is commonly used to characterize a statistical distribution. It is
dened as
a(!) = hi(!;f"1;:::;"Lg)ia =
1
NL
N X
j=1
L X
i=1
P("i)i(!;f"1;:::;"Lgj); (6.34)
for a given set of N disorder congurations and L sites. However, a description of a system
based on arithmetically averaged values only is meaningful if during the time evolution the
full phase space is available to a particle. In such samples the system and corresponding
observables are called self-averaging. This is not always the case, as for example at the
transition to Anderson localization. The long tail of the distribution causes a shift in the
arithmetic average away from the most probable value. Since this asymmetry persists with
increasing disorder, the arithmetic average does not vanish, contrary to the typical value,
and therefore does not represent the properties of disordered ensembles accurately. Here,
the most probable value of the PDF does not coincide with the arithmetic mean given by
Eq. (6.34), see Fig. 6.8.
Since the arithmetic average describes the total density of states, this result indicates that
when the states are extended the LDOS is a continuous function of frequency in innite
systems and so is the DOS. However, for localized states the DOS remains continuous,
while the LDOS becomes discrete.
Geometric average
A more ecient approach than a full PDF calculation, and more reliable than the arith-
metic mean, is the typical medium theory (TMT) [54]. Within this method, an appropriate136 6. Strongly correlated fermions
parameter is dened which best approximates the most probable value typ(!) and shows
the same critical behavior at the Anderson transition as typ(!) { the geometric average.
The geometric average for one disorder conguration is dened by
hi(!;f"1;:::;"Lg)igeom = exp
 
1
L
L X
i
P("i)ln[i(!;f"1;:::;"Lg)]
!
=
h

P("1)
1 (!;f"1;:::;"Lg)  :::  
P("L)
L (!;f"1;:::;"Lg)
i1=L
:
In contrast to the arithmetic average, the values to be averaged over are multiplied and
an Lth-order root is taken subsequently. Consequently, this parameter is very sensitive to
localization, since as soon as the LDOS i(!;f"1;:::;"Lg) vanishes at even one site hiigeom
becomes zero. On the other hand, the arithmetic average vanishes only when all on-site
spectra vanish, which never occurs since every state always possesses nite spectral weight
within a system. Disorder simply leads to a redistribution of this weight among the lattice
sites. Thus, in order to identify the transition from delocalized to the Anderson localized
phase based on the PDF of the LDOS, hiigeom is a reliable parameter which represents
the typical value, as shown in Fig. 6.8. However, the numerical implementation holds
a couple of pitfalls resulting from nite energy resolution, such that a nite-size scaling
behavior rather than a proper value of hiigeom should be associated with localization.
A more detailed description of this problem in non-interacting systems was presented in
[265]. The scaling properties of the geometric mean in correlated systems are investigated
within this thesis in Sec. 7.
The averaging procedure also has to account for dierent disorder realizations. In this
thesis, the average over dierent disorder congurations corresponds to the arithmetic
average of geometric means, namely
g(!) =
1
N
N X
j
hi(!;f"1;:::;"Lgj)igeom
=
1
N
N X
j
exp
 
1
L
L X
i
P("i)ln[i(!;f"1;:::;"Lgj)]
!
(6.35)
=
1
N
N X
j
h

P("1)
1 (!;f"1;:::;"Lgj)  :::  
P("L)
L (!;f"1;:::;"Lgj)
i1=L
:
In some publications [266], however, the dierence between averaging over the system or
over the set of congurations is not emphasized and the geometric average is calculated as
(not true generally) g(!) = exp
0
@ 1
LN
L X
i=1
N X
j=1
P("i)ln[i(!;f"1;:::;"Lgj)]
1
A : (6.36)
For suciently large systems, this dierence does not play a role and the results of
Eq. (6.35) and (6.36) coincide. However, for small to intermediate systems, the nite
energy resolution compensated by articial spectral broadening masks the localization:
when the localization length  exceeds the system size L or becomes smaller than the
broadening, a state appears extended. Hence, only the scaling behavior of the system
size can reveal the true nature of a state. In contrast, averaging over disorder realizations
only reduces the statistical deviations. The expression (6.36), however, suggests equal6.3. Quantum phases 137
statistical meaning for both parameters, which can be misunderstood in the sense that the
number of sites and realizations can compensate each other and therefore can be treated
on equal footing. In this case a localized state may be incorrectly classied as delocalized.
6.3.4 Charge gap
For T = 0, the charge gap is dened as the energy dierence between a system with an
electron added and a system with an electron removed [241]
G = E(N + 1) + E(N   1)   2E(N); (6.37)
where E(N) is the many-body ground state energy for N particles. This observable can be
directly related to collective particle-hole excitations described by the conductivity if the
propagation of the particle is not correlated with that of the hole. Then this excitation can
be decomposed into its individual constituents: a particle in an excited state (compared
to the original conguration), which is related to a system with an electron added, and a
hole in the original ground state, which corresponds to a system with a particle removed.
Since, according to the previous discussion, nite conductivity indicates the existence of
electron-hole states energetically close to the ground state, the values E(N + 1), E(N)
and E(N   1) become equal in metallic phase and the gap vanishes. Vice versa, a nite
gap corresponds to a vanishing conductivity in an insulator.
Nevertheless, in this description two-particle processes, like e.g. the formation of a Cooper-
pair in a superconductor, are not included and the corresponding contribution to the
DC conductivity will be missed. Instead the gap in the one-particle excitation spectrum
would be mistakenly assigned to an insulating phase. At the same time, the existence of
excited states arbitrarily close to the ground state does not necessarily lead to metallic
behavior. As already mentioned in the criteria for a nite conductivity, excited states must
be spatially extended to carry charge through the entire system. To tie up to previous
discussions on spectra, the DOS has to be nite at the Fermi energy. Randomly distributed
but spatially localized states lead to a nite LDOS near the Fermi edge and thus to
a vanishing gap, but do not contribute to charge transport. Such systems are called
Anderson insulators (see Sec. 6.2.1).
At nite temperatures the denition Eq. (6.37) is no longer valid. However, for kBT < G
thermal excitations remain below the zero-temperature energy-gap barrier such that the
system remains an insulator. At higher temperatures the gap is smeared out or even
shifted, as is the case in semi-conductor optics [267].
Despite the discussed obstacles, a charge gap calculation is easy to implement numerically
and serves, in combination with supplementary observables, for quantum phase character-
ization.
6.3.5 Conductivity
Another observable used to distinguish a metal from an insulator is the electrical conduc-
tivity. Since this observable measures the response of the system to an external eld, the
characterization happens, strictly speaking, out of equilibrium. However, if small elds are
applied they can be treated as a perturbation such that the system can be considered to138 6. Strongly correlated fermions
be close to thermal equilibrium. By means of linear response theory [268] the correspond-
ing conductivity tensor is derived from an equilibrium current-current correlation function
h^ n
y
i()^ nj(0)i, which describes the propagation of a particle-hole pair in the lattice. For an
arbitrarily weak applied eld the latter is only possible if close to the Fermi level states
exist, which are extended over the system. A vanishing conductivity at T = 0 clearly
indicates an insulator and a nite conductivity value is the hallmark of metals [267]. Par-
ticularly, for exponentially localized states there is no DC conductivity. Since transport
can only occur between states of the same energy in the same neighborhood, for localized
states random shifts of energy levels produced by the on-site disorder prevent tunneling.
At nite temperatures thermal excitations lead to current transport even in zero-tem-
perature insulators and a distinction between\metal"and\insulator", strictly speaking, is
no longer possible. Experimentally, both are distinguished when the magnitudes of cor-
responding conductivities are compared, i.e. metals exceed the conductivity of insulators
by orders of magnitude. However, semimetals and semiconductors show comparable DC
properties at room temperature and can be classied as metal and insulator respectively
only at low temperatures. Thus, only in the limit T ! 0 this distinction is strictly possible.
A calculation of the current-current correlator, e.g. by means of the Green's function
formalism, is possible but also challenging due to electron-hole interactions. An easier way
to analyze the transport properties is based on single-electron excitations.
6.3.6 Compressibility
The compressibility is dened as:
 =
@n
@
(6.38)
and gives the variation of the particle density under the variation of the chemical potential.
An alternative formulation for T = 0 is based on the ground state energy
1
n2
=
@2e0(n)
@n2 ; (6.39)
with the ground state energy density e0(n) = E0(n)=L, total ground state energy E0 and
system size L. As depicted in Fig. 6.5, in insulating phases (band and Mott) the chemical
potential lies within the band gap where no states exist. If no states can be populated
changes of  do not lead to a change of the particle number. Thus, a vanishing compress-
ibility indicates an insulating regime. In the metal, however, the compressibility is nite.
Special attention must be paid to disorder dominated systems. Since irregular potential
osets on dierent sites lead to energetically randomly distributed local states, their (de-
)population via adjustment of the  is possible, which re
ects in a nite compressibility.
However, like in the case of charge gap, the spatial connement of wave functions pre-
vents macroscopic charge transport - one of the criteria for the existence of a true metal.
Hence, analyzing e.g. disordered systems via the compressibility alone leads to a wrong
classication of the Anderson insulator as a \metal".
Similar to the charge gap, this observable re
ects the single-particle properties of the
system and is therefore computationally less demanding to address than higher correlators.
In combination with observables clearly indicating the missing properties, such as the wave
function localization, the compressibility can be used to distinguish dierent quantum
phases.6.3. Quantum phases 139
6.3.7 Participation ratio and inverse participation number
The localization properties of a system can be quantied by means of the participation
ratio. Bell and Dean [269] have introduced this quantity for the rst time in 1970 for
non-interacting systems. For an eigenstate jii to an eigenvalue !i with the wave function
in the Wannier representation  j(!i), where j is the site index, the participation ratio
(PR) is given by
P(!i) =
1
L
PL
j=1 j j(!i)j4 : (6.40)
Additionally to P, a related quantity - the inverse participation number (IPN), is dened
as
I(!i) =
L X
j=1
j j(!i)j4 : (6.41)
The meaning of these quantities becomes apparent by a simple example. Suppose the
wave function corresponding to an energy level jii spreads over c lattice sites with equal
amplitude j j(!i)j2 = 1=c and vanishes elsewhere. Then the dened quantities are
localization: P(!i) =
c
L
I(!i) =
1
c
:
Thus, it is obvious that P(!i) gives the ratio of sites contributing to this state, whereas
I(!i) represents the inverse of the number of sites where a given state has a signicant
amplitude. In the thermodynamic limes limL!1 P(!i)  1=L vanishes and I(!i) remains
constant, since it does not depend on the system size. For a maximally localized state
(only on one site) the IPN becomes 1 which is the upper bound for this observable.
Rather than in this simplication, the interference of the particles, which bounds the wave
packet to a nite region, leads to an exponentially decreasing amplitude outside of this
region characterized by the localization length (!i). In this case I(!i) scales with the
system size. For periodic boundary conditions it is
exponential localization: I(!i) = I1(!i)coth[L=(!i)]; (6.42)
with I1(!i) = 1=(!i) (for a detailed calculation see App. G).
In a homogeneous system the single-particle eigenstates are delocalized and described by
plane waves  j(!i) = exp(ikirj)=
p
L in the Wannier representation, where ki denotes a
pseudo-momentum corresponding to the eigenvalue !i. Using this denition, PR and IPN
dened by Eq. (6.40) and (6.41) take on the values
delocalization: P(!i) = 1 I(!i) =
1
L
:
Thus, unlike for localized states, delocalization is indicated by a constant participation
ratio P(!i) , whereas the inverse participation number I(!i) vanishes as 1=L when the
L ! 1 limit is considered.
Thus, the scaling behavior with the system size gives insight into localization or delocal-
ization properties driven by disorder or interaction. Since both quantities characterize
localization equivalently, it is enough to analyze the system based on one of them. Unfor-
tunately, in the course of time, the naming of the observables has been mixed such that140 6. Strongly correlated fermions
for a unique identication the reader is encouraged to consider the given mathematical
denitions.
In an interacting system the IPN is dened as [59]
I(!) =
PL
i i(!)2
(
PL
i i(!))2 ; (6.43)
where i(!) is the local density of states dened in Eq. (6.20). Similarly to the non-
interacting case, in the thermodynamic limit the delocalized states are expected to lead to
a vanishing IPN, while in the localized phase the IPN remains nite for L ! 1.
As mentioned before, in disordered systems a mobility edge !c separates extended states
from localized ones in the energy spectrum. Generalizing the above example to any di-
mension D and taking the thermodynamic limit in a localized phase, one has P(!) ! 0
for ! ! !c. This implies that the single-particle state at ! = !c only extends over an
innitesimal fraction of the volume LD. However, since at !c the state  (!c) has to be
extended as well, it follows that the wave function has to be fractal. This issue is discussed
in more detail by Aoki [270]. The scaling of P and I as a function of the energy dierence
!   !c was calculated by Wegner within the non-linear sigma-model [271].
In non-interacting 1D systems localization is expected to occur at any nite disorder
strength [61, 215, 272] and the wave functions for all energies are supposed to be localized
in thermodynamic limit. For any nite systems the localization length (!) may exceed the
system size. Hence, only for system sizes that are several times larger than the localization
length an insulator can be distinguished from a metal. This property makes a careful
nite-size scaling of PR and IPN essential. Especially in the presence of interactions a
clear separation of interaction eects from nite-size eects is required.
6.4 Finite temperatures
The theory of quantum phase transitions is strictly applicable only in the T = 0 limit.
Likewise, the characterization of a metal and an insulator based on critical behavior of
appropriate observables fails at nite temperatures. For T > 0 thermal excitations lead
to a nite DC conductivity, which masks the true nature of the phase explored at T = 0,
and leads to a classication of materials in \good" and \bad" conductors. Instead of the
phase transition a crossover is observed [184], see Fig. 6.9.
Within this crossover regime one speaks of semi-metals and semi-conductors. Similarly to
a metal, in a semi-metal there exists no gap between the bands. However, the conductiv-
ity is based on the conduction and valence band crossing the Fermi level. Therefore the
density of states at the Fermi energy is very low and correspondingly the conductivity. In
the same way as in metals, the conductivity decreases with increasing temperature due to
phonon excitations interacting with tunneling electrons. In semi-conductors the charge-
gap separates conduction from the valence band, however the extend of the gap is smaller
than in normal insulators. Thus, conduction properties are based upon thermal excita-
tions which leads a thermal behavior dierent from metals/semi-metals. With increasing
temperature the conductivity of semi-conductors increases12.
12More precise, the conductivity shows a non-monotonic behavior as a function of T due to activation of
dierent charge carriers, for more details see [77].6.5. Numerical method: DMFT 141
Figure 6.9: Illustration of the metal-insulator transition. At zero temperature a true quantum
phase transition between metallic and insulating phases is triggered by the interaction. For
T > 0 instead of a sharp transition a crossover between \good" and \bad" conductors exists
which contains semi-metals and semi-conductors.
6.5 Numerical method: DMFT
Although the Fermi-Hubbard model is one of the simplest, due to the approximations
and simplications included, that nonetheless describes the physics for a wide range of
systems, it is generally not exactly solvable in 2D and 3D. In one spatial dimension it was
solved analytically by E. Lieb and F.-Y. Wu in 1968 [241]. They found that for T = 0 in
the thermodynamic limit at half-lling the Mott insulating phase is present at any nite
repulsive interaction strength13. The investigated homogeneous systems showed metallic
properties only in the case of non-interacting particles and away from half-llings.
In order to obtain and characterize phase diagrams of the fermionic Hubbard Hamiltonian
in higher dimensions or for non-homogeneous systems, approximative and exact numerical
methods are required. The most common are exact diagonalization (ED), quantum Monte
Carlo (QMC), density matrix renormalization group (DMRG) and dynamical mean-eld
theory (DMFT). Within exact diagonalization, the Fermi-Hubbard Hamiltonian is diag-
onalized numerically. This procedure, however, holds several restrictions on investigated
systems due to computational limitations. Since the dimension of the matrix to be diago-
nalized scales exponentially with the particle and lattice site number, this method is only
applicable to small systems [274{276]. With the QMC technique studies of comparably
small system sizes are possible at zero and nite temperatures, however, the method suf-
fers from the so-called sign problem [133, 277{279]. DMRG is based on a matrix product
state variational formulation and is a commonly used approach to solve interacting and/or
non-homogeneous quantum problems. The disadvantage of this method is, that up to now
it is applicable to one dimensional problems only [280]. The method of choice in this thesis
is DMFT, which approximates the lattice problem with many degrees of freedom by an
eective single-site model with less degrees of freedom. Hereby, the spatial 
uctuations
are neglected but the local quantum 
uctuations are fully taken into account. This tech-
13 In the extended Fermi-Hubbard model including the next-nearest neighbor hopping a richer phase
diagram is obtained [273].142 6. Strongly correlated fermions
nique allows a non-perturbative treatment of a broad range of parameters and, as every
mean-eld method, provides qualitatively good results in higher dimensions [208, 281{284].
In this chapter we will give a brief introduction to the DMFT method, sketch the used
impurity solver NRG and MPT and present the real-space extension of DMFT, known as
R-DMFT.
6.5.1 DMFT
We start with the fermionic Hubbard model
^ H =  
X
hiji;
tij(^ c
y
i^ cj + h:c:) + U
X
i
^ ni"^ ni#  
X
i;
^ ni ; (6.44)
where  2 ";# labels spin, while ^ c
y
i, ^ ci and ^ ni are the creation, annihilation and particle
number operators for an electron on site i with spin . The summation
P
hiji refers to
nearest neighbors. U is the on-site interaction, tij the nearest-neighbor tunneling matrix
element and  the chemical potential. In the absence of an external magnetic eld the
chemical potential becomes independent of spin direction14, otherwise spin imbalance can
be implemented choosing " 6= #. For the sake of simplicity we drop the spin index and
concentrate on spin balanced cases. The corresponding partition function can be written
as a path integral over the Grassmann variables ci and their complex conjugates c
i
Z =
Z Y
i;
Dc
iDcie S : (6.45)
For details of derivation see [256, 285, 286]. The action S corresponding to the Hubbard
Hamiltonian is given by
S =
Z 
0
d
0
@
X
i
c
i()(@   )ci()  
X
hiji;
(tijc
i()cj() + c:c:) + U
X
i
ni"()ni#()
1
A
(6.46)
It is impossible to calculate the action for realistic lattice sizes with appropriate number
of degrees of freedom. Therefore, the goal of DMFT is to reduce the lattice problem to
a single-site model with an eective self-consistent bath. In the following we derive the
selfconsistency equations based on the cavity method by explicitly removing a site i = 0,
called impurity site, from the lattice, which we refer to as cavity. The eective action of
the impurity site is dened by integrating out the other degrees of freedom
1
Ze
e Se 
1
Z
Z Y
i6=0;
Dc
iDcie S : (6.47)
The eective action is obtained by expanding Eq. (6.47) in a time ordered series. Derivation
of the exact form and subsequent limit in innite dimensions are shown in appendix E. For
14In ultracold atomic gases dierent spin states are realized without external Zeeman elds by loading
fermions in dierent total atomic spin states. The spin imbalance thus corresponds to unequal number of
atoms of di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innite dimensional systems the terms O(1=d) or O(1=z), where d denotes the dimension
and z = 2d the number of nearest neighbors, vanish and the result reads
Se =
Z 
0
d
 
X

c
0()(@   )c0() + Un0"()n0#()
!
+
X

X
hi0i
hj0i
Z 
0
Z 
0
d1d2ti0tj0c
0(1)G
(0)
ij;(1;2)c0(2)
=  
X

Z 
0
Z 
0
d1d2c
0(1)G 1
0;(1;2)c0(2) +
Z 
0
dUn0"()n0#():(6.48)
In the last step we have dened the Weiss Green's function
G 1
0;(1;2) =  (1   2)(@1   )  
X
hi0i;hj0i
ti0tj0G
(0)
ij;(1;2)
where G
(0)
ij;(;0) =  hT^ c
y
i()^ cj(0)i(0) is the cavity Green's function of the interacting
fermions calculated in the system excluding the impurity site, which is emphasized by the
index (0). In the frequency representation the Weiss Green's function reads
G 1
0;(i!n) = i!n +   
X
hi0i;hj0i
ti0tj0G
(0)
ij;(i!n) (6.49)
with !n = (2n + 1)= denoting Matsubara frequencies. In the eective model G0; plays
the role of a non-interacting Green's function and contains the eects of all sites in the
bath including the hybridization of the impurity site with the bath. It should not be
confused with the non-interacting local Green's function of the original lattice model. The
Weiss Green's function is related to Green's functions of the initial lattice via [11, 281]
G
(0)
ij; = Gij;  
Gi0;G0j;
G00;
: (6.50)
It is interesting to note that the cavity Green's function corresponds to the lattice Green's
function reduced by the paths connecting sites i and j through the impurity site 0.
To calculate the Weiss Green's function we insert Eq. (6.50) into Eq. (6.49)
G 1
0;(i!n) = i!n +   
X
hi0i;hj0i
ti0tj0

Gij;(i!n)  
Gi0;(i!n)G0j;(i!n)
G00;(i!n)

= i!n +   
X
hi0i
hj0i
ti0tj0Gij;(i!n)
| {z }
A
+
1
G00;(i!n)
[
X
hi0i
ti0Gi0;(i!n)
| {z }
B
]2 (6.51)
To proceed we rewrite the Green's functions using the following relations
Gij;(i!n) =
X
k
e ik(ri rj)Gk;(i!n) (6.52)
X
hi0i
ti0 exp(ikri) = "(k) (6.53)
Gk;(i!n) =
1
i!n +    (i!n)   "k
(6.54)
X
k
!
Z 1
 1
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Eq. (6.52) is the Fourier transformation of the real space Green's function to momentum
space. Eq. (6.53) is the already introduced denition of the non-interacting dispersion
relation "(k), see Sec. 3.1.1. The form of the Green's Fourier transform in Eq. (6.54) is
based on the assumption of a purely local selfenergy (i!n), which is true for innite
dimensional systems [281]. And last but not least, the summation over the momenta can
be rewritten into an integral over the energy for a known density of states (") as given in
Eq. (6.55). Rewriting the Eq. (6.51) leads
A :
X
hi0i
hj0i
ti0tj0Gij;(i!n)
(6.52)
=
X
k
X
hi0i
ti0e ikri
X
hj0i
t0jeikrjGk;(i!n)
(6.53)
=
X
k
"2(k)Gk;(i!n)
(6.54)
=
X
k
"2(k)
1
i!n +    (i!n)   "k
(6.55)
=
Z 1
 1
d"(")
"2
i!n +    (i!n)   "
B :
X
hi0i
ti0Gi0;(i!n)
(6.52)
=
X
k
X
hi0i
ti0e ikriGk;(i!n)
(6.53)
=
X
k
"(k)Gk;(i!n)
(6.54)
=
X
k
"(k)
1
i!n +    (i!n)   "k
(6.55)
=
Z 1
 1
d"(")
"
i!n +    (i!n)   "
The transformed expressions A and B can now be inserted into Eq. (6.51), where we dene
# = i!n +    (i!n)
G 1
0;(i!n) = i!n +   
Z 1
 1
d"(")
"2
#   "
+
hR 1
 1 d"(") "
# "
i2
R 1
 1 d"(") 1
# "
= (i!n) +
Z 1
 1
d"(")
1
i!n +    (i!n)   "
 1
:
The details of the derivation can be found in appendix F. Referring to Eq. (6.52), (6.54)
and (6.55) we identify the last summand as the local impurity Green's function and the
result as the Dyson equation
G 1
0;(i!n) = (i!n) + G 1
00;(i!n): (6.56)
Together with the denition of the lattice on-site Green's function
Gii;(i!n) =
X
k
1
i!n +    (i!n)   "k
(6.57)
we nally obtain the set of equations which dene selfconsistency. When the on-site Green's
function given by Eq. (6.57) coincides with the local Green's function calculated from the
eective action via Eq. (6.56), selfconsistency is reached:6.5. Numerical method: DMFT 145
Figure 6.10: Illustration of the Bethe lattice with z = 3 nearest neighbors. DMFT calcula-
tions on this lattice simplify numerics since the sites i, j and k are decoupled, when the central
site, also called the impurity site, is separated from the system together with the corresponding
bonds (highlighted in orange).
Bethe lattice
Bethe lattices are cycle-free structures, i.e. any two points are joined by a single path. Each
site is connected to z neighbors and the total number of sites increases exponentially. Such
lattice structure is demonstrated in Fig. 6.10 for z = 3. The Bethe lattice is an articial
lattice which does not posses the translational symmetries of a Bravais lattice, except
the z = 2 case, which corresponds to a 1D lattice. Due to its special topology lattice
problems simplify or even become exactly solvable [287]. Thus, the mean-eld theories
derived on a Bethe lattice including correlations between 
uctuations at dierent sites are
expected to be more trustworthy than conventional mean-eld methods formulated for a
non-distorted lattice but neglecting these correlations [288]. Finally, due to the analytic
behavior of the semi-elliptic Bethe density of states at the band edges, similarly to 3D cubic
lattices [257], the results of Bethe lattice calculations are often used as an approximation
of 3D systems. Especially in DMFT the Bethe lattice leads to a simplication of the
selfconsistency equations derived above and is therefore frequently used [51, 289{291].
Since within this thesis the results for a square 2D lattice are compared with Bethe lattice
results, the features of the latter lattice will be brie
y explained.
In DMFT the impurity site of the Bethe lattice, highlighted by the orange color in Fig. 6.10,
is identied with the impurity site. Separating the impurity together with the correspond-
ing bonds from the lattice disconnects sites next to the impurity, see Fig. 6.10. Thus, the
cavity Green's function G
(0)
ij;(i!n), which describes propagation of a fermion from impu-146 6. Strongly correlated fermions
rity's nearest neighbor site i to j, becomes zero for i 6= j since the sites are decoupled and
the Weiss Green's function Eq. (6.49) simplies
G 1
0;(i!n) = i!n +   
X
hi0i
hj0i
ti0tj0G
(0)
ij;(i!n)ij
= i!n +   
X
hi0i
t2
i0G
(0)
ii;(i!n)
 i!n +    zt2G(i!n): (6.58)
In the last step the approximation was done substituting G
(0)
ii;(i!n) by Gii;(i!n)  G(i!n).
This approach is reasonable for innite dimensional systems since it corresponds to ignor-
ing the missing impurity site in the cavity system leading to a vanishing error of order
1=z.
The simplication in Eq. (6.58) has eect only on one step of the selfconsistency: given
the interacting Green's function G00; the new Weiss Green's function is calculated via
the Dyson equation (6.56) or in the case of Bethe lattices via Eq. (6.58). However, the
most non-trivial step of the selfconsistency loop is not the determination of the Weiss
Green's function but the calculation of the local Green's function given an eective action.
This problem can be tackled when a model Hamiltonian can be found which has the same
eective action as the one calculated based on the Weiss Green's function.
Single impurity Anderson model
The eective action dened in Eq. (6.48) has the same form as the action of the single
impurity Anderson Model where G0; represents the eective bath of conduction electrons.
The Anderson Hamiltonian reads
HAM = Hbath + Hcoupling + Himp ; (6.59)
where the individual parts are dened as
Hbath =
X
k;
("k;   )^ nk; (6.60)
Hcoupling =
X
k;
Vk;(^ a
y
k;^ c0; + h:c:) (6.61)
Himp =  
X

^ n0; + U^ n0"^ n0# : (6.62)
The operators ^ a
y
k; and ^ ak; are creation and annihilation operators of non-interacting
fermions for states of wave vector k and spin component  corresponding to an energy
"k; in the bath. The impurity Hamiltonian represents the interacting local problem, where
^ c
y
0; (^ c0;) is the creation/annihilation operator on the impurity energy level indicated by
0. And last but not least, the tunneling between the impurity and the bath is described by
Hcoupling with Vk; being the tunneling matrix element. A good discussion of this model
can be found in [37].
In analogy to the derivation of the eective action Eq. (6.48) the action of the impurity
site of the Anderson model is
SAM =  
X

Z 
0
Z 
0
d1d2c
0(1)G 1
AM;(1;2)c0(2) +
Z 
0
dUn0"()n0#(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with
G 1
AM;(1;2) =  (1   2)(@1   )   (1;2) (6.64)
or Fourier transformed
G 1
AM;(i!n) = i!n +    (i!n) (6.65)
with the hybridization function (i!n) =
P
k V 2
k;=(i!n   "k; + ). It is clear that the
parameters Vk; and "k; have to be determined such that GAM;  G0;, where G0; is an
initial Weiss eld. When this condition is fullled, the single impurity Anderson model
has to be solved numerically, which leads to the impurity selfenergy imp; and Green's
function Gimp;. Following the identity of the Weiss Green's functions, i.e. GAM;  G0;,
the impurity quantities such as the selfenergy and local Green's function must coincide
with the corresponding lattice quantities  and G00;, which inserted in Eq. (6.56) (or in
Eq. (6.58) in case of Bethe lattices15) leads to the new Weiss Green's function G0;. Thus,
mapping the lattice problem onto a single-impurity model requires an iterative solution of
a coupled problem:
The most challenging and computationally costly step in the iterative solution procedure
is the repeated solution of the impurity model, which is a many-body problem. The most
common numerical methods are:
(i)Quantum Monte Carlo (QMC), e.g. the Hirsch-Fye algorithm, solves the single impu-
rity problem on a discretized imaginary time scale at nite temperature. The interacting
Green's function is calculated by stochastic Monte Carlo sampling [289, 290, 292{295].
One of the disadvantages of the method is that the results obtained are in imaginary-
time or Matsubara frequencies, which require additional analytical continuations to the
real frequency range. The latter is essential for investigations of physical properties via
spectral features, which are accessible in experiments. Another important obstacle is the
low-temperature regime, which suers from signicant statistical errors and high compu-
tational times.
(ii)Exact Diagonalization (ED), solves the impurity problem by approximating the bath
by a few orbitals, whose number is limited due to exponential increase of the correspond-
ing Hilbert space. The parameters of the bath, i.e. energies and tunneling amplitudes,
are chosen according to the model to be solved and incorporate the free choice of possible
shapes of the bath [296{298]. A serious limitation of this method is the considered size of
the bath leading to a poor frequency resolution. This makes it unfavorable to investigate
physics at low energy scales.
15 The Eq. (6.56) remains still true for Bethe lattices, however, due to the required inversion of the
on-site Green's function at every frequency it unnecessary exaggerates the calculus. This can be avoided
by using directly Eq. (6.58).148 6. Strongly correlated fermions
(iii)Numerical Renormalization Group (NRG) discretizes the bath too. However, in con-
trast to ED, in NRG the discretization is on a logarithmic scale. This enables arbitrarily
good resolution near the Fermi level which makes the application of NRG more suitable
for low energy physics. Away from the band center only a qualitative description is pos-
sible due to less ne frequency resolution. After discretization the bath is mapped onto a
semi-innite chain in which the sites are coupled via eective tunneling elements to each
other. The resulting Hamiltonian is diagonalized iteratively [299, 300].
(iv)Modied Perturbation Theory (MPT) expands the selfenergy in series up to second or-
der in the Hubbard interaction U around the Hartree-Fock solution [301, 302]. Compared
to the precursor method Iterative Perturbation Theory [302, 303] also systems away from
half-lling can be handled. Compared to NRG it benets from easier numerical implemen-
tation which re
ects in the much lower computational time, however the accuracy around
the Fermi level is lowered especially in the strong interaction regime.
Although the methods ED and QMC are in principle numerically exact, they suer from
severe limitations, such that application of approximate methods still remains necessary.
In this thesis we used the impurity solvers NRG and MPT, which we are going to describe
in more detail in the next subsections.
6.5.2 Impurity solver: NRG and MPT
NRG
The Numerical Renormalization Group (NRG) was invented by Wilson in 1975 [299]. The
main idea of a renormalization group is a mapping T of a Hamiltonian, which is specied
by a set of coupling parameters ftig, onto another Hamiltonian with a new set of coupling
parameters ft0
ig, such that T(ftig) = ft0
ig. In general the transformation is non-linear and
often applied successively to enable scaling from a large to a reduced energy scale. In
the following we will brie
y derive the NRG equation for the 
at-band impurity Anderson
model following [304].
Thus, the starting point is the Hamiltonian Eq. (6.59)
HAM = Himp +
X
k;
~ "k;^ a
y
k;^ ak; +
X
k;
Vk;(^ a
y
k;^ c0; + h:c:); (6.66)
where we substituted "k;    = ~ "k; and Himp is dened in Eq. (6.62). The calculations
are signicantly simplied when the dispersion relation is considered to be isotropic, i.e.
~ "k = ~ "jkj and correspondingly the coupling between impurity and the bath Vk = Vjkj. This
is equivalent to the impurity coupling only to the s-wave states of conducting band.
The rst step in the derivation of the NRG equations is the transformation from a dis-
crete to a continuous bath energy spectrum. This we do by substituting the sum
P
k
by an integral
R
d"(") and the discrete creation/annihilation operators of the bath by
corresponding continuous ^ a
y
k; ! ^ 
y
";=
p
("). The resulting Hamiltonian for a continuous
conduction band reads
HAM = Himp +
X

Z D
 D
d"
h
"^ y
";^ "; +
p
(")V(")(^ y
";^ c0; + h:c:)
i
;
where D denotes half-bandwidth, (") is the one-particle density of states per spin and
V(") results from the transformation to continuous energies, i.e. Vk;("k;) ! V(").6.5. Numerical method: DMFT 149
Further simplication is achieved when the dispersion relation is expanded in a Taylor
series around kF
"(k) = "F + (k   kF)
d"(k)
dk

 

k=kF
+ O(k2)
and the terms of second and higher orders are neglected. This leads to a 
at density of
states, when (") is written as series in k and all but the leading constant term are dropped
(") =  =
1
2D
;  D < " < D:
Additionally, the coupling can be assumed to be constant V(")  V. These approxi-
mations are accurate around the Fermi energy considered to be in the band center and
become arbitrarily inaccurate towards the band edges. Since 
at-band NRG is based on
this approach, the obtained results are precise for "  0 and become more approximative
when " ! jDj 16. To change into a more convenient notation of energies in units of the
bandwidth we rescale  = "=D and ^ 
y
"; ! ^ 
y
;=
p
D. Together with constant  and V
the nal Hamiltonian reads
HAM = D
"
1
D
Himp +
X

Z 1
 1
d^ y
;^ ; +
X

r
 
D
Z 1
 1
d(^ y
;^ c0; + h:c:)
#
; (6.67)
with   = V 2
 .
The next step is the logarithmic discretization of the energy scale. The problems which are
tackled by renormalization techniques are ones in which there is no characteristic energy
scale and every energy contributes. This is e. g. the case in the Kondo problem, which is
derived from the single impurity Anderson model via the Schrieer-Wol transformation
[37]. Originally, to re
ect the logarithmic breakdown of the perturbation theory in the
Kondo model, Wilson divided the energy scales within the bath such that
 (n+1) < j   Fj <  n n = 1;2;3;::: :
Here, F = "F=D denotes the Fermi energy and  is chosen arbitrarily but greater than
unity17. From there on, this mapping was also used in general studies of the Anderson
model. Fig. 6.11 (a) demonstrates the implementation of the logarithmic scale for a half-
bandwidth normalized to unity and F = 0. In each energy subinterval a complete set of
orthonormal functions can be generated setting up a Fourier series

np() =
(
n=2
p
1  1 exp(i!np) ; for  (n+1) <  <  n ;
0; otherwise;
whereby n = 0;1;2;::: denotes the interval index and p the Fourier index which takes on
all integer values in the range [ 1;1]. The Fourier frequency in the n-th interval !n is
dened
!n =
2n
1    1 : (6.68)
16 For the use within DMFT the impurity solver can be adjusted to arbitrary forms of the band, which
leads to corresponding changes in the derived equations and more accurate results away from the band
center. Details can be found in [305].
17For  ! 1 the continuum limit is obtained, where discretization becomes exact. A more detailed
discussion concerning appropriate values of  is given at the end of this section.150 6. Strongly correlated fermions
Figure 6.11: Schematic structure for the derivation of the NRG equations. (a) Starting from
the impurity coupling to a continuous bath with a 
at density of states ("), the logarithmic
scaling leads to a discretization and classication of energy sub-intervals in dierent orders of
magnitude. (b) Hereby each sub-interval is approximated to be represented by a single state.
(c) Finally in the last transformation the mapping on a semi-innite chain is performed, where
the coupling between dierent states decays as n   n=2.
With a new set of discrete operators18 for positive and negative  respectively
^ ay
np; =
Z 1
 1
d[+
np()]^ y
; and ^ by
np; =
Z 1
 1
d[ 
np()]^ y
;
the continuous energy creation/annihilation operators can be expressed
^ y
; =
X
np

^ ay
np;+
np() +^ by
np; 
np()

: (6.69)
Substituting denition Eq. (6.69) into Hamiltonian Eq. (6.67) reduces the continuous prob-
lem to a discrete spectrum again
HAM = D
"
1
D
Himp +
1 +  1
2
X
np;
 n(^ ay
np;^ anp;  ^ by
np;^ bnp;) (6.70)
+
1    1
2i
X
;n
p6=~ p
 n
~ p   p
(^ ay
np;^ an~ p;  ^ by
np;^ bn~ p;)e
i
2(~ p p)
1  1 (6.71)
+
p
1    1
X
n;
r
 
D
 n=2
h
(^ a
y
n0; +^ b
y
n0;)^ c0; + h:c:
i#
: (6.72)
The crucial simplication of this Hamiltonian concerns neglecting all states p 6= 0 such
that each sub-interval is represented by a single state, see Fig. 6.11. The justication for
this step is based on the fact, that p 6= 0 states do not couple to the impurity and the only
term coupling the operators ^ anp;=^ bnp; to ^ an0;=^ bn0; is the second summand Eq. (6.71),
which becomes vanishingly small for  ! 1 19. With this assumption the Hamiltonian
reads
HAM = D
"
1
D
Himp +
1 +  1
2
X
n;
 n(^ ay
n;^ an;  ^ by
n;^ bn;) +
X

r
2 
D

^ f
y
0;^ c0; + h:c:
#
:
(6.73)
with the new operator representing the conduction eld at the impurity site
^ f
y
0; =
r
(1    1)
2
X
n
 n=2(^ ay
n; +^ by
n;); (6.74)
18These operators can be shown to satisfy fermionic commutation relations f^ anp;;^ a
y
~ n~ p;~ g = n~ np~ p~ 
19The verication of this approach even for   3 can be found in [299].6.5. Numerical method: DMFT 151
where we drop the subscript p = 0 for all operators in the expression (6.73) as well as in
the following notation.
It is convenient to make a unitary transformation from the set of operators f^ an;;^ bn;g
to a new set f ^ fn;g, where Eq. (6.74) still represents ^ f0;. There are innitely many
possibilities to construct new operator sets, however, all of them lead to coupling between
dierent operators ^ fn; since the conducting term (second summand of Eq. (6.73)) is
already diagonal in f^ an;;^ bn;g. The convention is to take the set where only nearest
neighbors ^ fn; and ^ fn1; couple. The resulting Hamiltonian exhibits a form of a semi-
innite chain, see Fig. 6.11 (c) and reads
HAM = D
"
1
D
Himp +
1 +  1
2
X
n;
 n=2n( ^ fy
n; ^ fn+1; + h:c:) +
X

r
2 
D

^ f
y
0;^ c0; + h:c:
#
(6.75)
with coecients n of order 1 given by
n =
(1    n 1)
p
(1    2n 1)
p
(1    2n 3)
:
The details of the transformation can be found in [304, 305].
In the following step the Hamiltonian Eq. (6.75) is diagonalized iteratively. The Hamilto-
nian is truncated after N levels and a sequence of Hamiltonians is dened
HN = (N 1)=2 X

"
1
D
~ Himp +
N 1 X
n=0
 n=2n( ^ fy
n; ^ fn+1; + h:c:) +
q
~  

^ f
y
0;^ c0; + h:c:
#
;
where
~   =

2
1 +  1
2 2 
D
=

2
1 +  1
2 2jVj2
D
;
~ Himp =
2
1 +  1 Himp
(6.62)
=  ~ 
X

(^ c
y
0;^ c0; + h:c:) + ~ U^ n0"^ n0# ;
~  =
2
1 +  1 and ~ U =
2
1 +  1U :
The original Hamiltonian HAM Eq. (6.75) is recovered in the limit
HAM = lim
N!1
1 +  1
2
D
HN
(N 1)=2 :
From the denition of HN following recursion relation is derived
HN+1 =
p
Hn + n( ^ f
y
N; ^ fN+1; + h:c:): (6.76)
This relation is the heart of the NRG method: starting with the initial Hamiltonian H0
involving only operators ^ f0;;^ c0; an eigensystem is calculated, from which the repeated
use of the recursion Eq. (6.76) leads to desired HN.
The diagonalization can be further simplied when symmetries (conserved quantum num-
bers) are exploited such as spin and fermion number/charge conservation. Given the spin
operator
SN =
1
2
N X
n=0
^ fy
n;;0 ^ fn;0 +
1
2
^ c
y
0;;0^ c
y
0;0 ;152 6. Strongly correlated fermions
where ;0 represent Pauli matrices and the summation over repeated spin indices is
assumed, and the charge operator
QN =
N X
n=0
( ^ fy
n; ^ fn;   1) + (^ c
y
0;^ c0;   1);
one can verify that the Hamiltonian HN commutes with QN,S2
N and SZ
N. Thus, the eigen-
states of the Hamiltonian can be chosen to be simultaneously the eigenstates of these
operators. The particularities of the numerical implementation and corresponding simpli-
cations are described in [304, 305].
In practice, calculation of the complete eigensystem of HN is impossible for large N since
the number of states grows exponentially  22(N+2) and the numerical diagonalization
becomes very time consuming. For the calculation of low-temperature and T = 0 prop-
erties, which we focus on within this thesis, the low-lying states are essential such that a
cut-o of energetically higher states can be applied at every iteration step. This proce-
dure, however, leads to an accumulation of systematic errors, which gets worse for  ! 1.
Since the latter determines the accuracy of the logarithmic discretization the choice of 
represents a middle ground between the high accuracy of the discretization ( ! 1) and
the reduction of cut-o mistakes ( > 1).
Additionally, we would like to emphasize that derived equations are based on the 
at-band
approximation. This is a serious limitation since the density of states is not 
at in general.
However, the NRG equations can be adjusted to arbitrary systems approximating (")
by a representative distinct constant value within each interval [ (n+1); n] separately.
Modied derivations can be found in [305, 306]. Nevertheless, the accuracy remains limited
due to the successive 0th-order approximations of the density of states, which become
worse with rougher frequency resolution on the logarithmic scale when band edges are
approached. Close to the band center, after all, the method accounting for the band
structure provides more precise results.
In DMFT the n are not calculated via one of the above equations but determined self-
consistently based on the lattice Weiss Green's function. This follows from the mapping
of the Hamiltonian on the single impurity Anderson model (see the selfconsistency loop
scheme on page 147).
When the diagonalization is completed local observables can be calculated such as impurity
magnetic susceptibility, specied heat, impurity spectrum etc., see [300, 304, 305, 307].
MPT
In 1992 Georges and Kotliar invented the iterative perturbation theory (IPT) to tackle the
single impurity Anderson model at half-lling [290]. Although perturbative, this solver has
the advantage of high frequency resolution compared to ED, and leads to results on the real
frequency axis that are accessible within QMC only after analytical continuation. Partic-
ularly, zero- and low-temperature regimes can be attained, which are computationally not
feasible or inherently connected to large statistical errors in QMC. The modication im-
plemented by Kajueter and Kotliar [301], known as modied perturbation theory (MPT),
enables additionally the use of the model away from half-lling. As already mentioned,
MPT is a perturbative method, however, the investigations demonstrated that the series
expansion up to second order in U is sucient to reproduce the atomic limit behavior6.5. Numerical method: DMFT 153
correctly for half-lling [308]. Since the description of weak interactions is implemented
by construction, the MPT represents a computationally ecient impurity solver proven to
be reliable also in the intermediate correlation regimes [297, 308, 309].
The goal is again to solve approximatively the Anderson model Eq. (6.66). Contrary to
NRG, the calculation of the selfenergy here is based on the series representation of  in
terms of the interaction strength. Similar to IPT, the expansion of the impurity selfenergy
up to the second order in U around the Hartree-Fock term reads [302]
imp;(!) = Uh^ n0; i + 
(2)
imp;(!);
with ^ n0; being the impurity number operator. The second order correction is given by

(2)
imp;(!) = U2
Z
d"1
Z
d"2
Z
d"3
2
4

(HF)
imp;("1)
(HF)
imp; ("2)
(HF)
imp; ("3)
!   "1 + "2   "3
(f("1)f( "2)f("3) + f( "1)f("2)f( "3))

;
where f(!) = [exp(!=kBT) + 1] 1 denotes the Fermi function and 
(HF)
imp;(!) corresponds
to the Hartree-Fock impurity spectrum

(HF)
imp;(!) =  
1

ImG
(HF)
imp;(! + i); (6.77)
with spectral broadening  ! 0+. Here, the Hartree-Fock Green's function is dened
G
(HF)
imp;(! + i) =
1
! + i + ~    (! + )   Uh^ n0; i
;
with the hybridization function (! + ) =
P
k V 2
k=(! +    "k). The parameter ~  is
one of the free parameters, which we will set later. Within IPT it is xed by ~   .
Unlike in IPT, Following Kajueter and Kotliar [301] the ansatz for the selfenergy within
MPT is
imp;(!) = Uh^ n0; i +
a
(2)
imp;(!)
1   b
(2)
imp;(!)
: (6.78)
Additionally to the already introduced ~ , a and b constitute further free parameters.
In MPT they are adjusted such that the shape of the impurity spectral function is best
tted, i.e. the rst four moments of the spectrum are reproduced since they x high-energy
behavior of the self-energy 20. The moments are dened
M
(m)
0 =
Z 1
 1
d!imp(!)!m ;
where m = 0;1;2;3;::: indicates the order of the moment. However, the calculation of
the moments is challenging, since with increasing m higher order correlations appear21. In
their publication [301] Kajueter et al. adjusted b to get the correct result for the atomic
limit and a to reproduce the m = 2 moment of the resulting spectrum. In contrast,
20Due to dierent parameter choice, within IPT the high-energy properties of the self-energy away from
half-lling are not correct.
21The explicit expressions for the rst three moments are given in [302].154 6. Strongly correlated fermions
Potthof et al. extended the method to account additionally for the m = 3 moment [302].
The authors demonstrated that adjusting the parameters to m = 2 and 3 recovers limiting
cases22. Especially the consideration of the m = 3 moment was shown to be signicant
for spontaneous magnetism. Due to the validity in the atomic limit, i.e. for U ! 1, and
by construction based on series expansion in the weakly interacting case U ! 0 MPT is
considered to give approximative but reasonable results also in between. Finally, the good
agreement with paramagnetic QMC data [309] approves its use as impurity solver within
DMFT.
From the 1=! expansion of the selfenergy the coecients are determined:
a =
hn0; i(1   hn0; i)
hn0; i(HF)(1   hn0; i(HF))
;
b =
B0;       B
(HF)
0;  + ~  + U(1   2hn0; i)
U2hn0; i(HF)(1   hn0; i(HF))
:
The explicit expressions for the expectation values in the Hartree-Fock approximation,
indicated by the index (HF), are
hn0;i(HF) =
Z 1
 1
d!f(!)
(HF)
imp;(!);
B
(HF)
0; =
1
hn0;i(HF)(1   hn0;i(HF))
X
l
Vl;h^ c
y
l;c0;i(HF)(2hn0; i(HF)   1)
with 
(HF)
imp;(!) given in Eq. (6.77) and f(!) being the Fermi function.
And last but not least the parameter ~  has to be set. There exist three dierent pos-
sibilities to determine ~  which all ensure correct behavior for weak and strong coupling
limits [302]:
(1) ~  = ;
(2) h^ n0;i(HF) = h^ n0;i;
(3)  = U!0 + (! = 0):
Together with a = 1 and b = 0 the rst condition recovers IPT with corresponding
limitations. Otherwise, for choices of a and b oriented on higher spectral moments this
possibility to x ~  is equivalent to (2) and (3). The second condition compensates the
energetic shift of the Hartree-Fock Green's function for constant  implicating ~  =
U!0 + Uh^ n0; i. The third condition is restricted to zero temperature regimes, since it
implies that Im(! = 0) = 0 which is only true for T = 0 [311], and is equivalent to the
Luttinger theorem [312]. The results presented in this thesis are based on the constraint
(2). Further peculiarities of this impurity solver and its numerical implementation can be
found in [301, 302, 313].
6.5.3 RDMFT
The method DMFT derived in the foregoing chapters, was explained to map the many-
body lattice problem on an impurity-site coupling to a bath. So far this impurity site was
22 The method MPT reproduces the correct selfenergy in atomic limit, limit of innite dimensions, where
the exact expressions are known [78, 310], and in the weak coupling regime U ! 0, which guarantees correct
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Figure 6.12: Implementation of the position space resolution in the real space DMFT exten-
sion (RDMFT). Each site is described by a distinct selfenergy which remains local but varies
within a lattice when the potential is inhomogeneous.
considered to represent any arbitrary site of the lattice, which is justied in homogeneous
systems. From here it follows, that without further amendment this approach is not
applicable to inhomogeneous lattices as is the case in most experiments in which the atoms
are trapped in the lattice via an external potential or potential disorder is present. For
studies of such systems the DMFT was extended to the so-called RDMFT. In this extension
the real space resolution is incorporated by means of local but site-dependent self-energies,
i.e. ij;(i!n) = (i!n) (DMFT) becomes ij;(i!n) = ii;(i!n;e;i) in RDMFT, see
Fig. (6.12), [208, 281, 314]. Neglecting the momentum dependence and consequently non-
local correlations is still exact only in innite dimensions [298, 310], however, due to
intrinsic coupling between the sites the method is still capable of treating all kinds of
inhomogeneous potentials exactly. This enables the desired real space dierentiation and
with it a description of trapped systems, dierent types of disorder and magnetic ordering
[17, 51, 146, 228, 284, 315]. In this chapter we will give a brief derivation of the RDMFT
method.
Interacting fermions in an inhomogeneous lattice are described by the introduced Fermi-
Hubbard Hamiltonian23 (see Eq. (6.44))
^ H =  t
X
hiji;
(^ c
y
i;^ cj; + h:c:) + U
X
i
^ ni"^ ni# +
X
i;
("i   )^ ni ;
where  2 f";#g labels spin, while ^ c
y
i, ^ ci and ^ ni; are the creation, annihilation and
particle number operators for an electron on site i with spin . The on-site energy "i
represents the inhomogeneous on-site potential, i.e. trapping potential, disorder potential
etc., superimposed on the homogeneous lattice potential. U is the on-site interaction and
t is the nearest-neighbor hopping matrix element. Both parameters are considered homo-
geneous despite potential dierences between neighboring sites, which is a valid construct
when the potential dierences are small and an approximation otherwise. We will con-
sider the case of site dependent Ui and tij later in Sec. 8. Since the sites dier one from
another, distinct from DMFT [281] each lattice site i is mapped onto a single-impurity
23In case of a randomly disordered potential landscape the Hamiltonian is called Anderson Hamiltonian
in honor of the P. W. Anderson who rst analyzed the properties of disordered systems such as Anderson
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Anderson Hamiltonian within RDMFT. This leads to a set of impurity problems (compare
to Eq. (6.59))
^ H
(i)
AM =
X
l
i;l^ a
y
l^ al +
X
l
Vi;l
 
^ a
y
l^ c0 + h.c.

  e;i
X

^ c
y
0^ c0 + U^ n0"^ n0# ;
where ^ a
y
l(^ c
y
0) and ^ al(^ c0) are fermionic creation and annihilation operators in the bath
(on the impurity),  represents the spin index and e;i =    "i the eective on-site
chemical potential. The parameters i;l and Vi;l determine the particular hybridization
function at site i
i(!) =
X
l
V 2
i;l(!   i;l): (6.79)
The selfconsistency of the inhomogeneous lattice is reached when a set of Weiss Green's
functions is found fG
(i)
0;g which satises the system parameters and is reproduced when
iteratively used within RDMFT routine24.
In particular, the selfconsistency loop within RDMFT is organized as follows (see Fig. 6.12):
starting with a set of Weiss Green's functions fG
(i)
0;g every site is mapped on a distinct
single-impurity Anderson model which is subsequently solved by means of an impurity
solver. The calculated local spectra are used to obtain a set of selfenergies fii;g. Based
on the identity of the Weiss Green's function and the local Green's function, the new set
of Weiss elds is determined from local Dyson equations
G
(i)
0;(i!n) 1 = ii;(i!n) + Gii;(i!n) 1 ; (6.80)
where Gii;(i!n) denotes the interacting local Green's function25 for site i. To obtain
the latter we need an intermediate step: given the non-interacting lattice Green's matrix
G0
(i!n) in real-space representation
G0
(i!n) 1 = ( + i!n)1   J   V; (6.81)
where 1 is the unity matrix, J is the matrix of hopping amplitudes, V = "iij represents
the matrix of on-site potentials, and real-space Dyson equation
G 1
 (i!n) = G0
(i!n) 1   (i!n) (6.82)
inverting Eq. (6.82) for each frequency leads the interacting lattice Green's matrix G(i!n)
with diagonal matrix elements Gii;(i!n). Inserting Gii;(i!n) into Eq. (6.80) completes
the RDMFT loop. Fig. 6.13 illustrates the individual steps of the RDMFT selfconsistency
loop in the right order.
The advantage of RDMFT compared to DMFT is the real-space resolution, however, this
extension suers from longer computational time since the time consuming impurity solver
is called L-times in an L-sites lattice, if no spatial symmetries are present, and the real-
space Green's matrix to be inverted scales  L3=2. An additional bottle neck in the
inversion of the lattice Green's matrix Eq. (6.82) is the limited computational memory
available. Within this thesis the computational eort could be considerably reduced26
24Within DMFT only single impurity problem had to be solved which consequently required a consistent
solution with respect to a single Weiss eld.
25For homogeneous lattices the interacting local Green's functions are identical and the lattice problem
reduces to a single-site problem where Gii;  G00; corresponding to DMFT notation.
26Calculations on N nodes reduce the CPU time approximately by a factor 1=N when impurity solvers
of dierent sites are calculated in parallel and by an additional factor of 1=N when matrix inversion is
parallelized for dierent frequencies.6.5. Numerical method: DMFT 157
Figure 6.13: Illustration of the RDMFT selfconsistency loop for an L-sites lattice. Explana-
tions to single steps can be found in text.
by parallelizing impurity calculations on distinct sites and matrix inversions for dierent
frequencies. Additional enhancement can be achieved when the sparse form of the matrix
G 1
 is exploited.158 6. Strongly correlated fermions7. Phase diagram of fermionic 1D
Hubbard model with box disorder
7.1 Peculiarities of 1D fermionic systems
One dimensional systems play a special role in condensed and ultracold gases systems.
In order to describe the unique eect interactions induce in 1D, analogous to the Fermi
liquid theory in 2 and 3D, the Luttinger liquid was invented. One dimensional systems,
theoretically explored since 1950's, gained also experimental relevance nearly 20 years later
as a consequence of material progress on organic compounds. Later on, realizations of 1D
systems on nanoscales followed such as quantum nanotubes, Josephson junction arrays etc.
And last but not least, the development of ultracold systems since 1997 enables not only
a high-precision realization of any dimension but also the tuning of system parameters
opening a new possibility of experimental quantum simulations.
The exceptional position of 1D systems can be illustrated in the following Gedankenexper-
iment, see illustration Fig. 7.1. Considering interacting particles in free space, in higher
dimensions a nearly free propagation of a particle is possible. Contrary, in 1D in order to
propagate a particle has to push other particles such that an individual motion becomes
'collective'. From this simple illustration one can already deduce that eects of interac-
tions are at their strongest in one dimension. Accounting for interactions via perturbation
theory leads to singularities in 1D [223]. This indicates that even weak interactions in
low-dimensional systems yield drastic consequences compared to higher dimensions.
Additional challenge constitutes the presence of the disorder. As already introduced in
foregoing sections, disorder can give rise to Anderson localization. Following the exact
solutions, in 1D the localization length is of the order of the mean free path itself [213, 214].
It means that in contrast to higher dimensional systems, where localization is due to
interference eects, in one dimension the forward and backward scattering from impurities
is sucient to stop the transport.
The physics resulting from the simultaneous presence of both eects is not yet fully un-
derstood, due to a competition arising between disorder and interaction. Both forces may
induce metal-insulator transition, however, via dierent mechanisms. In repulsively in-
teracting systems localization of particle wave functions at dierent sites minimizes the
potential energy. Consequently, interactions favor a homogeneous density distribution.160 7. Phase diagram of fermionic 1D Hubbard model with box disorder
Figure 7.1: Illustration of particle propagation in dierent dimensions in free space. In 3D
there may be a path such that an interacting particle can propagate almost freely through the
system as indicated by the arrow. In 1D no single-particle motion exists because each fermion
obstructs a passage of the other. The interactions, even weak, induce collective eects.
Contrary, scattering from impurities binds particles to a few lattice sites inducing random
distribution.
Investigation of interacting spinful fermions in a box disordered 1D lattice at half lling is
one of the aims of this dissertation [228]. The ground state phase diagram is obtained by
means of the real-space dynamical mean-eld theory (R-DMFT) and compared to calcula-
tions via the exact density matrix renormalization group (DMRG) done by Georg Harder.
The phases are characterized and distinguished using the following physical observables:
a) the geometric average of the local density of states, representing its typical value, and
its scaling behavior with the system size, b) the charge gap in the thermodynamic limit,
c) the inverse participation ratio and its dependence on the system size.
7.2 Model and methods
Strongly correlated disordered fermions on a lattice are described by the Anderson-Hubbard
Hamiltonian
H =  t
X
i;
(^ c
y
i;^ ci+1; + ^ c
y
i+1;^ ci;) + U
X
i
^ ni"^ ni#
+
X
i;
("i   )^ ni ; (7.1)
where  2 f";#g labels spin, while ^ c
y
i, ^ ci and ^ ni; are the creation, annihilation and
particle number operators for an electron on site i with spin . U is the on-site interaction
and t is the nearest-neighbor hopping matrix element. The on-site energies i are random
variables, each distributed independently according to P("i) = (D j"ij)1=2D. Here 
is a Heaviside function and D is the disorder strength. We consider a 1D bipartite lattice
with commensurate lling hnii = hni"+ni#i = 1. In the homogeneous case, i.e. for D = 0,
this Hamiltonian can be solved exactly by means of the Bethe ansatz [241]. However,
advanced numerical methods are required when the on-site energies are random.
Commonly used approaches to solve interacting quantum problems in one spatial dimen-
sion are the perturbative renormalization group (RG), the density matrix renormalization7.3. Results 161
group (DMRG) and quantum Monte-Carlo (QMC). The RG is able to capture localiza-
tion and delocalization eects for repulsive as well as for attractive interactions. However,
it describes the system accurately only for small disorder strength [55, 316]. Since we
would like to study both strong disorder and strong interactions regimes our method of
choice is the real-space dynamical mean-eld theory (RDMFT) [208, 298, 314] combined
with numerical renormalization group (NRG) impurity solver. Besides the description
of the Mott-Hubbard metal-insulator transition and magnetic ordering it is capable of
treating spatial inhomogeneities such as disorder. Similar to DMFT, this extension is non-
perturbative and takes local quantum 
uctuations full into account, whereby all non-local
contributions are neglected. Particularly, the selfenergy within RDMFT is assumed a local
but site dependent quantity. The details to this technique are given in Sec. 6.5.3.
Although leading to qualitatively correct predictions in 3D, non-local selfenergy terms
have been shown to in
uence the metal-insulator transition [317]. Therefor, in order to
benchmark the results of RDMFT in low dimensions a quantitative comparison to exact
DMRG calculations is presented. DMRG is an exact method and allows for a determination
of the phase diagram in a broad parameter range [318{320], similar to QMC.
7.3 Results
7.3.1 Local density of states
In order to describe the transition from delocalized to localized states it is useful to char-
acterize the spectral properties of the system by the local density of states (LDOS), which
measures the local amplitude of the wave function at a given site i
i(!) =  
1

ImGii(!):
The calculation of the on-site Green's function Gii(!) is based on the local spectrum for
a particular disorder realization f"1;"2;:::;"Lg. In this work we focus on the paramag-
netic solution and drop the spin index  for readability. To gain realization-independent
information, arithmetic and geometric averaging over the spectral functions is performed
a(!) =
1
NL
N X
j
L X
i
i(!;f"1;:::;"Lgj)
g(!) =
1
N
N X
j
exp

1
L
L X
i
ln

i(!;f"1;:::;"Lgj)

given N disorder realizations and L sites. In this work averages over 50 100 congurations
were performed for each (U;D) parameter set. The geometric average is a good approxi-
mation of the typical value of the probability distribution function for the LDOS.[54] Thus,
the geometrically averaged spectral function is critical at the Anderson transition, i.e. it
is nite in the delocalized regime and vanishes in the localized phase and therefore can be
interpreted as an order parameter.[39, 53, 54, 266] The arithmetic average remains nite
in the Anderson-localized regime and corresponds to the global density of states (DOS).
This classication is, however, only reliable in the thermodynamic limit L ! 1. In nite
systems a careful analysis of nite-size eects has to be performed. In a system of length L162 7. Phase diagram of fermionic 1D Hubbard model with box disorder
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Figure 7.2: g(0) calculated by means of DMRG (upper panel) and RDMFT (lower panel).
The Mott phase is located in the lower right area and the Anderson-Mott phase in the upper left
area. They are separated by a region with nite typical LDOS, which indicates a delocalization
tendency.
the spectrum is discrete and the non-interacting energy level spacing in the DOS scales as
1=L. This discrete level structure due to the nite size can be smoothened by a broadening
of each level to reconstruct the DOS in the thermodynamic limit. Unfortunately, spectral
broadening with a width , which is necessary due to the nite system size, limits the
spectral resolution of our calculations. The interaction-driven metal-insulator transition
can therefore only be detected when the gap exceeds . Similarly, the eect of the disorder
strength is underestimated. Disorder increases the energy level spacing in the LDOS, which
leads to localization. Due to broadening this discretization is smeared out and Anderson
localization is observed at a larger value of D than in the thermodynamic limit. A further
nite-size eect is the competition between the system size L and the localization length
. When localization sets in with increasing disorder, the localization length is larger
than the system size and even exponentially localized states contribute spectral weight at
all lattice sites in nite-size systems. Accordingly, disorder-driven localization can only
be identied for L  . Due to these limitations, the goal of our work is to reveal
the localization/delocalization trends in the system rather than to determine sharp phase
boundaries.
To investigate a possible emergence of a metallic phase, g(!) is analyzed at the Fermi
level ! = 0 using RDMFT with L = 128,  = 0:05 and 10-50 disorder congurations, and
using DMRG with L = 64,  = 0:2 and 16 disorder congurations, where the results are
additionally deconvolved1. The results are presented in Fig. 7.2.
1Further explanations and details about DMRG parameter can be found in the publication [228]7.3. Results 163
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Figure 7.3: Comparison between geometrically (dashed line) and arithmetically averaged
(solid line) LDOS for U = 3 calculated within RDMFT. With increasing disorder strength the
geometrically averaged density of states gradually vanishes, starting from the band edges.
Three dierent regimes are found in the system: The Anderson-Mott insulating regime
at large D, the Mott-insulator at large U and a delocalization (metallic) tendency for
intermediate disorder and interaction strength.
(i) Anderson-Mott Insulator (AMI): As the spectrum of the localized system consists
of a dense distribution of poles,[255] the geometrically averaged LDOS vanishes at all
frequencies while the arithmetical average remains nite. The formation of AMI proceeds
from the edges of the band towards the band center with increasing disorder strength
(see Fig. 7.3). As soon as the geometrically averaged LDOS g(!) vanishes at the Fermi
level ! = 0 the system becomes fully localized. We rst analyze our results along the
D axis at U = 0. Exact calculations predict the non-interacting system to undergo an
Anderson metal-insulator transition in the thermodynamic limit L ! 1 at any nite
disorder strength.[241] However, we obtain clear signatures of localization at U = 0 only
for D & 2 (DMRG) or D & 3 (RDMFT). This can be traced back to the nite size of the
investigated system. The localization length in this case is larger than the system size,
such that the states remain quasi-extended and are only localized for very large system
sizes.[321] A careful analysis of the scaling behavior with system size was performed in
RDMFT for U = 0 and D = 3 and is displayed in Fig. 7.4a. The decay of g(0) with
increasing system size conrms localization (see a detailed discussion of the nite-size
scaling below).
(ii) Mott Insulator (MI): Here for D = 0 and U > 0 the LDOS (!) vanishes at the
Fermi level ! = 0 due to the appearance of a Mott gap. In the deconvolved DMRG re-
sults  decreases monotonously with increasing interaction and a MI appears for U & 3.
Within RDMFT the Luttinger theorem ensures pinning of the spectral weight at the Fermi
level.[322] Thus, g(! = 0) remains nite and constant up to U = 4 and the gap is rst
formed at U & 5 (see Fig. 7.2). DMRG as well as RDMFT results for nite system size
disagree with exact calculations for a homogeneous system in thermodynamic limit, where
a Mott insulator is predicted to appear at any nite interaction strength.[215] In RDMFT,
as in every other DMFT extension, the nite metallic phase in 1D is due to the approxima-
tion of a local selfenergy, which becomes exact only in innite dimensions. In DMRG this
discrepancy in the detection of the Mott gap is a consequence of the unavoidable spectral
broadening . Due to this broadening the Mott-gap is smeared out and the resulting crit-164 7. Phase diagram of fermionic 1D Hubbard model with box disorder
Figure 7.4: Finite-size scaling for the geometrically averaged LDOS at the Fermi-level cal-
culated within RDMFT. The results are averaged over 10-50 congurations. (a) The decay
with system size at D = 3 and U = 0 indicates Anderson localization while for D = 3 and
U = 3 and 5 the vanishing size dependence denotes delocalization. (b) Similarly, states which
are Anderson-localized at U = 0 become delocalized for U = 5. Finite interaction shifts g(0)
to higher values and reduces the dependence on the system size.
ical U represents an upper bound at which the Mott-insulator is formed. In DMRG, the
broadening eects are partially corrected by applying a deconvolution to the spectra. A
careful analysis of the nite-size eects in the gap formation is presented in section 7.3.2.
(iii) Delocalization: For low to intermediate disorder and interaction, the geometrically
averaged spectral density g(!) is nite at the Fermi level ! = 0. The non-black area in
both phase diagrams in Fig. 7.2 indicates this delocalization regime. Due to the decon-
volution procedure within DMRG the spectral weights are lower than those obtained by
RDMFT.
In the absence of disorder and interaction (U = D = 0) the system is metallic and satises
Luttinger's theorem[312] in agreement with our ndings. Additionally, a delocalization
region is observed for intermediate interaction and disorder strengths. The latter, however,
may in principle be due to overestimated spectral weights in nite systems for localization
length  > L and nite spectral broadening.
To decide whether true delocalization is observed, a careful nite-size scaling analysis of
the RDMFT results was performed for the intermediate U and D regimes. The scaling
behavior of g(0) characterizes the phase of the system: in the non-interacting case if
the states are Anderson-localized and the localization length   L, the geometrically
averaged LDOS scales as exp[ L=] for periodic boundary conditions. If  > L the decay
of g(0) with system size is algebraic.[323] In systems with nite interactions the functional
dependence of g(0) on system size is not known, however, the geometrically averaged
spectral weight is still expected to decay to zero with increasing system size for localized
states and to remain nite for delocalized ones in the limit L ! 1.
In Fig. 7.4a we observe the delocalizing eect of interactions. For D = 3 and U = 0
the geometrically averaged LDOS decays with increasing system size, which indicates the
Anderson localized phase. Thus, the nal spectral weight visible in the phase diagram
in Fig. 7.2 (lower panel) for this parameter set is a nite-size eect for the L = 128
lattice. Upon increasing the interaction strength to U = 3 and U = 5 no clear localization
signature could be observed anymore within accessible system sizes.
In Fig. 7.4b the eects of increasing disorder strength and interactions on the localization
properties of the system are compared. A geometric average which decays with increasing7.3. Results 165
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Figure 7.5: Charge gap versus inverse system size for U = 3 calculated within DMRG. For
disorder strength D & 1:5 the disappearance of the gap in the thermodynamic limit 1=L ! 0
indicates the transition from the gapped Mott insulating to a gapless delocalized phase.
system size L for U = 0 and D = 2 and 3 indicates the Anderson localized phase. Again,
the delocalization trend observed in Fig. 7.2 (lower panel) for this parameter set turns
out to be a nite-size eect for the L = 128 lattice. The redistribution of spectral weight
due to increased disorder strength leads to a well pronounced shift of g(0) towards lower
values for D = 3 compared to D = 2 in the non-interacting case. Strong interaction U = 5
shifts the geometric average upwards and the dependence on the system sizes studied here
vanishes which indicates delocalization.
7.3.2 Charge gap
In the homogeneous 1D Hubbard model at half-lling a metallic phase exists only at U = 0.
At any nite interaction strength a charge gap in the density of states is predicted to appear
and the system becomes Mott insulating. Thus, starting in the MI phase, the additional
in
uence of disorder can be detected via a vanishing gap. Georg Harder performed the
calculation of the charge gap by means of DMRG as G = [E(N +1)+E(N  1) 2E(N)],
where E(N) is the ground state energy for N particles. It is important to note that the
computation of the energy E(N) is not based on the spectrum and is therefore not aected
by the articial broadening . Thus, the calculated charge gap is exact for a given system
size. System sizes up to L = 128 sites are used and averages over 16 disorder realizations
are done.
The nite-size scaling for the charge gap at U = 3 and various disorder strengths is
presented in Fig. 7.5. In the thermodynamic limit 1=L ! 0 the charge gap closes with
increasing disorder and vanishes at D  1:5. The scaling of the charge gap with system
size was tted by the function G(L) = G1 + a
L. This nite-size analysis conrms the
delocalization in Fig. 7.2 (upper panel) for U = 3 and D & 1:5. In contrast, the nite
spectral weight at smaller disorder strength was found to be a nite-size eect.
The extrapolated gaps for various disorder and interaction strengths normalized with re-
spect to the extrapolated gaps of the corresponding homogeneous systems are presented
in Fig. 7.6 for dierent interaction strength. The indicated error bars are the asymptotic
standard errors of the tting routine. For intermediate interaction strength the critical166 7. Phase diagram of fermionic 1D Hubbard model with box disorder
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Figure 7.6: Scaling of the gap normalized to the non-disordered values G0 in the thermo-
dynamic limit, calculated within DMRG. The gap eectively vanishes for disorder strength
D  U=2. The error bars correspond to the statistical errors of the tting routine.
disorder needed to destroy the gap was found to be  U=2. This tendency becomes less
clear for U  2 as the limited resolution of the exponentially small gap complicates our
analysis. The remaining gapless region covers the delocalized as well as the Anderson-
Mott localized regime. For a quantitative analysis of this region we calculate the inverse
participation ratio as described in the following section.
7.3.3 Inverse participation ratio
An alternative characterization of the localization properties can be carried out by means
of the inverse participation ratio I(!) (IPR). This observable corresponds to the inverse of
the number of sites over which a state is extended2. In the non-interacting homogeneous
case it is dened as I(!) =
PL
i j i(!)j4, where  (!) is a single particle wave function.
If a state at frequency ! is exponentially localized with corresponding localization length
(!) then I(!) scales as I1(!)coth[L=(!)] with the system size for periodic boundary
conditions and limL!1 I(!) = I1(!) = 1=(!). In the case of a purely delocalized state,
i.e. for a wave function homogeneously extended over the whole system, the IPR vanishes
as 1=L with increasing system size.
In an interacting system the IPR is [59]
I(!) =
PL
i i(!)2
(
PL
i i(!))2 : (7.2)
According to the non-interacting case, in the thermodynamic limit IPR vanishes for the
delocalized states and remains nite in the localized system. Thus, the scaling behavior
with system size gives insight into localization or delocalization driven by disorder or inter-
action. In Fig. 7.7 the IPR at ! = 0 is plotted as a function of system size. As expected,
for U = 0 and D = 3 the system is Anderson localized and the IPR saturates for L ! 1.
Moreover, tting the data by I(0) = I1 coth[L=(!)] shows that the scaling behavior also
2For the sake of consistency with our publication [228] the most common name of this observable is
used in this section rather than the historic title. Therefor, the here mentioned IPR is identical to the IPN
introduced in Sec. 6.3.7.7.4. Discussion and conclusion 167
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Figure 7.7: (Color online) Finite-size scaling of the IPR, calculated within RDMFT. The
U = 0, D = 3 data are tted by I(0) = I1(!)coth[L=(!)] which corresponds to the charac-
teristic scaling in the localized regime. The decay of I(0) for D = 3 and U = 3 and 5 with
increasing system size indicates delocalization.
holds for open boundary conditions at larger system sizes. For nite interaction strength
U = 3 and U = 5, however, I(0) decays with system size (note the diering scales on the
y axis). The vanishing IPR highlights the delocalizing eect of the repulsive interaction.
These results conrm our ndings in Fig. 7.4.
7.4 Discussion and conclusion
By means of real-space dynamical mean-eld theory (R-DMFT) and the density matrix
renormalization group (DMRG) we investigated the 1D Anderson-Hubbard model at half
lling with box-disorder. By varying the disorder and interaction strengths, Anderson- and
Mott-insulating regimes are found. Additionally, for intermediate interaction and disorder
strength a strong indication of a metallic phase was observed within accessible system
sizes. These phases are characterized and distinguished by qualitatively dierent scaling
behavior of the local density of states, the energy gap in the excitation spectrum and the
inverse participation number.
In 1D up to now only next-neighbor interacting disordered spinless fermions have been
studied exactly via DMRG [324] where, based on the phase sensitivity, a delocalized phase
for intermediate attractive interaction and disorder strength was found. Our results consti-
tute the rst clue for delocalization in the ground state phase diagram of spinful fermions
with on-site interactions. Although DMRG as well as RDMFT agreed in their observa-
tions, a further studies of nite-size scaling by means of an exact method are required to
prove the existence of the metal unequivocally.168 7. Phase diagram of fermionic 1D Hubbard model with box disorder8. Strongly correlated fermions in
speckle-disordered lattices
In this chapter the eects of an unbounded disorder type will be investigated: the speckle
disorder. In experiments with ultracold atoms, the speckle potential is created by a coher-
ent laser beam which is scattered by a diusor plate [40, 41, 231{233]. As mentioned in
Sec. 6.2.2, the corresponding probability distribution function (PDF) decays exponentially.
Thus, obtained on-site energies are bounded from below, whereby the lowest value "i = 0
is the most likely one. The salient property of this disorder type is, that innitely large
energetic osets are theoretically possible albeit being unlikely. This unbounded character
is the main dierence to the previously studied box disorder. As will be shown in the
results section in this chapter, this particular feature leads to substantial changes in the
ground state phase diagram. At the same time, it must be mentioned that unbounded
disorder is implemented only in optical lattices and does not exist in solids. However,
since an implementation of box disorder, which is more condensed matter relevant, is not
achieved in ultracold systems yet, the investigation of speckle disorder still contributes
substantially to an understanding of disorder physics.
Due to the specic statistical nature of this kind of disorder, a more accurate description
of system parameters is required than discussed in the previous chapter. Additionally
to arbitrary on-site energies, also termed diagonal disorder, the randomness in hopping
amplitudes has to be considered here. This o-diagonal disorder is induced by energetic
shifts between neighboring lattice sites, which aect the tunneling probability. The incor-
poration of both diagonal and o-diagonal disorder constitutes a complete description of
particles in a disordered lattice in a single particle picture.
The simultaneous presence of strong repulsion and speckle disorder has been realized re-
cently in a 3D bosonic optical system [233]. In this experiment a disorder-induced insu-
lating state was observed. On the theoretical side, studies on speckle-disordered bosonic
systems have been done [46, 325]. However, no comparable investigations have been pro-
vided for fermions so far. This missing link will be given in the following chapter, where
a description of interacting fermions in a speckle-disordered optical lattice is elaborated.170 8. Strongly correlated fermions in speckle-disordered lattices
8.1 Joint probability distribution functions
A speckle disorder distribution of on-site energies "i is given by
P"("i) =
1
D
e "i=D("i);
where D denotes the disorder strength and ("i) the Heaviside function. As explained in
Sec. 6.2.2, this PDF is derived from the light intensity pattern distribution of the laser
[234]. Correspondingly, the disorder strength D is proportional to the tunable speckle
eld strength sD. The proportionality constant depends on the ratio of the speckle eld
autocorrelation length to the typical spatial extend of the Wannier function and is therefore
experiment specic. In the setup implemented by White et al. the relation D = 0:97sD
was found [233]. We assume that the on-site energies of all lattice sites are independently
and identically distributed.
The random energy distribution yields statistically distributed tunneling matrix elements.
Particularly, the hopping coecient tij at a neighboring pair of sites is correlated with the
dierence in the on-site energies "ij = "i   "j. Hence, the distribution for tij cannot be
sampled independent from "ij but is rather described by a joint PDF [235]
P";t("ij;tij) 6= P"("ij)Pt(tij): (8.1)
In our calculations this dependence is accounted by a conditional PDF Pt(tijj"ij), which
we construct for a given xed distribution of "ij values. The details of the derivation are
given in the Appendix H.
Additionally, shifts in the on-site potentials in
uence the Wannier functions. Since the local
interaction matrix element is proportional to the fourth power of the Wannier function the
on-site interaction strength becomes a random variable. The corresponding distribution
of on-site coecients Ui obeys a joint PDF
P";U("i;Ui) 6= P"("i)PU(Ui);
which also needs to be taken into account. Similar to the joint PDF of the dierence in
the nearest neighbor energies and the hopping amplitudes, the joint PDF P";U("i;Ui) is
accounted for by the conditional PDF PU(Uij"i). The methodical details are explained in
Appendix H.
The parameters "i;Ui;tij corresponding to experimentally realized systems, e.g. as in the
experiment by White et al. [233], were calculated by S. Q. Zhou and D. M. Ceperley [235]
for the xed disorder strength sD = 1ER and lattice depth s = 14. Their computation
of the Hubbard parameters was based on the imaginary time evolution of a 3D 6  6  6
lattice for 1222 disorder realizations. The resulting statistics are adjusted appropriately
to the parameter regimes used in this thesis to obtain the desired conditional PDFs in the
way described in Appendix H.
8.2 Phase diagram
To obtain the ground state phase diagram of a speckle-disordered lattice the Anderson-
Hubbard Hamiltonian
H =  
X
ij;
tij^ c
y
i;^ cj; +
X
i
Ui^ ni"^ ni# +
X
i;
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Figure 8.1: Paramagnetic ground state phase diagram for half-lled speckle-disordered opti-
cal lattice at lattice depth s = 10. The speckle eld strength sD, which is proportional to the
disorder strength, is given in units of the recoil energy. The s-wave scattering length a, which
denes the interaction strength, is given in units of the Bohr radius a0.
was solved via statistical dynamical mean-eld theory (statDMFT) by D. Semmler. This
method constitutes an extension to DMFT that allows for an explicit calculation of the
full PDFs of local observables [53, 313, 314]. This method is purely local and incorporates
by construction stochastic processes on a Bethe lattice, which is characterized by the
connectivity K. This procedure diers conceptually from the introduced RDMFT, where
a certain lattice structure and a xed disorder conguration was simulated. In statDMFT
the system is represented by an ensemble of local Green's functions fGii(!)g obeying a
corresponding PDF. Using these Green's functions, a set of selfenergies is calculated and
new local Green's functions are obtained. Based on this new ensemble fGii(!)g the new
PDF is constructed, which closes the selfconsistency loop. A more detailed description is
given in [51, 313].
Our calculations are done for ultracold 40K atoms in an optical lattice generated by a laser
with a wavelength  = 738 nm. The lattice depth in the units of recoil energy is s = 10.
The system is adjusted to be half-lled, i.e.
P
i;h^ nii = 1. The lattice connectivity was
set to K = 6. Throughout this chapter the energy is given in units of the non-interacting
bandwidth of the homogeneous system. For the following phase diagram for a Bethe lattice
it is W0 = 4t
p
K, where t is extracted from the band structure calculation for s = 10 [75].
The obtained phase diagram is presented in Fig. 8.1 and consists of the following phases:
I) Mott insulator, identied by a gapped spectrum. The corresponding DOS vanishes at
the Fermi level, i.e. a(! = 0) = 0 (for denition of the arithmetic average see Eq. (6.34)).
In particular, in the absence of disorder (sD = 0) a metal-Mott insulator transition is found
at the critical scattering length ac = 117:5a0. For nite but small disorder strength the
Mott insulator is stable for scattering lengths a > ac, see arithmetically and geometrically
averaged spectra in Fig. 8.2 (a).
II) Anderson-Mott insulator, characterized by a point-like spectrum. The corresponding
single-particle excitations described by the LDOS are localized at the Fermi level. In172 8. Strongly correlated fermions in speckle-disordered lattices
Figure 8.2: Averaged arithmetic (black solid) and geometric (red dashed) spectral functions
for various scattering and disorder strengths. (a) At sD = 0:05ER a charge gap is formed with
increasing scattering length. (b) At sD = 0:1ER the disorder stabilizes a metallic phase such
that the spectral weight at the Fermi level ! = 0 remains nite.
the non-interacting case (a = 0) the system is observed to undergo the metal-Anderson
insulator transition for sD = 0:65.
III) Metal, distinguished by a nite averaged LDOS at the Fermi level. This means that the
state at ! = 0 is delocalized and can contribute to the charge transport. Remarkably, for
intermediate speckle eld strengths the metallic phase is stabilized by disorder such that
no metal-insulator transition was obtained for the investigated scattering length up to a =
350a0, see Fig. 8.2 (b). This behavior occurs as a consequence of a spectral redistribution
caused by disorder. Due to the unbounded nature of the speckle disorder, states with high
energy are occupied for every disorder strength D. Although their number is exponentially
suppressed in 1=D, these states ll up the spectral gap leading to a stabilization of a
metal even for strong interactions. This means that the Mott transition at nite disorder
strength, which is observed in the Fig. 8.1, might even be an artifact of the statDMFT,
since due to the computational eort only nite ensemble sizes fGii(!)g are feasible.
Intriguingly, the phase diagram obtained by statDMFT investigations for speckle-disordered
systems diers quantitatively from the results presented for a bounded box disorder com-
puted by means of DMFT [44, 58, 326]. A metallic phase was obtained at intermediate
disorder and interaction strengths for box disorder, however, in contrast to our results its
extent was nite. Consequently, the Mott and Anderson-Mott insulators were found to be
continuously connected [44]. The dierences in obtained phase diagrams can be referred to
the dierences in disorder types: the unbounded speckle disorder allows for large disorder
osets at every disorder strength, which in
uences the competition between interaction
and disorder strength in a subtle way.
Furthermore, it is interesting to compare the fermionic results obtained here with a cor-
responding bosonic phase diagram for speckle disorder. In the latter case, the excitation
gap of the Mott insulator is destroyed by an arbitrarily weak speckle eld. Thus, a Mott
insulating phase in bosonic systems is obtained only in homogeneous cases, whereas for
fermions a Mott insulator may exist at D > 0.8.3. Comparison with RDMFT 173
Figure 8.3: Comparison of the arithmetically averaged spectral function obtained via
RDMFT (red dashed) and statDMFT (black solid). For a xed speckle eld strength
sD = 0:05ER the agreement of both methods improves with increasing interaction strength U.
RDMFT results are performed on a 24  24 lattice.
8.3 Comparison with RDMFT
The use of Bethe lattices is popular when condensed matter problems are simulated via
DMFT, since for this lattice structure the corresponding equations dening the hybridiza-
tion function simplify, see Sec. 6.5.1. Although the obtained results are known to be ac-
curate for higher dimensional systems, in two dimensions stronger deviations from results
gained for realistic square lattices might be possible. In order to crosscheck the statDMFT
outcome and to benchmark the range of validity of Bethe lattices, a complementary inves-
tigation of a two-dimensional square lattice by means of RDMFT is performed.
The bandwidth in a non-interacting homogeneous square lattice is given by W0 = 4td,
where d is the dimension of the system. Thus, in a two-dimensional square lattice the
bandwidth constitutes W0 = 8t. In order to present a quantitative comparison of two
numerical methods, the connectivity K = 4 was chosen in statDMFT to obtain the same
bandwidth. Throughout the following results the interaction strength U denotes the most
probable value of the respective marginal PDF PU(Ui) =
R
d"iP";U("i;Ui).
An exemplary comparison of the arithmetically averaged LDOS resulting from both meth-
ods for identical parameters is presented in Fig. 8.3. The results obtained via statDMFT
for a semi-elliptical DOS agree qualitatively with the results gained for a square lattice via
RDMFT. Interestingly, the deviations are most pronounced for weaker interactions when
the kinetic energy dominates the system. Due to a connection between the kinetic energy
and the lattice structure, the dierences become most evident for a low and intermediate
interaction strength (Fig. 8.3 U = 1:0 and U = 2:1). For stronger interactions, U = 3:3
and U = 4:2, the agreement improves.
Similar to statDMFT, a delocalized phase is observed within RDMFT for nite disorder
and interaction regimes. In Fig. 8.4 arithmetically and geometrically averaged LDOS for
sD = 0:01ER and sD = 0:05ER are displayed. For a weak disorder sD = 0:01ER in-
creasing the interaction strength U leads to a metal-Mott insulator transition, analogously174 8. Strongly correlated fermions in speckle-disordered lattices
Figure 8.4: Geometrically (red dashed) and arithmetically (black solid) averaged LDOS for
various disorder and interaction strengths obtained via RDMFT. (a) An increasing interaction
strength U leads to a metal-Mott insulator transition for the speckle eld strength sD =
0:01ER. (b) For a higher disorder strength sD = 0:05ER the metallic phase remains stable
when U is increased.
to statDMFT. However, already for sD = 0:05ER the spectral weight at the Fermi level
! = 0 is stabilized by disorder. This diers from the behavior predicted by statDMFT in
Fig. 8.2 (a).
The peaked structure of the lower Hubbard band in Fig. 8.4 is a feature obtained only
within RDMFT. This can be partially referred to a nite spectral resolution of a nite size
system, since this structure is not fully recovered for other lattice sizes.
The advantage of RDMFT, compared to other DMFT extensions, is the real-space resolu-
tion. Owing to this feature, spectral particularities of dierent phases can be visualized. In
Fig. 8.5 color coded LDOS i(!) obtained for every site of a 2424 lattice are presented.
Extended single particle excitations are indicated by nite spectral weights on every site
while localized states appear as unconnected points or areas in the diagram. Thus, at
U = 1:0 and sD = 0:01ER in Fig. 8.5 (a) the system is metallic, since the spectral weight
at the Fermi level ! = 0 is nite at every lattice site. For U = 3:1 and sD = 0:01ER the
systems is in the Mott insulating phase, see Fig. 8.5 (b). This phase is indicated by a spec-
tral gap proportional to the interaction strength U and the formation of Hubbard bands.
At the high speckle eld strength sD = 0:4ER the system is expected to be Anderson-Mott
insulating for all interaction strengths. Indeed, all states are localized leading to randomly
distributed point-like local spectral weights, as exemplied for U = 1:0 in Fig. 8.5 (c).
In conclusion, the main results obtained for higher dimensional speckle-disordered Bethe
systems have been proven to hold also in two-dimensional square lattices. In particular,
the phases such as metal, Mott insulator and Anderson-Mott insulator are also obtained
within RDMFT even though for slightly dierent parameter regimes.
Despite the observations which support or rene the statDMFT results, RDMFT cal-
culations reveal an additional common feature of two-dimensional correlated disordered
systems known as zero-bias anomaly.8.4. Zero-bias anomaly 175
Figure 8.5: Color coded LDOS i(!) as a function of frequency ! and lattice site index i
for three dierent parameter sets. The three regimes correspond to (a) metallic, (b) Mott-
insulating and (c) Anderson-Mott insulating phases, respectively.
8.4 Zero-bias anomaly
\Pseudogaps", or zero-bias anomalies (ZBAs), were observed in the early investigations
on the metal-insulator transition and studies of the disorder eects. In weakly disordered
metals, Altshuler and Aronov demonstrated a suppression of the spectral density at the
chemical potential by means of perturbation theory [327]. In the atomic limit of completely
localized particles, Efros and Shklovskii have shown the emergence of the Coulomb gap
at the chemical potential resulting from unscreened Coulomb potential and disorder [328].
Both eects are based on non-local interactions and the corresponding energy scale is given
by interaction strength U or magnetic exchange t2=U, respectively.
This predictions, however, are in contradiction to the ZBA observed recently via exact di-
agonalization and quantum Monte Carlo calculations for strongly interacting and strongly
disordered systems described by the Anderson-Hubbard Hamiltonian [329, 330]. The ap-
pearing soft gap was found to be insensitive upon variation of lling, disorder and inter-
action strengths. The resistivity of the ZBA against doping concentration changes has
been observed also experimentally [331]. Particularly, the independence of U and D in the
strongly interacting and strongly disordered regime indicates that the tunneling t consti-
tutes the relevant energy scale. Suggestions have been provided to explain the formation
of anomalies with an energy scale  t based on non-local selfenergy terms [329, 332, 333],
however a conclusive general theory has not been presented yet.
Although DMFT is a theoretical approach that retains only the local self-energy, a pseu-
dogap at the Fermi level was observed in our calculations. In particular, the suppression of176 8. Strongly correlated fermions in speckle-disordered lattices
Figure 8.6: Density of states obtained via RDMFT and statDMFT. (left) Within the Mott
gap, which is expected for given most probable interaction strengths U = 0:31;0:50 and 0:63
at sD = 0, nite disorder sD = 0:05 leads to a formation of the spectral peak at the Fermi
level. However, a more quantitative comparison (right) reveals a pseudogap in RDMFT results
appearing at ! = 0. The speckle eld and interaction energies are given in units of the recoil
energy.
the DOS at the Fermi level was found only within RDMFT, as shown in the comparison be-
tween RDMFT and statDMFT results in Fig. 8.6. For the sake of comparability, within this
section all energy scales will be given in units of the recoil energy. U denotes the most likely
interaction strength of the corresponding marginal distribution PU(Ui) =
R
d"iP";U("i;Ui).
For nite speckle eld strength and interaction strength exceeding the critical value for
metal-Mott insulator transition the spectral redistribution of the states induced by dis-
order leads to the formation of a peak in the DOS at the Fermi level in both methods.
However, contrary to statDMFT results presented here and DMFT predictions given in
[59], in RDMFT the spectral weight is drastically reduced at ! = 0, see Fig. 8.6 (right).
This indicates that the ZBA is connected to the particular lattice structure as well as to
the reduced dimensionality. The unsymmetrical v-shape of the pseudogap observed here
is due to the spectral properties of the speckle disorder.
We begin the investigations of the parameter dependence of the observed anomaly analyz-
ing the in
uence of the speckle eld strength. In the homogeneous half-lled case (sD = 0)
the system is Mott insulating and shows a spectral gap in the DOS for U = 0:5ER, see
Fig. 8.7 (a). However, on increasing sD, for sD < U, the gap becomes partially lled. Due
to the spectral redistribution induced by disorder it is expected that the observed grad-
ual lling would continue with increasing disorder strength and nally lead to a complete
disappearance of the ZBA at large enough disorder sD > U. This continuity, however, is
not obtained within our calculations. In contrast, the pseudogap becomes independent of
disorder for suciently strong speckle elds. Figs. 8.7 (b) and (c) demonstrate this prop-
erty for U = 0:63ER; 0:44ER and various disorder strengths. These observations agree
qualitatively with QMC results for box-disordered 2D lattices [329]. However, a more
quantitative comparison reveals dierent energy scales at which speckle disorder ceases
aecting the ZBA. For U = 0:63ER and 0:44ER the pseudogap remains stable against
variation of the disorder strength already at values sD < U, which is in contrast to ob-
served critical strength  = U in [329]. On the other hand, suciently large disorder
is observed to destroy the ZBA, i.e. for U = 0:63ER the pseudogap is smeared out at8.4. Zero-bias anomaly 177
Figure 8.7: Evolution of the pseudogap as a function of speckle eld strength. (a) The Mott
gap obtained at sD = 0 and U = 0:5 is gradually lled in with increasing sD. The pseudogap
appearing at the Fermi level shifts towards higher spectral values with increasing disorder
strength. (b) The ZBA appearing at the small disorder strength sD = 0:05 for U = 0:63
saturates for sD = 0:4   0:7. At sD = 0:8 the pseudogap is lled. (c) For U = 0:44 similar
stabilization of the pseudogap is observed for sD = 0:4 0:6. Speckle eld strengths sD  0:7
lead to a disappearance of the ZBA. The speckle eld and interaction energies are given in
units of the recoil energy.
sD = 0:8ER and for U = 0:44ER at sD = 0:7ER, whereas in box-disordered systems even
for =U = 2 no in
uence was detected. This dierences can be partially traced back to
the speckle eld PDF, which allows high disorder values with a non-vanishing probability
for small speckle eld strengths. In particular, for strong sD the likelihood of dramatically
big osets becomes signicant and may be responsible for the observed disappearance of
the pseudogap.
The evolution of the density of states for various interaction strengths and a xed speckle
eld is demonstrated in Fig. 8.8. The form and the position of the pseudogap is found to
remain unaected by U. In particular no eects are found neither in the limit of weak
speckle eld strengths sD  U (Fig. 8.8 (a)) nor for large disorder sD  U (Fig. 8.8 (c)).
This is surprising, since if the eect of disorder is only to compete with interaction by
redistributing the spectral weight, a change of DOS would be expected when U is varied
at a xed disorder speckle eld strength. In contrast, the disorder is observed to stabilize
the ZBA already on the scale where sD < U. A stable pseudogap irrespective of the
interaction strength U   was reported for a box-disordered lattice away from half lling
[329]. The dierences in the interaction to disorder fraction, for which the reported features
are observed, originate in the distinct disorder types. Our results conrm that in speckle178 8. Strongly correlated fermions in speckle-disordered lattices
Figure 8.8: In
uence of the interaction strength on the pseudogap. The variation of the in-
teraction strength leaves the ZBA unaected (a) for sD  U, (b) in the regime of intermediate
disorder strengths and (c) for sD  U.
elds the dominant energy scale can not be deduced from the ratio sD=U as in the case of
bounded disorder types.
Although the spectral anomaly was observed within RDMFT calculations, it is important
to keep in mind that only local correlations are treated exactly within this method. This
numerical property in
uences the accuracy of the width and depth of the observed pseu-
dogap. A more quantitative discussion about ZBA and particular in
uence of unbounded
disorder type requires a further characterization of eects induced by tunneling scaling and
lling variation. Of a particular interest is also the investigation of the proper form of the
selfenergy entering the simulations. As stated in [334], DMFT with purely local selfenergy
is not expected to generate a pseudogap, which stands in contrast to our results. However,
Song et al. used the analytic Hubbard I approximation for the selfenergy, which is the
simplest improvement over the Hartree-Fock approximation. In contrast to that, in our
simulations a proper impurity solver MPT is applied, which reproduces higher momenta
of the spectral function (see Sec. 6.5.2). This suggests that the accuracy of the selfenergy
rather than its locality is responsible for the observation of ZBA. Further insights into
this peculiarities are essential to clarify the yet unexplained origin of the observed gap
anomalies [329, 330, 332].9. Summary and outlook
This dissertation aims at giving a theoretical description of various applications of ultracold
gases. A particular focus is cast upon the dynamical evolution of bosonic condensates
in non-equilibrium by means of the time-dependent Gutzwiller method. Ground state
properties of strongly interacting fermionic atoms in box and speckle disordered lattices
are investigated via real-space dynamical mean-eld theory.
The rst part of this thesis is focused on bosons and heteronuclear bosonic mixtures. The
main motivation for the rst project was the recent experiment by J. Catani et al. [20]
where, for the rst time, a super
uid mixture of two bosonic species, 87Rb and 41K, in a
three-dimensional optical lattice was successfully produced. Their experimental ndings
raised new questions on the reduction of phase coherence in rubidium which was induced
by the presence of potassium. In particular, they observed oscillations in the visibility
depending of the lattice ramping prole and time, which were not understood to date.
We address these questions in our investigations of interacting Rb-K mixture, simulating
equilibrium properties and dynamics of this system by means of the Gutzwiller mean-eld
method. For the sake of numerical eciency, a two-dimensional system was studied in
the regime of experimentally relevant parameters. We explicitly take into account that a
heteronuclear mixture breaks the rotational symmetry of the trap, because the centers of
mass of the two species are shifted with respect to each other due to the gravitational sag.
We reproduce and explain the experimentally observed oscillations in the visibility by
relating them to the lack of of adiabaticity [29]. In particular, we demonstrate that adi-
abaticity with respect to the many-body states in the lowest band is essential and not
guaranteed in recent experiments, since the ramp-up of the optical lattice occurs on a time
scale comparable to the tunneling time of the bosons. This violation of adiabaticity leads
to undesirable eects in intermediate and deep lattice regimes. The ground state of the
system at large lattice depths typically contains a Mott insulating plateau with integer
lling in the center. However, the particle density obtained after the ramp is non-integer,
unlike in the MI phase, and at the same time has vanishing super
uid order, in contrast
to the SF phase, for which reason we refer to it as a frozen super
uid. The corresponding
visibility is lower than in an equilibrium situation. Moreover, by systematically tracing
out the visibility as a function of the ramp-up time, we show that in deep lattices fast
ramps induce collective excitations in the Rb-cloud, in particular the breathing mode of
the system. The criterion for adiabaticity which we deduce from this is the saturation of180 9. Summary and outlook
the visibility as a function of ramp-up time. In this regime the super
uid fraction reaches
its equilibrium value and the ramp-up is suciently slow, so that no collective modes
are excited. The maximum of the visibility, which is sometimes used as an experimental
criterion, turns out not to be a good indication of adiabaticity.
A further non-equilibrium system studied in this thesis is the spreading of a strongly
interacting bosonic cloud. A non-adiabatic switch-o of the initial connement initiates
particle expansion. Analogous investigations on fermionic atoms already revealed new
transport properties in
uenced by interactions. In the non-interacting regime free fermions
were observed to expand ballistically [168, 170], in accordance with theoretical results
on continuous quantum walks [169], while interactions surprisingly did not lead to the
expected simple diusive behavior. Instead, a coexistence of a diusive core and ballistic
outer region of the cloud were found. The features of an expanding bosonic cloud were
addressed only for the limiting cases of hard-core bosons or for anisotropic expansion up
to now [33, 34, 134]. One of the goals of this thesis was to present a detailed study of
dierent correlation regimes for experimentally relevant isotropic systems.
In the non-interacting case the cloud is found to change its shape for long expansion
times. While for shallow connement the condensate remains rotational symmetric, re-

ecting the initial symmetry of the trapping potential, more strongly trapped systems
develop quadratic density proles, corresponding to the symmetry of the reciprocal lat-
tice. The non-interacting cloud radius grows linearly in time, as expected for a quantum
random walk. In the interacting case a qualitatively dierent behavior is observed. A
system, initially prepared to consist of a Mott insulating core surrounded by a tiny su-
per
uid ring, always obtains a four-fold rotational symmetry (C4 symmetry) during the
expansion. Here, the formation of a \spiked" structure becomes more evident with in-
creasing interaction strength. The origin of pronounced population along the diagonals
is explained based on analytical arguments. Even more remarkable is the obtained emer-
gence of the coherence. During the melting of the Mott insulator, the condensate fraction
is shown to approach unity at an exponential rate as a function of time, while simulta-
neously the occupation of nite momenta increases. This behavior stands in contrast to
homogeneous equilibrium condensates characterized by exclusive macroscopic population
of the k = (0;0) state. Additional investigation of eects of the super
uid outer ring
on the evolution of the inner Mott insulating core leads to unexpected new insights into
non-equilibrium dynamics. Density and momentum distributions are found to depend on
the initial number of particles in the Mott insulator rather than on the particular inter-
action or tunneling strength in certain parameter regimes. This is remarkable, since the
independence of the insulating core expansion from the surrounding super
uid dynamics
indicates that the obtained mean-eld results are characteristic for the real many-body
dynamics.
The second part of this thesis focuses on the investigation of correlated fermions in dis-
ordered optical lattices. Two types of disorder, namely continuous unbounded speckle
disorder and continuous bounded box disorder, are considered in particular. The eects
of both disorder types are analyzed respectively in one and two dimensional lattices.
The method used to treat disordered correlated fermionic problems in this thesis is the
real-space dynamical mean-eld theory (RDMFT). This technique is deduced from dy-
namical mean-eld theory (DMFT). Within DMFT, the self-energy is approximated to be
purely local, which is only exact in innite dimensions but is known to lead to a qual-
itatively accurate description of a metal-insulator transition in 3D. In combination with
the geometric disorder average of the local density of states, this method allows to detect181
Anderson localization [44, 49, 54, 326, 335]. On the other hand, its real-space extension
treats the single-particle problem - including disorder - exactly in any spatial dimension,
while the local self-energy becomes site-dependent [208, 284, 314]. For this reason RDMFT
is expected to be superior to single-site DMFT in low dimensions, a hypothesis which is
investigated in this thesis.
One of the most challenging tasks in theoretical physics is the non-perturbative investi-
gation of systems with disorder and interactions present simultaneously. While in higher
dimensional systems this question has been addressed and the presence of a disordered
metallic phase conrmed by dierent numerical methods [44, 50, 51, 55{60, 224, 336, 337]
and experimental observations [52, 227], the situation in one dimensional lattices remains
controversial. In 1D bosonic systems a Mott insulator, a Bose glass and a super
uid phase
were found [9, 338{341], of which the latter is analogous to the metallic phase in fermionic
systems. However, for repulsively interacting fermions in 1D perturbative RG calculations
predict a random antiferromagnet, where the fermions localize individually around ran-
domly distributed sites [55]. Nevertheless, perturbative treatments of disorder can not be
expected to capture the physics in the full range of couplings. A non-perturbative inves-
tigation of a spin-1
2 one dimensional fermionic system with box disorder via RDMFT is
presented in this thesis [228].
Since RDMFT neglects all non-local correlations, to assure the correctness we quantita-
tively compare our results with DMRG, which is a numerically exact method and tackles
strong disorder and strong interactions simultaneously in 1D. We have studied the occur-
rence of delocalization, Anderson- and Mott-insulating phases for interacting disordered
spinful fermions on a 1D lattice at commensurate lling. The phases are characterized by
means of the local density of states, the scaling of the inverse participation ratio and the
charge gap. Both numerical techniques, DMRG and RDMFT, agree in their predictions
for parameter regimes well within the Anderson and Mott phases. However, RDMFT was
found to be more aected by nite-size eects than DMRG, which is re
ected in a larger
delocalization trend for a xed lattice size. As our main result, we present the rst non-
perturbative calculations indicating a delocalized phase of spinful fermions in 1D due to
the interplay of disorder and interaction of intermediate strength, similar to the bosonic
case. This trend, observed via DMRG by Georg Harder as well as via RDMFT within
this thesis, persisted in nite-size scaling within RDMFT and is observed for the rst time
within this work.
Investigations based on box disordered systems accounting only for on-site energy osets
are important and serve to obtain a rst impression of phenomena. However, box disorder
has not yet been realized in experiments. A more relevant case constitutes e.g. speckle
disorder, which has been realized recently in optical lattices using optical speckle eld
[233]. Additionally, the precision of the theoretical description can be improved by im-
plementing joint probability densities for model parameters, since random on-site energies
and energy dierences between neighboring sites lead to stochastically distributed but cor-
related on-site interaction and tunneling strengths. Thus, a further aim of this thesis was
the description of a speckle disordered fermionic system with diagonal and o-diagonal
disorder, i.e. random on-site and hopping energies.
The model was investigated using two related approaches: statistical DMFT and RDMFT.
Both methods constitute extensions to DMFT and take into account local correlations only.
However, by construction they dier in the conceptual implementation of disorder. While
the rst technique incorporates probability distribution functions within selfconsistency
equations, the second technique solves a problem for a xed disorder realization. Sec-182 9. Summary and outlook
ondly, statistical DMFT is typically operating on an innite Bethe lattice while RDMFT
takes into account the density of states corresponding to a given nite lattice structure.
Although a semi-elliptic density of states is a purely mathematical construct it is widely
used in theoretical investigations. The physics obtained in three dimensional lattices is
qualitatively similar to that on a Bethe lattice, however, in lower dimensions qualitative
dierences may arise. In order to account for peculiarities of a two dimensional lattice
structure, the statistical DMFT results obtained by D. Semmler are compared to RDMFT
ndings presented in this thesis.
The main outcome of this comparison is the paramagnetic ground state phase diagram.
Here, the unbounded nature of speckle disorder is found to lead to qualitatively distinct
eects. While for a purely diagonal box disordered system typical medium theory predicts
that the Mott and Anderson insulators are connected [44, 58, 326, 335] this is not the case
for speckle disordered lattices where a continuous metallic phase separates both insulating
regimes. The comparison of results obtained for a Bethe lattice (statistical DMFT) and
for a two dimensional square lattice (RDMFT) shows qualitatively similar behavior: for
weak disorder a metal-insulator transition is induced by increasing the interaction strength,
while stronger disorder is found to stabilize the metallic phase. Quantitative dierences
are, however, obtained for weak correlations, where the kinetic energy, which is related to
the lattice structure, sets the energy scale [51]. Interestingly, a pseudo-gap at the Fermi
level in the local density of states on the square lattice is found within RDMFT. This
pseudo-gap arises for intermediate and strong interactions in the presence of disorder and
remains stable under variation of the system size.
In total, the results of this thesis demonstrate the multitude of questions which can be
addressed with ultracold gases. In particular, various non-equilibrium and static disorder
phenomena for bosonic and fermionic particles were investigated in this manuscript. How-
ever, the control over matter waves achieved within the last years opens up new possibilities
for investigations of a combination of both eects. For fermions, a sudden expansion of in-
teracting two-component mixture is found to lead to quantum distillation in homogeneous
1D lattices [342]. In particular, during the expansion doublons are observed to separate
dynamically from the rest of the system and to group together into a metastable state.
Since 1D lattices are particular sensitive to interactions, similar investigations in higher
dimensions might reveal new features. Moreover, considering the subtle competition be-
tween disorder and interactions in certain parameter regimes [44, 50, 51, 58, 228, 326], the
expansion dynamics of fermionic doublons in disordered lattices might give new insights
into the non-equilibrium physics of disordered fermions which has not been studied yet.
Additionally, intriguing eects of condensate formation due to melting of a bosonic Mott
insulator, obtained within the framework of this thesis, are promising to yield further
fascinating features in a disordered lattice. However, with the methods currently avail-
able long-time non-equilibrium fermionic many-body dynamics is not accessible in 2D and
3D. Similarly, the current numerics lacks appropriate schemes to treat dynamic bosonic
disordered systems. Thus, recent developments in the eld of interacting and disordered
ultracold gases clearly require computational progress. For the moment, time dependent
Gutzwiller remains the most ecient method for studies of non-equilibrium bosonic inter-
acting lattice systems in higher dimensions, as well as real-space DMFT for research on
fermionic static strongly correlated disordered systems, as presented in this thesis.10. Zusammenfassung
Bei gen ugend tiefen Temperaturen wird der Grundzustand eines bosonischen Systems
makroskopisch besetzt. Dieses Ph anomen wird als Bose-Einstein-Kondensation (BEC)
bezeichnet, zu Ehren der Vorarbeiten von S. Bose im Jahr 1920 [1] und der tats achlichen
Vorhersage von A. Einstein im Jahre 1925 [2]. Doch nach der Vorhersage dauerte es noch
lange bis die experimentelle Realisierung kondensierter bosonischer Materie erreicht wor-
den ist. Das Hauptproblem war dabei die extrem niedrige kritische Temperatur, die f ur die
Bildung von Kondensaten erforderlich ist. Den ersten Meilenstein bez uglich der Kontrolle
 uber die Teilchen setzten S. Chu, C. Cohen-Tannoudji und W. D. Phillips. Ihre Erndung
der atomaren Fallen und der Laserk uhlung, die eine Temperaturreduktion auf  10 5 K
erm oglichte, wurde mit einem Nobelpreis 1997 gefeiert. In 1995 erreichten die Gruppen
von E. A. Cornell, C. E. Wieman [3] und W. Ketterle [4] einen neuen Temperaturrekord
mit  10 8 K durch zus atzliche Verdampfungsk uhlung. F ur diese Errungenschaft wurde
Ihnen 2001 ein Nobelpreis verliehen.
Fermionische Quantengase bilden das Gegenst uck zum BEC und werden durch die Fermi-
Dirac-Statistik charakterisiert, die E. Fermi und P. Dirac unabh angig von einander ent-
wickelten [5, 6]. Wegen dem verschwindend geringen Streuquerschnitt k onnen niedrige
Temperaturen bei Fermionen allerdings nur durch sympathetische K uhlung unter dem
Einsatz anderer Atomsorten erreicht werden. Diese Vorgehensweise erm oglichte die erste
Realisierung eines ultrakalten fermionischen Gases 1999 [7].
Seit dieser Zeit hat die Forschung an entarteten Quantengasen ein neues Niveau erreicht.
Die Herstellung von Kondensaten in verschiedenen Dimensionalit aten, das Einfangen der
Teilchen in optischen Gittern verschiedener Symmetrien und schlielich die pr azise Einstel-
lung der Tunnelwahrscheinlichkeit und der Wechselwirkungsst arke erm oglichen perfekte
Kontrolle  uber die Systemparameter. Diese Fortschritte f uhrten dazu, dass ultrakalte
Atome sich zu einem leistungsstarken Werkzeug f ur die Untersuchungen stark korrelierter
Vielteilchensysteme entwickelt haben, die bis jetzt nur dem Bereich der kondensierten
Materie vorbehalten waren.
Da die ultrakalten Systeme pr azise einstellbare Quantensimulatoren darstellen, er oneten
sie den Zugang zur Physik am absoluten Nullpunkt, die durch das Bose- und das Fermi-
Hubbard Modell beschrieben wird [8, 9]. W ahrend thermische Fluktuationen bei T =
0 einfrieren, bleiben Quanten
uktuationen bestehen und induzieren Phasen uberg ange,184 10. Zusammenfassung
die makroskopische Ver anderungen im Vielteilchen-Grundzustand mit sich bringen. Der
Phasen ubergang von einem schwach zu einem stark korrelierten Regime wurde sowohl
f ur Bosonen (super
uid-Mott-Isolator  Ubergang) [9, 10] and auch f ur Fermionen (Metall-
Mott-Isolator  Ubergang) [8, 11] theoretisch vorhergesagt und sp ater in ultrakalten Gasen
von M. Greiner et al. [12], R. J ordens et al. [13] und U. Schneider et al. [14] beobachtet.
Eine weitere theoretische Vorhersage betrit langreichweitig geordnete Phasen wie z.B.
Quantenmagnetismus und Supersolidit at [15{18] in mehratomigen Mischungen. Diese ex-
perimentel zu zeigen ist heute eines der wichtigsten Ziele im Bereich der ultrakalten Gase.
Ihre Realisierung erfordert jedoch weitaus niedrigere Temperaturen und damit die Kon-
trolle  uber weitere Prozesse die zur Erw armung des Systems f uhren. Insbesondere wurde
bis jetzt der Eekt der Erh ohung des Gitterpotentials untersch atzt, obwohl das Einstellen
der Gittertiefe zum Anstieg der Temperatur und der Entropie f uhren kann. Insbesondere
wurden, abh angig von der Gittereinschaltzeit, Oszillationen der Visibilit at beobachtet, die
nicht erkl art werden konnten [20]. Die Fragen nach den Ursachen der Oszillationen und wie
diese vermieden werden k onnen, werden in der vorliegenden Doktorarbeit untersucht. Ihre
Kl arung tr agt dazu bei die Pr azision und Zuverl assigkeit von zuk unftigen Experimenten
zu verbessern.
Die oben genannten Aspekte werden im Rahmen unserer Untersuchungen an wechsel-
wirkenden bosonischen Rb-K Mischungen aufgegrien. Die Gleichgewichtseigenschaften
sowie Dynamik werden mittels Gutzwiller Methode simuliert. Zwecks h oherer nummerischer
Ezienz werden zwei-dimensionale Gitter in experimentell relevanten Parameterregimes
untersucht. Dabei wird explizit ber ucksichtigt, dass mehratomige Mischungen die Rota-
tionssymmetrie der Falle brechen, weil die Schwerpunkte beider Atomarten aufgrund der
Gravitationskraft gegeneinander verschoben sind.
Wir reproduzieren und erkl aren die experimentell beobachteten Oszillationen der Visi-
bilit at basierend auf der fehlenden Adiabatizit at [29]. Im Einzelnen demonstrieren wir,
dass Adiabatizit at in Bezug auf die Vielteilchenzust ande im niedrigsten Band essentiell
ist, jedoch in aktuellen Experimenten nicht gew ahrleistet wird. Der Grund daf ur ist, dass
die Einstellzeit einer gew unschten Gittertiefe auf der Zeitskala der bosonischen Tunnel-
prozesse stattndet. Das Verletzen der Adiabatizit at f uhrt zu unerw unschten Eekten
in mitteltiefen bis tiefen Gittern. Der Grundzustand des Systems f ur groe Gittertiefen
besteht typischerweise aus einem Mott-isolierenden Plateau mit ganzzahliger Teilchenzahl.
Die errechnete Teilchendichte, die das dynamische Einstellen einer entsprechenden Gitter-
tiefe zur Folge hat, ist im Gegensatz zur Mott-isolierenden Phase nicht ganzzahlig und weist
gleichzeitig verschwindende super
uide Ordnung auf, im Gegensatz zur super
uiden Phase.
Aus diesem Grund bezeichnen wir diesen dynamisch erzeugten Zustand als "`gefrorenen"'
Super
uid. Die resultierende Visibilit at ist niedriger als im Gleichgewichtszustand bei der
selben Gittertiefe. Dar uber hinaus zeigen wir durch eine systematische Untersuchung der
Visibilit at als Funktion der Einschaltzeit, dass in tiefen Gittern schnelles Einschalten zu
kollektiven Anregungen der Rubidiumwolke f uhrt. Als Kriterium f ur die Adiabatizit at, die
wir daraus ableiten wollen, gilt die S attigung der Visibilit at als Funktion der Einstellzeit.
In diesem Regime erreicht der super
uide Anteil seinen Gleichgewichtswert bei gleichzeitig
langsamer Gittertiefeneinstellung, sodass keine kollektiven Moden angeregt werden. Das
Maximum der Visibilit at, was in Experimenten des  Ofteren als Indiz f ur Adiabatizit at
verwendet wird, stellt sich als ein unzureichendes Kriterium heraus.
Obwohl ein Gleichgewichtszustand das Ziel der meisten Experimente ist, kann Nicht-
gleichgewicht gezielt hervorgerufen werden. Die damit stimulierte Vielteilchendynamik
oenbart nicht nur viele spannende Ph anomene sondern kann auch als neue experimentelle185
Messmethode etabliert werden [30, 31]. In j ungsten Arbeiten [32] wurde gezeigt, dass
starke atomare Wechselwirkungen dramatischen Ein
uss auf die Thermodynamik des Sys-
tems haben, selbst wenn die  Anderungen am System adiabatisch durchgef uhrt werden.
Weitere experimentelle Untersuchungen expandierender fermionischer Atome in isotropen
optischen Gittern haben ergeben, dass freie Teilchen ballistisch expandieren und wechsel-
wirkende dagegen ein kompliziertes diusives Verhalten aufweisen. Beim letzteren wurde
eine Koexistenz vom diusiven Kern und ballistischer Umgebung demonstriert [168{170].
Ein weiteres Nichtgleichgewichtssystem, das in dieser Dissertation analysiert wird, ist das
Expandieren einer stark wechselwirkenden bosonischen Wolke in experimentell relevanten
isotropen Systemen. Ein nichtadiabatischer Abschaltvorgang der anf anglichen Teilchen-
falle initiiert eine Ausbreitung der Atomwolke und f uhrt zur Ver anderung physikalischer
Eigenschaften des Systems wie der Geometrie und der Koh arenz.
Im nichtwechselwirkenden Fall haben die Simulationen ergeben, dass die Wolke ihre Form
bei langen Expansionszeiten ver andern kann. W ahrend nach dem Abstellen eines 
achen
Fallenpotentials die sich ausbreitenden Kondensate die urspr ungliche Rotationssymmetrie
der Falle beibehalten, f uhrt starke  ortliche Anfangsbegrenzung zu quadratischen Dichtepro-
len, entsprechend der Symmetrie des reziproken Gitters. Der Radius der nichtwechsel-
wirkenden Wolke w achst linear in der Zeit, wie f ur einen quantenmechanischen Random-
Walk erwartet [168, 170]. F ur endliche Wechselwirkungen wird ein qualitativ anderes Ver-
halten beobachtet. Ein System, bestehend aus einem Mott-isolierenden Kern umgeben von
einem super
uiden Ring, entwickelt w ahrend der Expansion immer eine vierfache Rota-
tionssymmetrie (C4 Symmetrie) mit ausgepr agter Besetzung entlang der Diagonalen. Die
Ausbildung dieser Spike-Struktur wird deutlicher mit zunehmender Wechselwirkungsst arke
und wird durch analytische Betrachtungen in dieser Arbeit erkl art. Umso bemerkenswerter
ist die Entstehung der Koh arenz. W ahrend des Schmelzens des Mott Isolators erreicht
der urspr unglich verschwindende Kondensatanteil als Funktion der Zeit exponentiell den
Maximalwert bei gleichzeitiger Besetzung endlicher Impulszust ande. Dieses Verhalten
steht im Gegensatz zu homogenen Kondensaten im Gleichgewicht, die durch exklusive
makroskopische Bev olkerung des Zustands k = (0;0) charakterisiert werden. Zus atz-
liche Analyse des Ein
usses des super
uiden Rings auf den inneren Mott-isolierenden
Kern ergab neue Einsichten in die Nichtgleichgewichtsdynamik. Es wurde festgestellt,
dass in bestimmten Parameterbereichen die resultierenden Dichte- und Impulsverteilung-
en vielmehr von der urspr unglichen Anzahl der Mott-isolierenden Teilchen abh angen als
von der Wechselwirkungs- oder Tunnelst arke. Die Unabh angigkeit der Ausdehnung des
isolierenden Inneren von der super
uiden Umgebung suggeriert, dass die Ph anomene, die
mittels der Molekularfeldn aherungsmethode Gutzwiller beobachtet wurden, charakterist-
isch f ur reale Vielteilchen Physik sind.
Der hohe Grad an Kontrolle und Einstellbarkeit der optischen Gitterpotentiale erlaubt eine
weitere Anwendung von ultrakalten Systemen: Die Erforschung der Unordnungsphysik.
Verunreinigungsatome, die von Natur aus oder k unstlich bedingt in Festk orpern auftreten,
zeigten starken Ein
uss auf die Transporteigenschaften von Elektronen. Ph anomene wie
z. B. die unerwartete Erh ohung der Leitf ahigkeit, bekannt als Kondo Eekt [36, 38], oder
die Lokalisierung der elektronischen Eigenzust ande ab einer kritischen Konzentration der
Verunreinigungen [39] { die Anderson Lokalisierung { werden seit mehreren Jahrzehnten
studiert. Die experimentelle Analyse von Unordnung in Festk orpern ist jedoch schwer, weil
die Justierung der Systemparameter eingeschr ankt ist, anders als in ultrakalten Gasen. Die
zunehmende Regulierbarkeit von optischen Gittern hat die experimentelle Realisierung von
Unordnungspotentialen mit unterschiedlicher St arke und auch mit verschiedenen Typen186 10. Zusammenfassung
von Unordnung erm oglicht. In bosonischen Systemen mit Speckle-Unordnung wurde die
Anderson Lokalisierung bereits nachgewiesen [40{43]. Fermionische ungeordnete Systeme
sind dagegen bis jetzt nur wenig experimentell erforscht worden [52]. Doch die j ungsten
Fortschritte in der Erweiterung der nichtperturbativen Berechnungsmethoden auf unge-
ordnete Systeme, wie z. B. dynamische Molekularfeldtheorie (DMFT) [53, 54], erm oglichen
quantitative theoretische Vorhersagen f ur angehende Experimente.
Deshalb befasst sich der zweite Teil dieser Dissertation mit der Charakterisierung der Un-
ordnungseekte in ein- und zweidimensionalen korrelierten fermionischen Systemen mittels
ortsaufgel oster Molekularfeldtheorie (RDMFT) [208, 281, 314]. Zwei Arten der Unord-
nungsfelder werden einzeln untersucht: Das kontinuierliche unbeschr ankte Speckle-Feld
und die kontinuierliche begrenzte Box-Unordnung. Von besonderem Interesse ist hierbei
die gleichzeitige Pr asenz von Unordnung und Korrelationen. Obwohl diese beide Wechsel-
wirkungen einen Metall-Isolator  Ubergang induzieren ist ihre Wirkung kontr ar: die ab-
stoende Elektron-Elektron Wechselwirkung beg unstigt eine gleichm aige Verteilung der
Partikel, die Unordnung dagegen lokalisiert elektronische Wellenfunktionen auf wenigen
zuf allig verteilten Gitterpl atzen. Den neuesten Studien zufolge f uhrt das Zusammen-
spiel der beiden Wechselwirkungen zur Ausbildung einer metallischen Phase in h oher-
dimensionalen [44, 58] und sogar in zweidimensionalen [44, 55, 58, 60] Gittern, entgegen
der langj ahrigen Annahme, dass in 2D keine Phasen uberg ange existieren [61{63].
Die Situation in eindimensionalen Systemen bleibt jedoch kontrovers. Anders als in per-
turbativen Rechnungen mittels der Renormierungsgruppe [55] zeigen nichtperturbative
Simulationen durchgef uhrt im Rahmen dieser Doktorarbeit mittels RDMFT starke In-
dizien f ur Delokalisierung [228]. Die Ergebnisse unserer Untersuchungen f ur eindimen-
sionale wechselwirkende fermionische Spin-1
2-Systeme mit Box-Unordnung sind in dieser
Dissertation pr asentiert. Da RDMFT nichtlokale Fluktuationen vernachl assigt, wird die
Richtigkeit der Ergebnisse durch einen quantitativen Vergleich mit nummerisch exak-
ten Resultaten der Dichtematrix Renormalisierungsgruppe (DMRG) gew ahrleistet. Im
Rahmen unserer Arbeit wurden delokalisierte, Anderson- und Mott-lokalisierte Phasen f ur
Halbf ullung gefunden. Die Charakterisierung der Phasen basierte auf der Analyse lokaler
Zustandsdichten, der Skalierung der invertierten Besetzungszahl und der spektralen L ucke.
Beide nummerische Methoden, RDMFT und DMRG, stimmten in ihren Vorhersagen f ur
Parameterbereiche innerhalb der Anderson und Mott Phasen  uberein. Allerdings zeigte
RDMFT st arkere Finite-Size Eekte als DMRG, was sich in gr oeren Delokalisierungsten-
denzen bei fester Gittergr oe spiegelte. Als ein Hauptergebnis pr asentieren wir nichtper-
turbative Rechnungen, die eine delokalisierte Phase aufweisen. Diese entsteht infolge des
Zusammenspiels der mittelstarken Unordnung und Wechselwirkung. Diese Phase bildet
das Analogon zu Boseglas, das in eindimensionalen ungeordneten bosonischen Systemen
gefunden wurde [9, 338{341]. Dieser Eekt, untersucht mittels DMRG bei Georg Harder
als auch mittels RDMFT im Rahmen dieser Dissertation, zeigte Stabilit at gegen uber
Finite-Size Skalierung in RDMFT und wurde das erste Mal im Rahmen dieser Arbeit
nachgewiesen.
Eine Implementierung der Box-verteilten Unordnungsfelder dient dazu einen ersten  Uber-
blick  uber die Physik zu gewinnen. Allerdings, wurde die Box-Unordnung bisher noch
nicht experimentell realisiert, w ahrend die Speckle-Unordnung mittels optischer Streufelder
in optischen Gittern erzeugt werden kann [233]. Zus atzlich zu der Implementierung der
Speckle-Unordnung kann die Pr azision der theoretischen Beschreibung erh oht werden indem
gemeinsame Wahrscheinlichkeiten f ur Modellparameter eingesetzt werden. Diese beschreib-187
en stochastisch verteilte korrelierte Wechselwirkungs- und Tunnelst arken, die infolge lokaler
Energien und Energiediererenzen zwischen benachbarten Gitterpl atzen entstehen.
Somit liegt ein weiterer Fokus dieser Arbeit auf der Beschreibung von Speckle-Feldern
in fermionischen Gittern unter der Ber ucksichtigung der diagonalen und o-diagonalen
Unordnung, also den zuf alligen Wechselwirkungsst arken und Tunnelwahrscheinlichkeiten.
Das Modell wurde unter Verwendung von zwei verwandten Ans atzen diskutiert: statistis-
che DMFT (statDMFT) und ortsaufgel oste DMFT (RDMFT). Beide Methoden stellen Er-
weiterungen zu DMFT dar und ber ucksichtigen nur die lokalen Fluktuationen. Allerdings,
unterscheiden sie sich per Konstruktion in der Implementierung der Unordnung. W ahrend
die erste Methode die Wahrscheinlichkeitsverteilungen in die Selbstkonsistenzgleichungen
auf unendlichen Bethe Gittern integriert, l ost die zweite das physikalische Problem f ur je-
weils eine feste Unordnungskonguration unter Ber ucksichtigung der Zustandsdichte einer
beliebigen gegebenen endlichen Gitterstruktur. Obwohl die semi-elliptische Zustands-
dichte des Bethe Gitters ein rein mathematisches Konstrukt ist, ist sie in theoretischen
Simulationen weit verbreitet. Die Physik der dreidimensionalen Systeme entspricht quali-
tativ den Ergebnissen auf dem Bethe Gitter, allerdings k onnen in niedrigeren Dimensionen
Abweichungen entstehen. Zum Zwecke der Untersuchung m oglicher Anomalien in 2D wur-
den die Ergebnisse der statDMFT, erzielt durch Denis Semmler, mit den Resultaten der
RDMFT in dieser Dissertation verglichen.
Der markanteste Unterschied zwischen den beiden Methoden wurde am Fermi Niveau
der lokalen Zustandsdichte festgestellt. RDMFT Rechnungen zeigen eine Pseudo-L ucke
im Spektrum quadratischer Gitter. Diese Pseudo-L ucke bildet sich bei mittleren und
starken Wechselwirkungen in Gegenwart von Unordnung und bleibt unter Variation der
Gr oe des Systems stabil. Resultate der statDMFT wiesen keine solche Eigenschaften auf.
Die gewonnenen Ergebnisse f ur das paramagnetische Grundzustandsphasendiagramm im
Bethe Gitter stimmen qualitativ mit den Resultaten f ur ein zweidimensionales quadra-
tisches Gitter (RDMFT)  uberein: f ur schwache Unordnung wird ein Metall-Isolator  Uber-
gang durch eine Erh ohung der Wechselwirkungsst arke induziert, indes f uhrt st arkere Un-
ordnung zur Stabilisierung der metallischen Phase. Quantitative Unterschiede wurden
jedoch bei schwachen Korrelationen entdeckt, wenn die kinetische Energie, die in Relation
zur Gitterstruktur steht, die f uhrende Energieskala darstellt [51]. Ein Vergleich mit den
existierenden Ergebnissen f ur Box-Unordnung zeigt, dass die spektralen Eigenschaften
der Speckle-Unordnung zu qualitativ anderen Eekten f uhren. W ahrend in einem rein
diagonalen Box-ungeordneten System die Mott und Anderson Isolatoren verbunden sind
[44, 58, 326, 335], weist ein Speckle-ungeordnetes Gitter eine kontinuierliche metallische
Phase auf, die beide isolierenden Regimes trennt.
Insgesamt zeigen die Ergebnisse dieser Arbeit, dass eine Vielzahl von Fragen mit ultra-
kalten Gasen behandelt werden kann. Insbesondere werden in dieser Dissertation ver-
schiedene Nichtgleichgewichtseekte und statische Unordnungsph anomenen f ur bosonis-
che und fermionische Partikel untersucht. Die Kontrolle  uber Materiewellen ist in den
letzten Jahren stark verbessert worden und er onet neue M oglichkeiten f ur die exper-
imentelle Realisierung von Kombinationen aus beiden Eekten. In fermionischen 1D
Kondensaten f uhrte eine pl otzlich initiierte Expansion einer zwei-atomigen Mischung zu
Quantendestillation [342]. Hierin wurde w ahrend der Ausbreitung eine Abseparation der
Doublonen vom Rest des Systems beobachtet, wobei sich diese zu einem metastabilen Zu-
stand gruppierten. Da 1D Gitter eine besondere Sensitivit at gegen uber Wechselwirkungen
aufweisen, k onnten  ahnliche Untersuchungen in h oheren Dimensionen zu neuen Erkennt-
nissen verhelfen. Angesichts des subtilen Wettbewerbs zwischen Unordnung und Wechsel-188 10. Zusammenfassung
wirkung in bestimmten Parameterregimes [44, 50, 51, 58, 228, 326], k onnte die Expansions-
dynamik fermionischer Doublonen in verunreinigten Gittern neue Einblicke in die Nicht-
gleichgewichtsphysik ungeordneter Fermionen gew ahren, die bisher noch nicht untersucht
wurde. Dar uber hinaus versprechen die im Rahmen dieser Arbeit untersuchten  uber-
raschenden Eekte des schmelzenden bosonischen Mott Isolators, weitere faszinierende
Ergebnisse in ungeordneten Gittern. Doch mit den derzeit verf ugbaren nummerischen
Methoden sind Langzeit-Nichtgleichgewichtsstudien der Vielteilchendynamik in 2D und
3D nicht zug anglich. Ebenso mangelt es an nummerischen Techniken zur Behandlung dy-
namischer ungeordneter bosonischer Systeme. Die j ungsten Entwicklungen im Bereich der
wechselwirkenden und ungeordneter ultrakalten Gase machen also die Notwendigkeit eines
nummerischen Fortschritts deutlich. Zu diesem Zeitpunkt bleibt jedoch der zeitabh angige
Gutzwiller die ezienteste Methode zur Behandlung wechselwirkender bosonischer Nicht-
gleichgewichtssysteme, und die ortsaufgel oste DMFT die eektivste Methode zur L osung
statischer wechselwirkender ungeordneter fermionischer Probleme.A. Bose-Hubbard parameters
In this appendix we calculate the repulsive interspecies interaction Uab when two dierent
species a and b are simultaneously present in the lattice. The Schr odinger equation de-
scribing two dierent interacting particles corresponds to Eq. (3.45) with the reduced mass
corrected with respect to the mass of the particles involved mred =
mamb
ma+mb. Following the
derivation Eq. (3.46)-(3.48) the resulting short-range pseudo-potential reads
Vp(~ r) = gab(~ r); (A.1)
with
gab =
2~2as;ab
mred
:
The scattering length between two dierent species is, in general, dierent to the scattering
length between the same atomic species which we accounted for by substituting as with
as;ab. Thus, the interaction Hamiltonian in eld operator representation is
Hint;ab =
1
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Z
dr
Z
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y
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(A.2)
From the second to the third line we expressed the creation/annihilation eld operators
in the Wannier basis (see Eq. (3.24)). The indices a and b should emphasize that the
shapes of the Wannier functions depend on the species. This might seem surprising as
the Wannier functions are connected via a Fourier transform to Bloch states, which are190 A. Bose-Hubbard parameters
the eigenstates of a periodic potential regardless of the species being trapped. However,
the intensity of the laser and thus the depth of the optical lattice potential depends on
the detuning between the laser frequency and the addressed atomic transition Eq. (2.15).
Therefore, each species experiences a dierent lattice depth, sa and sb, which aects the
degree of localization. Thus, the Wannier function wa(x xi) equals the Wannier function
wb(x   xi) only if sa = sb.
Taking only the leading term of the sum into account, namely i = j = l = n where the
overlap of the Wannier functions is maximal and consequently the integral of Eq. (A.2)
becomes
Hint;ab =
gab
2
Z
dxjwa(x)j2jwb(x)j2
3 X
i;j;l;n
ijjlln^ b
y
a;i^ b
y
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=
gab
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Z
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3 X
i
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Uab
2
X
i
^ na;i^ nb;i (A.3)
From the rst to the second line we used the fact that the creation/annihilation operators of
dierent species commute. Moreover, in translationally invariant potentials the equivalence
of the Wannier states at dierent lattice sites holds such that wa=b(x   xi) = wa=b(x).
The resulting interaction Hamiltonian Eq. (A.3) describes the on-site interaction between
dierent species.
The interaction matrix element
Uab = gab
Z
dxjwa(x)j2jwb(x)j2
3
:
can be calculated exactly via a band calculation leading to Bloch states followed by a
Fourier transformation to the Wannier states, or alternatively approximated in the deep
lattice regime. For the latter we replace the Wannier functions by Gaussians
wa(b)(x) =
1
pa(b)1=4 exp
(
 
x2
22
a(b)
)
with a(b) =
a
s
1=4
a(b)
(A.4)191
where a = =2 is the lattice constant, sa(b) = V0;a(b)=Er;a(b) the lattice depth of species a
and b respectively, Er;a(b) = ~2k2=2ma(b) the species dependent recoil energy and k = 2=
the laser momentum. In deep lattices the interaction matrix element takes the form
Uab = gab
Z
dxjwa(x)j2jwb(x)j2
3
= gab
1
(ab)3
Z
dx exp

 
x2
2
a
 
x2
2
b
3
= gab
1
(ab)3
2
4 ab q
2(2
a + 2
b)
p
2
3
5
3
=
2~2aab
mred
1
q
(2
a + 2
b)
3
=
2~2aab p
mred
3
d3
1

1 +
q
Er;bV0;a
Er;aV0;b
3=2

V0;a
Er;a
3=4
= 4
p
kaabEr;a
(1 + ma=mb)

1 +
q
maV0;a
mbV0;b
3=2 s3=4
a (A.5)
or equivalently
= 4
p
kaabEr;b
(1 + mb=ma)

1 +
q
mbV0;b
maV0;a
3=2 s
3=4
b : (A.6)192 A. Bose-Hubbard parametersB. Particle number violation for parallel
updates
In this appendix we discuss the possible particle number violation due to the updating
procedure. As discussed in Sec. 3.5, the mean-eld Hamiltonian of the system decouples
into a direct product of single-site Hamiltonians and hence the time evolution of the lattice
decomposes into time evolutions of each site. This suggests dierent possibilities how the
time steps t ! t +  can be calculated: either the sites are updated sequentially or in
parallel. In a parallel update the state j	(t + t)ii at site i is calculated independently
of other sites based on nearest-neighbor SF-parameters fh^ bj(t)ig. Once the mean-eld
many-body state j	(t + t)i1  :::  j	(t + t)iL is evaluated at time t + t, the next
time step is calculated analogously based on SF-parameters fh^ bj(t + t)ig = f jh	(t +
t)j^ bjj	(t + t)ijg. In the sequential updating procedure, each site is updated after one
another, e. g. from top left to right bottom, whereby when updating site i to time t +t
the updated fh^ bj(t+t)ig as well as the fh^ bj(t)ig SF-parameters which have not yet been
updated, are taken into account according to the actual single-site states of the neighbors.
These methods are not equivalent as we will show next. For the sake of simplicity in the
following discussion we concentrate on homogeneous systems, whereby the results can be
easily extended to inhomogeneous lattices which validates our conclusions in general. The
derivation follows unpublished results by M. Snoek.
The time evolution of the many-body Gutzwiller state decouples into unitary single-site
time evolutions (see Sec. 3.5) as
j	(t + t)ii = ^ Ui(t)j	(t)ii with ^ Ui(t) = e i ^ HMF;i(t)t ; (B.1)
where ^ HMF;i(t) corresponds to the on-site mean-eld Hamiltonian
^ HMF;i(t) =  J(^ b
y
ii(t) + h:c:)   ^ ni +
U
2
^ ni(^ ni   1) (B.2)
with i being the sum over nearest neighbors SF-parameters.
For the sake of readability we make use of the following abbreviations
^ Ui  ^ Ui(t); ^ HMF;i  ^ HMF;i(t) and h ^ Ai(t)i = ih	(t)j ^ Aij	(t)ii  h ^ Aiit ;194 B. Particle number violation for parallel updates
where ^ Ai denotes an arbitrary operator on site i. In this notation, the particle number at
time t and t + t on site i reads
ni(t) = h^ ni(t)i = h^ niit ;
ni(t + t) = h^ ni(t + t)i = ih	(t + t)j^ nij	(t + t)ii = ih	(t)j^ U
y
i ^ ni ^ Uij	(t)ii = h^ U
y
i ^ ni ^ Uiit :
The deviation in particle number as a consequence of any general update results in
ni = ni(t + t)   ni(t) = h^ U
y
i ^ ni ^ Ui   ^ niit
= h^ U
y
i ^ ni ^ Ui   ^ U
y
i ^ Ui ^ niit
= h^ U
y
i
h
^ ni; ^ Ui
i
it : (B.3)
Next we use the Taylor series expansion of the unitary time evolution operator
^ Ui =
1 X
k=0
( i ^ HMF;it)k
k!
^ U
y
i =
1 X
l=0
(i ^ HMF;it)l
l!
(B.4)
to discuss particle deviation in orders of t. The derivation then becomes
ni =
1
2
X
k;l
h
( 1)kik+ltk+l
k!l!

^ Hl
MF;i[^ ni; ^ Hk
MF;i] + [ ^ Hl
MF;i; ^ ni] ^ Hk
MF;i

it : (B.5)
The size of the time step considered is chosen small in order to justify the approximation
of the integral in Eq. (3.140). Therefore, the major contributions to ni are given by low
order terms in t which are discussed below.
To rst order in t only the summands fk = 0, l = 1g and fk = 1, l = 0g contribute
n
(1)
i =
1
2
hit[ ^ HMF;i; ^ ni]   it[^ ni; ^ HMF;i]it
= ith[ ^ HMF;i; ^ ni]it
Eq: (3.125)
= Jith

i^ b
y
i   
i^ bi

it ; (B.6)
where i =
P
j n.n.ih^ bjiftg is the sum over mean-eld parameters evaluated at times ftg. It
is important to note that, depending on the updating procedure, the sites may be updated
at the same time (parallel update) or successive (sequential update) which, as we will
discuss later, signicantly in
uences the results.
The second order corrections contain contributions from summands fk = 0, l = 2g, fk = 1,
l = 1g and fk = 2, l = 0g, thus
n
(2)
i =
i2t2
2
h
1
2!
[^ ni; ^ H2
MF;i]   ^ HMF;i[^ ni; ^ HMF;i]   [ ^ HMF;i; ^ ni] ^ HMF;i +
1
2!
[ ^ H2
MF;i; ^ ni]it
=
t2
2
h
h
^ HMF;i;[^ ni; ^ HMF;i]
i
it
Eq: (3.125)
=
t2
2
h
h
^ HMF;i;J

i^ b
y
i   
i^ bi
i
it
=
Jt2
2
0
@ih[ ^ HMF;i;^ b
y
i]
| {z }
A
it   
i h[ ^ HMF;i;^ bi]
| {z }
B
it
1
A : (B.7)195
Since [ ^ HMF;i;^ b
y
i]y =  [ ^ HMF;i;^ bi] we can obtain the full expression B from evaluated
commutator relation A. Given the mean-eld Hamiltonian Eq. (B.2) for homogeneous
systems the term A results
A : [ ^ HMF;i;^ b
y
i] =  J
i [^ bi;^ b
y
i]   ( +
U
2
)[^ ni;^ b
y
i] +
U
2
[^ n2
i;^ b
y
i]
=  J
i   ( +
U
2
)^ b
y
i +
U
2
(^ ni^ b
y
i +^ b
y
i^ ni); (B.8)
where we used commutation relations
[^ bi;^ b
y
i] = 1;
h
^ ni;^ b
y
i
i
= ^ b
y
i ;
h
^ n2
i;^ b
y
i
i
= ^ ni^ b
y
i +^ b
y
i^ ni :
From here it follows that
B : [ ^ HMF;i;^ bi] = Ji + ( +
U
2
)^ bi  
U
2
(^ bi^ ni + ^ ni^ bi): (B.9)
Substituting A and B in Eq. (B.7) by full expressions (B.8) and (B.9) and simplifying the
resulting expression gives
n
(2)
i =
Jt2
2

 2Jjij2   ( +
U
2
)(h^ b
y
iii   h^ bii
i )
+
U
2
(2ih^ b
y
i^ nii + 2
i h^ bi^ nii + ih^ b
y
ii   
i h^ bii)

: (B.10)
Corrections to ni for higher orders of t are considered to be vanishingly small and are
therefore neglected in the following discussion.
Parallel updates
As already mentioned at the beginning of the appendix, when all sites are updated si-
multaneously all SF-elds i are calculated based on fh^ bjitg, which are identical in a
homogeneous system:
i =
X
j n.n.i
h^ bjiftg = zh^ bit   ; (B.11)
where z denotes the number of nearest neighbors. With this the rst order particle number
deviation Eq. (B.6) vanishes
n(1) = Jith

^ by   ^ b

it
Eq: (B.11)
= Jitz

h^ bith^ byit   h^ bi
th^ bit

= 0:
However, the second order contribution Eq. (B.10) remains, in general, nite
n(2) =
Jt2
2

 2Jjh^ bitj2   ( +
U
2
)(h^ byith^ bit   h^ bith^ bi
t)
+
U
2
(2h^ bith^ by^ nit + 2h^ bi
th^ b^ nit + h^ bith^ byit   h^ bi
th^ bit)

= Jt2

 Jjh^ bitj2 +
U
2
(h^ bith^ by^ nit + h^ bi
th^ b^ nit)
196 B. Particle number violation for parallel updates
This means that in homogeneous systems the particle number changes due to the choice
of update scheme in the second order in t
n = n(1) + n(2) + O(t3) = Jt2

 Jjh^ bitj2 +
U
2
(h^ bith^ by^ nit + h^ bi
th^ b^ nit)

+ O(t3):
Extending the above discussion to inhomogeneous lattices generalizes this conclusion: par-
allel updates violate the particle number conservation in the second order in t by con-
struction for any lattice structure.
Sequential updates
When the sites are updated sequentially, the SF-eld i consists of newer and older mean-
eld parameters. Hence, the number of refreshed and not-refreshed h^ bii depends on the
position of the currently updated site1. In case of a 2D system, alternating the updating
direction between\top left to bottom right"and\bottom right to top left"every time step
corrects for possible current 
ows and on average each site can be assumed to have z=2
old and z=2 new SF-parameter values. Indicating the older SF-parameter by an index t
and the newer by t + t, the SF-eld i reads
i =
X
j n.n.i
h^ bjiftg =
z
2
h^ bjit +
z
2
h^ bjit+t : (B.12)
Since every site in a homogeneous lattice has on average the same SF-eld we can drop
the site index. The particle number deviation Eq. (B.6) to rst order then reads
n(1) = Jith

^ by   ^ b

it
Eq: (B.12)
= Jith(
z
2
h^ bit +
z
2
h^ bit+t)^ by   (
z
2
h^ bit +
z
2
h^ bit+t)^ b it
= Jit
z
2
h^ bit+th^ byit  
z
2
h^ bi
t+th^ bit

: (B.13)
To proceed we expand h^ bit+t in orders of t
h^ bit+t = h^ Uy^ b ^ Uit
=
X
k;l
( 1)kik+ltk+l
k!l!
h ^ Hl
MF^ b ^ Hk
MFit
= h^ bit + ith ^ HMF^ bit   ithb ^ HMFit + O(t2)
 h^ bit + ith[ ^ HMF;^ b]it (B.14)
Inserting this result into Eq. (B.13) we nd
n(1) = Jit
z
2

h^ bith^ byit   h^ byith^ bit

+Jit
z
2

ith[ ^ HMF;^ b]ith^ byit   ith[ ^ HMF;^ by]ith^ bit

=  Jt2z
2

h[ ^ HMF;^ b]ith^ byit   h[ ^ HMF;^ by]ith^ bit

: (B.15)
1Some boundary sites have either 1 updated and z   1 not updated sites or vice versa, depending on
the direction of the sequential calculations within a lattice. Moreover, the rst and the last site have 0 or
all new h^ bii values.197
The O(t) summand in the rst line vanishes. Strictly speaking, due to its t2 dependency
the remaining term represents an additional contribution to n(2) rather than to the rst
order term. However, we proceed with previous notation and keep this in mind when
evaluating second order term. Analogously, the second order particle number deviation
Eq. (B.7) reads
n(2) =
Jt2
2

h[ ^ HMF;^ by]it   h[ ^ HMF;^ b ]it

Eq: (B.12)
=
Jt2
2
z
2

(h^ bit + h^ bit+t)h[ ^ HMF;^ by]it   (h^ bit + h^ bit+t)h[ ^ HMF;^ b ]it

Eq: (B.14)
= Jt2z
2

h^ bi
th[ ^ HMF;^ b ]it   h^ bith[ ^ HMF;^ by]it

+ O(t3):
This contribution exactly cancels the result in Eq. (B.15), such that
n = n(1) + n(2) + O(t3) = 0 + O(t3): (B.16)
Hence, the sequential time evolution of single lattice sites conserves the particle number
up to order O(t3). A similar relation holds for inhomogeneous lattices.198 B. Particle number violation for parallel updatesC. Ecient calculation of time evolution
within Gutzwiller
The derivation of Eq. (3.141) is based on the Taylor expansion of an analytic function f
applied to an arbitrary operator B: f(B) =
P1
k=0
f(n)
n! (0)Bn. From here one can easily
show that
f(B) = Uf(UyBU)Uy (C.1)
namely
Uf(UyBU)Uy = U
1 X
k=0
f(n)
n!
(0)(UyBU)nUy
= UUy
1 X
k=0
f(n)
n!
(0)BnUUy
=
1 X
k=0
f(n)
n!
(0)Bn q.e.d. (C.2)
From the rst to the second line we used the fact that UyU = UUy = 1 and consequently
(UyBU)n = UyBUUyBU:::UyBU | {z }
n
= Uy B:::B | {z }
n
U = UyBnU.
Now, back to Eq. (3.141). Since the derivation is not specic for any time or lattice site we
drop the corresponding indices in the following explanation. As the exponential function
is an analytic function we can make use of Eq. (3.141) and write
Ae  i
~HAy = AAye  i
~AHAy
AAy = e  i
~E : (C.3)
The last step is based on the fact that for a unitary operator A consisting of eigenvectors
the transformation AHAy brings the mean-eld Hamiltonian to diagonal form with its
eigenvalues ordered along the diagonal
AHAy = E =
0
B
@
E(0) 0 :::
0 E(1) :::
. . .
. . .
...
1
C
A :200 C. Ecient calculation of time evolution within Gutzwiller
The next step will be to show that for any diagonal matrix C = iij the relation f(C) =
f(i)ij holds for any analytic function f. A single matrix element ij of the Taylor series
expansion f(C) =
P1
k=0
f(n)
n! (0)Cn is
[f(C)]ij =
1 X
k=0
f(k)
k!
(0)[Ck]ij
=
1 X
k=0
f(k)
k!
(0)Ciq1  Cq1q2  :::  Cqk 1j
=
1 X
k=0
f(k)
k!
(0)q1iq1  q2q1q2  :::  jqk 1j
=
1 X
k=0
f(k)
k!
(0)k
jij
=
0
B
@
f(1) 0 :::
0 f(2) :::
. . .
. . .
...
1
C
A q.e.d.
Applying this identity to the Eq. (C.3) leads to the simplication e  i
~E = D, with
D =
0
B
@
e  i
~E(0)
0 :::
0 e  i
~E(1)
:::
. . .
. . .
...
1
C
A :
as is given in Eq. (3.141).D. Temperature estimation in a weak
lattice
The ramp-up in our work starts at the lattice depth s = 5 and not at s = 0, as in the
experiment, due to the required tight-binding regime of the Hubbard Model. Therefore,
starting from s = 5 we have to recalculate the temperature based on the initial experimen-
tal temperature 73 nK [20] before the ramp. It can be shown by the following argument
that the ramp-up of the optical lattice cools the system down. As a rst estimate, let us
assume that the lattice is ramped up adiabatically from s = 0 to s = 5 and that the par-
ticles are non-interacting. The initial slow ramp of an exponential or any other ramping
prole realizes the rst condition. The second condition is strictly satised only in shallow
lattices. For s = 5, where URb  JRb, it can be assumed to be roughly satised and leads
to the right temperature range.
In the case of an adiabatic lattice ramp the entropy of the system
S =  kB
X
k

ln[1 + nk](1 + nk)   nk lnnk

remains constant. As the experiments start from s = 0, the initial dispersion corresponds
to the free particle dispersion "i
k = ~2~ k2=2m. The nal situation is of the tight-binding limit
and the particle density is evaluated with the dispersion "
f
k =  2J(cos(kxa) + cos(kya)),
where a is the lattice constant. As the non-interacting condensate is located around ~ k =
(0;0) the tight-binding dispersion can be approximated by a Taylor series as "
f
k  J(~ ka)2.
The initial and nal particle densities n
i;f
k = (e"
i;f
k  1) 1 have the same functional depen-
dence on momentum k. The sum over functions with the same functional k-dependence
in entropies can only remain constant when these functions are identical. This is real-
ized when the particle density nk for the initial lattice depth corresponds to the nal
density. From the equality of initial and nal particle densities the criterion for the nal
temperature follows: Tf=Ti = "
f
k="i
k. From here the nal temperature can be estimated
Tf = TiJ2m=2~2, where  is the laser wavelength and J is the hopping amplitude at the
nal lattice depth [343].
For a lattice ramp to s = 5 the initial temperature of 73 nK is halved. For this lattice
depth the system is in the SF regime, and so the thermal energy competes with the202 D. Temperature estimation in a weak lattice
hopping energy J. At this point the dimensionality of the experiment has to be taken into
account. As the hopping scales with the number of the neighbors z the ratio Tf=zJ for
our 2D system studied here should correspond to the ratio of the experimental 3D system.
This lowers the calculated temperature by an additional factor 2=3, providing the eective
temperature Tf = 24 nK such that our 2D system is equivalent to the 3D experimental
system.E. Calculation of DMFT eective action
Given the action of the complete lattice
S =
Z 
0
d
0
@
X
i
c
i()(@   )ci()  
X
hiji;
tij(c
i()cj() + c:c:) + U
X
i
ni"()ni#()
1
A ;
(E.1)
where ci and its complex conjugate denote the Grassmann variables describing fermions
and , U and t are the chemical potential, Hubbard interaction and tunneling strength
respectively, we can make following decomposition
S = S0 + S + S(0) : (E.2)
Here, the three summands indicate the impurity action (S0), the action describing the
coupling of the impurity to the bath (S) and the cavity action characterizing the bath
with impurity removed (S(0)). They are dened by
S0 =
Z 
0
d
 
X

c
0()(@   )c0() + Un0"()n0#()
!
S =  
Z 
0
d
X
hi0i;
ti0

c
i()c0() + c:c:

S(0) =
Z 
0
d
0
@ 
X
hiji(0);
tij

c
i()cj() + c:c:

+
X
i6=0
Uni"()ni#()
1
A :
Here,
P
hi0i; addresses only the nearest neighbors of the impurity site, and
P
hiji(0);
indicates the summation over pairs of sites excluding impurity. Using this decomposition
the denition of the eective action Eq. (6.48) takes on the form
1
Ze
e Se =
1
Z
Z Y
i6=0;
Dc
iDcie S0e Se S(0)
(E.3)
=
e S0
Z
Z Y
i6=0;
Dc
iDcie S(0)
e S : (E.4)204 E. Calculation of DMFT eective action
Expanding the last exponential function in a Taylor series leads to
1
Ze
e Se =
e S0
Z
Z Y
i6=0;
Dc
iDcie S(0)
1 X
k=0
( S)k
k!
: (E.5)
Identifying the cavity expectation values with
hOi(0) =
1
Z(0)
Z Y
i6=0;
Dc
iDcie S(0)
O (E.6)
the equation Eq. (E.5) can be rewritten,
1
Ze
e Se =
e S0
Z
Z(0)
1 X
k=0
h( S)ki(0)
k!
=
e S0
Z
Z(0)

1   hSi(0) +
1
2
h(S)2i(0) + :::

=
e S0
Z
Z(0)
0
@1 +
Z 
0
d
X
hi0i;
ti0 hc
i()c0() + h:c:i(0)
| {z }
A
+ (E.7)
1
2
Z 
0
Z 
0
dd0 X
hj0i
X
hi0i;
ti0tj0 hT

c
i()c0() + h:c:

c
j(0)c0(0) + h:c:

i(0)
| {z }
B
+:::
1
C C
A
where T is the imaginary time ordering operator. Since the cavity expectation value does
not include the impurity site we can separate this term:
A : hc
i()c0() + c:c:i(0) = h^ c
y
i()i(0)c0() + c:c:
In the case of bosons this term corresponds to the Gutzwiller approximation, see Sec. 3.3,
for fermions the expectation value vanishes1 and with it the total term A. Further in the
Taylor series we nd
B : hT

c
i()c0() + c:c:

c
j(0)c0(0) + c:c:

i(0) = c
0()c0(0)hT^ c
y
i()^ cj(0)i(0) + c:c:
=  c
0()c0(0)G
(0)
ij;(   0) + c:c:
In the last step we have introduced the fermionic Green's function in the cavity system
G
(0)
ij;(;0) =  hT^ c
y
i()^ cj(0)i(0).
Thus, in bosonic DMFT the terms A and B are kept which corresponds to the rst order
correction to the Gutzwiller method, whereby appropriate scaling to the hopping amplitude
in the term B has to be done [17, 344].
In order to obtain the eective action, we identify the exponential terms of the right hand
side of Eq. (E.7). For fermions one can show that
Se = S0 +
1 X
n=1
X

X
i1:::in
j1:::jn
Z 
0
di1 
Z 
0
djnti1 :::tintj1 :::tjnc
0(i1):::c
0(in)
G
(0)
i1:::inj1:::jn;(i1 :::inj1 :::jn)c0(j1):::c0(jn); (E.8)
1To be more precise, in the case of fermions all odd terms vanish, which is not true for bosons [17, 139].205
where for the sake of readability the notation was simplied, i.e. ti  ti0 and
P
i 
P
hi0i.
Before we proceed with expansion to innite dimensions we rst consider the scaling of
kinetic and interaction energies. The interaction energy scales linear with system size, but
it does not depend on dimensionality of the system due to the simply summation of on-site
terms
Epot =
X
i
Uh^ ni"^ ni#i: (E.9)
In contrast, the kinetic term scales as
Ekin =  
X
hiji;
tijh(^ c
y
i^ cj + h:c:)i  z 
1
p
z
: (E.10)
The reason for the dierence in scaling is, that with increasing dimension the number of
neighbors z increases. This in
uences the sum over the neighboring sites
P
hiji but also the
probability for a particle to tunnel from site i to site j, namely jh^ c
y
i^ cjij2  1=z  1=2d
[281, 310]. Thus the linear scaling of the sum is modied by the scaling of the correlation
function. Taking the limit of innite dimensions at this stage would lead to a system
completely dominated by the tunneling term. To guarantee equal scaling of kinetic and
interaction contributions, the tunneling matrix element must be rescaled
tij =
t
ij p
2d
: (E.11)
With this scaling the limit of innite dimensions d ! 1 can be taken, which leads to
a simplication of Eq. (E.8). Namely, based on scaling of the sums over the sites, the
hopping parameters and the Green's functions with d, only the rst term remains nite
[281]. The eective action in innite dimension then reads
Se = S0 +
X

X
hi0i
hj0i
Z 
0
d1
Z 
0
d2ti0tj0c
0(1)G
(0)
ij;(1;2)c0(2)
=
Z 
0
d
 
X

c
0()(@   )c0() + Un0"()n0#()
!
+
X

X
hi0i
hj0i
Z 
0
d1
Z 
0
d2ti0tj0c
0(1)G
(0)
ij;(1;2)c0(2):
Neglecting terms of order 1=d (or 1=z) determines the accuracy of the approximation
when used in nite dimensions. In 3d cubic lattices DMFT calculations are in very good
agreement with exact QMC results and experiments [278, 345].206 E. Calculation of DMFT eective actionF. Derivation of the Weiss Green's
function
The simplication of the expression
G 1
0;(i!n) = i!n +   
Z 1
 1
d"(")
"2
#   "
+
hR 1
 1 d"(") "
# "
i2
R 1
 1 d"(") 1
# "
(F.1)
is based on transformations concerning the integrals. Beginning with a variable transfor-
mation #   " = x the integrals are rewritten in the following way
Z 1
 1
d"(")
"2
#   "
=
Z 1
 1
dx(#   x)
(#   x)2
x
=
Z 1
 1
dx(#   x)
(#2   2#x + x2)
x
= #2
Z 1
 1
dx(#   x)
1
x
  2#
Z 1
 1
dx(#   x) +
Z 1
 1
dx(#   x)x
= #2a   2# + # = #2a   #;
where we introduced the new variable a =
R 1
 1 dx(#   x)=x. In the last step we used
the fact that the density of states is normalized and consequently
R 1
 1 dx(#   x) = R 1
 1 d"(") = 1. Additionally, the value of the third integral is obtained performing the
inverse transformation and making use of the integration properties of a point-symmetric
function
R
dx(#   x)x =
R
d"(")(#   ") = #. Analogously,
Z 1
 1
d"(")
"
#   "
=
Z 1
 1
dx(#   x)
#   x
x
= #a   1:
and
Z 1
 1
d"(")
1
#   "
=
Z 1
 1
dx(#   x)
1
x
= a:208 F. Derivation of the Weiss Green's function
Substituting the integrals in Eq. (F.1) using these identities leads to
G 1
0;(i!n) = i!n +    #2a + # +
(#a   1)2
a
= i!n +    #2a + # + #2a   2# +
1
a
= i!n +    # +
1
a
= (i!n) +
Z 1
 1
dx(#   x)
1
x
 1
;
where, in the last step, we inserted the denition # = i!n +    (i!n) (see Sec. 6.5.1).
The inverse transformation x ! " leads to the desired result
G 1
0;(i!n) = (i!n) +
Z 1
 1
d"(")
1
i!n +    (i!n)   "
 1
:G. Properties of a localized state
The goal of this appendix is the calculation of the inverse participation ratio (IPR) of a
localized state for innite and nite non-interacting systems. The scaling of I(!) with the
system size will be also derived.
To begin we start with the description of a wave function  (r) corresponding to a localized
state. In a perfect periodic system we know that the eigenstates can be plane, running or
standing waves with a xed wavenumber, but as soon as disorder is introduced into the
system the situation changes. The degeneracy vanishes and eigenstates become real and
exponentially localized1. Without loss of generality we consider a wave function of a state
belonging to an energy ! localized at site r0 in the origin. The amplitude of this wave
function is expected to be maximal at position r0, where the particle is bound to, and
to fall o exponentially away from this site characterized by localization length (!) (for
better readability we drop the explicit dependence of ! in the following):
j (r)j2 =
1

e
 
2jr r0j
 : (G.1)
Our goal is to calculate the IPR in a non-interacting system given the denition (see
Sec. 6.3.7)
I =
X
i
j ij4 =
Z
dDrj (r)j4 ; (G.2)
whereby we substitute the summation over the lattice sites by the integration leaving
the dimensionality of the system unspecied. For the sake of simplicity we would like
to consider 1D systems in the following derivations, however, since higher dimensional
problems are solved analogously, an extension to D dimensions can be easily done by the
reader.
1This is true for any nite disorder strength in 1D and 2D systems and for a suciently large disorder
exceeding a critical value in 3D.210 G. Properties of a localized state
First we verify that the amplitude of the wave function Eq. (G.1) is normalized in an
innite system
Z 1
 1
dxj (x)j2 =
1

Z 1
 1
dxe
 
2jxj
 =
1

Z 0
 1
dxe
2x
 +
Z 1
0
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  2x

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1


2
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e
2x

 

0
 1
  e
  2x

 

0
 1

=
1
2
[1 + 1] = 1 q.e.d:
From here the inverse participation ratio in innite systems results in
I1 =
Z 1
 1
j (x)j4 dx =
1
2
Z 1
 1
e
 
4jxj
 dx =
1
2
: (G.3)
As expected from the interpretation, IPR gives the inverse number of sites the state is
spread over, which is proportional to the localization length .
For nite systems the calculations have to be corrected since the integrated probability
density must be 1 within a given system size L. Particularly, the normalization condition
requires
1
AL
Z L
 L
dxj (x)j2 =
1
AL
1

Z L
 L
dxe
 
2jxj
 =
1
AL
(1   e
 2 L
 )
! = 1
, AL = 1   e
 2 L
 :
With the normalized nite size wave function amplitude j L(x)j2 = j (x)j2=AL the IPR
in nite systems is
IL =
Z L
 L
j L(x)j4 dx
=
1
A2
L
1
2
Z L
 L
dxe
 
4jxj

=  
1
2
1 + e2L=
1   e2L=
=
1
2
coth

L


: (G.4)
Consequently, in the thermodynamic limit IPR tends to limL!1 IL = I1 = 1=2, which
perfectly agrees with Eq. (G.3) and corresponds to the given result in the Sec. 6.3.7. The
functional dependency on the lattice size is given by coth(L=). It is important to note
that in this derivation periodic boundary conditions were assumed. Hence, in nite systems
the eects of open boundary condition may lead to deviations from L-dependency derived
above for small L.H. Sampling of the Hubbard parameter
distributions
To realistically model experimental setups, the Hubbard parameter tij and Ui have to be
carefully estimated. We perform our calculations for 40K, as this is one of the commonly
used fermionic species in ultracold experiments. For our PDF we take data calculated by
Zhou and Ceperley [235], which was determined from a comparable experiment on 87Rb,
and appropriately modify it. Since the hopping and interaction parameters depend only
on the single particle states and are independent of bosonic or fermionic statistics, the
data obtained for bosonic species can be rescaled corresponding to the setup investigated
here: laser wavelength  = 738 nm and lattice depth (in units of recoil energy) s = 10.
In particular, for a given lattice depth the hopping and interaction strength following
from band calculations [75] are used. The extracted U is rescaled based on the functional
dependency Eq. (3.57) for laser wavelength  = 738 nm and possible scattering lengths
for 40K. This interaction strength determines the most probable value of the distribution
P";U("i;Ui). The variation of the distribution should be proportional to the sD chosen.
Thus, the distribution extracted from the data of Zhou and Ceperley is rescaled to account
for these requirements. Afterwards, given "i the local interaction strength Ui is sampled
from the conditional PDF PU(Uij"i).
Similarly to the interaction, the hopping amplitude is extracted from calculated parameters
[75]. As t depends only on the lattice depth (see Eq. (3.39)) it does not need to be rescaled
and constitutes the most probable value of the conditional PDF, which will be constructed
next. In contrast to the interaction, the tunneling amplitude depends on the energy
dierence between two neighboring sites "ij = "i   "j rather than on the respective on-
site energy. For this reason, a conditional PDF was obtained from the data in [235]: For 200
discrete values of " a histogram approximating Pt(tijj"ij) was extracted. Integration
of this distribution with respect to tij yields the conditional cumulative Ft(tijj"ij), which
has to be normalized according to the condition limt!1 Ft(tijj"ij) = 1. The cumulative
inverted with respect to tij constitutes the desired PDF Pt(tijj"ij). Based on this, a
hopping amplitude tij is obtained for a xed "ij.
The appropriate numerical routines were implemented by U. Bissbort.212 H. Sampling of the Hubbard parameter distributionsBibliography
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