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Introduction
Perceptual organization can be treated probabilistically, making use of appropriate Bayesian frameworks [1, 2, 3, 4] . We follow here the maximum a posteriori (MAP) formulation advanced in [4] , incorporating Markov assumptions, grouping cues and object knowledge for the contour grouping task. Non-local constraints such as contour closure, simplicity (non-self-intersection) and global priors prohibit the exact solution of the MAP objective. Standard dynamic programming search techniques that rely on local Markov assumptions cannot guarantee the optimality or simplicity of the computed closed contours. Further, while these standard algorithms have polynomial time complexity, they remain too computationally expensive for larger images. Efficient, approximate search techniques suited to this problem are therefore of great interest.
Prior approaches to computing closed contours generally fail to take into account important global constraints (though see Jacobs [5] for a global approach restricted to convex groups). The approach of Elder and Zucker [2] computes complete contours in polynomial time but does not incorporate the simplicity constraint or global priors. The method of Thornber and Williams for segmenting closed contours [6, 7] also has no means to incorporate these constraints, nor does it model the background distribution.
The novel search algorithm we propose for Bayesian construction of closed contours overcomes the limitations of previous approaches in its ability to incorporate nonlocal constraints, and outperforms existing [4] and naive approaches. In [4] a greedy algorithm for contour construction is implemented that monotonically grows a set of highly probable, simple contours, pruning the least probable at each step to respect memory and time bounds. This algorithm can fail for complex problems due to overpruning. Empirically, we have observed that intermediate contour hypotheses tend to cluster into minor variants of each other, which fail to grow into the correct complete boundary. Thus the algorithm locks on prematurely to a highly peaked local maximum in the high-dimensional space of contour hypotheses. Superior performance of the new algorithm proposed here derives from two key features:
• A more evenly distributed sampling of the contour hypothesis space is enforced by restricting the first two tangents of each contour hypothesis to be unique.
• A heuristic, based on the Baum-Welch algorithm for parameter estimation of hidden Markov models [8] , is employed that acts as a look-ahead mechanism and influences the contour hypotheses toward closure.
Combinatorial problems formulated using Bayesian models often result in the optimization of a maximum sumcost objective, for which the class of A* heuristic algorithms is applicable [9] . A* algorithms choose paths to explore in a graph based on a path weight that is a combination of (i) the cumulative cost of the current path, and (ii) the heuristic look-ahead cost of reaching the goal state from the current path.
There are two classes of A* heuristics: admissible heuristics, that guarantee convergence to the optimal solution, and inadmissible heuristics, that do not. In practice, inadmissible heuristics are often preferred due to their faster convergence properties [9] . For the problem of computing closed contours, we have no choice: non-local constraints necessitate inadmissible heuristics.
A* algorithms have been employed previously in perceptual organization, however not with dynamic look-ahead heuristics capable of learning from past decisions. Geman and Jedynak [10] studied the problem of road tracking in satellite imagery, applying a tree search algorithm based on an entropy testing rule to determine which paths to explore.
Yuille and Coughlan proved that this algorithm is a variant of an inadmissible A* algorithm with no heuristic weighting term [9] . Thus the Geman and Jedynak algorithm and its variants are essentially greedy shortest-path algorithms.
Yuille and Coughlan present measures for quantifying the performance of A* algorithms for Bayesian inference [11] , however these results depend on the underlying probability distributions being shift-invariant Markov. The non-local contour grouping constraints invalidate the application of their results to the perceptual organization task studied here.
Methods for optimizing saliency networks based on geometric properties of contour elements are based on the formation of contours that tend to close [12] , salient convex contours [5] , and closed contours formed via heuristic search strategies that give preference to contours satisfying global geometric salience measures [13] . The salience measures we use are based on probabilistic models of both geometric and photometric properties of the contour elements, and the measure of closure used to drive the dynamic heuristic search algorithm is formally grounded in the theory of hidden Markov models.
The AI literature contains examples of dynamic heuristic search algorithms that learn from previous decisions, termed incremental search or replanning algorithms [14] . The D* (Dynamic A*) algorithm [15] is perhaps the first such incremental search algorithm, although dynamic shortest-path algorithms have been proposed since the late 1960s [14] . These algorithms, largely used for mobile robotics, are dynamic search procedures that adapt and make use of previous decisions as the system parameters and costs change. The perceptual organization problem we address here is different in that the costs are static but nonlocal.
In this paper, we address the problem of computing the boundary of a single object of interest, based on both general purpose grouping cues and object-specific knowledge. Images are represented by their tangent maps [2] , and distributions of object cues associated with individual tangents and grouping cues associated with tangent pairs are learned from training images. In Sec. 5 we extend the proposed algorithm to deal with multiple objects of interest.
The paper proceeds as follows. Notation is described in Sec. 2, followed by the Bayesian problem formulation and MAP objective in Sec. 3. The proposed constructive algorithm is then derived and presented in Sec. 4, together with its relationship to the Baum-Welch algorithm for parameter estimation of hidden Markov models. Sec. 5 demonstrates the effectiveness of the algorithm.
Notation
We follow the convention that capitalized letters, Z, denote sets, script upper case letters, Z, denote random variables, bold-faced upper case letters, Z, denote matrices, lower case letters, z, denote realizations of random variables, and bold-faced lower case letters, z, denote vectors.
Image contours are locally represented by variable length tangents, formed by the grouping of local edges into short linear segments. The edge elements are first detected by a multiscale edge detection algorithm [16] . The resultant tangent map is a set of N tangents, T = {t 1 , . . . , t N }, where each t i indexes a point in the space of observable tangents.
Define S to be a length-m sequence of random variables with components,
The set of all possible contours is denoted by S. Similarly, the set of all possible closed contours, S * ⊂ S, is all s for which s ∈ S and t α1 = t αm .
It is assumed that there exists a correct organization of the image, C ⊂ S. All tangent sequences corresponding to actual contours in the image and the subsequences thereof are contained in C. The set of object fragments,
is the set of tangents on the boundary of the object of interest. We define the set of object contours, C o , as the set of correctly organized object fragments,
, and all object contours are assumed to be simple (not self-intersecting).
The set of observed data, The grouping cues, d ij , are general purpose relationships between pairs of tangents, such as brightness, contrast, proximity and good continuation. The object cues, d i , are specific to the object of interest. For the satellite lake images shown in Fig. 3 , the object cues are the tangent's dark side intensity and the distance to the nearest tangent in the direction opposite to the local intensity gradient, i.e., toward the interior of the lake for object tangents.
It is assumed that the local cues, d i and d ij , are independent of cues pertaining to other tangents or tangent pairs, when conditioned upon a contour hypothesis, s ∈ C o . It is also assumed that local cues are independent of all components of a contour hypothesis except the tangent or tangent pair to which they directly pertain.
The problem space forms a sparsely-connected graph, as only the strongest grouping hypotheses within a limited radius around each tangent are considered. For each t i ∈ T , we define a set of tangents, G i = {t j }, whose |G i | = g elements group most strongly to t i , as measured by the lo-
We search tangents within a radius of r g pixels, to reduce the computation required in constructing the sparse graph.
Theory
The objective can be formulated as a maximum a posteriori (MAP) inference problem,
Under the data independence assumptions (Sec. 2), p(s = c o * |D), can be decomposed into the product of a foreground, background and global prior term [4] ,
where, for
Thus the foreground term is concerned with the tangents on the boundary of the object of interest, while the background term models tangents that are inside or outside the object boundary. Somewhat surprisingly, the posterior probability of an object contour, p(s ∈ C o |D), can be expressed as a product of local object and pairwise grouping posterior probabilities [4] ,
where, by application of Bayes' theorem, the local posteriors are
A comparison between the foreground term (3) and the object contour posterior (6) reveals the following relationship,
where
Eqns. (9)- (10) indicate that a contour with high p(s ∈ C o |D) will also have a high foreground probability term, F * (s, D), relative to other contours of the same length. We therefore follow the approach outlined in [4] The success of the procedure in determining the contour that maximizes the MAP objective rests on the ability of the constructive algorithm to produce a set of closed contours that are highly probably object contours. In Sec. 4 we derive a new algorithm, based on an optimal parameter estimation algorithm for hidden Markov models (HMMs), that uses a look-ahead heuristic to determine contour closure.
New algorithm
The set of closed contours,Ĉ * , from which the contour with the maximum p(s = c o * |D) is chosen, is constructed through a contour growth procedure that iteratively extends a set of highly probable tangent sequences, pruning those less likely to be valid object contours. Closed contours arising during the procedure are stored, formingĈ * . The object contour posterior (10) is a product of local probabilities, reflecting both the data independence assumptions, and the assumption of local priors (12) . In the absence of self-intersection restrictions, the problem of determining the contour most likely to be an object contour can be solved via standard dynamic programming techniques in polynomial time [2] . The restriction that contours be simple renders the problem exponentially complex, as complete contour histories are required when constructing candidate contours.
Consider the application of an all-pairs-shortest-path (APSP) algorithm to the test image depicted in the bottom row of Fig. 3 . The optimal contour, taking 392 minutes to determine, is simple (similar to the bottom-left image in Fig. 3 , for space reasons omitted), however there is no guarantee of this in general. The APSP algorithm determines, for each tangent, the closed contour that maximizes the foreground probability (9) . There is no guarantee that a contour maximizing (9) will also maximize the posterior (1). Indeed, the optimal closed contour obtained by the APSP algorithm has a lower global posterior probability than the closed contour computed via the proposed MBW algorithm (Fig. 3) . The computational complexity of the APSP algorithm is O(N 2 g + N 2 log N )), where g = |G i | is the number of continuations considered from each tangent (Sec. 2). The images we test have between 2000 and 40000 tangents, making application of the APSP algorithm computationally infeasible for any but the smallest images. The 392 minute run-time of the APSP algorithm for the small, 4414 tangent image in the top row of Fig. 3 stands in direct contrast to the low run-times of the efficient algorithms proposed and compared within this paper.
In our proposed Modified Baum-Welch (MBW) algorithm a set of length-2 contours is first instantiated together with the set of associated object contour probabilities. The contours in the set are then grown iteratively by greedy decision-making based on a novel look-ahead heuristic that influences the contours toward closure. The object contour probabilities, upon which the look-ahead heuristic weights are based, are updated as the contours grow, and any closed contours that form in the growth process are stored separately inĈ * . A contour's growth is terminated when there is no simple tangent extension available, i.e. all extensions cause self-intersections. When no contours remain unterminated, or a predefined maximum contour length, L, has been reached, the MBW algorithm stops, at which point the MAP objective (1) is evaluated over the setĈ * to determine the optimal contour. The computational complexity of the MBW algorithm is O(N gL 2 ). For constants g, L << N , this algorithm is considerably more efficient.
We now formalize the MBW algorithm, deriving the contour HMM in Sec. 4.1, and its relationship to the object contour posterior, p(s ∈ C o |D). Sec. 4.2 then demonstrates the use of estimates of high-order Markov transition probabilities as look-ahead heuristics for the MBW algorithm's growth mechanism, and the relationship between the BaumWelch and proposed MBW algorithms. 
Object contour hidden Markov model
Associate also with S the sequences of random variables, X and Y, of lengths m and (m − 1) respectively. Let the components of X be binary-valued random variables, Under this notation, the local object and grouping posteriors (7)-(8) are expressed as
Recall from (9)-(10) that for contours of equal length, the posterior probability of an object contour hypothesis, p(s ∈ C o |D), is proportional to the product of local posteriors,
. Under the new notation, this product is
The The relationships between the sequences of random variables are depicted in Bayes network form in Fig. 1 
where the deterministic mapping from tangent to cue se-
, simplifies the expression, and the first-order Markov prior as specified in the Bayes network in Fig. 1 is p 
. We define notation for the homogeneous transition probabilities:
If the HMM for object contours is assumed to have equiprobable initial state and transition probabilities, then maximizing the posterior (18) 
Transition probabilities and closure
The assumption of first-order Markov contour dynamics, though helpful as a simplifying approximation for the construction of candidate contours, does not take into account global constraints. As the objective of the contour construction algorithm is to form a set of closed contours,
) cannot be independent of S 1 = t α1 . Similarly, satisfying the requirement that contours not self-intersect demands the entire sequence history in determining 
Rather than basing greedy decisions purely on local likelihood values, ψ k (·), the proposed MBW algorithm weights the potential contour continuations according to estimates of the probability that the extended contour will return to the initial tangent at some future iteration. Let S = 
The heuristic weighting terms, p M (S k+1 , S + |S k ), are joint state transition probabilities, estimates of which are obtained via a modified Baum-Welch algorithm.
The Baum-Welch algorithm (BWA) is an instance of the Expectation-Maximization algorithm for the estimation of hidden Markov model parameters [8] . It is an iterative procedure guaranteed to converge to a local maximum on the likelihood surface, p(X = x + , Y = y + |A), in the absence of contour closure or simplicity assumptions that invalidate the first-order Markov assumption. The parameters of the model, M, optimized by the BWA are the transition probabilities, A, with elements defined in (19). The initial transition probability estimates, A (1) , are set to be equiprobable. The E and M steps of the BWA proceed as follows.
• E step: Form joint state probabilities conditioned on the object contour hypothesis and current transition probability estimates,
The joint state probabilities arise from the standard EM procedure of forming the auxiliary function,
where E S {·} denotes expectation with respect to the random variables S. For an instructive derivation of the BaumWelch update equations, see [17] .
• M step: Update the transition probability estimates,
The E step computes the sum of a number of terms exponential in the sequence length, however the forwardsbackwards algorithm [8] performs this computation in polynomial time. The contour simplicity constraint violates the first-order Markov assumption, and thus determining p(S k |S k−1 , . . . , S 1 ) demands the entire sequence history. Therefore, exact computation of the E step requires intractable memory and computational power. The MBW implements a sequential, approximate BWA, replacing the E step sum with a max operator, and iterating over successively longer sequences of random variables. The second modification that the MBW algorithm makes is to use estimates,â ijl , of high-order joint state transition probabilities,
The joint state transition probabilities are used to influence contour closure, as previously discussed in this section. The transition probabilities,Ã (1) = [ã (1) ij ], are initialized as equiprobable,ã
(1) ij = 1/g (recall g = |G i |). The MBW also requires both the initialization of the set of all length-2 contours, {s
and the set of joint state probabilities, {γ
• Modified E step: Form joint state probabilities conditioned on the object contour hypothesis and transition probability estimates,Ã (k) . Store the extended contours associated with the joint state probabilities:
• Modified M step: Update the transition probability estimates,
While the modifications made to the standard BWA deny the MBW proven convergence properties, the derivation of the MBW algorithm from this optimal parameter estimation algorithm formally grounds the choice of heuristic.
The MBW algorithm in its entirety is stated in Fig. 2 .
Results
The MBW algorithm differs from the constructive, greedy algorithm presented in [4] through the reweighting of Markov transition probabilities and the even sampling of contours across the contour hypothesis space. In this section we contrast the performances of these two algorithms, along with the performance of the algorithm that, like the MBW algorithm, evenly samples the contour hypothesis space, but does not reweight transition probabilities. This algorithm is referred to as the non-reweighted (NRW) algorithm.
The Modified Baum-Welch (MBW) Algorithm
Initialization: Initialize the following quantities:
• Closed contour set,Ĉ * = ∅.
• The sparse array of open contours,Ŝ (1) , with elements
• Joint state probability sparse array,Γ (1) , with elements
• The sparse array of transition probabilities,Ã (1) , with
Recursion: For k = 2, 3, . . .
• Update contours,Ŝ (k) , and joint state probabilities,
) .
-Store inĈ * any s ∈Ŝ + that is closed and simple.
-If no simple and open contours result, remove {t i , t j } from G.
-Else, update both the open contour s
, and the joint state probability,
• Update transition probs,Ã (k) (Mod. M step): Given unlimited tangent extension sets, g = |G i |, and large memory budget to eliminate the effects of pruning, all three approaches would perform equally well. Here we adjust the size of g and the memory budget available, separately for each test image, to bring out the efficiency differences of the algorithms. All three algorithms are given the same g and the same memory budget for each image, and are tested on a 2.8GHz Pentium 4 machine.
We first evaluate algorithm performance on a set of five panchromatic IKONOS satellite images. In each image we seek the optimal closed contour bounding a lake. Two object cues, d i , are used: the intensity on the dark side of tangent t i , and the distance between t i and the nearest tangent in the direction opposite to the local intensity gradient (toward the interior of the lake if t i is on the lake boundary). The four grouping cues, d ij , considered are the distance between the tangents t i and t j (proximity), the good continuation of the two tangents, approximated as the absolute value of the sum of the angles formed by a linear interpolation, the change in mean intensity (brightness) between the two tangents, and the change in edge contrast between the two tangents. The cue likelihood distributions are estimated from hand-segmented training data over five images, and modelled parametrically by generalized Laplacian distributions [4] . Fig. 3 shows three test images for which the MBW succeeds, while either the Greedy and/or NRW algorithms completely fail. In successful cases, the MBW's contours have a higher global posterior probability than the closed contours produced by the other algorithms.
The MBW's transition probability reweighting influences the contours toward closure. Practically this results in candidate closed contour sets,Ĉ * , that are larger than their counterparts resulting from the NRW algorithm, and that contain a more diverse set of closed contours than in the Greedy algorithm for which many closed contours differ only by a small number of tangents. This may seem counter-intuitive, as it may be expected that biasing toward closure would lead to shorter, more direct paths being taken toward closure. However, as indicated in the recursive step of the MBW algorithm (Fig. 2) , for each remaining open contour, the set,Ŝ + , is formed, from which the best open contour extension is chosen to update the current contour, while any closed contours are stored. Thus while the preference may be for shorter closed paths, by maintaining the best open contours at each stage, there is no reduction in the number of valid closed contours found at long contour lengths. Figure 4 displays the results of repeated application of a single-source shortest path algorithm (Dijkstra's algorithm), initiated at the most probable tangent pair and then additional pairs in descending order of probability, until the maximum running time of the MBW, Greedy and NRW al-gorithms for each of the three test cases in Figure 3 is exceeded. This approach succeeds in finding a lake boundary in only one case. In our second experiment, we evaluated the algorithms on the problem of finding detailed bounding contours of major human skin regions in natural images (Fig. 5) . We employed the same grouping cues used in our first experiment, but considered only one object cue: the RGB colour of the skin and non-skin sides of skin boundary tangents. Again, the cue distributions are learned from five hand-segmented training images taken in the test environment. To extend the method to extract multiple skin regions from a single image, we employ an iterative procedure in which an optimal closed contour is estimated, then removed from the tangent map. Fig. 5 presents the results of the three algorithms for two test images. In each case the MBW forms two closed contours delineating the two skin regions, while the Greedy algorithm fails to find one or both of the regions. The NRW algorithm succeeds for the second image, but successfully finds only one of the skin regions in the first case, forming instead a closed contour around part of the subject's eye. Thus the MBW algorithm for computing closed contours appears to be considerably more efficient than both purely greedy and shortest-path approaches.
Conclusions
The Modified Baum-Welch algorithm for the construction of closed contours outlining object boundaries makes use of an even sampling of the contour hypothesis space and it- erative reweighting of the Markov transition probabilities based on the Baum-Welch updating mechanism, to form highly probable closed contours. The MBW algorithm is computationally efficient, and has been shown to be more robust than both the purely greedy approach presented in [4] and a naive non-reweighted version of the algorithm, in its ability to form closed contours given finite computational resources.
