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Abstract: The equivalence between autonomicity and the absence of free variables
is a well-known result for linear, shift-invariant and complete behaviors over a
field. However, this no longer holds for a behavior that does not satisfy one of
those properties. In this paper we consider linear, shift-invariant and complete
behaviors over the ring Zpr and study under which conditions such behaviors are
autonomous and/or have no free variables.
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1. INTRODUCTION
In the behavioral theory, a dynamical system is
defined as a triple Σ = (T ,W,B) where T is the
time axis, W the signal alphabet and B ⊂ WT
the behavior. In this paper we consider systems
with signal alphabet W = Zqpr , where p is prime
and r and q positive integers. However, the results
of this paper hold more generally for any finite
chain ring, i.e., a ring in which all ideals are
ordered by inclusion. Generalizations to finite
commutative rings (McDonald, 1974) and finite
abelian groups are then also possible (Fagnani and
Zampieri, 1997).
Behaviors over finite rings have been a subject
of interest to many researchers. One of the main
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reasons is the application in the study of convo-
lutional codes over finite rings. In fact, a convolu-
tional code over a finite ring R is a linear, time-
invariant behavior overR. Such codes have been a
relevant subject of interest within the coding com-
munity. In particular, they are better suited for
phase modulation than convolutional codes over
fields. Moreover, quaternary block codes (linear
block codes over Z4) play an important role as
many good nonlinear block codes can be defined
as the images of simple quaternary block codes.
Structural properties of behaviors over rings are
different from the ones of behaviors over fields.
In this paper we analyze the relation between
autonomicity and the absence of free variables
in linear, shift-invariant and complete behaviors
over Zpr . For linear, shift-invariant and com-
plete behaviors over a field, autonomicity and
absence of free variables are equivalent properties,
which gives rise to two (equivalent) notions of
input/output structure of a behavior over a field
F:
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Definition 1. (Willems, 1988) A behavior B ⊂
(Fq)Z+ has an input/output structure if there is a
selection u = pi{i1,...,im}(w) such that
(1) u is free;
(2) B0 := {w ∈ B : pi{i1,...,im}(w) = 0} is
autonomous.
Definition 2. (Polderman and Willems, 1997) A
behavior B ⊂ (Fq)Z+ has an input/output struc-
ture if there is a selection u = pi{i1,...,im}(w) such
that
(1) u is free;
(2) B0 := {w ∈ B : pi{i1,...,im}(w) = 0} has no
free variables.
In this case, the input of the system is u and the
output pi{1,...,q}\{i1,...,im}(w).
However, Definitions 1 and 2 are no longer equiva-
lent if we consider linear, shift-invariant and com-
plete behaviors over a commutative finite ring.








This behavior has an input/output structure in
the sense of Definition 2. In fact, we can take w1
to be free (the input) and as w2 must be such that
3w2 = −3w1, it is not free, and therefore is the
output. However, this behavior does not admit an
input/output structure in the sense of Definition
1. In fact, although w1 is free, B0 := {[0 w2]T :
3w2 = 0} is not autonomous.
This is due to the fact that autonomicity and the
absence of free variables are no longer equivalent
properties for behaviors over Zpr . In this paper,
we study the relation between these two proper-
ties and give a characterization of autonomicity
and a sufficient condition for the absence of free
variables for such behaviors.
2. PRELIMINARIES
In this section we summarize some general results
from the algebraic theory of Zpr and of Zpr [ξ],
which denotes the ring of polynomials with coef-
ficients in Zpr . In the following, [A]p represents A
modulo p, where A is a matrix over Zpr [ξ].
Lemma 3. Let a ∈ Zpr . Then
(1) a is a unit in Zpr if and only if [a]p 6= 0;
(2) If a 6= 0, it can be written as a = θpn where
θ is a unit in Zpr and n a unique integer such
that 0 ≤ n ≤ r − 1;
(3) If a 6= 0, it can be written as
a = θ0 + θ1p+ · · ·+ θr−1pr−1
where θi is a unit in Zpr for i = 1, . . . , r − 1.
Lemma 4. (Artin, 2001) Let A ∈ Zn×npr . The
following statements are equivalent:
(1) A is invertible as a matrix in Zn×npr ;
(2) [A]p is invertible as a matrix in Zn×np .
PROOF. Let U ∈ Zn×np be the inverse of [A]p
in Zn×np . Then UA = I − pB, for some B ∈
Zn×npr , and therefore V = (I + pB + p2B2 + · · ·+
pr−1Br−1)U is the inverse of A in Zn×npr .
The converse is obvious. 2
The following results on Zpr [ξ] can be found in
(McDonald, 1974).
Definition 5. A polynomial is called regular if it
is not a zero divisor in Zpr [ξ].
Lemma 6. ((McDonald, 1974), Thm XIII 2c). A
polynomial f(ξ) = f0 + f1ξ + · · ·+ fnξn ∈ Zpr [ξ]
is regular if and only if there exists i ∈ {0, . . . , n}
such that fi is a unit in Zpr .
Definition 7. The order of a regular polynomial
f(ξ) = f0+ f1ξ+ · · ·+ fnξn ∈ Zpr [ξ] is defined as
ord(f) = max{i : fi is a unit in Zpr}.
Observe that the order of a regular polynomial
f(ξ) ∈ Zpr [ξ] is equal to the degree of [f(ξ)]p.
Lemma 8. A polynomial u(ξ) ∈ Zpr [ξ] is a unit in
Zpr [ξ] if and only if ord (u)=0.
Theorem 9. ((McDonald, 1974), Thm XIII.6) Let
f(ξ) ∈ Zpr [ξ] be a regular polynomial of order m.
Then there exists a unit polynomial u(ξ) and a
monic polynomial g(ξ) in Zpr [ξ] such that
f(ξ) = u(ξ)g(ξ).
Lemma 10. Let U(ξ) ∈ Zpr [ξ]n×n. The following
statements are equivalent:
(1) U(ξ) is unimodular in Zpr [ξ]n×n;
(2) [U(ξ)]p is unimodular in Zp[ξ]n×n.
An immediate consequence of the above lemma
is that a matrix U(ξ) ∈ Zpr [ξ]n×n that satisfies
[U(ξ)]p = U(ξ) is unimodular in Zp[ξ]n×n if and
only if it is also unimodular in Zpr [ξ]n×n.
3. DYNAMICAL SYSTEMS
A dynamical system,
Σ = (T ,W,B),
models a phenomenon that evolves over the time
set T and is described by trajectories that take
values in a set W. The set of all trajectories
w ∈ WT compatible with the laws of the system
is called the behavior B (Willems, 1988). In this
paper we consider T = Z+ and W = Rq, q ∈ N,
where R is a commutative ring.
Definition 11. A behavior B is linear if it is an
R-submodule of (Rq)Z+ , where the sum of two
trajectories in (Rq)Z+ and the product of an
element of R and a trajectory in (Rq)Z+ are
defined pointwise.
We define σ, the backward shift operator, acting
on elements in (Rq)Z+ as (σw)(k) = w(k + 1).
Definition 12. A behavior B is σ-invariant if w ∈
B implies σw is also in B.
Completeness of a behavior allows to characterize
the trajectories of the behavior considering their
finite restrictions.
Definition 13. A behavior B is said to be complete
if w|I ∈ B|I for all finite subsets I of Z+, implies
w ∈ B.
Remark 14. A linear behavior B over a field is
complete if and only if is closed in the topology of
pointwise convergence.
A behavior in which the past of any trajectory
completely determines its future is called au-
tonomous.
Definition 15. B ⊂ (Rq)Z+ is autonomous if
∃N ∈ N [w′,w′′ ∈ B, w′|[0,N ] = w′′|[0,N ] ⇒
⇒ w′ = w′′],
where forw = (w0,w1,w2,w3, ...,wN ,wN+1, ...),
(w)|[0,N ] = (w0,w1,w2,w3, ...,wN ).
For linear behaviors Definition 15 is equivalent to
∃N ∈ N [w ∈ B, w|[0,N ] = 0 ⇒ w = 0].
A variable which is unconstrained in the behavior
is said to be free.
Definition 16. A variable wi is called a free vari-
able if pii(B) = (R)Z+ .
In case R is a field and B ⊂ (Rq)Z+ is linear, shift-
invariant and complete, autonomicity and the
absence of free variables are equivalent properties.
However, such equivalence does not hold anymore
if one of the assumptions is not satisfied, as it is
shown in the following examples, where we present
behaviors which are not autonomous and do not
have free variables. This shows that the absence
of free variables does not imply autonomicity.
Example 17. (Nonlinear behavior) Consider q = 1
and R = R and let B be constituted by the
trajectories w in RZ+ such that w(t) 6= 2 ∀ t ∈
Z+.
Example 18. (Aleixo et all, 2006) (Time-varying
behaviors) Consider q = 1 and R = R and let B
be constituted by the trajectories w ∈ RZ+ such
that w(2t) = 0, ∀ t ∈ Z+, i.e., B is a periodic
behavior with period 2.
Example 19. (Noncomplete behavior) Consider q =
1 and R = R and let B be constituted by the
trajectories of RZ+ with finite support.
Example 20. (R is not a field) Consider q = 1
and R = Z9 and let B be constituted by the
trajectories w such that 3w(t) = 0 ∀ t ∈ Z+.
Any behavior over a field that is linear, σ-
invariant and complete admits a kernel represen-
tation R(σ)w = 0, where R(ξ) is a polynomial
matrix (Willems, 1988). The equivalence between
autonomicity and the absence of free variables for
such behaviors is proved in the literature consid-
ering kernel representations of B (Willems, 1988).
This does not reveal which each of these proper-
ties (linearity, time-invariance, completeness and
the fact that R is a field) is responsible for the
equivalence to hold. (Roorda and Weiland, 2001)
considered linear, shift-invariant and complete be-
haviors over a field and proved that autonomicity
implies the absence of free variables, without the
use of kernel representations, considering only the
structural properties of the trajectories of the be-
havior. We shall complete here this proof showing
the converse.
Proposition 21. (Willems, 1988): Let B ⊂ (Rq)Z+
be a linear, shift-invariant and complete behavior
over a field R. Then B is autonomous if and only
if B has no free variables.
PROOF.
Let prove first the equivalence for behaviors with
one variable, i.e., where q = 1.
Assume that the variable w of B is free. Then,
for every N ∈ N, there exists w ∈ B such that
w(N + 1) 6= 0 and w(t) = 0, t 6= N + 1, which
implies that B is not autonomous.
Conversely, suppose that B is not autonomous.
Then, for every N ≥ 1 there exists a trajec-
tory w˜(N) ∈ B such that w˜(N)(N) 6= 0 and
w˜(N)|[0,N−1] = 0. Because R is a field and B
is linear we have that, for every N ≥ 1 there
exists w(N) ∈ B such that w(N)(N) = 1 and
w(N)|[0,N−1] = 0. Time-invariance implies that
there exists also a trajectory w(0) ∈ B such that
w(0)(0) = 1. To see that w is free, let w¯ ∈ RZ+ ,
and for all n ∈ N, consider the trajectories wn
defined by
wn := a0w(0) + a1w(1) + · · ·+ anw(n),
where, for i = 0, . . . , n, ai ∈ R are such that
wn|[0,n] = w¯|[0,n]. Linearity implies that wn ∈ B,
for all n ∈ N, and consequently, as w¯|[0,n] ∈ B|[0,n]
and B is complete, it follows that w¯ ∈ B. Thus w
is free.
Consider now the general case, q ≥ 1.
Suppose that B is not autonomous. Then, for all
N ∈ N there exists w ∈ B such that w|[0,N ] = 0
and w(N + 1) 6= 0. Therefore, as B is time-
invariant, there exists i ∈ {1, . . . , q} such that
for all N ∈ N, there exists w¯ ∈ B such that
(w¯i)|[0,N ] = 0 and (w¯i)(N + 1) 6= 0, where w¯i =
pii(w¯). Therefore, the linear, shift-invariant and
complete behavior with one variable pii(B) is not
autonomous, which implies that pii(B) = (Zpr )Z+ ,
i.e, wi = pii(w) is free.
As said above, the converse is proved in (Roorda
and Weiland, 2001). 2
4. BEHAVIORS OVER ZPR
From now on consider R = Zpr , and let B ⊂
(Rq)Z+ be a linear, shift-invariant and complete
behavior over Zpr . It was proved in (Fagnani and
Zampieri, 1997) that any linear, shift-invariant
and complete behavior over the ring R = Zpr
admits a kernel representation. However, as shown
in Example 20, autonomicity and the absence
of free variables are not equivalent properties of
such behavior. Let us see under which conditions
behaviors are autonomous and/or do not have free
variables.
Proposition 22. Let B ⊂ (Zqpr )Z+ be represented
by R(σ)w = 0, where R(ξ) ∈ Zpr [ξ]g×q. Then B is
autonomous if and only if [R(ξ)]p has full column
rank over Zp[ξ].
PROOF.
Suppose that [R]p has full column rank over Zp[ξ].
Then, there exists X(ξ) ∈ Zpr [ξ]q×g such that
X(ξ)R(ξ) = g(ξ)I, (1)
where g(ξ) ∈ Zpr [ξ] is not a zero divisor (see
Theorem 2 and Proposition 2 in (Fagnani and
Zampieri, 2001)). Moreover, Theorem 9 implies
that g(ξ) can be considered to be monic. From
(1) it follows that if w ∈ B then g(σ)w = 0. Let
n be the degree of g(ξ). If w ∈ B is such that
w|[0,n−1]=0, g(σ)w = 0 implies thatw = 0, which
means that B is autonomous.
Conversely, assume that [R(ξ)]p does not have full
column rank over Zp[ξ]. Consider, over Zp[ξ], the
Hermite form [R(ξ)]pVp(ξ) = [Hp(ξ) 0], where
Hp(ξ) ∈ Zp[ξ]g×q0 has full column rank over
Zp[ξ], q0 < q and Vp(ξ) ∈ Zp[ξ]q×q is unimodular
over Zp[ξ]. Then R(ξ)Vp(ξ) = [R0(ξ) pR1(ξ)],
with R0(ξ) ∈ Zpr [ξ]g×q0 . Consider the behavior
B˜ = V (σ)B. B˜ is not autonomous, since for any
N ∈ N, the following trajectories are in B
σ−(N+1)(pr−1eq, pr−1eq, pr−1eq, . . . ),
where σ−1(w0,w1,w2, . . . ) = (0,w0,w1,w2, . . . )
and eq is the q-th element of the canonical ba-
sis of Zqpr . Therefore B˜ is not autonomous, and
consequently, as V (ξ) is unimodular, B is not
autonomous either. 2
Such characterization of autonomicity of a behav-
ior is also a sufficient condition for the absence of
free variables, as shown in the next Proposition.
Proposition 23. Let B ⊂ (Zqpr )Z+ represented by
R(σ)w = 0, where R(ξ) ∈ Zpr [ξ]g×q is such that
[R(ξ)]p has full column rank over Zp[ξ]. Then B
has no free variables.
PROOF.
Let g(ξ) be a monic polynomial with degree n in
Zpr [ξ], such that
X(ξ)R(ξ) = g(ξ)I,
for some X(ξ) ∈ Zpr [ξ]q×g.
Suppose that wi = pii(w), i ∈ {1, . . . , q}, is a
free variable of B. Then, there exists w∗ ∈ B
such that w∗i |[0,n−1] = 0 and w∗i (n) = 1, where
w∗i = pii(w
∗). As w∗ ∈ B, i.e. R(σ)w∗ = 0, it
follows that X(σ)R(σ)w∗ = g(σ)w∗ = 0, and
therefore g(σ)w∗i = 0. But this is a contradiction
as (g(σ)w∗i )(1) = 1. Therefore, wi is not free. 2
From Propositions 22 and 23 it follows that auto-
nomicity implies the absence of free variables.
Corollary 24. Let B ⊂ (Zqpr )Z+ be a linear, shift-
invariant and complete behavior. If B is au-
tonomous, it has no free variables.
5. CONCLUSION
We showed that the equivalence between auto-
nomicity and the absence of free variables of a
behavior is only true for linear, shift-invariant
and complete behaviors over a field. In fact, if a
behavior does not satisfy one of these conditions,
such equivalence no longer holds, as it is illus-
trated in Examples 17, 18, 19 and 20. Further,
we considered linear, shift-invariant and complete
behaviors over a finite ring and determined under
which conditions such behaviors are autonomous
and/or do not have free variables. Moreover, we
showed that autonomicity is a sufficient (although
not necessary) condition for the absence of free
variables. The complete characterization of the
absence of free variables is still under investiga-
tion.
As we have seen Definitions 1 and 2 of in-
put/output structure of a behavior over a finite
ring are no longer equivalent. Which definition
to choose is the first step in the study of the
input/output structures for behaviors over rings.
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