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CHAPTER 1 
 
 
 
INTRODUCTION 
 
 
 
This chapter introduces the reader to the author’s research project.  It explains the 
problem background and description, research objective, research scope, research 
importance, research data, research contribution and the significance of this project.  It 
then gives a brief description of the structure of the thesis organization. 
 
 
 
1.1  Introduction to Forecasting 
 
Forecasting is defined as an attempt to predict future events. It is also described as 
a concern of what the future will look like, that act as an aid for effective and efficient 
planning.  
 
The layperson may question the validity and efficacy of a discipline aimed at 
predicting an uncertain future.  However, it should be recognized that substantial progress 
has been made in forecasting over the past several centuries.  There are a large number of 
phenomena whose outcomes can now be predicted easily such as the time of sunrise, the 
speed of a falling object, the trajectory of a satellite, rainy weather, and a myriad of other 
events (Makridakis et. al, 1998).    
 
 
 There are two categories of forecasting namely qualitative and quantitative. 
Qualitative forecasting is a very useful technique when there are no historical data.  This 
method usually uses the opinions of experts to predict the future events subjectively via 
their experiences and knowledge.  The most popular qualitative techniques are the Delphi 
method, subjective curve fittings and time independent technological comparison.  
Quantitative forecasting is a technique that can be applied when there are enough 
historical data to be modeled in making prediction.  This technique involves a depth 
analysis of the historical data in developing a model.  There are two types of quantitative 
techniques that are univariate and explanatory model.  The common time series analysis 
is normally categorized into both of these types that will be described in details in our 
literature review.  
 
 
Forecasting is a very important tool applied in a lot of sectors such as energy 
consumption, demand and supply, economy, business, sales and market analysis, weather 
forecast, engineering research and development, science and technology, management 
and development, industrial, politic and many more.  It is very useful because domain 
experts often have knowledge of events whose effects have not been observed yet in a 
time series.  
 
 
In the last decade, there has been increasing interest in imitating living beings to 
solve hard optimization problems.  Simulating the natural evolutionary process of human 
beings result in stochastic optimization techniques called evolutionary algorithms, which 
can often outperform conventional optimization method when applied to difficult real life 
problem.  Exploration into forecasting using heuristic method has increase for the past 
few years, namely the Genetic Algorithm (GA), Evolutionary Programming (EP), and 
Evolution Strategies (ESs).  Among them, GA is one of the most widely known types of 
evolutionary algorithm today (Mitsuo and Runwei, 1997). 
 
 
 
  In the early 1970s, John Holland has introduced the concept of simulating the 
process of natural evolution known as GA in computer.  Holland’s GA was represented 
by a sequence of procedural steps for moving from one population of artificial 
chromosomes to a new population.  It uses natural selection and genetic inspired 
techniques known as crossover and mutation.  Each chromosome consists of a number of 
genes that each gene is represented by binary digit of 0 and 1.   
 
 
GA has received considerable attention regarding its potential as an optimization 
technique for solving complex problems.  It has been successfully applied in the area of 
industrial engineering that includes scheduling and sequencing, optimization, reliability 
design, vehicle routing, inventory control, transportation and many more.  In this 
research, the researcher introduces GA as an approach for estimating the parameters in 
Box-Jenkins method of forecasting. 
 
 
 
1.2 Problem Background 
 
 
Box-Jenkins approach was developed in the 1960s for handling most time series 
of data analysis.  This approach is about to match one Autoregressive Integrated Moving 
Average (ARIMA) model based on the historical data that currently available in making 
forecast.  Box and Jenkins (1970) effectively put together in a comprehensive manner of 
the relevant informations required to understand and use univariate time series ARIMA 
models.  
 
 
For stationary series, ARIMA models can be the Autoregressive (AR) or Moving 
Average (MA) or the combination of these two models known as Autoregressive Moving 
Average (ARMA).  If the data is non-stationary, a simple modification of the ARMA 
 
 model known as integrated (I) processes will be performed to produce an ARIMA model.  
If there is seasonality in the data, the models then become either Seasonal Autoregressive 
(SAR) or Seasonal Moving Average (SMA) or Seasonal Autoregressive Integrated 
Moving Average (SARIMA).  Therefore the general Box-Jenkins model that allows 
seasonality is: 
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and is referred to as the multiplicative ( ) ( )TQDPqdp ,,,, ×  model where: 
 
  pφ   =  unknown pth AR parameter, 
 qθ   =  unknown qth MA parameter, 
             =  unknown PPΦ th SAR parameter, 
             =  unknown QQΘ th SMA parameter, 
               =  time series value at time i, iz
               =  error term at time i,  ia
             B   =  backshift operator,  
             ∇   =  difference operator.  
 
 
 The value of the coefficient Pqp Φ,,θφ  and QΘ  are restricted to lie between –1 
and +1.  Note the minus and plus sign on model is a convention for ARIMA models.  The 
error, , is normally distributed with a mean of 0 and variance of 1.  ia
 
 
In conventional practices we are using a combination of a statistical maximum 
likelihood estimation (MLE) approach and the Newton-Raphson method to determine 
these parameters value.  Finding MLE conceptually involves two steps.  First, the 
likelihood function must be calculated.  Secondly, the value of θ  must be found that 
 
 maximize this function.  Then we use the Newton-Raphson numerical optimization to 
calculate the log likelihood function that is often known as the grid search method.  
 
 
  Many researchers have made comparative studies between GA and other 
searching techniques, such as random search, grid search, iterated search and simulated 
annealing.  For example, grid search can be a very good method when there is a single 
unknown parameter to estimate.  However, it quickly becomes intractable when the 
number of elements of θ  becomes large.  
 
 
Grid search method is generally referred to as hill - climbing.  They can perform 
well on functions with only one peak.  But on functions with many peaks, they suffered 
from the problem that the first peak found will be climbed, and this may not be the 
highest peak.  Having reached the top of a local maximum, no further progress can be 
made (Beasley et. al, 1993).  Usually global optimum can be found only if the problem 
possesses certain convexity properties that essentially guarantee that any local optimum 
is a global optimum. 
 
 
 
1.3 Problem Statement 
 
 
As describe in the previous section, after we have identified the appropriate 
ARIMA model, we proceed to estimate its parameters;  
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that minimizes the shock sum of squares: 
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Where the  are the estimated shocks given the model and the series.  
As described in problem background, it is normal to use a non-linear least squares 
procedure or MLE to obtain the vector of parameter estimates within the stationary 
invertible region. 
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According to Box and Jenkins (1970) the parameters value for ARIMA models 
are represented by the unknown Pqp Φ,,θφ  and QΘ  where their values are restricted to 
lie between –1 and +1.  In producing a forecast with the lowest possible error, we need to 
search the value for these unknown parameters which minimizes the Mean Square Error 
(MSE).  Therefore the main aim of this research are; 
 
1. To study the efficiency of using Genetic Algorithm (GA) to estimate the 
parameters Pqp Φ,,θφ  and QΘ  in SARIMA models. 
2. To develop an improved method based on GA for univariate forecasting 
model. 
 
 
 The ergodicity of evolution operators makes genetic algorithm very effective in 
performing the global search (Mitsuo and Cheng, 1997).  This research proposes an 
alternative approach to the conventional searching method.  One such method is the GA 
which have a potential in giving the optimize value for weighing Pqp Φ,,θφ  and  thus 
improve the forecast result.  
QΘ
 
 
 
 
 
 1.4 Research Objectives 
 
 
The main aim of this study is centers around a few fundamental questions such as 
“What is the role of forecasting process been developed for predicting electricity 
generated? Would improve methods give any advantages over current practices? And 
how statistical method can be integrated to lead to substantial gains in accuracy?”  
 
 
 
1.5 Research Importance 
 
 
This research is highly significant for improving forecast accuracy.   
Implementation of GA heuristic search in estimating the parameters in SARIMA model is 
the major contribution in this study.  This work also may improve the univariate Box-
Jenkins forecasting model using GA, which may lead in producing a new forecast method 
using genetic approach.  
 
 
 
1.6 Research Scope 
 
 
1. This research focuses only on the univariate model where the time series 
based on the past value. 
2. Forecast accuracy will be defined by measure the lowest error in term of 
MSE. 
3. In Genetic Algorithm architecture, chromosomes are randomly generated 
using crossover and mutation operator.   
4. Forecast simulation will be developed using Borland Delphi 7.0. 
 
 1.7 Research Data 
 
 
The applications chosen for this study is forecasting the amount of Malaysian 
electricity generated at power plant.  Data used here were a secondary data collected from 
1996 to 2003, which has been classified into the total monthly electricity generated in 
kilowatt hour, kWh unit proposed by Tenaga Nasional Berhad (TNB) as the standard 
format unit recommended in the energy sectors.  The flow of electricity represented by 
the following equations: 
 
Electricity Generated   = fc + ct + dl  
= Gross Inland Consumption 
 
Where (fc) is the final electricity consumption refers to the total quantity of 
electricity delivered to the end-user.  The (ct) is the consumption of energy transformed 
while (dl) refers to losses of electrical energy, which occur outside the utilities and power 
plants, and the consumption of electricity by utilities and power plants for operating their 
installation.   
 
 
 
1.8 Research Contribution 
 
 
 The main contribution in the research is the development of an algorithm to 
search for the best value of Pqp Φ,,θφ  and QΘ  in SARIMA model to minimize the MSE 
in making a forecast based on the GA.   
 
 
 The second contribution is the development of a mathematical model for 
Malaysian electricity generated using Box-Jenkins methodology.   
 
  
1.9 Thesis Organization 
 
 
This thesis contains six chapters.  The first chapter will introduce the problem 
background and description, research objective, research scope, research importance, 
research data, research contribution and the significance of this project. 
 
 
The next chapter is a literature review.  In this chapter it contains a  
discussion on the forecasting using time series method and GA.  This chapter will 
describe the review of the literatures that are related to the past and present study on the 
electricity generated for Malaysia, time series forecasting and GA procedures, models 
and applications.  It begins by reviewing literature related to time series forecasting 
model especially Box-Jenkins methodology for ARIMA models.  Some comparison 
study on how selecting the appropriate time series model also discusses in this chapter.  
After that, researcher made some literature on the problem of searching the SARIMA 
parameters.  Finally, a review of literatures related to GA procedures and application in 
solving complex searching problem is presented.  In GA section, it contains an 
introduction to GA, a comparison study done by other researcher on GA with other 
searching technique, the GA operators, encoding and decoding of a chromosome, 
selection and the advantages of GA.  
 
 
The research methodology is described in chapter three.  This chapter involved 
reviewing the existing literature to develop a theoretical framework to form a structure 
for this research.  The chapter begins with describing the theory of time series analysis 
and the Box-Jenkins methodology for ARIMA model.  It then discusses the theory of GA 
and how it can be applied into Box-Jenkins forecasting.  
  
 
 
  
 
Chapter four contains the implementation of forecast method at case study.   
Here, all the sample data of TNB for Malaysian electricity generated is analyzed and used 
to calculate the forecast step-by-step.  All the calculations using hybrid of Box-Jenkins 
methodology and GA is described in detail in this chapter. 
 
 
 Chapter five discusses on the system develop by the researcher.  Intelligence 
Electricity Forecasting System (IEFS) was developed to realize this research output as an 
effective decision tool program into computer.  
 
 
Chapter six presented the results, discussions, conclusions and recommendations 
for further research.  It gives a summary of this research and then discusses in further 
detail some of results and findings.  Some conclusions are drawn and finally, some 
thoughts on possible directions in which future research in this area might be pursued are 
offered.   
 
                              
 
 
 
 
 
 
 
 
 
 
 
 
