Generalized multibaker maps are introduced to study properties of deterministic diffusion. Emphasis is put on transient diffusion modeling systems which are spatially extended only in certain directions and escape of particles is allowed in other ones. Effects of nonlinearity are investigated by varying a control parameter.
I. INTRODUCTION
The purpose of the present paper is to study deterministic diffusion in transiently chaotic systems. In this problem two main areas of chaotic phenomena are present simultaneously. Namely, diffusion has played a central role for understanding transport properties from the point of view of dynamical systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . On the other hand, in recent years transient chaos has turned out to be of the same importance as the permanent one [17] [18] [19] [20] [21] [22] .
Deterministic diffusion has mainly been studied within the framework of two models, namely considering an infinite chain of one-dimensional maps [3] [4] [5] 8, 13] or with the help of multibaker maps [9, 12, 15, 22] , introduced by P. Gaspard. In such systems due to translational invariance the statistical properties of chaos can be investigated within the unit cell by introducing the reduced map.
In our previous paper we extended models of the first type to allow escape at each step, which results in a reduced map with a window, where the trajectory can leave the system [16] . To study transient diffusion further the present paper generalizes the multibaker map in two respects. Namely, we introduce again a window in the reduced map and furthermore treat nonlinear two-dimensional maps instead the piecewise linear baker map. The latter makes possible to follow the parameter dependence of characteristics from the baker map up to the borderline situation, where hyperbolicity is violated and the escape rate agrees with the positive Lyapunov exponent of the saddle point at the origin.
The reduced maps considered have conditionally invariant measures which are smooth along the unstable manifold (SRB type measures). It is pointed out that while the conditionally invariant measures [17, 20, 21] are different for forward and backward iterations, the natural measure (see for a definition [18] ) is the same, which ensures that the diffusion coefficient has the same value in both directions. Approaching the borderline situation [23, 24] the natural measure (but not the conditionally invariant one) degenerates to a Dirac delta function located at the origin, which has the consequence that the diffusion coefficient tends to zero in this limit. At the borderline situation, however, a further SRB type conditionally invariant measure appears. The two measures have, of coarse, different basins of attraction. The latter one generates a non-degenerate natural measure and a finite diffusion coefficient. Such a peculiar behavior is possible only in case of transient chaos. In the permanent chaos limit, i. e. when the escape rate goes to zero, the borderline situation corresponds to weak intermittency, where an invariant SRB measure exists for the reduced map and the diffusion does not exhibit any anomalous feature. Such features show up only in case of strongly intermittent reduced maps in permanent chaos, when a smooth invariant measure (along the unstable manifold) does not exists [6, 7] .
The paper is organized as follows. In Section II the model to be investigated is introduced and its properties are discussed. The invariant set (chaotic saddle) of the reduced maps is specified, and the Frobenius-Perron operator, the conditionally invariant measure, and the natural measure are studied in Section III. The special case of the critical (borderline) situation is treated in Section IV. Properties of transient diffusion are considered in Section V.
II. GENERALIZED MULTIBAKER MAPS
We introduce the two dimensional maps (x ′ , y ′ , S ′ ) = F (x, y, S) with the specification
where f (x) is a smooth function mapping [0, 1] twice onto itself,
u denote the lower and upper branches of the inverse of f (x), respectively. The map (1) has a constant Jacobian J. Note that for the forward iteration the range J ∈ (0, 1] is the physically interesting one. However, if we consider the backward iteration to be the physical direction, then J ≥ 1 is the relevant one. We treat the iterations under (1) and its inverse on equal footing. Note that while in case of forward iteration one of the variables, namely x, transforms independently from the other one, it is no more true in case of the backward iterations. This means that the two dimensional features of the map is more pronounced in the latter case.
Eq. (1) contains as special cases piecewise linear maps by choosing
The latter one with the choice a = 2 gives back the original dyadic multibaker map [12] . We shall assume that f (x) has one increasing branch in I 0 and one decreasing branch in I 1 , which in the piecewise linear case corresponds to the former possibility, i. e. to the tent map. We shall call the resulting 2D map also dyadic multibaker map if there is no escape. When f (x) possesses nonlinear branches and/or escape we refer to the map as generalized multibaker map (GMBM in the following).
The map (1) acts on an infinite chain of unit squares. S labels the square which is visited by the particle and (x, y) determines the point inside the square. During the mapping the particle jumps to the square to the right if x ∈ I 1 or to the left if x ∈ I 0 . The 1D map f (x) may have an escape window, for which it is not defined. Then there is a third possibility, the particle leaves the system if x ∈ [0, 1] \ I 0 \ I 1 . Thereby typical long trajectories show a chaotic motion in a finite duration after which they escape. Similarly to typical situations in transient chaos the chaotic time period is unlimited and the behavior of long trajectories is determined by an invariant set. In the extended system the chaotic motion leads to transient diffusion. Such transient diffusion has been studied in one-dimensional maps and it has been shown that nonlinearity has strong effects [16] .
Translational invariance of the system makes it possible to use the so called reduced map for a partial description of the system [3] [4] [5] . It can be obtained by considering the cells to be identical, and thereby, following only the motion inside one cell. The reduced mapF (x, y) is the same as F (x, y, S) disregarding the variable S. The GMBM has the advantage that the reduced map, which is a generalized baker map, has a complete grammar if one chooses the symbolic dynamics generated by the partition (I 0 , I 1 ). We note, that similar maps have been studied in [25] in other context.
The reduced map maps two rectangles of the unit square [0, 1] ⊗ [0, 1] in the (x, y) plane to two regions, which can, in general, overlap. To exclude this overlap, which causes problem concerning invertibility, we choose the 1D map f (x) such, that the constant density P (x) ≡ 1 be conditionally invariant under its action. That requires, that P (x) ≡ 1 be the solution of the one-dimensional Frobenius-Perron equation
where κ is the escape rate. In the following it will be understood that f (x) satisfies this requirement. Note that such a condition does not restrict generality in the choice of the 1D map, since any complete map h(x) with smooth conditionally invariant measure can be transformed to a map with constant conditionally invariant density [26, 23] . The necessary transformation is a conjugation f (x) = µ(h(µ −1 (x))), where µ(x) is the conditionally invariant measure of [0, x] for the map h(x).
The general form of such a map can be given with the formulas for its inverse [26, 23] as follows
Here v(x) is a smooth function with properties v(0) = 0 and |v ′ (x)| ≤ 1, where equality is allowed only in isolated points. Substituting (3,4) into (2) one gets that R = e κ . Note that v = 0 leads to the tent map. With the choice v(x) = dx(1 − x), d ∈ [−1, 1] eqs. (3,4) specify a one-dimensional map which is conjugated to the one used in [16] .
Under the effect of the generalized baker map a vertical line segment V x = {(x, y) | y ∈ [0, 1]} is reached from two vertical segments V x l and V xu . The corresponding x values are x l = f u (x)), 1] on V x . From (2) follows, that in case P (x) ≡ 1 these subintervals do not overlap, if
In the following this condition shall be assumed to be satisfied. u (x)), 1] is 1 − Je −κ , which is independent of x, yielding the occurrence of an empty stripe in the unit square with constant vertical thickness if Je −κ < 1. Even in the limiting case when the thickness becomes zero (i. e. equality holds in (5)) the common points of F A 0 and F A 1 form a set of measure zero, such as in the case of the original baker map, and therefore they can be disregarded. Thereby the reduced map, and also GMBM are invertible for typical points. The inverse map reads
III. THE INVARIANT SET AND INVARIANT MEASURES
To discuss invariant measures one has to study evolution equation of a probability distribution under the effect of the reduced map. The Frobenius-Perron operator transformating the density of a smooth measure in two dimensions can be written as
with
The conditionally invariant measure is defined as the limit of the measures with densities e κn L n P 0 (x, y) when n → ∞. It is easy to see, that in the unstable direction the conditionally invariant measure is smooth. Since iteration of x by the reduced map is independent of y, the projection of the conditionally invariant measure to the x axis is equal to the conditionally invariant measure of the 1D map, which has constant density. On the other hand, from the appearance of the empty stripe it is easy to see, that the conditionally invariant measure has a fractal basis in the y direction, if Je −κ < 1. In area preserving case there should be an escape to fulfil this inequality, while in the dissipative case (J < 1) escape is not necessary. In case of area expanding maps (when the inverse map is physically relevant) κ > log J should stand. In the border case Je −κ = 1 starting from a uniform density P 0 (x, y) = 1 the full square is filled uniformly after one mapping, because of the constant Jacobi determinant. Then there are still two possibilities. If κ > 0 the resulting distribution gives back P 0 after normalization, so the conditionally invariant measure is the Lebesgue measure. If κ = 0 (then J = 1) the situation is the same but normalization is not necessary.
The natural measure is defined in the limit n → ∞ by the distribution of trajectories that have been started n iterations before according to a typical P 0 (x, y) density and stay in the system for at least another n iterations. The first n steps map P 0 (x, y) to a smooth distribution in F n U ∩ U, thereby approaching the conditionally invariant measure. The restriction for the further n steps selects the points in F −n U. Since F n U and F −n U have common points in U only (otherwise points that have left U could return to it) the natural measure is obtained as the limit of the normalized distribution in U n = F n U ∩ F −n U. The limit of U n itself gives the invariant set. The invariant set and the natural measure are fractal in both directions if Je −κ < 1 and κ > 0, since the first condition ensures presence of horizontal stripes in F n U and the latter creates vertical strips F −n U. An exception is the critical case, which will be discussed later.
Let us study now the backward iteration. Starting from P 0 (x, y) = 1, after n iterations of the inverse map we obtain
Its x-dependence is, apart from normalization, equivalent to the restriction of the conditionally invariant measure of the 1D map f (x) to f −n [0, 1]. So P n (x, y) gives in the limit n → ∞ after normalization the natural measure of the 1D map f (x). Therefore the conditionally invariant measure of the 2D inverse reduced map is equal to the natural measure of the 1D map f (x) in x direction and uniform in y direction. Note that the normalization is related to the escape rate ω of the inverse map. Since in our model the Jacobian is constant one can convince himself that ω = κ − log J.
If we apply the above construction of the natural measure to the inverse map we have to replace n by −n in U n . This way we obtain the same distribution for the approximation of the natural measure as in case of forward iteration, therefore their limits, the natural measures are identical.
IV. CRITICAL STATE
In 1D maps the borderline situation showing critical transient chaos is achieved when the slope of the map at a fixed point equals e κ , in which case the slope is infinity in the preimage of the fixed point [23, 24] . Towards this limit the conditionally invariant measure remains smooth but the natural measure degenerates to a Dirac delta function at the fixed point [23, 24] . It occurs for maps (3, 4) for v ′ (0) = 1. In the 2D map (1) the condition for criticality is that the positive Lyapunov exponent of the saddle point in the origin agrees with κ. In terms of v(x) for the map (1) with (3,4) the condition again reads as v ′ (0) = 1. We shall see, similarly to the 1D situation that at criticality two SRB type conditionally invariant measures µ A , µ B exist. The first refers to the measure obtained when approaching criticality.
The measure µ B has the property, that the measure µ B ([0, x] ⊗ [0, 1]) of a rectangle goes to zero faster than linearly when x → 0. Consequently any initial distribution with density vanishing smoothly at x = 0 will approach µ B when iterated keeping its norm constant. Initial distributions not having this property are approaching µ A . So both µ A , µ B can be considered as typical.
It is more surprising, that the criticality have series consequences also for the characteristics of the backward iteration. This appears already in the form of the conditionally invariant measure of the inverse map when approaching criticality, its density becomes a Dirac delta function in x and constant in y direction, as it follows from the considerations of the previous section. As we have pointed out the natural measure is the same for forward and backward iterations, the above considerations show that there exists also a second conditionally invariant measure for the backward iterations, which is the counterpart of µ B . It is constant along the y direction and equals to the nondegenerate natural measure of f (x). Note that the condition for criticality is again that the escape rate ω equals to the positive Lyapunov exponent of the saddle point at the origin, which according to eqs. (3, 4, 6) is log(R/J).
Let us turn now to the natural measures. It can be seen that the natural measure corresponding to µ A becomes even more degenerate than the one in the 1D map, namely, it is δ(x)δ(y). This follows from the fact that this natural measure is dominated by the trajectories getting close to the saddle point, and these trajectories spend most of their time close to the saddle both in x and y directions. Conversely, the natural measure corresponding to µ B is distributed on the whole invariant set except along the line x = 0.
V. TRANSIENT DIFFUSION
Since the diffusion coefficient is defined in the limit of infinitely long trajectories it is an average over the natural measure ν:
where S t ν is the average drift if we start with S 0 = 0. Since the distribution of the trajectories at time t remains the same as at time 0, we use the same ensemble of trajectories for the given time interval t when defining D for the inverse map as for the forward map. On the other hand S t changes sign for a trajectory for time inversion. Therefore, by (9) we see that D takes the same value for forward and backward iterations. It is also easy to see, that D is determined by the dynamics in the x direction in the forward iteration, therefore in the critical case, similarly to the results of [16] , we obtain D = 0 and D > 0 for initial distributions leading to µ A and µ B , respectively. It is important, as it follows from the realization that D is the same for forward and backward iterations, that these properties of D are inherited to the latter case.
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