Abstract. We investigate the symbolic calculus for a large class of matrix algebras that are defined by the off-diagonal decay of infinite matrices. Applications are given to the symmetry of some highly non-commutative Banach algebras, to the analysis of twisted convolution, and to the theory of localized frames.
Introduction
The purpose of this paper is twofold: on the one hand, we develop a functional calculus for various classes of infinite matrices with off-diagonal decay, and on the other hand, we construct explicit examples of symmetric highly non-commutative involutive Banach algebras.
Our point of departure is two important results about the properties of inverse matrices. Assume that A is an infinite matrix that is bounded on 2 satisfies |b kl | = O(e −β|k−l| ) for some β, 0 < β < α. See [12, 24, 30] for a few versions of this statement.
Similarly Jaffard's Theorem [24] . This result is even more striking, because the order of polynomial decay is preserved exactly, whereas the order of exponential decay is not preserved in general.
Both types of results are highly relevant and have numerous applications in numerical analysis [9, 12, 33, 35] , wavelet theory [24] , time-frequency analysis [5, 17] , and sampling theory [1, 19] , to mention just a few non-trivial applications.
In these problems it seems desirable to treat decay conditions that are intermediate between polynomial decay (too slow) and exponential decay (too fast, and not exactly preserved). In this paper we treat so-called "subexponential" decay conditions and prove several versions of Jaffard's Theorem for a large class of decay conditions. We give examples to show that our results are sharp.
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From a different point of view, Jaffard's Lemma can be viewed as a functional calculus for certain matrix algebras. The statements resemble the Wiener-Levy theorem for absolutely convergent Fourier series, but now they are for extremely non-commutative algebras. In this context it seems natural to approach the problem with Banach algebra techniques and the notion of symmetric involutive algebras. Yet Jaffard's ingenious proof is purely analytical, using commutator estimates and a bootstrap argument. Despite its beauty and depth, the original proof cannot be adapted to other decay conditions, because it uses special properties of polynomial weights. While estimates of spectral radii occur implicitly in [24] , no reference to Banach algebras is made. In this paper we develop the necessary Banach algebra techniques to extend Jaffard's Theorem to subexponential decay of matrices. As a by-product, we obtain a new and more algebraic proof of Jaffard's Lemma.
Our second motivation concerns the concept of symmetry and inverse closedness of Banach algebras. Here an involutive algebra is symmetric if the spectrum of positive elements is positive. While there are many abstract results about symmetric Banach algebras (see [4, 27, 28] and references cited there), it is often extremely difficult to verify the symmetry of specific examples. The recent breakthrough by Losert [25] has renewed interest in understanding the symmetry of specific classes of involutive Banach algebras. Solving a 30-year old conjecture, Losert [25] succeeded in showing that the group algebra of a compactly generated, locally compact group of polynomial growth is symmetric. Subsequently, we have developed techniques to verify the symmetry of weighted L 1 -algebras on locally compact groups of polynomial growth [15] and of Banach algebras of twisted convolution [20] .
Our main results about the functional calculus with infinite matrices can also be interpreted as statements about the symmetry of a large class of matrix algebras. In a sense they extend our results for locally compact groups [15] to Banach algebras of operators which have much less structure. In this regard, Barnes's results on Banach algebras of integral operators [3] need to be mentioned. These are in a similar spirit, but unfortunately they work only for sublinear weights.
We expect our main results to be useful in numerical applications. Theorems 6 and 10 help unify, refine, and improve all those results where previously Jaffard's Lemma had been used. In Section 5 we discuss two mathematical problems where our main theorems either lead to significant simplification or to conceptual progress.
First, we briefly study the spectrum of twisted convolution operators and prove a (non-commutative) version of Wiener's Lemma. Based on our main theorem, we give a new, concise, and much shorter proof of Wiener's Lemma for twisted convolution. This statement has been instrumental for the construction of Gabor frames with good time-frequency concentration and the solution of a conjecture of Janssen and Feichtinger [20] .
Second, we offer an new treatment of localized frames and their duals. A new definition of localization highlights the role of Banach algebras in frame theory and allows for a conceptually much simpler approach to localized frames.
Furthermore, one could revisit other topics where off-diagonal decay of inverse matrices is crucial. We mention Jaffard's "lemme de fenetre" and perturbation theory [24] , the finite section method for operator equations [21, 35] and for frames [9] , local error estimates of wavelet and Gabor expansions [1] , or the time-frequency decay of dual Gabor windows [17] . These applications were orginally formulated with polynomial decay conditions; in all of them, one may substitute Jaffard's Theorem by Theorems 6 or 10 and then obtain refinements of existing results (with subexponential decay functions) that had not been available before.
Finally, let us mention that the main results could also be stated for integral operators on suitable measure spaces. Since only technicalities and not new ideas are required, we will not state these results explicitly.
The paper is organized as follows: In Section 2 we collect background on weight functions used to quantify off-diagonal decay of matrices and present the main tools from Banach algebra theory. In Section 3 we give the first version of a functional calculus for Banach algebras of matrices that are defined by Schur-type conditions. These are technically easier to treat than decay conditions. The treatment of decay conditions is then carried out in Section 4 and is based on the main result of Section 3. In the final Section 5 we discuss two applications to twisted convolution and to localized frames. 
(b) v satisfies the GRS-condition (Gelfand-Raikov-Shilov condition [16] )
Equivalently, we have
We will call a weight satisfying these conditions an admissible weight and henceforth use only such weights. Note that unless v (and thus ρ) is bounded, ρ must be strictly increasing as a consequence of its concavity property.
In the following we will always assume that the weight v is defined on R d , although we mainly use the restriction of v to Z d . 
Examples
where α ≥ 0, 0 ≤ β < 1, s ≥ 0, and t ≥ 0. For later use we remark that the polynomial weights τ s (x) = (1 + |x|) s , s ≥ 0, are also "weakly subadditive". This means that there is a κ = κ(s) (and without loss of generality we may assume that κ ≥ 1) such that
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Matrix algebras.
We now introduce classes of infinite matrices defined by the off-diagonal decay of their entries. The decay will be quantified by an admissible weight function v on Z d .
Definition 1. The class
We write A 1 in the case of the trivial weight v ≡ 1. In this notation the standard Schur test states that if
Definition 2. The class A v consists of all matrices
A Banach space norm on A v is given by 
Lemma 1. (a) A
Proof. By Schur's test A 1 consists exactly of those matrices that are bounded simultaneously on
The A 1 -norm is the larger of the operator norms on 1 or on ∞ and thus A 1 is a Banach algebra. For the weighted case we use the submultiplicativity in the form
and likewise for
, and likewise for the entries of B. Combined with the subconvolutivity of 1/v, we obtain that
This means that AB
The algebra A v is difficult to deal with, because banded matrices are not dense in A v and because (8) is not a Banach algebra norm. (To obtain a Banach algebra, we would have to use the equivalent, but quite inconvenient, norm
For the treatment of A v we introduce a class of auxiliary algebras.
where κ ≥ 1 is the constant appearing in the subadditivity of τ s in (4).
The following statement can be viewed as a generalization of Brandenburg's results in [6] from commutative convolution algebras to highly non-commutative algebras of matrices. Proof. (a) In addition to its submultiplicativity, the weight v = uτ s satisfies the following inequality:
If A, B ∈ B u,s , we obtain
Using Lemma 1 and (9) we find that
−s < ∞ is summable, and thus
Interchanging k and l, we obtain
Notation. We write σ A (A) for the spectrum of a matrix A in the algebra A and σ(A) for the spectrum of A as an operator acting on
By the spectral radius formula we have [16] . In the recent literature, one sometimes says that A is inverse closed in B [3, 4] or that A is a spectral subalgebra of B [26, 28] .
Symmetric Banach algebras. A Banach algebra
A is called symmetric if σ A (A * A) ⊆ [0, ∞) for all A ∈ A. Equivalently, A
is symmetric if and only if
In the theory of Banach algebras the symmetry is interesting in its own right, because symmetric Banach algebras share many properties of C * -algebras [27, 28] . While symmetry is defined intrinsically in terms of the Banach algebra itself, the concept of inverse-closedness describes a relation between two nested Banach algebras. Nevertheless, the two concepts are closely related, and almost always is the symmetry of a Banach algebra A proved by showing that it is inverse-closed in a C * -algebra. Technically, this is accomplished by the following lemma of Hulanicki [23] (see also [15] for a corrected proof). We give a formulation that is most suitable for our purposes. 
Lemma 3. Assume that A is an involutive Banach algebra with identity I H and contained in B(H). If for all self-adjoint
This is the strategy we will use in the sequel.
To put the inverse-closedness in perspective, we briefly recall the Riesz functional calculus [31] . Let A ∈ B, let U be an open neighborhood of (a connected component) of σ B (A), let γ ⊆ U \ σ B (A) be a "contour" of σ B (A), and let f be analytic on U . Then the B-valued integral
is a well-defined element in B, and the map f → f (A) is an algebra homomorphism. Now assume that A is inverse-closed in B and that A ∈ A ⊆ B. Since σ A (A) = σ B (A), the above integral is also well defined in A. Thus we can formulate the following consequence of inverse-closedness.
Corollary 4. If A is inverse-closed in B with common identity, then Riesz functional calculi for
A and B coincide.
Barnes'
Lemma. The following statement shows that for weakly growing weights the algebras A 1 v are symmetric. Though important in its own right, it is only implicit in Barnes [3] (combine Lemma 4.6 with the main inequality in the proof of Theorem 4.7).
Lemma 5. Assume that v(x)
we have
In particular, A 1 v is symmetric.
It seems an open question as to whether A
1 is also symmetric.
Schur-type conditions
In this section we show that the matrix algebras A 1 v are inverse closed in B( 2 (Z d )) for a very general and useful class of weights, namely log-concave weights satisfying the GRS-condition and a very weak growth condition.
Our main theorem yields the symmetry of the algebras A 1 v .
Theorem 6. Assume that v is an admissible weight function satisfying the weak growth condition
We state the symmetry property and inverse closedness explicitly in the form that is needed in many applications.
Corollary 7. Assume that v is an admissible weight function satisfying the condition v(x) ≥ C(1 + |x|)
δ for some δ > 0. 1 v . For the proof of Theorem 6 we construct a sequence of auxiliary weights v n by using a technique developed in [29] and [20] .
Lemma 8. For any unbounded admissible weight function v there exists a sequence of admissible weights v n with the following properties:
(
Note that (a) implies that all v n satisfy the GRS-condition, and (a) and (b) imply that all the v n are equivalent. Consequently the algebras A 
Proof. Since the concave function ρ is strictly increasing (otherwise v would be bounded), it has an inverse function ρ −1 . Now set (18) γ n = sup
Since ρ is continuous and lim µ→∞ ρ(µ)−n µ = 0 by the GRS condition (3), the supremum is assumed, and there exists a β n ≥ ρ −1 (n) such that
Now define the sequence of functions ρ n : [0, ∞) → [0, ∞) as follows:
The associated sequence of weights v n on R d is then given by
We verify that this sequence of weights possesses the stated properties. By construction each ρ n is continuous and concave (it is a Legendre transform!) and satisfies ρ n ≤ ρ. Therefore the weights v n are admissible in the sense of Section 2.1.
By (18) γ n+1 ≤ γ n and by the GRS condition lim n→∞ γ n = 0, therefore v n (x) = e γ n x for x ≤ β n → ∞ converges to the constant function 1 uniformly on compact sets. Further, since v n (x) = e −n v(x) for x ≥ β n , we may set c n = sup{e n ;
The monotonicity v n+1 ≤ v n is clear for x ≥ β n , because ρ n+1 (µ) = ρ n (µ) − 1 for µ ≥ β n . On the complement we observe that ρ n+1 (0) = ρ n (0) and ρ n+1 (β n+1 ) < 
Lemma 9. Under the hypotheses of Theorem 6 and with v n as in Lemma 8, the following identities hold for every
Since by construction of v n we have v n (x) = e −n v(x) for x ≥ β n , there is some
By monotonicity v n+1 ≤ v n ≤ v for all n we therefore obtain that for all n ≥ n 0
If x ≤ β n 0 , then v n converges to 1 uniformly, so for n ≥ n 1 = n 1 ( ) we have that
Combining these estimates we obtain that for n ≥ max(n 0 , n 1 )
We conclude that lim
v . The reverse inequality is obvious, since v n ≥ 1 for all n.
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(b) Using step (a) and the equivalence of the weights v and v n , we then have
Consequently,
and so by taking k-th roots we have
Proof of Theorem 6 and Corollary 7. We combine Hulanicki's Lemma 3 with the identity for spectral radii (23) of Lemma 9 and conclude the equality of the spectra Theorem 6 is sharp in dimension d = 1 as is shown by adaption of an example in [16] . Assume that lim n→∞ v(nk 0 ) 1/n = β > 1 for some k 0 ∈ N. Then since v is submultiplicative, we have (24) lim
Let h be the coefficients of the trigonometric polynomialĥ(ω) = e 2πiω −e −δ i and consider the associated convolution operator Ac = h * c on 2 (Z). Its matrix has the entries A kl = h k−l , so A is in fact a banded matrix and
Clearlyĥ(ω) = 0, ∀ω, and by explicit computation we haveĝ(ω) = 1/ĥ(ω) = 
Off-diagonal decay of inverse matrices
We next consider the matrix algebras B u,s and A v . The following statement is a consequence of Theorem 6.
Theorem 10.
Assume that u is an admissible weight, δ, s > 0, u ≥ τ δ , and v = uτ s . Then
Consequently, σ B u,s (A) = σ(A) and B u,s is a symmetric Banach algebra.
Proof. To establish the required identity of spectral radii, we follow [6] . Assume that A ∈ B u,s ⊆ A v ; then the important inequality (10) (used for establishing that B u,s is a Banach algebra) implies that
By taking roots we obtain
ρ B u,s (A) = lim n→∞ A 2n 1 2n B u,s ≤ lim n→∞ (2κ) 1 2n A n 1 2n A 1 u A n 1 2n B u,s = ρ A 1 u (A) 1/2 ρ B u,s (A) 1/2 .
This implies that
, we can apply Theorem 6 and obtain
Consequently we have derived the identity
The remainder of the proof is as in the proof of Theorem 6: we use Hulanicki's Lemma 3 to conclude that σ B u,s (A) = σ(A) for all A ∈ B u,s , and we are done.
For s > d we have B u,s = A v , and so we obtain the following result on the inversion of matrices with a given off-diagonal decay. 
If in addition A is positive and invertible, then the matrices B = A α for α ∈ R also satisfy a decay condition like (27) . Remarks. 1. By choosing v(x) = τ d+δ for δ > 0, we recover Jaffard's Theorem [24] with an entirely different proof.
2. For completeness we formulate a version of Corollary 11 for arbitrary index sets N with a metric d. |b mn |v(m, n) < ∞ .
Applications
In this section we present two applications of the previous theorems. In fact, it is exactly these topics that have motivated us to seek refinements of Jaffard's Theorem. Since the context and the connections to related areas are well documented in the cited literature and would only be distractive, we will focus on the mathematical key points. In the first problem (twisted convolution) the application of Theorem 6 yields a significantly shorter proof than the original one. In the second problem our treatment sheds new light on the role of matrix algebras in frame theory. 
We next apply Theorem 6 and Corollary 7 to this special class of operators and give a new and significantly shorter proof of Wiener's Lemma for twisted convolution in [20] .
for an admissible weight satisfying the GRS-condition (3) and (13) and that (b) the (twisted) convolution operator T a is invertible on
Proof. By (29) the matrix A associated to T a has the entries A (k,l),(m,n) = a m−k,n−l e 2πiθk·(n−l) .
Consequently for a ∈ Remark. 1. The original proof in [20] is more complicated and uses the special structure of the twisted convolution and its relation to the representation theory of certain groups of Heisenberg-type and to the rotation algebras in operator theory. 2. Strictly speaking, the unweighted case does not follow from Theorem 6 because of the additional condition (13) . In this case, one may use a little known lemma of Sjöstrand [32] which states that a certain subalgebra of A 1 is inverse-closed in B(
2 ). 3. Theorem 12 is the main ingredient in the construction of Gabor frames with good time-frequency concentration (as measured by the decay of the short-time Fourier transform); see [20, 14, 34] for the necessary background on time-frequency analysis and signal analysis.
Localization of frames.
A frame in a Hilbert space H is an overcomplete set that yields stable series expansions similar to orthonormal expansions, but with more flexibility. While the concept of a frame is a pure Hilbert space concept, most (mathematical and real) applications make use of additional features of frames, namely structure (Gabor frames, frames of reproducing kernels, wavelet frames, etc.) and localization. While general frames and structured frames are well understood and are the subject of many treatises [7, 8, 11, 17, 22] , the notion of localized frames is a new idea [18, 19, 2] and far from being fully explored. The concept of localization makes frame expansions meaningful for other Banach spaces besides H [19] and plays a key role in the characterization of certain Banach spaces by means of frames and in the investigations of sparse representations with frames [19, 10] .
