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Введение
Турбулентный режим течения жидкости и газа
часто встречается в природных явлениях и прак
тических приложениях. Сложность данного явле
ния состоит в наличии в турбулентном потоке ши
рокого спектра характерных масштабов, которые
нелинейно взаимодействуют между собой [1]. Про
блема становится еще более сложной, когда поток
стеснен наличием поверхности. Твердая стенка су
щественно меняет свойства турбулентности, в ко
торой добавляются новые характерные масштабы
длины и скорости. Особенно сильно меняются
свойства потока в узком слое у стенки, который,
тем не менее, определяет свойства потока и при
удалении от неё. К примеру, в сфере добычи и пе
реработки ресурсов широко используются трубо
проводы. Вопрос эффективного массопереноса яв
ляется актуальной научной и экономической зада
чей [2–8]. Согласно работе [3] в структуре энерго
потребления нефтедобычи по технологическим
процессам подготовка и транспортировка нефти и
газа составляет около 12 %. Очевидно, что опти
мальное управление характеристиками турбу
лентного потока, а именно величиной трения о
стенку, при прохождении жидкости и газа через
транспортировочный канал позволит существенно
снизить общее энергопотребление нефтедобычи.
Для развития различных моделей турбулентности
и получения новой фундаментальной информации
о рассматриваемом явлении нередко используется
численное моделирование канонических пристен
ных турбулентных потоков [9–12]. В практиче
ских ситуациях исследуемая в потоке среда явля
ется многофазной, что значительно усложняет
процесс ее моделирования [13, 14].
Движение жидкости и газа описывается систе
мой уравнений Навье–Стокса. На сегодняшний
день становится возможным использование пря
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Актуальность: турбулентные течения жидкости и газа реализуются во многих инженерных приложениях. В частности, транспор&
тировка нефти и газа по трубопроводам, которая достигает 12 % в структуре энергопотребления нефтедобычи, осуществляется
при высоких числах Рейнольдса, т. е. в турбулентном режиме. Задача контролировать и управлять характеристиками турбулент&
ных потоков является крайне актуальной как с научной, так и с экономической точки зрения. Развивающиеся компьютерные тех&
нологии делают методы численного моделирования перспективными для решения подобных оптимизационных задач.
Цель работы. Для аккуратного численного расчета уравнений Навье–Стокса, особенно при высоких числах Рейнольдса,
необходимо использовать разностные схемы с низкой диссипацией, т. е. высокого порядка точности аппроксимации. Хорошим
методом для пространственной дискретизации является метод спектральных элементов. В работе вышеобозначенным методом
рассчитывается каноническое турбулентное течение в прямоугольном канале. Цель работы состоит в исследовании точности ме&
тода спектральных элементов при расчете отфильтрованных уравнений Навье–Стокса с замыканием подсеточных напряжений
при помощи распространенной динамической модели Смагоринского.
Методы. Для численного исследования используется открытый пакет программ Nek5000 для расчета дифференциальных ура&
внений в частных производных при помощи метода спектральных элементов. Этот код использует неструктурированные гекса&
гедральные расчетные сетки и протокол MPI для ускорения вычислений в мультипроцессорном режиме.
Результаты. Проведено исследование турбулентного течения в канале при числах Рейнольдса 2800 и 6800. Результаты прямо&
го численного моделирования (DNS) уравнений Навье–Стокса и моделирования методом крупных вихрей (LES) очень хорошо
согласуются с профилями средней скорости, температуры и их пульсаций из литературных данных. Даже для самых грубых рас&
четных сеток с количеством узлов в 25–30 раз меньшим, чем у DNS, удалось очень точно воспроизвести пик пульсаций скоро&
сти около стенки, соответствующий полосчатым когерентным вихревым структурам. Как следствие, скорость трения предсказы&
вается с погрешностью <3,0 %, что указывает на перспективность использования метода спектральных элементов.
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мого численного моделирования (direct numerical
simulations, DNS) уравнений движения даже для
прикладных задач при умеренных скоростях дви
жения среды. Очевидным недостатком данного
подхода является его высокая вычислительная
стоимость, поскольку характерный шаг расчетной
сетки по пространству должен быть сравним с мас
штабом Колмогорова, а шаг по времени – с харак
терным временем оборота наименьшего вихря. Та
ким образом, количество степеней свободы в тур
булентном потоке растет примерно как Re3 [1], где
число Рейнольдса Re=UH/v есть безразмерный
критерий, построенный по характерной скорости
задачи U, размеру H и кинематической вязкости
среды v. С другой стороны, традиционным являет
ся подход осредненных по Рейнольдсу уравнений
Навье–Стокса (Reynoldsaveraged Navier–Stokes,
RANS), когда к уравнениям Навье–Стокса приме
няется операция осреднения по ансамблю, кото
рую часто принимают как осреднение по времени.
В результате решения такой задачи получаются
осредненные характеристики течения. Вычисли
тельная стоимость обычно оказывается на нес
колько порядков ниже, чем у DNS, поэтому RANS
подходы часто используются для инженерных оце
нок. Промежуточным по вычислительным затра
там является метод крупных вихрей (Largeeddy
simulation, LES), при котором к уравнениям
Навье–Стокса применяется операция простран
ственной низкочастотной фильтрации. Получаю
щиеся после этой процедуры уравнения описыва
ют динамику вихрей, масштабы которых больше
ширины фильтра, а влияние движения на мень
ших масштабах выражается в появлении дополни
тельного слагаемого – подсеточных напряжений.
Для замыкания подсеточных напряжений исполь
зуются дополнительные модели.
Существуют различные подходы для дискрети
зации уравнений в частных производных, такие
как метод конечных разностей, конечных объемов
и конечных элементов. В последнее время для ура
внений Навье–Стокса часто используется метод
спектральных элементов (МСЭ) [15], который яв
ляется разновидностью метода конечных элемен
тов. Уравнения Навье–Стокса интегрируются по
некоторым контрольным объемам, на которые
предварительно разделена рассматриваемая
область. Внутри каждого объема искомые функ
ции задачи раскладываются в ряд по полиномам
(Чебышева, Лежандра и т. д.). Спектральная точ
ность метода обуславливается использованием до
статочно большого числа полиномов (около 10 и
более). Таким образом, МСЭ совмещает в себе вы
сокую точность и возможность использования не
структурированных расчетных сеток для сложных
геометрий задачи.
Как уже упоминалось выше, при использова
нии метода крупных вихрей в отфильтрованных
уравнениях Навье–Стокса появляются неизвест
ные подсеточные напряжения, которые необходи
мо моделировать. Кроме того, при выводе уравне
ний предполагается, что операция фильтрации
коммутирует с производной по пространству, что
справедливо только для однородной функции
фильтра. При этом в подходе неявного метода кру
пных вихрей, который используется большин
ством исследователей, точный вид пространствен
ного фильтра не определяется. Таким образом, мы
обозначи   ли два возможных источника ошибки,
которые вносят вклад в конечное решение. Поми
мо этого возникают ошибки, связанные с дискре
тизацией рассматриваемых дифференциальных
уравнений и сходимостью выбранного итеративно
го процесса. Конечное решение уравнений выбран
ной математической модели включает в себя нели
нейное взаимодействие ошибок всех трёх типов.
В данной работе мы численно исследуем турбу
лентное течение в канале для различных чисел
Рейнольдса при помощи метода крупных вихрей,
замыкая подсеточные напряжения широко ис
пользуемой динамической моделью Смагоринско
го [16]. Для того чтобы минимизировать ошибки
дискретизации, применяется высокоточный метод
спектральных элементов. Результаты расчетов ме
тодом крупных вихрей сравниваются с результата
ми прямого численного моделирования и данными
из литературы. Таким образом, удаётся опреде
лить зависимость совокупной ошибки вычисления
таких параметров, как трение и тепловой поток на
стенке канала, от величины расчетных узлов вы
числительной сетки. Эта информация необходима
для оценок погрешностей расчетов турбулентных
потоков при помощи метода спектральных элемен
тов.
Уравнения движения и их дискретизация
Дифференциальные уравнения, описывающие
тепломассоперенос в рассматриваемой задаче,
представляют собой законы сохранения импульса,
массы и уравнение на перенос температуры:
(1)
где U, p и T есть обезразмеренные поля скорости,
давления и температуры соответственно. Вектор f
обозначает стороннюю силу. Безразмерные пара
метры задачи включают в себя число Рейнольдса,
определенное во введении, и число Пекле,
Pe=UH/a, где a есть температуропроводность сре
ды, при этом число Прандля Pr=Pe/Re=v/a=1.0.  
Система дифференциальных уравнений (1), до
полненная соответствующими начальными и гра
ничными условиями, используется в случае пря
мого численного моделирования. В методе модели
рования крупных вихрей к уравнениям (1) приме
няется процедура пространственной низкочастот
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ной фильтрации, обозначенная волной над симво
лом:
(2)
где G есть функция фильтра, которая обычно явно
не определяется. Если принять, что операция
фильтрации коммутирует с производной по про
странству, получим следующие уравнения:
(3)
где  обозначает тензор подсеточных напряжений,
а q~ соответствует подсеточному потоку тепла:
(4)
В данной работе тензор подсеточных напряже
ний выражается при помощи гипотезы Буссине
ска:
(5)
где ij – дельтафункция Кронекера; CS – константа
Смагоринского, определяемая в соответствии с ди
намической процедурой [16], является функцией
времени и пространства;  – ширина фильтра,
определяемая как наибольшее расстояние между
точками Гаусса–Лобатто–Лежандра в физическом
пространстве в данном спектральном элементе.
Тензор скоростей деформации выражается следу
ющим образом:
(6)
В данной работе мы не использовали никакой
подсеточной модели для q~, таким образом q~=0. Да
лее мы опустим волну над символами для обозна
чения операции фильтрации, так что переменные
из DNS и LESрасчетов будут выглядеть единооб
разно.
Для численного решения уравнений (1) и (3) ис
пользовался открытый вычислительный код
Nek5000, описанный в [17]. Данный код основан
на методе спектральных элементов и взвешенных
невязок, как и в методе конечных элементов, при
котором вычислительная область разбивается на
элементы конечных объемов. Поле скорости, да
вления и температуры в каждом элементе предста
вляется как полином высокого порядка. В каче
стве базисных функций используются интерпо
лянты многочленов Лагранжа в узлах Гаусса–Ло
батто–Лежандра. Из условия ортогональности не
вязки к базисным функциям получается однород
ная система уравнений для коэффициентов в раз
ложении, что позволяет получить решение. В дан
ной работе использовались полиномы порядка
N=7. Дискретизация по времени производилась
при помощи конечноразностной аппроксимации с
третьим порядком точности.
Постановка задачи
Исследуется турбулентное течение жидкости
между двумя бесконечными параллельными стенка
ми при числе Рейнольдса Re=2800 и 6800, построен
ное по среднерасходной скорости Ub и полуширине
канала H. Используется прямоугольная вычисли
тельная область размером LxLyLz=2H2HH
(рис. 1), где x – это продольная координата (вдоль
течения), ось y направлена поперек твердых сте
нок, z – вдоль стенок, но поперек потока. Отметим,
что начало координат с y=0 расположено в центре
канала, так что позиция y=±H соответствует стен
кам канала. Бесконечная область моделируется
наложением периодических граничных условий
по направлению x и z. На твердых стенках реали
зуется условие прилипания для скорости (U=0) и
постоянные значения температуры для горячей
верхней (T=Th) и холодной нижней поверхности
(T=Tc), причем T=Th–Tc. Линейные размеры вы
числительной области должны быть больше всех
характерных когерентных вихревых структур в
потоке. Двухточечные корреляции скорости, вы
численные в предыдущих расчетах [18, 19], пока
зывают, что данные размеры области вполне доста
точны. Сторонняя сила в уравнениях (1) и (3) опре
деляется так, чтобы поддержать постоянным рас
ход жидкости через плоскость yz, соответствую
щий выбранному числу Рейнольдса. Далее в тексте
и на графиках все величины обезразмерены при
помощи Ub, T, H, если не оговорено иначе.
Рис. 1. Геометрия канала и граничные условия
Fig. 1. Geometry of the channel and boundary conditions
При инициализации численного интегрирова
ния, т. е. в момент времени t=0, продольное поле
скорости задавалось аналитическим профилем
Ux=5(1–y4)/4, а температура T=(1+y)/2. Кроме то
го, ко всем компонентам поля скорости в каждой
точке пространства добавлялась случайная вели
чина амплитудой не более 5 % от среднерасходной
скорости, для того чтобы ламинарный поток тур
булизировался. Статистический анализ характе
ристик течения для каждого расчета начинался
после достаточного промежутка времени вычисле
ний, чтобы на осредненные по времени характери
стики не влияли начальные переходные процессы.
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На рис. 2 показано мгновенное поле температуры
потока жидкости, текущего слева направо, кото
рое получено при помощи прямого численного мо
делирования при Re=6800. Видно, как пристен
ные турбулентные вихревые структуры организу
ют перемешиваение холодной и горячей жидко
сти.
В табл. 1 и 2 для двух чисел Рейнольдса пока
заны характеристики использованных расчетных
сеток для прямого численного моделирования и
моделирования методом крупных вихрей, где Nse –
количество спектральных элементов вдоль каждо
го направления (x,y,z), Npoints – количество узлов
вдоль каждого направления (x,y,z) и Ntot – общее
количество узлов. В представленных расчетах ис
пользовались структурированные прямоугольные
(гексагональные) вычислительные сетки.
Таблица 1. Характеристики расчетных сеток для Re=2800
Table 1. Mesh characteristics for Re=2800
Таблица 2. Характеристики расчетных сеток для Re=6800
Table 2. Mesh characteristics for Re=6800
Основные результаты
Поскольку цель работы заключается в опреде
лении точности расчетов рассматриваемого при
стенного турбулентного течения при дискретиза
ции уравнений Навье–Стокса методом спектраль
ных элементов в совокупности с динамической мо
делью Смагоринского для метода крупных вихрей,
сравниваются осредненные по времени поля скоро
сти, температуры и их пульсации с данными из ли
тературы. Анализируемые осредненные поля вы
числяются в каждой точке расчетной области сле
дующим образом:
где tn – это последовательные моменты времени в
расчете. Поскольку в рассматриваемой задаче на
правления вдоль x и z однородны, то можно произ
водить соответствующее осреднение по простран
ству. Таким образом, осредненные по времени и
пространству профили рассматриваемых величин
являются функциями только координаты y. На
рис. 3 показано сравнение результатов текущих
расчетов при Re=6800 для профиля средней про
дольной скорости и температуры поперек канала с
данными из литературы [20, 21]. Профиль скоро
сти, полученный при помощи DNS и LES на раз
личных расчетных сетках, отлично согласуется с
данными авторов [20], которые использовали пол
ностью спектральный код, основанный на полино
мах Чебышева по y и Фурье по x и z.
При огрублении сетки визуально сложно заме
тить существенные различия даже для расчета
LES3, сетка которого использует в 25 раз меньше
расчетных узлов, чем для DNS (табл. 2). Профиль
температуры также показывает хорошее согласо
вание между результами DNS и LES, однако со
гласие с данными из литературы [21] несколько
хуже, чем для скорости. Причинами этого несоот
ветствия могут быть различные факторы, такие
как небольшое отличие в числе Прандтля
(Pr=1,0 в текущих расчетах и Pr=0,71 у авторов
1 1( ), ( ),
1 1( ), ( ),
1 ( ),
i i n i j i j i j
n
i i i
U = U t u u = UU U U
N N
T = T t = TT TT
N N
u = U T U T
N





 
 

DNS LES1 LES2 LES3
Nse 403030 262020 201616 141010
Npoints 281211211 183141141 141113113 997171
Ntotal (млн) 12,5 3,6 1,8 0,5
DNS LES1 LES2 LES3
Nse 302025 201417 151012 1068
Npoints 211141176 14199120 1067185 714357
Ntotal (млн) 5,2 1,7 0,6 0,17
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Рис. 2. Мгновенное поле температуры, полученное при помощи прямого численного моделирования при Re=6800. Поток
жидкости течет слева направо. Сверху – горячая стенка, снизу – холодная. Справа показана небольшая часть вычисли&
тельной сетки
Fig. 2. Instanteneous temperature field from DNS at Re=6800. The flow goes from left to right. The hot wall is on top, the cold is in
the bottom. The inset on the right shows a small fragment of computational mesh
[21]), порядок аппроксимации (спектральный в
наших расчетах и второй порядок точности в [21]).
Кроме того, важным фактором может быть продол
жительность времени расчета, в течение которого
производится осреднение полей.
На рис. 4 приведено сравнение пульсаций ско
рости и температуры с данными из литературы.
Видно, что DNS показывает отличное согласие, в
то время как данные LES могут немного откло
няться от результатов авторов [20].
Важным фактом является хорошее предсказа
ние пика пульсаций около стенки даже для самой
грубой сетки (LES3). Этот пик является результа
том существования характерных когерентных по
лосчатых структур в пристенных турбулентных
потоках, правильное описание которых является
залогом успешного моделирования характеристик
течения далеко от стенки. На рис. 5 показаны
мгновенные поля продольной скорости около стен
ки (y/H=0,95) в плоскости xz, где пульсации до
стигают максимума. Видно, что на всех вычисли
тельных сетках полосчатые структуры выглядят
очень похоже, несмотря на существенные разли
чия в пространственном разрешении. Правильное
описание структуры турбулентности около стенки
позволяет точно расчитывать такие характеристи,
как трение и тепловой поток на твердой стенке.
В табл. 3 для всех расчетов представлена скорость
трения, которая вычисляется на стенке канала как 
Видно, что эта величина монотонно
отклоняется от точного значения (DNS) при умень
шении численного разрешения. Тем не менее мож
но утверждать, что даже для самой грубой LESсет
ки скорость трения предсказана с погрешностью
< 3,0 %, что является отличным показателем для
инженерных приложений.
Таблица 3. Сравнение величины скорости трения U
Table 3. Comparison of the friction velocity U
Re [18, 20] DNS LES1 LES2 LES3
2800 0,06398 0,06397
0,06392
(–0,1 % )
0,06338
(–0,9 %)
0,06322
(–1,2 %)
6800 0,05699 0,05695
0,05682
(–0,3 %)
0,05613
(–1,5 %)
0,05546
(–2,7 %)
.xUU v
y
 
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Рис. 3. Сравнение профилей средней скорости и температуры с литературными данными [20, 21] для Re=6800
Fig. 3. Comparison of the time&averaged velocity and temperature profiles with the data from [20, 21] at Re=6800
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Рис. 4. Сравнение пульсаций скорости и температуры с литературными данными [20, 21] для Re=6800
Fig. 4. Comparison of the time&averaged velocity and temperature fluctuations with the data from [20, 21] at Re=6800
Рис. 5. Мгновенное поле скорости в сечении x&z около стенки при y/H=0,95 для DNS и LES. В правом верхнем углу схематиче&
ски показаны границы четырех спектральных элементов
Fig. 5. Instantaneous velocity field in x&z plane near the wall at y/H=0,95 for DNS and LES. In the right top corner four spectral ele&
ments are shown schematically
  
  
Заключение
В данной работе исследовалась точность метода
спектральных элементов при расчете отфильтро
ванных уравнений Навье–Стокса с замыканием
подсеточных напряжений при помощи распростра
ненной динамической модели Смагоринского. Для
канонического турбулентного течения, ограничен
ного двумя параллельными твердыми стенками,
при числе Рейнольдса 2800 и 6800 расчеты показа
ли отличное согласие данных прямого численного
моделирование и моделирования методом крупных
вихрей. Получено хорошее согласие для профилей
средней скорости, температуры и их пульсаций. По
казано, что на всех уровнях моделирования очень
точно воспроизводится пик пульсаций скорости
около стенки, который соответствует полосчатым
когерентным вихревым структурам. Выявлено, что
на LESсетке, которая имеет в 25–30 раз меньше
вычислительных узлов, чем соответствующая DNS
сетка, скорость трения предсказывается с погреш
ностью < 3,0 %. Это указывает на перспективность
использования метода спектральных элементов для
дискретизации уравнений Навье–Стокса для фун
даментальных и прикладных задач.
Работы выполнена при финансовой поддержке РНФ
гранта № 14–29–00203. Авторы благодарны Сибирскому
суперкомпьютерному центру за предоставленные вычи
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Relevance. Turbulent flows are readily met in a variety of engineering applications. In particular, oil and gas transport through pipelines,
reaching 12 % of the oil&related power consumption, is performed at very high Reynolds numbers, i. e. in the turbulent regime. Control
of turbulent flow characteristics is the problem of high importance both from scientific and economical point of view. Rapidly develo&
ping computing capabilities make the numerical modeling a promising tool to solve various engineering optimization tasks.
The aim of the research. For accurate numerical solution of the Navier–Stokes equations especially at high Reynolds numbers it is ne&
cessary to use numerical schemes with low dissipation, i.e. with a high order of approximation. A good method for spatial discretization
is the spectral element method (SEM). In the work a canonical turbulent flow in a plane channel is simulated with SEM. The main aim of
the research is to investigate the accuracy of SEM when applied to the filtered Navier–Stokes equations closed with the use of the dyna&
mic Smagorinsky model.
Methods. For numerical simulations of partial differential equations with SEM the authors have used the open&source code
Nek5000 which employs unstructured hexahedral meshes and MPI for parallel computing.
Results. The authors carried out the numerical computations of the turbulent channel flow at the Reynolds numbers 2800 and 6800. The
results of the direct numerical simulation (DNS) of the Navier–Stokes equations and Large eddy simulations (LES) are in good agreement
with the data from the literature, i. e. the profiles of the time&averaged velocity, temperature and their fluctuations. Even for very coarse
LES mesh with 25–30 times less grid points than for DNS the accuracy of the fluctuations profile near the wall representing streaky struc&
tures is very high. As a result the friction velocity is predicted within the <3,0 % error indicating promising prospects for SEM.
Key words:
Direct numerical simulations, Large eddy simulations, turbulence, coherent structures, error assessment.
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