To make renewable Micro-Grid (MG) systems work as a sustainable set, one confronts a multi-objective, multi-constraint problem. To optimally operate these hybrid energy systems one should consider the problems due to huge amount of raw data achieved through several measuring systems in different sections in a MG. In this paper, a new Smart Energy Management System (SEMS) is proposed and tested via simulation studies. The proposed SEMS performs some critical tasks such as data acquisition, data processing and determining control signals for the MG. Two objective functions are defined for the SEMS to minimize the total operating cost and the net emission of the fossil fueled Distributed Generators (DGs) with respect to some technical and reliability (Expected Energy Not Supplied (EENS) index) constraints for the MG. The simulation results show a promising performance of the proposed SEMS for smart microgrids.
I. INTRODUCTION
Now a day, optimal energy management in smart Micro-Grids (MGs) with numerous types of energy resources, advanced Demand Response (DR) programs and huge data communications is a serious challenge. There are different Distributed Energy Resources (DERs) involved in smart MGs such as PV, Wind Turbine (WT), CHP, Fuel Cell (FC), battery, etc. [1] - [4] . Among the mentioned DERs, batteries could be classified into two categories; stationary and mobile batteries. Plug-in Hybrid Electric Vehicles (PHEVs) are considered as mobile batteries [5] - [7] . PHEVs (in the power system) could be considered as energy/spinning reserve providers and also as controllable charging loads [8] , [9] . One of the main issues in MGs is to coordinate the DERs and controllable loads to make the system operation as efficient as possible [10] , [11] . Various studies have focused on MGs operations. Some literatures have used efficient fuzzy algorithms to optimally manage MGs operations [12] , [13] . While some other literatures have concentrated on the parameters uncertainties in optimal energy management of the MGs [14] , [15] . In order to optimally control the operation of DERs in a MG, considering parameters uncertainties, an efficient Energy Management System (EMS) is needed. Tikalakis and Hatziargyriou [16] described the performance of a central controller for a typical MG, which was responsible for the optimization of the MG's operation during grid-connected mode. They considered two policies: one to minimize the MG's operational cost and the other one to maximize the profit from power exchange with the grid. Moreover an EMS aiming at optimizing the smart grid operation was proposed by Cecati et al. [17] . The mentioned EMS integrated the Demand Side Management (DSM) and Active Management Schemes (AMSs) to achieve better usage of DERs considering both economic and environmental benefits. Chen et al. [18] have also presented a SEMS for a MG system to coordinate the power production of Distributed Generation (DG) resources and Energy Storage Systems (ESSs) optimally in order to minimize the operation costs of the MG. They forecasted the output power of PV-panels using historical data, and then performed an a) E-mail: f.farmani@ut.ac.ir. Tel.: +98-21-82094222. economical load dispatch using the predicted data. All these related literatures have considered deterministic optimization problems with a focus on cost minimization without considering the measured data, data management or data processing before the decision making process. Data mining techniques have recently been used in power systems studies for wind forecast [19] and monitoring the equipment performances [20] , [21] . Moreover, some meritorious literatures have concentrated on new forecasting methods, which can be applied to power system's planning and operation [22] , [23] . This paper presents a comprehensive Smart EMS (SEMS) for a typical MG system. The data mining techniques are used to manage huge amount of raw data for different applications such as parameter prediction and data clustering. The developed SEMS would help the MG operator manage the operation of the MG (with several DGs) with less uncertainty risks. Two objective functions are defined to minimize the total operating cost and the net emission of the DGs, considering the reliability of the MG as a constraint. Finally, three multi-objective methods named as Fuzzy Weighted Sum Method (FWSM), epsilonconstraint and Goal-Attainment Method (GAM), are used to solve the optimization problem. The novelty of this paper lies on the use of active smart energy management schemes to cover mismatches due to day-ahead prediction errors in estimating key parameters such as energy price, PV and Wind power outputs. Some of these novelties are explained below: 1) Reducing huge amount of raw data using data mining techniques. 2) Managing the mismatched power due to forecasting errors through one-hour-ahead predictions.
3) Proposing a comprehensive model for the SEMS used for the MG optimal operation. The rest of this paper is organized as follow. The SEMS model and its layers are fully described in section II. The Problem formulation is presented in section III. The case study used to implement our model is discussed in section IV. The simulation results are given in section V, and finally the conclusions are drawn in section VI.
II. METHOD DESCRIPTION

A. SEMS model
The SEMS operates as the mastermind of the MG system. As can be seen in Figure 1 , the SEMS receives data from the data acquisition centers firstly, then diminishes and refines the huge amount of raw data for different needed applications. The processed data will be used for a two-step prediction; the dayahead energy market schedule and for covering the power mismatches due to the prediction errors in step one. Finally, based on the prediction results and to optimize the MG objective functions, the optimal control signals for the operation of DGs, batteries and flexible loads in the MG are determined and implemented on an hourly basis operation. These mentioned tasks are meant to be performed through three different layers. These layers are named as Data Acquisition System (DAS), Data Processing (DP) and optimization layers in the developed SEMS. Each of these layers is discussed separately in the following sections.
Data Acquisition System (DAS) layer:
The DAS layer includes Advanced Metering Infrastructures (AMIs) to collect data from two parts: generation and consumption parts, where consumers are classified into schedulable and non-schedulable loads. The huge amount of data received from different parts will be sent to the DP layer.
Data Processing (DP) layer:
Due to the large amount of raw data (e.g. weather condition, spot market prices and load values), the DP layer with IT data centers, is used to extract and provide useful data for final processing. Data mining techniques are used to extract knowledge and trends from huge amount of raw data. In this regard, different algorithms have been offered for the feature selections such as the wrapper approach or boosting tree. After implementing these algorithms, the selected features will be used for the forecasting process. These features could be the minimum, maximum and mean of historical data. Figure 2 shows the data mining effects on the irradiation data. Figure 2 (a) shows the historical data for two typical consecutive days. One outlier and one erroneous observation in data can be seen in Figure 2 . A prediction is performed based on this typical data for a specified day later. Figure 2 (b) shows the refined data after implementing the data mining techniques on the historical data. Another prediction is accomplished based on this data for that specified day in future. Here the data mining effects can be seen significantly. The erroneous observation and outlier data is eliminated so the predicted data is very similar to the real data for that specific day. After implementing data mining techniques, the processed data will be used for day-ahead parameter forecasting. Figure 3 shows the forecasting process used in the DP layer. Based on the achieved signals in the DP layer, the MG operator will participate in the day-ahead power market for energy trading. After that, another forecasting process will be performed. This forecasting process may be called the one-hour-ahead prediction. The parameters obtained from the one-hour-ahead prediction are very similar to the real data hence this process is used to cover the mismatches between the real and day-ahead predicted data. Therefore, the near real-time optimal control signals will be used for the DERs hourly operations in reserve and/or sport energy markets.
The above mentioned data processing procedure could be summarized in a Pseudo code given for H step ahead prediction in Table I . In step (1), it is determined that the prediction will be done for the H (e.g., 24) steps ahead; then in step (3), the data will be entered for the processing gradually. In phase 1, it sets a boundary to identify the outliers and misobservations and then the processed data will be used for the parameters prediction. This phase could also be called the refinement section. In the second phase, the input selection will be done after selecting some features such as center of each cluster, regressors from time stamps and weather conditions (e.g. cloudy or sunny days), maximum/minimum/average of each curve, etc. After evaluation of different features, the patterns are made from the selected features using try and error method. These patterns determine the required subsets of inputs for predictions. In the last phase, a SVM module predicts the future parameters based on the reduced historical data. The SVM method is discussed in following section. 
For each N i  do The SVM is defined as a popular machine learning approach for classification, regression and other learning applications. The SVM classifies the data points in space into individual classifications with hyper planes. The well-design of hyper planes are achieved according to the largest distances with respect to the nearest training data point of each class. In this regard, an objective function is defined based on the normal vector ( w ) and offset of hyper planes from origin ( || || w b ) to obtain the maximum-margin hyper planes and margins. Samples on the margins are defined as the support vectors.
Consider the training set of )} , ( ),..., , {(
i  are defined as feature vector and target output respectively. The standard formulation of support vector regression is described as follow: 
and  are kernel function and dual vector variable respectively [24] .
Optimization layer:
In this layer the optimal control signals should be determined and implemented to different operating parts of the MG system (such as DERs, batteries and flexible loads). In the following, three multi-objective optimization methods (named as FWSM [25] , ε-Constraint [26] , and GAM [27] ), which are used in this paper are briefly introduced.
a. Fuzzy Weighted Sum Method (FWSM):
In this method the non-dominated solutions are stored in a predefined and finite-size repository through application of a fuzzy-based clustering approach. In the first step, to evaluate each objective function related to any individual inside the repository a fuzzy membership function is used as follow. 
Secondly, for each element inside the repository, the normalized membership value is calculated. This normalized membership value is declared as a decisive criterion in order to store the best non-dominated solutions in the repository.
where m is the number of non-dominated solutions and  k is the weight factor for k th objective function.
b. ε-Constraint Method:
In this method the multi-objective optimization is firstly converted to a single objective one. Then all of these single objectives will be minimized considering equality and inequality constraints. As shown in Eq.
(3), one of the objective functions will be considered as the main objective function and the other objectives will be assumed as constraints for this main objective function. Various Pareto fronts will be achieved by variation of the constraint bounds.
where g(x) is the vector of inequality constraints, h(x) is the vector of equality constraints, i and j are the main and the constraint objective function indices respectively. In this method with a very small change in the value of epsilon (ε), a set of solutions will be obtained for each constraint.
c. Goal Attainment Method (GAM):
This method is based on finding solutions in order to meet a predetermined goal. If no solution could be found to perform the optimal operation, the optimization algorithm tries to find a solution with the lowest deviation from the optimal point.
The formulation used for this method is briefly presented in Eq. (6) . min i i p  * : ( ) , 1, 2,...,
where f i (x i ) is the i th objective function, α i is the weighting vector, p i is the slackness scalar variable vector, f i * is the designed goals vector and x i is the vector of control variables. By minimizing slack variables, objective functions will reach to their optimum values. Hence, each slack variable tries to optimize its own objective function in a multi-objective problem and the trade-off between solutions will result in the best solution.
III. PROBLEM FORMULATION
This paper focuses on designing efficient energy management schedules of DERs to meet the MG system total demand. In this regard, the MG operation is presented in two steps:
A. Day-ahead schedule:
The integrated scheduling problem with multiple energy resources and loads is formulated as an optimization problem in Eqs. (7)- (21) . The first objective function is comprised of capital and fuel costs for power production, start up and shut down costs of units as well as cost of the exchanged power with grid.
The emission, produced by the generation units and the grid, is formulated as the second objective function. 1 1
where t is the hour index,  is the period span ( =1), G tG E P t  is the emission function of grid at t (kg).
is status of power exchanged with grid at t (0 or 1), ) (t P L is total demand at t (kW) and ) (t P DR is power participated in DR programs at t (kW). b) Cost of electricity 1) DGs:
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is price of energy sold to/bought from grid at t (cent/kWh) and the negative and positive forms of P G (t) represents that whether MG sells to or buys from grid, respectively. c) Emission
1) DGs:
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where DG e is emission coefficient of DGs (kg/kW).
2) Grid:
( ( ), ) ( ). .
where G e is emission coefficient of grid (kg/kW). d) Constraint of battery control
is battery charge/discharge at t (kW),
is status of battery charge/discharge at t (0 or 1) and 
where DG DG P P / is minimum/maximum output power of DGs (kW) and G G P P / is minimum/maximum exchanged power with grid (kW). g) Spinning reserve
EENS is Expected Energy Not Supplied value (kWh) and
EENS is maximum allowed amount of EENS (kWh). In order to calculate the EENS, a Capacity on Outage Probability Table ( COPT) is required. COPT proposes the probability of the total outage capacity during this period which will be greater than a given value. After calculation of cumulative probabilities, the amount of not supplied load can be achieved. Summation over the possible outages achieved from the product of these probabilities with not supplied loads gives EENS for the MG [28] .
B. One-hour-ahead schedule:
Assume that the energy-efficient operating schedule is obtained after solving the multi-objective optimization problem in the day-ahead schedule. In this part, the second prediction covers the mismatched power of units due to error in forecasting and variations in weather condition. In this regard, the optimization problem is formulated in two objective functions, Eq. [
where q t is starting time for rescheduling action. a) System constraint
zt is status of power exchanged with grid at t (0 or 1) at power rescheduling process.
b) Constraint of battery control
zt is status of battery charge/discharge at t (0 or 1) at power rescheduling process. e) Operating state of grid 
IV. CASE STUDY
In this section, a typical MG is considered as a test case which consists of three different feeders; residential, commercial and industrial consumers. The real daily load curve for the mentioned feeders is related to a typical day with an energy demand of 2272 kWh and a peak power of 152.74 kW at 7 pm for the examined period [29] . The MG also includes various DG resources such as MT, D, PV and WT as well as storage devices such as batteries and PHEVs. Table II shows the operating limits and cost coefficients of DGs in the model. These cost coefficients are evaluated from basic data in [16] and [30] . In the studied Low Voltage (LV) network, there exist 1 fixed battery unit and 4 PHEVs with the capacity of 20 kWh and 16 kWh and the maximum charging power of 10 kW and 4 kW respectively. Their rated SOCs are assumed to be between 20% and 100% of their rated capacities and finally, their charging/discharging efficiency is considered to be 94%. It is considered that the maximum power produced by DGs and grid, at each hour, represents that hour`s required spinning reserve. To simplify our analysis, start-up/shut-down costs are assumed to be equal and power factor for all DGs is considered to be unity. Market energy prices are taken from the PJM market for three different days [31] and the historical data of wind speed and irradiation value are also obtained from [32] . Finally this data is processed by data mining methods and forecasted by SVM prediction method. The kernel function, the regularization parameter and soft margin factor are shown in Table III . These processes were also discussed in section II in detail. 
It is noteworthy to say that two load types, i.e. curtailable and deferrable loads are considered in DSM programs. These programs have different price tariffs and are categorized into high and low priority ones. It is also assumed that the maximum amount of shift in all loads can be up to 2% of hourly load amount of each feeder and 5% of total energy usage from 10 AM to 12 PM (kWh).
Besides, the price tariffs for contributing in DSM programs are considered to be 4.7ct/kWh and 47ct/kWh for low and high priority loads, respectively. The PHEVs availabilities are obtained from [33] based on historical data for a 24-hour period.
V. NUMERICAL RESULTS
In this part, the proposed optimization problem is solved by CPLEX solver using GAMS software to analyze the operation management of MG. As discussed earlier, in the multi-objective model two objective functions are considered: 1) total cost of MG including power generation and start-up/shut-down costs of units and 2) emission of pollutants produced by units and grid considering all of its constraints.
To show the effect of data mining approach, the problem has been simulated in two cases before and after data processing which are called as policy 1 and policy 2 respectively. Table IV shows a comparison between three different algorithms according to the best compromised solutions in two mentioned policies. In the first step we use real data (e.g. irradiation, price tariff, load) for the studied day in order to achieve real cost and emission. In the next step we used prediction tools in order to predict data for that day using raw data which was not processed with data mining techniques (policy 1). Finally we used data mining techniques before performing prediction (policy 2). The results show that when using data mining techniques (policy 1) we have less error with respect to real data, than that of policy 2 which is 6.1% approximately for cost and 17% for emission in ε -constraint method. Table V also shows that data mining techniques can improve CPU time of simulation significantly in three methods. Figure 4 shows Pareto front for total cost of MG and net emission objectives obtained from mentioned algorithms in policy 2.
In this paper, GAM in policy 2 is chosen as discussed algorithm due to having the least CPU time. Results obtained from dispatched power show that the amounts of energy sold to/bought from the grid are 122.86/254.8 kWh respectively. In this regard, the cost of energy bought from/sold to the grid are 276.62/162.1 cents respectively and the difference between them (114.52 cents) shows total cost of power exchanged with grid.
The selected algorithm is also used for analyzing three different weather conditions; sunny, cloudy and rainy. Two reliability levels are also considered: high and low conditions. These levels indicate the importance of EENS for loads and failures of units. The results show that operation cost has been increased when having high reliability conditions while emission has been decreased.
The results in Table VI show solutions for two objective functions and amount of payment for power exchanged with grid. As can be seen in this table, costs of energy are reduced and net emission is increased in both cloudy and rainy conditions. In these conditions, power produced by PV and WT are decreased and therefore, the demand is provided by other generation parts. It also can be seen that, in high reliability levels, the total cost of MG is increased and net emission is reduced in all weather conditions. Under high reliability levels, all of DGs and batteries generate more amounts of power than low reliability ones and that can be the reason for resulting less emission. Table VII shows the effect of different DSM programs and amount of participating demand, cost of energy and percentage of reduced cost. It can be seen that, in deferrable and curtailable load programs, the energy costs are reduced by almost 17% and 9% in sunny condition weather, respectively. Results also show that, in cloudy and rainy conditions, amount of participating demand and cost of energy are reduced. Results also show that, in cloudy and rainy conditions, amount of participating demand and cost of energy are reduced. Table VIII shows total cost of MG and net emission after covering mismatched power in rescheduling procedure. As can be seen in this table, the total cost and emission are reduced in different weather conditions. It means that the total revenue achieved due to mismatched power sold to the grid has been greater than that of bought from the grid. Figure 5 shows the schedule of exchanging power between MG and the grid as well as mismatched power. It can be seen that, MG has sold power to grid from 7 AM to 4 PM and for other times has bought from grid. These differences are due to generation of PV and the load curve as well as the economic penalty of emission. Charge and discharge processes of PHEVs are also shown in Figure 6 . It is indicated that the charging process of PHEVs is done at midday (from 10 AM to 2 PM) and midnight (from 12 PM to 2 AM and 11 PM to 12 PM) when the generations of units are high and the prices are low but the discharge actions are postponed to the peak time (4 PM to 9 PM) when both price and demand values are high. 
VI. CONCLUSION
In this paper, a new SEMS architecture was proposed to process a large amount of raw data using data mining techniques, to predict the required MG system parameters using SVM, and to optimize the performance of the daily MG operations using MODM techniques. A multi-objective energy management problem was solved for a typical MG with high penetration of renewable energy resources considering the effects of PHEVs and DSM programs to show the applicability of the developed SEMS. Moreover, it was shown that through bi-level operation of the developed SEMS, the optimal operation of the DER and battery units satisfied the hourly MG power demand as well as the mismatched power due to the forecasting errors of the solar irradiation, load and market price. To evaluate the performance of the proposed SEMS, a typical LV-MG system was studied using three MODM methods. It is concluded that the integration of DERs in MG systems using a SEMS could lead into a better and more accurate daily operation with less risks (due to parameters uncertainties). 
