Introduction
As noted by Grossberg and Nayar [4] , any imaging system, irrespective of its design, can be decomposed into two elements, its optics, which direct and focus light, and its sensing area, or retina, where incoming light energy is measured. Since light travels along straight lines in homogeneous media, it is geometrically convenient and often physically reasonable to model the behavior of a camera by assuming that one can associate with every point x in the field of view a single representative light ray . The optics then map (after an arbitrarily complicated optical path) this primary ray onto a secondary one, , that intersects the retina at the image y of the point x ( Figure 1 ). It is also convenient-and natural due to the principle of reversibility in geometric optics-to assume that the retinal point y uniquely determines the ray , which in turn uniquely de- [4] . For any point x, there is a unique primary ray such that light emitted from x along that ray, after beeing refracted and/or reflected along an arbitrarily complicated optical path by the optics, emerges along a secondary ray that strikes the retina at the projection y of x. When the internal geometry of the camera is known, one can always assume that the image of the point x is instead located at a point y along the primary ray, with a known mapping from y to y .
termines the incoming ray . 1 As argued in [4] , under this "black box" model, the location of a pixel on the retina does not matter (as long as the camera's "internal parameters" are known) and one may choose instead to position the projection of the point x at the point y where the primary ray intersects the retina. Given this model, let us consider the mapping φ that associates with any point x in the field of view of a camera the (unique) corresponding ray . Again, since light travels along straight lines, this mapping has the property that, for any point y lying on the line φ(x) and in the field of view of the camera, φ(y) = φ(x). Intuitively, this implies that the set of all light rays associated with a camera is in oneto-one continuous correspondence with a two-dimensional surface-that is, it forms a line congruence [10] . 2 Geometrically, a camera is thus determined by the associated congruence and retina: Given these, the ray associated with a point x is simply the line in the congruence that passes through x, and the image y of the point x is the intersection of the line with the retina r. Conversely, the preimage of 1 It is of course neither feasible nor desirable to construct an imaging system that collects light along a single light ray at each pixel (after all, one wants to record a finite amount of energy there). This does not take anything away from the idealized model adopted here. For example, the projection geometry of a photographic camera equipped with a lens is effectively modelled, ignoring distortions, by a pinhole camera. 2 This also follows from the fact that exactly one ray is associated with a retinal point.
1 1578 978-1-4244-6985-7/10/$26.00 ©2010 IEEE any retinal point y is just the line of the congruence passing through it. Pajdla [7] has shown that the mapping φ associated with oblique cameras-including bilinear cameras [14] , stereo panoramas and cyclographs [11] -can be modelled by a projective map A such that φ(x) is the line joining the points x and Ax. On the other hand, Ponce [9] has shown that many central and non-central linear camerasincluding pinhole, two-slit, pushbroom [5] , pencil [14] and oblique cameras-can be modelled by linear 3 line congruences, and used this property to derive general formulas for direct and inverse projections as well as multi-view geometry. This paper unifies the two approaches with the following main contributions:
• We give a simple characterization of the admissible linear maps A such that the corresponding projective maps A actually define cameras under the model defined in this section (Proposition 4). In turn, this provides a complete tabulation of all admissible maps up to similarity (Table 2 ).
• We show that Ponce's linear cameras and the cameras that can be defined by an admissible map A are exactly the same (Proposition 5), the linear camera type being determined by the reduced, canonical form of A.
• Although, as argued in [9] , the role of the retina in the imaging process is secondary for a linear camera, it is more important for cameras associated with rank-4 linear congruences than for pinhole cameras associated with rank-3 line bundles. We make this role explicit, and introduce a notion of intrinsic parameters and normalized coordinates for any linear camera.
• We obtain new and very simple analytic expressions for the direct and inverse projections of any two-slit, pencil or oblique camera, equipped with any generic retinal plane and the corresponding normalized coordinates (Proposition 6).
• We show that the epipolar geometry of any two linear cameras can be characterized by a fundamental matrix of size at most 6 × 6 when the cameras are uncalibrated, or by an essential matrix of size at most 4 × 4 when their internal parameters are known. A similar result also holds for three-view tensors. Although 6 × 6 fundamental matrices have been constructed before for various pairs of linear cameras (see, for example, [3, 9] ), this is the first time, to the best of our knowledge, that essential matrices of size at most 4×4 have been constructed for arbitrary pairs of linear cameras (see [9, 12] for 4 × 4 essential matrices involving pairs of two-slit or oblique cameras). Along the way, we also clarify questions such as the equivalence between retinas for linear cameras (Proposition 1) or the projective equivalence of linear cameras with the same type (Proposition 2), and observe that the type of a linear camera is characterized by what we call its ambiguity lo- 3 The linear dependence of lines is well defined in the framework of classical projective geometry (see e.g. [10] ).
cus-that is, the set of points that belong to several (or none) of the lines in the congruence. As discussed by Yu et al. [15] , linear cameras have potential applications to tasks such as the construction of panoramas, "faux" animations of still scenes, and "cubist" rendering. They also naturally occur as local approximations of general cameras (see [15] for a discussion of linear camera "tessellations"). Paper organization. We start by revisiting in Section 2 the model of linear cameras introduced by Ponce [9] . We then prove in Section 3 the equivalence between linear cameras and those defined by admissible maps after characterizing linear congruences as linear sections of the Plücker quadric. We show in Sections 4 and 5 that combining both representations, linear cameras and admissible maps, yields simple analytical formulas for direct/inverse projections and fundamental matrices. Finally, we conclude in Section 6 with a brief discussion of our results and directions for future research.
Notation.
If x is a vector of R n+1 with coordinates
T in the canonical basis of R n+1 , we denote by x the corresponding point in P n , identified with its homogeneous coordinates [x 0 : . . . : x n ]. In general we use bold fonts for projective objects and regular fonts for their linear counterparts, and switch from one to the other representation whenever convenient. We denote by ∨ (resp. ∧) the "join" (resp. "meet") operator that associates with two points (resp. two planes) the line passing through them (resp. where they intersect). We also often refer to a projective subspace of dimension k as "a P k " for short.
Linear cameras
In this section, we revisit the model of linear cameras introduced by Ponce [9] . In particular, we introduce the ambiguity locus, a new geometric attribute of a linear camera, and discuss a projective equivalence of different retinal planes. As noted previously, the line congruence associated with a camera has the property that exactly one line in the congruence passes through a generic point (multiple lines may pass through certain exceptional points, such as the pinhole of a perspective camera or the slits of a two-slit camera, see Fig. 2 ). More generally, line congruences can be classified according to their order (the number of lines from the congruence through a generic point) and their class (the number of lines from the congruence contained in a generic plane). Thus the line congruence associated with a camera is what is called a (1, n) congruence-that is, it has order 1 and arbitrary class. Sturm [13] has classified all algebraic (1, n) congruences (see Benić and Gorjanc [1] for an overview of this daunting work). In particular, this classification implies that the linear congruences used by Ponce [9] are exactly the (1, 0) and (1, 1) congruences, and that at most one line of a linear camera lies in a generic plane (c.f . Fig. 2 ). 
Linear congruences and the ambiguity locus
We define the ambiguity locus of a (1, n) congruence as the set of points that belong to none or more than one line from the congruence. As shown in [10] , there are six types of linear congruences, four of which will be of particular interest and can be distinguished by the geometry of their ambiguity locus ( Figure 3 ): A line bundle is the set of lines through a fixed point. Line bundles are the congruences associated with classical pinhole cameras, and their ambiguity locus is the point common to all lines in the bundle. An elliptic congruence is the set of real lines intersecting two complex conjugate skew lines. Elliptic congruences are associated with oblique cameras [7, 11, 14] , and their ambiguity locus is empty. The lines in an elliptic congruence can be visualized as a one-parameter family of non-intersecting ruled quadrics (Figure 3 , left). A hyperbolic congruence is the set of lines intersecting two skew lines (Figure 3 , middle). Hyperbolic congruences are associated with two-slit and pushbroom cameras [3, 5, 16] , and their ambiguity locus is the pair of lines that intersect all the lines in the congruence. A parabolic congruence is the set of lines tangent to a non-degenerate ruled quadric along one of its rulings [10, p. 184], forming a one-parameter family of flat pencils sharing one line (Figure 3 , right). Parabolic congruences are associated with pencil cameras [14] , and their ambiguity locus is the line common to all pencils (or, equivalently, the ruling of the quadric that meets all lines of the congruence). The remaining congruences are line fields, which consist of all lines in some plane, and degenerate congruences formed by the union of a line bundle and a line field sharing a flat pencil of lines. Line fields do not model interesting cameras since their "field of view" is a plane. It will prove important for technical reasons (e.g., for Proposition 4) to restrict our attention to certain subsets of the lines contained in the remaining linear congruences: A reduced linear congruence is a two-dimensional set of lines obtained by removing from a linear congruence the lines that belong (as a set of points) to its ambiguity locus. Thus line bundles, elliptic and hyperbolic congruences are reduced congruences. So is a parabolic congruence minus the line common to all the flat pencils in the corresponding one-parameter family. The reduced congruence associated with a degenerate congruence is a line bundle minus the flat pencil of lines in the associated line field. Finally, line fields are excluded since all their lines belong (as sets of points) to the corresponding ambiguity loci. Reduced congruences are thus line bundles, elliptic, hyperbolic and parabolic congruences from which zero, one, or a one-family parameter of lines have been removed. No line in a reduced linear congruence belongs (as a set of points) to the ambiguity locus of the corresponding congruence. On the other hand, the ambiguity loci associated with a reduced congruence and the original congruence are the same. Definition: A linear camera is a reduced, non-degenerate, linear congruence together with some retinal plane. This departs from the terminology in [9] where linear cameras are just congruences: Although the retina plays a secondary role in the imaging process (hence the choice of [9] ), it will be instrumental in defining intrinsic parameters and normalized coordinates in Section 4.
Equivalence of retinal planes
Call a retina generic for a linear camera with reduced line congruence L if the number of lines of L it contains is equal to the class of L. For a pinhole camera, the images formed on any two generic retinal planes are equal up to a projective transformation. This is not true for other types of cameras: Indeed, the points formed by three skew lines of a camera are aligned in any retinal plane containing a transversal to the three lines (there is a two-dimensional set of such planes), but not aligned in any other retinal plane. The corresponding images cannot be projectively equivalent. A weaker form of equivalence does, however, remain. Proposition 1. Let π 1 and π 2 be the projection functions of two linear cameras with the same underlying reduced linear congruence L and different (generic) retinal planes R 1 and R 2 respectively. There exists a projective map f : R 1 → R 2 and a projective map g :
Sketch of proof.
Consider two linear cameras with projection functions π 1 and π 2 and underlying linear congruence L. If L is a line bundle then the statement holds with g = id. Otherwise, L is a (1, 1)-congruence and R i contains exactly one line of L, which we denote i . We choose g such that it preserves L and maps 2 to 1 , and obtain f as f = π 2 • g −1 .
In other words, given two cameras with same underlying congruence but distinct retinas, the image formed by one is projectively equivalent to the image formed by the other after some projective transformation of the space. Such a transformation is obviously nonunique.
Linear congruences and admissible maps
In this section, we present two representations of linear congruences: as linear sections of the Plücker quadric and as the integral lines of a projective map.
Linear sections of the Plücker quadric
Plücker coordinates are a classical parameterization of lines in P 3 by the points of a quadric hypersurface G in P 5 , known under various names such as the Plücker quadric, the Klein quadric or the Grassmann manifold. For an introduction to Plücker coordinates we refer to [8] , and simply mention some well-known facts we will use. The equation of the Plücker quadric is:
An affine line with Plücker coordinates [x 0 : . . . :
T and moment (x 3 , x 4 , x 5 ) T with respect to the origin. A point in P 5 \ G is called a screw. Let
The incidence between two lines 1 and 2 writes as a bilinear relation between their Plücker coordinates ξ 1 and ξ 2 :
The set of lines that meet a given, fixed, line is thus the intersection of the Plücker quadric with some hyperplane. Given a hyperplane H : {x |
* . The point h lies on the quadric G if and only if H is tangent to G in h. If h is a screw then the lines represented by H ∩ G are said to be conjugate to h. In this setting, linear congruences can be defined, equivalently, as the two-dimensional sections of G by a projective space [10] . Specifically, line bundles and line fields are P 2 's contained in G and the remaining congruences (hyperbolic, parabolic, elliptic and degenerate) are sections of G by a 
Geometrically, if F is a family of lines and H is the span of F in P 5 , the line transversals to F are exactly the lines in H
• ∩ G. In particular, if H is a three-dimensional projective subspace of P 5 then H • is a projective line of P 5 whose intersection with the quadratic hypersurface G determines the type (hyperbolic, parabolic or elliptic) of the linear congruence H ∩ G (see Table 1 ).
Proposition 2. Two linear congruences have the same type if and only if they are projectively equivalent.
Proof. The statement is clear for line fields, line bundles and degenerate congruences so we consider only the remaining cases. If two linear congruences are projectively equivalent, so are their ambiguity loci and Table 2 : Classification of admissible maps: for any admissible map A there exists an invertible matrix P such that P AP −1 is one of the reduced form. Conventions: α = β, λ = 0 and (e0, e1, e2, e3) denotes the basis of R 4 in which the reduced form of A is written. 
Integral lines of an admissible map
A matrix A of size 4 × 4 can be identified with a linear map of R 4 in its canonical basis, and also represents a projective map A of P 3 in this basis. We associate with any such matrix A the set of lines in P The eigenvalues of a map are precisely the roots of its minimal polynomial, so Proposition 4 implies that an admissible map A has at most two real eigenvalues. Depending on their number and on the dimensions of the corresponding eigenspaces, a change of coordinates in R 4 provides a matrix in one (and only one) of the reduced forms listed in Table 2 . The ambiguity locus of a reduced linear congruence can be easily expressed in terms of the eigenspaces of an admissible map that represents it, as summarized in Table 2. Notice that every type of reduced linear congruence is present in Table 2 
Analytical projection formulas
We now present direct and inverse projection formulas for linear cameras. In particular, we show that very simple formulas can be obtained when certain parameters of the cameras, which we call intrinsic parameters by analogy with the pinhole projection case, are known. This suggests introducing a new notion of normalized coordinates and internal calibration for linear cameras. (2) and (3) gives the projection formulas given in this table.
General formulas
We first briefly rederive for completeness the general direct and inverse projection formulas for linear cameras given in [9] . Consider a linear camera whose reduced linear congruence L is induced by an admissible map A and whose retinal plane R is equipped with the basis (y 0 , y 1 , y 2 ). We identify R with its dual point. Let x be a non-ambiguous point in P 3 , ξ the Plücker coordinates of the line of L through x, and y the intersection point of with R. Let u denote the homogeneous coordinates of y in the basis of R, so y = Yu, where Y = [y 0 , y 1 , y 2 ]. The direct projection is the map π d : x → u and the inverse projection is the map π i : u → ξ. Since A induces L, = x ∨ Ax and y is given by:
The right part of Eq. (1) follows immediately from classical formulas [9] for the intersection of a line passing through two points with some plane. We can thus write the direct projection as a quadratic function of the coordinates of x:
As shown in [9] , an explicit form for π d (x) is then easily obtained using a pseudoinverse of the matrix Y, but this will not be necessary for the simplified equations obtained in the next section. Now, let ζ ij = y i ∨ Ay j + y j ∨ Ay i . Since ξ = y ∨ Ay we have the following formula for inverse projection:
Define P = [ζ 00 , ζ 01 , ζ 02 , ζ 11 , ζ 12 , ζ 22 ] and μ : P 2 → P 5 by:
The inverse projection rewrites as:
Formulas for standard cameras
Ponce [9] observes that the lines of a linear congruence (in his terminology, a linear camera) can always be written as linear combinations of 4 or 5 lines or screws, and deduces inverse projection formulas with 6 × 4 or 6 × 5 matrices. In fact, since a linear congruence is the section of the Plücker quadric G by some P k with k = 2 or 3 (see Section 3.1), its lines are the linear combinations (on G) of k + 1 lines spanning that P k . We now show how this implies that all linear cameras admit inverse projection formulas with 6 × 4 matrices. Notice that this does not immediately follows from Eq. (5) as a line ζ ij may not lie on H. We first consider four particular admissible maps, one per type of non-degenerate reduced linear congruence, obtained by setting α = 0 and β = λ = 1 in the reduced forms of Table 2 ; they are the maps A s in Table 3 . For each of these standard admissible maps, there is a natural choice of retina R s and of bases for both the retinal plane and the P k meeting the Plücker quadric in L A s that yield simple, standard direct and inverse projection formulas. These choices are summarized in Table 3 . Corollary 3 shows that for any linear camera there is one retinal plane and one basis for which the projections formulas are the standard ones (up to projective transformation). We now show that, in fact, for any retinal plane there are many bases for which this holds. 
Formulas in normalized coordinates
The simple formulas derived for standard cameras hold for any (generic) retinal plane whose basis capture certain geometric elements that characteristize the camera. By analogy with the pinhole case, we will call these elements the intrinsic parameters of the camera, and say that the coordinates of image points written in these bases are normalized. We exclude from our discussion pinhole cameras since any change of projective coordinate system for the retina will just amount to a linear change of coordinates and will thus not change the form of the projection equations. Let us define the intrinsic parameters and normalized coordinate systems associated with the three other types of cameras: Two-slit cameras have two intrinsic parameters: the two intersection points of the retina with the slits. Any projective basis of the plane that contains these two points is normalized for the camera. Pencil cameras have two intrinsic parameters: the intersection point of the retina with the axis of the pencil and the unique line of the camera contained in the retina. Any retinal basis that contains that point and another point on the line is normalized for the camera. Oblique cameras have two intrinsic parameters: the real and imaginary parts of the complex intersection point of the retina with one of the two complex conjugate focal lines of the reduced linear congruence. The intersection point with the second line is simply the complex conjugate of this point, so it provides no supplemental intrinsic parameter. Any retinal basis that contains the real and imaginary parts of that point is normalized for the camera.
Notice that for each column in Table 3 is a basis for the congruence of the linear camera. Figure 5 illustrates how to choose the p i 's. Thus M transforms L into the line congruence of the standard camera of the same type, and we can express the projection formulas as (6) .
The analogy between our intrinsic parameters and normalized coordinates and those traditionally used for internally calibrated, Euclidean pinhole cameras is not strict: our "intrinsic parameters" are points/lines associated with the projective geometry of the camera instead of scalars associated with Euclidean characteristics. These points/lines (and thus, a normalized basis) are easily computed when the linear camera is given by an admissible map (via its reduced form) or a basis of four lines (via the conjugate to their span in Plücker space). It can also be computed from observed reference points using a ray-based calibration procedure for general non-central cameras [4, 12] .
Multi-view geometry for linear cameras
Ponce [9] observes that the epipolar constraints for linear cameras can be written as a bilinear relation between quadratic forms of point coordinates measured in the retinal planes. In our setting, this is immediate: the epipolar constraint between two lines ξ and ξ of cameras L and L passing through the points with retinal coordinates u and u writes as ξ, ξ * = 0 that is, with Eq. (5),
where F = P T P * is the 6 × 6 fundamental matrix associated with the two cameras and μ is given by Eq. (4). pencil camera can be constructed by taking two hyperboloids of one sheet tangent to each other along one of their rulings, as in the gear system shown in this photograph. The tangents to both surfaces along this lines indeed form a parabolic linear congruence [10] . Image reproduced from [6, fig. 269 ].
Coordinate systems that lead to smaller inverse projection matrices also yield smaller fundamental matrices. Ponce [9] uses this fact to obtain 4×4, 4×5 and 5×5 fundamental matrices for pairs of non-central linear cameras. For internally calibrated linear cameras, Eq. (6) implies that the epipolar constraint write in normalized coordinates
where E = P s T P s * is the 4×4 essential matrix associated with the two cameras and μ s and μ s are the functions from Table 3 corresponding to the types of the cameras. Note that, although computing M in Eq. (6) requires knowing the position of the camera in some external projective basis of P 3 , we only need the intrinsic parameters to set up the normalized coordinate system and obtain the essential matrix formulation. In particular, when the intrinsic parameters are known, 15 correspondences suffice to compute the essential matrix E whereas 35 correspondences are needed for the fundamental matrix. As shown in [9] , the trifocal constraints associated with three linear cameras are captured by four trilinear constraints of the form T j (π i (u), π i (u ), π i (u )) = 0 for j = 1, . . . , 4, (7) where T j is a 6 × 6 × 6 tensor. Using Eq. (5) or Eq. (6) for uncalibrated or internally calibrated cameras respectively gives triquadratic expressions in μ s (u), μ s (u ), and μ s (u ) associated with tensors of size 6×6×6 or 4×4×4.
Discussion
The general model for linear cameras we presented unifies the approaches of Ponce [9] and Pajdla [7] and affords simple formulas for direct and inverse projection as well as multi-view geometry using a new notion of intrinsic parameters and normalized coordinates. Our presentation has been theoretical, but we plan by the time of the conference to have implemented the estimation of the essential matrix from simulated, noisy image data. Next on our agenda is to construct a prototype of a new (to the best of our knowledge) physical model of pencil cameras ( Figure 6 ), and conduct experiments with real data gathered with this prototype. We also plan to investigate additional theoretical issues, such as the relationship between the essential matrix and the "extrinsic" parameters of the cameras involved, by analogy with the pinhole case.
