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U´vod
V ota´zce strukturn´ı stability modelu prˇedpokla´da´me, zˇe cˇasoveˇ usporˇa´dana´ data
vyhovuj´ı jiste´mu modelu, ktery´ se vsˇak v pr˚ubeˇhu cˇasu mu˚zˇe zmeˇnit. U´kolem je zjistit,
zda k takove´ zmeˇneˇ dosˇlo a pokud ano, naj´ıt cˇas zmeˇny.
Strukturn´ı stabilita je vy´znamna´ pro mnoho oblast´ı veˇdy, techniky i ekonomie.
Za vsˇechny mu˚zˇeme jmenovat naprˇ. kontrolu jakosti. Zde naprˇ´ıklad sledujeme stroj
vyra´beˇj´ıc´ı neˇjake´ zbozˇ´ı a kontrolujeme, zda jsou jiste´ parametry teˇchto vy´robk˚u
v dany´ch mez´ıch. Je prˇirozeny´m prˇedpokladem, zˇe novy´ stroj je nastaven spra´vneˇ
a produkuje tedy dobre´ vy´robky. V momenteˇ, kdy zacˇnou by´t vy´robky sˇpatne´ (tj.
jejich parametry prˇekrocˇ´ı povolene´ hranice), je trˇeba prˇerusˇit vy´robu a stroj opravit.
Existuj´ı dva typy procedur pro testova´n´ı zmeˇny modelu. Prvn´ı, takzvane´ retrospek-
tivn´ı, vycha´zej´ı z kompletn´ıho souboru historicky´ch dat a hledaj´ı zmeˇnu nastalou v mi-
nulosti. V druhy´ch, takzvany´ch sekvencˇn´ıch, neusta´le prˇicha´zej´ı nova´ data. Protozˇe
jsme tedy sta´le uprostrˇed pozorova´n´ı, nazy´va´ se tento postup take´ anglicky´m termı´nem
online monitorova´n´ı. O retrospektivn´ım prˇ´ıstupu hovorˇ´ıme v te´to souvislosti jako
o offline prˇ´ıstupu. Popisu obou metod se budeme kra´tce veˇnovat v kapitole 1.
Tato pra´ce se zameˇrˇuje na sekvencˇn´ı prˇ´ıstup k detekci zmeˇny modelu. Vycha´z´ı
prˇedevsˇ´ım z prac´ı skupiny kolem profesora Horva´tha a profesorky Husˇkove´, tj.
prˇedevsˇ´ım z cˇla´nku [5] a disertacˇn´ı pra´ce [7]. Ty se zameˇrˇovaly na testova´n´ı zmeˇny
regresn´ıho parametru. C´ılem te´to pra´ce je prˇizp˚usobit vyvinute´ metody na testova´n´ı
zmeˇny v meˇrˇ´ıtku.
Kapitola 1 kra´tce popisuje mozˇne´ prˇ´ıstupy k testova´n´ı strukturn´ı stability. V kapi-
tole 2 zavedeme model se ktery´m budeme pracovat a odvod´ıme dveˇ testovac´ı procedury
pro zmeˇnu rozptylu. V za´veˇrecˇny´ch kapitola´ch 3 a 4 na za´kladeˇ simulac´ı prozkouma´me
vy´konnost obou procedur. V apendixu jsou shrnuta neˇktera´ d˚ulezˇita´ tvrzen´ı pouzˇita´
v textu.
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Kapitola 1
Mozˇne´ prˇ´ıstupy k detekci zmeˇny
1.1 Retrospektivn´ı prˇ´ıstup
V te´to cˇa´sti se zameˇrˇ´ıme na kra´tke´ shrnut´ı klasicke´ho prˇ´ıstupu k proble´mu zmeˇny
modelu. Jak jizˇ bylo rˇecˇeno, vyskytuje se tato u´loha v praxi velmi cˇasto a proto nen´ı
divu, zˇe je studova´na pomeˇrneˇ dlouho. Byla zkouma´na jizˇ cela´ rˇada alternativ zmeˇny,
prˇedevsˇ´ım zmeˇna v poloze, regresi cˇi meˇrˇ´ıtku.
U´loha zmeˇny modelu v historicky´ch datech mu˚zˇe by´t formulova´na na´sleduj´ıc´ım
zp˚usobem. Uvazˇujme soubor n cˇasoveˇ usporˇa´dany´ch dat Y1, . . . , Yn splnˇuj´ıc´ıch jisty´
statisticky´ model, ktery´ se vsˇak v pr˚ubeˇhu mohl zmeˇnit. Nasˇ´ım u´kolem je naj´ıt body
zmeˇny a na´sledneˇ urcˇit charakter zmeˇn. Jiny´mi slovy chceme rozdeˇlit data do segment˚u
vykazuj´ıc´ıch jistou stabilitu. Proble´m mu˚zˇeme pojmout jako u´lohu testova´n´ı hypote´z.
Nulova´ hypote´za odpov´ıda´ nezmeˇneˇne´mu modelu, kdezˇto alternativn´ı hypote´za urcˇuje
charakter zmeˇn. Da´le budeme prˇedpokla´dat mozˇnost pouze jedne´ zmeˇny v pr˚ubeˇhu
pozorova´n´ı.
V obecne´m prˇ´ıpadeˇ se zaj´ıma´me o jakoukoli zmeˇnu v rozdeˇlen´ı. Pokud oznacˇ´ıme
distribucˇn´ı funkce pozorova´n´ı Y1, . . . , Yn jako F1, . . . , Fn, potom testujeme nulovou hy-
pote´zu
H0 : F1 = . . . = Fn (1.1)
proti alternativeˇ, zˇe se model v neˇjake´m bodeˇ k zmeˇn´ı
H1 : existuje 1 < k ≤ n takove´, zˇe
F1 = . . . = Fk−1 6= Fk = . . . = Fn,
(1.2)
kde k je nezna´me´.
Test hypote´zy (1.1) proti alternativeˇ (1.2) je skutecˇneˇ velmi obecny´, cˇasto mu˚zˇeme
prˇedpokla´dat specificˇteˇjˇs´ı situaci naprˇ., zˇe Y1, . . . , Yn jsou neza´visle´ na´hodne´ velicˇiny
se spolecˇnou hustotou f = f(y,θ) vzhledem k neˇjake´ σ−konecˇne´ mı´ˇre ν. Parametr θ
je nezna´my´ a zmeˇna modelu mu˚zˇe nastat pouze v tomto parametru. Oznacˇme θi, i =
1, . . . , n, hodnoty parametru θ v cˇase i. Testovy´ proble´m nyn´ı prˇejde na u´lohu
H0 : θ1 = . . . = θn proti H1 : θ1 = . . . = θk−1 6= θk = . . . = θn,
kde k je nezna´me´. Testova´ statistika vycha´z´ı z pod´ılu hustot a ze statistik
Λk,n =
f1,k
f0
, poprˇ´ıpadeˇ Λ˜k,n = log
f1,k
f0
,
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kde f1,k znacˇ´ı hustotu za alternativn´ı hypote´zy, kdy ke zmeˇneˇ dosˇlo v cˇase k a f0 je
hustota za nulove´ hypote´zy. Nezna´me´ hodnoty θ jsou nahrazeny prˇ´ıslusˇny´mi maxima´lneˇ
veˇrohodny´mi odhady. Vy´sledna´ testova´ statistika je pak
Λn = max
1<k≤n
Λk,n, prˇ´ıpadneˇ Λ˜n = max
1<k≤n
Λ˜k,n.
Protozˇe tato pra´ce je zameˇrˇena na sekvencˇn´ı prˇ´ıstup k proble´mu zmeˇny modelu,
nebudeme se jizˇ retrospektivn´ımu prˇ´ıstupu da´le veˇnovat. Prˇehled metod uzˇ´ıvany´ch pro
tento zp˚usob testova´n´ı mu˚zˇeme nale´zt naprˇ´ıklad v [4].
1.2 Sekvencˇn´ı testova´n´ı zmeˇny modelu
Oproti retrospektivn´ımu prˇ´ıstupu, kde ma´me jizˇ od pocˇa´tku pevneˇ dany´ sou-
bor pozorova´n´ı, prˇicha´zej´ı na´m nyn´ı data jedno po druhe´m. Pozorujeme tedy po-
tencia´lneˇ nekonecˇnou posloupnost Y1, Y2, Y3, . . .. Na pocˇa´tku data splnˇuj´ı urcˇity´ model,
avsˇak v neˇjake´m nezna´me´m bodeˇ k∗ se zacˇnou od tohoto modelu odchylovat. Nasˇ´ım
u´kolem je indikovat nastalou zmeˇnu co mozˇna´ nejdrˇ´ıve. Mus´ıme se vsˇak snazˇit vyhnout
tzv. falesˇny´m alarm˚um, tj. situac´ım, kdy nasˇe procedura indikuje zmeˇnu, anizˇ by ve
skutecˇnosti nastala.
Proble´m budeme opeˇt uvazˇovat jako u´lohu testova´n´ı hypote´z. Oznacˇ´ıme-li dis-
tribucˇn´ı funkce pozorova´n´ı Yi, i = 1, 2, . . . jako Fi, i = 1, 2, . . . potom testujeme nulo-
vou hypote´zu
H0 : Fi = F0, 1 ≤ i <∞
oproti alternativeˇ, zˇe se model v neˇjake´m bodeˇ k∗ zmeˇn´ı
H1 : existuje k∗ > 1 takove´, zˇe
Fi = F0, 1 ≤ i < k∗, Fi = F∗, k∗ ≤ i <∞, F0 6= F ∗,
kde cˇas zmeˇny k∗ je nezna´my´ stejneˇ jako distribucˇn´ı funkce prˇed a po zmeˇneˇ.
Testovac´ı procedura je zalozˇena na tzv. cˇasu zastaven´ı, cozˇ je cˇas, kdy zamı´tneme
nulovou hypote´zu a prˇesta´va´me da´le pozorovat. Cˇas zastaven´ı τ definujeme jako
τ = inf{k ≥ 1 : Γ(k) ≥ c},
se standardn´ı u´mluvou, zˇe inf{∅} = ∞. Testove´ statistiky Γ(k) = Γ(k, Y1, . . . , Yk),
k = 1, 2, . . . jsou cˇasto nazy´va´ny detektory a jsou zalozˇeny na vsˇech dostupny´ch pozo-
rova´n´ıch azˇ do cˇasu k. Pomoc´ı kriticke´ hodnoty c mu˚zˇeme ovlivnˇovat pravdeˇpodobnosti
zamı´tnut´ı. Hlavn´ım u´kolem je tedy vhodna´ volba detektoru a nalezen´ı metody, jak urcˇit
kritickou hodnotu c.
Procedura by meˇla splnˇovat dva pozˇadavky. Za platnosti nulove´ hypote´zy bychom
se chteˇli vyhnout zastaven´ı pozorova´n´ı, kdezˇto za platnosti alternativy chceme pozo-
rova´n´ı zastavit co mozˇna´ nejdrˇ´ıve po zmeˇneˇ modelu. Existuj´ı dveˇ hlavn´ı metody jak
mohou by´t tyto pozˇadavky vyva´zˇeny a kriticke´ hodnoty urcˇeny.
1.2.1 Metoda zalozˇena´ na ARL
Tato metoda je zalozˇena na funkci pr˚umeˇrne´ de´lky ARL(ϑ), kde ϑ charakterizuje
zmeˇnu. Specifikujeme spodn´ı mez pro pr˚umeˇrny´ pocˇet pozorova´n´ı za nulove´ hypote´zy
(ARL(0)) a na za´kladeˇ n´ı urcˇ´ıme kritickou hodnotu. Jsme take´ schopni odhadnout
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strˇedn´ı zpozˇdeˇn´ı odhalen´ı zmeˇny, tj. strˇedn´ı pocˇet pozorova´n´ı mezi skutecˇnou zmeˇnou
a cˇasem zastaven´ı. Proble´mem vsˇak je, zˇe pokud chceme mı´t strˇedn´ı cˇas detekova´n´ı
skutecˇne´ zmeˇny konecˇny´, potom bude take´ strˇedn´ı cˇas do falesˇne´ho alarmu konecˇny´,
nebot’ ARL(ϑ) < ∞ implikuje ARL(0) < ∞. Proto se falesˇny´m alarmu˚m mu˚zˇeme
vyhnout jen steˇzˇ´ı, cozˇ mu˚zˇe v neˇktery´ch aplikac´ıch tento postup znacˇneˇ znevy´hodnˇovat.
Pro ilustraci tohoto postupu uvedeme dva nejpouzˇ´ıvaneˇjˇs´ı detektory, a to v situaci,
kdy testujeme jednoduchou hypote´zu proti jednoduche´ alternativeˇ. Nulova´ hypote´za je
reprezentova´na hustotou f0, alternativa hustotou f1, kde obeˇ hustoty jsou plneˇ zna´my.
(i) Shewhartova procedura s cˇasem zastaven´ı definovany´m jako
τ = inf
{
n : ln
f1(Yn)
f0(Yn)
≥ c
}
.
(ii) CUSUM procedura s cˇasem zastaven´ı definovany´m jako
τ = inf{n : S˜n − min
0≤j≤n
S˜j ≥ c, }, kde S˜n =
n∑
i=1
ln
f1(Yi)
f0(Yi)
; S˜0 = 0.
Blizˇsˇ´ı informace o tomto typu testova´n´ı se daj´ı naj´ıt naprˇ. v knize [8] nebo ve skriptech
[6].
1.2.2 Metoda zalozˇena´ na omezen´ı pravdeˇpodobnosti
chyb
Nyn´ı se zameˇrˇ´ıme na druhou mozˇnou metodu, na n´ızˇ je zalozˇena cela´ tato pra´ce.
Zde omezujeme pravdeˇpodobnost falesˇne´ho alarmu, tj. chyby I. druhu neˇjaky´m maly´m
cˇ´ıslem α ∈ (0, 1) a pote´ minimalizujeme pravdeˇpodobnost chyby II. druhu. Tyto
pozˇadavky mu˚zˇeme souhrnneˇ vyja´drˇit jako
P (τ <∞|H0) ≤ α, (1.3)
P (τ <∞|H1) = 1. (1.4)
S teˇmito pozˇadavky tedy detekujeme skutecˇnou zmeˇnu s pravdeˇpodobnost´ı 1,
kdezˇto pokud se model nezmeˇn´ı, zamı´ta´me nulovou hypote´zu pouze s chybou α. Ve
srovna´n´ı s prˇedchoz´ı metodou je tedy pravdeˇpodobnost falesˇne´ho alarmu mensˇ´ı, cozˇ
znamena´, zˇe je tato procedura me´neˇ citliva´ k odlehly´m pozorova´n´ım. V d˚usledku toho
je vsˇak i me´neˇ citliva´ ke skutecˇny´m zmeˇna´m, takzˇe je zde zpozˇdeˇn´ı detekce veˇtsˇ´ı nezˇ
u prˇedchoz´ıho typu.
Budeme opeˇt prˇedpokla´dat, zˇe data maj´ı distribucˇn´ı funkci za´visej´ıc´ı na neˇjake´m
parametru θ, tj. F = F (·,θ), prˇicˇemzˇ hodnotu tohoto parametru v cˇase i oznacˇ´ıme
jako θi a zmeˇna modelu mu˚zˇe nastat pouze v neˇm.
V cele´ te´to pra´ci budeme prˇedpokla´dat, zˇe ma´me k dispozici tzv. tre´ninkova´ data,
kde zˇa´dna´ zmeˇna nenastala. Neˇkdy take´ rˇ´ıka´me, zˇe to jsou data z historicke´ho obdob´ı.
De´lku teˇchto dat oznacˇ´ıme m. Stabilita parametru θ je popsa´na takzvanou podmı´nkou
nekontaminovanosti
θ1 = . . . = θm.
Proble´m zmeˇny modelu prˇejde tedy na u´lohu testova´n´ı nulove´ hypote´zy
H0 : θi = θ0, 1 ≤ i <∞, (1.5)
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proti alternativeˇ, zˇe se model v neˇjake´m bodeˇ m+ k∗ zmeˇn´ı
H1 : existuje k∗ ≥ 1 takove´, zˇe
θi = θ0, 1 ≤ i < m+ k∗, θi = θ∗, m+ k∗ ≤ i <∞, θ0 6= θ∗.
Hodnoty θ0,θ∗ a k∗ jsou nezna´me´. Pro odhadnut´ı θ0 pouzˇijeme tre´ninkova´ data. Hod-
nota k∗ = 1 znamena´ zmeˇnu ihned po konci tre´ninkove´ho obdob´ı.
Cˇas zastaven´ı nyn´ı take´ za´vis´ı na de´lce historicke´ho obdob´ı, cozˇ zd˚urazn´ıme za´pisem
τ = τ(m). Proto take´ pozˇadavky (1.3) a (1.4) za´visej´ı na m, budeme je tedy uvazˇovat
ve tvaru
lim
m→∞P (τ(m) <∞|H0) ≤ α, (1.6)
lim
m→∞P (τ(m) <∞|H1) = 1. (1.7)
Cˇas zastaven´ı definujeme jako
τ(m) = inf{k : |Q(m, k)|/g(m, k) ≥ cm(α)} (1.8)
s obvyklou u´mluvou, zˇe inf{∅} =∞. Cˇleny uzˇite´ v (1.8) jsou:
Q(m, k) – testova´ statistika vyhodnocena´ v cˇase m + k s vyuzˇit´ım vsˇech dostupny´ch
pozorova´n´ı, tj. Q(m, k) = Q(m, k, Y1, . . . , Ym+k). Veˇtsˇinou se jedna´ o ab-
solutn´ı hodnotu neˇjake´ kumulativn´ı sumy (CUSUM), ktera´ konverguje
v pravdeˇpodobnosti do nekonecˇna prˇi k → ∞. Z tohoto d˚uvodu mus´ı by´t
standardizova´na.
g(m, k) – vhodna´ funkce rostouc´ı v k, a to takovy´m zp˚usobem, zˇe pomeˇr
|Q(m, k)|/g(m, k) je omezeny´ v pravdeˇpodobnosti prˇi nulove´ hypote´ze,
avsˇak jde do nekonecˇna za platnosti alternativy. Tato funkce se nazy´va´
hranicˇn´ı funkce.
cm(α) – kriticka´ hodnota urcˇena tak, aby byly splneˇny pozˇadavky (1.6) a (1.7).
Veˇtsˇinou mus´ı by´t z´ıska´na ze simulac´ı. Tyto simulace mohou by´t provedeny
pro pevne´ m, nebo mohou by´t zalozˇeny na limitn´ım rozdeˇlen´ı statistiky
Q(m, k) za platnosti nulove´ hypote´zy prˇi m→∞. Takovy´m hodnota´m pak
rˇ´ıka´me asymptoticke´ kriticke´ hodnoty a znacˇ´ıme je c(α).
Test hypote´zy (1.5) s rozhodovac´ım pravidlem zalozˇeny´m na (1.8) mu˚zˇeme tedy
shrnout:
• Zamı´ta´me nulovou hypote´zu a zastavujeme pozorova´n´ı, jakmile pro neˇjake´ k
pomeˇr |Q(m, k)|/g(m, k) prˇekrocˇ´ı kritickou hodnotu cm(α).
• Jinak pokracˇujeme v pozorova´n´ı.
Z pr˚ubeˇhu testova´n´ı je zrˇejme´, zˇe nemu˚zˇeme nikdy nulovou hypote´zu prˇijmout, jak
je beˇzˇne´ v jiny´ch sekvencˇn´ıch testech (prˇ´ıpadneˇ ji nezamı´tnout, jak zna´me z klasicke´
statistiky), cozˇ je zrˇejmeˇ da´no charakterem testu. Nen´ı to vsˇak na za´vadu, nebot’ data
jsou cˇasto sb´ıra´na zcela automaticky, a tud´ızˇ s minima´ln´ımi na´klady. Jako prˇ´ıklad
mohou poslouzˇit meteorologicke´ cˇi seismicke´ stanice.
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Kapitola 2
Zmeˇna rozptylu
2.1 Prˇedpoklady
Dosud publikovane´ cˇla´nky se zameˇrˇovaly na zkouma´n´ı zmeˇny v parametru polohy
nebo regrese. My budeme zkoumat mozˇne´ zmeˇny v meˇrˇ´ıtku. Prˇedpokla´da´me, zˇe nasˇe
pozorova´n´ı vyhovuj´ı modelu:
Yi = µ+ σi ei, 1 ≤ i <∞, (2.1)
kde {Yi, 1 ≤ i < ∞} jsou pozorovana´ data, µ je nezna´my´ parametr polohy, {ei, 1 ≤
i < ∞} jsou na´hodne´ chyby a {σi, 1 ≤ i < ∞} konstanty urcˇuj´ıc´ı rozptyl velicˇin
{Yi, 1 ≤ i <∞}. Nasˇ´ım u´kolem je sekvencˇneˇ monitorovat zmeˇnu v rozptylu pozorova´n´ı,
tj. zmeˇnu v σi.
Pro na´hodne´ chyby prˇedpokla´da´me:
(A) {ei, 1 ≤ i <∞} jsou neza´visle´ stejneˇ rozdeˇlene´,
(B) E ei = 0, 1 ≤ i <∞,
(C) var ei = 1, 1 ≤ i <∞,
(D) var e2i = η
2 <∞, 1 ≤ i <∞,
(E) E |ei|4+δ <∞ pro neˇjake´ δ > 0, 1 ≤ i <∞.
Da´le prˇedpokla´da´me stabilitu v historicke´m obdob´ı de´lky m, tj. platnost
σ21 = · · · = σ2m = σ20,
kde σ20 je nezna´me´.
Chceme testovat nulovou hypote´zu, zˇe nedocha´z´ı ke zmeˇneˇ v meˇrˇ´ıtku
H0 : σ2i = σ
2
0, 1 ≤ i <∞ (2.2)
proti alternativeˇ, zˇe se model v neˇjake´m bodeˇ m+ k∗ zmeˇn´ı
H1 : existuje k∗ ≥ 1 takove´, zˇe
σ2i = σ
2
0, 1 ≤ i < m+ k∗, σ2i = σ2∗, m+ k∗ ≤ i <∞, σ20 6= σ2∗.
(2.3)
Hodnoty k∗ a σ2∗ jsou stejneˇ jako σ20 nezna´me´.
Odvod´ıme dveˇ testovac´ı procedury, prˇicˇemzˇ obeˇ vycha´zej´ı z (1.8).
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2.2 Procedura I
2.2.1 Testova´ statistika I
Detektor oznacˇ´ıme QI(m, k) a definujeme ho jako
QI(m, k) =
1
ηˆm
{
m+k∑
i=m+1
(Yi − Y¯m)2 − k
m
m∑
i=1
(Yi − Y¯m)2
}
,
kde Y¯m = 1m
∑m
i=1 Yi je pr˚umeˇrne´ pozorova´n´ı v historicke´m obdob´ı a
ηˆ2m =
1
m
m∑
i=1
(Yi − Y¯m)4 −
[
1
m
m∑
i=1
(Yi − Y¯m)2
]2
je za platnosti nulove´ hypote´zy odhadem var (Yi − EYi)2 = η2 σ40 pro 1 ≤ i <∞.
Hranicˇn´ı funkce g(m, k) bude jesˇteˇ za´viset na konstanteˇ γ, proto budeme psa´t
explicitneˇ g(m, k, γ). Funkci definujeme jako
g(m, k, γ) =
√
m
(
m+ k
m
)(
k
m+ k
)γ
, k = 1, 2, . . . . (2.4)
Tato funkce byla poprve´ pouzˇita v [5] a od te´ doby je jizˇ proveˇrˇena rˇadou aplikac´ı. Rˇada
cˇla´nk˚u veˇnovany´ch sekvencˇn´ımu testova´n´ı zmeˇny modelu pouzˇ´ıva´ pra´veˇ tuto hranicˇn´ı
funkci. Vy´hodou je take´ jej´ı jednoduchy´ tvar. Nav´ıc parametr γ na´m umozˇnˇuje nastavit
proceduru dle ocˇeka´vane´ho bodu zmeˇny. Jak uvid´ıme pozdeˇji, mu˚zˇeme tento parametr
volit v rozsahu [0, 1/2).
0 500 1000 1500 2000 2500
50
15
0
25
0
k
g
2,2365*g(500;k;0)
2,3860*g(500;k;0,25)
2,7992*g(500;k;0,45)
0 50 100 150 200
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10
20
30
40
50
60
k
g
2,2365*g(500;k;0)
2,3860*g(500;k;0,25)
2,7992*g(500;k;0,45)
Obra´zek 2.1: Grafy funkc´ı g(500, k, γ) pro γ = 0, 0,25 a 0,45 na´sobene´ prˇ´ıslusˇnou
asymptotickou kritickou hodnotou.
Pro trˇi r˚uzne´ hodnoty γ (γ = 0, 0,25 a 0,45) je tato funkce nakreslena na obra´zku
2.1, kde bylo pouzˇitom = 500. Funkce je vzˇdy jesˇteˇ na´sobena prˇ´ıslusˇnou asymptotickou
kritickou hodnotou. Pro male´ k (viz graf vpravo) naby´va´ funkce g veˇtsˇ´ıch hodnot pro
γ male´ (naprˇ. 0). Naopak pro veˇtsˇ´ı hodnoty k (graf vlevo) je situace obra´cena´ a g
naby´va´ veˇtsˇ´ıch hodnot pro γ bl´ızke´ 1/2. Proto, pokud ocˇeka´va´me zmeˇnu kra´tce po
konci tre´ninkove´ho obdob´ı, je vhodne´ volit γ bl´ızke´ 1/2, naopak prˇi ocˇeka´va´n´ı pozdn´ı
zmeˇny vol´ıme γ = 0.
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2.2.2 Asymptoticke´ chova´n´ı testove´ statistiky I
Asymptoticke´ chovan´ı testove´ statistiky za platnosti nulove´ hypote´zy, respektive
za platnosti alternativy, je popsa´no na´sleduj´ıc´ımi dveˇma veˇtami.
Veˇta 1. Necht’ Y1, Y2, . . . splnˇuj´ı model (2.1), necht’ prˇedpoklady (A) – (E) jsou splneˇny
a necht’ γ ∈ [0, 1/2). Potom, za platnosti nulove´ hypote´zy (2.2), plat´ı
lim
m→∞P
(
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
≤ c
)
= P
(
sup
0≤t≤1
|W (t)|
tγ
≤ c
)
pro vsˇechny c > 0, kde {W (t), t ∈ [0, 1]} je Wiener˚uv proces.
Veˇta 2. Necht’ Y1, Y2, . . . splnˇuj´ı model (2.1), necht’ prˇedpoklady (A) –(E) jsou splneˇny
a necht’ γ ∈ [0, 1/2). Potom, za platnosti alternativn´ı hypote´zy (2.3), plat´ı
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
P−→∞, m→∞.
Du˚kazy obou veˇt jsou uvedeny v sekci 2.4.1.
Veˇta 1 rˇ´ıka´, zˇe za platnosti nulove´ hypote´zy je limitn´ı rozdeˇlen´ı (limitn´ı vzhledem
k de´lce historicke´ho obdob´ı) testove´ statistiky
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
funkciona´lem Wienerova procesu. Ten take´ urcˇuje mozˇny´ rozsah parametru γ, nebot’
pro γ ≥ 1/2 by na´hodny´ proces W (t)/tγ konvergoval do nekonecˇna prˇi t → 0+
s pravdeˇpodobnost´ı 1. Limitn´ı rozdeˇlen´ı mu˚zˇe by´t pouzˇito k aproximaci kriticky´ch
hodnot cm(α, γ), tj hodnot, pro ktere´ plat´ı
P
(
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
≥ cm(α, γ)
)
= α.
Na za´kladeˇ veˇty 1 tedy tyto hodnoty aproximujeme pomoc´ı c(α, γ), ktere´ splnˇuj´ı
P
(
sup
0≤t≤1
|W (t)|
tγ
≥ c(α, γ)
)
= α.
Avsˇak prˇesny´ tvar rozdeˇlen´ı tohoto funkciona´lu je zna´m pouze pro γ = 0. Pro γ > 0
mus´ıme pouzˇ´ıt simulac´ı, proto jsou dalˇs´ı podrobnosti uvedeny v kapitole 3 veˇnovane´
simulac´ım (str. 29).
Veˇta 2 zarucˇuje, zˇe skutecˇna´ zmeˇna bude detekova´na s pravdeˇpodobnost´ı jdouc´ı
k 1 prˇi m→∞.
2.3 Procedura II
2.3.1 Testova´ statistika II
Oproti detektoru QI , kde jsme vyuzˇ´ıvali odhad rozptylu ze stabiln´ıho historicke´ho
obdob´ı, pouzˇijeme nyn´ı vesˇkerou informaci dostupnou v cˇase m + k, tj. detektor QII
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bude vyuzˇ´ıvat rekurzivn´ı odhad rozptylu. QII je definova´n vztahem
QII(m, k) =
m+k∑
i=m+1
1
ηˆm,i
(Yi − Y¯i−1)2 − 1i− 1
i−1∑
j=1
(Yj − Y¯i−1)2
 ,
kde
ηˆ2m,i =
1
i− 1
i−1∑
j=1
(Yj − Y¯i−1)4 −
[
1
i− 1
i−1∑
j=1
(Yj − Y¯i−1)2
]2
, i = m+ 1,m+ 2, . . . .
Hranicˇn´ı funkci budeme uvazˇovat ve tvaru
g(m, k) = m1/2h(k/m), (2.5)
prˇicˇemzˇ o funkci h prˇedpokla´da´me:
(i) lim
t→0
tγ
h(t)
= 0 pro neˇjake´ 0 ≤ γ < 1
2
,
(ii) lim sup
t→∞
(t log log t)1/2
h(t)
<∞,
(iii) h(t) je spojita´ a kladna´ na (0,∞).
Tyto prˇedpoklady splnˇuje naprˇ´ıklad funkce ha(t) = [(t + 1)(a2 + log(t + 1))]1/2, ktera´
prˇedstavuje velmi vhodnou volbu, jak bude uvedeno n´ızˇe.
2.3.2 Asymptoticke´ chova´n´ı testove´ statistiky II
Na´sleduj´ıc´ı dveˇ veˇty popisuj´ı chova´n´ı testove´ statistiky zalozˇene´ na QII za platnosti
nulove´ hypote´zy, resp. za platnosti alternativy.
Veˇta 3. Necht’ Y1, Y2, . . . splnˇuj´ı model (2.1), necht’ prˇedpoklady (A) – (E) jsou splneˇny
a necht’ funkce h splnˇuje (i)–(iii). Potom, za platnosti nulove´ hypote´zy (2.2), plat´ı
lim
m→∞P
(
sup
1≤k<∞
|QII(m, k)|
m1/2h(k/m)
≤ 1
)
= P
(
sup
0≤t<∞
|W (t)|
h(t)
≤ 1
)
,
kde {W (t), 0 ≤ t <∞} je Wiener˚uv proces.
Veˇta 4. Necht’ Y1, Y2, . . . splnˇuj´ı model (2.1), necht’ prˇedpoklady (A) –(E) jsou splneˇny
a necht’ funkce h splnˇuje (i)–(iii) a nav´ıc pro ni plat´ı
m+ k∗
m1/2h
(
m+k∗
m
) →∞, m→∞.
Potom, za platnosti alternativn´ı hypote´zy (2.3), plat´ı
sup
1≤k<∞
|QII(m, k)|
m1/2h(k/m)
P−→∞, m→∞.
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Du˚kazy jsou uvedeny v sekci 2.4.2.
Veˇta 3 na´m opeˇt umozˇnˇuje limitneˇ aproximovat rozdeˇlen´ı testove´ statistiky pomoc´ı
funkciona´lu Wienerova procesu. Bohuzˇel je zna´mo velmi ma´lo explicitn´ıch vyja´drˇen´ı
rozdeˇlen´ı
sup
0≤t<∞
|W (t)|
h(t)
,
a to i pro vhodneˇ zvolene´ funkce h. Avsˇak jak je uvedeno v [2], pro funkci ha(t) =
[(t+ 1)(a2 + log(t+ 1))]1/2 plat´ı
P
(
sup
0≤t<∞
|W (t)|
ha(t)
≤ 1
)
= 1− exp(−a2/2).
V praxi mu˚zˇeme tedy pouzˇ´ıt funkci ha(t) s parametrem a urcˇeny´m tak, aby platilo
exp(−a2/2) = α, (2.6)
kde α je pravdeˇpodobnost falesˇne´ho alarmu. Na obra´zku 2.2 jsou zobrazeny grafy funkc´ı
ha(t), kde a se spocˇetlo dle vzorce (2.6) tak, aby odpov´ıdalo 5% i 10% hladineˇ.
Veˇta 4 opeˇt za platnosti alternativn´ı hypote´zy zarucˇuje odhalen´ı zmeˇny
s pravdeˇpodobnost´ı jdouc´ı k 1.
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Obra´zek 2.2: Funkce ha(t) pro a odpov´ıdaj´ıc´ı 5% je zobrazena cˇerveneˇ, pro 10%
je modrˇe. Cˇerneˇ je zobrazena funkce (a25(t+ 1))
1/2, kde a5 odpov´ıda´ 5%.
2.4 Du˚kazy veˇt
2.4.1 Du˚kaz veˇt 1 a 2
Du˚kaz veˇty 1 bude rozlozˇen do neˇkolika lemmat. Pokud nebude uvedeno jinak, jsou
vsˇechny konvergence mysˇleny pro m→∞.
V na´sleduj´ıc´ım lemmatu uka´zˇeme konzistenci odhadu ηˆ2m.
Lemma 1. Pokud jsou splneˇny prˇedpoklady veˇty 1, plat´ı
ηˆ2m
P−→ η2 σ40.
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D˚ukaz. Vzhledem k podmı´nce stability v historicke´m obdob´ı mu˚zˇeme psa´t Yi = µ +
σ0 ei, 1 ≤ i ≤ m a tedy i Y¯m = µ+ σ0 e¯m. Proto
ηˆ2m =
1
m
m∑
i=1
(Yi−Y¯m)4−
[
1
m
m∑
i=1
(Yi − Y¯m)2
]2
=
σ40
m
m∑
i=1
(ei−e¯m)4−σ40
[
1
m
m∑
i=1
(ei − e¯m)2
]2
.
Budeme vysˇetrˇovat oba cˇleny zvla´sˇt’ (bez konstanty σ40). Pro prvn´ı ma´me
1
m
m∑
i=1
(ei− e¯m)4 = 1
m
m∑
i=1
e4i −4 e¯m
1
m
m∑
i=1
e3i +6 e¯
2
m
1
m
m∑
i=1
e2i −4 e¯3m
1
m
m∑
i=1
ei+ e¯4m
P→ E e41,
nebot’ ze za´kona velky´ch cˇ´ısel (veˇta IV) v´ıme, zˇe e¯m
P→ E e1 = 0, tud´ızˇ
stejna´ konvergence plat´ı i pro mocniny e¯m. Protozˇe nav´ıc plat´ı E e41 < ∞, je
1
m
∑m
i=1 e
l
i ∈ OP(1), l = 1, 2, 3.
Podobneˇ pro druhy´ cˇlen ma´me ze stejny´ch d˚uvod˚u[
1
m
m∑
i=1
(ei − e¯m)2
]2
=
[
1
m
m∑
i=1
e2i − 2 e¯m
1
m
m∑
i=1
ei + e¯2m
]2
P→ [E e21]2 .
Celkoveˇ tedy dosta´va´me
ηˆ2m
P→ σ40
[
E e41 − (E e21)2
]
= σ40 var e
2
1 = σ
4
0 η
2,
cozˇ jsme meˇli doka´zat.
Na´sleduj´ıc´ı lemma ukazuje vztah nasˇeho detektoru k chybovy´m cˇlen˚um modelu.
Lemma 2. Pokud jsou splneˇny prˇedpoklady veˇty 1, plat´ı
sup
1≤k<∞
∣∣∣∑m+ki=m+1(Yi − Y¯m)2 − km∑mi=1(Yi − Y¯m)2 − [σ20∑m+ki=m+1 e2i − σ20 km∑mi=1 e2i ]∣∣∣
√
m
(
1 + km
) (
k
m+k
)γ P−→ 0
D˚ukaz. Nejprve se budeme snazˇit zjednodusˇit cˇitatele. Vzhledem ke stabiliteˇ v histo-
ricke´m obdob´ı a platnosti nulove´ hypote´zy dosta´va´me{
m+k∑
i=m+1
(Yi − Y¯m)2 − k
m
m∑
i=1
(Yi − Y¯m)2 −
[
σ20
m+k∑
i=m+1
e2i − σ20
k
m
m∑
i=1
e2i
]}
=
=
{
σ20
m+k∑
i=m+1
(ei − e¯m)2 − k
m
σ20
m∑
i=1
(ei − e¯m)2 −
[
σ20
m+k∑
i=m+1
e2i − σ20
k
m
m∑
i=1
e2i
]}
=
= σ20
{
m+k∑
i=m+1
(e2i − 2eie¯m + e¯2m)−
k
m
m∑
i=1
(e2i − 2eie¯m + e¯2m)−
m+k∑
i=m+1
e2i +
k
m
m∑
i=1
e2i
}
=
= 2σ20 e¯m
{
k
m
m∑
i=1
ei −
m+k∑
i=m+1
ei
}
.
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Z Marcinkiewiczova-Zykmundova za´kona velky´ch cˇ´ısel (veˇta V) v´ıme, zˇe plat´ı
1
m1/2+δ
m∑
i=1
ei
s.j.−→ 0,
pro neˇjake´ δ > 0, tud´ızˇ jisteˇ
m∑
i=1
ei = oP (m1/2+δ).
Protozˇe plat´ı
sup
1≤k<∞
|e¯m km
∑m
i=1 ei − e¯m
∑m+k
i=m+1 ei|
g(m, k, γ)
≤
≤ sup
1≤k<∞
|e¯m km
∑m
i=1 ei|
g(m, k, γ)
+ sup
1≤k<∞
|e¯m
∑m+k
i=m+1 ei|
g(m, k, γ)
, (2.7)
mu˚zˇeme vysˇetrˇovat konvergenci obou cˇlen˚u oddeˇleneˇ. Nav´ıc jesˇteˇ rozdeˇl´ıme hodnoty k,
prˇes ktere´ bereme supremum, na k ≤ m a k ≥ m.
Zacˇneme s k ≤ m. Hranicˇn´ı funkci mu˚zˇeme odhadnout jako
g(m, k, γ) =
√
m
(
1 +
k
m
)(
k
m+ k
)γ
= m−1/2(m+ k)1−γkγ > m1/2−γkγ
Pro prvn´ı supremum v (2.7) ma´me
oP (m1/2+δ)oP (m1/2+δ) max
1≤k≤m
k
m
mg(m, k, γ)
= oP (m1+2δ) max
1≤k≤m
k
m
m3/2−γkγ
=
=
oP (m1+2δ)
m3/2−γ
P→ 0,
kde jsme polozˇili 2δ := 1/2−γ. Protozˇe γ ∈ [0, 1/2), v´ıme, zˇe δ ∈ (0, 1/4]. To opravnˇuje
pouzˇit´ı takto definovane´ho δ v Marcinkiewiczoveˇ-Zykmundoveˇ za´koneˇ velky´ch cˇ´ısel.
Nyn´ı se zameˇrˇ´ıme na druhy´ cˇlen (2.7). S vyuzˇit´ım Ha´jkovy-Re´nyiovy nerovnosti (veˇta
VI) ma´me
P
(
max
1≤k≤m
|∑m+ki=m+1 ei|
g(m, k, γ)
≥ A
)
≤ P
(
max
1≤k≤m
|∑m+ki=m+1 ei|
m1/2−γkγ
≥ A
)
=
= P
(
max
1≤k≤m
|∑m+ki=m+1 ei|
kγ
≥ Am1/2−γ
)
≤
(
Am1/2−γ
)−2 m+m∑
i=m+1
Ee2i
i2γ
=
= A−2m2γ−1
2m∑
i=m+1
1
i2γ
= A−2m2γ−1O(m1−2γ) ∼ A−2,
kde ∼ znacˇ´ı asymptoticke´ chova´n´ı, tj. an ∼ bn ⇔ an = O(bn) & bn = O(an). Protozˇe A
mu˚zˇeme volit libovolneˇ velike´, je tato cˇa´st omezena v pravdeˇpodobnosti. V prˇedchoz´ım
odvozen´ı jsme vyuzˇili
2m∑
i=m+1
i−2γ ∼
∫ 2m
z=m+1
z−2γdz =
[
z1−2γ
1− 2γ
]2m
m+1
= O(m1−2γ).
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Protozˇe e¯m = oP (1) plat´ı
max
1≤k≤m
|e¯m
∑m+k
i=m+1 ei|
g(m, k, γ)
P→ 0.
Nyn´ı uvazˇujeme k ≥ m.
Hranicˇn´ı funkci mu˚zˇeme odhadnout jako
g(m, k, γ) =
√
m
(
1 +
k
m
)(
k
m+ k
)γ
= m−1/2(m+ k)1−γkγ > m−1/2k.
Prvn´ı cˇlen (2.7) prˇejde na
oP (m1+2δ) sup
k≥m
k
m
mg(m, k, γ)
= oP (m1+2δ) sup
k≥m
k
m
m1/2k
=
oP (m1+2δ)
m3/2
P→ 0,
nebot’ 1 + 2δ = 3/2− γ ≤ 3/2.
Pro druhy´ cˇlen opeˇt vyuzˇijeme Ha´jkovu-Re´nyiovu nerovnost
P
(
max
m≤k≤n
|∑m+ki=m+1 ei|
g(m, k, γ)
≥ A
)
≤ P
(
max
m≤k≤n
|∑m+ki=m+1 ei|
m−1/2k
≥ A
)
≤
≤
(
Am−1/2
)−2 m+n∑
i=m+1
1
i2
= A−2mO(m−1) ∼ A−2,
a to stejnomeˇrneˇ v n. Pro odhad
∑m+n
i=m+1 i
−2 se postupovalo obdobneˇ jako v prˇedchoz´ım
prˇ´ıpadeˇ. Protozˇe plat´ı e¯m = oP (1), dosta´va´me
sup
k≥m
|e¯m
∑m+k
i=m+1 ei|
g(m, k, γ)
P→ 0.
Uka´zali jsme tedy, zˇe obeˇ suprema na prave´ straneˇ (2.7) konverguj´ı k 0 dle
pravdeˇpodobnosti prˇi m→∞, cˇ´ımzˇ je lemma doka´za´no.
V tomto lemmatu uka´zˇeme mozˇnost aproximace chybovy´ch cˇlen˚u pomoc´ı funk-
ciona´lu Wienerova procesu.
Lemma 3. Necht’ jsou splneˇny prˇedpoklady veˇty 1. Potom pro kazˇde´ m existuj´ı dva
neza´visle´ Wienerovy procesy {W1,m(t), 0 ≤ t <∞} a {W2,m(t), 0 ≤ t <∞} takove´, zˇe
plat´ı
sup
1≤k<∞
∣∣∣∑m+ki=m+1 εi − km∑mi=1 εi − η (W1,m(k)− kmW2,m(m))∣∣∣
√
m
(
1 + km
) (
k
m+k
)γ P−→ 0,
kde εi = e2i − E e2i = e2i − 1 a η2 = var εi = var e2i .
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D˚ukaz. Protozˇe ei, 1 ≤ i < ∞, jsou neza´visle´ stejneˇ rozdeˇlene´ na´hodne´ velicˇiny, plat´ı
to jiste´ i pro εi, 1 ≤ i <∞. Z definice εi je zrˇejme´, zˇe plat´ı
E εi = 0, var εi = var e2i = η
2.
Protozˇe prˇedpokla´da´me, zˇe E |ei|4+δ <∞ pro neˇjake´ δ > 0, pak existuje ν > 2 takove´,
zˇe E |εi|ν <∞.
Z neza´vislosti εi vyply´va´, zˇe pro libovolne´ m jsou sumy
∑m
i=1 εi a
∑m+k
i=m+1 εi neza´visle´
pro vsˇechny 1 ≤ k <∞.
Z Komlo´s-Major-Tusna´dyovy aproximace (d˚usledek II, veˇta III) v´ıme, zˇe pro kazˇde´
m existuj´ı dva neza´visle´ Wienerovy procesy {W1,m(t), 0 ≤ t < ∞} a {W2,m(t), 0 ≤
t <∞} takove´, zˇe
sup
1≤k<∞
∣∣∣∑m+ki=m+1 εi − ηW1,m(k)∣∣∣
k1/ν
= Op(1) (m→∞), (2.8)
m∑
i=1
εi − ηW2,m(m) = op(m1/ν). (2.9)
Tedy
sup
1≤k<∞
∣∣∣∑m+ki=m+1 εi − km∑mi=1 εi − η (W1,m(k)− kmW2,m(m))∣∣∣
√
m
(
1 + km
) (
k
m+k
)γ =
= Op(1) sup
1≤k<∞
k1/ν + kmm
1/ν
m1/2
(
1 + km
) (
k
m+k
)γ .
Pro k ≤ m, ma´me 0 ≤ k/m ≤ 1 a protozˇe γ < 1/2 a ν > 2, dosta´va´me
max
1≤k≤m
k1/ν + kmm
1/ν
m1/2
(
1 + km
) (
k
m+k
)γ = max
1≤k≤m
mγ
(
1 + km
)γ (
k1/ν + kmm
1/ν
)
m1/2
(
1 + km
)
kγ
≤
≤ max
1≤k≤m
mγ2γ
(
k1/ν + kmm
1/ν
)
m1/2kγ
,
kde jsme odhadli
(
1 + km
)
shora v cˇitateli a zdola ve jmenovateli.
Po dalˇs´ı u´praveˇ dosta´va´me
max
1≤k≤m
2γ
(
mγ−1/2k1/ν−γ +m1/ν−1/2
(
k
m
)1−γ)
≤ 2γ
(
mγ−1/2 max
1≤k≤m
k1/ν−γ +m1/ν−1/2
)
=
= 2γ
(
O(m1/ν−1/2) +O(m1/γ−1/2)
)
= o(1),
nebot’ posledn´ı maximum mu˚zˇe by´t v za´vislosti na hodnoteˇ exponentu 1/ν − γ odhad-
nuto bud’ 1 (pro za´porny´ exponent), cˇi m1/ν−γ pro kladny´.
Pro k ≥ m je 0 ≤ m/k ≤ 1 a podobny´mi u´pravami doka´zˇeme, zˇe
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sup
m≤k<∞
k1/ν + kmm
1/ν
m1/2
(
1 + km
) (
k
m+k
)γ = sup
m≤k<∞
(
m+k
k
)γ (
k1/ν + kmm
1/ν
)
m1/2 km
(
1 + mk
) =
= sup
m≤k<∞
2γm1/2
(
k1/ν + kmm
1/ν
)
k
≤ sup
m≤k<∞
2γ
(
m1/2k1/ν−1 +m1/ν−1/2
)
=
= 2γO(m1/ν−1/2) = o(1).
Spojen´ım obou prˇedchoz´ıch vy´sledk˚u je lemma doka´za´no.
V na´sleduj´ıc´ım lemmatu vysˇetrˇ´ıme konvergenci funkciona´lu Wienerova procesu
z lemmatu prˇedchoz´ıho.
Lemma 4. Necht’ {W1,m(t), 0 ≤ t < ∞} a {W2,m(t), 0 ≤ t < ∞} jsou neza´visle´
Wienerovy procesy a necht’ {W (t), 0 ≤ t < ∞} take´ oznacˇuje Wiener˚uv proces. Pak
plat´ı
sup
1≤k<∞
∣∣W1,m(k)− kmW2,m(m)∣∣√
m
(
1 + km
) (
k
m+k
)γ D−→ sup
0≤t≤1
|W (t)|
tγ
.
D˚ukaz. Du˚kaz lze nale´zt v [5], avsˇak pro kontinuitu vy´kladu ho uva´d´ıme i zde. V d˚ukazu
se vyuzˇ´ıvaj´ı vlastnosti Wienerova procesu, ktere´ se daj´ı nale´zt naprˇ´ıklad v [9], kapitola 7.
Rozdeˇlen´ı proces˚u {W1,m(t)} a {W2,m(t)} neza´vis´ı na m, a tak mu˚zˇeme psa´t
sup
1≤k<∞
∣∣W1,m(k)− kmW2,m(m)∣∣
g(m, k, γ)
D= sup
1≤k<∞
∣∣W1(k)− kmW2(m)∣∣
g(m, k, γ)
,
kde {W1(t), 0 ≤ t <∞} a {W2(t), 0 ≤ t <∞} jsou dva neza´visle´ Wienerovy procesy.
Supremum bude vysˇetrˇova´no rozd´ılny´m zp˚usobem pro k ≤ mT a k > mT , kde T je
kladna´ konstanta.
Pro k ≤ mT mu˚zˇeme vyuzˇ´ıt spojitost procesu (W1(t) − tW2(1))/tγ na libovolne´m
intervalu [0, T ] a transformac´ı argument˚u dostaneme
max
1≤k≤mT
∣∣W1(k)− kmW2(m)∣∣√
m
(
1 + km
) (
k
m+k
)γ D= max
1≤k≤mT
∣∣W1 ( km)− kmW2(1)∣∣(
1 + km
) (
k
m+k
)γ s.j.−→ sup
0<t≤T
W1(t)− tW2(1)
(1 + t)
(
t
1+t
)γ
prˇi m→∞.
Pro k > mT budeme procesy |W1(k)|/g(m, k, γ) a km |W2(m)|/g(m, k, γ) vysˇetrˇovat
oddeˇleneˇ. Pro prvn´ı ma´me po transformaci argumentu Wienerova procesu
sup
mT≤k<∞
|W1(k)|
m1/2
(
1 + km
) (
k
m+k
)γ D= sup
mT≤k<∞
∣∣W1 ( km)∣∣(
1 + km
) (
k
m+k
)γ ≤ sup
T≤t<∞
|W1(t)|
(1 + t)
(
t
1+t
)γ .
Za´kon iterovane´ho logaritmu (veˇta VIII) da´va´ pro libovolne´ A > 0
lim
T→∞
P
 sup
T≤t<∞
|W1(t)|
(1 + t)
(
t
1+t
)γ > A
 = 0.
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Pro druhy´ proces ma´me opeˇt
sup
mT≤k<∞
∣∣ k
mW2(m)
∣∣
m1/2
(
1 + km
) (
k
m+k
)γ D= sup
mT≤k<∞
∣∣ k
mW2(1)
∣∣(
1 + km
) (
k
m+k
)γ
a prˇi T jdouc´ım do nekonecˇna plat´ı
sup
mT≤k<∞
∣∣∣∣∣∣
k
mW2(1)(
1 + km
) (
k
m+k
)γ −W2(1)
∣∣∣∣∣∣ ≤ supT≤t<∞
∣∣∣∣∣∣ tW2(1)(1 + t)( t1+t)γ −W2(1)
∣∣∣∣∣∣→ 0 s.j.,
nebot’ jisteˇ
sup
mT≤k<∞
∣∣∣∣∣∣
k
m(
1 + km
) (
k
m+k
)γ − 1
∣∣∣∣∣∣ ≤ supT≤t<∞
∣∣∣∣∣∣ t(1 + t)( t1+t)γ − 1
∣∣∣∣∣∣→ 0, T →∞.
Pokud opeˇt oba procesy spoj´ıme, dostaneme pro libovolne´ A > 0
lim
T→∞
lim sup
m→∞
P
∣∣∣∣∣∣ supmT≤k<∞
∣∣W1 ( km)− kmW2(1)∣∣(
1 + km
) (
k
m+k
)γ −W2(1)
∣∣∣∣∣∣ > A
 = 0
a ze za´kona iterovane´ho logaritmu ma´me
lim
T→∞
P
∣∣∣∣∣∣ supT≤t<∞ |W1(t)− tW2(1)|(1 + t)( t1+t)γ −W2(1)
∣∣∣∣∣∣ > A
 = 0.
Celkoveˇ tedy mu˚zˇeme psa´t
sup
1≤k<∞
∣∣W1,m(k)− kmW2,m(m)∣∣
g(m, k)
D−→ sup
0≤t<∞
|W1(t)− tW2(1)|
(1 + t)
(
t
1+t
)γ .
Vy´pocˇtem autokovariancˇn´ı funkce oveˇrˇ´ıme platnost na´sleduj´ıc´ıho vztahu
{W1(t)− tW2(1), 0 ≤ t <∞} D=
{
(1 + t)W
(
t
1 + t
)
, 0 ≤ t <∞
}
,
kde {W (t), 0 ≤ t <∞} je Wiener˚uv proces. V d˚usledku neza´vislosti proces˚u ma´me
cov [W1(t)− tW2(1),W1(s)− sW2(1)] = min(s, t) + st
a kovariance procesu na prave´ straneˇ je rovna
(1 + t)(1 + s)min
(
s
1 + s
,
t
1 + t
)
= min(s, t) + st.
Uzˇit´ım prˇedchoz´ıho vy´sledku dosta´va´me
sup
0≤t<∞
|W1(t)− tW2(1)|
(1 + t)
(
t
1+t
)γ D= sup
0≤t<∞
∣∣∣W ( t1+t)∣∣∣(
t
1+t
)γ D= sup
0≤t≤1
|W (t)|
tγ
,
cozˇ dokoncˇuje d˚ukaz tohoto lemmatu.
19
S prˇedchoz´ımi vy´sledky nyn´ı mu˚zˇeme snadno doka´zat veˇtu 1.
D˚ukaz veˇty 1. Mu˚zˇeme psa´t
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
=
1
ηˆm
sup
1≤k<∞
∣∣∣∑m+ki=m+1(Yi − Y¯m)2 − km∑mi=1(Yi − Y¯m)2∣∣∣
g(m, k, γ)
1=
1=
1
ηˆm
sup
1≤k<∞
∣∣∣σ20∑m+ki=m+1 e2i − σ20 km∑mi=1 e2i ∣∣∣
g(m, k, γ)
+ oP (1) =
=
σ20
ηˆm
sup
1≤k<∞
∣∣∣∑m+ki=m+1(e2i − 1)− km∑mi=1(e2i − 1)∣∣∣
g(m, k, γ)
+ oP (1) =
=
σ20
ηˆm
sup
1≤k<∞
∣∣∣∑m+ki=m+1 εi − km∑mi=1 εi∣∣∣
g(m, k, γ)
+ oP (1)
2=
2=
σ20η
ηˆm
sup
1≤k<∞
∣∣W1,m(k)− kmW2,m(m)∣∣
g(m, k, γ)
+ oP (1)
D−→ sup
0≤t≤1
|W (t)|
tγ
.
Rovnost 1 vyply´va´ z lemmatu 2, rovnost 2 z lemmatu 3 a posledn´ı konvergence je
d˚usledkem lemmat 4 a 1, dle neˇhozˇ v´ıme, zˇe ηˆ2m
P−→ η2 σ40. T´ımto je doka´za´na veˇta 1.
Nyn´ı uvedeme d˚ukaz veˇty 2.
D˚ukaz veˇty 2. Polozˇ´ıme k˜ = k∗ + max (m, k∗). Rozdeˇl´ıme pozorova´n´ı na cˇa´sti vysky-
tuj´ıc´ı se prˇed, respektive po zmeˇneˇ modelu.
m+k˜−1∑
i=m+1
(Yi − Y¯m)2 − k˜ − 1
m
m∑
i=1
(Yi − Y¯m)2 =
=
m+k∗−1∑
i=m+1
(Yi − Y¯m)2 − k
∗ − 1
m
m∑
i=1
(Yi − Y¯m)2 +
m+k˜−1∑
i=m+k∗
(Yi − Y¯m)2 − k˜ − k
∗
m
m∑
i=1
(Yi − Y¯m)2 =
= A1,m +A2,m,
kde A1,m znacˇ´ı cˇa´st prˇed zmeˇnou rozptylu, tj.
A1,m =
m+k∗−1∑
i=m+1
(Yi − Y¯m)2 − k
∗ − 1
m
m∑
i=1
(Yi − Y¯m)2.
Dle veˇty 1 v´ıme, zˇe A1,m je po vydeˇlen´ı g(m, k∗ − 1, γ) omezeno v pravdeˇpodobnosti.
Budeme tedy vysˇetrˇovat A2,m
m+k˜−1∑
i=m+k∗
(Yi−Y¯m)2− k˜ − k
∗
m
m∑
i=1
(Yi−Y¯m)2 =
m+k˜−1∑
i=m+k∗
(σ∗ei−σ0e¯m)2−σ20
k˜ − k∗
m
m∑
i=1
(ei−e¯m)2 =
=
m+k˜−1∑
i=m+k∗
σ2∗e
2
i − σ20
k˜ − k∗
m
m∑
i=1
e2i − 2σ0e¯m
σ∗ m+k˜−1∑
i=m+k∗
ei − σ0 k˜ − k
∗
m
m∑
i=1
ei
 .
20
Trˇet´ı cˇlen je jakozˇto linea´rn´ı kombinace ei deˇleny´ funkc´ı g(m, k˜ − 1, γ) opeˇt omezen
v pravdeˇpodobnosti. U´pravou prvn´ıch dvou cˇlen˚u dostaneme
σ2∗
m+k˜−1∑
i=m+k∗
e2i − σ20
k˜ − k∗
m
m∑
i=1
e2i =
= σ2∗
m+k˜−1∑
i=m+k∗
(e2i − 1)− σ20
k˜ − k∗
m
m∑
i=1
(e2i − 1) + σ2∗(k˜ − k∗)− σ20(k˜ − k∗).
Protozˇe je
∑m+k˜−1
i=m+k∗(e
2
i − 1) = OP
(
(m+ k˜ − 1)1/2
)
(za´kon velky´ch cˇ´ısel - veˇta IV),
jsou opeˇt prvn´ı dva cˇleny deˇlene´ g(m, k˜−1, γ) omezeny v pravdeˇpodobnosti. Zbyle´ dva
cˇleny uprav´ıme na (k˜ − k∗)(σ2∗ − σ20), a protozˇe
k˜ − k∗
g(m, k˜, γ)
=
max (m, k∗)
√
m
(
1 + k˜m
)(
k˜
m+k˜
)γ ∼ max (m, k∗)√
m
(
m+k˜
m
) ∼ m√
m
max (m, k∗)
m+ k∗ +max (m, k∗)
∼
∼ m√
m
→∞
a σ20 6= σ2∗, je veˇta doka´za´na.
2.4.2 Du˚kaz veˇt 3 a 4
Du˚kaz veˇty 3 opeˇt rozdeˇl´ıme do neˇkolika lemmat. Pokud nebude uvedeno jinak,
jsou vsˇechny konvergence mysˇleny pro m→∞.
Lemma 5. Pokud jsou splneˇny prˇedpoklady veˇty 3, plat´ı prˇi m→∞
ηˆ2m,i → η2 σ40 s.j., pro vsˇechny i = m+ 1,m+ 2, . . . .
D˚ukaz. Nejprve prˇipomeneme definici
ηˆ2m,i =
1
i− 1
i−1∑
j=1
(Yj − Y¯i−1)4 −
[
1
i− 1
i−1∑
j=1
(Yj − Y¯i−1)2
]2
.
Pro zjednodusˇen´ı za´pisu budeme uvazˇovat ηˆ2m,i+1
ηˆ2m,i+1 =
1
i
i∑
j=1
(Yj − Y¯i)4 −
[
1
i
i∑
j=1
(Yj − Y¯i)2
]2
,
cozˇ vzhledem ke stabiliteˇ modelu za platnosti nulove´ hypote´zy mu˚zˇeme prˇepsat jako
σ40
1i
i∑
j=1
(ej − e¯i)4 −
[
1
i
i∑
j=1
(ej − e¯i)2
]2 .
Tento vy´raz je azˇ na za´meˇnu i a m a prˇ´ıslusˇny´ch index˚u totozˇny´ s vy´razem uve-
deny´m v lemmatu 1, o ktere´m bylo doka´za´no, zˇe prˇi m → ∞ konverguje k η2 σ40
v pravdeˇpodobnosti. V d˚ukaze byl vsˇak pouzˇit silny´ za´kon velky´ch cˇ´ısel, a tedy byla
doka´za´na i konvergence s.j. Uvazˇujeme vzˇdy i = m + 1,m + 2, . . ., a proto m → ∞
implikuje i→∞. Tedy dle lemmatu 1 je toto lemma doka´za´no.
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Lemma 6. Necht’ jsou splneˇny prˇedpoklady veˇty 3. Oznacˇme V (m, k) =
∑m+k
i=m+1(εi −
1
i−1
∑i−1
j=1 εj), kde εi = e
2
i − E e2i = e2i − 1 je definova´no jako drˇ´ıve. Pak plat´ı
sup
1≤k<∞
∣∣∣∑m+ki=m+1 [(Yi − Y¯i−1)2 − 1i−1∑i−1j=1(Yj − Y¯i−1)2]− σ20V (m, k)∣∣∣
m1/2h(k/m)
P−→ 0.
D˚ukaz. Nejprve se budeme snazˇit zjednodusˇit cˇitatele. Vzhledem k platnosti nulove´
hypote´zy dosta´va´me
m+k∑
i=m+1
(Yi − Y¯i−1)2 − 1
i− 1
i−1∑
j=1
(Yi − Y¯i−1)2
 =
= σ20
m+k∑
i=m+1
(ei − e¯i−1)2 − 1
i− 1
i−1∑
j=1
(ej − e¯i−1)2
 =
= σ20
m+k∑
i=m+1
(e2i − 1i− 1
i−1∑
j=1
e2j
)
− 2e¯i−1
(
ei − 1
i− 1
i−1∑
j=1
ej
) =
= σ20V (m, k)− 2σ20
m+k∑
i=m+1
e¯i−1(ei − e¯i−1).
Proto stacˇ´ı vysˇetrˇovat
sup
1≤k<∞
∣∣∣∑m+ki=m+1 e¯i−1(ei − e¯i−1)∣∣∣
m1/2h(k/m)
.
Cˇitatele rozdeˇl´ıme na dveˇ cˇa´sti:
∑m+k
i=m+1 e¯
2
i−1 a
∑m+k
i=m+1 eie¯i−1 a budeme se nyn´ı zaby´vat
prvn´ı cˇa´st´ı.
Ze za´kona iterovane´ho logaritmu (veˇta VII) v´ıme, zˇe existuje D > 0 takove´, zˇe
lim sup
i→∞
|∑ij=1 ej |√
i log log i
≤ D s.j.,
tedy
lim sup
i→∞
e¯2i−1
i− 1
log log i− 1 ≤ D
2 s.j.,
a proto
m+k∑
i=m+1
e¯2i−1 =
m+k∑
i=m+1
O
(
log log (i− 1)
i− 1
)
= O
(
log log (m+ k)
m+k∑
i=m+1
1
i− 1
)
∼
∼ log log (m+ k) log
(
1 +
k
m
)
s.j., prˇi m→∞. (2.10)
Pro 1 ≤ k ≤ 3m aproximujeme funkci h dle vlastnosti (i), tedy v´ıme, zˇe plat´ı h(k/m) >
c1(k/m)γ pro neˇjake´ c1 > 0.
Proto
max
1≤k≤3m
∣∣∣∑m+ki=m+1 e¯2i−1∣∣∣
m1/2h(k/m)
∼ max
1≤k≤3m
log log (m+ k) log
(
1 + km
)
m1/2(k/m)γ
→ 0 s.j.
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Pro k ≥ 3m pouzˇijeme vlastnost (ii). Tedy
m1/2h(k/m) ∼ m1/2 [(k/m) log log(k/m)]1/2 = k1/2 [log log(k/m)]1/2 ≥ c2k1/2 ∼ k1/2,
a proto
sup
3m≤k<∞
∣∣∣∑m+ki=m+1 e¯2i−1∣∣∣
m1/2h(k/m)
∼ sup
3m≤k<∞
log log (m+ k) log
(
1 + km
)
k1/2
→ 0 s.j. .
Pro druhou cˇa´st pouzˇijeme Ha´jkovu-Re´nyiovu nerovnost (veˇta VI). Zrˇejmeˇ plat´ı
E [eie¯i−1|e1, . . . , ei−1] = 0, a proto je
∑m+k
i=m+1 eie¯i−1 martingal.
Hranicˇn´ı funkci budeme opeˇt aproximovat v za´vislosti na velikosti k. Pro 1 ≤ k ≤ 3m
tedy dosta´va´me
P
 max
1≤k≤3m
∣∣∣∑m+ki=m+1 eie¯i−1∣∣∣
m1/2(k/m)γ
≥ A
 = P
 max
1≤k≤3m
∣∣∣∑m+ki=m+1 eie¯i−1∣∣∣
kγ
≥ Am1/2−γ
 ≤
≤ (Am1/2−γ)−2
4m∑
i=m+1
E (eie¯i−1)2
i2γ
.
Dı´ky neza´vislosti na´hodny´ch chyb ma´me E (eie¯i−1)2 = E e2iE e¯
2
i−1 = var e¯i−1 =
1
i−1 .
Opeˇt pouzˇijeme aproximaci cˇa´stecˇne´ho soucˇtu rˇady
4m∑
i=m+1
1
i2γ
1
i− 1 ∼
4m∑
i=m+1
1
i1+2γ
∼
∫ 4m
z=m
1
z1+2γ
dz ∼ 1
m2γ
− 1
(4m)2γ
∼ 1
m2γ
a tedy celkoveˇ
P
 max
1≤k≤3m
∣∣∣∑m+ki=m+1 eie¯i−1∣∣∣
m1/2h(k/m)
≥ A
 ∼ A−2m−1+2γ−2γ → 0.
Nyn´ı uvazˇujme situaci k ≥ 3m.
P
 max
3m≤k≤n
∣∣∣∑m+ki=m+1 eie¯i−1∣∣∣
k1/2
≥ A
 ≤ A−2 m+n∑
i=m+1
E (eie¯i−1)2
i
≤
≤ A−2
m+n∑
i=m+1
1
i(i− 1) ∼
m+n∑
i=m+1
1
i2
∼ 1
m
→ 0.
Protozˇe prˇedchoz´ı limita neza´vis´ı na n, mu˚zˇeme psa´t
P
 sup
3m≤k<∞
∣∣∣∑m+ki=m+1 eie¯i−1∣∣∣
m1/2h(k/m)
≥ A
 = lim
n→∞P
 max
3m≤k≤n
∣∣∣∑m+ki=m+1 eie¯i−1∣∣∣
m1/2h(k/m)
≥ A
→ 0,
cozˇ byla posledn´ı cˇa´st nutna´ k d˚ukazu tohoto lemmatu.
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Lemma 7. Pokud jsou splneˇny prˇedpoklady veˇty 3, pak pro kazˇde´ m existuj´ı dva
neza´visle´ Wienerovy procesy {W1,m(t), 0 ≤ t <∞} a {W2,m(t), 0 ≤ t <∞} takove´, zˇe
plat´ı
sup
1≤k<∞
∣∣∣V (k,m)− η {W1,m(k)−∑m+ki=m+1 1iW1,m(i−m)− log(1 + (k/m))W2,m(m)}∣∣∣
m1/2h(k/m)
P−→ 0.
D˚ukaz. Budeme postupovat analogicky jako v [5].
V (m, k) mu˚zˇeme prˇepsat jako
V (k,m) =
m+k∑
i=m+1
εi − 1
i− 1
i−1∑
j=m+1
εj
− m+k∑
i=m+1
1
i− 1
m∑
j=1
εj (2.11)
a da´le v´ıme, zˇe pro kazˇde´ m jsou
m∑
j=1
εj a
{
m+k∑
i=m+1
εi, 1 ≤ k <∞
}
neza´visle´.
Protozˇe prˇedpokla´da´me, zˇe E |ei|4+δ <∞ pro neˇjake´ δ > 0, pak existuje ν > 2 takove´,
zˇe E |εi|ν <∞.
Z Komlo´s-Major-Tusna´dyovy aproximace (d˚usledek II, veˇta III), v´ıme, zˇe pro kazˇde´
m existuj´ı dva neza´visle´ Wienerovy procesy {W1,m(t), 0 ≤ t < ∞} a {W2,m(t), 0 ≤
t <∞} takove´, zˇe
sup
1≤k<∞
∣∣∣∑m+ki=m+1 εi − ηW1,m(k)∣∣∣
k1/ν
= Op(1) (m→∞), (2.12)
m∑
i=1
εi − ηW2,m(m) = op(m1/ν). (2.13)
Hranicˇn´ı funkci m1/2h(k/m) budeme v za´vislosti na hodnoteˇ k aproximovat stejneˇ jako
v prˇedchoz´ım lemmatu.
S pouzˇit´ım (2.12) ma´me
max
1≤k≤4m
∣∣∣∑m+ki=m+1 εi − ηW1,m(k)∣∣∣
m1/2(k/m)γ
= OP (1) max
1≤k≤4m
k1/ν
m1/2(k/m)γ
,
a protozˇe
max
1≤k ≤4m
k1/ν
m1/2(k/m)γ
=

mγ−1/2 max
1≤k ≤4m
k1/ν−γ = o(1) pro 1/ν ≤ γ
m1/ν−1/2 max
1≤k ≤4m
(
k
m
)1/ν−γ
= o(1) pro 1/ν > γ
(2.14)
dosta´va´me
max
1≤k≤4m
∣∣∣∑m+ki=m+1 εi − ηW1,m(k)∣∣∣
m1/2(k/m)γ
= oP (1).
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Podobneˇ
sup
4m<k<∞
∣∣∣∑m+ki=m+1 εi − ηW1,m(k)∣∣∣
(k log log(k/m))1/2
= OP (1) sup
4m<k<∞
k1/ν−1/2
log log(k/m)
=
= OP (1) sup
4m<k<∞
k1/ν−1/2 = OP (1)m1/ν−1/2 = oP (1).
T´ımto je uka´za´na konvergence prvn´ıho cˇlenu prvn´ı sumy v (2.11).
Nyn´ı se zameˇrˇ´ıme na druhy´ cˇlen te´zˇe sumy. Zrˇejmeˇ
i−1∑
j=m+1
εj =
m+(i−1−m)∑
j=m+1
εj ,
a proto
sup
m+1≤i−1<∞
∣∣∣∑m+(i−1−m)j=m+1 εj − ηW1,m(i− 1−m)∣∣∣
(i− 1−m)1/ν = Op(1),
tedy
m+k∑
i=m+1
1
i− 1
i−1∑
j=m+1
εj − η
m+k∑
i=m+1
1
i
W1,m(i−m) = OP (1)
m+k∑
i=m+1
1
i
(i−m)1/ν =
= OP (1) k1/ν
m+k∑
i=m+1
1
i
= OP (1) k1/ν log(1 + k/m),
kde jsme opeˇt vyuzˇili aproximace cˇa´stecˇne´ho soucˇtu harmonicke´ rˇady. Pouzˇit´ım tohoto
vy´sledku dosta´va´me
max
1≤k≤4m
∣∣∣∑m+ki=m+1 1i−1∑i−1j=m+1 εj − η∑m+ki=m+1 1iW1,m(i−m)∣∣∣
m1/2(k/m)γ
=
= OP (1) max
1≤k≤4m
k1/ν log(1 + k/m)
m1/2(k/m)γ
= OP (1) max
1≤k≤4m
k1/ν
m1/2(k/m)γ
= oP (1),
jak je uka´za´no v (2.14). Take´ ma´me
sup
4m<k<∞
∣∣∣∑m+ki=m+1 1i−1∑i−1j=m+1 εj − η∑m+ki=m+1 1iW1,m(i−m)∣∣∣
(k log log(k/m))1/2
=
= OP (1) sup
4m<k<∞
k1/ν−1/2 log(1 + k/m)(log log(k/m))−1/2 = oP (1)
Podobneˇ s vyuzˇit´ım (2.13) lze doka´zat i konvergenci druhe´ sumy (2.11), neboli platnost
max
1≤k≤4m
∣∣∣∑m+ki=m+1 1i−1∑mj=1 εj − η log(1 + k/m)W2,m(m)∣∣∣
m1/2(k/m)γ
= oP (1),
a take´
sup
4m<k<∞
∣∣∣∑m+ki=m+1 1i−1∑mj=1 εj − η log(1 + k/m)W2,m(m)∣∣∣
(k log log(k/m))1/2
= oP (1),
cozˇ dokoncˇuje d˚ukaz tohoto lemmatu.
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Lemma 8. Pokud jsou splneˇny prˇedpoklady veˇty 3, pak plat´ı
sup
1≤k<∞
∣∣∣W1,m(k)−∑m+ki=m+1 1iW1,m(i−m)− log(1 + (k/m))W2,m(m)∣∣∣
m1/2h(k/m)
D−→ sup
0<t<∞
|Γ(t)|
h(t)
,
kde
Γ(t) =W (t+ 1)−W (1)−
∫ t+1
1
1
s
W (s)ds
a {W (t), 0 ≤ t <∞} znacˇ´ı Wiener˚uv proces.
D˚ukaz. Je uveden v [5].
Lemma 9. Prˇi zachova´n´ı oznacˇen´ı z prˇedchoz´ıho lemmatu plat´ı
{Γ(t), 0 ≤ t <∞} D= {W (t), 0 ≤ t <∞}.
D˚ukaz. Jak je poznamena´no v [5], da´ se uka´zat, zˇe EΓ(t) = 0 a take´ EΓ(s)Γ(t) =
min(s, t). Tedy proces {Γ(t), 0 ≤ t <∞} je Wiener˚uv.
Nyn´ı s vyuzˇit´ım prˇedchoz´ıch lemmat snadno doka´zˇeme veˇtu 3.
D˚ukaz veˇty 3.
sup
1≤k<∞
∣∣∣∑m+ki=m+1 1ηm,i [(Yi − Y¯i−1)2 − 1i−1∑i−1j=1(Yj − Y¯i−1)2]∣∣∣
m1/2h(k/m)
1=
1=
1
ησ20
sup
1≤k<∞
∣∣∣∑m+ki=m+1 [(Yi − Y¯i−1)2 − 1i−1∑i−1j=1(Yj − Y¯i−1)2]∣∣∣
m1/2h(k/m)
+ oP (1)
2=
2=
1
ησ20
σ20 sup
1≤k<∞
∣∣∣∑m+ki=m+1(εi − 1i−1∑i−1j=1 εj)∣∣∣
m1/2h(k/m)
+ oP (1)
3=
3=
1
ησ20
σ20η sup
1≤k<∞
∣∣∣W1,m(k)−∑m+ki=m+1 1iW1,m(i−m)− log(1 + (k/m))W2,m(m)∣∣∣
m1/2h(k/m)
+oP (1)
D−→ sup
0<t<∞
|Γ(t)|
h(t)
D= sup
0<t<∞
|W (t)|
h(t)
.
Rovnost 1 vyply´va´ z lemmatu 5, rovnost 2 z lemmatu 6, rovnost 3 z lemmatu 7 a
posledn´ı rˇa´dek se odkazuje na lemmata 8 a 9.
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Nyn´ı uvedeme d˚ukaz veˇty 4.
D˚ukaz veˇty 4. Nejprve doka´zˇeme, zˇe ηˆ2m,i+1 je i za altervativn´ı hypote´zy omezeno.
Vzhledem k tomu, zˇe Y¯i → 0 s.j. prˇi i→∞, na´m stacˇ´ı uvazˇovat vy´raz
1
i
i∑
j=1
(ejσj)4 −
(
1
i
i∑
j=1
e2jσ
2
j
)2
. (2.15)
Spocˇ´ıta´me strˇedn´ı hodnotu, kde vyuzˇijeme E e4i = η
2 + 1, cozˇ vyply´va´ z var e2i = η
2
a E e2i = 1.
E
1
i
i∑
j=1
(ejσj)4 −
(
1
i
i∑
j=1
e2jσ
2
j
)2 = η2 + 1
i
i∑
j=1
σ4j −
η2 + 1
i2
i∑
j=1
σ4j −
1
i2
i∑
j, l=1
j 6=l
σ2jσ
2
l =
=
η2
i
i∑
j=1
σ4j
(
1− 1
i
)
+
1
i
i∑
j=1
σ4j −
(
1
i
i∑
j=1
σ2j
)2
< η2σ4∗ + σ
4
∗ − σ40,
pokud plat´ı σ2∗ ≥ σ20 a podobneˇ pro druhy´ mozˇny´ vztah rozptyl˚u. Tedy dle silne´ho
za´kona velky´ch cˇ´ısel (ve tvaru pro velicˇiny s nestejny´mi rozptyly) je vy´raz (2.15) ome-
zeny´ s.j.
Da´le budeme postupovat analogicky jako v d˚ukazu veˇty 2. Polozˇ´ıme k˜ = k∗ +m. Dle
(2.10) v´ıme, zˇe plat´ı
m+k˜−1∑
i=m+1
e¯2i−1 ∼ log log (m+ k˜) log
(
1 +
k˜
m
)
s.j., prˇi m→∞,
a proto vzhledem k vlastnosti (ii) funkce h stacˇ´ı uvazˇovat cˇitatele statistiky ve tvaru
m+k˜−1∑
i=m+1
e2iσ2i − 1i− 1
i−1∑
j=1
e2jσ
2
j
 .
Dle veˇty 3 v´ıme, zˇe cˇa´st prˇed zmeˇnou modelu je po vydeˇlen´ı funkc´ı g(m, k˜−1) omezena
v pravdeˇpodobnosti. Proto budeme vysˇetrˇovat pouze cˇa´st po zmeˇneˇ modelu, tj.
m+k˜−1∑
i=m+k∗
e2iσ2∗ − 1i− 1
m+k∗−1∑
j=1
e2jσ
2
0 +
i−1∑
j=m+k∗
e2jσ
2
∗
 =
=
m+k˜−1∑
i=m+k∗
σ2∗(e2i − 1)− 1i− 1
m+k∗−1∑
j=1
σ20(e
2
j − 1) +
i−1∑
j=m+k∗
σ2∗(e
2
j − 1)
+
+
m+k˜−1∑
i=m+k∗
σ2∗ − 1i− 1
m+k∗−1∑
j=1
σ20 +
i−1∑
j=m+k∗
σ2∗
 .
Na´hodny´ cˇlen deˇleny´ g(m, k˜ − 1) je zrˇejmeˇ opeˇt omezen v pravdeˇpodobnosti, proto
budeme upravovat deterministicky´ cˇlen.
σ2∗
k˜ − k∗ − m+k˜−1∑
i=m+k∗
i− 1−m− k∗ + 1
i− 1
− σ20(m+ k∗ − 1) m+k˜−1∑
i=m+k∗
1
i− 1 =
27
= σ2∗(m+ k
∗ − 1)
m+k˜−1∑
i=m+k∗
1
i− 1 − σ
2
0(m+ k
∗ − 1)
m+k˜−1∑
i=m+k∗
1
i− 1 =
= (σ2∗ − σ20)(m+ k∗ − 1)
m+k˜−1∑
i=m+k∗
1
i− 1 ∼ (σ
2
∗ − σ20)(m+ k∗ − 1) log
m+ k˜ − 1
m+ k∗
∼
∼ (σ2∗ − σ20)(m+ k∗).
Protozˇe prˇedpokla´da´me, zˇe
m+ k∗
m1/2h
(
m+k∗
m
) →∞, m→∞
a σ20 6= σ2∗ je d˚ukaz veˇty dokoncˇen.
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Kapitola 3
Simulace k procedurˇe I
Nejprve uvedeme neˇkolik poznatk˚u ty´kaj´ıc´ıch se obou testovac´ıch procedur. Moni-
torova´n´ı zmeˇn modelu zalozˇeny´ch na statistika´ch
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
resp. sup
1≤k<∞
|QII(m, k)|
m1/2h(k/m)
bylo odvozeno s vyuzˇit´ım asymptotiky, tj. prˇi de´lce tre´ninkove´ho obdob´ı m jdouc´ıho
do nekonecˇna. Prˇi rea´lne´m pouzˇit´ı je vsˇak toto obdob´ı vzˇdy omezene´. Proto v te´to
a na´sleduj´ıc´ı kapitole uvedeme vy´sledky simulacˇn´ı studie, kterou jsme provedli pro
ohodnocen´ı vy´konnosti procedur prˇi pouzˇit´ı konecˇne´ho tre´ninkove´ho obdob´ı.
V simulac´ıch jsme pouzˇili tyto hodnoty kl´ıcˇovy´ch parametr˚u:
• de´lka tre´ninkove´ho obdob´ı m = 100, 500, 1000,
• rozdeˇlen´ı chyb za nulove´ hypote´zy: N(0, 1), Laplaceovo rozdeˇlen´ı s nulovou
strˇedn´ı hodnotou a jednotkovy´m rozptylem,
• hladina testu α = 0,05, 0,1,
• konstanta hranicˇn´ı funkce γ = 0, 0,25, 0,45, 0,49 (pro proceduru I).
Ru˚zne´ de´lky historicke´ho obdob´ı umozˇn´ı porovnat kvalitu testovac´ı procedury,
stejneˇ tak budeme moci srovnat jej´ı u´cˇinnost pro norma´lneˇ rozdeˇlene´ velicˇiny
s rozdeˇlen´ım s teˇzˇsˇ´ımi chvosty.
3.1 Nulova´ hypote´za
Nejprve se budeme zaby´vat chova´n´ım procedury za platnosti nulove´ hypote´zy, to
znamena´ za situace, kdy v modelu nedocha´z´ı k zˇa´dne´ zmeˇneˇ.
Popis simulac´ı:
1. Pro kazˇdou kombinaci parametr˚u bylo nagenerova´no 20m velicˇin splnˇuj´ıc´ıch mo-
del a byly spocˇ´ıta´ny pomeˇry |QI(m, k)|/g(m, k, γ).
2. V cˇasech rovny´ch r na´sobku de´lky historicke´ho obdob´ı m, kde r naby´valo hodnot
1/4, 1, 5, 9, 19, se sledovalo, zda tento pomeˇr prˇekrocˇil kritickou hodnotu (viz
n´ızˇe).
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3. Kroky 1 a 2 byly 10 000 kra´t zopakova´ny.
Jako kriticke´ hodnoty byly pouzˇity asymptoticke´ kriticke´ hodnoty c(α, γ). Jejich
hodnoty jsou urcˇene´ na za´kladeˇ limitn´ıho rozdeˇlen´ı testove´ statistiky odvozene´ho ve
veˇteˇ 1, neboli, jak jizˇ bylo uvedeno, toho, zˇe plat´ı
lim
m→∞P
(
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
≤ c
)
= P
(
sup
0≤t≤1
|W (t)|
tγ
≤ c
)
pro vsˇechny c > 0, kde {W (t), t ∈ [0, 1]} je Wiener˚uv proces. Proto k urcˇen´ı c(α, γ)
mu˚zˇeme pouzˇ´ıt vztah
P
(
sup
0≤t≤1
|W (t)|
tγ
≥ c(α, γ)
)
= α.
Bohuzˇel je tato pravdeˇpodobnost zna´ma prˇesneˇ pouze pro γ = 0. Z tohoto d˚uvodu
se musej´ı pouzˇ´ıt nasimulovane´ kriticke´ hodnoty. Ty jsou uvedeny naprˇ. v [5], odkud
take´ prˇej´ıma´me (mı´rneˇ upravenou) tabulku 3.1. Uva´d´ıme veˇtsˇ´ı rozsah hodnot, nezˇ
potrˇebujeme pro nasˇe simulace.
γ \α 0,1 0,05 0,025 0,01
0,00 1,9497 2,2365 2,4948 2,7912
0,15 2,0273 2,2996 2,5475 2,8516
0,25 2,1060 2,3860 2,6396 2,9445
0,35 2,2433 2,5050 2,7394 3,0475
0,45 2,5437 2,7992 3,0144 3,3015
0,49 2,8259 3,0722 3,2944 3,5705
Tabulka 3.1: Simulovane´ asymptoticke´ kriticke´ hodnoty c(α, γ). Prˇevzato z [5].
Tyto hodnoty byly z´ıska´ny na´sleduj´ıc´ım zp˚usobem:
1. Funkciona´l |W (t)|tγ byl nagenerova´n na 10 000 bodech intervalu [0, 1].
2. Supremum bylo aproximova´no maximem prˇes tyto body.
3. Kroky 1 a 2 byly 50 000 kra´t zopakova´ny a kriticke´ hodnoty se urcˇily jako
prˇ´ıslusˇne´ kvantily maxima (zaokrouhlene´ na 4 desetinna´ mı´sta).
Nyn´ı se vra´t´ıme zpeˇt k na´mi provedene´ simulaci. De´lku maxima´ln´ıho monito-
rovac´ıho obdob´ı 19m jsme pokla´dali za dostatecˇneˇ dlouhou, aby se v n´ı projevilo
prˇekrocˇen´ı kriticke´ hodnoty. Ru˚zne´ de´lky monitorova´n´ı slouzˇ´ı k lepsˇ´ı ilustraci, ve ktere´m
u´seku monitorova´n´ı nejcˇasteˇji docha´z´ı k zastaven´ı.
V tabulce 3.2 jsou shrnuty empiricke´ velikosti monitorovac´ı procedury na 5% hla-
dineˇ, tj. je uvedeno procento proces˚u zastaveny´ch vzˇdy do prˇ´ıslusˇne´ho r na´sobku de´lky
historicke´ho obdob´ı m.
Nejprve okomentujeme vy´sledky dosazˇene´ s norma´ln´ım rozdeˇlen´ım. Pro γ = 0
je hladina prˇekrocˇena pouze pro nejkratsˇ´ı tre´ninkove´ obdob´ı m = 100. Na´r˚ust pod´ılu
zamı´tnuty´ch proces˚u je vcelku pozvolny´. Podobna´ je i situace pro γ = 0,25, i kdyzˇ zde
je jizˇ prˇekrocˇen´ı hladiny pro m = 100 v´ıce nezˇ dvojna´sobne´. Oproti tomu pro γ = 0,45
cˇi γ = 0,49 dosta´va´me jizˇ odliˇsne´ vy´sledky, a to i pro m = 1000. Dosazˇena´ hladina se
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N(0, 1) Laplace
γ m\r 1/4 1 5 9 19 1/4 1 5 9 19
0 100 0,08 1,76 6,97 7,94 8,97 1,14 5,94 13,36 15,06 16,26
500 0,02 0,66 3,36 4,30 5,03 0,10 1,86 5,72 6,98 7,68
1000 0,01 0,48 3,22 4,06 4,87 0,06 1,18 4,73 5,66 6,41
0,25 100 1,88 5,38 9,76 10,38 10,88 4,74 9,91 15,52 16,55 17,30
500 0,48 2,18 5,01 5,58 6,06 1,93 4,74 8,35 9,14 9,64
1000 0,26 1,76 4,10 4,62 5,00 1,04 2,90 5,96 6,48 6,84
0,45 100 7,26 10,10 12,50 12,77 12,94 9,95 14,82 18,03 18,76 19,22
500 5,32 6,82 7,91 8,08 8,20 8,83 10,94 12,40 12,78 12,92
1000 5,02 6,18 7,26 7,44 7,60 8,36 9,86 11,22 11,52 11,72
0,49 100 8,12 10,01 11,48 11,78 12,06 10,55 14,02 16,36 16,88 17,10
500 7,03 7,92 8,50 8,66 8,67 10,16 11,68 12,90 13,06 13,20
1000 6,40 7,38 8,02 8,08 8,11 9,48 10,47 11,20 11,24 11,42
Tabulka 3.2: Empiricke´ velikosti pro 5% hladinu, tj. procenta zastaveny´ch proces˚u
do cˇasu m.r.
N(0, 1) Laplace
γ m\r 1/4 1 5 9 19 1/4 1 5 9 19
0 100 0,21 3,76 11,93 13,52 14,91 1,91 8,38 17,90 20,10 21,49
500 0,02 1,95 7,38 8,81 10,18 0,36 3,47 9,55 11,26 12,31
1000 0,02 1,43 7,48 9,03 10,46 0,10 2,37 8,13 9,62 10,70
0,25 100 3,42 8,64 14,56 15,71 16,43 6,70 13,61 20,39 21,60 22,64
500 1,07 4,50 9,09 10,02 10,51 3,37 7,60 12,91 14,13 14,60
1000 0,77 4,11 8,54 9,39 9,78 2,20 5,91 10,70 11,62 12,40
0,45 100 9,78 13,48 16,77 17,14 17,35 12,10 17,87 21,60 22,23 22,82
500 7,68 10,26 12,23 12,35 12,64 11,41 14,28 16,30 16,73 17,18
1000 7,73 10,06 11,81 12,08 12,43 10,96 13,55 16,20 16,61 16,86
0,49 100 10,29 13,19 15,08 15,50 15,71 12,46 16,33 19,22 19,72 20,03
500 9,74 11,19 12,13 12,26 12,42 12,43 14,70 16,21 16,48 16,57
1000 9,21 10,74 11,87 11,98 12,09 12,04 13,55 14,50 14,70 14,74
Tabulka 3.3: Empiricke´ velikosti pro 10% hladinu, tj. procenta zastaveny´ch pro-
ces˚u do cˇasu m.r.
pohybuje kolem 8%. To je zp˚usobeno pomalou konvergenc´ı rozdeˇlen´ı nasˇ´ı monitorovac´ı
statistiky
sup
1≤k<∞
|QI(m, k)|
g(m, k, γ)
k sup
0≤t≤1
|W (t)|
tγ
pro γ bl´ızke´ 1/2. Pouzˇite´ tre´ninkove´ obdob´ı je tedy prˇ´ıliˇs kra´tke´. Bylo vsˇak vyzkousˇeno,
zˇe ani m = 2500 neprˇina´sˇ´ı vy´razneˇjˇs´ı zlepsˇen´ı. Nav´ıc je prˇedpoklad takto dlouhe´ho sta-
biln´ıho obdob´ı jizˇ prˇ´ıliˇs omezuj´ıc´ı. Pro tyto hodnoty γ docha´z´ı k valne´ veˇtsˇineˇ zastaven´ı
na pocˇa´tku monitorovac´ıho obdob´ı, cozˇ vyply´va´ z tvaru hranicˇn´ı funkce g(m, k, γ) (viz
obra´zek 2.1).
Pro Laplaceovo rozdeˇlen´ı je situace jesˇteˇ vy´razneˇjˇs´ı. Pro γ bl´ızke´ 1/2 prˇekracˇuje
dosazˇena´ hladina hladinu povolenou v´ıce nezˇ dvojna´sobneˇ. Je tedy zrˇejme´, zˇe asympto-
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Obra´zek 3.1: Empiricke´ velikosti pro 10% hladinu, rozdeˇlene´ dle doby monito-
rova´n´ı (N100 oznacˇuje norma´ln´ı chyby a historicke´ obdob´ı de´lky 100)
ticke´ kriticke´ hodnoty jsou v tomto prˇ´ıpadeˇ prˇ´ıliˇs n´ızke´. Z tohoto d˚uvodu je trˇeba z´ıskat
kriticke´ hodnoty vycha´zej´ıc´ı z dane´ de´lky historicke´ho obdob´ı. Nezˇ se budeme veˇnovat
tomuto te´matu uvedeme jesˇteˇ vy´sledky ty´kaj´ıc´ı se 10% hladiny (tabulka 3.3). Ty se
v hlavn´ıch rysech shoduj´ı s vy´sledky na 5% hladineˇ. To prˇedevsˇ´ım znamena´:
• Pro norma´ln´ı rozdeˇlen´ı jsou dosazˇene´ hladiny bl´ızˇe hladineˇ pozˇadovane´ nezˇ pro
rozdeˇlen´ı Laplaceovo.
• Procedury pouzˇ´ıvaj´ıc´ı γ = 0 nebo 0,25 da´vaj´ı prˇ´ıznive´ vy´sledky, kdezˇto pro
γ bl´ızke´ 1/2 je pozˇadovana´ hladina prˇekrocˇena. Relativn´ı prˇekrocˇen´ı zde nen´ı
tak vy´razne´ jako u 5% hladiny.
• S rostouc´ı de´lkou historicke´ho obdob´ı klesa´ dosazˇena´ hladina testu (bl´ızˇ´ı se hla-
dineˇ pozˇadovane´).
Na obra´zku 3.1 jsou zna´zorneˇny empiricke´ velikosti pro 10% hladinu pro obeˇ
rozdeˇlen´ı chyb. V grafu jsou jasneˇ videˇt vy´sledky shrnute´ v prˇedcha´zej´ıc´ıch bodech
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N(0, 1) Laplace
γ\m 100 500 1000 ∞ 100 500 1000 ∞
0 2,63 2,28 2,23 2,24 3,40 2,44 2,35 2,24
0,25 2,89 2,45 2,40 2,39 3,81 2,75 2,53 2,39
0,45 3,55 3,08 3,03 2,80 4,87 3,70 3,45 2,80
0,49 3,91 3,46 3,39 3,07 5,24 4,16 3,93 3,07
Tabulka 3.4: Kriticke´ hodnoty pro 5% hladinu. Ve sloupc´ıch s m jsou uvedeny
cm(α, γ), sloupec oznacˇeny´ ∞ obsahuje c(α, γ).
N(0, 1) Laplace
γ\m 100 500 1000 ∞ 100 500 1000 ∞
0 2,17 1,95 1,94 1,95 2,67 2,06 1,97 1,95
0,25 2,41 2,15 2,11 2,11 3,06 2,33 2,19 2,11
0,45 2,98 2,69 2,68 2,54 3,83 3,05 2,89 2,54
0,49 3,24 2,98 2,94 2,83 4,06 3,35 3,19 2,83
Tabulka 3.5: Kriticke´ hodnoty pro 10% hladinu. Ve sloupc´ıch s m jsou uvedeny
cm(α, γ), sloupec oznacˇeny´ ∞ obsahuje c(α, γ).
a da´le i pr˚ubeˇh na´r˚ustu falesˇny´ch alarmu˚ popsany´ drˇ´ıve (pozvolny´ na´r˚ust pro γ male´
a nejcˇasteˇjˇs´ı zastaven´ı na pocˇa´tku monitorova´n´ı pro γ bl´ızke´ 1/2).
Nyn´ı se budeme veˇnovat jizˇ zminˇovany´m kriticky´m hodnota´m cm(α, γ)
vycha´zej´ıc´ıch z dane´ de´lky historicke´ho obdob´ı. Ty byly z´ıska´ny ze stejny´ch simulac´ı
jako prˇedchoz´ı empiricke´ hladiny, a to jako prˇ´ıslusˇne´ kvantily maxima nasˇ´ı testove´ sta-
tistiky. Vy´sledky jsou shrnuty v tabulce 3.4 pro 5% hladinu, respektive v tabulce 3.5
pro hladinu 10%.
Je videˇt, zˇe pro norma´ln´ı rozdeˇlen´ı a γ male´ jsou asymptoticke´ kriticke´ hodnoty
dobry´m prˇibl´ızˇen´ım jizˇ pro m = 500. Pro γ bl´ızke´ 1/2 jsou vsˇak i pro m = 1000
prˇ´ıliˇs male´, odkud take´ vyply´va´ prˇekrocˇen´ı prˇedepsane´ hladiny pro tyto procedury. Pro
Laplaceovo rozdeˇlen´ı je rozd´ıl opeˇt vy´razneˇjˇs´ı. Zde jizˇ i pro γ male´ jsou asymptoticke´
hodnoty prˇ´ıliˇs n´ızke´, prˇicˇemzˇ s rostouc´ım γ se rozd´ıl jesˇteˇ zveˇtsˇuje. K porovna´n´ı dvou
prˇedepsany´ch hladin mu˚zˇeme rˇ´ıci, zˇe rozd´ıl u 10% kriticky´ch hodnot je mensˇ´ı nezˇ u 5%.
3.2 Alternativn´ı hypote´za
Nyn´ı se zameˇrˇ´ıme na situaci za platnosti alternativn´ı hypote´zy, tj. na situaci, kdy
se model zmeˇn´ı. K drˇ´ıve uvazˇovany´m r˚uzny´m hodnota´m parametr˚u m, γ , α prˇibudou
jesˇteˇ cˇas zmeˇny k∗ a rozptyl po zmeˇneˇ σ2∗. Pro tyto parametry jsme volili hodnoty:
• k∗ = 5, 500,m/2,m, 2m a
• σ2∗ = 0,5, 1,5, 2, 4, 9.
Ru˚zne´ volby k∗ umozˇn´ı porovnat brzkou zmeˇnu (k∗ < m), zmeˇnu nastalou prˇiblizˇneˇ po
stejne´ dobeˇ jako trvalo tre´ninkove´ obdob´ı (k∗ ∼ m) a pozdn´ı zmeˇnu (k∗ > m), kde cˇas
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zmeˇny je relativn´ı vzhledem k de´lce historicke´ho obdob´ı m. Prˇ´ıpadneˇ mu˚zˇeme uvazˇovat
i velmi brzkou zmeˇnu (k∗ = 5) neza´vislou na m.
Podobneˇ velikost zmeˇny saha´ od velmi maly´ch hodnot azˇ po hodnoty, kdy je mo-
del jizˇ naprosto odliˇsny´. Do mozˇny´ch zmeˇn jsme zahrnuli i hodnotu rozptylu rovnou
1/2, cozˇ by odpov´ıdalo situaci, kdy se rozptyl velicˇin po zmeˇneˇ zmensˇ´ı. Tato mozˇnost
na´s veˇtsˇinou v praxi prˇ´ıliˇs nezaj´ıma´, ale pro ilustraci testovac´ı procedury mu˚zˇe by´t
zaj´ımava´.
Alternativn´ı hypote´za je tedy ve tvaru
σ2i = σ
2
0, 1 ≤ i < m+ k∗, σ2i = σ2∗, m+ k∗ ≤ i <∞, (3.1)
s vy´sˇe uvedeny´mi hodnotami k∗, σ2∗,m a rozptylem za nulove´ hypote´zy σ20 = 1.
Popis simulac´ı:
1. Pro kazˇdou kombinaci parametr˚u bylo nagenerova´no vzˇdy 5 000 velicˇin splnˇuj´ıc´ıch
model. To znamena´, zˇe naprˇ. pro m = 100 byla de´lka monitorovac´ıho obdob´ı
4 900.
2. Sledovalo se, kdy pomeˇr |QI(m, k)|/g(m, k, γ) prˇekrocˇ´ı kritickou hodnotu. Tento
cˇas zastaven´ı byl uchova´n. Pokud k prˇekrocˇen´ı nedosˇlo, ulozˇila se prˇ´ıslusˇna´ de´lka
monitorovac´ıho obdob´ı.
3. Kroky 1 a 2 byly 2 500 kra´t zopakova´ny.
3.2.1 Norma´ln´ı rozdeˇlen´ı
Nyn´ı se zameˇrˇ´ıme na norma´lneˇ rozdeˇlene´ chyby. Protozˇe prˇi pouzˇit´ı asymptoticky´ch
hodnot nen´ı u tohoto rozdeˇlen´ı prˇekrocˇen´ı prˇedepsane´ hladiny tak za´sadn´ı, uvedeme
nejprve vy´sledky s pouzˇit´ım teˇchto kriticky´ch hodnot.
V tabulce 3.6 jsou uvedeny charakteristiky cˇas˚u zastaven´ı τ zkonstruovane´ jak
na 5% tak i na 10% hladineˇ. Zpozˇdeˇn´ı detekova´n´ı zmeˇny tedy dostaneme jako rozd´ıl
τ − k∗. V horn´ı cˇa´sti tabulky uvazˇujeme pozdn´ı zmeˇnu (k∗ = 2m), kdezˇto ve spodn´ı
cˇa´sti zmeˇnu velice brzkou (k∗ = 5). S cˇasem zmeˇny souvis´ı i volba konstanty γ (0 pro
pozdn´ı zmeˇnu a 0,45 pro zmeˇnu brzkou). O tomto te´matu pojedna´me da´le v textu.
Po bloc´ıch nar˚usta´ tre´ninkove´ obdob´ı, kdezˇto v jednotlivy´ch sloupc´ıch jsou data pro
r˚uznou velikost zmeˇny.
Jak lze ocˇeka´vat, mu˚zˇeme pozorovat zlepsˇova´n´ı rychlosti detekce zmeˇny
s nar˚ustaj´ıc´ı velikost´ı zmeˇny rozptylu. Avsˇak od urcˇite´ velikosti zmeˇny jizˇ nen´ı zlepsˇen´ı
tak vy´razne´ (rozd´ıl charakteristik pro σ2∗ = 4 a σ2∗ = 9 nen´ı veliky´).
U neˇktery´ch rˇad nedosˇlo k detekova´n´ı zmeˇny v˚ubec (maximum cˇasu zastaven´ı je
rovno prˇ´ıslusˇne´ de´lce monitorovac´ıho obdob´ı 5 000−m). To se ty´ka´ zejme´na nejkratsˇ´ıho
tre´ninkove´ho obdob´ı a neprˇ´ıliˇs veliky´ch zmeˇn velikosti. V teˇchto prˇ´ıpadech je take´
videˇt znacˇna´ nesymetrie rozdeˇlen´ı cˇas˚u zastaven´ı, zrˇejma´ z velke´ho odstupu pr˚umeˇru
od media´nu. To je pra´veˇ zp˚usobeno jizˇ zminˇovany´m cˇasty´m nezastaven´ım testovac´ı
procedury. Nesymetrie rozdeˇlen´ı vsˇak nen´ı zp˚usobena pouze prˇ´ıtomnost´ı neˇkolika velmi
velky´ch (odlehly´ch) hodnot, ny´brzˇ jak ukazuje poloha media´nu v˚ucˇi kvartil˚um, rozdeˇlen´ı
je celkoveˇ sesˇikmeno. Take´ si mu˚zˇeme povsˇimnout, zˇe u nejkratsˇ´ıho historicke´ho ob-
dob´ı je pokles zpozˇdeˇn´ı detekce zp˚usobeny´ veˇtsˇ´ı velikost´ı zmeˇny nejstrmeˇjˇs´ı. Procedury
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5% 10%
\σ2∗ 0,5 1,5 2 4 9 0,5 1,5 2 4 9
m = 100 Min. 6 22 10 10 7 6 19 7 5 7
1st Qu. 485 344 264 220 207 386 304 249 216 205
k∗ = 200 Median 704 557 319 234 212 538 460 296 228 210
Mean 1069 1275 360 232 209 713 1003 323 224 204
3rd Qu. 1169 1224 405 249 218 806 852 367 244 216
Max. 4900 4900 4900 381 266 4900 4900 4900 367 249
m = 500 Min. 244 140 193 253 169 166 95 73 179 95
1st Qu. 1419 1337 1151 1049 1018 1319 1260 1119 1039 1015
k∗ = 1000 Median 1602 1536 1233 1071 1028 1488 1441 1196 1062 1024
Mean 1616 1629 1244 1069 1022 1481 1501 1191 1046 1008
3rd Qu. 1800 1824 1333 1097 1038 1662 1694 1286 1086 1034
Max. 2935 4500 2029 1231 1092 2620 4079 1790 1196 1077
m = 1000 Min. 297 480 313 424 541 239 327 269 332 351
1st Qu. 2543 2458 2218 2068 2026 2419 2353 2172 2055 2021
k∗ = 2000 Median 2761 2708 2323 2101 2037 2626 2590 2274 2086 2032
Mean 2760 2748 2327 2093 2034 2590 2601 2259 2059 2007
3rd Qu. 2982 3010 2438 2134 2049 2832 2857 2385 2118 2044
Max. 3879 4000 3116 2298 2102 3654 4000 2958 2261 2099
m = 100 Min. 1 1 1 1 1 1 1 1 1 1
1st Qu. 102 25 13 8 6 71 20 12 7 6
k∗ = 5 Median 190 72 27 10 8 124 55 23 10 7
Mean 912 859 47 12 8 518 641 38 11 8
3rd Qu. 501 330 50 15 9 254 197 43 14 9
Max. 4900 4900 4900 69 25 4900 4900 4900 69 25
m = 500 Min. 1 1 1 1 1 1 1 1 1 1
1st Qu. 73 36 15 8 6 59 29 14 8 6
k∗ = 5 Median 93 73 27 11 8 77 60 24 11 7
Mean 98 106 34 12 8 81 88 30 12 8
3rd Qu. 118 134 45 15 10 99 114 41 15 9
Max. 295 1569 209 45 24 257 1309 179 45 24
m = 1000 Min. 1 1 1 1 1 1 1 1 1 1
1st Qu. 75 36 16 8 6 61 28 15 8 6
k∗ = 5 Median 93 76 29 12 8 77 64 26 11 8
Mean 96 98 35 13 8 80 83 31 12 8
3rd Qu. 115 135 48 16 10 96 116 42 15 9
Max. 302 643 206 55 27 284 539 195 54 27
Tabulka 3.6: Vliv velikosti zmeˇny (a de´lky tre´ninkove´ho obdob´ı) na cˇas zastaven´ı
τ . Pro k∗ = 2m je pouzˇito γ = 0, pro k∗ = 5 je γ = 0,45.
s delˇs´ım tre´ninkovy´m obdob´ım (m = 500, 1000) jsou schopny detekovat i mensˇ´ı zmeˇny
(zdvojna´soben´ı rozptylu) s rozumny´m zpozˇdeˇn´ım.
Na obra´zku 3.2 jsou zna´zorneˇny hustoty cˇas˚u zastaven´ı pro r˚uzne´ alternativy veli-
kosti zmeˇny. S nar˚ustaj´ıc´ı velikost´ı je patrny´ prˇesun masy hustoty bl´ızˇe ke skutecˇne´mu
bodu zmeˇny. Take´ je videˇt zminˇovana´ nesymetrie rozdeˇlen´ı.
Vy´sˇe popsane´ vy´sledky plat´ı jak pro pozdn´ı zmeˇnu, tak i pro zmeˇnu brzkou. Pro-
cedury pouzˇ´ıvaj´ıc´ı 10% kriticke´ hodnoty da´vaj´ı samozrˇejmeˇ lepsˇ´ı vy´sledky (maj´ı kratsˇ´ı
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Obra´zek 3.2: Odhad hustot cˇas˚u zastaven´ı pro r˚uzne´ velikosti zmeˇny. Tre´ninkove´
obdob´ı de´lky 500. Horn´ı obra´zek je pro k∗ = 5, spodn´ı pro k∗ = 1000. Cˇerveneˇ je
nakreslena hustota pro σ2∗ = 9, zeleneˇ pro 4, fialoveˇ pro 2 a modrˇe pro 1,5.
zpozˇdeˇn´ı detekce), avsˇak tento rozd´ıl s nar˚ustaj´ıc´ı velikost´ı zmeˇny klesa´.
Nyn´ı se budeme veˇnovat vlivu de´lky tre´ninkove´ho obdob´ı na rychlost odhalen´ı
zmeˇny. V tabulce 3.7 opeˇt uva´d´ıme vy´sledky jak pro 5% hladinu, tak i pro 10%. Ve
sloupc´ıch postupneˇ nar˚usta´ de´lka tre´ninkove´ho obdob´ı, v bloc´ıch velikost zmeˇny, kde
oproti tabulce 3.6 jizˇ neuva´d´ıme extre´mn´ı hodnoty. V horn´ı polovineˇ uvazˇujeme brzkou
zmeˇnu, a proto pouzˇ´ıva´me γ bl´ızke´ 1/2. V doln´ı polovineˇ uvazˇujeme zmeˇnu po 500
pozorova´n´ıch, ktera´ je vzhledem k jednotlivy´m hodnota´m m jak brzka´, tak i pozdn´ı,
proto odpov´ıdaj´ıc´ı γ vol´ıme 0,25.
Zvy´sˇen´ı de´lky tre´ninkove´ho obdob´ı ze 100 na 500 se projev´ı vy´razny´m sn´ızˇen´ım
zpozˇdeˇn´ı odhalen´ı zmeˇny, a to zejme´na, pokud je zmeˇna rozptylu mala´. K tomuto sn´ızˇen´ı
docha´z´ı i prˇesto, zˇe vy´konnost testu prom = 100 je nadhodnocena, nebot’ dosahuje vysˇsˇ´ı
pravdeˇpodobnosti falesˇne´ho alarmu nezˇ je povoleno. Dalˇs´ı prodlouzˇen´ı tre´ninkove´ho
obdob´ı na 1000 jizˇ takto velky´ vliv nema´, pouze prˇi male´ zmeˇneˇ docha´z´ı k omezen´ı
extre´mn´ıch hodnot cˇasu zastaven´ı, cozˇ se projev´ı i sn´ızˇen´ım pr˚umeˇrne´ hodnoty.
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5% 10%
\m 100 500 1000 100 500 1000
σ2∗ = 1,5 Min. 1 1 1 1 1 1
1st Qu. 25 36 36 20 29 28
k∗ = 5 Median 72 73 76 55 60 64
Mean 859 106 98 641 88 83
3rd Qu. 330 134 135 197 114 116
Max. 4900 1569 643 4900 1309 539
σ2∗ = 2 Min. 1 1 1 1 1 1
1st Qu. 13 15 16 12 14 15
k∗ = 5 Median 27 27 29 23 24 26
Mean 47 34 35 38 30 31
3rd Qu. 50 45 48 43 41 42
Max. 4900 209 206 4900 179 195
σ2∗ = 4 Min. 1 1 1 1 1 1
1st Qu. 8 8 8 7 8 8
k∗ = 5 Median 10 11 12 10 11 11
Mean 12 12 13 11 12 12
3rd Qu. 15 15 16 14 15 15
Max. 69 45 55 69 45 54
σ2∗ = 1,5 Min. 1 43 134 1 1 56
1st Qu. 768 708 703 676 665 668
k∗ = 500 Median 1233 846 804 1034 783 761
Mean 2035 897 832 1716 819 779
3rd Qu. 3396 1029 936 2231 944 875
Max. 4900 4096 1979 4900 3825 1880
σ2∗ = 2 Min. 1 1 246 1 1 48
1st Qu. 610 590 595 576 574 578
k∗ = 500 Median 738 639 638 691 620 619
Mean 815 645 642 712 615 620
3rd Qu. 928 700 680 849 676 660
Max. 4900 1066 953 4900 986 933
σ2∗ = 4 Min. 1 13 14 1 2 14
1st Qu. 535 530 530 526 525 525
k∗ = 500 Median 563 545 542 554 539 537
Mean 537 542 542 508 531 534
3rd Qu. 599 562 556 587 556 550
Max. 827 638 631 799 628 625
Tabulka 3.7: Vliv de´lky tre´ninkove´ho obdob´ı na cˇas zastaven´ı τ .
Pro k∗ = 5 je pouzˇito γ = 0,45, pro k∗ = 500 je γ = 0,25.
Na obra´zku 3.3 jsou zna´zorneˇny hustoty cˇas˚u zastaven´ı pro r˚uzne´ de´lky
tre´ninkove´ho obdob´ı prˇi dvou r˚uzny´ch okamzˇic´ıch zmeˇny. Byla volena mala´ velikost
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Obra´zek 3.3: Odhad hustot cˇas˚u zastaven´ı pro r˚uzne´ de´lky tre´ninkove´ho obdob´ı.
Horn´ı obra´zek je pro k∗ = 5 a σ2∗ = 1,5, spodn´ı pro k
∗ = 500 a σ2∗ = 2. Zeleneˇ je
nakreslena hustota pro m = 1000, fialoveˇ pro 500 a modrˇe pro 100.
zmeˇny (σ2∗ = 1,5 resp. σ2∗ = 2), nebot’ u nich je rozd´ıl mezi tre´ninkovy´mi ob-
dob´ı nejvy´razneˇjˇs´ı. V grafu je patrny´ vcelku podobny´ pr˚ubeˇh hustot pro m = 500
a m = 1000, ktery´ se odliˇsuje od hustoty pro m = 100, cozˇ odpov´ıda´ prˇedchoz´ımu
popisu.
V tabulce 3.8 jsou uvedeny hodnoty τ/k∗, kde skutecˇny´ cˇas zmeˇny je k∗ = 2m,
tedy pomeˇr k∗/m je konstantn´ı pro vsˇechny m. Je videˇt jak pomeˇr τ/k∗ s rostouc´ım
m klesa´, pro malou hodnotu zmeˇny velmi vy´razneˇ. Opeˇt je veˇtsˇ´ı pokles mezi m = 100
a m = 500, nezˇ mezi m = 500 a m = 1000. Mu˚zˇeme si povsˇimnout i na´r˚ustu v rˇa´dc´ıch
s minimem, cozˇ znamena´, zˇe prˇi delˇs´ım historicke´m obdob´ı nedocha´z´ı k tak brzky´m
falesˇny´m alarmu˚m. Prˇi zkouma´n´ı absolutn´ıho zpozˇdeˇn´ı je vsˇak situace trochu jina´, jak
vypov´ıda´ tabulka 3.9.
Ta opeˇt ukazuje vliv de´lky tre´ninkove´ho obdob´ı prˇi r˚uzny´ch skutecˇny´ch bodech
zmeˇny a velikostech zmeˇny. Vy´sledky odpov´ıdaj´ı 10% hladineˇ. Oproti prˇedcha´zej´ıc´ım
tabulka´m jsou zde uvedeny prˇ´ımo zpozˇdeˇn´ı detekce zmeˇny. Prˇi velmi brzke´ zmeˇneˇ
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5% 10%
\m 100 500 1000 100 500 1000
Min. 0,11 0,14 0,24 0,10 0,10 0,16
1st Qu. 1,72 1,34 1,23 1,52 1,26 1,18
σ2∗ = 1,5 Median 2,79 1,54 1,35 2,30 1,44 1,29
Mean 6,38 1,63 1,37 5,01 1,50 1,30
3rd Qu. 6,12 1,82 1,50 4,26 1,69 1,43
Max. 24,50 4,50 2,00 24,50 4,08 2,00
Min. 0,05 0,19 0,16 0,04 0,07 0,13
1st Qu. 1,32 1,15 1,11 1,25 1,12 1,09
σ2∗ = 2 Median 1,59 1,23 1,16 1,48 1,20 1,14
Mean 1,80 1,24 1,16 1,61 1,19 1,13
3rd Qu. 2,02 1,33 1,22 1,83 1,29 1,19
Max. 24,50 2,03 1,56 24,50 1,79 1,48
Min. 0,05 0,25 0,21 0,03 0,18 0,17
1st Qu. 1,10 1,05 1,03 1,08 1,04 1,03
σ2∗ = 4 Median 1,17 1,07 1,05 1,14 1,06 1,04
Mean 1,16 1,07 1,05 1,12 1,05 1,03
3rd Qu. 1,25 1,10 1,07 1,22 1,09 1,06
Max. 1,91 1,23 1,15 1,83 1,20 1,13
Tabulka 3.8: Vliv de´lky tre´ninkove´ho obdob´ı na pomeˇr τ/k∗, kde k∗ = 2m a bylo
pouzˇito γ = 0.
(k∗ = 5) jsou media´ny zpozˇdeˇn´ı pro vsˇechny de´lky historicke´ho obdob´ı srovnatelne´,
prˇicˇemzˇ pro nejkratsˇ´ı obdob´ı je media´n zpozˇdeˇn´ı dokonce nejmensˇ´ı. U pr˚umeˇr˚u se
vsˇak vy´razneˇ projevuje zlepsˇen´ı vy´konnosti procedury prˇi delˇs´ım tre´ninkove´m obdob´ı,
zejme´na, pokud je velikost zmeˇny velmi mala´. Pro k∗ = 500 je toto zlepsˇen´ı jasneˇ
media´n pr˚umeˇr
m \ σ2∗ 1,5 2 4 1,5 2 4
100 50 18 5 636 33 6
k∗ = 5 500 55 19 6 83 25 7
1000 59 21 6 78 26 7
100 534 191 54 1216 212 8
k∗ = 500 500 283 120 39 319 115 31
1000 261 119 37 279 120 34
100 260 96 28 803 123 24
k∗ = 2m 500 441 196 62 501 191 46
1000 590 274 86 601 259 59
Tabulka 3.9: Media´n a pr˚umeˇr zpozˇdeˇn´ı detekce zmeˇny. Pro k∗ = 5 je pouzˇito
γ = 0,45, pro k∗ = 500 je γ = 0,25 a pro k∗ = 2m je γ = 0.
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patrne´ i u media´n˚u, a to i pro veˇtsˇ´ı zmeˇny. Celkoveˇ je zpozˇdeˇn´ı vy´razneˇji delˇs´ı nezˇ
u brzke´ zmeˇny. Toto je typicke´ chova´n´ı procedur zalozˇeny´ch na kumulativn´ıch soucˇtech.
S t´ım souvis´ı i posledn´ı blok tabulky, kde je cˇas zmeˇny konstantn´ım na´sobkem de´lky
historicke´ho obdob´ı, tj. naby´va´ hodnoty k∗ = 200 pro m = 100 azˇ k∗ = 2000 pro
m = 1000. Prˇestozˇe delˇs´ı tre´ninkove´ obdob´ı zp˚usobuje rychlejˇs´ı detekci, je tento prˇ´ınos
prˇebit vy´razneˇji pozdeˇjˇs´ım okamzˇikem zmeˇny.
V tabulce 3.10 je ilustrova´n vliv γ v souvislosti s cˇasem zmeˇny k∗. Pokud uvazˇujeme
velmi brzkou zmeˇnu (k∗ = 5), dosta´va´me nejlepsˇ´ı vy´sledky pro γ = 0,45 cˇi γ = 0,49,
cozˇ je v souladu s nasˇ´ım ocˇeka´va´n´ım. Prˇi male´ zmeˇneˇ a kra´tke´m historicke´m obdob´ı
je v˚ubec nejvhodneˇjˇs´ı pouzˇ´ıt γ = 0,45. Pro relativneˇ brzkou zmeˇnu nastalou v m/2 je
vhodna´ opeˇt 0,45, avsˇak jizˇ take´ 0,25, ktera´ pro male´ zmeˇny dokonce odhaluje porusˇen´ı
modelu rychleji. Pokud uvazˇujeme k∗ ∼ m dosta´va´me nejlepsˇ´ı vy´sledky pro 0,25, jen
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Obra´zek 3.4: Odhad hustot cˇas˚u zastaven´ı pro r˚uzne´ velikosti konstanty γ prˇi
m = 500 a σ2∗ = 2. Horn´ı obra´zek je pro k
∗ = 5, spodn´ı pro k∗ = 1000. Cˇerveneˇ
je nakreslena hustota pro γ = 0,49, zeleneˇ pro 0,45, fialoveˇ pro 0,25 a modrˇe pro
γ = 0.
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5% 10%
\γ 0 0,25 0,45 0,49 0 0,25 0,45 0,49
1st Qu. 25 12 8 8 22 11 8 7
k∗ = 5 Median 31 17 11 11 28 15 11 10
Mean 32 18 12 12 29 17 12 11
3rd Qu. 39 22 15 15 35 21 15 14
Max. 87 61 45 45 83 54 45 45
1st Qu. 276 271 268 269 272 267 265 266
k∗ = 250 Median 287 280 278 280 282 277 275 277
Mean 289 281 267 265 284 276 258 256
3rd Qu. 299 292 291 292 294 288 288 289
Max. 358 353 353 353 353 345 345 348
1st Qu. 534 529 529 531 528 524 523 525
k∗ = 500 Median 549 544 545 548 542 539 540 543
Mean 550 541 518 513 542 529 495 491
3rd Qu. 566 561 562 565 558 554 556 560
Max. 645 636 641 648 626 623 626 640
1st Qu. 1049 1047 1049 1054 1039 1037 1039 1045
k∗ = 1000 Median 1071 1069 1074 1081 1062 1059 1065 1072
Mean 1069 1054 1012 1008 1046 1022 966 970
3rd Qu. 1097 1094 1101 1109 1086 1084 1092 1099
Max. 1231 1227 1236 1242 1196 1196 1199 1236
1st Qu. 66 42 25 26 53 32 20 20
k∗ = 5 Median 124 89 72 81 94 67 55 64
Mean 650 663 859 1051 455 470 641 838
3rd Qu. 317 281 330 556 210 176 197 301
Max. 4900 4900 4900 4900 4900 4900 4900 4900
1st Qu. 130 114 109 120 110 97 92 102
k∗ = 50 Median 226 208 237 298 182 170 186 224
Mean 898 954 1244 1497 662 718 1001 1236
3rd Qu. 539 553 1084 4030 377 379 571 1057
Max. 4900 4900 4900 4900 4900 4900 4900 4900
1st Qu. 200 190 187 201 177 165 162 177
k∗ = 100 Median 337 332 401 498 274 268 317 385
Mean 1062 1139 1485 1768 804 867 1206 1481
3rd Qu. 793 902 2177 4900 548 582 1009 2228
Max. 4900 4900 4900 4900 4900 4900 4900 4900
1st Qu. 344 338 354 387 304 298 306 332
k∗ = 200 Median 557 571 708 879 460 468 564 687
Mean 1275 1378 1730 1982 1003 1080 1443 1712
3rd Qu. 1224 1459 3878 4900 852 928 1693 3838
Max. 4900 4900 4900 4900 4900 4900 4900 4900
1st Qu. 756 768 832 910 674 676 724 807
k∗ = 500 Median 1156 1233 1554 1991 990 1034 1254 1536
Mean 1944 2035 2372 2629 1609 1716 2058 2350
3rd Qu. 2758 3396 4900 4900 1909 2231 4058 4900
Max. 4900 4900 4900 4900 4900 4900 4900 4900
Tabulka 3.10: Norma´lneˇ rozdeˇlene´ chyby. Vliv γ na cˇas zastaven´ı τ . Horn´ı polovina
tabulky je pro m = 500, σ2∗ = 4, doln´ı pro m = 100, σ
2
∗ = 1,5.
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o ma´lo horsˇ´ı vy´sledky jsou pro γ = 0. Pro k∗ = 2m je situace mezi teˇmito hodnotami
obra´cena´. Pro k∗ = 500 a m = 100 je jizˇ prˇevaha γ = 0 jasneˇ patrna´. Opeˇt nen´ı patrny´
zˇa´dny´ kvalitativn´ı rozd´ıl mezi procedurami pouzˇ´ıvaj´ıc´ımi 5% a 10% kriticke´ hodnoty.
Na obra´zku 3.4 jsou zna´zorneˇny hustoty cˇas˚u zastaven´ı pro r˚uzne´ velikosti kon-
stanty γ . Byla volena strˇedn´ı de´lka tre´ninkove´ho obdob´ı m = 500 a mensˇ´ı velikost
zmeˇny σ2∗ = 2, vsˇe na 10% hladineˇ. Horn´ı graf zna´zornˇuje brzkou zmeˇnu. Mu˚zˇeme zde
videˇt vlastnosti procedury popsane´ drˇ´ıve, tj. nejlepsˇ´ı (a takrˇka srovnatelne´) vy´sledky
da´vaj´ı procedury s γ rovny´m 0,45 nebo 0,49. Nejhorsˇ´ı naopak s γ = 0. Spodn´ı
graf zna´zornˇuje pozdn´ı zmeˇnu, kdy nejlepsˇ´ıch vy´sledk˚u dosahuj´ı naopak procedury s
γ rovny´m 0 cˇi 0,25.
3.2.2 Porovna´n´ı kriticky´ch hodnot
Nyn´ı se budeme veˇnovat porovna´n´ı procedur pouzˇ´ıvaj´ıc´ıch asymptoticky´ch kri-
ticky´ch hodnot c(α, γ), respektive kriticky´ch hodnot pro dane´ m cm(α, γ). Tyto hod-
noty z´ıskane´ ze simulac´ı jsou uvedeny v tabulka´ch 3.4 a 3.5 pro 5% resp. 10% hladinu
testu. Budeme opeˇt sledovat pouze norma´ln´ı rozdeˇlen´ı.
Cˇasy zastaven´ı τ uvedene´ v tabulce 3.11 prˇesneˇ odpov´ıdaj´ı vztah˚um mezi kri-
ticky´mi hodnotami. Pro γ male´ se dosazˇene´ vy´sledky vy´razneˇ liˇs´ı pouze pro nejkratsˇ´ı
tre´ninkove´ obdob´ı. Pro γ bl´ızke´ 1/2 se jizˇ liˇs´ı pro libovolnou de´lku historicke´ho obdob´ı,
stejneˇ jako se odliˇsovaly prˇ´ıslusˇne´ kriticke´ hodnoty. Protozˇe pro dane´ m jsou kriticke´
hodnoty cm(α, γ) veˇtsˇ´ı nezˇ asymptoticke´ kriticke´ hodnoty c(α, γ), dosahuj´ı procedury je
pouzˇ´ıvaj´ıc´ı horsˇ´ıch vy´sledk˚u. Naproti tomu vsˇak mohou zarucˇit dodrzˇen´ı dane´ hladiny.
V tabulce 3.12 je uvedeno stejne´ srovna´n´ı pro 10% kriticke´ hodnoty. Zde je rozd´ıl
cˇas˚u zastaven´ı mensˇ´ı, stejneˇ jako byl mensˇ´ı rozd´ıl mezi kriticky´mi hodnotami pro tuto
hladinu.
3.2.3 Laplaceovo rozdeˇlen´ı
Nyn´ı se zameˇrˇ´ıme na vy´sledky procedur prˇi pouzˇit´ı dat maj´ıc´ıch Laplaceovo
rozdeˇlen´ı.
Nebudeme uva´deˇt vy´sledky procedur uzˇ´ıvaj´ıc´ıch asymptoticky´ch kriticky´ch hod-
not, protozˇe prˇi jejich pouzˇit´ı empiricke´ hladiny testu v´ıce nezˇ dvojna´sobneˇ prˇekrocˇily
povolenou hladinu (viz tabulka 3.2), a to i pro dlouhe´ historicke´ obdob´ı m = 1000.
Proto uvedeme pouze vy´sledky z´ıskane´ za pouzˇit´ı kriticky´ch hodnot cm(α, γ) pro da-
nou de´lku tre´ninkove´ho obdob´ı m, nebot’ u nich je zarucˇeno dodrzˇen´ı pozˇadovany´ch
hladin.
Hlavn´ı rysy vy´sledk˚u se v za´sadeˇ shoduj´ı s teˇmi obdrzˇeny´mi pro norma´ln´ı rozdeˇlen´ı,
proto nebudeme uva´deˇt tak detailn´ı rozbor. V tabulce 3.13 se zameˇrˇ´ıme na srovna´n´ı
obou rozdeˇlen´ı na´hodny´ch chyb. Aby srovna´n´ı bylo relevantn´ı, jsou vy´sledky pro norma´ln´ı
rozdeˇlen´ı take´ z´ıska´ny s pouzˇit´ım cm(α, γ).
V horn´ı cˇa´sti tabulky uvazˇujeme pozdn´ı zmeˇnu, v doln´ı cˇa´sti zmeˇnu velmi brzkou,
obeˇ s pouzˇit´ım nejvhodneˇjˇs´ı hodnoty konstanty γ (tzn. 0 resp. 0,45 jak bylo zd˚uvodneˇno
drˇ´ıve). V jednotlivy´ch sloupc´ıch se meˇn´ı velikost zmeˇny, po bloc´ıch de´lka historicke´ho
obdob´ı. Jsou uvedeny hodnoty pro 10% hladinu. Z tabulky je zrˇejme´ zhorsˇen´ı vy´konu
testovac´ı procedury pro data s Laplaceovy´m rozdeˇlen´ım chyb. Pro male´ hodnoty zmeˇny
rozptylu a kra´tke´ historicke´ obdob´ı je toto zhorsˇen´ı velmi vy´razne´. V neˇktery´ch prˇ´ıpadech
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c(0,05; γ) cm(0,05; γ)
\m 100 500 1000 100 500 1000
γ = 0 Min. 10 193 313 21 106 428
1st Qu. 264 1151 2218 281 1159 2220
k∗ = 2m Median 319 1233 2323 348 1237 2325
Mean 360 1244 2327 421 1245 2317
3rd Qu. 405 1333 2438 460 1328 2435
Max. 4900 2029 3116 4900 1938 3064
γ = 0,25 Min. 1 33 142 1 17 43
1st Qu. 138 593 1135 152 597 1135
k∗ = m Median 173 643 1199 197 646 1195
Mean 208 647 1199 259 651 1195
3rd Qu. 229 701 1267 269 707 1265
Max. 4900 1104 1638 4900 1104 1621
γ = 0,45 Min. 1 1 1 1 1 1
1st Qu. 13 15 16 19 18 19
k∗ = 5 Median 27 27 29 40 31 34
Mean 47 34 35 104 39 39
3rd Qu. 50 45 48 77 52 53
Max. 4900 209 206 4900 242 233
Tabulka 3.11: Norma´lneˇ rozdeˇlene´ chyby. Porovna´n´ı asymptoticky´ch kriticky´ch
hodnot a hodnot pro dane´ m pro 5% hladinu. Jsou uvedeny cˇasy zastaven´ı τ .
c(0,1; γ) cm(0,1; γ)
\m 100 500 1000 100 500 1000
γ = 0 Min. 7 73 269 15 91 296
1st Qu. 249 1119 2172 256 1122 2174
k∗ = 2m Median 296 1196 2274 312 1192 2276
Mean 323 1191 2259 353 1187 2241
3rd Qu. 367 1286 2385 398 1277 2379
Max. 4900 1790 2958 4900 1817 2974
γ = 0,25 Min. 1 9 6 1 10 25
1st Qu. 130 576 1110 137 578 1111
k∗ = m Median 160 621 1169 173 624 1167
Mean 182 617 1161 207 620 1153
3rd Qu. 209 677 1236 226 680 1234
Max. 3603 1015 1605 4900 1045 1567
γ = 0,45 Min. 1 1 1 1 1 1
1st Qu. 12 14 15 15 15 16
k∗ = 5 Median 23 24 26 30 26 27
Mean 38 30 31 61 33 33
3rd Qu. 43 41 42 56 44 45
Max. 4900 179 195 4900 239 215
Tabulka 3.12: Norma´lneˇ rozdeˇlene´ chyby. Porovna´n´ı asymptoticky´ch kriticky´ch
hodnot a hodnot pro dane´ m pro 10% hladinu. Jsou uvedeny cˇasy zastaven´ı τ .
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Laplace norma´ln´ı
\σ2∗ 0.5 1.5 2 4 9 0.5 1.5 2 4 9
m = 100 Min. 5 4 2 2 16 12 12 15 16 11
1st Qu. 4815 474 312 229 211 484 342 256 218 207
k∗ = 200 Median 4900 2410 473 258 222 678 535 312 231 212
Mean 4052 2723 1178 282 221 996 1252 353 230 208
3rd Qu. 4900 4900 1004 304 236 1046 1180 398 248 218
Max. 4900 4900 4900 4900 427 4900 4900 4900 377 263
m = 500 Min. 60 34 73 37 49 88 133 91 156 133
1st Qu. 1657 1442 1189 1058 1021 1327 1266 1122 1037 1014
k∗ = 1000 Median 1996 1905 1355 1101 1039 1486 1452 1192 1062 1023
Mean 2045 2242 1411 1086 1012 1489 1508 1187 1046 1008
3rd Qu. 2370 2787 1584 1156 1059 1670 1700 1277 1086 1033
Max. 4500 4500 4500 1510 1164 2420 3784 1817 1213 1079
m = 1000 Min. 177 188 186 72 164 393 278 296 267 256
1st Qu. 2749 2600 2280 2088 2031 2423 2368 2174 2058 2021
k∗ = 2000 Median 3104 3076 2467 2140 2051 2612 2584 2276 2085 2033
Mean 3072 3080 2474 2102 2015 2588 2598 2241 2065 1998
3rd Qu. 3493 3751 2689 2201 2075 2817 2841 2379 2118 2045
Max. 4000 4000 4000 2487 2196 3479 4000 2974 2268 2096
m = 100 Min. 1 1 1 1 1 1 1 1 1 1
1st Qu. 4900 106 29 11 8 133 33 15 8 6
k∗ = 5 Median 4900 4900 87 19 10 285 95 30 11 8
Mean 4704 2832 1081 36 12 1382 1043 61 13 8
3rd Qu. 4900 4900 529 34 15 1860 505 56 16 9
Max. 4900 4900 4900 4900 67 4900 4900 4900 93 26
m = 500 Min. 1 1 1 1 1 1 1 1 1 1
1st Qu. 217 76 27 11 7 66 31 15 8 6
k∗ = 5 Median 304 216 61 18 10 87 67 26 11 8
Mean 390 703 97 22 11 91 98 33 12 8
3rd Qu. 438 576 115 29 14 112 124 44 15 10
Max. 4500 4500 4500 108 39 388 3744 239 47 27
m = 1000 Min. 1 1 1 1 1 1 1 1 1 1
1st Qu. 179 65 28 11 7 68 35 16 8 7
k∗ = 5 Median 228 171 58 17 10 84 72 27 11 8
Mean 251 316 78 21 11 88 92 33 13 8
3rd Qu. 304 361 105 28 14 106 125 45 15 9
Max. 1884 4000 658 102 40 265 630 215 53 25
Tabulka 3.13: Porovna´n´ı vlivu rozdeˇlen´ı chyb. Pro k∗ = 2m je pouzˇito γ = 0, pro
k∗ = 5 je γ = 0,45.
dokonce v´ıce nezˇ cˇtvrtina monitorova´n´ı zmeˇnu neodhal´ı, cozˇ se v prˇ´ıpadeˇ norma´ln´ıho
rozdeˇlen´ı nikdy nestane. Prˇi velky´ch zmeˇna´ch a delˇs´ım tre´ninkove´m obdob´ım jizˇ nen´ı
rozd´ıl tak vy´razny´, prˇesto je sta´le patrny´.
Popsane´ zhorsˇen´ı je v souladu s ocˇeka´va´n´ım, nebot’ nasˇe testovac´ı procedura pouzˇ´ıva´
jako odhad rozptylu pozorova´n´ı vy´beˇrovy´ rozptyl. Ten, jak je zna´mo, je vhodny´ pro
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data neprˇ´ıliˇs se odliˇsuj´ıc´ı od norma´ln´ıho rozdeˇlen´ı. Pro data s teˇzˇsˇ´ımi chvosty (jako je
trˇeba pra´veˇ rozdeˇlen´ı Laplaceovo) vsˇak neposkytuje dobry´ odhad. Pro tato rozdeˇlen´ı
by chteˇlo pouzˇ´ıt proceduru zalozˇenou na neˇjake´m robustn´ım odhadu.
3.3 Shrnut´ı simulac´ı k procedurˇe I
V te´to cˇa´sti sumarizujeme vy´sledky provedeny´ch simulac´ı.
Procedura I pro detekci zmeˇny meˇrˇ´ıtka dobrˇe funguje pro norma´ln´ı data. Pokud
ma´me k dispozici delˇs´ı stabiln´ı obdob´ı, poskytuje velmi rychlou detekci i neprˇ´ıliˇs velike´
zmeˇny. Pozˇadovana´ de´lka 500 pozorova´n´ı se mu˚zˇe jevit omezuj´ıc´ı, avsˇak uvazˇujeme–li
naprˇ´ıklad denn´ı data, nen´ı to prˇ´ıliˇs dlouha´ doba. Rychlost detekce prˇirozeneˇ za´vis´ı na
velikosti zmeˇny, ktera´ vsˇak po dosazˇen´ı jiste´ velikosti jizˇ detekci vy´razneˇ neurychluje.
Pomoc´ı parametru γ hranicˇn´ı funkce mu˚zˇeme ovlivnit citlivost procedury na brzkou
resp. pozdn´ı zmeˇnu. Pro brzkou zmeˇnu vol´ıme γ bl´ızke´ 1/2 (naprˇ. γ = 0,45), pro
pozdn´ı zmeˇnu γ = 0. Procedura s γ = 0,25 dobrˇe detekuje zmeˇny v cele´m pr˚ubeˇhu
monitorova´n´ı, a proto je vhodna´, pokud nema´me zˇa´dne´ apriorn´ı ocˇeka´va´n´ı okamzˇiku
zmeˇny.
Prˇi pouzˇit´ı asymptoticky´ch kriticky´ch hodnot jsou prakticky dodrzˇeny prˇedepsane´
hladiny, proto nen´ı nutne´ urcˇovat kriticke´ hodnoty vycha´zej´ıc´ı z dane´ de´lky historicke´ho
obdob´ı.
Pro data s teˇzˇsˇ´ımi chvosty neda´va´ jizˇ monitorovac´ı procedura tak dobre´ vy´sledky.
To je zp˚usobeno t´ım, zˇe procedura pouzˇ´ıva´ vy´beˇrovy´ rozptyl. Jak uka´zaly simulace
provedene´ s Laplaceovy´m rozdeˇlen´ım, monitorovac´ı sche´ma prˇi pouzˇit´ı asymptoticky´ch
hodnot vy´razneˇ prˇekracˇuje povolenou hladinu. Z tohoto d˚uvodu je nutne´ pouzˇ´ıvat kri-
ticke´ hodnoty vycha´zej´ıc´ı z dane´ de´lky historicke´ho obdob´ı. Prˇesto mensˇ´ı zmeˇny mohou
z˚ustat neodhaleny a pokud odhaleny jsou, je zpozˇdeˇn´ı detekce vy´razne´.
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Kapitola 4
Simulace k procedurˇe II
V te´to kapitole se budeme veˇnovat chova´n´ı procedury II, tj. procedury zalozˇene´ na
sup
1≤k<∞
|QII(m, k)|
m1/2h(k/m)
.
Volene´ hodnoty parametr˚u jsou uvedeny v kapitole 3, proto je zde nebudeme opakovat.
Opeˇt se nejprve zameˇrˇ´ıme na chova´n´ı procedury za platnosti nulove´ hypote´zy.
4.1 Nulova´ hypote´za
Simulace se prova´deˇly analogicky jako pro proceduru I. Vzhledem k rekurzivn´ı
povaze procedury vsˇak bylo nutne´ omezit pocˇet opakova´n´ı na 2500. K urcˇen´ı kriticky´ch
hodnot jsme vyuzˇili asymptoticke´ho chova´n´ı statistiky
sup
1≤k<∞
|QII(m, k)|
m1/2h(k/m)
odvozene´ho ve veˇteˇ 3 a pozna´mky za touto veˇtou. Funkci h jsme tedy volili jako
ha(t) = [(t+ 1)(a2 + log(t+ 1))]1/2,
kde parametr a2 je sva´za´n s pravdeˇpodobnost´ı falesˇne´ho alarmu α vztahem exp(−a2) =
α. Pro zvolene´ hladiny 5% a 10% tedy vycha´z´ı a25
.= 5,99 resp. a210
.= 4,61.
Vy´sledky simulac´ı jsou shrnuty v tabulce 4.1 a grafu 4.1. Tabulka obsahuje vy´sledky
jak pro 5%, tak i pro 10% hladinu. Tyto vy´sledky vykazuj´ı stejne´ rysy, proto se zameˇrˇ´ıme
na 10% hladinu, kde budeme moci vyuzˇ´ıt i grafu. Stejneˇ jako u procedury I je dosazˇena´
hladina pro chyby s Laplaceovy´m rozdeˇlen´ım vysˇsˇ´ı nezˇ pro rozdeˇlen´ı norma´ln´ı. Da´le
s rostouc´ı de´lkou historicke´ho obdob´ı klesa´ dosazˇena´ hladina. Procedura II je vsˇak
oproti procedurˇe I konzervativn´ı (s vy´jimkou nejkratsˇ´ıho historicke´ho obdob´ı, avsˇak
i zde je prˇekrocˇen´ı pozˇadovane´ hladiny mnohem mensˇ´ı nezˇ u procedury I). To je v sou-
ladu s vy´sledky uverˇejneˇny´mi v [5]. U norma´ln´ıho rozdeˇlen´ı dosazˇena´ hladina pro delˇs´ı
historicke´ obdob´ı pouze slabeˇ prˇekracˇuje 5%. To mu˚zˇe by´t zp˚usobeno useknut´ım mo-
nitorova´n´ı po uplynut´ı 19 de´lek historicke´ho obdob´ı.
Na grafu je opeˇt vyznacˇeno, ve ktere´m obdob´ı monitorova´n´ı docha´z´ı k prˇekrocˇen´ı.
Pro obeˇ rozdeˇlen´ı k neˇmu nejcˇasteˇji docha´z´ı v cˇase monitorova´n´ı mezi m a 5m.
U norma´ln´ıho rozdeˇlen´ı je prˇ´ır˚ustek v posledn´ım obdob´ı jizˇ vcelku maly´.
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N(0, 1) Laplace
γ m\r 1/4 1 5 9 19 1/4 1 5 9 19
α = 0,05 100 0,00 0,40 2,60 3,80 5,52 0,72 2,52 6,80 7,40 9,20
500 0,00 0,20 2,00 2,84 3,28 0,00 0,40 2,72 3,64 4,60
1000 0,00 0,12 1,52 2,32 2,84 0,00 0,24 2,20 2,80 3,56
α = 0,1 100 0,00 1,52 5,48 7,76 9,72 0,84 4,40 11,44 13,40 15,20
500 0,00 0,62 3,84 5,18 5,94 0,00 1,60 5,60 7,20 8,80
1000 0,00 0,30 3,64 4,92 5,20 0,00 0,64 4,12 5,52 6,68
Tabulka 4.1: Empiricke´ velikosti, tj. procenta zastaveny´ch proces˚u do cˇasu m.r
pro 5% resp. 10% hladiny.
Pr
oc
en
to
 z
as
ta
ve
ný
ch
 pr
oc
es
ù
0
5
10
15
N1
00
N5
00
N1
00
0
L1
00
L5
00
L1
00
0
1/4 1 5 9 19
Obra´zek 4.1: Empiricke´ velikosti pro 10% hladinu, rozdeˇlene´ dle doby monito-
rova´n´ı (N100 oznacˇuje norma´ln´ı chyby a historicke´ obdob´ı de´lky 100).
4.2 Alternativn´ı hypote´za
Nyn´ı budeme uvazˇovat situaci za platnosti alternativn´ı hypote´zy. Simulace byly
opeˇt provedeny analogicky jako pro proceduru I, pouze pocˇet opakova´n´ı byl sn´ızˇen na
2000. Pro cˇas zmeˇny k∗ se opeˇt volily 2 pevne´ hodnoty (5 a 500) a 3 hodnoty za´visle´
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na de´lce historicke´ho obdob´ı m (m/2,m, 2m). Rozptyl po zmeˇneˇ modelu σ2∗ byl volen
jako 1,5, 2, 4, 9.
k∗ = 5 k∗ = 500
σ2∗ \m 100 500 1000 100 500 1000
Min. 11 45 78 29 275 313
1st Qu. 81 151 201 637 684 720
σ2∗ = 1,5 Median 162 206 254 732 762 807
Mean 963 239 276 775 792 825
3rd Qu. 515 288 326 870 876 914
Max. 4900 1656 1103 4900 1837 1755
Min. 6 21 38 28 127 367
1st Qu. 37 71 97 564 586 602
σ2∗ = 2 Median 55 91 120 607 621 639
Mean 84 96 124 594 627 645
3rd Qu. 85 113 146 655 663 681
Max. 4900 369 280 931 861 870
Min. 5 9 11 26 259 462
1st Qu. 13 26 35 519 527 533
σ2∗ = 4 Median 18 33 42 532 540 546
Mean 20 34 43 517 541 548
3rd Qu. 25 40 51 545 553 560
Max. 90 84 89 638 634 630
Min. 5 5 5 29 168 464
1st Qu. 7 12 16 507 510 513
σ2∗ = 9 Median 10 15 20 512 515 518
Mean 10 16 20 496 515 519
3rd Qu. 12 19 24 519 522 524
Max. 28 40 44 567 555 559
Tabulka 4.2: Cˇasy zastaven´ı pro 10% hladinu a r˚uzne´ okamzˇiky zmeˇny v za´vislosti
na velikosti zmeˇny.
Tabulka 4.2 obsahuje cˇasy zastaven´ı na 10% hladineˇ pro norma´lneˇ rozdeˇleˇne´ chyby.
Uvazˇovali jsme pouze pevne´ okamzˇiky zmeˇny. Dle ocˇeka´va´n´ı se s nar˚ustaj´ıc´ı velikost´ı
zmeˇny zpozˇdeˇn´ı detekce zmensˇuje. U maly´ch zmeˇn a kra´tke´ho historicke´ho obdob´ı
k detekci neˇkdy v˚ubec nedojde. Pro brzkou zmeˇnu je zpozˇdeˇn´ı kratsˇ´ı nezˇ pro zmeˇnu
nastalou da´le v monitorovac´ım obdob´ı. To opeˇt souvis´ı s faktem, zˇe testova´ statistika je
typem kumulativn´ıho soucˇtu. Vsˇechny tyto vy´sledky byly pozorova´ny i u procedury I.
Oproti n´ı vsˇak u procedury II nema´ prodlouzˇen´ı tre´ninkove´ho obdob´ı pozitivn´ı efekt na
rychlost detekce zmeˇny, pouze u maly´ch zmeˇn docha´z´ı k omezen´ı extre´mn´ıch prˇ´ıpad˚u.
To mu˚zˇe by´t zp˚usobeno rekurzivn´ım charakterem procedury, kdy prˇi delˇs´ım historicke´m
obdob´ı ma´me v souhrnu prˇed zmeˇnou modelu v´ıce pozorova´n´ı sleduj´ıc´ı p˚uvodn´ı model
(naprˇ. 1005 proti 105 prˇi zmeˇneˇ k∗ = 5), a proto nasˇe statistika reaguje na zmeˇnu
s veˇtsˇ´ım zpozˇdeˇn´ım. Dalˇs´ım d˚uvodem mu˚zˇe by´t veˇtsˇ´ı konzervativnost testu pro m =
1000 oproti m = 100 (dosazˇena´ hladina je te´meˇrˇ polovicˇn´ı).
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Vy´sˇe popsane´ vy´sledky mu˚zˇeme videˇt i v tabulce 4.3, ktera´ obsahuje media´ny
zpozˇdeˇn´ı detekce zmeˇny modelu pro obeˇ uvazˇovane´ hladiny a norma´lneˇ rozdeˇleˇne´ chyby.
Mu˚zˇeme videˇt vliv na´r˚ustu de´lky tre´ninkove´ho obdob´ı a vliv okamzˇiku zmeˇny (naprˇ.
k∗ = 5 a k∗ = 2m prˇi m = 1000). Vliv velikosti zmeˇny a uvazˇovane´ hladiny je zcela
zrˇejmy´.
α = 0,05 α = 0,1
σ2∗ m \ k∗ 5 500 m/2 m 2m 5 500 m/2 m 2m
100 242 282 231 226 230 157 232 159 165 183
σ2∗ = 1,5 500 251 312 283 321 367 201 262 238 273 316
1000 300 359 362 402 494 249 307 309 346 430
100 64 122 70 76 87 50 107 57 61 73
σ2∗ = 2 500 102 139 122 135 167 86 121 105 116 147
1000 134 162 162 189 231 115 139 140 166 203
100 16 37 19 22 27 13 32 16 18 23
σ2∗ = 4 500 32 46 39 45 55 28 40 34 40 48
1000 44 53 54 62 77 37 46 47 54 68
100 6 15 7 8 10 5 12 6 6 9
σ2∗ = 9 500 12 17 15 18 22 10 15 13 15 18
1000 17 21 21 25 31 15 18 18 21 27
Tabulka 4.3: Media´ny zpozˇdeˇn´ı zastaven´ı pro 5% a 10% hladinu a norma´lneˇ
rozdeˇlena´ data.
Nyn´ı se budeme veˇnovat srovna´n´ı vy´konnosti procedury pro obeˇ uvazˇovane´
rozdeˇlen´ı chyb. V tabulce 4.4 jsou v prvn´ıch sloupc´ıch uvedeny charakteristiky cˇas˚u
zastaven´ı pro data s Laplaceovy´m rozdeˇlen´ım, kdezˇto v na´sleduj´ıc´ıch sloupc´ıch jsou cha-
rakteristiky pro data s norma´ln´ım rozdeˇlen´ım. Stejneˇ jako pro proceduru I dosta´va´me
lepsˇ´ı vy´sledky pro norma´lneˇ rozdeˇlena´ data, a to i prˇesto, zˇe pro neˇ je procedura v´ıce
konzervativn´ı nezˇ pro data Laplaceova. To plat´ı jak pro media´ny cˇas˚u zastaven´ı, tak
zejme´na pro jejich pr˚umeˇry. Ty jsou vy´razneˇ zvy´sˇeny prˇ´ıtomnost´ı veˇtsˇ´ıho pocˇtu ne-
zastaveny´ch proces˚u. Pro m = 100 a nejmensˇ´ı zmeˇnu rozptylu dokonce ve v´ıce nezˇ
cˇtvrtineˇ prˇ´ıpad˚u k odhalen´ı zmeˇny nedojde.
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Laplace norma´ln´ı
\σ2∗ 1.5 2 4 9 1.5 2 4 9
k∗ = 5 Min. 1 5 3 5 11 6 5 5
1st Qu. 97 44 17 9 81 37 13 7
m = 100 Median 308 89 27 13 162 55 18 10
Mean 1840 500 33 15 963 84 20 10
3rd Qu. 4900 191 41 18 515 85 25 12
Max. 4900 4900 289 65 4900 4900 90 28
k∗ = 5 Min. 12 14 5 5 45 21 9 5
1st Qu. 247 109 37 16 151 71 26 12
m = 500 Median 419 155 51 23 206 91 33 15
Mean 749 182 53 24 239 96 34 16
3rd Qu. 762 217 66 30 288 113 40 19
Max. 4500 4500 226 78 1656 369 84 40
k∗ = 5 Min. 20 9 5 5 78 38 11 5
1st Qu. 316 152 52 21 201 97 35 16
m = 1000 Median 459 200 66 29 254 120 42 20
Mean 571 218 69 30 276 124 43 20
3rd Qu. 680 266 84 37 326 146 51 24
Max. 4000 963 222 87 1103 280 89 44
k∗ = 500 Min. 3 10 1 8 29 28 26 29
1st Qu. 683 578 523 508 637 564 519 507
m = 100 Median 910 661 548 518 732 607 532 512
Mean 1299 668 516 484 775 594 517 496
3rd Qu. 1393 767 576 530 870 655 545 519
Max. 4900 2566 725 595 4900 931 638 567
k∗ = 500 Min. 54 216 158 163 275 127 259 168
1st Qu. 807 630 543 515 684 586 527 510
m = 500 Median 994 701 564 525 762 621 540 515
Mean 1149 723 566 525 792 627 541 515
3rd Qu. 1286 797 589 536 876 663 553 522
Max. 4500 1626 721 607 1837 861 634 555
k∗ = 500 Min. 300 199 307 361 313 367 462 464
1st Qu. 862 661 553 520 720 602 533 513
m = 1000 Median 1048 730 576 530 807 639 546 518
Mean 1132 748 579 531 825 645 548 519
3rd Qu. 1296 814 602 541 914 681 560 524
Max. 4000 1818 734 611 1755 870 630 559
Tabulka 4.4: Porovna´n´ı vlivu rozdeˇlen´ı chyb. Cˇasy zastaven´ı na 10% hladineˇ.
50
4.3 Porovna´n´ı obou procedur
Procedura II Procedura I
\m 100 500 1000 100 500 1000
σ2∗ = 1,5 Min. 11 45 78 1 1 1
1st Qu. 81 151 201 20 29 28
k∗ = 5 Median 162 206 254 55 60 64
Mean 963 239 276 641 88 83
3rd Qu. 515 288 326 197 114 116
Max. 4900 1656 1103 4900 1309 539
σ2∗ = 2 Min. 6 21 38 1 1 1
1st Qu. 37 71 97 12 14 15
k∗ = 5 Median 55 91 120 23 24 26
Mean 84 96 124 38 30 31
3rd Qu. 85 113 146 43 41 42
Max. 4900 369 280 4900 179 195
σ2∗ = 4 Min. 5 9 11 1 1 1
1st Qu. 13 26 35 7 8 8
k∗ = 5 Median 18 33 42 10 11 11
Mean 20 34 43 11 12 12
3rd Qu. 25 40 51 14 15 15
Max. 90 84 89 69 45 54
σ2∗ = 1,5 Min. 29 275 313 1 1 56
1st Qu. 637 684 720 676 665 668
k∗ = 500 Median 732 762 807 1034 783 761
Mean 775 792 825 1716 819 779
3rd Qu. 870 876 914 2231 944 875
Max. 4900 1837 1755 4900 3825 1880
σ2∗ = 2 Min. 28 127 367 1 1 48
1st Qu. 564 586 602 576 574 578
k∗ = 500 Median 607 621 639 691 620 619
Mean 594 627 645 712 615 620
3rd Qu. 655 663 681 849 676 660
Max. 931 861 870 4900 986 933
σ2∗ = 4 Min. 26 259 462 1 2 14
1st Qu. 519 527 533 526 525 525
k∗ = 500 Median 532 540 546 554 539 537
Mean 517 541 548 508 531 534
3rd Qu. 545 553 560 587 556 550
Max. 638 634 630 799 628 625
Tabulka 4.5: Porovna´n´ı obou procedur. Uvazˇujeme norma´lneˇ rozdeˇlena´ data
a 10% hladinu. Pro proceduru I je prˇi k∗ = 5 pouzˇito γ = 0,45, prˇi k∗ = 500
je γ = 0,25.
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V te´to cˇa´sti porovna´me obeˇ odvozene´ procedury, nejprve za platnosti nulove´ hy-
pote´zy, tj. pokud v modelu nedocha´z´ı ke zmeˇneˇ. Procedura I nedodrzˇuje prˇedepsanou
hladinu, avsˇak prˇi norma´lneˇ rozdeˇleny´ch datech a delˇs´ım historicke´m obdob´ı nen´ı toto
prˇekrocˇen´ı velike´. V ostatn´ıch prˇ´ıpadech mus´ıme pouzˇ´ıt simulovane´ kriticke´ hodnoty.
Oproti tomu je procedura II konzervativn´ı, a to i pro data s teˇzˇsˇ´ımi chvosty, jako jsou
naprˇ´ıklad Laplaceova. K porovna´n´ı mohou poslouzˇit grafy 3.1 a 4.1.
Ke srovna´n´ı schopnosti detekce zmeˇny pouzˇijeme tabulku 4.5. Ve veˇtsˇineˇ prˇ´ıpad˚u
da´va´ lepsˇ´ı vy´sledky procedura I, avsˇak pro kra´tke´ historicke´ obdob´ı a velmi pozdn´ı
zmeˇnu (m = 100 a k∗ = 500) je prˇekona´na procedurou II. Zejme´na pro malou zmeˇnu
je tento rozd´ıl vy´razny´. Pokud jsou nasˇe ocˇeka´va´n´ı ohledneˇ zmeˇny modelu podobne´
te´to situaci, meˇli bychom tedy preferovat proceduru II. Jiny´m d˚uvodem uprˇednostneˇn´ı
procedury II mu˚zˇe by´t nutnost co nejv´ıce se vyhnout falesˇne´mu alarmu.
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Za´veˇr
V posledn´ıch letech vznikla rˇada cˇla´nk˚u veˇnuj´ıc´ıch se sekvencˇn´ımu testova´n´ı sta-
bility modelu. Tato pra´ce vycha´zela prˇedevsˇ´ım z cˇla´nku [5] veˇnovane´mu testu zmeˇny
regresn´ıho parametru, na ktery´ navazovala dizertacˇn´ı pra´ce [7].
V te´to pra´ci bylo studova´no sekvencˇn´ı testova´n´ı zmeˇny rozptylu. Zamı´tac´ı pravidlo
bylo zalozˇeno na omezen´ı pravdeˇpodobnost´ı I. a II. druhu. Byly navrzˇeny dveˇ testove´
statistiky, obeˇ byly typem kumulativn´ıho soucˇtu. Da´le byla odvozena jejich asympto-
ticka´ rozdeˇlen´ı. A to jak za platnosti nulove´ hypote´zy, kdy nedocha´z´ı k zˇa´dne´ zmeˇneˇ
modelu, tak i za alternativy, kdy zmeˇna nastala. Teoreticke´ vy´sledky byly doplneˇny
simulacemi, ktere´ pomohly vyhodnotit vhodnost navrzˇeny´ch procedur.
Prvn´ı procedura vycha´zela z porovna´n´ı odhadu rozptylu v monitorovac´ım obdob´ı
s odhadem vycha´zej´ıc´ım ze stabiln´ıho historicke´ho obdob´ı. Pro norma´lneˇ rozdeˇlena´ data
da´va´ procedura velmi dobre´ vy´sledky. Pro data s teˇzˇsˇ´ımi chvosty je zpozˇdeˇn´ı detekce
zmeˇny vy´razneˇjˇs´ı a nav´ıc se neda´ prˇ´ıliˇs vyuzˇ´ıt odvozene´ho asymptoticke´ho vztahu. Tyto
horsˇ´ı vy´sledky jsou zp˚usobeny pouzˇit´ım vy´beˇrove´ho rozptylu v testove´ statistice, ktery´
nen´ı prˇ´ıliˇs vhodny´ pro data vy´razneˇji se liˇs´ıc´ı od norma´ln´ıch. Druha´ procedura vyuzˇ´ıvala
rekurzivn´ıch odhad˚u. Ve veˇtsˇineˇ prˇ´ıpad˚u nedosahovala takovy´ch vy´sledk˚u jako prvn´ı
procedura, avsˇak za jisty´ch okolnost´ı mu˚zˇe by´t preferova´na.
O chyba´ch jsme prˇedpokla´dali, zˇe jsou neza´visle´ stejneˇ rozdeˇlene´. Pouzˇili jsme
tohoto zjednodusˇuj´ıc´ıho prˇedpokladu, prˇestozˇe ho rea´lna´ data, pocha´zej´ıc´ı naprˇ´ıklad
z ekonomie, cˇasto nesplnˇuj´ı. Proto by bylo da´le mozˇne´ zkoumat data neˇjaky´m zp˚usobem
za´visla´ (naprˇ´ıklad AR modely).
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Apendix
V te´to cˇa´sti uvedeme d˚ulezˇita´ tvrzen´ı, ktera´ jsou pouzˇita v d˚ukazech veˇt. Budeme
pouzˇ´ıvat standardn´ı zkratku (iid) pro oznacˇen´ı neza´visly´ch stejneˇ rozdeˇleny´ch velicˇin.
Nejprve uvedeme tvrzen´ı, ktera´ jsou souhrnneˇ nazy´va´na jako Komlo´s-Major-
Tusna´dyova aproximace.
Veˇta I. Necht’ X1, . . . , Xn jsou (iid) na´hodne´ velicˇiny takove´, zˇe EXi = 0 a varXi =
1, i = 1 . . . n. Necht’ H(x) > 0 (x ≥ 0) je spojita´ rostouc´ı funkce, takova´, zˇe
• x−2−γH(x) je rostouc´ı pro neˇjake´ γ > 0,
• existuje funkce K(x) > 0 (x ≥ 0), takova´ zˇe x−1 logH(x) = x−1 logK(x)(1 +
o(x)), kde x−1 logK(x) je klesaj´ıc´ı,
• EH(|Xi|) <∞, i = 1 . . . n.
Pak existuj´ı (iid) na´hodne´ velicˇiny Y1, . . . , Yn se standardn´ım norma´ln´ım rozdeˇlen´ım
takove´, zˇe pro kazˇde´ x > 0 plat´ı
P
(
max
1≤k≤n
∣∣∣∣ k∑
i=1
Xi −
k∑
i=1
Yi
∣∣∣∣ > x
)
≤ C1n
H(C2x)
,
kde C1 a C2 jsou kladne´ konstanty za´visej´ıc´ı na rozdeˇlen´ı Xi.
D˚ukaz. Viz [3], veˇta 1.2.
Zrˇejmeˇ jako funkci H mu˚zˇeme volit H(x) = x2+∆, ∆ > 0. Na velicˇiny Xi tedy
klademe pozˇadavek existence veˇtsˇ´ıho nezˇ druhe´ho momentu (E |Xi|2+∆ <∞).
Du˚sledek II. Necht’ X1, . . . , Xn jsou (iid) na´hodne´ velicˇiny takove´, zˇe EXi = 0,
varXi = 1 a pro neˇjake´ ∆ > 0 je E |Xi|2+∆ < ∞, i = 1, . . . , n. Pak existuj´ı (iid)
na´hodne´ velicˇiny Y1, . . . , Yn se standardn´ım norma´ln´ım rozdeˇlen´ım a Wiener˚uv proces
{W (t), 0 ≤ t ≤ n} takovy´, zˇe pro kazˇde´ β > 12+∆ plat´ı
max
1≤k≤n
1
kβ
∣∣∣∣∣
k∑
i=1
Xi −
k∑
i=1
Yi
∣∣∣∣∣ = Op(1) (n→∞)
max
1≤k≤n
1
kβ
∣∣∣∣∣
k∑
i=1
Xi −W (k)
∣∣∣∣∣ = Op(1) (n→∞)
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D˚ukaz. Mu˚zˇeme psa´t
P
(
max
1≤k≤n
1
kβ
∣∣∣∣ k∑
i=1
Xi −
k∑
i=1
Yi
∣∣∣∣ ≥ 2A
)
≤
blog2 nc+1∑
j=0
P
(
max
2j<k≤2j+1
1
kβ
∣∣∣∣ k∑
i=1
Xi −
k∑
i=1
Yi
∣∣∣∣ ≥ 2A
)
≤
≤
blog2 nc+1∑
j=0
{
P
(∣∣∣∣ 2j∑
i=1
Xi −
2j∑
i=1
Yi
∣∣∣∣ max
2j<k≤2j+1
1
kβ
≥ A
)
+
+P
(
max
2j<k≤2j+1
1
kβ
∣∣∣∣ k∑
i=2j+1
Xi −
k∑
i=2j+1
Yi
∣∣∣∣ ≥ A
)}
.
Prˇedchoz´ı pravdeˇpodobnosti mu˚zˇeme pomoc´ı veˇty I shora odhadnout jako
P
(∣∣∣∣ 2j∑
i=1
Xi −
2j∑
i=1
Yi
∣∣∣∣ max
2j<k≤2j+1
1
kβ
≥ A
)
≤ P
(∣∣∣∣ 2j∑
i=1
Xi −
2j∑
i=1
Yi
∣∣∣∣ ≥ A2jβ
)
≤ c12
j
(A2jβ)2+∆
respektive
P
(
max
2j<k≤2j+1
1
kβ
∣∣∣∣ k∑
i=2j+1
Xi −
k∑
i=2j+1
Yi
∣∣∣∣ ≥ A
)
≤ P
(
max
2j<k≤2j+1
∣∣∣∣ k∑
i=2j+1
Xi −
k∑
i=2j+1
Yi
∣∣∣∣ ≥ A2jβ
)
≤
≤ c12j 1
(A2jβ)2+∆
.
Dosta´va´me tedy
P
(
max
1≤k≤n
1
kβ
∣∣∣∣ k∑
i=1
Xi −
k∑
i=1
Yi
∣∣∣∣ ≥ 2A
)
≤
blog2 nc+1∑
j=0
2c1
1
A2+∆
2j(1−(2+∆)β) = c2A−(2+∆),
protozˇe pro β > 12+∆ plat´ı 1 − (2 + ∆)β < 0 a to stejnomeˇrneˇ v n. Jelikozˇ A lze volit
libovolneˇ velike´, je uvazˇovany´ vy´raz omezen v pravdeˇpodobnosti.
Zrˇejmeˇ lze zvolit Wiener˚uv proces tak, aby platilo W (k) =
∑k
i=1 Yi, k = 1, . . . , n, cˇ´ımzˇ
je d˚ukaz dokoncˇen.
Veˇta III. Necht’ X1, X2, . . . jsou (iid) na´hodne´ velicˇiny takove´, zˇe EXi = 0, varXi = 1
a pro neˇjake´ ∆ > 0 je E |Xi|2+∆ <∞, i = 1, 2, . . .. Pak existuj´ı (iid) na´hodne´ velicˇiny
Y1, Y2, . . . se standardn´ım norma´ln´ım rozdeˇlen´ım a Wiener˚uv proces {W (t), 0 ≤ t <∞}
takovy´, zˇe pro kazˇde´ β > 12+∆ plat´ı∣∣∣∣∣
m∑
i=1
Xi −
m∑
i=1
Yi
∣∣∣∣∣ = op(mβ) (m→∞)∣∣∣∣∣
m∑
i=1
Xi −W (m)
∣∣∣∣∣ = op(mβ) (m→∞)
D˚ukaz. Viz [3], veˇta 1.5.
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Veˇta IV (Kolmogor˚uv Silny´ ZVCˇ). Necht’ X1, X2, . . . je posloupnost (iid) na´hodny´ch
velicˇin s konecˇnou strˇedn´ı hodnotou. Pak plat´ı
1
n
n∑
i=1
Xi → EX1 s.j.
D˚ukaz. Viz [9], veˇta IV.2.1.
Veˇta V (Marcinkiewicz˚uv-Zygmund˚uv ZVCˇ). Necht’ X1, X2, . . . je posloupnost (iid)
na´hodny´ch velicˇin. Potom pro libovolne´ p ∈ (0, 2) plat´ı∑n
i=1Xi − nc
n1/p
→ 0 s.j. pro neˇjake´ c <∞⇔ E |X1|p <∞.
Pokud je 1 ≤ p < 2 je c = EX1, kdezˇto pro 0 < p < 1 m˚uzˇe by´t c libovolne´, a tedy
i nulove´.
D˚ukaz. Viz [1], kapitola 5.2, veˇta 2.
Zrˇejmy´m d˚usledkem te´to veˇty je i Kolmogor˚uv silny´ ZVCˇ.
Veˇta VI (Ha´jkova-Re´nyiova nerovnost). Necht’ {Un =
∑n
j=1 uj , n ≥ 1} je L2 mar-
tingal a {bn, n ≥ 1} je kladna´ neklesaj´ıc´ı posloupnost. Pak pro kazˇde´ λ > 0 plat´ı
P
(
max
1≤j≤n
∣∣∣∣Ujbj
∣∣∣∣ ≥ λ)≤ 1λ2
n∑
j=1
Eu2j
b2j
.
D˚ukaz. Viz [1], kapitola 7.4, veˇta 8.
Veˇta VII (Hartman˚uv-Wintner˚uv za´kon iterovane´ho logaritmu). Necht’ X1, X2, . . . je
posloupnost (iid) na´hodny´ch velicˇin takova´, zˇe EX1 = 0 a varX1 = σ2 ∈ (0,∞). Pak
plat´ı
lim sup
n→∞
(2σ2n log log n)−1/2
n∑
i=1
Xi = 1 s.j.
lim inf
n→∞ (2σ
2n log log n)−1/2
n∑
i=1
Xi = −1 s.j.
D˚ukaz. Viz [9], veˇta VII.3.6.
Veˇta VIII (za´kon iterovane´ho logaritmu pro Wiener˚uv proces). Necht’ {W (t), 0 ≤ t <
∞} je Wiener˚uv proces a a(t) = (2t log log t)1/2. Pak plat´ı
lim sup
t→∞
W (t)
a(t)
= 1 s.j.
lim inf
t→∞
W (t)
a(t)
= −1 s.j.
D˚ukaz. Viz [9], veˇta VII.1.8.
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