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Abstract 
We consider the simulated annealing algorithm associated to a potential U on a graph (M, q) 
(reversible or satisfying the Hajek's weak reversibility condition), whose temperature at time 
t~>0 is given by kln.~l(1 + t), with k> c(M, U) the critical constant for the ergodicity in law 
of the process. Let M (respectively M) the connected component of the set {x E M [U(x) < 
minM U + k} (respectively {x E MIU(x)<<. minM U + k}) which contains all the global minima. 
We will see that M is the recurrent set and that the occupation times of points in ~t (or of 
points x0 in ~¢ such that U(xo) =k)  satisfy a strong law of large numbers. Furthermore, if the 
graph is a reversible tree and if M = M, we shall study the behaviour in law and a.s. of the 
fluctuations around these laws of large numbers (central imit theorem and law of the iterated 
logarithm). 
R6sum6 : On consid~re l'algorithme de recuit simul6 associ6 fi un potentiel U sur un graphe 
(M, q) (r6versible ou satisfaisant la condition de r6versibilit6 faible de Hajek), dont la d6croissance 
de la temp&ature est en k ln-l(1 +t), avec k > c(M, U) la constante critique assurant l'ergodicit6 
en loi de ce processus. Soit M (respectivement M) la composante connexe de l'ensemble {x E 
M I U(x) < minM U+k} (respectivement {x E M] U(x)<~ min~ U+k}) qui contient l'ensemble 
des minima globaux du potentiel U. On verra que ~r est l'ensemble des points r6currents et que 
les temps d'occupation des points de ~t (ou des points x0 E ~t tels que U(xo) = k) satisfont une 
loi forte des grands hombres. Dans le cas o/l le graphe est un arbre r6versible t o6 M = M, on 
6tudiera 6galement le comportement enloi et p.s. des fluctuations autour de ces lois des grands 
nombres (th6or6me de la limite centrale t loi du logarithme it6r6). 
Keywords: Simulated annealing, Law of large numbers, Central imit theorem, Law of the itera- 
ted logarithm. 
1. Introduction 
Soit (M,q,/Q un graphe fini irr6ductible t r~versible: Mest un ensemble fini, # est 
une probabilit6 chargeant tous les points de Met  q : M × M --, R+ est un noyau de 
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probabilit6s de transitions irr6ductible (pour tous x, y E M, il existe un chemin allant 
de x h y, c'est-h-dire une suite (p(i))l<~i<~n d'616ments de M telle que p(1) -- x, 
p(n) = yet  satisfaisant pour tout 1 <~i < n, q(p(i) ,p( i  + 1)) > 0) et r6versible par 
rapport h # (i.e. pour tous x,y E M, p(x)q(x,y) = #(y)q(y,x)). Soit 6galement U 
une fonction sur M telle que minze~t U(z) = 0. On s'int6resse aux algorithmes de 
recuit simul6 associ6s, c'est-~-dire aux processus de Markov (chdlhg.) h valeurs dans 
M, (Xt)t>~o, dont la famille des g6n6rateurs (Ll~t)t>~o est donn6e par 
Vt>>.O, V4~ :M~R,  VxEM,  
L#, dp(x) = ~-~ (c#(y) - (o(x) q#,(x, y), 
yEM 
off pour tout fl I> 0 (qui repr6sente l'inverse de la temp6rature), le noyau de probabilit6s 
(ou plus rigoureusement ici, d'intensit6s) de transitions q# est d6fini par 
Vx, yEM,  
{exp( - f l (U(y ) -  U(x))+)q(x,y) si y ~x ,  
q#(x, y) = 1 - ~z¢x q#(x, z) si y = x 
et oil ~+ ~ t ~ fit E g~+ est une fonction de classe C l telle que limt--.+oo fit = O. 
En fait, on ne consid~rera ici que des 6volutions de la forme 
fit = k -1 ln(1 + t) 
avec k > 0 assez grand. 
Plus pr6cisbment, pour x, y E M, soit Cgx,y l'ensemble des chemins allant de x 
y sans se recouper (i.e. des suites p = (p(i))l<~i<~n d'616ments distincts v6rifiant les 
conditions 6nonc6es un peu plus haut). On note e(p) l'616vation pour U d'un tel 
chemin p, 
e(p) = max U(p(i)), 
l <~i <~n 
puis on d6finit 
et 
H(x, y) = min e(p) 
pE~.y 
c(M, U) -- max [It(x,y) - U(x) - U(y)] ~0. 
x,yEM 
On supposera dbsormais que k > c(M, U). Notons N -- {z E M IU(z) = 0} 
l'ensemble des minima globaux de U, M la composante connexe (pour le noyau 
de probabilit6s de transitions q) de l'ensemble {x E M IU(x) < k} qui contient N 
(l'hypoth~se k > c(M, U) assure que Nest  bien inclus dans l'une des composantes con- 
nexes de cet ensemble) et ~t la composante connexe de l'ensemble {x E M I U(x)<~k} 
qui contient N. En reprenant une terminologie introduite par Freidlin et Wentzell (voir 
(Freidlin et Wentzell, 1984), mais surtout (Catoni, 1991; et Trouv6, 1993), l'ensemble 
~t (respectivement)~t) est le cycle maximal (pour l'inclusion ensembliste) dont le 
fond est Net  dont la hauteur de m61ange st inf6rieure (respectivement strictement 
inf~rieure) ~ k. 
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On a vu dans (Miclo, 1995) que les points de M[ ~t 6taient ranscients p.s. (c'est- 
~-dire que p.s., l imt~+~ l~(Xt) = 1) et que les/ICoints de ~.-6taient r6currents (i.e., 
V x0 E .~t, limsuPt~+ ~ l{xo}(Xt) = 1). On va retrouver ces r6sultats par une autre 
m&hode et on verra plus pr6cis6ment que tous lespoints de ~t sont r6currents. 
On peut donc se demander si /l l'int6rieur de M, le processus (Xt)t>.o satisfait les 
propri&6s ergodiques usuelles: 
Soit x0 E M fix6, on note ~b l'indicatriee de {x0} et pour t~>0, 
f0 t c , (¢)  = ¢(£)ds  
le temps pass6 en x0. 
On cherche/l trouver un 6quivalent de Gt(~) en temps grand (Th6or~me rgodique, 
encore appel6 loi faible ou forte des grands nombres, suivant que la limite est en 
probabilit6 ou p.s.) et le comportement asymptotique des fluctuations autour de cet 
6quivalent (Th6or6me de la limite centrale t du logarithme it6r6). 
Malheureusement, ous n'avons pu 6tablir un th6or~me rgodique que pour x0 E &t 
ou x0 E M avec U(xo) = k, la question reste ouverte de comprendre l comportement A 
de Gt(~b) pour x0 E M[ M tel que U(xo) < k. Plus grave, pour obtenir les estim6es 
n6cessaires/l la d6monstration de r6sultats ur le comportement asymptotique des fluc- 
tuations, nous avons dfi nous restreindre au cas off (M,q,#) est un arbre, situation 
dans laquelle tousles calculs peuvent se faire explicitement (mais qui pratiquement, 
est d'un int6r& r6duit, voir nul), et faire l'hypoth~se que M = ~t. Cependant, du- 
moins sous cette derni~re condition, nous pensons que les r6sultats pr6sent6s ur ce 
sujet doivent encore &re v6rifi6s dans le cas d'un graphe irr6ductible t r6versible 
quelconque. 
Un objet important dans l'6tude du recuit simul6, est la probabilit6 de Gibbs p~ 
associ6e h la temp6rature flj-i et h la fonction U, et qui est d6finie par 
V x E M, ##~(x) = Z~ l exp(-flsU(x))l~(x) 




Notons que gt(~b) diverge en temps grand, du fait que U(xo)<%k, plus pr6cis6ment, 
si U(xo) < k, alors 
gt( ~P ) '~ /z(N )- l  p(x0 )(1 -- k -1U(xo))- l t  1-k-tv(x°) 
et si U(xo) = k, 
gt((~) r -~  /~(N)-l/z(x0) In(1 + t). 
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Notons /~:  ~¢ U {x E M I U(x) : k}. Alors, 
Th6orbme 1. Pour tout Xo EiQ, on a p.s., 
lim 9tl(c~)Gt(c~)= 1. 
t ---*q-cxz 
Supposons maintenant que ~t =/~,  et que (M, q, #) soit un arbre, c'est-~-dire que 
pour tout x, y E M, il existe un unique chemin (on sous-entend 6sormais, ne se 
recoupant pas) allant de x ~i y. On le notera Px,y = (Px,y(i))l<~i~nx., et e~4(px.y ) 
d6signera la quantit6 
max ~ U(px, y(i)). 
1 <~i<~nr,,. \ p~,,,(i)GM 
Pour tout xo E ~¢ fix6, d6finissons 6galement 
~'(x0) = max[eM(Pxo,~) - 2U(x)] - 2U(x0), 
x~xo 
W(xo ) = - min U(x ) - U(xo ) 
xf[M 
(par convention W(xo) = -c~ si ]4' = M, i.e. si k > maxM U) 
1 + k -1 ff'(xo) v (1 + k-1W(xo)) 
W(xo) = 2 
(qui d6pendent aussi de k) et remarquons que W(xo) > -k  d6s que l'on suppose par 
exemple que M n'est pas r6duit /l un point. Faisons l'hypoth6se que W(xo) > 0 et 
notons pour t > 0, 
Ft = t-W(x°)(Gt(c~) - 9,(q~)) 
les fluctuations renormalis6es. Ce sont les positions relatives de ~Z(x0) et de W(x0) 
qui vont d6terminer leur comportement asymptotique en loi. 
Th6or~me 2. Sous les restrictions prkcOdentes, il existe des nombres m(x0,k) > 0 et 
a(xo, k) > O, que l'on explicitera ult~rieurement, els que l'on ait la convergence n 
loi des Ft en temps grand vers une gaussienne de moyenne m(xo, k) et de variance 
a(xo, k), avec 
= ~ 0 
m(xo, k ) 
k m(xo, k) 
f "6(xo, k) 
a(xo, k ) = ~. 0 
Dans le cas o~ ff'(xo) < k+2 _W(xo), on a en fait  convergence p.s., voir le thborkme 
suivant. 
si ffZ(xo) > k + 2W(x0), 
sinon, 
si ffZ(xo) >1 k + 2W(xo), 
sinon. 
On prouvera en fait une version fonctionnelle plus forte de ce r6sultat (convergence 
vers un processus gaussien (dbg6n6r6 si ff'(x0) < k + 2 _W(x0)), voir la Section 5). 
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De m6me Indiquons qu'il existe plusieurs possibilit6s pour le comportement asymp- 
totique p.s. des fluctuations: 
Th6or6me 3. Sous les hypothkses prkcbdentes (dont W(xo) > 0), 
• Si W(xo)>~k + 2W(x0), on a 
Ft _ ~ ,  
lim sup 
t - - *+~ 
lim inf Ft - v /~x0,  k), 
t----~+oc 
off ln2(t)= In(In(t)), pour tout t > e. 
• Si ~V(xo) < k + 2W(x0), on a 
lim Ft = m(xo, k ). 
t---*+oc 
On ne prouvera pas ce dernier 6sultat car son approche st similaire g celle employ6e 
pour montrer le Th6or~me 2 et il suffit ensuite de reprendre la preuve de Stout de la 
loi du logarithme it6r6 pour les martingales (cf. Stout, 1970, et aussi Meyer, 1972). 
De plus, il n'est peut-&re pas tr6s pertinent en th6orie du recuit simul6, mais surtout, 
comme me l'ont fait remarquer le referee et un 6diteur, il ne met pas en 6vidence de 
nouveaux ph6nom6nes outre ceux qui apparaissent d6j/l dans le Th6or6me 2. 
En fait, ces th6or6mes ont aussi valables i W(xo) = 0 (auquel cas on a n6cessaire- 
ment M = {)co} et fie(x0) < k +2___W(x0), mis ~ part dans le cas trivial o~ M = {x0}); 
il faut alors consid6rer les fluctuations renormalis6es Ft = ln-I(1 + t)(Gt(r~) - gt(q~)) 
et il existe un nombre m(x0,k) > 0 tel que 
lim Ft = m(xo, k), 
t----} +<x) 
Si W(xo) < 0, les fluctuations Ft = Gt(q~) -gt(gb) convergent p.s. 
Par ailleurs, remarquons que l'on a pour tout x0 E M fix6, 
max[eM(Pxo¢~) - 2U(x)] < k - 2min U(x) 
xftM x~M 
ainsi dans les consid6rations pr6c6dentes, on peut remplacer ff'(xo) par 
W'(xo) - max [eM(p~o,~)- 2U(x)] - 2U(xo). 
xEM\{xo} 
et il est facile de v6rifier sur des exemples que le fait que ~'(x0) > k + W(x0) (ou 
de mani6re ~quivalente que ~"(x0) > k + W(x0)) et donc le type de comportement 
asymptotique des fluctuations, peut effectivement d6pendre du point x0 E M. 
D'autre part, notons que des th6or6mes asymptotiques pour les chaines de Markov 
inhomog6nes ont 6t6 obtenus par de nombreux auteurs (Iosifescu et Theodorescu, 1969 
pour le th6or6me rgodique; Dobrushin (1956) pour le th6or6me de la limite centrale 
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et Sarymsakov (1961) pour la loi du logarithme it6r~), sous des hypoth+ses tr6s 
g6n6rales, faisant intervenir le coefficient ergodique (fort de Dobrushin ou faible de 
Sarymsakov) des matrices de transitions, mais qui ne sont pas suffisamment pr6cises 
pour la situation sp6cifique qui nous int~resse. Ainsi par exemple, Gantert a appliqu6 
les r6sultats de (Iosifescu et Theodorescu, 1969) au recuit simul6 (rectifiant par 1~ un 
r6sultat incorrect de Gidas (1985), remarquons que le contre-exemple donn6 sugg+re 
qu'il n'est pas possible que gt(flp)-lGt((9) converge n probabilit6 s i¢  est l'indicatrice A 
d'un point x0 E M\  M) pour obtenir une loi faible (respectivement forte) des grand 
nombres, pour k > 7o I (respectivement k > 2yol), mais avec une constante yo 1 
beaucoup lus grande que c(M, U). 
L'id6e de la d6monstration de ces th6oremes est tr6s simple : 
Pour tout s ~> 0, il existe une unique fonction ~bs d6finie sur M telle que 
(a(.  ) -- #~, (¢ )  = L~,~ks(. ), (1) 
m,(~'~) = O. 
Cette fonction ~s est parfois appel6e le potentiel associ6 /l ¢ (par rapport fi L/~, 
dont on aura remarqu6 que p#, est l'unique probabilit6 invariante), et elle joue un 
r61e fondamental dans la th6orie des cha~nes de Markov finies (voir par exemple Ke- 
meny et Snell, 1960; Iosifescu, 1980). Son int6r& pour nous provient de la formule 
suivante: 
fot fo' Gt(¢) = ~u/~,(¢) ds + L~sOs(Xs)ds 
/o' /o' = #/~,(¢) ds + ~k,(Xt) - ~(Xo)  - OsOs(Xs) ds - MOt 
(2) 
off (M~t)t~o est une martingale dont le crochet oblique (M ~) est donn6 (p.s.) par 
f0 t v t~>o, (M~), = rps(¢~, ¢,~)(x~) ds 
F#,(., • ) &ant le carr6 du champ associ6 fi L#s; pour toute fonction ~k d6finie sur M 
et tout x E M, 
Fb,, (I,~ ¢')(x) = L/~ Ip2(x) - 21p(x)L/~ I,b(x) 
= Z(~b(y)  - ~b(x))2ql~,(x, y).  
yEM 
C'est fi partir de l'expression (2) que l'on obtiendra le Th6or6me 1. En effet, une 
fois estim6e la norme sup de ~t en fonction de fit, il ne reste plus (ou presque) qu'fi 
utiliser des r6sultats connus sur les martingales. 
Mais pour les Th6or6mes 2 et 3, l'estim6e de la norme sup de ~t ne suffit plus, c'est 
pourquoi on a dfi se restreindre aux arbres, situation dans laquelle on sait expliciter 
sous une forme particuli~rement simple les potentiels ~ks. L'hypoth6se ~r = ~¢ permettra 
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d'appliquer le Th6or~me rgodique (ou plut6t l'une de ses variantes, voir la Propo- 
sition 9 ci-dessous) en tout point de &¢. On prouvera notamment qu'il existe des 
constantes 
ffZ(xo, k) et a(xo, k) > 0 telles qu'en temps grand, p.s. 
{ (Mq~)t converge 
(M~)t ~ a(xo, k)In(1 + t) 
(Mq~)t ~ 6(xo, k )tl+k -' ff,(xo,k) 
si ff'(xo, k ) < -k, 
si ffl(xo, k ) = -k, 
si W(xo, k) > -k, 
1 
mais il se pourra que ffZ(xo, k )# ~(1 ÷k-l~V(xo)) et ff'(xo, k )~ 1 + k-lW(x0). 
Le plan de l'article est le suivant: Dans la section suivante on estimera les potentiels 
~ks et on en d6duira le Th6or6me rgodique pour les indicatrices d'616ments de &¢. Le 
cas des 616ments x0 E M tels que U(xo) = k sera trait6 dans la Section 3 et on y 
montrera 6galement que tousles points de/~ sont r6currents et que tousles autres ont 
transcients. Ensuite, dans la Section 4, on explicitera les potentiels ~b~ dans le cas d'un 
arbre, ce qui nous permettra de d6montrer le Th6or6me 2 dans la cinqui~me section. 
Enfin, on verra dans la derni~re section que le Th6orSme 1 s'6tend imm6diatement aux 
cas off on fait seulement l'hypoth6se de r6versibilit6 faible de Hajek. 
Par ailleurs, signalons que comportement des temps d'occupations convenablement 
renormalis6s en les points de M\  M a 6t6 r6solu dans (Miclo 1994) que nous venons 
de soumettre pour publication: On obtient la convergence 6troite vers la loi fi l'instant 
1 d'un certain processus de sauts ~ accroissements ind6pendants. 
2. Ergodicit~ des points de M 
Rappelons l'interpr&ation probabiliste du potentiel ~ks solution de (1) (off ~b est 
l'indicatrice d'un point x0 E M fix6, et off s~>0 est 6galement fix6). Soit (Zt'S)t>~0 un 
processus de Markov (c~dl~g.) homog6ne A valeurs dans M, issu de x E Met  dont le 
g6n6rateur est L~. Alors, 
~s(x)=E[fo°°C~(Zt'~)-##s(<b)dt]. 
x,~ la loi de Zt "s, pour t>~0. I1 est bien connu (ceci d6coule par exemple Notons m t 
de l'6tude de l'6volution de l'entropie de mt "s par rapport fi #/~s, fi l'aide d'in6galit6s 
de Sobolev logarithmiques et en utilisant le fait qu'au temps t = 0 cette entropie est 
major6e par Kl (fls V 1 ) pour une certaine constante K1 > 0 ind6pendante d  s >~ 0, voir 
(Miclo, 1992) qu'il existe deux constantes /(2 > 0 et p > 0, telles que pour tout 
(x,s) c M × [0,+oo[ et tout t~>0, 
Ilmt 's - P#s IlVT <~K2(fl~ V 1 )P exp( -K2 1 exp[-flsc(M, U)lt) 
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O1~1 [[ ][VT d6signe la variation totale. Ainsi, pour tout x E M, 
[~s(x)l ---- E[jfo°~(D(Zt'S)-pB~(c~)dt] 
= s _ dt 
<<- Ilm~[ 's - #B, IlvT dt 
<~ K~(fls V 1 )P exp[fl, c(M, U)]. 
Pour ~ E F(M)  (qui est l'ensemble des fonctions rgelles sur M), on note 
11011 -- max 10(z)l • 
zEM 
On vient donc de voir que pour tout s >/0, 
IIq, sll <~gff(~s v 1)P exp[flsc(M, U)]. 
Cependant, mis h part pour le cas off xo E N, le facteur c(M, U) apr6s fls dans 
l'exponentielle n'est pas optimal (voir les calculs explicites effectu6s dans la Section 
4, si (M, q) est un arbre). Notre but dans un premier temps est d'obtenir la majoration 
suivante, qui ensuite sera 16g6rement am61ior6e (voir la formule (4) ci-dessous): 
Proposition 4. Soit V(xo) = maxxEM[H(xo,x)- U(x ) -  U(x0)]~>0. II existe deux 
constantes K3 > 0 et ~ > O, telles que pour tout s >1 O, 
II~sll ~K3(/~ v 1)pexp[flsV(xo)]. (4) 
D6monstration. I1 est facile de v6rifier que pour tout zo E N fix6, c(M, U) = maxxEM 
H(zo,x) -  U(x ) -  U(zo). Ainsi, sixo E N, V(xo) = c(M, U) et la proposition est 6tablie. 
Si x0 ~ N, il faut rajouter un point au graphe : Soit xo ~ Met  M = M tA {£o}. On 
consid6re le noyau de mesures (d'intensit6s) de transitions ~ d6fini sur M x M par 
q(x,y) six, yEM,  
1 s ix=£0 et y=x0,  
~(x ,y )= 1 s ix=xo et y=£0,  
0 sinon. 
et la probabilit6 fi d6finie sur M par 
(1 + p(xo))-Ip(x) s ix  EM, 
fi(x) = (1 q-#(Xo))-lp(xo) s ix  =x-0. 
I1 est clair que ~ est r6versible par rapport fi ft. Soit 6galement le potentiel 0 d6fini 
sur M par 
U(x) s ix ,M,  
U(x )= 0 s ix=£0.  
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Comme dans l'introduction, on consid~re pour tout s ~>0, le noyau de mesures de 
transitions ~ donn6 par 
- { V x,y C M., qt~(x,y) = 
l'op6rateur £/~, associ6 sur F(M), 
exp(-fls(U(y) - U(x))+)q(x, y) 
1 - ~zz-~\~x~ q,~(x,z) 
si y#x,  
si y=x.  
~s(X ) = E [ fo~ @ ~t's) - fi~,( dp ) dt] 
et les consid6rations pr6c6dentes permettent de voir qu'il existe deux constantes K4 > 0 
et /3 > 0, telles que pour tout s >/0, 
II sll  v 1)Pexp[flsc(M, u)], 
][ ]]~- d6signant la norme sup sur M. Cependant, en utilisant le fait que £0 est un 
minimum global de O que l'on ne peut atteindre qu'en passant par x0, il est clair que 
c(M, U) = max min e(p) - U(x) 
xcM pECg~o,~ 
ainsi, 
]l ~ I[~ <~ X4(fl~ V 1 )P exp(fls[V(xo ) + U(xo)]). 
Mais on sait exprimer qJ~ en fonction de ~s. En effet, calculons LIL~s,M , Off ~s,M est 
la restriction de ~s ~ M: 
-PourxEM,  xCx0,  
LIL (I s, M(X ) = £fl¢ ~l s, M(X ) 
= -f~#gp) = - f~(~o) 
V c~ C F(M), V x E M, £#/~(x) = Z(c~(y)  - ~(x))~#,(x,y) 
y~-~ 
et la probabilit6 de Gibbs fi/3s invanante pour cet op6rateur, 
V x E M, fi~,~(x) = Z~) exp(-flsU(x))fi(x) 
off Z~.,. est la constante de normalisation. 
On s'int6resse fi l'unique solution ~ E F(M) de l'6quation 
off q] est l'indicatrice de ~0. 
Soit ( t )t>~0 un processus de Markov (cfidlfig.) homog~ne fi valeurs clans M, issu 
de x E Met  dont le g6n6rateur est L/~. Alors, 
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remarquons d'ai l leurs que 
It(xo) ~< 
(1 + It(xo))fi(N U {20} ) 
It(xo) 
It(N) + I t(xo)'  
ce qui montre que 
(1  - t~s(2o) )  -~  ~< It(N) + It(Xo) 
I t (N)  
- Si x =xo ,  
C~s(~,M(xo) = £~,~,,M(Xo) -- (~s(~O) -- ~(xo))#~s(xo,~o) 
= -~s(¢) + £~(',,M(~o)4~s(~o,xo)-~4~,(xo,~o) 
----(1 - f i#~(xo))exp(fl~U(xo)) - fi#~(2o). 
I1 apparait ainsi que 
L#,~, M = (1 - fi~,(£o)) exp(fl~U(xo))C~ - ( 1 - fi#,(£o)) exp(flsU(xo))it/3,(¢). 
c'est-~-dire que (1 - f i~(£o))exp(f l~U(xo))~ et ~s,M ne different que par une constante 
additive. Celle-ci vaut d'ai l leurs 





~ = ( 1 - fiB~ 07o )) - ' exp( -  fl~ U(xo ) ) [~,M -- Z~ 11t(Xo) ~ 07o)], 
II~ll < (1 - ~f l s ( .~o) )  -1  exp(-flsU(xo))(1 + Z~l#(x0))11~1[~- 
< It(N) + #(x0)(1 + I t (N)_l i t(xo))exp(_f lsU(xo) ) [[~s[[~ 
I t (N)  
= (1 + It(N)-'it(~o)) 2exp(-Z~U(xo))H~l[~ 
et le r6sultat annonc6. 
Notons que Y(xo) est positif; en effet, 
V(xo) -= max[ min e(p)  - U(x) - U(xo)] 
xEM pECgxo,x 
ainsi c 'est  clair si Xo E N,  et sinon il suffit de prendre x E N ci-dessus pour le voir. 
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Remarquons 6galement qu'en fait V (xo ) = V' (xo ) ~f maxxgxo[H (xo, x ) - U (x ) - 
U(x0)], mis/ l  part dans la situation triviale off M = {x0}, auquel cas la majoration (3) 
est aussi satisfaite avec V'(xo), puisqu'alors ~bs - 0 et V'(xo) = -o0.  [] 
Par ailleurs, il est bien connu (voir par exemple le drbut de la Section 4) que 
~bs(X) s'exprime comme une fraction rationnelle Fx (drpendant aussi du x0 fixr) en les 
variables (qs(y,Z))ygeM. Ceci permet de voir qu'il existe des entiers h,k>~O et des 
' ' ' 0t>3o > 31 >. .  > 3h etO=6~ > 3~ > 6~ > rrels ao, a l , . .  • ,ah, 1 = ao, a l , . . . ,ak, 
• .. > 6~ (tous ces nombres drpendant de x et de xo), tels que pour tout s~>O, 
Eih=l ai exp(fl,3i )
~p~(x) = exp(flsV(xo)) k 
Ey: ,  a~ exp(fls 6}). 
Ceci permet de voir qu'en fait, il existe une constante/(5 > 0 telle que pour tout 
s~>0, 
I10~11 <Ks exp[flsV(xo).] 
De plus, vu la forme de fls, on a 
t~Abs(X) = k -1 Iv(x0) + ~ih=l ai3i exp(fls3/) 
L ~ih=l ai exp(fls3i) 
ce qui permet d'obtenir :
~=,  a~fi~ exp(fls3~)" 
~:1  aj' exp(fls3} ) 
(5) 
Proposit ion 5. II existe des constantes K6 > 0 et 6 > 0 telles que pour tout s >>. 0, 
- s i  V(xo) > 0, II0,0,1l <~K6exp[fls(V(xo)- k)], 
- si V(xo) = 0, II0, sll <~K6exp[-fls(k + 6)]. 
Nous disposons maintenant de toutes les estim+es nrcessaires fi la d~monstration du 
Throrrme ergodique pour les points de A4. Notons que jusqu'fi prrsent, on n'a pas eu 
besoin de l'hypothrse xo E M, les Propositions 4 et 5 6tant valables pour tout x0 E M. 
Supposons drsormais que xo E M. On va comparer chacun des termes de 
I t J0' Gt(~b) = 1~#,(4))ds + Ot(Xt) - ~(Xo)  - OsOs(Xs)ds - M~ 
pour obtenir que le premier est dominant. 
Du fait que U(xo) < k, on a vu dans l'introduction qu'en temps grand, 
£0 t #/~,(4)) ds ~ - exp(flt[k - U(xo)]) p(N) - l  #(xo )(1 k - I  U(Xo)) -1 
ainsi, on a d6jfi 
fo ~ ~,(¢) ds >> ~(Xo). 
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Montrons que 
f[  ms(4,)~ >> I1~',11/> I¢,,(x,)l. (6) 
I1 suffit pour cela, d'apr6s la formule (4), de v6rifier que V(xo) < k -  U(xo), ou 
encore que pour tout x E M, 
3 p E C~x, 0, tel que e(p)  - U(x) < k. (7) 
Distinguons deux cas : 
• si x E A~t, alors, par d6finition de .~t et puisque xo E J~¢, il existe un chemin p E ~x, xo 
tel que e(p)  < k, d'ofi (6). 
• s ix  ¢~ &t, alors H(x, xo)>>.k, du fait que xo E ~t. Cependant, soit zo E N, puisque 
H(xo,zo) < k, il est clair que H(x, xo) = H(x, zo). Ainsi, il existe un chemin p E 
COx, go tel que 
e(p) - U(x) = H(x, zo) - U(x) - U(zo) 
<~ c(M, U) 
<k 
d'ofi (6) puis finalement (5). 
De la m~me mani6re, en utilisant la Proposition 5, on montre que 
~o t p fls ( ~ ) ds >> fo t [ ] O s ~ls [[ ds >~ jo t O S ~ls (Xs ) ds . 
I1 reste donc ~ s'int6resser au comportement de la partie martingale Mt ~. On va 
utiliser, pour l'6tudier, le r6sultat suivant pr6sent6 par Lepingle dans (Lepingle, 1978). 
Proposition 6. Soit (Mt)t>.o une martingale localement de carrb intbgrable (par rap- 
port ~ un espace probabilis~ filtrb (~,.~,(.~t)t>~0,P) satisfaisant aux conditions 
habituelles). On peut donc dbfinir son crochet oblique ((M)t)t>~o. Alors, p.s., 
- Sur {(M)~ < +c~}, Mt converge en temps 9rand, 
- Sur {(M)~ = +c¢}, on a en temps #rand, 
IM, I << ln((M)t) (~-~t .  
Appliquons cette proposition avec la martingale localement born6e (Mt)t>~o = 
(M?),~>o :
• Si (Mq'>~ < +c¢, puisque M? converge, on a bien 
"ms(~)as >> M, ~ 
(mais on v6rifiera a posteriori dans la Section 5 que p.s., en g6n6ral, on n'a pas 
(M~)~ < +~) .  
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• Le cas int&essant est donc si (M~')~ = +cx~. On a vu que pour tout t~>0, 
/o' (M~), = r~,(O,,~,)(X,)ds 
= ll(t) +/2(t)  
orion apos6 : 
I i(t) = LzAbZ(Xs)ds 
h(t) = -2  O,(X,)LB, O~(X,)ds 
Consid~rons d'abord la premiere int~grale 
l l(t) = ~bt2(Xt)- O{(Xo)-  Os~k2s(X,)ds- M~ 2 
oh (Mt¢:)t>~o est une martingale dont le crochet oblique est donn6 par 
l 
On majore les trois premiers termes dans la d&omposition pr&6dente de l l(t) en 
utilisant l'estim6e (4) et la Proposition 5: 
~(Xt) ~tOs~(Xs)ds fo t - q ,~(Xo) - < IIq,,ll 2 + II~oll 2 + 2 IIq, sll II~sq, sll as 
~</(7 exp(2//t V(xo )) 
pour une certaine constante K7/> 0, ind6pendante de t. 
_ Si (M~:) ~,2 < +oc, d'apr~s la Proposition 6, M~ converge n temps grand, et il 
OG 
existe done une eonstante (al6atoire) K8 >~KT, telle que pour tout t~>0, 
IIl(t)l ~<K8 exp(2//,V(x0)). 
- Si (M~°2) = +cx~, toujours d'apr6s la Proposition 6, il existe une nouvelle con- 
\ / o~ 
stante K9 >~ 0 (d6sormais, les Ki, i >t 9, d6signeront des constantes ind6pendantes du 
temps mais 6ventuellement al~atoires, comme cette demi&e), telle que pour tout 
t>~0,  
Mt~21<~K9ln(eV(M~' : ) t )¢ l+(M~' : ) t .  
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Pour majorer ln(e V (M ¢2 ) ), utilisons l'estimation grossiSre 
t 
t 
(M~2)t<~fo F 2 2 
/o' ~ 4 IIOAI 4 as 
<~ Klo exp(Bt[4V(xo) + k]). 
Par ailleurs, remarquons que pour tout t>~s>~O et tout x E M, 
r 2 2 l~(~9~, 92)(x) = ~-'~(~k~ (y) - ~(x))Zq#,(x, y) 
yEM 
= Z(~ks(y) + ~ks(x))2(~s(y) - ~ks(X))2qBs(x, Y) 
yEM 
~< 4 II q, sll 2 F~.M,~, q,~)(x) 
~< K11 exp(2flt V(xo))F#,(~b~, k~)(x) 
et qu'il s'en suit que 
(M¢2)t <<.K1, exp(2~tV(xo)) (MO)t. 
I1 existe donc une constante Ku >~0, telle que pour tout t~>0, 
~<K12(1 + flt)exp(fltV(xo))¢l + (M¢)t 
et ainsi, dans tous les cas, on peut 6crire que pour tout t/>0, 
Ill(t)[ ~<K13 exp(2fltV(xo ) ) + Kl4flt exp(fltV(xo ) )~l/ (MO)t . 
Int6ressons-nous maintenant ~ la seconde int6grale 12(0, on a 
112(0[ = 2 C.L t ~s(Xs)Las~s(S~)ds 
= 2 .~t ~b,(Xs)[¢(X~) - ,u/~(0)] ds 
/o' /o' ~< 2 114,~11 mM,)d~ + 2 I1~,11 ¢(x , )~ 
<<. K15 exp(flt[V(xo) - U(xo) + k]) + KI6 exp(flt V(xo))Gt(O). 
En regroupant ees majorations et en utilisant l'in6galit6 k-  U(xo) > V(xo) que l'on 
a v6rifi6e pr6c6demment, on obtient finalement que (M~)t satisfait 
(M~°)t ~K14flt exp(flt V(xo) )~ + KI7 exp(flt[V(xo) 
- U(xo) + k]) + K~6 exp(flt V(xo))Gt(¢) 
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ce qui implique que 
2 2 (g~')t <~ Kl4flt exp(2flt V(xo)) + 2K17 exp(flt[V(Xo) 
-- U(xo) + k]) + 2K16 exp(fltV(xo))Gt(c~), 
ou encore que 
( Mq' )t ~< K18 exp(flt [ V(xo ) - U(xo ) + k]) + 2K16 exp(flt V(xo ))Gt(c~). 
On en d6duit qu'en temps grand (rappelons que l'on est sous l'hypoth~se (M~)~ = 
+~) ,  
M: I << flt exp ( flt V (xO ) - U (xO ) + k 
Cependant, d'apr6s ce que l'on a d6j/l vu, 
f ltexp(flt~) ~ 
<~fltexp(flt~) ~/K19exp(flt[k-U(xo)])+ Mt ~ 
~fltexp(flt~---~)(~/gl9exp(flt[k-U(xo)])+ [~t~l) 
~g~9fltexp (fltV(xo)- U(xo)-Jr-k) ~ 1 [ 2 + fl~ exp(fltV(xo)) + -~ M~ 
d'o6 en fait, 
Mt~ << flt exp (flt V(x° ) - U(x° ) + k ) " 2  
Ainsi on obtient dans ce cas aussi 
en utilisant une fois de plus l'in6galit6 k - U(xo) > V(xo). 
En d6finitive, on a donc montr6 que 
Gt(dp) ,'., ~t  U,s((a)ds 
#(N)-l/t(x0)(1 - k-l  U(xo ) )-L tCl-k-~U~xo)) 
d'o6 le Th6or6me 1 dans le cas o6 Xo G At. 
3. D'autres r~sultats d'ergodicit~ 
Une d~monstration identique /l celle de la section pr~c6dente permet d'obtenir le 
Th~or~me ergodique n les points x0 C M \M. Mais si on veut am6liorer |a connaissance 
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que l'on a de la vitesse de convergence, on peut remplacer la Proposition 6 par la loi 
du logarithme it6r6 qui est plus pr6cise ; on utilisera donc plut6t le r6sultat suivant, 
6galement pr6sent6 par Lepingle dans (Lepingle 1978) (qui en donne en fait une version 
moins restrictive, voir son Th6or6me 3). 
Proposition 7. Soit (Mt)t>~o une martingale localement de carr~ intkgrable. On note 
/kMt = Mt -Mr -  le saut de cette martingale au temps t >~O, et on suppose qu'il existe 
K~ > 0 tel que pour tout t>>.O, [AMtl <~K1. Alors, p.s. sur {(M)~ = +oo}, 
M, 
lim sup 
t~+~ V/2 (M)t ln2((M),) ~< 1. 
Plus pr6cis6ment, on va montrer un r6sultat un peu plus g6n6ral que la loi des 
grands nombres pour les points x0 c M \~¢ : Pour q~ l'indicatrice d'un point x0 C M, 
notons 
Gt(~b) = exp(fl~[U(x0) - k])4ffXD ds 
et 
Ot(4~) = exp(fls[g(x0) - k])p~.,(~b) ds 
Proposition 8. Pour tout xo E JFI, on a p.s., 
lira ~-l(~b)Gt(~b)= 1. 
t ---*-I-o~ 
Cette proposition termine la d6monstration du Th6or6me 1, car pour x0 E M \M, on 
a U(xo) = k, ainsi Gt(q~) = at(q~) et ~t(~b) = gt(~b). 
D6mons~ation. Comme annonc6, il suffit de reprendre la d6monstration de la section 
pr6c6dente n utilisant la Proposition 7. Pour s~>0, soit t}~ = exp(fls[U(x0)- k])O~, 
cette fonction est l'unique solution de 
{ exp(fl~[U(x0) - k])~b(. ) - exp(fl,[U(x0) - k])p~,(~) = L~,~(- ) 
m~(¢O = 0. 
Ainsi, 
= + -  o(Xo) - f '  Us - M?,  (8) 
(M~)t>~o est une martingale dont le crochet oblique IMP/  est donn~ par o!~1 
t~O, ( "~/ = F~(Os, Os)(Xs)ds. V 
t 
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Notons que gt(~b) diverge en temps grand et que 
gt ( ( ] ) )  t-~ /~(N)-l#(xo)ln(l + t). 
D'autre part, on v6rifie que Xo E M implique que V(xo)<<.k - U(xo), il existe donc 
une constante K2 > 0 telle que pour tout t >~ O, 
t~t ~K2 
et de la m~me mani~re que l'on a montr6 la Proposition 6, on voit qu'il existe deux 
constantes K3 > 0 et 3 > 0 telles que pour tout t ~> 0, 
COrOt ~K3 exp(-flt[k + 31). 
Ceci permet de voir que l'expression 
~t(Xt) - t~0(X0) - fot ~3s~s(X~)ds 
reste bom6e et donc notamment qu'en temps grand, 
>> ~,(X, ) -  ~(Xo) - fot O~bs(Xs)ds .
Ainsi, le seul comportement qui peut 6ventuellement poser probl~me st celui de 
M ~. Remarquons que les sauts de cette martingale sont donn6s par AM~ = A~t(Xt) , 
et qu'ils sont donc bom6s (par 2K2). D'aprSs la Proposition 7, il existe alors une 
constante K4 > 0 (al6atoire) telle que pour tout t, on ait 
M~ <.~g4 -+- 21(M~)tln2 ( (M"~)t +ee ) . 
(M~,  on proc6de comme pr6c6demment; pour t>~ Pour estimer 1, 
\ I t 
[ > 
// -2  ~(X~)exp(~s[V(xo) - t l )4(&)  as 
Z' 
+2 ~(X,) exp(Bs[U(xo) - k]).~,(4) ds 
~< Ksln(1 +t )+ Mt ~: + K6Gt(q~), 
off les K~, pour i >t-5, repr6sentent d6sormais des constantes (6ventuellement al6atoires, 
mais ind6pendantes du temps). On aura remarqu6 que le terme K5 ln(1 + t) n'apparait 
que si x0 c M \ M (car alors V(xo) = k - U(xo)), il peut Stre remplac6 par Ks si 
x0 E/14. 
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Cependant, M ~'2 est 6galement une martingale ~sauts bombs, il existe done K7 > 0 
tel que pour tout t ~> 0, 
Or 
max ~ 2 M~ (M~)t  (M'~2)t<~4[O<~s~t ] ( ) t  <~4K2 
et on obtient ainsi que 
(M"~)t <~ K8 ln(l +t )+ K9Gt(~)+ Klo;(M'~)tln2 ((M~)t tee) ,  
puis 
(M~)t  <~ K~I ln(1 + t) + K12at(~) 
et pour tout t ~> 0, 
Mff ~< K3 + ; [K l l  In(1 +t )+ Kl2Gt(~b)] In2 [K,1 ln(1 +t )+ Kl2Gt(~b)÷e e] 
~< K3 + K13 Iv/In(1 + t)ln2 [In(1 +t )+ee]v  v/Gt(~b)ln2[Gt(~b)+ee]] 
~< K,4 x/ln(1 + t) lnz[ln(1 + t) + e e] +K,3~Gt(~b)ln2[Gt(c~) + ee]. 
Notons qu'en temps grand, 
~t(~b) >> K14v/ln(1 + t) lnz[ln(1 + t) + e e] 
et que 
gt(~b) ÷ at(~b) >> g13 v/at(0)lnz[Gt(q~) + e e] 
ce qui permet de conclure que 
Remarquons qu'il serait aussi possible d'am~liorer les estim~es de vitesses de con- 
vergence que l'on peut obtenir pour les points de h~¢ h partir de la d6monstration de
la section pr6c6dente, n utilisant plut6t la g6n6ralisation pour les martingales h temps 
eontinus de la loi du logarithme it6r6 dfie ~ Stout (ef. Stout, 1970). 
En fait, les d6monstrations pr6c6dentes s'adaptent imm6diatement pour obtenir les 
r6sultats uivants. 
Proposition 9. 
• Soit O~I = {x f[ ~I \ ~ y E ~I avec q(x, y) > 0}. Si (~ est l'indicatrice d'un point 
- - A  
xo C OM, on a V(xo) = 0 et on obtient que Gt(c~) reste bornO. Cette quantitO 
converge donc en temps 9rand, car elle est croissante n t. 
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• Soit 4) l'indicatrice d'un point Xo E ~1 et l < U(xo) -  k, on note pour t>~O, 
/o' G}l)(q~) = exp (l~s)4~(Xs) ds 
Alors comme ci-dessus, G}t)(¢) converge en temps grand. 
• Soit d~ l'indicatrice d'un point xo E ~I et l >~ U(xo) -  k, outre G}t)(r~) ddfini comme 
ci-dessus, on pose pour t >1 O, 
/o t gl~)(4,) = exp( t~Am,(4 , )as .  
Alors, limt--++~ olt)(¢) = +ec et 
lim (~t)(40)-lG}t)(¢) = 1. 
La demi~re partie de cette Proposition ous sera utile par la suite. Les deux premieres 
permettent de voir que les points n'appartenant pas g .~ sont transcients : Soit 4~ la 
fonction indicatrice de M. On a pour tout t/> 0, 
q~(Xt) =- ck(Xo) + L, qb(Xs)ds + M ¢, 
off (MC)t>.o est une martingale dont le crochet oblique (M~) est donn6 par 
V t>~O, (MO)t = r~,(ck,¢)(X,)ds. 
Notons 
O~ 
OM={xE~¢I3  y~/M'avecq(x ,y)  > O} 
alors pour tout x C M, 
avec 
Ls¢(x)  = ~l,s(x) - ~2,Ax), 
q~l,s(X) : lo~(x) ~ ql~,(x,y) 
ycM 
4)2, s(X) = 1 _ ~(x)  ~_~ ql3,(x, Y) 
yf[M 
Cependant, d'apr~s le premier point de la Proposition 9, 
0' ¢~.s(x,)  ds 
converge n temps grand, et il en est de m6me de 
fo ' 4,2, ~(x~) ds 
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d'apr6s le second point (car rappelons que pour x ~ y, ql~,(x,y) = exp(- /~s(U(y) -  
U(x))+)q(x,y) et que pour x E OM et y E t3M, on a U(y) -  U(x) > k -  U(x)>~O). 
Ainsi, f~  Ls4,(Xs)ds converge absolument (p.s.). D'une mani6re similaire, on voit que 
/o (M~)o ~ = r~(4,, 4,)(x,) ds 
converge, ce qui entra~ne, d'apr~s la Proposition 6, la convergence de Mt ¢. 
Finalement, on a donc que 4,(Xt) converge n temps grand. La limite est n6cessaire- 
ment (p.s.) 1, car le Th6or6me 1 montre que les points de ~t sont r6currents. En fait, 
tousles points de M sont rbcurrents, car d'apr~s la Proposition 8, pour tout x0 E M, 
~ oo exp(fls[U(xo ) - ds = +oo. k])l{xo}(Xs) 
D'ofi, 
Proposition 10. P.s., les points de ~I sont rkcurrents et les autres sont transcients. 
4. Calcul des potentiels dans le cas d'un arbre 
On reprend tout d'abord le cas g6n6ral d'un graphe irr~ductible et r6versible (M, q, p). 
On consid6re l'op~rateur L agissant sur F(M)  par 
V 4' E F(M), VxEM,  
L4'(x) = ~ (4'(y) - 4'(x))q(x, y) 
yEM 
On s'int6resse, pour 4' E F(M)  donn6, ~ l'6quation 
4, ( - )  - ~(4 , )  = L0( .  ), 
~(,k) = 0. 
dont on sait qu'elle admet une unique solution Ip, du fait de l'irr6ductibilit6 du graphe. 
Modifions un peu les notations. Pour x, y E M, posons 
or(x, y) = I~(x)q(x, y) = ot(y,x) 
(par r6versibilit~ du graphe) et 
~(x)  = u(x) [4 ' (x )  - u (¢ ) ]  
I1 s'agit de trouver ~ E F(M) telle que pour tout x E M, 
Z ~t(x,y)~(y)= Z ~(y,x)~(x)+ ~)(x), 
ygx y¢x 
l'unique solution de (8) &ant alors donn6e par 
) = ) -  
(9) 
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Cependant, en se basant sur des calculs de Freidlin et Wentzell (voir le Lemme 3.1, 
p. 177 de Freidlin et Wentzell, 1984), on peut r~soudre xplicitement des 6quations du 
type (9) : 
Pour x C M, on appelle arbre en x un ensemble ~o de fl~ches y ~ z, o/l y ~ z E M, 
tel que pour tout y # x, il existe une seule fl~che partant de y (aucune fl~che ne part 
de x) et tel que les fl~ches ne bouclent pas. On notera f2x l'ensemble de ces arbres 
en x. 
Soit r = (r(y,Z))y, zCM une matrice (dont les valeurs diagonales ne joueront aucun 
rSle). On d6finit la valuation de ~o par rapport ~ r par 
Vr(og) = 1-I r(z,y), 
y---* z 
off le produit est pris sur toutes les fl~ches appartenant h ~o, puis la fonction Gr C F(M) 
par 
V x E M, Gr(x) = E gr((o). 
o~ct2~ 
L'int6r6t de cette fonction est qu'elle est solution de 
V x E M, E r(x, y)Gr(y) = E r(y,x)G~(x). 
y4x y~x 
Cependant, soit xl # yl E M, on d6finit une nouvelle matrice 7 en posant pour tout 
(x,y) CM xM,  
0 si (x, y) =- (xl, Yl ), 
~(x ,y )= r(x,y) sinon. 
~(r) t f(r) t. ) = r(xl,yl)Gr(yl)[l{x,}(" ) - l{y,}(.)], on Notons . x,.y, ~" ) = GT( ~ • ) et  g x,.y, 
v6rifie facilement ~t partir de la formule pr6c6dente (appliqu+e avec ~ ~ la place de r), 
que pour tout x E M,  
f(~) (x'~ E r(x, v~F(r):, x,,y,(Y) = E r(y,x)F(x[),y,(X) +~Xl,y, ," 
y~x y¢x 
Prenons r ---- ~. Par sym6trie de cette matrice, il est clair que la fonction G~ est 
constante. De plus, puisque le graphe (M,~) est irr6ductible et du fait que tous les 
616ments de ct sont positifs, cette constante (encore not6e G~) est strictement positive. 
Soit Bun  ensemble de couples (x, y)  d'616ments de M tels que x ~ yet  ~(x, y)  > 0. 
Pour b = (x,y) E B, notons fb(" ) = l{x}(" ) -- l{y}(. ). Supposons que Best  tel que 
(fb)beB forme une base du sous-espace vectoriel { f  E F(M) \ ~xeM f (x )  = 0} (un 
tel ensemble B existe toujours, par irr6ductibilit6 de ~, et on a card(B) = card(M) -1 ) .  
iw(~) 
Pour b =(x ,y )  E B, posons Fb = . ~,y et ~(b) = ~(x,y). Soit (ab)bEB les coor- 
donnbes de ~b dans la base (fb)t, cs. Alors, la fonction 
E ~__ - -  ,Fb b~B ~(b)G~ 
satisfait (9), ce qui termine de r6soudre (8). 
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Supposons maintenant que M est un arbre. Soit x0 E M fix~ (pour cette section, 
comme au d6but de la Section 2, on n'a pas besoin de l'hypoth6se x0 E ~r). Intro- 
duisons quelques notations :
Pour tout x E M, soit Px = (px(i))l<~i<~nx l'unique chemin allant de x & xo. Si 
x ~ x0, on note gx = px(2) et on consid~re les ensembles : 
Ex={yEM \ V l<...i<...ny, py( i )~x},  
Fx=M\Ex .  
On aura 6galement besoin, pour x ~ x0, de la fonction Z(x, - ) d~finie par 
-p (Fx)  si z E Ex, 
V z E M, Z(X,Z) = l #(Ex) si z E Fx. 
Proposition 11. Soit c~ l'indicatrice de {x0}. L'unique solution de (8) est donnOe par 
p(Fx ) 
~(.  ) = ~(xo) 
x~xo ~(Tgx ) Ztx" ). 
D~monstration. Darts le cas d'un arbre "point6 en x0", il existe un choix canonique 
pour B, il suffit de prendre 
B = {(X, gx); x #x0.} 
Soit b = (X, gx) E B fix6, il est imm6diat de voir que Fa(.  ) = G~IE~(. ). On en 
d~duit que 
Fb(" ) -- lt(Fb) ---- -G~z(x, • ). 
Cependant, d'apr6s les consid6rations pr6c6dentes, on sait que l'unique solution de 
(8) est donn6e par 
ab [Fb(" ) --/~(Fb)] ~(.  ) = 
~(X, gx )G~ 
b=(x,g~)EB 
et on calcule facilement (du fait que l 'on a un arbre) que pour b = (x, gx) E B, 
ab = -fl(xo)#(Fx), d'ofl le r6sultat annonc6. [] 
Soit s~>0. On va en fait appliquer la Proposition 11 avec l'arbre irr6ductible et 
r6versible (M, q#,, ##~ ). On reprend les notations de l'introduction : ~k~ est |a solution 
de (1) (off comme ci-dessus, x0 E M est fix6 et ~b est l'indicatriee de ce point). On a: 
Proposition 12. II existe une constante K>~O, telle que pour tout s>~O, 
II~,ll ~< Kexp([3,V(xo)), 
S Kexp([J~[V(xo) - k]) si V(xo) ~ O, 
Ila~q,~ll ~< [ K exp(-/~s[k + 6]) si V(xo) = O, 
oft 
V(xo) = max[H(xo ,x ) -  U(x ) -  U(x0)] ~>0. 
X ~X 0 
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D6monstration. Pour s ~> 0 et x, y c M, notons 
o:[~,(x, y) = ptj,(x)q~,(x, y) = Z -1 l~,exp(-fls[U(x) V U(y)])#(x)q(x, y) 
et s ix  # x0, 
{ -#~,(Fx) si y E Ex, )~,(x,y) = g~,(Ex) si y E Fx, 
As(x, Y ) = P~ (xo ) ;]i~Fxg~ ) Z~, (x, Y ) 
D'apr~s la Proposition 11, on a pour tout y E M, 
0,(y) = ~_,AXx, y) 
xCxo 
et il suffit donc d'estimer, pour x # x0 fix6, IIAXx,. )11 (et II~A,(x,. )11). 
Cependant, on voit qu'il existe une constante K(xo,x) > 0 telle que quand fl~ devient 
grand, 
I IAXx, • )11 ~ K(xo, x) exp(//~ V(xo, x )), 
off V(xo,x) = U(x) v U(gx) - min:eFx U(z) - U(xo). 
Posons V(xo) = maxx¢x0 V(xo,x) et S(xo) = {x # xo \ V(xo,x) = V(x0)}. Alors, en 
notant K(xo) = ~xes(x0) K(xo,x), on a, 
I1¢,~11 -< ~ IIA,(x,- )ll 
x#Xo 
K(xo ) exp(flsV(xo ) ). 
Or on v6rifie imm6diatement que l 'on a aussi 
V(xo) = max e(px) -  U(x ) -  U(xo) 
XCXo 
d'o~ la premiere in6galit6 annonc6e (pour un arbre, rappelons que l 'on a H(xo,x) = 
H(x, xo) = e(px), puisque cgx, x0 = {Px}). 
La seconde (pour celle-ci la constante K d6pend de x0 et de k) se montre de la 
m6me faqon, en tenant compte de la forme particuli~re de fl~ et du fait que ~O~(x) est 
une fraction rationnelle (d6pendant de x et de x0) en les variables (q~,(y,Z))y,~eM. [] 
On retrouve ainsi dans le cas particulier d'un arbre le r6sultat obtenu au d6but de la 
Section 2. Mais on peut v6rifier ici sur des exemples imples que la constante V(xo) 
est en g6n6ral optimale et qu'il existe K > 0 tel qu'en temps grand, 
I[~bs[[ ,~ K exp(fl~ V(xo)). 
5. Th~or~me de la limite centrale 
Vu les estim6es pr6c6dentes, le Th6or~me 2 n'est pas difficile ~ obtenir, car il suffit 
d'utiliser un r6sultat g6n6ral sur les martingales dfi h Rebolledo (Rebolledo, 1980) 
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et rappel6 ci-dessous (voir sa Proposition II.1, on pourra aussi consulter (Jacod et 
Shiryaev, 1987), Th6or~mes 3.11 et 3.12 p. 432): 
~M (t)~ famille ind~x~e par t C ~+ de martingales Proposition 13. Soit  s Io~1 une 
(chdlglg.) localement de earrk intkgrable et issues de O. Faisons les hypothkses uiv- 
antes • 
(a) II existe une fonction dbcroissante c " ff~+ ~ ~+ satisfaisant limt~+o~ c(t) = O, 
telle que 
max [/kM~(')[ <~c(t). 
0~<s~<l 
(b) I1 existe une fonction continue et croissante a " [0, 1] ~ ~+ satisfaisant a(O) = 
O, telle que pour tout O<~s<~ 1 fixk, (M(t))~ converge en probabilitk vers a(s) quand 
t devient grand. 
tM(t) Alors, quand t devient grand, la loi de t s )0~s~l converge ~troitement (pour 
la topolooie de Skorokhod sur l'espace D([0, 1], ~) des trajectoires chdlhg, de [0, 1] 
dans ~) vers la loi du processus gaussien continu centrk de fonction de covariance 
[0, 1] 2 ~ (u, v) ~-~ a(u A v). 
Supposons d~sormais que les conditions du Th6orbme 2 soient satisfaites, mis ~t 
part 6ventuellement W(xo) > 0. Comme pr6c6demment, la fonction ~Js est l'unique 
solution de (1) (off ~b est l'indicatrice d'un point x0 E A4 fix6 et s~>0), et (MtC)t>~o est 
la martingale associ6e. 
A priori, on aurait voulu appliquer la Proposition 13 avec des martingales M (t) de 
ia forme 
V0<~s~<l, M~ !t) = { (l+t)-['+k-'ff~(x°'k)]\2M~_! ~, si gT(x°'k) > -k ,  
t 2M~xp(st)_ 1 si W(x0, k )=-k  
pour une constante /~(x0, k) bien choisie (voir la fin de cette section), mais ces martin- 
gales ne vont pas n6cessairement satisfaire la condition (a) de cette Proposition. C'est 
pourquoi d'ailleurs dans le Th6orbme 2 la loi limite n'est pas toujours une gaussienne 
centr~e non d6g6n~r6e. 
Pour se ramener ~t des martingales qui v6rifient les deux conditions de la Proposition 
13, on d6compose pour tout s~>0, la fonction t~s en ~1,~ + t~ avec 
off on a repris les notations de la section pr6c6dente. Soient M ~ et M ~ les martingales 
associ6es :
/o /o V t~>0, M ¢'' = ~Jl,t(Xt) - ~Jl,0(X0) - OsOl,s(Xs)ds - L~s~kl,s(Xs)ds 
et 
V t~>0, fo' f0' M.~ 2 = ff/2,t(Xt) -I]/2,0(Xo) - Osff.12,s(Xs)ds - Zflsffl2,s(Xs)ds. (10)  
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On a M q' -- M q'' + M q'2, mais dans un premier temps, on va plutSt s'int6resser 
M q'~, et plus pr6cis6ment aux martingales M (l,t) donn6es par 
V O<~s<~ 1, M(i,t) = { .'-~(1 ,+lWtexp(st) -~Ar~kl -[l+k-~'(x°)l\2M~tl siSi gTff,(x0(X0)) => -k,-k' 
off rappelons que la quantit6 ~'(x0) a 6t6 d6finie dans l'introduction par 
ff'(xo) = max[eM(Pxo,x) -- 2U(x)] - 2U(x0). 
xsexo 
Pour voir comment ce nombre apparait, int6ressons-nous au comportement asymp- 
totique de 
Notons que pour tous Xl,X2 E M \ {x0} et s~>0, 
r~s(AAxl, • ),.4s(x2, • )) --- 0 
(ce qui montre que les martingales associ6es aux fonctions s H As(x, • ) sont orthogo- 
nales, pour x E M \ {xo}). En effet, soit y E M, 
F#s(As(xl, • ),As(x2, • ))(y) =Z(As(X l ,Z )  -As(x1, y))(As(x2,z) -As(x2, y))q#s(y,z) 
zEM 
or, pour tout x ~ x0, 
As(x,z) - As(x, y) ¢ 0 ¢==~ {y,z} = {X, gx}, 
ainsi, 
rt~(.4~(x~),A~(x2))(y) # o ~ {x~,ox,} = {xz, gx2} 
ce qui est impossible ~ r6aliser si Xl ¢ x2. 
Par d6finition de ffl.s, on en d6duit alors 
r~(q~,~, qJ~,s) = ~ r~(A~(x, • ),A~(x, • )) 
xe~\{xo} 
Cependant, on calcule que pour x ¢ Xo et y E M, 
{ p~,(xo)2#B,(Fx)2~,(X, Ox)- l#~l(y) si y C {X, gx}, 
F/3~(A~(x),A~(x))(y)= 0 sinon, 
ainsi en notant 
W(xo,x) = U(x) V U(gx) - 2 min U(z) - 2U(xo), 
zEF~ 
K(Xo, x) = #-3(N)l~2(x o )#2(F x)~- l(x, gx), 
avec ~(X, gx) = p(x)q(x, gx) et Nr~ = {z E FxlU(z)  = minF~ U}, on a en temps grand 
Fz~(AAx),As(x))(y)#p,(y) ~ K(xo,x)exp(~sW(xo,x))lfx, g~}(y ).
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On v6rifie ais6ment que la quantit6 ffI(xo) d6finie pr6c6demment coincide avec 
ff'(xo)= max ~V(xo,x). 
xcM\ {xo } 
En outre, posons 
r(xo) = {x ~ ~ \ {xo} \ W(xo,x) = ffqxo)} 
K(xo)=2 Z K(xo,x) 
xE T(xo )
de telle mani6re que les calculs ci-dessus montrent que 
#~s(F~s(~l,s, ~l,s)l~) ~ K(xo) exp(fls ff1(x0)). 
Faisons l'hypoth6se ~'(xo)>i--k, qui assure la divergence de fo#~s(F#s(~l,s, ¢1 ~)1~) 
ds ainsi que l'6quivalence n temps grand 
/o' { ~p~(r~,(~,~,~,O~ s) l )ds  ~ ~(xo, k)(1 + t) ~+~-'~(~°) si ~'(xo) > -k, ' a(xo, k) ln(1 + t) si ~'(xo) = -k, 
o/l par d6finition ~(xo, k)= ~ (1 + k -t W(xo))-lK(xo) si W(xo) > -k, 
(K(xo) si ffe(xo) = -k. 
On en d6duit, grace aux Propositions 9 et 10, et du fait que ~¢ = M, que 
(M~)t = for F#,(~9,,,, ~bl,,)(Xs) ds 
Fe,( Ol,s, Ol,s)(Xs )l ~(Xs ) ds 
~ #~,(F~s(Ol,~, 0 ~)1~) ds 
f a(xo, k)(1 + t) l+k-t~(x°) si W(Xo) > -k, 
a(xo, k)ln(1 + t) si ffZ(xo) = -k ,  
ce qui montre que l'hypoth+se (b) de la Proposition 13 est satisfaite avec pour 0~<s~< 1, 
a(s) = { a(x°'k)sl+k-'W(x°) si ffI(xo) > -k, 
a(xo, k)s si ~'(xo) = -k, 
(par ailleurs, les processus (M q'' ) et M ¢~ convergent en temps grand si ff'(xo) < -k).  
II faut maintenant v&ifier la condition (a). 
Les sauts de la martingale M q'~ sont donn6s par AMt ~' = ~'l,t(Xt)-ffl,t(Xt-) et ceux 
de M (l't) sont donc bom6s par 
2(1 + t) -[l+k-'~(x°)l\2 maxo.<s~<t II~kl,~[I si ff'(xo) > -k, 
2t-½ maxo~<s~< exp(t)--I [[~/1 s[] si ff'(xo) = -k. 
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Pour estimer ceci, on proc6de comme dans la d6monstration de la Proposition 12 : 
IIq,~ll~ < Y~ IIa~(x,.)ll. 
~\{xo} 
Cependant, pour tout x E )~t \ {x0 }, 
][As(x,. )H = #~s(x0)p~(Fx)as I (x, 9x) max{#¢~(E~); #~(Fx )} 
<. ttB~(xo)##,(F~)ot~-l(x,g~) 
et on en d6duit qu'il existe une constante K > 0 telle que pour tout s>~O, 
11~91,~ll <K exp(~sV(x0)) 
avec 
V(x0) = max [U(x) V U(gx) - min U - U(xo)] 
xEM\ {xo } Fx 
= max[eM(Pxo x ) -  U(x)] - U(xo). 
X~Xo 
Pour que la condition (a) soit satisfaite, il suffit donc de voir que 
W(xo) + k 
P(x0) < 
2 
ou encore que pour tout x ~ x0, 
2e~t(Pxo,x ) - 2U(x) - 2U(xo) < e~t(Pxo,x ) + k - 2U(x) - 2U(x0) 
ce qui est bien v6rifi6, car par d6finition de ~¢, 
V x c M \ {x0}, eM(Pxox) < k. 
Reste ~ s'int6resser fi la martingale M ~2, et on va pour cela reprendre sa d6finition 
donn6e par (10). 
En utilisant que pour tous x,y  E ~I et tout t~>0, on a ~b2,t(x) = ~b2,t(y) (car x0 C 
et z ~ ~¢ implique que ~ICEz ,  d'ofl pour tout z ¢/~¢ et tous x,y  C ~1, A~(z,x) = 
As(z, y)), et le fait que X finit par rester dans )~, on voit que l'expression 
fo' fo' ~/ /2 , t (Xt )  - i ] /2 ,o (go)  - ~s~2,s(gs)ds - Llj3b2,~(X~)l~(X~)ds 
finit par 6tre stationnaire n t. Ainsi, seul le terme 
- fo t L~sq/2,s(Xs)l;t(Xs) ds 
peut 6ventuellement faire diverger M g'2. 
Cependant, pour x ~ )~t et y E ~t, 
L~sAs(x' " ) (Y )= { #l~s(x°lP~s(Fxl#~l(Y)o > 0 si y = gx, 
sinon. 
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Soient 
W_(xo,x ) = - min U(z ) - U (xo ), 
zCF~ 
r__ = {x ¢ f¢  \ W___(xo,x) = w___(xo), }
(cet ensemble ne d6pend pas de Xo E M, par ailleurs rappelons que W(xo) = 
maXx¢ ~ W(xo, x),) 
K(xo ) = Z kl-2(N)kl(X° )ll(NF~ ) 
xET 
de telle mani6re qu'en temps grand on ait 
p#,(l~L#~,~(x, • )) ~ K__(xo) exp(/~sW(xo)). 
La loi des grands nombres (Proposition 9) permet alors d'obtenir : 
• Si W(xo)~> -k ,  l'int6grale fo  #~,(1T4L~s~,s)ds diverge et en temps grand 
fo tL#, O2.s(Xs ) l ~(Xs )ds /? ,.~ ##s(L~As(x, • ) l~)ds 
,.~ fK(xo)ln(1 + t) si W(xo) =-k ,  
[(1 +k-lW__(xo))-lK(xo)(1 +t)  l+k-'-w(x°) si W(xo) > -k.  
• Si W(xo) < -k ,  l'expression 
otL~O2,s(Xs)l~4c(Xs)ds 
converge n temps grand. 
On en d~duit les m~mes r6sultats pour la martingale M ~ : 
• Si W(xo) < -k ,  M~ 2 converge n temps grand. 
• Si __W(xo)= -k ,  on a en temps grand 
M~: ~ -K__(xo)ln(1 + t) 
• Si _W(xo) > -k ,  on a en temps grand 
Mt ~2 ~ - (1  + k- lW(xo) ) - lK (xo) (1  + t) l+k-'w-(x°)" 
Supposons que W(xo)>~ -k  et soit (M (2't))t/>0 la famille de martingales d6finies par 
V O<<.s<~ 1, M)2,t) ~ (1 + t)-U+k-'E(x°)lMs~ 2 siW(xo) > -k,  
= [ ' - - '  )ut~'~ si W(xo) = -k.  . 2...exp(st)_l 
Les estim6es ci-dessus montrent en fait (en d6composant M e en deux termes, l'un 
convergeant e l'autre d6croissant, puis en utilisant les Th6or+mes 1.14, p. 292 et 2.15, 
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p. 306 de Jacod et Shiryaev (1987) que le processus (M(2't))t>~o converge pour 
la topologie de Skorokhod sur D([0, 1],~) p.s. (et done en loi) vers le processus 
d6terministe b donn~ par 
-m(xo, k)s l+k-'w--(x°) si W(x0) > -k ,  
V 0~<s~<l, b(s) = -~_(xo,k)s si ___W(x0)= -k, 
avec 
m__(xo, k) = { K(x0)(1 + k-lW_(xo))- lK(xo) siSi ___W(x0)W(x°) =>-k.-k' 
Finalement, supposons que W(xo)>~ 0 et notons M (t) la famille de martingales d6finie 
par 
V 0~<s<~l, M}t) f ( l+t ) -W(X°)M~ si W(xo) > O, 
t 2Mexptst)_ 1 si W(xo) = O. 
En regroupant les r6sultats pr6c6dents, on obtient que 
* Si 1 + k -1 ~'(x0) > 2 + 2k- l  _W(x0), le processus -M  (t) converge &roitement quand 
t devient grand vers la loi du processus gaussien continu centr6 de fonction de 
covariance [0, 1] 2 ~ (U,V)~-6(xo, k)(u A v) W(x°) (la situation 0 = 1 + k- I  ~'(xo) > 
2 + 2k- lW(xo)  n'6tant pas possible). 
• Si 1 + k -1 ff'(x0) = 2 + 2k-1W(x0), le processus -M (t) converge &roitement quand 
t devient grand vers la loi du processus gaussien continu de fonction de moyenne 
[0, 1] ~ u ~ m(xo, k)u w(x°) et de fonction de covariance [0, 1] 2 ~ (u,v) ~ -6(xo, k)(uA 
v) w(x°) (la situation 0 = 1 + k - I  ff'(xo) = 2 + 2k- lW(xo) n'6tant pas possible). 
• Si 1 +k  -1W(xo) < 2+2k- lW(xo) ,  le processus -M (t) converge p.s. quand t devient 
grand vers le processus d&erministe 
m(xo, k)u l+k-'w--(x°) si __W(x0) > -k ,  
[0, 1] ~ u ~ m(xo, k)u si W(x0) = -k.  
I1 enest  de m6me quand t devient grand pour les processus de fluctuations renor- 
malis6es F (t) d6finis par 
V O<<.s~ 1, F(t) = { (1 + t)-~V(x°)[Gst((o) - gst(dp)] si W(xo) > O, 
-s - t-½[Gexp(st)-I(~p) - gexp(st)-l(~p)] si W(Xo) = O, 
-Ms (t) + (1 + t)-[l+k-'W(x°)l\2NsOtt si W(x0) > -k  
-~ -1 0 -M} t) + t :N~xp(st)_ t 
oil N o d6signe le processus constant par moreeaux donn6 par 
/o' V t~>0, Nfl = ~(Xt) - ~(X0) - a~0s(X~) ds 
(dont t~--~ Gt( (9) -  gt(c~) = fo L~s(X~)ds  est la projection pr6visible duale). 
En effet, avec des notations 6videntes, on a N q' = N 0' + N q'~, or, du fait que le 
processus de Markov (Xt)t~>0 finit par rester dans M, Nt ~" finit par &re stationnaire n t, 
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et on vrrifie facilement qu'il existe une constante K > 0 (d&erministe) telle que pour 
tout t >~ 0, 
Nt ~' <~K[exp(fltV(xo)) + 11 
avec 2V(x0) < ffZ(x0)+ k. Ainsi, p.s. 
limt---,+~c(1 + t)-[l+k-'W(x°)l\2maxo<~s<~l N = 0 si W(xo) > -k,  
l imt~+~ t-½ max0<s<l  N~e~p(st)_l : 0 si ~Z(x0) = -k,  
ce qui suffit it montrer, si W(xo) > 0, que pour t grand le processus ((1 + t) -v/(x°) 
_ !  ¢, 
N.~)0<s<l (respectivement le processus (t 2Nexptst)_l)o<s<l, si W(xo)---0) converge 
p.s. vers 0. 
La convergence en loi des variables Ft = FI t) annoncre dans le Thror6me 2 drcoule 
alors (voir la Proposition 3.14, p. 313 de Jacod et Shiryaev (1987) de la convergence 
des processus F(t) et du fait que le processus limite est continu. 
Terminons cette section par quelques remarques ur certaines particularitrs des mar- 
tingales ~ sauts qui sont apparues : 
Si W_(xo)>~ - k, M ~2 est un exemple de martingale divergeant p.s. vers -cx~. De 
plus, soient M = ~¢ U ~]~' et pour x ( M (et toujours x0 E M), 
eM--(Pxo,~) = max U(Pxo,x(i)) (= max _~ U(Pxo,x(i))). 
1 <~ i <~ n~o,v \ PYo, ~( i )EM 1 ~< i ~< n~o, x \ px o, ~(i)C OM 
puis 
~S(xo) = max[eM(p~o,x) - 2U(x)] - 2U(xo). 
xftM 
L'hypoth~se W(xo)~> -k  entraine que ffS(xo) > -k  et on calcule facilement qu'il 
existe une constante £'(xo) > 0 telle qu'en temps grand 
( Mg'2 )t ~ K(x0) exp(flt [k + ff'(x0)]) 
ainsi dans ce cas la famille M (2't) de martingales atisfait p.s. les proprirtrs suivantes: 
l im [M(2't)]l = 0, 
t--* + (x:~ 
lim (M(2't))l z -Jc-~X). 
t~+oo 
(En effet, pour la premirre 6galitr, on aura remarqu6 que la martingale M ~2 est 
variation finie et est donc totalement discontinue (cf. Jacod et Shiryaev, 1987, Lemme 
4.14, p. 41), ce qui permet de voir que son crochet droit est donn6 par 
V t>~O, [MO2lt = Z (/XMs¢2)2 
O<s<~t 
on utilise alors le fait que p.s. M ~'2 n'a qu'un nombre fini de sauts, et pour la seconde 
A 
6galitr, on aura not6 que W(xo) > k + 2W(x0).) 
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Par ailleurs, soit 
ff(x0,k) = ff'(x0)v ff (x0) 
= max[eM--(pxo,~) - 2U(x)] - 2U(xo) 
x~xo 
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on d6duit des calculs pr6c6dents qu'il existe une constante a(x0,k) > 0 telle qu'en 
temps grand 
{ (M~)t converge 
(M+), ~  (x0,k)ln(1 + t) 
(Mq')t ~ a(xo, k )exp(flt[k + t~(x0,k)]) 
si ff1(xo, k) < -k ,  
si ff1(xo, k ) = -k ,  
si ff~(xo, k) > -k .  
6. R4versibilit4 faible de Hajek 
Pour prouver la loi des grands nombres pour les temps d'occupation en des points 
de M, on s'est plat6 dans le cadre le plus simple d'un graphe irr6ductible t r6versible, 
mais la d6monstration peut en fait s'adapter h d'autres ituations et notamment aux cas 
off on fait seulement l'hypoth6se de r6versiblit6 faible de Hajek (voir Hajek, 1988): 
Soit q un noyau irr6ductible de probabilit6s de transitions ur M (on note # l'unique 
probabilit6 invariante associ6e) et U une fonction r6elle sur M, on dit que (M, q, #, U) 
satisfait la condition de r6versibilit6 faible de Hajek, si l'application H sur M × M 
introduite dans la premi&e section (~gx, y et e(. ) 6tant d6finis de la m6me mani6re) est 
sym6trique. 
Pour fl ~> 0, soit #8 la probabilit6 invariante pour le noyau de probabilit6s de transi- 
tions q~ construit comme dans l'introduction. 
I1 est bien connu (voir Trout, e, 1993, p. 37, Th6orbme 1.35; Hwang et Sheu, 1992) 
qu'il existe une fonction v " M ---, R~_ telle que pour tout x E M, on ait quand fl 
devient grand 
##(x) ~ v(x) exp(- f lU(x)  . 
Cependant, ce r6sultat, les calculs pr6sent6s dans [14] et ceux du d6but de la section 2 
(on aura remarqu6 que le graphe (M, ~) et la fonction/5" que l'on y obtient en rajoutant 
un point ~ M v&ifient encore la condition de r6versibilit6 faible de Hajek) permettent 
de voir que l'estimation (4) et la Proposition 5 sont encore satisfaites. Le reste des 
d6monstrations e t alors identique, car on n'y utilise pas la r6versibilit6 (mais seulement 
l'invariance) de #~ par rapport ~ q& 
Ainsi, sous la condition de r6versibilit6 faible de Hajek, le Th6or~me 1 est encore 
v6rifi6 (notons que cette condition assure aussi que les ensembles M et M sont forte- 
ment connexes). 
Par ailleurs, on peut se demander quelles formes devront prendre ces lois des grands 
nombres dans le cas des algorithmes de recuit simul4 g6n6ralis6s (voir Hwang et Sheu, 
1992; Trouv6, 1993; Miclo, 1992), ou si les processus consid6r6s ont ~ valeurs dans 
une vari6t6 riemannienne compacte t connexe. 
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