Computation of general state-and/or control-constrained Optimal Control Problems (OCPs) is difficult for various constraints, especially the intractable path constraint. For such problems, the theoretical convergence of numerical algorithms is usually not guaranteed, and the right solution may not be successfully obtained. With the recently proposed Variation Evolving Method (VEM), the evolution equations, which guarantee the convergence towards the optimal solution in theory even for the general constrained OCPs, are derived. In particular, the costate-free optimality conditions are established. Besides the analytic expressions of the costates and the Lagrange multipliers adjoining the terminal constraint, the integral equation that determines the Karush-Kuhn-Tucker (KKT) multiplier variable is also derived. Upon the work in this paper, the general constrained OCPs may be transformed to the Initial-value Problems (IVPs) to be solved, with common Ordinary Differential Equation (ODE) numerical integration methods.
II. PRELIMINARIES

A. Principle of VEM
The VEM is a newly developed method for the optimal solutions. It is enlightened by the states evolution within the stable continuous-time dynamic system in the control field. Lemma 1 [22] (with small adaptation): For a continuous-time autonomous dynamic system like ()  x f x (1) where n  x is the state, d dt  x x is its time derivative, and : nn  f is a vector function. Let x , contained within the domain , be an equilibrium point that satisfies ()  f x 0 . If there exists a continuously differentiable function :
where c is a constant. Then  xx is an asymptotically stable point in .
Lemma 1 aims to the dynamic system with finite-dimensional states, and it may be directly generalized to the infinite-dimensional case as Lemma 2: For an infinite-dimensional dynamic system described by () ( , ) x x t    y fy (2) or presented equivalently in the Partial Differential Equation (PDE) form as ( , ) ( , ) xt
x t    y fy (3) where "  " denotes the variation operator and "  " denotes the partial differential operator. t  is the time.
x  is the independent variable, ( ) 
where c is a constant. Then ( ) ( ) xx  yy is an asymptotically stable solution in () x .
In the system dynamics theory, from the stable dynamics, we may construct a monotonously decreasing function (or functional) V , which will achieve its minimum when the equilibrium is reached. Inspired by it, now we consider its inverse problem, that is, from a performance index function to derive the dynamics that minimize this performance index, and optimization problems are just the right platform for practice. The optimal solution is analogized to the stable equilibrium of a dynamic system and is anticipated to be obtained in an asymptotically evolving way. Accordingly, a virtual dimension, the variation time  , is introduced to implement the idea that a variable () t x evolves to the optimal solution to minimize the performance index within the dynamics governed by the variation dynamic evolution equations (in the form of Eq. (2)). Fig. 1 illustrates the variation evolution process of the VEM in solving the OCP. Through the variation motion, the initial guess of variables will evolve to the optimal solution. Fig. 1 The illustration of the variable evolving along the variation time  in the VEM. 4 The VEM bred under this idea is demonstrated for the unconstrained calculus-of-variations problems first [15] [17] . The variation dynamic evolution equations, derived under the frame of the VEM, may be reformulated as the EPDE and the Evolution Differential Equation (EDE), by replacing the variation operation "  " with the partial differential operator "  " and the differential operator " d ". Under the dynamics governed by the EPDE, the variables will achieve the optimality conditions gradually. For example, consider the calculus-of-variations problems defined as (4) where the elements of the variable vector ( 
The equilibrium solution of the EPDE (6) will satisfy the optimality condition, i.e., the Euler-Lagrange equation [23] [24] d () d
FF t
 yy 0 (7) Since the right function of the EPDE only depends on the time t , it is suitable to be solved via the well-known semi-discrete method in the field of PDE numerical calculation [25] . With the discretization along the normal time dimension, the EPDE is transformed to the finite-dimensional Initial-value Problem (IVP) to be solved, with common Ordinary Differential Equation (11) In this general formulation of optimization problems, the ECs (9) are categorized according to their influence to the optimal performance index, denoted by ˆg J , and the IECs (10) are classified according to their activeness at the optimal solution, namely (13) it is said to be an active IEC if (14) and said to be an inactive IEC if (15) Note that an inactive IEC may be activated for some () t y and p during the optimization process, but we will not call it an active IEC in the paper. From Definition 2, it is readily to find that strengthening an IEC (13) to be an EC as   ( ), , 0 iI C t t  yp (16) the optimal solution will not be changed if this IEC is an active IEC. Also, removing an inactive IEC from the optimization problem, the optimal solution will not be changed either. In order to effectively distinguish the IECs within an optimization problem, we discovered their relations to the strengthened ECs and provided a feasible way. See Theorem 1 [19] Therefore, we may determine the type of an IEC from the multiplier information of its strengthened EC, without the need of substituting optimized solutions into the IEC for verification. In practice, we may first strengthen all IECs to get the corresponding Lagrange multipliers, and then use Theorem 2 to determine their types.
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III. VEM FOR THE GENERAL CONSTRAINED OCPS
A. Problem definition
In this paper, we consider the general constrained OCPs that are defined as Problem 1：Consider performance index of Bolza form (17) subject to the dynamic equation (18) where t  is the time. (20) where : nq  g is a q dimensional vector function with continuous first-order partial derivatives. The path constraints are described by   ( ), ( ), t t t  C x u 0 (21) where : n m r    C is a r dimensional vector function with continuous first-order partial derivatives in its augments.
Find the optimal solution ˆ( , ) xu that minimizes J , i.e. ˆ( , ) arg min( ) J  xu (22) The definition of Problem 1 represents a large class of OCPs in engineering. Besides the general Bolza form performance index, for the problems with no terminal constraints or path constraints, they are just the degraded cases of Problem 1; for the situations where the terminal time is fixed, they actually become simpler because now the study requires no determination of the terminal time. Thus, the method developed for Problem 1 may be widely applied and relevant results are of general meaning.
B. Derivation of variation dynamic evolution equations
We first consider the problem within the feasible solution domain o , in which any solution satisfies Eqs. (18)- (21) . The Bolza performance index may be transformed to the equivalent Lagrange type, i.e.
x u (23) where t  and  x are the partial derivatives, in the form of scalar and (column) vector, respectively. " T " is the transpose operator.
According to the Lyapunov principle, differentiating Eq. (23) with respect to the variation time  gives (24) where L x and L u are the partial derivatives, (25) with the initial condition
Note that [26] , its solution may be explicitly expressed as
and
Use Eq. (26) and follow the same derivation as Ref. [17] , we may obtain (31) and the variation motion allowed by the path constraints (21) as
where the time set p i is defined for the i th path constraint as
Before answering this question, we introduce the Feasibility-preserving Evolution Optimization Problem (FPEOP) that is defined as 8 FPEOP: 
The variable vector 
We use the weighting method to solve the Pareto optimal solution of this MOP, and the resulting performance index is 
Use the fist-order optimality conditions, i.e., For the optimal values of () t μ and π , since K may be arbitrary right-dimensional positive-definite matrix, we set K = 1 in C. Equivalence to the classic optimality conditions Actually, Eqs. (51) and (52) are the first-order optimality conditions for Problem 1 without the employment of costates. We will show that they are equivalent to the classic ones with costates [28] . By the direct adjoining method [11] , we may construct the augmented functional as
s s s t s s s t s s s
and ( ) 0 ( 1, 2,..., ) ( ) 0 ( 1, 2,..., )
is Lagrange multiplier parameter, and ()
is the KKT multiplier variable.
Then the first-order variation may be derived as Proof: Define a quantity () t γ as 
and the property of ( , ) o t  Φ [26] ( , )
where 1 is the nn  dimensional identity matrix. Then we have 
22
Now we consider a nonlinear example with pure-state path constraint, the constrained Brachistochrone problem [28] , which describes the motion curve of the fastest descending with position constraint. 
The slope 
VI. FURTHER COMMENTS
The EPDE derived under the compact VEM is first presented in Ref. [17] , and we gave an immature discussion then between it and the augmented EPDE derived in Ref. [15] , which was called the ZS (first evolution) equation originally. Since we have deepened the study along the thread of the compact VEM and achieved systematic results, it makes sense to give a review. HL  λ f is the Hamiltonian, and λ is the costate variables. K is a (2 ) (2 ) n m n m    dimensional positive-definite matrix.
Both the first and the second evolution equations originate from the continuous-time dynamics stability theory, and their solutions are guaranteed to ultimately meet the optimality conditions. The right parts of both equations are only vector functions of time t . This makes them suitable to be solved with the semi-discrete method in the field of PDE numerical calculation. Then the numerical solution may be obtained with the common ODE integration methods. However, there exist obvious differences.
The first evolution equation is derived from a constructed unconstrained functional via employing the classic optimality conditions with costates. It may handle typical OCPs with terminal constraint [15] . However, even if it has solved the time-optimal control problem with control constraint [16] , it is not applicable to the general constrained OCPs (at least for now). The introduction of the costates also complicates the formula and intensifies the computation burden. In particular, its solution may halt at a saddle point since it cannot differentiate the minimum and the saddle from their first-order optimality conditions.
The second evolution equation searches the minimum solution from the primary problem, and the equivalent costate-free optimality conditions are established meanwhile, which uncover the analytic relations between the original variables and the 25 augmented quantities, including the costates and the multipliers. It has been shown that the second evolution equation may solve general constrained OCPs and various typical OCPs, and it may be modified to be valid in the infeasible solution domain as Refs.
[20] and [21] show. In principle, the second evolution equation requires the integration, and the differentiation, as displayed in the first evolution equation, may be avoided. This is advantageous to reduce the numerical error in seeking optimal solutions.
VII. CONCLUSION
The Variation Evolving Method (VEM) is developed to solve the general state-and\or control-constrained Optimal Control Problems (OCPs). In deriving the evolution equations, the costate-free optimality conditions are established, and the analytic relations between the original variables and the costates, the KKT multiplier variables, the Lagrange multiplier parameters in the classic treatment are uncovered. These results are authenticated between the VEM and the adjoining method, and are helpful to deepen the understanding towards the optimal control theory. In our work, the studies of the VEM are carried out upon the assumption that the solution of the OCP exist. Actually this may often be ascertained through the physical analysis. Once the existence of the solution is secured, the VEM theoretically guarantees the convergence to the optimal solution. For the user, this method allows automatically generated initial guess, thus it may be an initial-guess free method for the users. Also, the VEM mainly requires common Ordinary Differential Equation (ODE) numerical integration to get the solution. Although we did not highlight the small time consumption, the solutions are usually obtained fairly fast. In addition, since complex numerical computations are avoided, the integration may be achieved with the simple analog circuit. As an outlook, these merits might make the development of more reliable and practical on-line optimal control in engineering possible.
