A General Principle of Neural Arbor Branch Density  by Teeter, Corinne M. & Stevens, Charles F.
A General PrincipleCurrent Biology 21, 2105–2108, December 20, 2011 ª2011 Elsevier Ltd All rights reserved DOI 10.1016/j.cub.2011.11.013Report
of Neural Arbor Branch DensityCorinne M. Teeter1,* and Charles F. Stevens1
1The Salk Institute for Biological Studies, 10010 North Torrey
Pines Road, MNL-S, La Jolla, CA 92037, USA
Summary
The tree-like structures of a neuron that are responsible for
distributing (axons) or collecting (dendrites) information
over a region of the brain are called arbors. The size of the
territory occupied by an arbor and the density of the arbor
branches within that territory are important for computation
because these factors determine what fraction of a neural
map is sampled by a single cell and at what resolution [1].
Arbor territory size and branch density can vary by many
orders of magnitude; however, we have identified a uni-
versal relationship between these two physical properties
revealing a general neural architectural design principle.
All of the arbors (axons and dendrites) we have studied
(including fish retinal ganglion cells, rodent Purkinje cells,
and the cortical arbors of various neural classes from rat,
cat, monkey, and human) are found to be systematically
less dense when they cover larger territories. This relation-
ship can be described as a power law. Of several simple
biological explanations explored, we find that this relation-
ship is most consistent with a design principle that con-
serves the average number of connections between pairs
of arbors of different sizes.
Results
First, we determine the empirical relationship that describes
how the average branch density of arbors varies with the
size of their territories. The neurite distribution strategies
neurons use for covering a two-dimensional (2D) space could
differ from those used to generate three-dimensional (3D)
territories (for example, please see the Magnification portion
of the Theory section in the Supplemental Experimental
Procedures available online). Therefore, we consider these
two populations separately.
2D Area Covering Arbors
Here, we consider the flat, 2D arbors reconstructed from two
different cell classes: dendrites and axons of retinal ganglion
cells (RGCs) collected from goldfish and zebrafish [1, 2] and
the dendrites of Purkinje cells collected from guinea pig,
mouse, and rat available on the http://www.neuromorpho.
org database.
In order to characterize the average length density of an
arbor of a certain size, we measure the total length of all arbor
branches and the area of the arbor’s territory. The total length
of an arbor is the sum of each individual arbor segment length.
The area of an arbor’s territory is defined by the convex hull
area: the area enclosed within a convex polygon connecting
the outermost tips of an arbor’s branches (Figure 1). The*Correspondence: cteeter@salk.eduaverage density of an arbor is defined as the length of an arbor
divided by the area.
Figure 1 shows that there is a power law relationship (often
called a scaling law) between the area and density of 2D
arbors. Data that adhere to a power law relationship are
more easily viewed and characterized in logarithmic space.
The slope of the regression line between the area, A, and the
density, D, in logarithmic space is the exponent of the indepen-
dent variable in linear space, i.e., log(D) = slope 3 log(A) +
intercept is equivalent to D = 10interceptAslope. Therefore, the
scaling exponent (slope) can be quantified by performing stan-
dard linear regression and SE techniques in logarithmic space.
Clearly, the Purkinje cells are denser than the fish RGCs, and
therefore, the data from RGCs and Purkinje cells are fitted by
two different regression lines. For both the fish RGCs and
the Purkinje cells, as the territory size of an arbor increases,
the arbor density decreases. The vertical scatter of the data
around the regression line describes the range of densities
for an arbor of a given size. This scatter is quite homogeneous,
and it appears that the density of an arbor is confined to
a certain range specified by the size of the arbor territory.
3D Volume Covering Arbors
To characterize the size-density scaling of 3D arbors, we
studied a total of 1,406 arbors made by 646 neurons of various
classes from the cortex of rat, cat, monkey, and human avail-
able at http://www.neuromorpho.org. In addition, 19 neurons
with 41 arbors were provided by Judith Hirsch [3, 4]. Over
half of the neurons available in the database were subject to
significant experimental and tracing artifacts. Our subset of
the data (Table 1) contains only arbors that have minimal arti-
facts: truncation estimated as less than one-fourth of the orig-
inal arbor volume, no obvious tracing errors, and arbors whose
data could be corrected by a shrinkage factor if needed.
A detailed explanation of the artifacts present in the data, the
data selection criteria, and necessary shrinkage corrections
can be found in the Supplemental Experimental Procedures
and in [5].
The territory of a 3D arbor will occupy a volume (as opposed
to an area) defined by the convex hull (Figure 2A). The average
arbor density is now the total length divided by the territory
volume. Figure 2 illustrates that like the 2D arbors, a general
power law relationship holds between the volume and the
density of the cortical axonal and dendritic arbors. Again, as
an arbor territory gets larger, the density decreases. In Fig-
ure 3, we have plotted the exponent of the density-volume
power law separately for the different species (obtained by
performing a linear regression of the logarithmic data from
each species individually). In all cases the scaling exponents
are negative: arbors that spread over a larger volume of the
brain are less dense.
Possible Design Principles
To investigate possible biological design principles respon-
sible for this size-density relationship, we compare the
observed empirical scaling exponents with the scaling expo-
nents derived from four simple candidate design principles
that relate territory size and arbor density: constant density,
Table 1. Included Data
Cat 75
Dendritica 2
Pyramidal cell 1
Stellate cell 1
Destexhe 4
Pyramidal cell 4
Eysel 27
Pyramidal cell 27
Hirsch 42
Pyramidal cell 28
Stellate cell 7
Basket cell 5
Unknown 2
Human 128
Allman 128
Pyramidal cell 70
Von Economo 58
Monkey 160
Wearne_Hof 160
Pyramidal cell 160
Rat 1,043
Dendritica 20
Pyramidal cell 20
Markram 477
Basket cell 108
Bipolar cell 13
Bitufted cell 35
Chandelier cell 11
Martinotti cell 68
Neurogliaform cell 2
Not reported 4
Pyramidal cell 225
Stellate cell 11
Smith 231
Pyramidal cell 231
Staiger 145
Pyramidal cell 115
Stellate cell 30
Svoboda 170
Pyramidal cell 170
A total of 1,406 arbors from 627 neurons from ten different laboratories and
four different species were used. Neuron classes were identified by the
original investigators.
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Figure 1. A Scaling Law Describes the Relationship between the Total Area
an Arbor Covers and the Arbor Branch Density
The 2D arbors of zebrafish and goldfish retinal ganglion cells (RGCs) and
Purkinje cells from guinea pig, mouse, and rat get less dense as arbor
coverage area increases. RGC dendrites are denoted by squares (n = 76),
RGC axons are triangles (n = 79), and Purkinje cell dendrites are asterisks
(n = 10). Arbors in (A)–(G) correspond to the circled data points in the plot,
and nearby symbols denote arbor type. The area within the dashed line
surrounding arbor g defines the convex hull area of that arbor. The RGC
least-squares linear regression has a slope of20.37 (20.41,20.33), an inter-
cept of 0.37 (0.21, 0.52), and an r2 of 0.70. The Purkinje least-squares linear
regression has a slope of 20.47 (20.65, 20.30), an intercept of 1.49 (0.73,
2.26), and an r2 of 0.83. Parenthetical values correspond to 95% confidence
intervals. The range in density for an arbor of a given size (the scatter around
the line) isw3 for the RGCs andw1.5 for the Purkinje cells.
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predicted exponents for each of these rules are derived in the
Theory section of the Supplemental Experimental Procedures
and are plotted along with the data in Figure 3.
In the first possible design scenario, different arbors would
attempt to sample or distribute information over a brain region
with the same density regardless of territory size. In this case
larger arbors would add branch length in proportion to the
area or volume of territory they cover, and the predicted scal-
ing exponent would be equal to 0. According to the second
potential rule, the total length of an arbor is held constantregardless of the size of the arbor perhaps due to some
maximal or optimal amount of tissue per neuron. If this is the
case, the scaling exponent is equal to 21. Considering Fig-
ure 3, it is clear that empirical exponents are not consistent
with a design principle that yields an exponent of either
0 or 21, and thus, the constant density and constant length
design principles can be ruled out.
In order to simplify growth rules, perhaps larger arbors are
simply magnified versions of smaller prototype arbors. If this
is the case, the density of larger arbors could be accounted
for by simply scaling up the length of all arbor segments
uniformly. Here, the dimensionality of the arbor would affect
the scaling exponent. For 2D arbors, the predicted exponent
would be equal to 20.5, and for 3D arbors, the predicted
exponent would be equal to 20.67. Figure 3 shows that all of
the 3D species delineated data are scattered above this line;
therefore, it seems unlikely that the magnification principle
can account for the observed scaling exponents.
Finally, perhaps arbor density is designed tomaintain a con-
stant number of connections between arbor pairs, regardless
Figure 2. A Scaling Law Describes the Relationship
between the Arbor Volume and Branch Density of the
3D Cortical Arbors of Rat, Cat, Monkey, and Human
Apical dendrites (from pyramidal cells) are plotted as
circles (n = 472); all other nonapical dendrites such as
the basal dendrites of the pyramidal cells and the den-
drites from interneurons are plotted as squares (n =
611). Axons are plotted as triangles (n = 323). A descrip-
tion of the data used in this plot can be found in Table 1.
(A) The volume within the convex polygons surrounding
the arbors defines the convex hull volume of the arbors.
(B) Arbors get less dense as arbor volume increases. The
least-squares linear regression has a slope of 20.55
(20.56, 20.54), an intercept of 0.45 (0.40, 0.51), and an
r2 of 0.91. Ranges correspond to 95% confidence inter-
vals. The range in density for an arbor of a given size
isw9 (at the center region of the plot where the variation
is widest) meaning that a densest cell can be w9 times
more dense than the least-dense cell for a given size.
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2107of size. In a network where connections are made at random,
this design principle could enable the scalable architecture
observed in neural circuits [1, 6] by allowing the brain to
grow without affecting the number of connections between
pairs of neurons. This constant connectivity paradigm would
predict a scaling law of 20.5 for both 2D and 3D arbors. Fig-
ure 3 shows that the exponents are indeed scattered around
the exponent value of 20.5.Figure 3. The Decrease in Density as Arbor Size Increases Seen in All
Species Is Most Consistent with the Constant Connectivity Paradigm
The slopes of the least-squares linear regression (corresponding to the
scaling law exponents) as in Figure 1 and Figure 2 are plotted separately
for each species. The exponents for the 2D data are plotted in the left panel,
and the 3Darbors are plotted in the right panel. The values for the 2Ddata are
reported in Figure 1. The 3D data are as follows: cat, 20.58 (20.62, 20.53);
human, 20.63 (20.65, 20.61); monkey, 20.44 (20.50, 20.37); and
rat, 20.53 (20.54, 20.52). Ranges and error bars correspond to 95% confi-
dence intervals. The horizontal lines represent the exponents that would be
expected from the four different size-density scaling paradigms considered
in the main text. If arbors followed the constant density paradigm, both the
2D and 3D arbors would have an exponent equal to 0 (dotted line). For both
2D and 3D arbors, an exponent equal to20.5 (dashed-dot line) is consistent
with constant connectivity between neurons of different sizes. The design
paradigm corresponding to the case where the density of larger arbors
represents the magnified density of smaller neurons (dashed line) is 20.5
for 2D arbor and 20.67 for 3D arbors. For both 2D and 3D arbors, an expo-
nent equal to 21 (solid line) is consistent with the total length of an arbor
being held constant regardless of the size of the brain region covered.Discussion
Here, we show that a systematic decrease in arbor density
with an increase in territory size is a general structural design
principal of neural arbors. Other researchers have found
similar structural scaling law relationships. In 2009, Wen
et al. reported a scaling law relationship between the radius
of basal pyramidal cell dendrites and the total length of
dendrites [7]. In 2010, Snider et al. used scaling laws as part
of a test to show that the spatial density functions of all neural
arbors are unnormalized Gaussians truncated at approxi-
mately two SDs [2]. The convex hull area or volume used
here is proportional to the product of the SDs of the Gaussians
[2]. Therefore, the scaling law shown here extends the Snider
et al. work by describing the relationship between the ampli-
tude of the unnormalized Gaussian function and SDs: as the
product of the SDs (convex hull) increases, the amplitude of
the function (arbor density) decreases. Note that the relation-
ship between the SDs and convex hull size enables us to use
the convex hull and average density as a representation of
the density functions.
We recognize that other structural design principles that
help optimize computation or minimize energy consumption
[8, 9] could be used by the brain. Although arbor density
decreases with size, the interpretation of the specific cause
of the scaling law relationship is uncertain because of artifacts
present in the data and the large number of possible explana-
tions. In Figure 3, although the data are best fit by the con-
stant connectivity design principle, the exponents do not
perfectly match the predictions of this principle, and there
are variations in the scaling law exponents between different
species. The variation between species is most likely due
to laboratory-specific artifacts or sampling biases. Table 1
shows that the same laboratory rarely collected data from
more than one species. In an attempt to investigate differ-
ences between neuron classes and/or species, we found
that structural variations could be attributed to the laboratory
in which it was collected. However, despite the artifacts in the
data, it is clear that in general, arbors universally and system-
atically decrease their branch density as they cover larger
brain territories.Supplemental Information
Supplemental Information includes Supplemental Experimental Procedures
and can be found with this article online at doi:10.1016/j.cub.2011.11.013.
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