ABSTRACT: A quantitative understanding and prediction of the dynamics of entangled polymer melts is a long-standing problem. In this work we present results about the dynamical and rheological properties of atactic polystyrene melts, obtained from a hierarchical approach that combines atomistic and coarse-grained dynamic simulations of unentangled and entangled systems. By comparing short chain atomistic and coarse-grained simulations, the time mapping constant is determined. Self-diffusion coefficients, after correcting for the chain end free volume effect, show a transition from Rouse to reptation-like behavior. In addition, the entanglement molecular weight is calculated through a primitive path analysis. All properties are compared to experimental data.
Introduction
Understanding the dynamics and the rheology of polymers is a long-standing problem, which has been extensively studied through various experimental and theoretical approaches. [1] [2] [3] Complementary to experiments and to analytical theory, molecular simulation techniques are a very useful tool for studying the dynamical properties of polymeric materials. [4] [5] [6] [7] [8] On the microscopic level, atomistic molecular dynamics simulations have been used for the prediction of chain diffusion of polymers with simple chemical structure, like polyethylene or polybutadiene, and with low molecular weight. [8] [9] [10] However, because of the broad range of length and time scales characterizing macromolecules, application of these techniques to systems with high molecular weight or to polymers with more complicated structure is not possible in most cases. 5, 6, [8] [9] [10] [11] For this reason and in order to increase the length and time scales accessible by simulations coarse-grained (CG) models have proven to be very efficient. 6 Coarse-grained molecular models are obtained by lumping groups of chemically connected atoms into "superatoms" and deriving the effective, coarse-grained interaction potentials from the microscopic details of the atomistic models. This is to be distinguished from ad hoc coarse-grained models, like simple bead spring or lattice models, which are very useful to study generic scaling properties but lack a link to specific systems. 4, 5, 7 The development of coarse-grained particle-based models for specific polymers is a very active research field, and various models and methods have been proposed in the literature. [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] These CG models differ in the way the effective CG potentials are derived and also in the degree of coarse-graining. For structure-based CG models, the direct link to the chemistry is achieved through structurally defined bonded and nonbonded effective CG potentials derived from the atomistic model. By doing that, the structural properties of the polymeric systems, on both the monomer and the chain dimension level, can be described quite well. However, such CG MD simulations cannot be used directly for a quantitatiVe study of the dynamics of polymer systems because the time in the CG description does not correspond to the real physical time of the underlying chemistry. Because of the lost degrees of freedom in the CG description, the effective CG potentials are softer compared to the atomistic ones. This results in a reduced effective friction between the beads. A way to overcome this limitation is by performing a "scaling" of the CG time using data taken either from experiments or from atomistic simulations. Finally, more coarser particle models, where the chemistry takes place through some phenomenological parameters, have also been developed. [31] [32] [33] [34] [35] [36] The parameters characterizing such models are usually obtained by proper fitting of a dynamical quantity to experimental data.
Polystyrene (PS) is a common commercial polymer and one of the experimentally most widely studied among all amorphous polymers. 1, [37] [38] [39] [40] [41] [42] [43] [44] In addition, molecular modeling techniques have also been applied for the study of polystyrene. Modeling at the atomistic level, using either molecular dynamics (MD) [45] [46] [47] [48] [49] [50] or Monte Carlo 51 simulations, has been used to study mainly structural and some short time local dynamical aspects of bulk atactic PS. During the past few years, a few different coarse-grained models of PS have also been presented in the literature. 17, 18, [20] [21] [22] 52 These models vary in the degree of coarsegraining as well as in the procedure for obtaining the effective interactions between the CG beads (superatoms), i.e., the CG force field.
Recently, we have developed a CG model for PS in which each PS monomer is represented by two superatoms (2:1 CG model). The CG model has been developed by employing a structure-based CG methodology that combines atomistic and CG simulations. 52 This model can describe PS sequences with varying tacticities and has been tested and validated for a number of structural and dynamical properties of atactic polystyrene 17, 52 as well as of polymer/penetrant binary mixtures. 53 Furthermore, the CG PS model was used to study the mechanical properties of PS glasses. 54, 55 In the present work, we extend this approach to study dynamical and rheological properties of various monodisperse PS melts of molecular weight below and well above the entanglement threshold, M e . The results are obtained mainly from the CG MD simulations. However, the hierarchical modeling of atomistic and CG MD simulations in some reference systems allows us to define correctly the time scale in the CG runs and to quantitatively predict dynamic properties of the PS melts through the CG simulations without any adjustable parameter. 56 Following this methodology, the results from the CG simulations can be directly compared to experimental data.
The paper is organized as follows. First, a brief overview of the atomistic and the coarse-graining simulations performed in this work is given in the next section. In section 3 basic structural properties are presented. The time mapping aspect is discussed in section 4. Section 5 presents results on the segmental, as well as the chain center of mass, dynamics of PS melts. A detailed entanglement analysis is described in section 6. Finally, our findings and conclusions are summarized in section 7.
Simulation Methodology

Atomistic Simulations of Polystyrene.
The hierarchical approach presented here involves atomistic, united-atom (UA) and CG dynamic simulations of atactic PS melts. The sequence of atomistic and UA simulations is needed in order to parametrize the time scale in the CG description. UA MD simulations have been performed using the TraPPE UA model, 57 based on which the CG model was parametrized. In this model each PS monomer is described with eight united atom groups. Five different types of united atoms (CH 3 , CH 2 , CH, C aro , and CH aro ) are defined in a PS chain, whose nonbonded interactions are described by pairwise-additive Lennard-Jones potentials. All bond lengths are kept rigid, whereas a harmonic potential is used to describe bond angle bending. Standard torsional potentials are used to describe rotations along bonds in the aliphatic backbone. These dihedral potentials count also for the 1-4 nonbonded interaction. Finally, improper dihedral potentials are used to keep the phenyl ring planar as well as to maintain the tetrahedral configuration around the sp 3 -hybridized carbon connecting the phenyl ring. Using this UA model, we performed atomistic MD simulations for various atactic PS melts with molecular weight, M, ranging from 1 to 10 kDa (see Table 1 , 1 kDa ) 1000 g/mol). 17 UA models have the advantage to be more efficient than allatom ones for long MD simulations since hydrogens are not treated explicitly. In addition, they are usually considered to be "atomistic" in the sense that the time scale does not deviate in a detectable way from all atom simulations because the "coarsegraining" of the UA models is of the order of hydrogen-carbon bond, i.e., only about 1 Å. However, this assumption, which in many cases (for example, UA models for PE, PB, and PI) 4, [8] [9] [10] works reasonably well, fails to work for the UA-TraPPE PS model; i.e., it predicts for PS a much faster dynamics. 52, 56 This is most probably mainly due to too low dihedral barriers along the aliphatic backbone in the UA-TraPPE model. Missing electrostatic interactions and the lumping of hydrogens are expected to be less influential. This however does not affect the overall conformations and the melt structure. 53, 52 Since our goal is to compare quantitatiVely the CG polymer dynamics with experimental data, we decided to parametrize and control the properties of the UA simulations using data by detailed all-atom simulations. Thus, we have also simulated some systems (see Table 1 ) with a detailed all-atom (AA) PS model, where hydrogens and carbons are treated explicitly. 58 This AA model has partial charges on the carbon and hydrogen atoms of the phenyl groups, which reproduce the electric quadrupole moment of the benzene molecule. Parameters of the barriers for the rotation of polystyrene backbone dihedral angles were calculated from ab initio calculations on polystyrene fragments. For more details of the model see ref 58 .
The molecular dynamics package GROMACS 59 was used to perform the atomistic MD simulations. The different PS amorphous systems that have been simulated are presented in Table 1 . Initial well-equilibrated atomistic configurations are obtained by back-mapping of the CG melts. 17 UA and AA MD simulations have been conducted under constant temperature and volume (NVT) conditions using the Berendsen thermostat (coupling time 0.1 ps). 60 The densities of the simulated melts were chosen to be equal to experimental data, 61 the only direct experimental input for the present study. Note that the pressure in the atomistic simulations is slightly negative since the density predicted by both the UA and the AA force fields is about 3-4% larger than the experimental ones. A negative pressure, induced by the constant volume constraint, of course in principle is unphysical and would lead to inhomogeneities in the system. Here however this is not the case because the fluctuations of instantaneous pressure are about 5-10 times larger than the average (negative) pressure. For much larger systems this can be a problem. Thus, we choose to perform all the simulations at the experimental densities, since later we directly compare with available experimental data. Nonbonded interactions were cut off beyond 1.2 nm. Tail corrections for the energy and pressure were applied. 62 The integration time step was 2 fs for the UA simulations and 1 fs for the AA ones. Finally, the overall atomistic simulation time of the production runs ranged from 50 to 300 ns depending on the molecular weights of the systems studied.
2.2.
Coarse-Grained Simulations of Polystyrene. The CG MD simulations have been performed using a CG model for PS in which one PS monomer is mapped onto two effective coarse grained beads. 52 In this model a CG bead "A" includes information from three consequent CH x groups along the backbone (see Figure 1) . In more detail CG bead "A" corresponds to the CH 2 of a PS monomer plus the half-mass of each of the two neighboring CH groups along the chain backbone, whereas CG bead "B" is just the phenyl ring. This model has the advantage of capturing the tacticity without introducing side groups. It was chosen because of mainly two advantages, namely, not losing too many structural details in comparison to the all-atom system, while still being very efficient compared to atomistic simulations. At the same time, due to the rather fine nature of this CG mapping scheme, it is relatively easy to develop a rigorous procedure for reinserting all the atomistic details into the CG configurations. 17 Such a procedure has been also proven quite successful for the case of polycarbonate. 13, 63 Furthermore, chain tacticity is captured in our coarse-graining model through the bending and dihedral potentials. More details about the CG model and the procedure to obtain the CG force field can be found elsewhere. 17, 52, 53 All systems modeled by CG simulations in this study are presented in Table 2 . In all cases, the chains are generated by a MC algorithm 17, 64 with all the bond lengths as well as bending and dihedral angles of the CG chains obtained from the CG bonded effective potentials. The coarse-grained chains are randomly placed in the cubic simulation box, thereby introducing significant local density fluctuations across the box. For systems with M from 20 kDa, we create initial random walks with end-to-end distance close to the average one. 17, 64, 66 This choice improves the starting configurations and is needed because of the small size of the simulated system (we have only 50 chains in the simulation box). To decrease the density fluctuations, we perform a zero temperature Monte Carlo simulation. 64 Also, MD simulations have been performed in dimensionless LJ units using m A to scale all masses, σ AV ) (σ A + σ B )/2 to scale all lengths and ) kT to scale all energies. The initially generated chains are still strongly violating the excluded volume constraints. To eliminate this effect, the intermolecular interaction potential is introduced slowly. In order to control the temperature in the system, we use a Langevin thermostat with friction coefficient Γ ) 1.0τ
. Once the bead bead overlap disappears, we introduce full nonbonded interaction potentials to perform the MD simulations. Internal distances along the backbone have been monitored throughout the whole equilibration procedure.
All coarse-grained MD simulations are performed using the ESPResSO package. 65 The size of the box is fixed such that the density of the PS melt is equal to that of the experimentall density. Periodic boundary conditions are used. The time step used in the MD simulations was ∆t ) 0.01τ, where τ is defined as τ ) (m A σ AV 2 / ) 1/2 . We perform MD simulations for times 1 × 10 4 τ-3 × 10 6 τ depending upon the system size. Note that even though τ has the unit of time, it is the physical time of the coarse-grained model (for our model 1τ = 1.71 ps), rather than that of the underlying polymer with its specific chemical structure and has to be scaled accordingly. Finally, we should also state here that in order to use a larger time step the masses of the two different beads were chosen identical; i.e., we assume that the mass of a monomer is uniformly distributed among the two beads. This assumption has been found to have an effect only on the absolute values of the time mapping and has been studied in more detail elsewhere. 
Structural Properties
We first study the structural and conformational properties of the atactic PS melts studied through CG MD simulations. The results are compared against experimental data and used to ensure that the CG PS melts are well characterized and equilibrated and that their static properties compare well to atactic PS melts at T ) 463 K. Figure 2 and Table 2 〉 is approaching the value predicted by the random coil hypothesis (linear N dependence, dash line) using the experimental value of C ∞ . 66 The ratio 〈R
Chain Dimensions.
〉 is close to 6 for the high molecular weight systems (above 20 kDa), as expected for random walk statistics, which the polymer chains in the melt should follow. Note also that results obtained for the short PS chains (up to 30 monomers) from the long atomistic MD simulations (up to 0.3 µs) are, as expected, in excellent agreement with that from the coarse-grained simulations. 52 The characteristic ratio C N can be calculated from the meansquared end-to-end distance as a function of chain length
, where l is the atomistic backbone bond length (l ) 1.53 Å) and (N -1) is the number of backbone bonds. Results about C N are shown in Figure 3 for the systems studied here. As expected from theory, as the length of the PS chain is increasing, C N approaches a plateau value of ∼8.0 for all chain lengths larger than 250 monomer units that were examined here. This value is close to the expected experimental value of high molecular weight characteristic ratio, C ∞ , which is about 8.5 at T ) 463 K (PS C ∞ is equal to 9.85 at 300 K, corrected for the temperature difference with d ln
). 66 A more detailed study of the dependence of chain dimensions and C N on the underlying atomistic model, by comparing our data with an all-atom based CG model, is in progress. 67 Furthermore, our CG PS melts have been checked and analyzed on the level of all internal distances and show full equilibration of the chains at all length scales. The Kuhn length, l K , can be also calculated, if we consider that it is related to the end-to-end distance as 〈R 2 〉 ) Ll K with L being the contour length of the chain. Then from the definition of the characteristic ratio and using as contour length the maximum backbone length (all-trans conformation of backbone), i.e., L ) N K l K , we derive with θ being the atomstic backbone bond angle (θ ) 114°). Using the plateau value of C N , the above relation gives a value of l K ≈ 15.0 Å.
Correlation Hole.
Direct information about structural features of the polymer systems can be obtained by inspecting the radial distribution functions. Radial distribution functions for correlations between the CG beads, i.e., A-A, B-A, and A-B, have been calculated and found in very good agreement with data obtained from the long atomistic simulations of short PS melts and experimental data. 17, 52 Besides the internal structure, of importance is also the overall chain packing, which is directly related with the correlation hole of the polymer chains. For a given chain this can be studied by calculating the intermolecular radial distribution functions of chain beads as a function of distance from the center-of-mass of the test chain, g cm-beads (r). Figure 4 presents g cm-beads (r) for various molecular lengths. The fluctuations at very short distances are due to the small sampling volume. It is obvious that the correlation hole extends over a distance of the order of the average radius of gyration of the chains. Furthermore, the correlation hole is deeper for the shorter chains. Especially for the 1 kDa melt, which consists of only 10 repeat units, the curve shows also a maximum, a typical behavior for short oligomer liquids and not of polymer melts. On the other hand, as the length increases, the correlation hole becomes less deep. This is not surprising if we consider that the volume of a chain is shared with O(N 1/2 ) other chains; thus, the degree of interpenetration of the chains increases with chain length. Indeed, for such distances the chain is moving in a soft cage, produced by the environment. This is directly related with the well-known subdiffusive behavior of the chain center-of-mass motion (see below), which for polymer melts results in a characteristic t 0.8 power law for the meansquare displacement of the center-of-mass on short length and time scales. 9, 12, 68 Recently, Wittmer et al. relate deviations of the form factor from Debye's formula with a repulsion of segmental correlation holes due to incompressibility and chain connectivity of polymer melts. 69 
Time Mapping
The main advantage of CG simulations is that the length and time scales accessible by simulations can be greatly increased. However, as was discussed in the Introduction, the direct use of the "raw" CG data for the quantitatiVe predictions of polymer dynamics is not straightforward due to the use of (softer) effective CG potentials. For systems characterized by a scalar friction, such as the homopolymer melts studied here, this can de described as follows: 56 the softer effective CG potentials result in a reduced effective friction coefficient between the beads in the CG description, CG , compared to the friction coefficient in the all-atom detailed atomistic description, AA (i.e., softening of the energy landscape). As a consequence of the softening of the energy landscape at the mesoscopic (CG) description, the time in the dynamic CG simulations does not correspond to the real time of the underlying polymeric system and has to be properly scaled. The scaling parameter, S, is in principle length and time scale dependent and corresponds asymptotically to the ratio between the friction coefficient in the atomistic description and the one in the CG description, i.e., S ) AA / CG in the sense of the Rouse model. Here we show that "asymptotic" is reached at atomistic scales. Because the local energy landscape is quite complex, it is not possible to give a well-founded analytical prediction of this time scaling parameter S. At the same time, the dependence of this parameter on the system studied and of the state point conditions is of particular importance for the quantitative prediction of polymer dynamics through CG simulations and the transferability of the CG models. This aspect has already been discussed in the literature (see for example refs 13, 17, 53, 52, 24, 63, 70-72, and 56) in the context of "mapping" (scaling) the simulation time at the mesoscopic level to data taken either from experiments or from atomistic simulations.
In order to map the time accurately between the atomistic and the CG length scale, and to calculate the parameter S, one of the following two methods can be used: the first is to equate a scalar dynamical quantity like the diffusion coefficient or the viscosity. The results of the CG model could thus be matched to the value from long atomistic MD runs or experiments. By doing this, only the asymptotic long time regime is being compared. In the case that we do have data from atomistic MD simulations, an alternative way to map the time is to match the mean-square displacement (MSD) of the monomers, the latter providing direct insight into the length scale the particular CG simulations can be used for. The time scaling factor determines the real unit to which the CG time corresponds. Because of the universal nature of the polymer motion on scales above a few beads (Rouse regime), this is more appropriate for our study. Here we follow the last method by using the data of the atomistic and UA simulations of short PS oligomers, with molecular weight up to 10 kDa.
Recently, we followed a three-stage approach in order to study the dependence of the time mapping on the chain length and the density: 56 first UA and CG simulations are performed for molecular weights between 1 and 10 kDa at the experimental densities. This gives the time scaling factor S UA-CG (M). Furthermore, as mentioned before, the TraPPE PS model exhibits a much faster dynamics than the all-atom model. Thus, again we have to follow the same procedure as above, however now for the two models exhibiting atomistic detail. The close match between atomistic and UA simulations at very short distances (data perfectly match from a distance above only about 3 Å) 56 allows us to determine S AA-UA (M) from rather short simulations.
, we then determine long chain polymer diffusion constants and compare these to experiment. 
(1) Figure 5 shows S UA-CG (circles) for the systems studied by both UA MD and CG MD simulations. As we can see, S UA-CG varies in the short length regime (up to about 50 monomers), ranging from 3.1 ps/τ to about 6.0 ps/τ, and then it remains constant. This is in phase with the observed change in density, which varies from 0.925 g/cm 3 for 1 kDa to about 0.97 g/cm 3 for the 10 kDa and higher molecular weight melts. 61, 66 At high molecular weights (above 10 kDa) the change in the polymer dynamics is entirely due to the increase of the molecular weight. On the other hand, in the short length regime the changes in the friction coefficient, and thus in the dynamics, are both due to the local polymer conformations and to the change of the density (chain end free volume effect). The dependence of the friction coefficient on density is not described accurately with the CG model, resulting into a dependence of S on the density (and on the molecular length).
The important result of Figure 5 is that a single value for the time scaling parameter S is appropriate to describe the dynamics of long polymer chains. S AA-CG is shown in Figure 5 with squares and exhibits a qualitatively similar dependence on M as S UA-CG ; i.e., it varies in the low M regime (up to about 50 monomers) and then it approaches a constant value. However, S AA-CG values are about 30-100 times larger than the S UA-CG ones. Alternatively, one can follow the observation that the variation of S follows approximately the changes in density rather than the molecular weight itself, even though this density change is due to the chain length variation. Therefore, by performing the time mapping for the short chain system but at the density of the longer chains, one also can obtain a reliable estimate of S AA-UA . If we follow this procedure, the combined time mapping S AA-CG (M) ) S AA-UA (M)S UA-CG (M) varies between =100 ps/τ (for the 1 kDa system) and =700 ps/τ for the high (10 kDa and above) molecular weight (polymeric) regime. The underlying assumption in this procedure is that two melts which have the same density are also dominated by the same monomeric friction coefficient, at fixed temperature. This is justified if we consider that in polymers melts the average free volume in the system, f, varies with molecular weight as f(M) ) f ∞ + A/M, where f ∞ is the free volume of infinite molecular weight polymer and A is a constant dependent on the chemistry. The corresponding expression for the density is
. More importantly, the friction coefficient, , at fixed temperature, follows with ∞ the friction coefficient of infinite molecular weight. 1 This means that if two systems have the same free volume (or density), then they should be characterized by the same monomeric friction coefficient. In order to check this hypothesis, we also perform a few UA MD simulations for the 1 kDa melt at the density of the longer chains. The results for the S UA-CG (M ) 1 kDa) are also shown in Figure 5 (diamonds). As we can see, the agreement with the S UA-CG (M) data from the time mapping using UA MD simulations of the longer systems (circles in Figure 5 ) is very good; i.e., data are almost indistinguishable. Furthermore, the friction coefficient aggregates contributions from the local structure in the melt. Our CG model would be expected to describe these contributions, since it has been developed through a methodology which ensures that the local structure is described accurately. 13, 17 For the 1 kDa system used here the density deviates only 4-5% from high molecular weight systems, changing the local distances only by about 1%. This small change, as mentioned above, does not alter the typical local structure of the polymer melt, also because we are far away from any possible phase transition.
The asymptotic plateau value of S(M) can be used for scaling the CG dynamic results of much longer polymeric chains, where it is not possible to have reliable atomistic data. This allows us to quantitatively predict the diffusion coefficient of higher molecular weight PS melts directly from the CG simulations without any adjustable parameter.
Next we examine how S(M) depends on translational and orientational dynamical modes of the polymeric chains. This is an important issue since it is directly related with the more general aspect concerning the validity and the transferability of the CG models to different conditions. Figure 6a shows the mean-square displacements of chain center of mass, g 3 (t) (g 3 
, from the UA MD and the CG MD simulations for two specific PS melts (1 and 2 kDa both at T ) . For these two systems we have S UA-CG ) 3.1 (1 kDa, T ) 463 K) and S UA-CG ) 4.3 (2 kDa, T ) 463 K). 93 It is remarkable that both sets of curves follow exactly each other for distances above only 4-6 Åand for times above a few hundred picoseconds. The possibility to describe accurately the motion of a PS chain at such small length and short time scales is one of the advantages of the present CG model and is directly related to the fact that the model was chosen such as to be close to the atomistic structure. Figure 6b shows the end-to-end vector autocorrelation function, 〈R(t) · R(0)〉/〈R 2 〉, from the UA and CG MD simulations, for the two PS melts shown in Figure 6a . The rescaled factor is again S UA-CG ) 3.1 (1 kDa, T ) 463 K) and S UA-CG ) 4.3 (2 kDa, T ) 463 K); i.e., the time mapping is exactly the same with the one derived from the msd of the chain center of mass. Similar to Figure 6a , both curves follow exactly each other for times above a few hundred picoseconds. Thus, our CG model describes correctly both the translational and the orientational dynamics of the PS melts as predicted by the UA simulations. Also, for the other PS melts studied here the picture is similar. Note also that the time mapping is the same if a dynamical quantity describing the segmental dynamics (like the meansquare displacement of the CG beads) is used. 52 Finally, a detailed investigation of the dependence of both structure and dynamics of CG PS melts on the tacticity (fully stereoregular vs atactic PS melts) is currently in progress. 67 In summary of the discussion above, we can also provide a crude estimate of the overall speed-up compared to detailed allatom MD simulations. A time unit τ of about 700.0 ps results in a time step for the integration of equations of motion more than 3 orders of magnitude larger than a typical time step used in the all-atom MD simulations. Taken also into account the smaller number of beads describing a PS chain, i.e., each PS monomer corresponds to two CG beads compared to 16 in the all-atom, the overall efficiency of the model, or the speed-up that can be achieved, is more than 4 orders of magnitude. In practice, the actual speed-up is even larger because of the simpler and shorter ranged nonbonded CG interaction potential compared with the atomistic one. In addition, in the mesoscopic description it is much easier to obtain well-equilibrated chains of high molecular weight compared to the atomistic one.
Dynamics of Polystyrene Melts
5.1. Self-Diffusion Coefficient. Figure 7 shows the meansquare displacement of the chain center-of-mass obtained directly from the CG MD simulations as a function of time (in τ units) averaged over all chains in the system: Three different atactic PS melts with 10, 30, and 50 kDa molecular weight are presented in Figure 7 . All systems exhibit a qualitatively similar behavior: In the small time regime (times shorter than the longest relaxation time) a well-known nonFickian subdiffusive behavior, related to the correlation hole cage effect, is observed, where g 3 ∝ t 0.8 . 4, 8, 12 In the longer time regime the standard linear Fickian regime is observed. For example, for the 50 kDa PS melt the arrow marks roughly the two different regimes; i.e., g 3 for times up to about 10 6 τ can be fitted with an exponent of about 0.8 whereas longer times with an exponent of about 1. This is more clear in the inset of Figure  7 where g 3 (t) scaled with time, for the 50 kDa PS melt, is shown.
From the linear part of g 3 (t) curves, the self-diffusion coefficient, D, can be obtained through the Einstein relation: 
predict quantitatively the polymer diffusion by comparing the CG PS self-diffusion predictions with experimental data. Therefore, we scale the CG "raw" data, using the time mapping factor, S, found in the previous section and calculate D in units of cm 2 /s. Diffusion coefficients obtained from the CG simulations, scaled with the time mapping factor taken from the allatom MD simulations, S AA-CG , are shown in Figure 8 with squares. In the same figure experimental data for the selfdiffusion of PS melt (diffusion of a polymer chain in a matrix with the same molecular weight) 38, 41 are presented with circles. The experimental data are corrected for the slightly different temperature (T ) 458 K) with the temperature dependence reported in ref 41 . Note that both simulation and experimental data are not corrected for the chain end free volume, i.e., the chain length dependence of the glass transition temperature. As we can see, the AA-scaled CG data are in very good agreement with the experimental data, especially in the high molecular length regime. This is of particular importance if we consider that results from the CG dynamic simulations are compared to experimental data by using only detailed atomistic simulations for a few short-chain reference systems, without any adjustable parameter. The larger deviation between the simulation and the experimental data in the short length regime is not surprising if we consider the effect of the (small) polydispersity of the experimental data (I = 1.04): in these short chains the presense of even only a few PS oligomers can increase the diffusion constant of the polymers in these systems. Finally, note that scaling the CG data with the time mapping factor obtained from the UA TraPPE MD simulations would lead to deviations of more than 1 order of magnitude, giving wrong results.
Of additional interest is the molecular weight dependence of self-diffusion coefficient D. Both AA-scaled CG simulation and experimental data in Figure 8 can be fitted using a power-law
) for the entire region of molecular weights studied here using a power-law dependence (D ∼ M -b ) with an exponent b ≈ 2.1 ( 0.2. 41 This dependence is also in agreement with other experimental measurements of selfdiffusion coefficient of atactic PS melts at different temperatures (T ) 498 K), where it has been shown that D scales with M as about D ∼ M -2 for molecular lengths below and above the characteristic molecular weight for the formation of entanglements, M e . 37, 40 From the point of view of the theory different exponents are predicted for short unentangled chain polymer melts (the Rouse model predicts b ) 1) and for the longer entangled polymer melts (M > M e ), for which the reptation theory predicts b ) 2. However, the Rouse model neglects the chain length dependent molecular friction coefficients which, for the low molecular weight regime, dominate system dynamics and accelerate polymer diffusion. 1, 73 This effect can be directly eliminated in the simulation data if they are corrected using the time mapping of the high molecular weight regime, i.e., if all CG data are scaled with the plateau value of S AA-CG (M). For the experimental data a correction can be made in D using data about the temperature and molecular weight dependence of friction coefficient (or free volume). 40, 41 In more detail D is assumed to obey the free volume expression where f(M,T) is the free volume of the system, which depends on M and temperature, and f ∞ (T) is the free volume of a matrix with M f ∞ at temperature T. D ∞ (N) is the corrected diffusion coefficient, and B is a constant that can be calculated using data about the temperature dependence of self-diffusion coefficient. Equation 5 underlies the WLF equation. 1 The free volume f(M,T) can be calculated according to where f g is the free volume at the glass transition temperature, T g . Values about f g , the temperature coefficient R, the molecular weight dependent T g (M), and the constant B have been obtained from the literature. 1, 40 This procedure has been used for the experimental data.
New values of self-diffusion coefficient of atactic PS melts, D ∞ (M), for both CG simulation and experimental data are shown in Figure 9 . AA-scaled CG simulation data are shown with squares while experimental data with circles. The agreement between the two sets of data shows that the applied corrections also agree. As we can see, the chain end free volume correction affects only the small N mon regime (N mon < 200). In this regime AA-scaled CG D data follow a power-law dependence
This exponent is very close to the one predicted by the Rouse model (b ) 1). Experimental data follow a similar dependence with slightly larger exponent, b ≈ 1.5 ( 0.2. Data in the second regime are not affected by the above correction, and the power law exponent remains b ≈ 2.1 ( 0.2. According to the original reptation theory, the latter exponent is 2.
2 However, phenomena such as the contour length fluctuations (CLF) and constraint release (CR) typically accelerate the escape of the chain from the tube, causing an increase in D. A recently proposed theory that incorporates CLF and CR phenomena predicts a stronger exponent between 2.1 and 2.4.
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This stronger exponent has been also observed in recent studies of various polymers. 42 In addition, atomistic MD simulations of polyethylene 8, 9 and polybutadiene 10 show an exponent of about 2.3 for slightly entangled melts.
The molecular weight for the crossover from Rouse to reptation-like behavior, M e , from our CG diffusion data, corrected for the chain end free volume (see also inset in Figure  9 where D ∞ M vs M is shown), is around 25 000-30 000 g/mol, i.e., N e ≈ 240-300 monomers. This is in good agreement with the experimental data, from forced Rayleigh scattering measurements (circles in Figure 9 ), which show a transition regime in the range of molecular weights of about 30 000-35 000 g/mol, i.e., N e ≈ 288-335. 38 Experimentally, it has been also reported that the crossover is shifted from a value of M e ≈ 18 000 g/mol for the diffusion of PS melts in a high molecular weight matrix to a value of M e ≈ 33 000 g/mol for the diffusion of PS melts in matrix with the same molecular weight (self-diffusion data). 41 We should also mention here that in two recent works using alternative CG models of PS 18, 20 smaller values for N e , of about 80-100 monomers, obtained from self-diffusion data, at T ) 503 K 18 and T ) 450 K 20 were claimed. Both values are relatively small compared to the value predicted from our CG simulations and to experimental data of the same quantity. In both these works chain lengths only up to about 200 monomers were studied, and it is also not clear whether the data were corrected for the density effect.
Note also that the self-diffusion coefficient of the higher molecular weight entangled PS melts studied here (50 kDa Finally, as a general remark, it is clear from Figure 8 that the level of quantitative agreement between the CG predictions and the experimental data depends on both the atomistic and the CG model and, of course, on the quality of the experiments. Even if the CG model is capable of reproducing qualitatiVely well the dynamics of the specific polymer, the use of an accurate atomistic model is of great importance in order to predict quantitatiVely the dynamics of polymer chains. However, the clear advantage of the hierarchical methodology, which combines atomistic and CG dynamic simulations, is that with the
latter we are able to extend many orders of magnitude the range of molecular weights, as well as the length and time scales that can be studied, compared to brute force atomistic ones. Furthermore, our simulations also support the experiments since both are completely independent.
Mean-Square Displacement of Chain Segments.
The dynamics of the different systems can also be studied through the calculation of the mean-square displacement of the segments averaged over all beads i:
where g 1 represents the msd for the individual bead i of each chain.
According to the Rouse model, 2 for unentangled systems, the g 1 is calculated to be where the sum is over all normal modes, τ R ) N〈R 2 〉/3π 2 k B T is the Rouse time, and is the monomeric friction coefficient. For very short times g 1 is dominated by the terms with large p and scales as t 1/2 . On the other hand, for longer times (t . τ R ), the second term in the above equation can be neglected and g 1 scales as t.
The msd of the chain segments according to the reptation theory is much more complicated. In more detail, g 1 exhibits four different power law regimes: 2 where τ e ∝ N e 2 is the entanglement time (time at which the segmental displacements becomes comparable to the tube diameter). The predicted t 1/4 scaling is a consequence of two effects: the Rouse-like diffusion and the tube constraints. Finally,
/N e 2 is the disentanglement time. In the long-time regime (t g τ d ) the dynamics is governed by the overall diffusion of the chain, and g 1 follows the Fickian linear dependence. Figure 10 shows plots of g 1 of the segments for various chain lengths. In this graph we average only over the innermost (about 20) segments in the chain, which experience the topological constraints from the environment more strongly. Three different curves are shown, corresponding to 1, 10, and 50 kDa PS melts.
The circles refer to the PS 1 kDa melt and are clearly seen to be in good agreement with the predictions of the Rouse model: in the short-time regime (marked by the arrow) g 1 ∝ t 1/2 , and in the long-time (Fickian diffusion) g 1 ∝ t 1 . In fact, due to the non-negligible contribution of the linear term in eq 8 in this time scale, the slope of the short-time time is slightly higher than 0.5, close to 0.6. Also shown in Figure 10 are the curves corresponding to 10 kDa (squares) and to 50 kDa (triangles) PS melts. The 10 kDa line corresponds to a system in the transition regime from Rouselike to reptation behavior and do not show any pronounced structure. In contrast, the 50 kDa system shows three breaks (marked by arrows) characteristic of a system exhibiting reptation-like dynamics. The corresponding effective exponents are equal to 0.5, 0.37, and 0.6. However, the different regimes are not clearly separated as expected for the molecular weights studied here. The differences from the predictions of the reptation theory (mainly for the intermediate regime with the t 1/4 behavior) are expected since these power laws are valid in the long chain length regime only. 74, 75 The deviations from the Rouse behavior can be seen more clear if g 1 is calculated for segments in various positions along the chain, scaled with the Rouse slope t 1/2 . Figures 11a,b show g 1 /t 1/2 vs time (in τ units) calculated as an average over all segments as well as for the innermost and the outermost (ends) segments, for the 10 and 50 kDa PS melts. Plateau-like regimes are signals of Rouse behavior, whereas regimes with negative slope in intermediate times are indications of entanglement constraints. The long times correspond to the linear diffusion; i.e., the slope of g 1 is about 1. As expected, a different behavior between innermost and outermost segments is observed. Outermost segments move faster (due to the higher mobility of chain ends) for short and intermediate times. For very long times end τ. For longer times up to about 1.5 × 10 6 τ there is again a plateau-like regime (third region in reptation behavior), and then for the longer times the standard linear regime starts to appear. Note the rather short time range of the second plateau regime. This is not surprising if we consider that even the higher molecular weight PS melt studied here (50 kDa) is rather a mildly entangled one, and therefore its reptation time is of the same order with its Rouse time.
The deviations of the dynamics of innermost segments form the Rouse behavior, for the various molecular weights, are shown in Figure 12 . There is a clear crossover regime from unentangled (Rouse-like) to entangled (reptation-like) behavior for the molecular weights in the range from 20 to 50 kDa. Another interesting aspect is the estimation of N e from segment displacements. To use directly the different crossover times in g 1 (see eqs 9) is not straightforward because prefactors involve the friction coefficient, . Furthermore, τ d , as also the zeroshear rate viscosity η 0 , is known to follow a N 3.4 power law rather than the predicted N 3 due to a very slow crossover to the asymptotic regime. 1 A rather crude estimate of N e can be obtained by taking the ratio between the entanglement and the Rouse time, i.e., τ e /τ R ) N e 2 /N 2 . Using the data for the longest PS melt studied here, M ) 50 kDa (marked by arrows in Figure  12 ), we get an estimate of N e = 110 ( 30 monomers. Note the high error bar in the above value, which is due to the crude estimate of the intermediate characteristic time. Indeed, as is obvious from the data shown in Figure 12 , for the accurate estimation of both τ e and τ R higher molecular weight systems are needed, as has been also discussed elsewhere. 34, 74 This will be a part of a future work.
Primitive Path (Entanglement) Analysis
Mapping the CG MD data onto the reptation model is a subtle task because reptation theory has been formulated in terms of chain primitive paths (PP), through an appropriate coarsegraining of the real chain. The link between the real chain and the primitive paths has been established in a recently developed topology analysis, which allows to determine the primitive path of the chains and thus N e . [76] [77] [78] There it has been shown that the average length of this primitive path and the corresponding N e are in good agreement with the plateau modulus obtained from experimental measurements for a variety of systems including polycarbonate. 68 Later various alternative methods for obtaining primitive paths out of more realistic polymer chains have also been developed. [79] [80] [81] [82] [83] [84] Here we follow the same procedure to obtain PPs as in refs 76 and 77 for the PS melts studied through our CG simulations. Overall, the whole methodology involves the following steps: First, the chain ends are fixed in space. Then the intrachain interactions (excludedvolume as well as bending and dihedral interactions are switched off), whereas all the interchain excluded-volume interactions are retained. Bonded CG beads interact only through a finite extensible nonlinear elastic (FENE) potential:
where k is the spring constant and R 0 is the maximum extension of the FENE bond. This potential has a minimum at r ) 0. We use a value of k ) 30 /σ 2 and R 0 ) 1.5σ. Then the energy of the system is minimized by slowly cooling the system to T ) 0 K. During the cooling procedure we use a time step of ∆t ) 0.005τ. The systems are equilibrated to ensure that the topological state of the network of the chain primitive paths is not altered. To ensure this, we continuously monitor the bond lengths and the total energy. Finally, as shown elsewhere, 77 to the present level of accuracy the effect of the self-entanglements can be neglected. More details about the algorithm can be found elsewhere.
76,77
The above-described primitive path analysis (PPA) has been applied to all CG PS melts studied in this work. Figures 13a,b show a representative CG configuration for the 50 kDa PS melt as well as the mesh of primitive paths obtained out of it. As shown in Figure 13b , the resulting PPs consist of short chain segments of strongly fluctuating length and sharp turns at entanglements points between two paths. The end-to-end distance of the original chain, 〈R 2 (N)〉, and the corresponding primitive path one are the same. Thus, the above procedure directly leads to the Kuhn length of the primitive paths R pp ; i.e., R pp ) 〈R where N mon is the number of monomers per chain. Figure 14 shows the entanglement length N e , obtained from the primitive path analysis, as a function of N mon . As we observe N e gradually increases as the chain length increases, until it approaches an asymptotic value. The estimated value of the longer melts is about 205 ( 30 monomers. This leads to an entanglement molecular mass M e of about 21 000 g mol -1 . Experimentally reported values are between 13 000 and 18 000 g/mol. 40, 85, 86 Recent rheological measurements of the plateau modulus, G N 0 , of various molecular weight samples, estimate a value of about (1.95 ( 0.2) × 10 5 Pa at T ) 423-433 K. 86 This leads for M e (M e ) 4FRT/5G N 0 ) to a value of about 14 500 ( 1000 g/mol or N e ≈ 140 ( 10 at T ) 423 K. The packing length p, which depends on the number density of the polymer chains and the 
, is about 4.6 ( 0.4 Å. The experimental value is 3.95 Å at a lower temperature (T ) 413 K). 85 The difference between the simulation and the experimental values is due to the different temperature (as the temperature increases p also increases since both density and 〈R then this difference is also consistent with the slightly larger value of M e estimated from our CG simulations compared to the experimental one.
Discussion and Conclusions
In the present work, a detailed study of the dynamics of PS melts through a computational approach that combines atomistic and CG dynamic simulations has been presented. A recently proposed CG PS model, which allows for much larger systems and significantly longer times, compared to atomistic MD simulations, has been used. First the dynamics of the CG PS melts has been compared with detailed atomistic data by using a proper time mapping scaling parameter, S(M), based on results of short PS chains. The parameter S(M) has been computed and found to be consistent, using data from translational (meansquare displacements of chain center-of-mass and of segments) as well as orientational (autocorrelation function of the end-toend vector) dynamics. Following a hierarchical approach that combined atomistic, united atom, and CG simulations, the molecular weight dependence of S(M) can be accurately calculated. The plateau value of S can be used for scaling the CG dynamic results of longer polymeric chains, where it is not possible to have reliable atomistic data. Thus, we are able to calculate for the first time dynamical properties of high molecular weight entangled PS melts and to compare directly with experimental data.
CG self-diffusion coefficients, scaled with atomistic data, found in very good quantitative agreement with the experimental measurements. Furthermore, both simulation and experimental data show, after correcting for the chain end free volume, a clear transition regime from Rouse to reptation-like behavior. The molecular length for the crossover from Rouse to reptationlike behavior, N e , from our CG diffusion data, is around N e ≈ 240-300 monomers in good agreement with experimental data. The MSDs of segments have also been calculated. For the short systems (M ) 1 kDa) data were found in good agreement with the Rouse predictions, whereas for the longer systems (M ) 50 kDa) three different regimes with exponents close to the predictions of the reptation theory are observed. The simulated systems were also analyzed in the level of primitive paths, and the entanglement molecular length, N e , has been obtained.
All the values for the entanglement molecular length N e of PS (in number of monomers), obtained from different simulation and experimental methods, are reported in Table 3 . A few interesting points are arising here. First both simulation and experimental values of N e obtained from self-diffusion data (N e = 240-300) are clearly larger than the one reported by rheological measurements (N e = 140-180). This is not surprising: a similar tendency has been also observed for polyethylene 9,87 and for polycarbonate. 68 Second, N e determined from the modulus is larger than the one coming from the bead displacements (segmental dynamics), in agreement with previous studies using simple bead spring models with variable flexibility. 74 The values of N e calculated from the different methods are consistent, within the error bars, and in good agreement with experimental data. Overall, the great spread for the different estimates of the entanglement molecular length N e , reported in Table 3 , is of importance. The deviations are within a factor of 3. This shows that the determination of N e based on different experimental quantities than the plateau modulus will lead to different values. This is of particular importance when analyzing and comparing results from different experimental techniques. Furthermore, the data emphasize the fact that there is not a wellestablished theory, especially in the crossover regime from Rouse-like to reptation-like behavior, which for polystyrene (PS) covers a range of molecular weights from about M ≈ 1 kDa to M ≈ 50 kDa.
Recently, we also observed that data about the diffusion of ethylbenzene molecules dissolved in PS matrix obtained from CG simulations, scaled with UA data, were in semiquantitative agreement with experimental data. 53 Following the approach proposed here, and scaling the CG data with all-atom dynamic data, the results for the dynamics of EB are in much better agreement with experimental data; this will be a part of a future work.
Future plan also concerns the implementation of the current CG models to polymer/solid interfacial systems. There CG models can be directly incorporated in multiscale methodologies, which include multiple levels of simulations at the same time, were both atomistic, and mesoscopic descriptions are needed. 88, 89 This is important since for the study of the longtime dynamics of polymers in such systems an atomistic description needed very close to the surface whereas a mesoscopic description can be used for length scales far from the surface. [90] [91] [92] 
