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1 Introduction
In this article we consider the extension of the following observation. Let \sigma
be an operator mean.
1. If  A\sigma B\geq A\nabla B for any  A,  B\in B(H)^{++} , then  \sigma=\nabla.
2. If  A\sigma B\leq A!B for any  A,  B\in B(H)^{++} , then  \sigma=!.
 \Rightarrow
Let  \lambda\in[0,1] and  \psi be a non‐negative continuous function on  [0, \infty ).
1. If  \psi(A)\sigma\psi(B)\geq\psi(A\nabla_{\lambda}B) for any  A,  B\in B(H)^{++} , then  \sigma=\nabla_{\lambda} ?
2. If  \psi(A)\sigma\psi(B)\leq\psi(A!_{\lambda}B) for any  A,  B\in B(H)^{++} , then  \sigma=!_{\lambda} ?
The reason for considering these operator mean inequalities is based on try‐
ing to evaluate the relative entropy in quantum information theory. Furuichi
introduced the following relative entropy in 2012.
Definition 1.1 ([3]). For a continuous and strictly monotone function  \psi on
 (0, \infty) and two probability distributions  \{p_{1}, p_{n}\},  \{q_{1}, q_{n}\} with  p_{j},  q_{j}>
 0 for all  j=1,  n the Tsallis quasilinear relative entropy is defined by
 D_{r}^{\psi}(p_{1},  \ldots,p_{n}||q_{1}, \ldots, q_{n}):=-\ln_{r}\psi^{-1}
(_{\dot{j}}\sum_{=1}^{n}p_{j}\psi(\frac{q_{j}}{p_{j}}))
where   \ln_{r}(x)=\frac{x^{1-r}-1}{1-r}r\in[0,1 ),   \log(x)=\lim_{rarrow 1}\ln_{r}(x) .
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When  \psi(x)=\ln_{r}(x) ,
Tsallis relative entropy  D_{r}^{\ln_{r}}=- \sum_{j=1}^{n}p_{j}(\ln_{r}(\frac{q_{j}}{p_{j}}))
When  \psi(x)=x^{1-s} and  r=1,
Rényi relative entropy  D_{1}^{x^{1-s}}= \frac{1}{s-1}\log(\sum_{j=1}^{n}p_{\dot{j}}^{s}q_{j}^{1-s})
We quantize this relative entropy by setting positive operators (matrices)
 A and  B like the following
 A=  \{\begin{array}{lll}
p_{1}      
   \ddots   
      p_{n}
\end{array}\} ,  B=  \{\begin{array}{lll}
q_{1}      
   \ddots   
      q_{n}
\end{array}\}
and
 \psi(A^{-1/2}BA^{-1/2})=  \{\begin{array}{lll}
\psi(\frac{q_{1}}{p_{1}})      
   \ddots   
      \psi(\frac{q_{n}}{p_{n}})
\end{array}\} ,
then we can get like the following formulation
 D_{r}^{\psi}(A||B)=-\ln_{r}\psi^{-1}(TrA^{1/2}\psi(A^{-1/2}BA^{-1/2})A^{1/2})
It is not easy to evaluate the whole of this formulated  D_{r}^{\psi}(A||B) directly.
So in this paper, we characterize only the part  A^{1/2}\psi(A^{-1/2}BA^{-1/2})A^{1/2}
in  D_{r}^{\psi}(A||B) using the operator inequality. Furthermore, We give the char‐
acterization of operator convex from the operator mean.
Ando and Hiai gave a following characterization of an operator monotone
decreasing function by means of certain operator inequalities in ([1]). The
main result of this article is based on the following Ando‐Hiai results. To get
this result, for a non‐negative continuous function  \psi on  (0, \infty) and  \lambda\in(0,1) ,
we consider the set  \Gamma_{\lambda}(\psi) of operator means  \sigma such that the inequality
 \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B)
holds for all  A,  B\in B(H)^{++}.
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Theorem ([1]). Let  \psi be a continuous non‐decreasing function on  [0, \infty )
such that  \psi(0)=0 and  \psi(1)=1 . If a symmetric operator mean  \sigma satisfies
 \psi(A\nabla B)\leq\psi(A)\sigma\psi(B)
for any  A,  B\in B(H)^{++} , then  \sigma=\nabla.
In this article, we only gives the rough proof for each propositions in
Section 3,4,5. The details of each proof are given in ([12]).
2 Fundamental definitions and notations
A self‐adjoint operator  A acting on a Hilbert space  H is said to be positive
if {Ax,  x\rangle\geq 0 for all  x\in H , we denote this by  A\geq 0 . Let  B(H)^{+} be the
set of all positive operator on  H , and let  B(H)^{++} be the set of all positive
invertible operator on  H . Let  f be a continuous real‐valued function on
 (0, \infty) .  f is called  n‐monotone if positive invertible operators  A,  B\in M_{n}(C)
with  A\leq B , then  f(A)\leq f(B) .  f is called operator monotone if for any
 n\in Nf is  n‐monotone. Similarly,  f is called  n‐convex if   f(\lambda A+(1-\lambda)B)\leq
 \lambda f(A)+(1-\lambda)f(B) for positive invertible operators  A,  B\in M_{n}(C) and
for any  \lambda\in[0,1].  f is called operator convex if for any  n\in Nf is n‐
convex. As for typical examples of them, power function  t^{s} on  (0, \infty) is
operator monotone if and only if  s\in[0,1] , operator convex if and only if
 s\in[-1,0]\cup[1,2] . Other examples are
 \log t is operator monotone on  (0, \infty) .
 t\log t is operator convex on  [0, \infty ) with  0 log0  =0.
 e^{t} is neither 2‐monotone nor 2‐convex on  ( ‐00,  \infty) .
Kubo and Ando developed an axiomatic theory concerning operator con‐
nections and operator means for pairs of positive operators ([8]).
Definition 2.1. A binary operation  \sigma defined by;
 \sigma :  (A, B)\in B(H)^{+}\cross B(H)^{+}\mapsto A\sigma B\in B(H)^{+}
is called an operator connection, if the following properties are fulfilled.
(i)  A\leq B and  C\leq D imply  A\sigma C\leq B\sigma D ;
(ii)  C(A\sigma B)C\leq(CAC)\sigma(CBC) for all  C\in B(H)^{+} ;
(iii)  A_{n}\searrow A and  B_{n}\searrow B imply  (A_{n}\sigma B_{n})\searrow(A\sigma B) .
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A operator mean is an operator connection with normalization condition.
(iv)  1\sigma 1=1.
They showed that there exists an affine order isomorphism from the
class of operator connections onto the class of positive operator monotone
functions by
 \sigma\mapsto f_{\sigma}(t)=1\sigma(t1) (t>0) ,
 f\mapsto A\sigma_{f}B=A^{1/2}f(A^{-1/2}BA^{-1/2})A^{1/2}
for  A,  B\in B(H)^{++}.
Remark 2.2. It is well‐known that if  f :  (0, \infty)arrow(0, \infty) is operator
monotone, then the transpose  f'(t)=tf( \frac{1}{t}) , the adjoint  f^{*}(t)= \frac{1}{f(\frac{1}{t})} , the
dual  f^{\perp}(t)= \frac{t}{f(t)} are also operator monotone. Indeed, let  \sigma be an operator
connection corresponding to operator monotone  f . Note that  xarrow x^{-1} is
operator convex and  xarrow-x^{-1} operator monotone, then the dual  f^{\perp}(t)=
  \frac{t}{f(t)} and the adjoint  f^{*}(t)= \frac{1}{f(\frac{1}{t})} are also operator monotone. Moreover,
 f'(t)=tf( \frac{1}{t}) is the corresponding function of the operator connection  \sigma'
 (A\sigma'B=B\sigma A) (  [8 , Lemma 4.1]). Thus  f' is also operator monotone.
Furthermore, it is also known that  f is operator monotone decreasing if
and only if it is operator convex and numerically non‐increasing.
3  \lambda‐weighted and operator convexity
Since  1\leq 1\sigma t\leq t for all  t\geq 1 , we have
  \frac{d(1\sigma t)}{dt}|_{t=1}\leq\lim_{tarrow 1+}\frac{t-1}{t-1}=1.
Thus, we have   \frac{d(1\sigma t)}{dt}|_{t=1}\in[0,1] (Cf. [2]).
Definition 3.1. Let  \lambda\in[0,1] . An operator mean  \sigma is called  \lambda ‐weighted if
  \frac{d(1\sigma t)}{dt}|_{t=1}=\lambda
and  \sigma is called non‐trivial if the weighted of  \sigma is in  (0,1) .
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Remark 3.2. If  \sigma is  \lambda‐weighted, then  !_{\lambda}\leq\sigma<\nabla_{\lambda} ([8]). It is enough to




for  x,  t>0.
In the rest of the paper, we consider a continuous function  \psi satisfying
 \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B) (3.1)
for all  A,  B\in B(H)^{++} and for a certain operator mean  \sigma.
The following proposition is the characterization of function  \psi which
satisfies (3.1).
Proposition 3.3. Let  \psi be a non‐negative continuous function on  (0, \infty) .
Then the following are equivalent:
(1)  \psi is operator convex;
(2)  \psi(A\nabla_{\lambda}B)\leq\psi(A)\nabla_{\lambda}\psi(B) for all  A,  B\in B(H)^{++} and for all  \lambda\in
 (0,1) ;
(3)  \psi(A\nabla_{\lambda}B)\leq\psi(A)\nabla_{\lambda}\psi(B) for all  A,  B\in B(H)^{++} and for some  \lambda\in
 (0,1) ;
(4)  \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B) for all  A,  B\in B(H)^{++} and for some  \lambda\in
 (0,1) and for some non‐trivial operator mean  \sigma.
(1)  \Leftrightarrow(2)\Leftrightarrow(3)\Rightarrow(4) are trivial from the definition of operator convex.
(4)  \Rightarrow(1) goes as follows. Consider the sequences  A_{0}  :=A,  B_{0}  :=B,
 A_{n}  :=(A_{n-1}\nabla_{1-\lambda}B_{n-1})\nabla_{\lambda}(A_{n-1}\nabla_{\lambda}
B_{n-1}),  B_{n}  :=A+B-A_{n} for  n\geq 1.
By the assumption and simple calculation,  \psi is operator convex.
From the above result, it is natural to assume that  \psi which satisfies (3.1)
is operator convex.
Proposition 3.4. For  \lambda\in(0,1) , let  \psi be a non‐negative, non‐constant,
continuous function on  (0, \infty) and let  \sigma be a non‐trivial operator mean.
Suppose that
 \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B)
for all  A,  B\in B(H)^{++} . Then,  \sigma is  \lambda ‐weighted.
To show above argument, we consider the following lemma.
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Lemma 3.5. For  \lambda\in[0,1] , let  \psi be a non‐negative continuous function on
 (0, \infty) with a non‐zero derivative at 1 and let  \sigma be a non‐trivial operator
mean. Suppose that
 \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B)
for all  A,  B\in B(H)^{++} . Then,  \sigma is  \lambda ‐weighted.
From this lemma, we only consider the case that  \psi has a zero derivative
at 1 to show Proposition 3.4. We may assume that  \psi(1)=1 by scalar
multiple. Put  \phi(t)  :=\psi(t+1)-1 and  \gamma  := \frac{d(1\sigma t)}{t}|_{t=1} . By showing that  \phi
and  \nabla_{\gamma} satisfy the assumption of Lemma 3.5, Proposition 3.4 is proved.
In conclusion, the following corollary is obtained.
Corollary 3.6. For  \lambda\in(0,1) , let  \psi be a non‐constant, non‐negative, con‐
tinuous function on  (0, \infty) and let  \Gamma_{\lambda}(\psi) be the set of all non‐trivial operator
means  \sigma such that inequality (3.1) holds for all  A,  B\in B(H)^{++} . Then,  \psi
is an operator convex function if and only if
 \{\sigma|!_{\lambda}\leq\sigma\leq\nabla_{\lambda}\}\supseteq\Gamma_{\lambda}
(\psi)\supseteq\{\nabla_{\lambda}\}.
In the following corollary, a characterization of operator concave is also
given by using that   \frac{1}{\phi(t)} is non‐constant operator convex with a non‐zero
derivative at 1.
Corollary 3.7. For  \lambda\in(0,1) , let  \phi be a positive operator concave function
on  (0, \infty) with non‐zero derivative at 1 and  \phi(1)=1 and let  \sigma be a non‐
trivial operator mean. Then, the following are equivalent:
(1)  \sigma is  \lambda ‐weighted;
(2)  \phi(A)\sigma\phi(B)\leq\phi(A\nabla_{\lambda}B) for all  A,  B\in B(H)^{++} ;
(3)  \phi^{*}(A!_{\lambda}B)\leq\phi^{*}(A)\sigma^{*}\phi^{*}(B) for all  A,  B\in B(H)^{++} , where  \phi^{*}(x)=
 (\phi(x^{-1})^{-1}.
4 Characterization of operator convex functions
The following is a weighted version of ([1, Theorem 2.1]).
Proposition 4.1. For  \lambda\in(0,1) , let  \psi be a non‐negative continuous func‐
tion on  (0, \infty) . Then, the following conditions are equivalent:
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(1)  \psi is operator monotone decreasing;
(2)  \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B) for all  A,  B\in B(H)^{++} and for all  \lambda ‐weighted
operator means  \sigma ;
(3)  \psi(A\nabla_{\lambda}B)\leq\psi(A)\#\lambda\psi(B) for all  A,  B\in B(H)^{++} ;
(4)  \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B) for all  A,  B\in B(H)^{++} and for some  \lambda ‐
weighted operator mean  \sigma\neq\nabla_{\lambda},
where  A\#\lambda B=A^{\frac{1}{2}}(A^{-\frac{1}{2}}BA^{-\frac{1}{2}})^{\lambda}
A^{\frac{1}{2}}.
Combining the above results, our main theorem is obtained:
Theorem 4.2 (Main result). For  \lambda\in(0,1) , let  \psi be a non‐constant, non‐
negative, continuous function on  (0, \infty) and let  \Gamma_{\lambda}(\psi) be the set of all non‐
trivial operator means  \sigma such that the inequality
 \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B)
holds for all  A,  B\in B(H)^{++}.
Then, the following holds:
(1).  \psi is a decreasing operator convex function if and only if
 \Gamma_{\lambda}(\psi)=\{\sigma|!_{\lambda}\leq\sigma\leq\nabla_{\lambda}\}.
(2).  \psi is an operator convex function which is not a decreasing function if
and only if
 \Gamma_{\lambda}(\psi)=\{\nabla_{\lambda}\}.
By this characterization, when an operator mean  \sigma\in\Gamma_{\lambda}(\psi) is given we
can determine whether  \psi is decreasing or non‐decreasing operator convex.
It is known that a non‐negative operator convex function  \psi on  [0, \infty )
with  \psi(0)=0 and  \psi(1)=1 is strictly increasing. Therefore, the following
is a direct result of the preceding theorem.
Corollary 4.3. Let  \lambda\in(0,1) , and let  \sigma be a non‐trivial operator mean.
Suppose that  \psi is a non‐negative operator convex function on  [0, \infty ), with
 \psi(0)=0 and  \psi(1)=1 . Then, the following are equivalent:
1.  \sigma=\nabla_{\lambda} ;
2.  \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B) for all  A,  B\in B(H)^{++}.
Remark 4.4. In Theorem 4.2, the first statement implies the second one
and can be proven using Corollary 4.3 and the arguments as in the proof of
[1, Theorem 2.1]. Thus, these three statements (two statements in Theorem
4.2 and Corollary 4.3) are equivalent.
120
5 2‐convex functions
If  \psi is a non‐negative 2‐convex function on  [0, \infty ) with  \psi(0)=0 , then
 \psi is a  C^{2} ‐function on  (0, \infty) , by ([7]) (Cf. [5, Theorem 2.4.2]). Recall
that  \psi is said to be 2‐convex if for all  A,  B\in M_{2}(C)^{++} and  \lambda\in[0,1]
 \psi(\lambda A+(1-\lambda)B)\leq\lambda\psi(A)+(1-\lambda)\psi(B) . Moreover,  \psi is non‐constant,
strictly monotone increasing on  (0, \infty) . Indeed, by ([11, Theorem 2.2]) there
exists a monotone function  f on  (0, \infty) , such that  \psi(t)=tf(t) . Then, for
any  0<x_{1}<x_{2} , we have
 \psi(x_{1})=x_{1}f(x_{1})\leq x_{1}f(x_{2})
 <x_{2}f(x_{2})=\psi(x_{2}) .
Using this, we present an extension of Corollary 4.3.
Proposition 5.1. Let  \lambda\in(0,1) , and let  \sigma be a non‐trivial operator mean.
Suppose that  \psi is a non‐negative operator 2‐convex function on  [0, \infty ), with
 \psi(0)=0 and  \psi(1)=1 . Then, the following are equivalent:
1.  \sigma=\nabla_{\lambda} ;
2.  \psi(A\nabla_{\lambda}B)\leq\psi(A)\sigma\psi(B) for all positive definite  2\cross 2 matrices  A,  B.
Similarly, we have the following characterization of the  A‐weighted har‐
monic mean.
Proposition 5.2. Let  \psi be a non‐negative continuous function on  [0, \infty )
with  \psi(1)=1 and   \lim_{xarrow\infty}\psi(x)=+\infty , and assume that  \lambda\in(0,1) . If a
non‐trivial operator mean  \sigma satisfies
 \psi(A!_{\lambda}B)\geq\psi(A)\sigma\psi(B)
for all positive definite  2\cross 2 matrices  A,  B , then  \sigma=!_{\lambda}.
6 Questions
In this article, we gave a characterization of operator means which satisfy
(3.1) for a non‐constant, non‐negative, continuous function  \psi on  (0, \infty) .
We also need to consider a characterization for more general case (Question
1). We also gave a characterization of operator convex when operator means
which satisfy (3.1) were given. For this characterization as well, more general
characterization should be given (Question 2). Furthermore, we need to
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