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Введение 
 
Тексты лекций по учебному курсу ”Основы высшей математики”, пред-
назначенный для обучения студентов факультета иностранных языков, исто-
рического факультета. Тексты лекций написаны в соответствии с действую-
щей программой по данному предмету. 
Основное направление текстов лекций – теория вероятностей. В них рас-
смотрены следующие темы: классическое определение вероятности, основ-
ные формулы комбинаторики, геометрические вероятности, теоремы сложе-
ния и умножения вероятностей, формулы полной вероятности и Байеса, фор-
мула Бернулли, законы распределения и числовые характеристики случай-
ных величин. Содержит основные теоретические сведения, примеры решения 
задач по теории вероятностей и контрольные задания. Предназначен для сту-
дентов математического, физического, экономического и заочного факульте-
тов.  
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1 Элементы теории множеств. Множества и операции над 
ними 
 
Понятие множества является одним из основных математических поня-
тий. Это неопределяемое понятие, его можно только описать или пояснить на 
примерах. Так, можно говорить о множестве букв в латинском алфавите, 
множество всех  книг в данной библиотеке, множестве студентов в данной 
группе, множестве всех точек данной линии. Чтобы задать множество, доста-
точно перечислить элементы или указать характеристические свойства эле-
ментов, т.е. такое свойство, которым обладают все элементы данного множе-
ства и только они. 
Определение 1.1. Предметы (объекты), составляющие некоторое множе-
ство, называются его элементами. 
Множество принято обозначать прописными латинскими буквами, а эле-
менты множества – строчными буквами. То, что x является элементом мно-
жества A, записывается так: x A (x принадлежит A). Запись вида x A (x A) 
означает, что x не принадлежит A, т.е. не является элементом множества A. 
Элементы множества принято записывать в фигурных скобках. Напри-
мер, если A – множество, состоящее из первых трех букв латинского алфави-
та, то его записывают так: A={a,b,c}. 
Множество может содержать бесконечно много элементов (множество 
точек прямой, множество натуральных чисел), конечное число элементов 
(множество школьников в классе), либо вообще не содержать ни одного эле-
мента (множество студентов пустой аудитории). 
Определение 1.2. Множество, не содержащее ни одного элемента, назы-
вается пустым множеством, обозначается Ø. 
Определение 1.3. Множество A называется подмноже-
ством  множества B, если каждый элемент множества A 
принадлежит и множеству B. Это обозначается A  B          
(A – подмножество B). 
Пустое множество считают подмножеством любого 
множества. Если множество A не является подмножеством 
множества B, то пишут A  B. 
Определение 1.4. Два множества A и B называют равными, если являют-
ся подмножествами друг друга. Обозначают A = B. Это означает, что если x 
A, то x  B и наоборот, т.е. если BA  и AB , то BA . 
Определение 1.5. Пересечение множеств  A и B называ-
ют множество M, элементы которого являются одновремен-
но элементами обоих множеств A и B. Обозначают M= A   
B. Т.е. x  A   B, то x A и x  B.  
Записывают  A   B={ x | x A и x  B }. (Вместо союза  
и – ставятся знаки , &). 
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Определение 1.6. Если A   B= Ø, то говорят, что 
множества A и B не пересекаются. 
Аналогично можно определить пересечение 3-х, 4-х и 
любого конечного числа множеств. 
Определение 1.7. Объединением множеств A и B 
называют множество M, элементы которого принадлежат 
хотя бы одному из данных множеств. Обозначают 
M=AB. Т.о. A   B={ x | x A или x  B }. (Вместо союза 
или – ставится знак ). 
Аналогично определяется и множество A1   A2 …   An. Оно состоит из 
элементов, каждый из которых принадлежит хотя бы одному из множеств A1, 
A2,…, An (а может быть, и нескольким сразу). 
Пример 1.8. 1) если A={1;2;3;4;5} и B={1;3;5;7;9}, то AB={1;3;5} и 
AB={1;2;3;4;5;7;9}. 
2) если A={2;4} и B={3;7}, то AB= Ø и AB={2;3;4;7}. 
3) если A={летние месяцы} и B={месяцы, в которых 30 дней}, то 
AB={июнь} и AB={апрель; июнь; июль; август; сентябрь; ноябрь}. 
Определение 1.9. Натуральными называются числа 1,2,3,4,…, использу-
емые для счета предметов. 
Множество натуральных чисел обозначается N, N={1;2;3;4;…;n;…}. Оно 
является бесконечным, имеет наименьший элемент 1 и не имеет наибольшего 
элемента. 
Пример 1.10.  A – множество натуральных делителей числа 40. Перечис-
лить элементы этого множества. Верно ли, что 5  A, 10  A, -8  A, 4  A, 
0  A, 0  A. 
  A = {1,2,4,5,8,10,20,40}. (В,В,Н,Н,Н,В)  
Пример  1.11. Перечислите элементы множеств, заданных характери-
стическими свойствами:  
а) А={x | (x-1)(2x-1)(3+x)=0}, получаем  A = {1;
2
1
;-3} 
б) B={x | -1,1< x < 5  x  N}, имеем B = {1;2;3;4}. 
Пример 1.12. Дано множество чисел K = {21;54;153;171;234}. Составить 
подмножество чисел из K, которые а) делятся на 7; б) делятся на 9; в) не де-
лятся на 5; г) делятся на 4. 
  а) A = {21}, б) B = {54;153;171;234}, в) C = K, г) D= Ø  
Пример 1.13. Множество C состоит из 11 элементов, мно-
жество D – из 8. Сколько элементов содержит CD , если 
CD содержит 15 элементов? 
  Поскольку A+B –AB=AB, тогда 11+8–15=4  
 
Определение 1.14. Разность множеств A и B называется 
множество M, элементы которого принадлежат множеству A и 
не принадлежат множеству B. 
Обозначают M=A \ B.  
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Таким образом, A \ B={x | x  A и x B}.  
Пример 1.15. Если A = {1;2;3;4;5} и B = {1;5}, то A\B={2;3;4}.  
 
 
 
 
2 Функции и способы их задания. 
 
Пусть X и Y некоторые множества. 
Определение 2.1. Функцией называется отношение (соответствие) f меж-
ду множествами X и Y, при котором каждому элементу  x  X соответствует 
единственный элемент  y  Y. Множество X называют областью определения 
функции и обозначают D(f), а множество {f(x)}  Y – областью или множе-
ством значения функции и обозначают E(f). 
Определение 2.2. Переменную x D(f) называют независимой пере-
менной или аргументом, а y E(f) называют зависимой переменной или 
функцией. 
Определение 2.3. Если X и Y – числовые множества, то y=f(x) назы-
вается числовой функцией. 
Пример 2.4. Пусть даны два множества X={2;3;5;7}, Y={15;18;31}. Уста-
новим между ними такое соответствие: эле-
мент x X является делителем элемента   y Y. 
Тогда каждому элементу множества X соот-
ветствует только один элемент множества Y: 
2 28; 3 15; 5 15; 7 28. Следовательно, 
задана функция.  
 
Существуют три способа задания функции: аналитический, графический и 
табличный. 
Если указана совокупность операций, которые нужно произвести над ар-
гументом x, чтобы получить значение функции, то говорят, что функция за-
дана аналитическим выражением.  
Примером могут служить функции y=x2-5x+1, x [0,1], y=x2+7x-1, 
x ( ; ). Они заданы на различных множествах. 
Функция может задаваться на различных числовых множествах различ-
ными аналитическими выражениями, например 
.10,2
,01,32
)(
xx
xx
xf   
Эта функция определена [-1;1]. Для вычисления значения функции нужно 
выяснить, каким аналитическим выражением следует воспользоваться для 
заданного конкретного значения аргумента. 
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Определение 2.5. Множество из n элементов {a1, a2, …, an}, для каждого 
из которых установлено, какой является 1-м, 2-м, …, n-м, называется упоря-
доченной n-кой (a1, a2, …, an). 
Определение 2.6. Множество упорядоченных пар действительных чисел, 
т.е. {(x;y) | x R , y R }, называется числовой плоскостью. Обозначают ее 
2R . 
Способ задания функции с помощью графика на координатной плоскости 
называется графическим. 
При табличном способе задания функции приводится таблица, в которой 
даются значения функции для конечного множества значений аргумента. 
 
 
 
 
3 Предмет и задачи теории вероятностей. События и опера-
ции над ними. Относительные частоты и их свойства 
 
Возникновение теории вероятностей относят к XVII веку и связывают с 
решением комбинаторных задач теории азартных игр и потребностями стра-
хового дела. Азартные игры (карты, кости) дали стимул для построения ма-
тематических моделей игровых ситуаций. Эти модели предоставляли игроку 
возможность ориентироваться в ходе игры, делать расчеты ставок, оценивать 
шансы выигрыша, а также позволяли планировать расходы и доходы страхо-
вых компаний и т.д. 
Разработкой таких моделей занимались в 17 веке Б. Паскаль, П. Ферма, Х. 
Гюйгенс. Основы классической теории вероятности были сформулированы в 
18 веке Я. Бернулли, П. Лапласом, С. Пуассоном, К. Гауссом. В 1933году 
А.Н. Колмогоров сформулировал аксиомы теории вероятности, базирующие-
ся на теории множеств. 
Однако с теорией вероятностей развивалась и другая современная дисци-
плина – математическая статистика, которая широко применяется в экономи-
ке, технике, социологии, медицине, физике, лингвистическом программиро-
вании и др.   
Определение 3.1. Предметом теории вероятностей является количе-
ственный и качественный анализ математических моделей вероятностных 
экспериментов, называемый статистической обработкой экспериментальных 
данных. 
Вероятностные эксперименты имеют следующие общие черты: непред-
виденность результата; наличие определенных количественных закономер-
ностей при их многократном повторении при одинаковых условиях; множе-
ство возможных исходов. 
Определение 3.2. Вероятностными называют эксперименты, которые 
можно повторить произвольное число раз при соблюдении одних и тех же 
стабильных условий, однако их исходы неоднозначны, случайны. 
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Определение 3.3. Теория вероятностей – наука, занимающаяся анализом 
математических моделей для принятия решений в условиях неопределенно-
сти. 
Первичным понятием теории вероятности, не определенным через другие 
понятия, является пространство элементарных исходов Ω.  
Обычно в качестве пространства элементарных исходов берутся един-
ственно возможные неразложимые результаты эксперимента. 
Пример 3.4. Приведем примеры пространств элементарных исходов: 
1) При бросании симметричной монеты в качестве Ω выбирается Ω={г,р}. 
2) При бросании игральной кости пространство элементарных исходов 
следующее Ω={1,2,3,4,5,6}. 
3) При бросании двух симметричных монет Ω={(р,р),(р,г),(г,р),(г,г)}. 
4) При бросании двух игральных костей  
Ω={(i,j) | i,j {1,…,6}}, n=36. 
 
5) Пусть на [AB] наудачу бросается точка   
Ω={ω | ω [AB]}=[AB]. 
 
6) Пусть на [AB] наудачу бросаются две точки 
Ω={(x,y) | x [AB], y [AB]}=[AB]× [AB]. 
 
 
Определение 3.5. Опытом или испытанием 
называют всякое осуществление определѐнного комплекса условий или дей-
ствий, при которых происходит соответствующее явление. Возможный  ре-
зультат опыта называют событием, те событием называется произвольное 
подмножество A пространства элементарных исходов Ω.  
Пример 3.6. Опытом является подбрасывание монеты, а событиями 
“герб”, “цифра на верхней ее стороне” (когда монета упадет). Опытами яв-
ляются стрельба по мишени, извлечение шара из ящика и т.п. События будем 
обозначать заглавными буквами латинского алфавита А, В, С.  
Определение 3.7. Каждое событие, которое может наступить в итоге 
опыта, называется элементарным исходом (элементарным событием, или 
шансом).  
Определение 3.8. Элементарные исходы, при которых данное событие 
наступает, называются благоприятствующими этому событию, или благо-
приятными шансами, т.е. те элементарные исходы, из которых состоит собы-
тие A, называются благоприятствующими событию A.  
Пример 3.9. Так, при подбрасывании игрального кубика элементарные 
исходы  А1, А3, А5 являются благоприятствующими событию “выпало нечетно 
число очков”. 
Говорят, что событие A произошло, если в результате эксперимента про-
исходит элементарный исход благоприятствующий событию A, т.е. ω A. 
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Определение 3.10. Событие называется достоверным, в данном опыте, 
если оно обязательно произойдет в этом опыте, т.е. все пространство элемен-
тарных исходов Ω, если его взять в качестве события, называют достовер-
ным событием, поскольку оно происходит в любом эксперименте (всегда).  
Пример 3.11. Если в ящике только голубые шары, то событие “из ящика 
извлечен голубой шар” является достоверным (в ящике нет шаров другого 
цвета).  
Определение 3.12. Событие называется невозможным, в данном опыте, 
если оно не может произойти в этом опыте.  
Пустое множество Ø (т.е. множество, не содержащее ни  одного элемен-
тарного исхода) называется невозможным событием, поскольку оно никогда 
не произойдет. 
Пример 3.13. Так, если в ящике находятся только красные шары, то со-
бытие “из ящика извечен голубой шар” является невозможным (таких шаров 
в ящике нет). 
Определение 3.14. Событие называется случайным в данном опыте, если 
око может произойти, а может и не произойти в этом опыте, т.е. все осталь-
ные события, кроме достоверного и невозможного, называются случайными.  
Пример 3.15. Если в ящике находятся n голубых и m красных шаров, 
одинаковы по размеру и весу, то событие “из урны извлечен голубой шар” 
является случайным (оно может произойти, а может и не произойти, по-
скольку в урне имеются не только голубые, но и красные шары). Случайны-
ми событиями являются “герб” и “цифра на верхней стороне монеты при ее 
подбрасывании”, “попадание и промах при стрельбе по мишени”, “выигрыш 
по билету лотереи” и т.п.  
Замечание 3.16. Приведенные примеры свидетельствуют о том, что одно 
и то же событие в некотором опыте может быть достоверным, в другом – не-
возможным, в третьем - случайным. Говоря о достоверности, невозможности, 
случайности события, имеют в виду его достоверность, невозможность, слу-
чайность по отношению к конкретному опыту, т.е. к наличию определенного 
комплекса условий или действий. 
 Определение 3.17. Два события называются совместными в данном 
опыте, если появление одного из них не исключает появление другого в этом 
опыте.  
Пример 3.18. Так, при подбрасывании двух симметричных монет, собы-
тие A – «герб на верхней стороне первой монеты” и B – “цифра на верхней 
стороне второй монеты” являются совместными.  
 
Операции над событиями. 
Определение 3.19. Суммой  событий A и B называют объ-
единение этих множеств A   B.  
Обозначают A + B={ x | x A или x  B }.  
Вместо союза или – ставится знак . 
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Определение 3.20. Произведением событий  A и B назы-
вают пересечение множеств A   B.  
Обозначают AB={ x | x A и x  B }.  
Вместо союза  и – ставятся знаки , &. 
Определение 3.21. Разностью событий A и B называют 
разность множеств A \ B.  
Обозначают A \ B={x | x  A и x B}.  
 
Определение 3.22. Два события называются несовместными, если они не 
могут произойти вместе при одном и том же испытании, т.е. события A и B 
называются несовместимыми (несовместными), если AB = Ø. 
Если AB = Ø, то будем говорить, что  A   B= A + B. 
Так, несовместными являются попадание и промах при 
одном выстреле.  
Несколько событий называются несовместными, если они попарно 
несовместны.  
 
Определение 3.23. Говорят, что событие A влечет собы-
тие B, если A  B. 
 
Определение 3.24. Два события называются противо-
положными, если появление одного из них равносильно 
непоявлению другого. Если одно из противоположных со-
бытий обозначено буквой A, то другое обозначают Ā. Та-
ким образом событие Ā = Ω \ A называется противополож-
ным к событию A. 
Пример 3.25. 1) Так, противоположными являются события “герб” и 
“цифра” при одном подбрасывании симметричной монеты.  
2) Если A – “попадание”, то Ā – “промах” при одном выстреле по мишени. 
3) При бросании игральной кости Ω={1,2,3,4,5,6}. Если   A – выпадение 
нечетного числа очков, т.е. A={1,3,5,}, то Ā ={2,4,6} – противоположное со-
бытие (выпадение четного числа очков). 
Определение 3.26. Множество событий H1, H2,…, Hn называют полной 
группой событий, если они попарно-несовместны; появление одного и толь-
ко одного из них является достоверным событием.  
Таким образом события H1, H2,…, Hn образуют полную 
группу, если H1+ H2+…+ Hn= Ω (т.е. Hi Hj=Ø, если i j). 
В частности события A и Ā образуют полную группу, 
т.к. A +Ā= Ω. 
Пример 3.27. Рассмотрим события, появляющиеся при подбрасывании 
игрального кубика (т.е. кубика, на гранях которого записаны цифры 
1,2,3,4,5,6 или изображены знаки, соответствующие этим цифрам). Когда ку-
бик упадет, то верхней гранью окажется  грань с одной из этих цифр. Собы-
тие: “верхней гранью оказалась грань с цифрой k” обозначим через Аk  
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(k=1,2,3,4,5,6). События А1, А2, А3, А4, А5, А6 образуют полную группу: они 
попарно-несовместны; появление одного и только одного из них является до-
стоверным событием (когда кубик упадет, то только одна из граней окажется 
верхней, на ней написана только одна цифра от 1 до 6).  
Определение 3.28. События считают равновозможными, если нет осно-
ваний полагать, что одно событие является более возможным, чем другие.  
Пример 3.29. При подбрасывании монеты событие A (появление цифры) 
и событие B (появление герба) равновозможны, так как предполагается, что 
монета изготовлена из однородного материала, имеет правильную цилиндри-
ческую форму и наличие чеканки не влияет на то, какая сторона монеты 
(герб или цифра) окажется верхней. При подбрасывании игрального кубика 
события А1, А2, А3, А4, А5, А6 являются равновозможными, поскольку предпо-
лагается,  что кубик изготовлен из однородного материала, имеет правиль-
ную форму и наличие цифр (или очков) на гранях не влияет на то, какая из 
шести граней окажется верхней. 
 
Относительные частоты и их свойства. 
Пусть производится некоторый случайный (вероятностный) экспери-
мент, пространством элементарных исходов является множество Ω. Рас-
смотрим некоторое событие A (A  Ω). Если эксперимент произвести N 
раз, а событие A появится в них N(A) раз, то число W(A)=
N
AN )(
 называется 
относительной частотой появления события A. 
Свойство 3.30. Относительная частота произвольного события неот-
рицательна, т.е.  A  Ω, W(A) 0. 
Свойство 3.31. Относительная частота достоверного события равна 1. 
W(A)=
N
AN )(
= 
N
N
=1. 
Свойство 3.32. (аддитивности). Относительная частота суммы несов-
местных событий равна сумме относительных частот этих событий. 
W(A+B)=
N
BAN )(
= 
N
BNAN )()(
=
N
AN )(
+
N
BN )(
= W(A)+ W(B). 
 
 
 
 
4 Аксиомы теории вероятностей. Дискретные простран-
ства элементарных исходов. Классическое определение веро-
ятности 
 
Пусть Ω пространство элементарных исходов, F – множество всех 
подмножеств Ω. Любому событию A  F ставится в соответствие действи-
тельное число P(A), называемое вероятностью события A, при этом вы-
полняются аксиомы теории вероятности: 
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Аксиома 4.1. Вероятность произвольного события неотрицательна, 
т.е.  A  F, P(A) 0. 
Аксиома 4.2. Вероятность достоверного события равна 1, т.е. P(Ω)=1. 
Аксиома 4.3. (счетной аддитивности) Если A1, A2,…  F и Ai∙ Aj=Ø 
(i j), то P(A1+ A2+…) = P(A1)+P( A2)+… или P(
1i
iA ) =
1
)(
i
iAP . 
Определение 4.4. Бесконечное множество называется счетным, если 
элементы этого множества можно занумеровать натуральными числами. 
Все другие множества называются несчетными (например, множе-
ство точек [a,b] ненулевой длины). 
Определение 4.5. Пространство элементарных исходов называется 
дискретным, если оно конечное или счетное, т.е.  Ω={ω1, … , ωn} или 
Ω={ω1, ω2,… }. 
Любому элементарному исходу ωi ставится в соответствие число 
p(ωi), так что при этом 
}|{
)(
ii
ip =1. 
Определение 4.6. Вероятностью события A называется число 
P(A)=
}|{
)(
A
i
ii
p . 
Пример 4.7. Бросается игральная кость. Найти вероятность выпаде-
ния нечетного числа очков. 
 p(ωi)=
6
1
, i =1,..,6,  P(A)= p(ω1, ω3, ω5)= 
6
1
+
6
1
+
6
1
 = 
6
3
 = 
2
1
.  
 
Сформулируем следующие предположения: 
1. Пространство элементарных исходов конечно: Ω={ω1, … , ωn}. 
2. Все элементарные исходы равновероятны (равновозможны), т.е. 
p(ω1)= p(ω2)=…= p(ωn). 
 
Поскольку 
n
i
ip
1
)( =1, то p(ωi)=
n
1
, i =1,..,n. 
Рассмотрим некоторое событие A  Ω, состоящее из k элементарных 
исходов, k n, A={
1i
, 
2i
,…,
ki
}. 
Вероятность события P(A)=
k
l
il
p
1
)( = 
k
l n1
1
 =
n
k
. 
Определение 4.8. (классическое определение вероятности) Если про-
странство элементарных исходов конечно, а все элементарные исходы 
равновероятны, то вероятность события A называется отношение числа 
элементарных исходов, благоприятствующих A, к общему числу всех воз-
можных элементарных исходов P(A)=
n
k
. 
Пример 4.9. Бросается две монеты. Найти вероятность того, что хотя 
бы на одной выпадет герб. 
 Ω={(г,г), (г,р), (р,г), (р,р)}, n=4. 
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A={(г,г), (г,р), (р,г)}, k=3. 
Таким  образом, P(A)=
n
k
= 
4
3
.  
Пример 4.10. Бросаются две игральные кости. Какова вероятность 
того, что сумма выпавших очков равна 7? 
 Ω={(i,j) | i,j {1,..,6}}, n=36,  
A={ (6,1), (5,2), (4,3), (3,5), (2,5), (1,6)}, k=6, 
Таким  образом, P(A)=
n
k
= 
36
6
=
6
1
.  
 
 
 
 
5 Основные правила комбинаторики. Выборки, сочета-
ния. Аксиомы теории вероятностей 
 
Лемма 5.1. Из m элементов a1,…,an первой группы и n элементов b1,…,bn 
второй группы можно составить ровно m∙n упорядоченных пар вида (ai, bj), 
содержащих по одному элементу из каждой группы. 
 
  (a1, b1), (a1, b2), …, (a1, bn),                                                Всего m∙n  пар   
     (a2, b1), (a2, b2), …, (a2, bn),       m строк 
      …   …   …   …   …   …   ... 
     (am, b1), (am, b2), …, (am, bn). 
                 n столбцов 
 
Пример 5.2. В колоде карт 4 масти (черва, пика, трефа, бубна), в каждой 
масти по 9 карт или по 13 карт, тогда в колоде либо n=4∙9 =36 карт, либо 
n=4∙13=52 карты. 
 
 
 
Лемма 5.3. Из n1 элементов первой группы a1, a2,…, 
1n
a ,  
         n2 элементов второй группы b1, b2,…, 
2n
b , 
                     и т.д.   …   …   …   …   …   …   …   … 
 nk элементов k-той группы x1, x2,…, 
kn
x . 
можно составить ровно n1 ∙ n2 ∙…∙ nk  различных упорядоченных комбинаций 
вида ( ,
1j
a ,
2j
b …,
kj
x ), содержащих по одному элементу из каждой группы. 
 
Пример 5.4.  При бросании двух игральных костей число различных  
упорядоченных комбинаций следующее: N = 6
2 
= 36; при бросании трех ко-
стей – N=63=216. 
Леммы 5.1 и 5.3 называются основными правилами комбинаторики. 
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Пусть имеется множество из n элементов { a1, a2,…, an}. Будем рассмат-
ривать выборки объѐма k вида (
1j
a ,
2j
a , …, 
kj
a ) из n элементов. Все выборки 
можно  классифицировать по двум признакам: 
1) упорядоченные и  неупорядоченные; 
2) с возвращением и без возвращения. 
Если выборки считаются упорядоченными, то играет роль порядок эле-
ментов в выборке. Если же выборка неупорядоченная, то все выборки с од-
ним и тем же составом элементов отождествляются.  
 
Пример 5.5. Рассмотрим  множество, состоящее из трѐх элементов 
{1,2,3}. Составим таблицу числа выборок объѐма k=2 из трѐх элементов. 
 
(1,1), (1,2), (1,3) 
(2,1), (2,2), (2,3) 
(3,1), (3,2), (3,3) 
(1,1), (1,2), (1,3) 
          (2,2), (2,3) 
                    (3,3) 
с возвращением 
(1,2), (1,3) 
(2,1), (2,3) 
(3,1), (3,2) 
       (1,2), (1,3) 
                 (2,3) 
без возвращения 
упорядоченные неупорядоченные выборки 
 
Общая таблица числа выборок объѐма  из элементов: 
n
k
 k
knC 1  с возвращением 
k
nA  
k
nC  без возвращения 
упорядоченные неупорядоченные выборки 
 
Определение 5.6. Упорядоченная выборка без возвращения называется 
размещением. 
Число размещений  knA =
)!(
!
kn
n
. 
Пример 5.7. В лифт 12-этажного дома зашли 3 человека. Найти вероят-
ность того, что все вышли на разных этажах. 
 Ω={(i1, i2, i3) | i1, i2, i3 {2,3,…,12}},{ i1 i2, i2 i3}  – дополнительное 
условие для события А. Первое (Ω – упорядоченные выборки с возвращени-
ем, n=113. Число благоприятствующих исходов k= 311A =
!8
!11
=9∙10∙11. По клас-
сическому определению вероятности Р(А)=
n
k
=
311
11109
=
211
90
=
121
90
.  
Определение 5.8. Перестановкой из k элементов называется совокуп-
ность этих же элементов, записанных в произвольном порядке. Число пере-
становок из k элементов Pk=k! (0!=1). 
Определение 5.9. Произвольное  k-элементное подмножество множества, 
состоящего из n элементов, называется сочетанием из n элементов по k эле-
ментов. 
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Обозначается число сочетаний из n элементов по k элементов через 
k
nC =
)!(!
!
knk
n
; k {0,1,…,n}. 
 
Свойства сочетаний: 
1)  0nC =
n
nC =1; 
2)  1nC =
1n
nC =n; 
3)  knC =
kn
nC ; 
4)  1knC +
k
nC =
k
nC 1 . 
 
 
 
 
6 Геометрические вероятности 
 
I. Геометрическая вероятность на прямой. 
Пусть на числовой оси имеется отрезок [a,b] и на 
него наудачу бросается точка. Вероятность того, что 
эта точка попадѐт на [c,d] [a,b], вычисляется по 
формуле: 
Р{ω [c,d]}= 
ab
cd
   –   геометрическая вероятность на прямой. 
 
                                   
II. Геометрическая вероятность на плоскости.  
Пусть на плоскости фигура g составляет часть фигу-
ры G. Вероятность того, что наудачу брошенная в фигу-
ру G точка попадѐт в фигуру g G находится по форму-
ле: 
Р{ ω g}=
G
g
S
S
 – геометрическая вероятность на плоскости. 
Здесь gS  и GS  –  площади фигур g и G соответственно. 
 
III. Геометрическая вероятность в пространстве. 
Пусть в пространстве (
3R ) имеется фигура d, составляющая часть фигу-
ры D. Вероятность того, что наудачу брошенная в фигуру D точка попадѐт в 
фигуру d, определяется по формуле: 
Р {ω d}= 
D
d
V
V
 -  геометрическая вероятность в пространстве. 
Здесь dV  и DV  –  объѐмы фигур d и D соответственно. 
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Замечание 6.1. Геометрические вероятности позволяют устранить недо-
статок классического определения вероятности, состоящий в том, что оно 
неприменимо к испытаниям с бесконечным числом элементарных исходов. 
Пример 6.2. (задача о встрече) Два студента условились встретиться в 
определѐнном месте между 12 и 1 ч дня. Пришедший первым ждѐт второго ¼ 
часа, после чего уходит. Найти вероятность того, что встреча состоится, если 
между 12 и 1 ч дня каждый студент наудачу выбирает момент своего прихо-
да. 
 Пусть  x –  момент прихода первого студента (необязательно, чтобы он 
пришѐл первым), а y – момент прихода второго. Тогда Ω={(x,y)| x,y [0,1]}, 
А=={(x,y)| |x-y|
4
1
}.  
1) x y, x - y =
4
1
,  y = x -
4
1
; 
2) x<y, y - x =
4
1
,  y = x +
4
1
; 
P(A)= 
G
g
S
S
=1-
16
9
=
16
7
 
 
 
 
7 Свойства вероятности   
 
Свойство 7.1.  Вероятность невозможного события равна 0: Р(Ø)=0. 
Свойство 7.2.  Вероятность достоверного события равна 1: Р(Ω)=1. 
Свойство 7.3.  Для любого события А верно, что 0 Р(А) 1. 
 Р(А)=
n
nA . Т.к. 0 An n, то 0
n
nA 1, следовательно 0 Р(А) 1.  
Свойство 7.4. (теорема сложения вероятностей)   Если события А и В 
несовместимы, то вероятность их суммы равна сумме вероятностей этих со-
бытий: Р(А+В)=Р(А)+Р(В). 
 Р(А+В)=
n
n BA = 
n
nn BA =
n
nA +
n
nB = Р(А)+Р(В).  
 
 
Свойство 7.5. (обобщѐнная теорема сложения вероятностей)  
Р(А В)= Р(А)+Р(В)-Р(АВ). 
 Р(А В)= 
n
n BA = 
n
nnn ABBA = 
n
nA +
n
nB -
n
nAB  =       
=Р(А)+Р(В)-Р(АВ).  
 
Свойство 7.6. (теорема сложения k слагаемых)  Если собы-
тия kAAA ,...,, 21  попарно несовместимы, то Р(
k
i
iA
1
)=
k
i
iAP
1
)( . 
  18 
Свойство 7.7.  Если событие А влечѐт В (А В), то Р(А) Р(В). 
 В=А+(В\А),  Р(В)= Р(А)+Р(В\А) Р(А).  
 
Свойство 7.8.  Если событие А влечѐт В (А В),  Р(В\А)=Р(В)-Р(А) 
 из предыдущего свойства  
Свойство 7.9. Вероятность события, противоположного событию A вы-
числяется по формуле: Р(Ā)=1-Р(А). A +Ā= Ω. 
 Ā = Ω\ A, Р(Ā)=Р(Ω) - Р(A) = 1 - Р(A), т.к. A  Ω.  
Свойство 7.10. Если события H1,H2,…,Hk образуют полную группу, то  
Р(H1)+P(H2)+…+ Р(Hk)=1. 
  по определению полной группы H1+ H2+… +Hk=Ω, тогда по свойству 6 
Р(
k
i
iH
1
)=(
k
i
iHP
1
)( )= Р(Ω)=1.  
 
 
 
 
8 Условная вероятность. Независимость 
 
Определение 8.1.  Условной вероятностью события В при условии А 
называется вероятность события В в предположении, что событие А насту-
пило. 
Обозначение: Р(В|A) = PA(B). Находится по формуле: Р(В|A)=
)(
)(
AP
ABP
  (1). 
Теорема 8.2. (умножение вероятностей)   
Р(АВ)=Р(А)∙ Р(B|A)=P(B)∙P(A|B). 
 следует из формулы (1)  
Теорема 8.3. (обобщѐнная теорема умножения вероятностей) 
Р(А1 А2 …Аn)= Р(А1) Р(А2 | А1) Р(А3 | А1 А2) … Р(Аn | А1 А2 …Аn-1).  
 Р(А1 А2 … Аn-1 Аn) = Р(А1 А2 … Аn-1) Р(Аn | А1 А2 …Аn-1) =  
=Р(А1 А2 … Аn-2)Р(Аn-1|А1 А2 …Аn-2)Р(Аn|А1 А2 …Аn-1) = … = 
= Р(А1) Р(А2 | А1) Р(А3 | А1 А2) … Р(Аn | А1 А2 …Аn-1).  
 
Пример 8.4. Студент знает 20 вопросов из 25. Преподаватель задаѐт 3 во-
проса. Найти вероятность того, что студент знает все 3 вопроса. 
Обозначим через А – студент знает все 3 вопроса, А1 – знает первый вопрос, 
А2 – знает второй вопрос, А3 – знает третий вопрос. 
А= А1 А2 А3, Р(А)=Р(А1 А2 А3)= Р(А1)Р(А2| А1) Р(А3| А1 А2)=
25
20
∙ 
24
19
∙
23
18
<
2
1
 
Определение 8.5. События А и В называются независимыми, если 
Р(АВ)=Р(А)∙Р(B). 
Свойство 8.6. События А и В независимы тогда и только тогда, когда 
Р(В|A)=P(B).  
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 Пусть события А и В независимы, т.е. Р(АВ)=Р(А)∙Р(B), тогда  
Р(В|A)=
)(
)(
AP
ABP
=
)(
)()(
AP
BPAP
= Р(В). 
Если Р(В|A)=P(B), то Р(В|A)= 
)(
)(
AP
ABP
= Р(В), откуда Р(АВ)=Р(А)∙Р(B).  
Определение 8.7. (независимости в совокупности) События А1, А2,…, Аn  
называются независимыми (или независимыми в совокупности), если: 
1) Р(Аi Аj)= Р(Аi)Р(Аj), i j, i,j {1,2,…,n} – попарно независимы, 
2) Р(Аi Аj Аk)= Р(Аi)Р(Аj) Р(Аk) , i j, j k, i,j,k {1,2,…,n} – независимы по три, 
и т.д. …… 
n-1) Р(А1 А2 … Аn)= Р(А1)Р(А2) … Р(Аn). 
 
Замечание 8.8. Из попарной независимости не вытекает независимость в 
совокупности. 
 
 
9 Формулы полной вероятности и Байеса 
 
Теорема 9.1. (формула полной вероятности) Если события H1, H2,…, Hn   
образуют полную группу, то вероятность появления события А, которое мо-
жет произойти совместно с любым из событий Hi, i {1,…,n}, находится по 
формуле: 
Р(А)=Р(H1)P(A|H1) + … + Р(Hn)P(A|Hn) или Р(А)= 
n
i
ii HAPHP
1
)|()( . 
 Поскольку события образуют полную группу, то Ω= H1+H2+…+Hn.  
Событие А происходит только с одним из событий Hi, i {1,…,n}, поэтому  
A∙Ω=А= А∙H1+ А∙H2+…+ А∙Hn. По теореме сложения вероятностей 
Р(А)=Р(А∙H1)+…+Р(А∙Hn)=Р(H1)Р(А|H1)+…+Р(Hn)Р(А|H1)  
Пример 9.2. Имеются две урны. В первой – 3 белых и 5 чѐрных шаров, во 
второй – 4 белых и 3 чѐрных. Из 1-й урны наудачу взят 1 шар и переложен во 
2-ю урну. После этого из 2-й урны извлечѐн наудачу шар. Какова вероят-
ность того, что он белый? 
 А – из 2-й урны извлечѐн белый шар, 
H1 – из 1-й урны во 2-ю переложен белый шар, 
H2 – из 1-й урны во 2-ю переложен чѐрный шар, H1+ H2=Ω.  
Р(А)=Р(H1)Р(А|H1)+Р(H2)Р(А| H2)=
8
3
 ∙
8
5
+ 
8
5
 ∙
8
4
=
64
35
 
Замечание 9.3. При применении формулы полной вероятности события 
H1, H2,…, Hn, образующие полную группу, называются гипотезами. 
Теорема 9.4. (формула Байеса)  Пусть события H1, H2,…, Hn образуют 
полную группу, А – некоторое событие, которое может произойти совместно 
с любым из событий Hi, i {1,…,n}, тогда условная вероятность: 
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Р(Hj|А) = n
i
ii
jj
HAPHP
HAPHP
1
)|()(
)|()(
 ,  j {1,2,…,n}. 
 Р(Hj|А) = 
)(
)(
AP
AHP j =
)(
)|()(
AP
HAPHP jj = 
n
i
ii
jj
HAPHP
HAPHP
1
)|()(
)|()(
.  
Пример 9.5. Рассмотрим предыдущий пример с учѐтом того, что из 2-й 
урны вынули белый шар. Найти вероятность того, что из 1-й урны во 2-ю пе-
реложили белый шар.  
 Р(H1|А) = n
i
ii HAPHP
HAPHP
1
11
)|()(
)|()(
= 
64
35
8
5
8
3
=
35
15
=
7
3
.  
Замечание 9.6. В формуле Байеса вероятности Р(Hi), i {1,…,n} называ-
ются априорными вероятностями гипотез. Вероятности Р(Hi|A), i {1,…,n}  
называются апостериорными вероятностями гипотез. 
 
 
 
 
10 Схема независимых испытаний Бернулли. Полиноминальное рас-
пределение 
 
Предположим, что производятся независимо друг от друга n испытаний, в 
каждом из которых возможны только 2 исхода: успех и неудача («У»,»Н»). 
Причѐм вероятность успеха Р(У)=p, Р(Н)=q , p+q=1. 
Определение 10.1.  Последовательность  испытаний называется испы-
таниями Бернулли, если эти испытания независимы, в каждом из них воз-
можны 2 исхода, причѐм вероятности этих исходов не меняются от испыта-
ния к испытанию. 
В n испытаниях Бернулли элементарным исходом является: 
(ω1, ω2,…, ωn), где  ωi {У,Н},  i {1,…,n}. 
Всего таких исходов 2
n
. Поскольку испытания независимы, то: 
Р(ω1, ω2,…, ωn)= Р(ω1)P(ω2)…P(ωn).  
Обозначим через Pn(k) вероятность того, что в n испытаниях Бернулли 
произошло ровно k успехов. Тогда 
Pn(k)=Р{(У,…,У,Н,…,Н),(У,…,У,Н,У,Н,…,Н),…,(Н,…,Н,У,…У)}=  
= p
k
q
n-k 
+ p
k
q
n-k
 + …+ pkqn-k = knС p
k
q
n-k
. 
 
Таким образом получим 
Pn(k)= 
k
nС p
k
q
n-k
, k {0,…,n} , p+q=1 –  формула Бернулли. 
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Пример 10.2. Двое равных по силам шахматистов играют в шахматы. Что 
вероятнее: выиграть одну партию из двух или две из четырѐх? Ничьи во вни-
мание не принимаются. 
 p=q=
2
1
, P2(1)=
1
2С ∙
2
1
∙
2
1
=
2
1
=
8
4
;   
P4(2)=
2
4С ∙(
2
1
)
2∙(
2
1
)
2
=6∙
16
1
=
8
3
;  
Таким образом P2(1)> P4(2).  
 
Полиноминальное распределение 
Предположим, что производится независимо друг от друга n испытаний, в 
каждом из которых возможны k исходов E1, E2,…, Ek. Вероятность этих исхо-
дов обозначим P(Ei)=pi, i {1,…,k}. Причѐм 
k
i
ip
1
=1, k>2.Вероятность того, 
что в n испытаниях исход E1 появится r1 раз, E2  r2 раз, …, E1 – rk раз, где 
k
i
ir
1
=n, находится по формуле: 
P(r1, r2,…, rk)=
!...!!
!
121 krrr
n
1
1
r
p 22
r
p … krkp , 
k
i
ip
1
=1, 
k
i
ir
1
=n – формула полиноми-
нального распределения. 
Замечание 10.3. Формула полиноминального распределения обобщает 
формулу Бернулли на случай более 2 исходов в каждом испытании. 
Пример 10.4. В урне  3 шара: белый, красный, синий. Из урны 5 раз 
наудачу извлекаются шары с возвращением. Найти вероятность того, что бе-
лый шар извлечѐн 3 раза, а красный и синий – по одному разу. 
 Поскольку p1= p2= p3=
3
1
; r1 =3, r2=1, r3 =1. 
Тогда P5(3,1,1)=
!1!1!3
!5
 ∙(
3
1
)
3∙
3
1
∙
3
1
= 20∙
53
1
 = 
53
20
=
243
20
.  
 
 
 
 
11 Теорема Пуассона. Локальная и интегральная теоремы 
Муавра-Лапласа 
 
Теорема 11.1. (Пуассона)  Пусть производится n независимых испыта-
ний, в каждом из которых событие А наступает с вероятностью р. Тогда, если 
число испытаний неограниченно возрастает, а p→0, причѐм n∙p=a – величина 
постоянная, то Pn(k)
a
k
e
k
a
!
. 
По формуле Бернулли вероятность того, что событие появится ровно k 
раз в n независимых испытаниях    
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Pn(k)= 
k
nС p
k
q
n-k
= knС p
k
(1 - p)
n-k
. 
Отсюда  
Pn(k)= 
)!(!
!
knk
n
p
k
(1 - p)
n-k
=
!
)1)...(2)(1(
k
nnknkn
p
k
(1 - p)
n-k
. 
По  условию a=n∙p  p=
n
a
, подставляя, получим: 
Pn(k)=
!
)1)...(2)(1(
k
nnknkn
 
k
n
a
 
kn
n
a
1 = 
=
!k
ak
n
1
1  
n
2
1 …
n
k 1
1
n
n
a
1
k
n
a
1  = 
=
!k
ak
n
1
1  
n
2
1 …
n
k 1
1
a
a
n
n
a
1
k
n
a
1 .  
Переходя к пределу при n→∞ 
)(lim kPn
n
=
!k
ak
a
a
n
n n
a
1lim
k
n n
a
1lim =
!k
ak ae [ т.к. e
n
n
n
1
1lim ].  
Замечание 11.2. Теоремой Пуассона удобно пользоваться, когда p→0, 
причѐм a=n∙p 10. Существуют специальные таблицы, в которых приведены 
значения вероятностей для различных параметров a и k. 
Формула Бернулли удобна, когда значение n не очень велико. В против-
ном случае используют приближенные формулы из теорем Муавра-Лапласа. 
Теорема 11.3. (локальная теорема Муавра-Лапласа) Если вероятность 
появления события А в каждом отдельном испытании постоянна и отлична 
от 0 и 1, т.е.0< p <1, то вероятность того, что событие A появится ровно k раз 
в n независимых испытаниях 
Pn(k) )(
1
x
npq
, где 2
2
2
1
)(
x
ex – малая функция Лапласа, 
npq
npk
x , q=1-p. 
Имеются специальные таблицы значений функции )(x . Нужно учиты-
вать, что функция )(x – чѐтная, т.е. )( x = )(x . 
Теорема 11.4. (интегральная теорема Муавра-Лапласа) Если вероят-
ность появления события А в каждом отдельном испытании постоянна и от-
лична от отлична от 0 и 1, т.е. 0< p <1, то вероятность того, что событие А 
появится от k1 до k2 раз в n независимых испытаниях, определятся выражени-
ем: 
Pn(k1,k2) )()( 21 xx , где dtex
x t
0
2
2
2
1
)( – функция Лапласа, 
npq
npk
x 11 , 
npq
npk
x 22 , q=1-p. 
Функция Лапласа – нечѐтная, т.е. )()( xx . Значения находят по таб-
лице. 
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Пример 11.5. Пусть вероятность события А в каждом отдельном испыта-
нии p=0,8. Найти вероятность того, что событие А появится 75 раз в 100 не-
зависимых испытаниях. 
 По локальной теореме Муавра-Лапласа х =
2,0*8,0*100
8,0*10075
= 
4
5
= –1,25. 
Значение (–1,25)= (1,25)=0,1826 находится по таблице. 
Тогда вероятность  
P100(75)
2,0*8,0*100
1
*0,1826 0,04565.  
Пример 11.6. Вероятность Р(А) появления события А в одном испытании 
равна 0,8. Найти вероятность того, что событие А появится более 69 раз в 100 
независимых испытаниях. 
 n=100, p=0,8, q=0,2, k1=70, k1=100. 
По интегральной теореме Муавра-Лапласа 1x =
2,0*8,0*100
8,0*10070
=
4
10
= –1,25, 
2x =
2,0*8,0*100
8,0*100100
=
4
20
= 5. По таблице (-2,5)= - (2,5)= -0,4938, (5)=0,5, 
P100(70,100) (5) - (-2,5)=0,5+0,4938=0,9938  
 
 
 
 
12 Случайные величины 
 
Определение 12.1. Случайной величиной Х называется функция Х(ω), 
отображающая пространство элементарных исходов Ω во множество дей-
ствительных чисел R . Т.о. Х(ω): Ω→ R . 
Пример 12.2. Дважды подбрасывается монета. Рассмотрим случайную 
величину Х – число выпадений герба, определѐнную на пространстве эле-
ментарных исходов Ω={(г,г),(г,p),(p,г),(p,p)}. Множество возможных значе-
ний случайной величины Х-{0,1,2}. Составим таблицу 
ω (г,г)  (г,p) (p,г) (p,p) 
Х(ω) 2 1 1 0 
 
Одной из важнейших характеристик случайной величины является еѐ 
функция распределения. 
Определение 12.3. Функцией распределения случайной величины Х назы-
вается функция F(x)=FX(x) действительной переменной х, определяющая ве-
роятность того, что случайная величина X примет в результате эксперимента 
значение, меньшее некоторого фиксированного числа х 
F(x)=P{X< x}=P{X (-∞; x)}. 
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Замечание 12.4. Если рассматривать случайную 
величину Х как случайную точку на оси Ox, то функ-
ция распределения F(x) с геометрической точки зре-
ния –  это вероятность того, что случайная точка Х в 
результате реализации эксперимента попадѐт левее 
точки х.  
 
Свойства функции распределения 
Свойство 12.5. Функция распределения F(x) – неубывающая функция, 
т.е.для R21, xx  таких, что 21 xx  выполняется условие F(x) F(x).  
 Поскольку 21 xx , то события 
{ 2xX }={ 1xX }+{ 21 xXx }, по определе-
нию функции распределения 
F( 2x )=F( 1x )+P{ 21 xXx }.  
Т.к. P{ 21 xXx } 0, то F( 2x )>F( 1x ).  
Свойство 12.6. Для R21, xx  таких, что 21 xx  справедливо равенство 
P{ 21 xXx }= F( 2x )–F( 1x ). 
Замечание 12.7. Если функция распределения F(x) – непрерывная, то 
свойство 12.6 выполняется и при замене знаков  и < на < и . 
Свойство 12.8.  
x
lim F(x)=0; 
x
lim F(x)=1.  
 F(-∞)=P{X<-∞}=P(Ø)=0, F(+∞)=P{X<+∞}=P(Ω)=1.  
Свойство 12.9. Функция распределения F(x) непрерывна слева 
(
00
lim
xx
F(x)=F( 0x )). 
Свойство 12.10. P{X x}=1-F(x). 
{X<+∞}={X<x}+{X x}, по свойству вероят-
ности  P{X<+∞}=P{X<x}+P{X x}; 
P(Ω)=1= F(x)+ P{X x}, откуда P{X x}=1- F(x).  
 
 
 
 
13 Дискретные случайные величины 
Определение 13.1.  Случайная величина Х называется дискретной, если 
она принимает конечное либо счѐтное число значений. 
Определение 13.2. Законом распределения случайной величины Х называ-
ется совокупность пар чисел ( ix , ip ), где ix  – возможные значения случайной 
величины, а ip  – вероятности, с которыми случайная величина принимает 
эти значения, т.е. ip = P{X= ix }, причѐм 
i
ip =1. 
Простейшей формой задания дискретной случайной величины является 
таблица, в которой перечислены возможные значения случайной величины и 
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соответствующие им вероятности. Такая таблица называется рядом распре-
деления дискретной случайной величины. 
Х 1x  2x  … nx  … 
Р 1p  2p  … np  … 
 
Ряд распределения можно изобразить графически. В этом случае по оси 
абсцисс откладывается ix , по оси ординат – вероятность ip . Точки с коорди-
натами ( ix , ip ) соединяют отрезками и получают ломаную, называемую мно-
гоугольником распределения, который является одной из форм задания закона 
распределения дискретной случайной величины. 
Пример 13.3. Построить многоугольник рас-
пределения случайной величины Х с рядом рас-
пределения  
 
Х 1 2 3 4 
Р 0,1 0,3 0,2 0,4 
 
 
 
Определение 13.4. Говорят, что дискретная случайная величина Х имеет 
биноминальное распределение с параметрами (n,p) если она может принимать 
целые неотрицательные значения k {1,2,…,n} с вероятностями 
Р(Х=х)= knkkn ppС )1( . 
Ряд распределения имеет вид: 
Х 0 1 … k … n 
Р np)1(  1)1( npnp  … knkkn ppС )1(  … 
np  
 
Сумма вероятностей  
n
k
knkk
n ppС
0
)1( = npp ))1(( =1. 
Определение 13.5. Говорят, что дискретная форма случайной величины Х 
имеет распределение Пуассона с параметром  ( >0), если она принимает 
целые значения k {0,1,2,…} с вероятностями Р(Х=k)= e
k
k
!
. 
Ряд распределения имеет вид 
 
Так как разложение xe  в ряд Маклорена имеет 
следующий вид 
0 !k
k
x
k
x
e , тогда  сумма веро-
ятностей 
0 !k
k
e
k
=
0 !k
k
k
e = e e =1. 
Обозначим через Х число испытаний, которые нужно провести до первого 
появления события А в независимых испытаниях, если вероятность появле-
Х 0 1 … k … 
Р e  e  … 
e
k
k
!
 
… 
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ния А в каждом из них равна p (0< p <1), а вероятность непоявления pq 1 . 
Возможными значениями Х являются натуральные числа. 
Определение 13.6. Говорят, что случайная величина Х имеет геометри-
ческое распределение с параметром p (0< p <1), если она принимает нату-
ральные значения k N с вероятностями Р(Х=k)= pq k 1 , где pq 1 . Ряд рас-
пределения :   
Сумма вероятностей 
1
1
k
k pq =
q
p
1
=
p
p
=1. 
 
Пример 13.7. Монета брошена 2 раза. Составить ряд распределения слу-
чайной величины Х числа выпадений «герба». 
 P2(0)=
20
2qС = 
4
1
; P2(1)= qpС
1
2 = 
2
1
=0,5; P2(2)= pС
2
2 = 
4
1
. 
Ряд распределения примет вид: 
  
 
.  
 
 
Пример 13.8. Из орудия стреляют до первого попадания по цели. Вероят-
ность попадания при одном выстреле 0,6.  произой-
дѐт попадание при 3-м выстреле. 
 Поскольку p=0,6, q=0,4, k=3, тогда Р(А)= pq k 1  =0,42*0,6=0,096.  
 
 
 
 
14 Числовые характеристики дискретных случайных         
величин 
 
Полностью характеризует случайную величину закон распределения, од-
нако часто он бывает неизвестен, поэтому приходится ограничиваться мень-
шими сведениями. Иногда даже выгоднее пользоваться числами (параметра-
ми), описывающими случайную величину суммарно. Они называются число-
выми характеристиками случайной величины. К ним относятся: математи-
ческое ожидание, дисперсия и др. 
Определение 14.1.  Математическим ожиданием дискретной случайной 
величины называют сумму произведений всех еѐ возможных значений на их 
вероятности. Обозначают математическое ожидание случайной величины Х 
через МХ=М(Х)=ЕХ. 
Х 1 2 3 … n … 
Р p  qp  pq2  … pq k 1  … 
Х 0 1 2 
Р 
4
1
 
2
1
 
4
1
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Если случайная величина Х принимает конечное число значений, то 
МХ=
n
i
ii px
1
. 
Если случайная величина Х принимает счетное число значений, то 
МХ=
1i
ii px , 
 причѐм математическое ожидание существует, если ряд сходится абсо-
лютно. 
Замечание 14.2. Математическое ожидание  некоторое число, прибли-
жѐнно равное определѐнному значению случайной величины. 
Пример 14.3.  Найти математическое ожидание случайной величины Х, 
зная еѐ ряд распределения 
Х 3 5 2 
Р 0,1 0,6 0,3 
 МХ=3*0,1+5*0,6+2*0,3=3,9.  
Пример 14.4. Найти математическое ожидание числа появлений события 
А в одном испытании, если вероятность события А равна p. 
 Случайная величина Х – число появления события A в одном испыта-
нии. Она может принимать значения 1x =1 (A наступило) с вероятностью p и 
2x =0 с вероятностью pq 1 , т.е. ряд распределения  
МХ= 1∙p+0∙q=p.  
 
Т.е., математическое ожидание числа появлений события в одном испы-
тании равно вероятности этого события. 
 
Свойства математического ожидания 
Свойство 14.5. Математическое ожидание постоянной величины равно 
самой постоянной: МС=С. 
 Будем рассматривать постоянную С как дискретную случайную вели-
чину с рядом  
Отсюда МС=С*1=С.   
 
Замечание 14.6. Произведение постоянной величины С на дискретную 
случайную величину Х Определяется как дискретная случайная величина СХ, 
возможные значения которой равны произведениям постоянной С на воз-
можные значения Х, вероятности этих значений СХ равны вероятностям со-
ответствующих возможных значений Х. 
Свойство 14.7. Постоянный множитель можно выносить за знак матема-
тического ожидания: 
М(СХ)=С∙МХ. 
 Если случайная величина Х имеет ряд распределения  
Х 1x  2x  … nx  … 
Р 1p  2p  … np  … 
Х 1 0 
Р p q 
С C 
 Р 1 
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Ряд распределения случайной величины  
М(СХ)=
1i
ii pCx = 
1i
ii pxC = С∙М(Х).  
 
Определение 14.8. Случайные величины 
1X , 2X ,…, nX  называются 
независимыми, если для iB R , i=1,2,…,n  
Р{ 11 BX , 22 BX ,…, nn BX }= Р{ 11 BX } Р{ 22 BX }… Р{ nn BX } (1) 
Если в качестве iB = ),( ix , i=1,2,…,n, то получим из (1) 
Р{ 1X < 1x , 2X < 2x ,…, nX < nx }= Р{ 1X < 1x }Р{ 2X < 2x }… Р{ nX < nx }, откуда получа-
ется другая формула: 
nXXX
F ,...,, 21 ( 1x , 2x ,…, nx ) = 1XF ( 1x ) 2XF ( 2x )... nXF ( nx ) (2) 
для совместной функции распределения  случайных величин 1X , 2X ,…, nX , 
которую можно также взять в качестве определения независимости случай-
ной величины. 
Свойство 14.9. Математическое ожидание произведения 2-х независимых 
случайных величин равно произведению  их математических ожиданий: 
М(ХУ)=МХ∙МУ. 
Свойство 14.10. Математическое ожидание суммы 2-х случайных вели-
чин равно сумме их математических ожиданий: 
М(Х+У)=МХ+МУ. 
Замечание 14.11. Свойства 14.9 и 14.10 можно обобщать на случай не-
скольких случайных величин. 
Пример 14.12. Найти математическое ожидание суммы числа очков, ко-
торые могут выпасть при бросании 2-х игровых костей. 
Пусть Х число очков, выпавших на первой кости, У  число очков, вы-
павших на второй кости. Они имеют одинаковые ряды распределения: 
Х 1 2 3 4 5 6 
Р 
6
1
 
6
1
 
6
1
 
6
1
 
6
1
 
6
1
 
 
Тогда МХ=МУ=
6
1
(1+2+3+4+5+6)= 
6
21
= 
2
7
.   М(Х+У)=2*
2
7
 =7.  
Теорема 14.13. Математическое ожидание числа появлений события А в 
n независимых испытаниях равно произведению числа испытаний на вероят-
ность появления события в каждом испытании: МХ=np. 
Пусть Х – число появлений события А в n независимых испытаниях. iX –
число появлений события А в i-том испытании, i=1,2,…,n. Тогда 
X = 1X + 2X +…+ nX . По свойствам математического ожидания МХ=
n
i
iMX
1
. Из 
примера 14.4 MXi=p, i=1,2,…,n, отсюда МХ=
n
i
p
1
=np.  
Определение 14.14. Дисперсией случайной величины называется число 
DX=M(X-MX)
2
. 
СХ 1Cx  2Cx  … nCx  … 
Р 1p  2p  … np  … 
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Определение 14.15. Средним квадратическим отклонением случайной 
величины Х называется число 
X
= DX . 
Замечание 14.16. Дисперсия является мерой разброса значений случай-
ной величины вокруг еѐ математического ожидания. Она всегда неотрица-
тельна. Для подсчѐта дисперсии удобнее пользоваться другой формулой: 
DX = M(X - MX)
2 
= M(X
2 
- 2X∙MX + (MX)
2
) = M(X
2
) - 2M(X∙MX) + M(MX)
2
=           
=M(X
2
)-MX∙ MX+(MX)2= M(X2) - (MX)2. 
Отсюда DX= M(X2) - (MX)2. 
Пример 14.17. Найти дисперсию случайной величины Х, Заданной рядом 
распределения 
X 2 3 5 
P 0,1 0,6 0,3 
MX=2*0,1+3*0,6+5*0,3=3,5; M(X
2
)= 4*0,1+9*0,6+25*0,3=13,3; 
DX=13.3-(3,5)
2
=1,05.  
 
Свойства дисперсии 
Свойство 14.18. Дисперсия постоянной величины равна 0: 
DC=0 
DC = M(С - MС)2= M(С - С)2=0.  
Свойство 14.19. Постоянный множитель можно выносить за знак дис-
персии, возводя его в квадрат 
D(СX) =C2 DX. 
 D(CХ)=М(С - CMX)2=М(С(X - MX)2) = C2 M(X - MX)2 = C2DX.  
Свойство 14.20. Дисперсия суммы 2-х независимых случайных величин 
равна сумме дисперсий этих величин 
D(Х+Y)=DХ+DY. 
 D(X + У)=М((X + Y)2) – (M(X + Y))2= M(X2 + 2XY + Y2) - (MX + MY)2=  
=M(X)
2
+2МХМY+M(Y2)-(M(X)2+2МХМY+M(Y)2)= M(X2)-(MX)2+M(Y2)- (MY)2=  
= DX+DY.  
Следствие 14.21. Дисперсия суммы нескольких независимых случайных 
величин равна сумме их дисперсий. 
Теорема 14.22. Дисперсия числа появлений события А в n независимых 
испытаниях, в каждом из которых вероятность p появления события посто-
янна, равна произведению числа испытаний на вероятности появления и 
непоявления события в данном испытании. 
DX =npq. 
 X – число появлений события А в n независимых испытаниях, Х=
n
i
iX
1
, 
где iX – число появлений A в i-том испытании, взаимно независимые, по-
скольку исход каждого испытания не зависит от исходов остальных. 
DX =
n
i
iDX
1
,  
 1 0 
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Р p q 
Получаем, что М iX =p и M
2
iX =p, тогда D iX =M(
2
iX )-(М iX )
2
=p-p
2
=p(1-p)=pq. 
Следовательно DX =
n
i
pq
1
=npq.  
Пример 14.23. Проводятся 10 независимых испытаний, в каждом из ко-
торых вероятность появления события равна 0,6. Найти дисперсию Х - числа 
появлений события в этих испытаниях.  
 Поскольку n=10, p=0,6, q=0,4, тогда DX=npq=10*0,6*0,4=2,4.  
Определение 14.24. Начальным моментом порядка k случайной величи-
ны Х называют математическое ожидание случайной величины kX :  
k =M(
kX ). 
1=M( X ), 2=M(
2X ). Отсюда DX = 2 -
2
1 . 
Определение 14.25. Центральным  моментом порядка k случайной ве-
личины Х называется математическое ожидание случайной величины          
(X-MX)
k
. 
k =М[(X-MX)
k
]. 
Таким образом, 1 = М[X-MX]= MX - MX =0, 2 = М[(X-MX)
2
]= DX. Следо-
вательно 2 = 2 -
2
1 . 
По определению центрального момента и пользуясь свойствами матема-
тического ожидания можно получить формулы для моментов более высоких 
порядков: 
3 = 3 -3 2 1+2
3
1 , 
4 = 4 -4 3 1+6 2
2
1 -3
4
1 . 
 
 
 
 
Лекция 15 Непрерывные случайные величины 
 
Определение 15.1. Говорят, что случайная величина Х имеет вероят-
ность или плотность распределения вероятностей, если существует функ-
ция p(x) такая, что функция распределения  
)(xF =P{X<x}=
x
dttp )(     (1). 
Пример 15.2. Функция распределения случайной величины Х имеет вид 
.0
1
,00
)(
2
2
xпри
x
x
xпри
xF  
Найдите плотность распределения. 
 Плотность распределения p(x) и функция распределения )(xF  связаны 
формулой (1), из нее получаем: 
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p(x)= )(xF = 
2
2
1 x
x
=
22
22
)1(
2)1(2
x
xxxx
=
22 )1(
2
x
x
 при 0x ; 
p(x)= )(xF =0 при  0x . 
Таким образом, плотность распределения данной случайной величины 
определяется следующей функцией 
.0
)1(
2
,00
)(
22
xпри
x
x
xпри
xp  
 
Пример 15.3. Найти функцию распределения )(xF случайной величины 
Х, плотность вероятности которой определена функцией 
.212
,10
,200
)(
xприx
xприх
xиxпри
xp  
 Чтобы найти функцию распределения )(xF , воспользуемся формулой 
(1). При 0x  получаем )(xF =
0
0dx =0. 
При 10 x  находим  
)(xF =
x
dttp )( =
0
)( dttp +
x
dttp
0
)( =
0
0dt +
x
dtt
0
= 0+
x
t
0
2
2
=
2
2x
. 
При 21 x  имеем 
)(xF =
x
dttp )( =
0
)( dttp +
1
0
)( dttp +
x
dttp
1
)( =
0
0dt +
1
0
dtt +
x
dtt
1
)2( =0+
1
0
2
2
t
+ 
+
x
t
t
1
2
)
2
2( =
2
1
+(2x -
2
2x
) – (2 -
2
1
)= -
2
2x
 + 2x - 1. 
При 0x  получаем )(xF =
x
dttp )( =
2
)( dttp +
x
dttp
2
)( = )2(F +
x
dt
2
0 =1. 
Таким образом, искомая функция распределения имеет вид 
 
 
Плотность распределения p(x) и функция распределения )(xF  связаны 
формулой (1), из нее получаем: 
p(x)= )(xF = 
2
2
1 x
x
=
22
22
)1(
2)1(2
x
xxxx
=
22 )1(
2
x
x
 при 0x ; 
p(x)= )(xF =0 при  0x . 
Таким образом, плотность распределения данной случайной величины 
определяется следующей функцией 
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.21
,21122
,102
,200
)(
2
2
xпри
xприxx
xприx
xиxпри
xF   
Определение 15.3. Случайная величина называется непрерывной, если 
она имеет плотность распределения вероятностей. 
 График функции p(x) (плотности распределения) называется кривой рас-
пределения. 
 Вероятность попадания значений случайной величины X в интервал ),(  
равна: 
P{ <X< }= dttp )(   (2).     
Пример 15.4. Плотность распределения случайной величины Х задана 
функцией 
.20
,20
2
,00
)(
xпри
xпри
x
xпри
xp  
Найти вероятность того, что в результате испытания величина Х примет 
значение из интервала (1,2). 
 Необходимую вероятность найдем по формуле (2):  
P{1<X<2}=
2
1
2
dx
x
=
2
1
2
4
x
 =
4
22
- 
4
12
= 1-
4
1
=
4
3
=0,75.  
Свойства плотности распределения 
Свойство 15.3. F'(x)=p(x). 
Свойство 15.4. Плотность распределения – неотрицательная функция 
p(x)>0. 
 Т.к. F(x) - неубывающая функция, то F'(x) 0, p(x)= F'(x) 0.  
 
График плотности распределения называют кривой распределения. Кри-
вая распределения расположена либо над осью Ox, либо на оси Oх. 
Свойство 15.5. dxxp )( =1. 
 В равенстве (1) вместо x ставим x=+∞, получаем F(+∞)= dxxp )( =1.  
Свойство 15.6. Вероятность того, что непрерывная случайная величина Х 
примет значение из множества В равна интегралу по множеству В от плотно-
сти распределения: 
Р(Х В)=
B
dttp )( . 
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