ABSTRACT UV spectra of j Velorum taken with the Goddard High Resolution Spectrograph (GHRS) on the Hubble Space T elescope are used to probe the structure of the outer atmospheric layers and wind and to estimate the mass-loss rate from this K5 IbÈII supergiant. VLA radio observations at j \ 3.6 cm are used to obtain an independent check on the wind velocity and mass-loss rate inferred from the UV observations. Parameters of the chromospheric structure are estimated from measurements of UV line widths, positions, and Ñuxes and from the UV continuum Ñux distribution. The ratios of optically thin C II] emission lines indicate a mean chromospheric electron density of cm~3. The log N e B 8.9^0.2 proÐles of these lines indicate a chromospheric turbulence km s~1), which greatly exceeds (v 0 B 25È36 that seen in either the photosphere or wind. The centroids of optically thin emission lines of Fe II and of the emission wings of self-reversed Fe II lines indicate that they are formed in plasma approximately at rest with respect to the photosphere of the star. This suggests that the acceleration of the wind occurs above the chromospheric regions in which these emission line photons are created. The UV continuum detected by the GHRS clearly traces the mean Ñux-formation temperature as it increases with height in the chromosphere from a well-deÐned temperature minimum of 3200 K up to about 4600 K. Emission seen in lines of C III] and Si III] provides evidence of material at higher than chromospheric temperatures in the outer atmosphere of this noncoronal star. The photon-scattering wind produces selfreversals in the strong chromospheric emission lines, which allow us to probe the velocity Ðeld of the wind. The velocities to which these self-absorptions extend increase with intrinsic line strength, and thus height in the wind, and therefore directly map the wind acceleration. The width and shape of these selfabsorptions reÑect a wind turbulence of B9È21 km s~1. We further characterize the wind by comparing the observations with synthetic proÐles generated with the Lamers et al. Sobolev with Exact Integration (SEI) radiative transfer code, assuming simple models of the outer atmospheric structure. These comparisons indicate that the wind in 1994 can be described by a model with a wind acceleration parameter b D 0.9, a terminal velocity of 29È33 km s~1, and a mass-loss rate D 3 ] 10~9 yr~1. Modeling of M _ the 3.6 cm radio Ñux observed in 1997 suggests a more slowly accelerating wind (higher b) and/or a higher mass-loss rate than inferred from the UV line proÐles. These di †erences may be due to temporal variations in the wind or from limitations in one or both of the models. The discrepancy is currently under investigation.
INTRODUCTION
The upper right-hand portion of the H-R diagram was characterized, on the basis of early IUE observations, by cool giant and supergiant stars having two basic types of atmospheric structure (see, e.g., Simon, Linsky, & Stencel 1982 ; Ayres et al. 1981) . Giants earlier than K2 and supergiants earlier than G5 have well-deÐned, compact chromospheres, pronounced transition regions characterized by emission in N V, C IV, and Si IV, and strong coronae often observed in X-rays. Stars of later spectral type show evidence for a stellar wind but relatively little indication of hot transition region or coronal plasma. This picture became more complicated when "" hybrid ÏÏ stars with characteristics of both types (cool winds and transition region emission) were identiÐed (Hartmann, Dupree, & Raymond 1980 Reimers 1982) . Multiple dividing lines and further reÐnements in this picture are discussed by Reimers et al. (1996) .
While the hotter stars are often modeled as solar analogs, the cooler, noncoronal stars are less well understood. The most successful theoretical models to date involve Alfve n waves in radial magnetic Ðelds, as in Hartmann & Avrett (1984) , but the better of their models (model 1) produce line Ñuxes several times (2 times for Mg II, 4 times for C II]) to more than an order of magnitude (for Ca II) above the observed values, and further observational constraints and theoretical modeling are needed.
Our study of j Vel is part of a comprehensive investigation of the physical processes that control the atmospheric structure and dynamics in these cool, "" noncoronal ÏÏ stars. A critical prelude to this understanding is the acquisition of reliable and detailed observational constraints on theoretical models. In particular, we need to determine as accurately as possible the thermodynamic characteristics (temperature, turbulence and Ñow velocities, densities, etc.) of the outer atmospheres of individual stars and their variation with global stellar properties, such as e †ective temperature, surface gravity and dust content. By studying the variation in these thermodynamic characteristics across the cool portion of the H-R diagram we will be able to provide additional constraints on theoretical models of nonradiative heating and wind acceleration mechanisms in these stars and determine how they relate to the evolutionary state of the stars.
In previous papers in this series, we have presented detailed results on two cooler low-gravity stars, the M supergiant a Ori (Carpenter & Robinson 1997 ) and the M giant c Cru (Carpenter, Robinson, & Judge 1995) and two stars of similar e †ective temperature, but higher surface gravity, namely, the normal K giant a Tau and the hybrid K giant c Dra Carpenter, Robinson, & Judge 1994 ; Robinson, Carpenter, & Brown 1998) . In addition, we have utilized GHRS spectra to characterize the outer atmosphere of the carbon star TX Psc, with comparisons to the M giants k Gem and 30 Her (Carpenter et al. 1997 ). Summaries of the earlier studies are also presented in Carpenter & Robinson (1996) and Carpenter (1996) .
j Vel provides a crucial location in the H-R diagram compared to these other stars. It enables an initial evaluation of the gravity-dependent di †erences among the late-K stars, by comparison with the normal K giant a Tau (T eff \ 3898 K) and the hybrid K giant c Dra K) (see (T eff \ 3985 Robinson et al. 1998 ) and of the e †ective temperaturedependent di †erences among supergiants through comparison with a Ori. Observations of additional stars will be needed to conÐrm the dependences we identify here on the basis of this minimal sample.
We Ðrst describe (°2) the observations and the basic stellar parameters for j Vel and then describe the calibration and reduction of the GHRS spectra and the methodology we use to measure the wavelengths, widths, and Ñuxes of the spectral lines (°3). In°4, we present identiÐca-tion of both emission and absorption lines seen in the GHRS spectra. The structure of the chromosphere (i.e., electron density and temperature) inferred from the UV data is discussed in°5, followed by a presentation of our results on the dynamics of the chromosphere, including measured Ñow and turbulent velocities, in°6. In°7, we discuss the direct implications of the UV data regarding the acceleration and variability of the stellar wind. Absorptions from the interstellar medium are discussed in°8. In°9, we present some initial models of the stellar wind and estimates of the massloss rate, based both on UV emission-line proÐles and our VLA radio continuum measurements. Finally, we compare our results for j Vel with those on other cool giants and supergiants (°10), summarize our conclusions (°11), and (in the Appendices) discuss the validity and robustness of our models and assumptions.
OBSERVATIONS AND BASIC STELLAR PARAMETERS
Ultraviolet spectra of j Vel were obtained on 1994 September 3È4 with the Goddard High Resolution Spectrograph (GHRS) on the Hubble Space T elescope (HST ). Three of the GHRS medium-resolution (R \ 22,000È28,000) Ðrst-order gratings (G160M, G200M, and G270M) and the high-resolution (R \ 85,000) Echelle-B grating were used to obtain sections of spectra containing a broad range of atmospheric and wind diagnostics, including chromospheric emission lines, continua from both the photosphere and chromosphere, and photospheric absorption lines. The speciÐcs of each observation, including the observation ID, grating, aperture, exposure start time, wavelength coverage, and exposure duration, are given in Table 1 .
To optimize the Ðdelity of the UV line proÐles and the precision of the measured radial velocities, all data were taken through the Small Science Aperture (SSA). Dedicated wavelength calibration exposures of the on-board platinum lamps (referred to as WAVECALS) were also obtained close in time to each of the stellar observations. These allow us to determine the dispersion coefficients and absolute wavelengths of each of the stellar observations to an accuracy of better than 0.3 diode widths, corresponding to wavelength scale uncertainties of about 3 km s~1 in the medium- resolution (R \ j/*j \ 20,000) observations and about 0.5 km s~1 in the high-resolution observations. To reduce the e †ects of thermal drifts and geomagnetic interactions within the spectrograph further (see Soderblom 1993), we divided each exposure into a series of subexposures, each with an integration time of 10 minutes or less. These exposures allowed any drifts within the spectrograph to be measured and corrected for in the spectral reduction process. We also observed j Vel with the VLA2 in B F C hybrid array on 1997 June 6. Data were collected in two 50 MHz bandpasses centered at 8.435 and 8.485 GHz. The data were combined to measure the 3.6 cm Ñux density of j Vel. 3C 286 Jy) was used for primary Ñux cali-(S 8.46 GHz \ 5.261
2 The Very Large Array is part of The National Radio Astronomy Observatory (NRAO), which is operated by Associated Universities Inc., under cooperative agreement with the National Science Foundation. bration and 0828[375 Jy) was observed (S 8.46 GHz \ 2.61 every 30 minutes as a phase calibrator. The data were calibrated and analyzed using AIPS.3 j Vel was detected as a 4.4 p source with mJy. The radio S 8.46 GHz \ 0.14^0.03 data were mapped using the routine MX and the source properties measured using JMFIT. The radio position was consistent, within the expected positional uncertainties, with the optical position from the Hipparcos Main Catalogue. The positional o †sets were and *a \ 1A .4 *d \ 1A .4 (cf. the synthesized beam size of 10A .8 ] 4A .8).
j Vel was chosen as a good representative K5 IbÈII star (Hirshfeld & Sinnott 1982) . Blackwell & Shallis (1977) adopted a K (based on its spectral type) and T eff \ 3820 found an angular diameter (/) \ 11.1^0.8 mas, from a 3 Astronomical Image Processing System (AIPS) is a data reduction software package developed by NRAO. All of these models use the OPAL radiative opacities of and Iglesias, Rogers, & Wilson (1992) . The cross shows the observed position and 1 p error bars of j Vel, inside a shaded box of length^2 p on each side. By inspection, the mass of j Vel is estimated to be 7~1 1.5 M _ comparison of observed and computed absolute Ñuxes. We have performed an independent check on these values using the V JK colors for j Vel from Koornneef (1983) , V \ 2.21, J \ [0.56, and K \ [1.33, and equations (2), (4), (4@), and (8@) from Di Benedetto (1993) (Rieke & Lebofsky 1985) . The results are shown in Table 2 .
These results imply a slightly higher temperature and smaller angular diameter than the Blackwell & Shallis (1977) values. However, the results of our continuum Ñux modeling (given below) suggest than is less than 4000 K, T eff so is probably conÐned to the 3820È4000 K range. T eff Given the uncertainties in the reddening, we adopt in this paper the Blackwell & Shallis (1977) value (log T eff \ 3.58), with the caveat that a slightly higher e †ective temperature may be appropriate.
The angular diameter of 11.1 mas, when combined with the distance of 176^16 pc found by the Hipparcos satellite, indicates a radius of 210
Our adopted e †ective tem-R _ . perature and radius imply a luminosity of log L /L _ \ 3.93. We estimate the mass of the star by combining observational information on the atmospheric composition and a comparison of the starÏs position in the H-R diagram with theoretical evolutionary tracks. The mean metallicity reported by Luck (1979) is [Fe/H] \ 0.35^0.42, which although formally consistent with solar metallicity, probably reÑects an actual metal enrichment. The star appears to be past the Ðrst dredge-up and through normal evolution on the red giant branch (RGB), since the expected amount of lithium dilution is seen (Luck 1979) . At the same time, the lack of s-process elements in the atmosphere (Luck 1979) , speciÐcally the lack of technetium (Little & Little-Marenin 1987) , suggests that the star has not yet undergone the thermal pulsing on the upper AGB that would bring these elements to the surface. Thus the star must be in an evolutionary state somewhere between the upper RGB and lower AGB. In Figure 1 , we compare the and luminosity to T eff Z \ 0.020 theoretical evolutionary tracks of Schaller et al. (1992) and Bressan et al. (1993) and to Z \ 0.050 tracks of Fagotto et al. (1994) . We see that the star probably lies close to the tip of the RGB with a mass of This mass, 7~1 1.5 M _ . combined with a radius of 210 implies a log g of about R _ , 0.64 cm s~2. The possibility remains that j Vel is a highmetallicity horizontal-branch star of slightly higher mass (the HB stars lie in a clump almost on the RGB for Z \ 0.05) or an AGB star of somewhat lower mass. Accurate abundance determinations are needed to eliminate this ambiguity in evolutionary state. The radial velocity of the star, which we need to infer plasma Ñows in the outer atmosphere of the star, is given as 18.0 km s~1 by Hoffleit (1982) .
UV DATA REDUCTION
The CALHRS routine developed by the GHRS Investigation DeÐnition Team (IDT) was used to reduce and calibrate the observations. This program merges the individual samples into a single spectrum, subtracts background counts, and corrects for nonlinearities in detector sensitivity. It then corrects for vignetting and the echelle blaze function (if required) and applies an absolute Ñux calibration (Soderblom 1993) . The WAVECAL exposures associated with each science observation (and obtained at the same grating carousel position) were used to obtain the optimal wavelength calibration. Separate exposures (i.e., the "" subexposures ÏÏ referenced in°2) at a given wavelength were then cross-correlated and co-added to produce the Ðnal spectra. While the Ðnal absolute Ñux calibration of a GHRS spectrum is generally good to^5È10%, there are some instances, particularly when the target star is located near the edge of the Small Science Aperture (SSA), when larger errors are seen. This appears to be true for this set of observations, as indicated by a comparison of the Ñux levels measured in the region of overlap between the exposures centered at 2720 and 2758 where a 30% di †erence is seen.
A , The sometimes poor photometric performance of the SSA (relative to the Large Science Aperture, LSA) is the trade-o † required when the highest resolution and proÐle Ðdelity (provided by the SSA) is required, as for this study. Relative Ñuxes within a single spectrum are good to 5%, independent of the aperture used.
The properties of the simple (unreversed) emission lines were determined by Ðtting a single Gaussian to the observed line proÐle. The parameters of the Ðt provide estimates of the integrated Ñux, width and radial velocity of the line. For the self-reversed lines, we adopted an empirical model to parameterize the line. In this model we assumed that the line wings could be represented by a Gaussian proÐle and, indeed, found that the wings are well Ðtted using this assumption. The central reversal was assumed to be formed in an overlying "" reversing layer, ÏÏ i.e., an absorbing slab having a Gaussian absorption proÐle, q(j). The resultant line proÐle is then given by the expression
where and are the central wavelength and width of j w *j w the Gaussian wing proÐle, is the wavelength of maximum j c opacity for the absorbing slab, and is the width of the *j c absorption proÐle for the slab. This model has an advantage over a simple multiple Gaussian Ðt in that it allows the absorption feature to "" saturate ÏÏ for very large optical depths. This was necessary to parameterize the stronger emission lines, in which the central intensity approaches zero. Numerical analysis shows that radial velocities for the emission and absorption components can be determined to an accuracy of between 0.5 and 3 km s~1, depending upon the degree of blending, assuming the wavelength scale is perfect. As is the case with the other noncoronal stars we have studied, the stronger self-reversed lines are better Ðtted using two absorptions, one strong component with a signiÐ-cant blueshift, and a second, weaker, redshifted component.
We have used these Ðts to measure the FWHM and the radial velocity of the emission and absorption components of the chromospheric lines and present the results in Table 3 and discuss them below. The uncertainty in a typical measurement of the absolute radial velocity of an individual line in a medium-resolution GHRS data frame is about 3.6 km s~1, including both Ðtting uncertainties (B2 km s~1) and the uncertainty in the absolute wavelength calibration of a single GHRS data frame (B3 km s~1). When more than (3) is deÐned in°7.1 and used in Fig. 9 , "" Abs1 ÏÏ in cols. (6)È(7) is the blueshifted "" q lte ÏÏ component of the self-reversal, and "" Abs2 ÏÏ in cols. (8)È(9) is the redshifted component of the self-reversal. one line and/or more than one GHRS spectrum are used to Ðnd a mean value these uncertainties can be reduced to
Thus, if the lines are within a single data frame, and thus subject to the same uncertainty in zero point of the wavelength scale, the minimum uncertainty, even with many lines, will be around 3 km s~1. On the other hand, if the lines are spread over multiple data frames with di †erent zero-point errors, the uncertainty can be reduced to a signiÐcantly smaller value. The errors in the relative velocities of lines within a single spectrum are, of course, much smaller, on the order of 0.5 km s~1. We have estimated the uncertainties in the measured FWHM by altering the 
LINE IDENTIFICATIONS
The GHRS spectra, along with identiÐcations of the major emission features, are shown in Figures 2 and 3 . Three of these spectra are shown on an expanded Ñux scale in Figure 4 to make the photospheric absorption features more easily visible. The emission and absorption lines have been identiÐed with the help of the Ultraviolet Multiplet Tables and updates by Moore (1950 Moore ( , 1962 Moore ( , 1965 Moore ( , 1967 Moore ( , 1970 Moore ( , 1971 Moore ( , 1972 Moore ( , 1975 Moore ( , 1976 Moore ( , 1979 , the Kurucz database of atomic lines (Kurucz 1992) , and line lists from similar stars, including identiÐcations presented for c Cru by Carpenter et al. (1988) , a Tau by Carpenter et al. (1991) , UU Aur by Johnson et al. (1995) , a Boo by Carpenter, Wing, & Stencel (1985) , and a Ori by Snow (1997) .
The emission-line spectrum is dominated by Fe II, although strong lines of S I, O I, Mn II, Al II, Mg II, and Ñuorescent Fe I, along with weaker emission from the hotter ions Si III and C III, are also seen. The Si I (UV 7) emission near 1980 has been attributed to Ñuorescence with O I A (UV 2) as the pump (Mundy 1990 ). The strongest emission features without a Ðrm identiÐcation are those at 1310 A , which may be only partly accounted for by Ñuorescent Si II (UV 3) emission at 1309.27 (see Jordan & Judge 1984) and A
1906.5
The photospheric absorption spectrum is domi-A . nated by Fe I, with Cr II, Zr II, Mg I, Al I, and V II also clearly visible in the spectral regions shown in Figure 4 . There is also a clear molecular absorption feature at 2811È2815 A due to the OH(1,0) R1 band, previously identiÐed in IUE spectra of Arcturus (Carpenter et al. 1985) .
THE STRUCTURE OF THE CHROMOSPHERE

Chromospheric Electron Density
The chromospheric electron density, is perhaps the N e , most important quantity for understanding the nonradiative processes.
is dominated by the ionization of N e hydrogen in the warm chromosphere, the (near-)LTE ionization of metals in the temperature minimum and by photoionization in the cool stellar wind.
The primary diagnostics of the electron density in noncoronal stars such as j Vel are the intercombination multiplets of C II] (UV 0.01) near 2325 and Si II] (UV 0.01) near A 2335 (Judge, Carpenter, & Harper 1991) . In j Vel, as in A the M supergiant a Ori, there are severe problems with blends of all these lines in both the archival IUE data and the GHRS data. Brown & Carpenter (1984) recognized this problem in their analysis of IUE spectra of this star and did take care to attempt a correction for the line blends. However, their analysis was based on the Ñux caliratio/N e bration of Stencel et al. (1981) , which was derived from atomic data which has since been superseded (the old data produces artiÐcially low estimates of
We have therefore N e ). performed a new analysis, using higher signal-to-noise ratio GHRS spectra, new atomic data, and a new Ñux ratio/N e calibration.
We have also improved the correction for the e †ect of the Fe II (UV 3) line at 2327.4 on the C II] Ñuxes and Ñux A ratios by accounting, in an approximate way, for its wind absorption of C II] 2326.9 photons as well as its contribu-A tion to the emission within the "" C II] ÏÏ line proÐles at 2326.9 and 2328. A We then compute the three Ñux ratios deÐned in Lennon et al. (1985) and and place them on the plot of (R 1 , R 2 , R 3 ) theoretical Ñux ratios versus log computed assuming a N e , representative chromospheric temperature of C II] line formation of log and using a model C II ion including T e \ 3.8 the Ðrst seven Ðne-structure levels. The Einstein A-values are from Fischer (1994) and Nussbaumer & Storey (1981) , and the intersystem line A-values have been scaled to the measured radiative decay rate given by Fang et al. (1993) . The electron excitation rates are taken from Blum & Pradhan (1992) . The computed curves and the observed ratios, along with 1 p error boxes deÐned by our estimates of the uncertainties in our Ñux measurements, are presented in Figure 5 . We see that the region of log space in N e common to all three error boxes is very limited and that the mean value is very close to that given by the ratio, 8.9 R 3 (7.9 ] 108 cm~3). In reality, the density will not be constant with height, so this number should be taken only as a mean characteristic value. Other e †ects such as inhomogeneities FIG. 5 .ÈObserved density-sensitive C II line Ñux ratios plotted along with 1 p error boxes, on computed curves relating the Ñux ratios to log N e .
could also a †ect the degree to which the derived value represents conditions in the chromosphere. The emission measures of these lines would be biased toward the warmer, denser plasmas in any multicomponent atmosphere, so if inhomogeneities are signiÐcant, we would expect the derived densities to be biased toward the higher values representative of those warmer regions. Blends and overlying absorptions on the Si II] (UV 0.01) lines do not allow any better estimates to be derived from those lines .
Chromospheric and Photospheric T emperatures
The far-UV continuum of j Vel can be used to characterize the range of temperatures present in the chromosphere. In Figure 6 (top) we compare the observed continuum Ñuxes to the Ñux distribution predicted by a traditional Kurucz ATLAS9 photospheric model (Kurucz 1992) and to the Ñux distribution produced using ATLAS9 with a model atmo- FIG. 6 .ÈT op: Comparison of the observed continuum Ñuxes (in the UV : each data point represents the mean continuum level of a single GHRS spectrum ; in the visible : we plot a continuous spectrum from Kiehling 1987) from j Vel to Ñux distributions computed with ATLAS9 based on (1) a pure photospheric model and (2) a model in which the upper layers are modiÐed so that the temperature never goes below a speciÐed "" temperature minimum ÏÏ to mimic conditions in the lower chromosphere. The observed Ñuxes have been dereddened and converted to surface Ñuxes as described in the text. Bottom : The radiation temperature inferred from the observed continuum Ñuxes as a function of wavelength.
sphere modiÐed so that the temperature never goes below a speciÐed "" temperature minimum ÏÏ value. Similar T min models were computed by Morossi et al. (1993) in an attempt to improve the agreement between calculated UV Ñuxes and IUE observations of a large sample of stars. The observed Ñuxes have been corrected for a small amount of reddening, E(B[V ) \ 0.06, which was derived from observations of stars close to j Vel on the sky in the compilation of Fruscione et al. (1994) . We revised the distances to those nearby stars according to the results from Hipparcos and found log which we scaled to E(B[V ) using the N H D 20.5, equation from Black (1987) . We then converted the observed Ñuxes to surface Ñuxes using an angular diameter of 11.1 mas (see°2).
At visible wavelengths the observed Ñuxes are slightly below those predicted by the models, suggesting that the e †ective temperature of the star is slightly lower than the 4000 K of the models. However, at the shorter wavelengths the observed Ñuxes are dramatically higher than predicted by the standard photospheric model, with the excess increasing from about an order of magnitude at 2750 to A B8 orders of magnitude at 1500
The modiÐed A .
( T min \ 3200 K) model produces a substantial improvement in the comparison down to about 2300 indicating that the Ñux A , in the 2300È2900 region is likely produced in the tem-A perature minimum region at the base of the chromosphere. The Ñuxes at shorter wavelengths are produced at higher temperatures further up in the chromosphere.
We can also characterize the Ñux-creation region by computing at each wavelength a mean e †ective radiation temperature, which will roughly indicate the temperature of Ñux formation. We simply set the surface Ñux at a given wavelength to nB (where B \ the Planck function) and then solve for the corresponding temperature. Figure 6 (bottom) shows such an e †ective radiation temperature versus wavelength. It conÐrms the of about 3200 K derived above T min using the modiÐed Kurucz models and traces nicely the chromospheric temperature rise as one looks to progressively shorter wavelengths, and thus higher altitudes, than included in the modiÐed Kurucz model. The temperature at the longer wavelengths approximates the e †ective temperature of the stellar photosphere, as expected.
The UV continuum provides a measure of the diskaveraged temperature. In order to search for evidence of higher temperatures possibly achieved only in relatively isolated pockets, we observed the spectral region containing the C III] UV 0.01 (1908.7 A) and Si III] UV 1 (1892.0 A) lines, which are typically formed at around 50,000 K but can produce signiÐcant Ñux at temperatures as low as about 30,000 K (Brown, Ferraz, & Jordan 1984) . In the exposure centered at 1908 we do in fact see signiÐcant emission A from both ions, indicating the presence of hot plasma somewhere in the outer atmosphere. The observed radial velocities (see Table 3 ) of these lines fall within the range of velocities seen in the cooler, "" chromospheric lines.ÏÏ However, the widths of these lines are large compared to most of the chromospheric lines and are indicative of high turbulence or high opacity broadening, although the lack of self-reversals suggest the latter is unlikely. The detection of 3È5 ] 104 K gas in this late-K supergiant, coupled with the detection of C IV in the late-K giant a Tau (Carpenter & Robinson 1996 ; Robinson et al. 1998) , strongly suggests that the outer atmospheres of all cool stars, whether coronal, noncoronal, or hybrid, contain signiÐcant amounts of plasma at temperatures higher than the D104 K of a "" classical ÏÏ chromosphere.
THE DYNAMICS OF THE CHROMOSPHERE
We can sample the dynamics in the outer atmospheric regions of the star by measuring wavelength shifts, widths and proÐles of lines from the various ions seen in these spectra.
Flows
The mean radial Ñow velocities in the chromospheric regions where the emission-line photons are created can be estimated from the Ðts (Table 3) to the simple, unreversed emission line proÐles (e.g., the intercombination lines of C II] (UV 0.01) and Si II] (UV 0.01) and the Ñuorescent Fe I/II lines) and to the wings of the self-reversed line proÐles [e.g., Mg II (UV 1) and the stronger Fe II lines]. The wind opacity is too low to a †ect any part of the unreversed lines or the far wings of the stronger lines, as veriÐed by the detailed line calculations in°9. In addition, the agreement found between the centroids of the optically thin lines and of the wings of the opacity-broadened emission lines suggests that chromospheric radiative transfer e †ects (which would likely a †ect optically thick lines more severely than optically thin lines) do not substantially alter the observed positions of the line proÐles.
There are 21 unreversed emission lines in Table 3 . The mean velocity of these lines is 18.7^1.5 km s~1, or ]0.7^1.5 km s~1 relative to the 18.0 km s~1 stellar radial velocity (Hoffleit 1982) . The mean velocity of the emission wings of the 28 reversed lines in the table is 18.2^1.2 km s~1, or ]0.2^1.2 km s~1 in the stellar rest frame. Both these results indicate that the emission-line photons are created deep down in the chromosphere in a region approximately at rest relative to the star, i.e., in a region below that in which signiÐcant wind acceleration occurs. This is consistent with our results on other late-type giant and supergiant stars.
There are two subsets of the simple emission lines for which we have enough lines of a single ion to assess its mean velocity separately from the group as a whole. These are (1) the Ðve lines of C II] (UV 0.01) and (2) the six unreversed Fe II lines. We Ðnd a mean velocity for C II] of ]3.4^3.1 km s~1 in the stellar rest frame, consistent with a slight downÑow, as found by Carpenter et al. (1991) for the K giant a Tau (for which the result is more robust owing to the use of the echelle grating, which yields signiÐcantly smaller error bars). The mean velocity of the six unreversed Fe II lines is [1.0^2.3 km s~1, which is consistent (given the error bars) with being at rest relative to the star.
T urbulence
The shapes and widths of lines which are not controlled by opacity broadening (i.e., those lines that are optically thin) can yield information on the velocity Ðeld ("" turbulence ÏÏ) in the chromosphere. Intercombination lines, such as C II] UV 0.01 and Si II] UV 0.01, and Ñuores-cently excited lines, such as the Fe II LyaÈpumped lines near 1300 are ideal for this purpose. These line proÐles A , provide a measure of the turbulence (including the thermal broadening of D5 km s~1). The widths of the lines may be given in terms of a "" characteristic velocity ÏÏ a "" full (v 0 ), width at half-maximum ÏÏ (FWHM), or as a standard devi-Vol. 521 ation from the mean (p), where v 0 \ FWHM/2(ln 2)1@2 \ p(2)1@2. In this paper, we describe the turbulent velocity Ðeld in terms of a Gaussian velocity distribution and the characteristic velocity using the equation
Previous GHRS observations of other stars have indicated C II] line widths (as measured from single Gaussian Ðts to the cores) of km s~1 in the K giant a Tau v 0 \ 14 ) and 22 km s~1 in the M supergiant a Ori (Carpenter & Robinson 1997) . A similar Ðt to the j Vel lines yields km s~1, slightly larger than the a Ori v 0 B 25 value.
However, this way of characterizing the line shapes and the inferred turbulence is incomplete, since the observed line proÐles have wings that are substantially enhanced relative to a Gaussian proÐle. These enhancements could be produced in a number of ways :
1. Some of the line photons could be created in regions of greater turbulence and higher temperature (e.g., "" hot pockets ÏÏ within the chromosphere) than the photons that dominate the line core, as discussed in the context of the M giant c Cru by Carpenter et al. (1995) . By Ðtting a second (weaker) Gaussian, at the same velocity as the core Gaussian, to the line wings, we can estimate the turbulence in this second component and Ðnd that km s~1). v 0 B 36 2. The turbulence distribution could be anisotropic such that there are preferential motions along either the radial or tangential directions (cf. Gray 1992) as discussed by Carpenter & Robinson (1997) for the M supergiant a Ori. In this case, the characteristic turbulence is in the range of 35È53 km s~1, depending on the assumed relative magnitudes of the radial and tangential components and presence or absence of limb brightening [computed using the simple form I(h) D 1/cos h]. Results of several decades of study of the eclipsing binary f Aur (K4 Ib]B5 V), including groundbased (Wilson & Abt 1954 ; Wright 1980) , IUE (Eaton 1993) , and HST /GHRS (Baade et al. 1996 ; Harper, Bennett, & Cuntz 1998) spectroscopy, have Ðrmly established the existence of turbulence of km s~1 (depending on v 0 D 15È25 the projected height) along the tangential direction in the chromosphere of the K supergiant primary.
3. The turbulence might vary with height in the atmosphere (Ensman & Johnson 1995 ; Harper 1992 ). This could be related to waves throughout the atmosphere with outwardly moving shocks becoming important at greater heights where the C II] (UV 0.01) lines are formed (see, e.g., Cuntz & Ulmschneider 1988 ; Cuntz 1990 ; Cuntz, Ramamacher, & Ulmschneider 1994) . However, Judge & Carpenter (1998) found no evidence of shocks in GHRS observations of cool, low-gravity stars.
4. There could be emission from an accelerating wind, although that would enhance only the blue side and produce asymmetries in the line wings. Such asymmetries are not seen in our observations of C II] lines in j Vel, although they were noted in observations of the M giant c Cru (Carpenter et al. 1995) . Most interestingly, however, the Si II] (UV 0.01) 2350 line proÐle in j Vel is closer to A Gaussian than the C II] lines, diverging from a Gaussian proÐle only on its blue sideÈexactly as would be expected if there were a contribution from the wind. Most of the other optically thin lines exhibit too weak a signal-to-noise ratio in their wings to allow us to make a deÐnitive statement regarding any enhancements. The Fe I (UV 44) lines, however, do appear to show slight enhancements concentrated on the blue side of their proÐles.
A determination of which, if any, of these ideas are correct (and for which lines) awaits more detailed modeling and radiative transfer calculations, but, in any case, it is clear that the chromospheric turbulence is large compared with the photospheric turbulence (D2 km s~1 ; Bonnell & Bell 1993) and to the turbulence we derive for the wind (see below) and is probably related to the chromospheric heating.
THE STELLAR WIND
In this section we discuss what the observations tell us directly about the wind characteristics. Further, modeldependent, inferences will be given in°9.
Acceleration of the W ind : Observed V elocities versus
Relative Optical Depth The acceleration of the stellar wind can be examined using the central reversals, which are primarily formed by scattering in the wind, in strong lines of O I, Fe II, and Mg I/II. By including lines with a variety of optical depths and excitation temperatures, the wind speed can be traced from the lower chromosphere up into the outer reaches of the atmosphere where the terminal wind speed is reached. This is illustrated in Figure 7 . The weakest lines show narrow emission (little or no opacity broadening) centered at the stellar radial velocity with no self-reversals. As the line opacity increases, the emission component broadens in width and a self-reversal appears, which increases in strength and extends to higher blueshifts for higher opacity lines. In Figure 7 , the wind scattering (self-absorption) is Ðrst seen in the Fe II 2732 (UV 32) line, at an outÑow A velocity of about 5 km s~1. As we examine higher opacity lines, we see the strength of the self-absorption increase, with evidence of absorption at velocities up to 50È60 km s~1 in the strongest lines. In our studies of other cool noncoronal giants and supergiants, we have seen the wind velocity continue to increase with the line opacity even for the strongest lines, clearly indicating that the strongest lines were not opaque enough to sample the true terminal velocity (e.g., in a Tau ; see Carpenter 1996) . In j Vel, for the Ðrst time, we see that we have reached a saturation point (e.g., in the three strongest lines in Fig. 7 ) and that several of the strongest lines are opaque enough to deÐnitively show the terminal velocity. This saturation e †ect can also be seen in the three O I (UV 2) lines shown in Figure 8 .
The centroid velocities of the emission-line wings and the blueshifted absorption component of the self-reversed Fe II lines (from Table 3 ) are plotted as a function of a line opacity index in Figure 9 . This index is proportional to (q lte ) the line center optical depth and is given by the expression
where is the rest wavelength of the line in g is the j 0 A , statistical weight, f is the oscillator strength, is the exci-*E l tation of the lower energy level, k is the Boltzmann constant, and T is the temperature. The gf-values are taken from Kurucz (1992) . For purposes of computing the optical depth we have assumed a temperature of 6000 K. This q lte , Crutcher (1982) . Note that, as is to be expected, the e †ect of the ISM absorption is seen only in the zero-volt 1302 line and not in the other two lines, which have A ground states slightly above zero. Table 3 , in the stellar rest frame, vs. an opacity index computed as described in the text.
allows us to compute a relative optical depth scale, in which lines are ordered according to the actual optical depths of the Fe II lines in the wind. Our numerical values of q lte computed in this way are by no means meant to provide a precise description of the true optical depth of the wind in the various lines. Our choice of 6000 K in computing is q lte to some extent arbitrary : we are guided in our choice by earlier studies of cool giant stars by Judge (1986) and by Carpenter et al. (1995) . The plot in Figure 9 is restricted to Fe II lines in order to avoid uncertainties related to ionization fractions and/or variations in elemental abundances.
The emission components (open squares) are scattered about the rest velocity of the star as noted in°6.1, while the velocities of the blueshifted self-absorption components exhibit a strong dependence on line strength. These absorptions, formed by scattering in the stellar wind, measure velocities that start near zero and trace the acceleration of the wind up to around 30È35 km s~1 in the strongest lines, whose last scattering occurs high up in the wind. In°9 we present a simple model of the stellar wind and its e †ect on chromospheric emission line proÐles, which allows us to better quantify the velocity and acceleration of the wind versus height.
V ariability of the W ind
Although j Vel has been observed only once by HST , there are several useful observations in the IUE archive that, when compared to the GHRS data, allow us to evaluate the stability of the stellar wind and chromosphere on the time scale of several years. The best quality high-resolution IUE spectrum of j Vel is the 420 minute exposure LWP19277, taken on day 329 of 1990. A second exposure (LWR13536) taken on day 172 of 1982 also records a number of Fe II lines with sufficient signal to be of interest.
As discussed by Mullan, Carpenter, & Robinson (1998) , a comparison of the 1990 IUE spectrum with the 1994 GHRS spectrum reveals dramatic changes in the wind between those two epochs. 2592 (UV 64). In both cases, we see that the violet wing of A the emission is strongly suppressed (actually nearly obliterated) in the 1990 spectrum, relative to what is seen in the 1994 spectrum. In contrast, the overall width of the line seems unchanged. This indicates that the chromospheric regions in which the line photons are created are not signiÐ-cantly changing and suggests that the variations seen in the blue wing are due to changes in the characteristics of the wind.
As shown in the previous section, in 1994 the wind absorption is seen out to about 55 km s~1. The additional wind absorption evidenced in the 1990 data can be seen out to 80 km s~1 in the 2592 line and out to at least 90 km A s~1 in the 2586 line. The latter line may indicate absorp-A tion out to even higher velocities, but the low signal-tonoise ratio of the IUE spectrum and the uncertainty in the continuum level around that line does not allow us to make a more deÐnitive statement. This increased absorption suggests that the opacity of the wind was substantially larger in 1990 than in 1994 and that the starÏs mass-loss rate, turbulence, and/or the wind terminal velocity were signiÐcantly larger during that epoch. The IUE data from 1982 suggests that the opacity of the wind was even smaller in 1982 than in 1994, as noted by Mullan et al. (1998) .
The changes in line proÐles illustrated in Figure 10 are seen in a wide variety of lines and cannot be due to mutilation by unrelated overlying absorbers over just these two lines. In the Fe II lines, the velocity out to which the enhanced absorption is seen is related to the intrinsic strength of the line, with the stronger lines showing absorption to higher blueshifts, as would be expected from selfabsorption. Similar changes, also well correlated to line strength, are seen in Mn II, Mg I, and Mg II lines. The "" saturation ÏÏ of the self-absorptions in all of the strongest lines at the same apparent terminal velocity in the (weakwind) 1994 data ensures that we are still sampling the actual terminal velocity at that epoch. Thus, the apparently lower terminal velocity (relative to 1990) is not merely an artifact of the lower wind opacity in 1994 causing us to sample insufficiently high in the atmosphere to see the higher velocities. Further details on the observed changes in line proÐles are given in Mullan et al. (1998) , who also describe similar changes in line proÐles seen from the M giant c Cru between 1978 and 1982.
ABSORPTIONS FROM THE INTERSTELLAR MEDIUM AND CIRCUMSTELLAR SHELL
We see no evidence for a circumstellar shell in any of the UV spectra of j Vel. This is in marked contrast to the UV observations of the M supergiant a Ori (e.g., Carpenter & Robinson 1997) , where many of the chromospheric emission features are mutilated by overlying absorption by a strong circumstellar shell which has also been observed at optical, infrared, and radio wavelengths.
We do, however, see interstellar absorption features in most of the emission-line proÐles with zero-volt lower energy levels, including Mg I 2852 Mn II 2594 Fe II A , A , 2586 and 2599
and Mg II h and k. Lines of comparable A , strength with higher energy levels (e.g., Fe II j2338, j2607, and j2626) do not exhibit the absorption. This is illustrated in Figure 11 , which shows Echelle-B observations of three lines with zero-volt lower energy levels (Mg I 2852 Mn II A , 2594 and Fe II 2599 and one Fe II line (at 2598 with A , A ) A ) a higher lying lower energy level, where the ISM absorption feature is absent. These spectra indicate that the majority of the ISM absorption occurs at 17.0 km s~1, somewhat larger than the value of 13.1 km s~1 predicted by Crutcher (1982) . The spectra also suggests some cloud structure (i.e., multiple radial velocities), especially in the 2599 and 2594 proÐles. A
INITIAL MODELS OF THE STELLAR WIND
In this section we present two methods for examining the wind of this star. We Ðrst investigate the wind structure and mass-loss rate by comparing synthetic spectra with observed (1994 GHRS) UV line proÐles (the 1990 IUE data set has too low a signal-to-noise ratio and dynamic range to be useful for this purpose). We then obtain an independent assessment of mass-loss rate by comparing computations of the radio continuum expected from the wind with VLA observations taken in 1997 and compare it to the UV result.
Models Based on UV Emission-L ine ProÐles
We have adopted an empirical technique to investigate the wind properties of j Vel. This approach is similar to that used by Robinson et al. (1998) to investigate the K giants a Tau and c Dra and involves comparing the observed emission-line proÐles with synthetic proÐles generated using the SEI (Sobolev with Exact Integration) radiation transfer code developed by Lamers, Cerruti-Sola, & Peri- A , A , A ) 2598 with a higher lying lower energy level, as observed with GHRS Echelle-B. In agreement with the G270M observations, the zero-volt lines show the A ISM, while the line with a slightly elevated lower energy level does not. These high-resolution spectra resolve the ISM much more clearly than the G270M observations and indicate that the majority of the ISM absorption is at a slightly higher velocity than predicted by Crutcher (1982) . The vertical tick marks indicate a velocity of 17.0 km s~1 heliocentric ([1.0 km s~1 in the stellar rest frame), where the center of the ISM absorption appears to reside. In addition these Echelle-B observations suggest some cloud structure in the ISM, especially in the 2599 and 2594 lines. A notto (1987) . This code has the advantage of simplicity and allows a great number of possible wind models to be examined. The intention is to use the code to obtain initial Ðrst-order estimates of the wind parameters and mass-loss rate. More sophisticated but more time-consuming and resource-intensive calculations will be performed at a later date, using the SEI-deduced wind parameters as a starting point.
To check the accuracy of the SEI code, we have compared the results with those from a more sophisticated comoving frame, CRD calculation. This comparison is presented in Appendix A and shows that the SEI code is quite reliable as long as the basic assumptions are valid.
Description of SEI Model
The SEI radiative transfer code gives an approximate solution of the radiative transfer equations in a homogenous, spherically expanding atmosphere. An approximate source function calculated using the Sobolev approximation is combined with an exact formal solution of the emergent Ñux. Thus, the SEI code explicitly accounts for the plasma turbulence in the calculation of the emergent proÐle. The code is able to handle situations accurately in which the turbulence is a large fraction of the wind velocity provided that the wind acts as a purely scattering medium, i.e., there is no photon generation within the wind itself. This assumption basically requires that the thermalization length is large compared with the scale height of the wind. This can be checked once a wind solution is obtained and was found to be the case for j Vel.
Additional simplifying approximations include (1) a twolevel atom to represent each transition ; (2) a constant temperature, which implies a constant ionization fraction with height ; and (3) a constant turbulence with height. The twolevel atom is a reasonable approximation for the Mg II and O I lines (though some line leakage occurs out through the 1640 O I line) but may lead to systematic errors for the A Fe II lines, which su †er from signiÐcant line leakage and interlocking of transitions. To check the e †ect that this might have on our results, we performed some sample multilevel Fe II calculations using a more sophisticated comoving frame CRD computer code. As shown in Appendix B, the multilevel e †ects are small given the way in which we are analyzing the lines, and can be neglected to a Ðrst approximation. The assumption of a constant temperature and turbulence is clearly unrealistic and contradicts the observations of the K giant component of the f Aur system (Baade et al. 1996) . However, these limitations can be overcome somewhat by Ðtting proÐles to a range of spectral lines, since the Ðt to an individual line is mainly sensitive to the wind parameters near If the Ðts require a sysq line \ 1. tematic change in temperature or turbulence with line strength, then this implies that these quantities are variable with height and will require a more sophisticated treatment to be fully understood. Conversely, if all of the lines can be accurately Ðtted with a single value of temperature or turbulence, then height variations are relatively unimportant.
In addition to specifying the assumed wind properties (see°9.1.2) the program also requires that the user supply the chromospheric emission line proÐle (i.e., the "" intrinsic proÐle ÏÏ) that is incident at the base of the wind. There is no evidence for unidirectional Ñows within the line formation region (see°6.1). We therefore implicitly assume that the intrinsic proÐle is symmetric, since we are aware of no radiative transfer e †ect that can cause asymmetric proÐles in the absence of Ñows. Under this assumption we Ðnd that the shape of the proÐle is very well constrained by the far wings and the red peak of the observed proÐles, both of which are, at most, weakly a †ected by the wind. Future studies will address whether the deduced chromospheric proÐles can be produced by reasonable atmospheric models.
Results of SEI Modeling
We have used the SEI code to compute synthetic line proÐles for a set of 14 relatively unblended, self-reversed Fe II lines, along with the O I (UV 2) 1302 and 1306 lines A and the Mg II h and k lines. This set was well observed by GHRS and contains lines covering a wide range of opacity, thereby providing a robust set of constraints on the wind models. The lines used are listed in Table 4 , along with their gf-values, lower energy levels, computed wind optical depths, inferred turbulent and terminal wind velocities, and the mass-loss rate inferred from each line (see below).
For this analysis we assume a velocity law of the form
where is the terminal velocity of
is the stellar photospheric radius, R is the R * radial height, and b is a constant that speciÐes the rapidity of the wind acceleration. In this expression it is assumed that x [ 1, u ¹ 1, and is the height at which R/R ref [ 1. R ref the wind is initiated and the altitude from which we integrate (cf. Harper et al. 1995) . The density is determined using conservation of mass and the assumption of a spherically symmetric, isothermal wind.
The line proÐles obtained with the GHRS in 1994 can all be Ðtted with a wind structure characterized by a b \ 0.9 and a terminal velocity of 31^2 km s~1. We Ðnd that the value of b is much better constrained by the lower opacity lines than by the higher opacity lines and that the Ðts to the lines are improved if we allow a di †erent turbulent velocity for each line. The turbulence derived from these Ðts ranges from about 9È14 km s~1 for the weaker Fe II lines (q wind ¹ 10), up to 14È21 km s~1 in the stronger Fe II (q wind º 10) lines and in the O I and Mg II lines. These results by themselves do not allow us to determine unambiguously whether the higher turbulence seen in the stronger lines necessarily arises from higher or lower heights in the wind, since that depends on the relative gradients in the Ñow and turbulent velocities. However, in either case, the turbulence throughout the wind appears to be substantially smaller than that seen in the chromosphere. The computed wind optical depths in these lines range from 0.4 to more than 2000. Because the lines can be Ðt with di †erent combinations of total wind opacity and turbulent velocity (see Appendix C), we present a range of values for those two parameters as well as for the derived mass-loss rate (see°9.1.3). Examples of Ðts to the Fe II lines, assuming a b \ 0.9 and a terminal velocity of 31 km s~1, are shown in Figures 12 and 13 , which show the assumed intrinsic proÐles, the synthetic emergent proÐles, and the observed proÐles. The Ðts to the O I and Mg II proÐles are shown in Figure 14. 
Estimates of the Mass-L oss Rate from SEI Fits
If we make some assumptions about elemental abundances, ionization ratios, and wind temperatures, we can use the wind optical depths derived in°9.1.2 to obtain estimates of the mass-loss rate, using the equation
where is the mass loss in solar masses per year, is M 0 R * given in units of in units of km s~1 and R _ , v = and are the ionization fraction, ele-I, A E , g, f, *E l , U, j 0 mental abundance relative to hydrogen, statistical weight, oscillator strength, lower energy level of the transition, partition function, and central wavelength in for the spectral A line. This follows Olson (1982) but is modiÐed to account for the fraction of the ionÏs population which is in the lower level of the line, and to include explicitly the dependence on mean molecular weight, k. We also explicitly calculate the value of the expression [x2u(du/dx)] at u \ 0.5, rather than assume the value 0.5 (which is exactly correct only at b \ 0.5 and 1.0, although it is close to 0.5 for values of b between 0.5È1.0, as noted by Olson 1982) . The value of q(u \ 0.5) is related to the total wind opacity by a scaling factor which depends on the velocity law (and thus b). We show in Table 5 the values of this scaling factor and of [x2u(du/dx)] versus b.
We assume solar abundances for all three elements : magnesium from Anders & Grevesse (1989) Noels, & Sauval (1992) . The solar abundance of iron has been in some disputeÈsee the discussion by McWilliam (1997) . However Anstee, OÏMara, & Ross (1997) appear to conÐrm the Grevesse et al. (1992) result, so we use that value. We further assume that the ionization conditions in the wind are such that the oxygen is completely neutral and the magnesium and iron are completely singly ionized. Finally, we assume that the populations of the Fe II lower energy levels follow a Boltzmann distribution, which at the electron densities and temperatures characteristic of our wind models is a good approximation for these metastable, even-parity levels.
The Fe II lines provide the best constraints on the stellar wind, since they cover a wide range of wind opacities and therefore sample the full range of heights. The Mg II and O I lines, on the other hand, are so opaque that their proÐles are near or at saturation. Thus, they sample only the outer regions of the wind and so are relatively insensitive to the wind acceleration factor. The wind opacity in these lines is also poorly constrained by the proÐles, so there is a large uncertainty in the mass loss rate inferred from them.
The Fe II lines also allow us to obtain a crude estimate of the wind temperature, since those transitions have a broad range of lower energy levels, whose relative populations are a †ected by the plasma temperature. We simply calculate the mass-loss rate for di †erent wind temperatures and compare is the ionization fraction assumed to derive the "" mean ÏÏ value given in the last column. NOTE.ÈF ion the results for lines with di †erent lower energy levels. In doing this, we Ðnd that a wind temperature of D5000 K provides the most consistent results, assuming the relative populations of the Fe II lower energy levels have a Boltzmann distribution as noted above. We therefore adopt this value as a characteristic wind temperature. yr~1 (excluding the poorly con-M _ strained result for j2585). This value is consistent with the high end of the range permitted by the Ðts to the Mg II h and k and O I 1302 lines and to the low end of the range A FIG. 12 .ÈSynthetic proÐles computed with the SEI code compared with GHRS data from 1994, for four of the lower opacity self-reversed Fe II lines, presented in order of increasing opacity. The dotted line is the chromospheric proÐle assumed to be input to the base of the wind scattering region, the histogram is the GHRS observation, and the dashed line is the computed emergent proÐle.
FIG. 13.ÈSynthetic proÐles computed with the SEI code compared with GHRS data from 1994, for four of the highest opacity Fe II lines, presented in order of increasing opacity. The dotted line is the chromospheric proÐle assumed to be input to the base of the wind scattering region, the histogram is the GHRS observation, and the dashed line is the computed emergent proÐle. In (h), absorption by the ISM at a slight blueshift relative to the star causes the discrepancy between the computed and observed proÐles in the 0 to [10 km s~1 range.
permitted by Ðts to the Fe II j2585 line. The O I 1306 line A is the only major wind-component line whose Ðt range does not overlap with this value, but even it is within a factor of 2 (lower). Given the consistency of all the other lines (and the fact that one signiÐcant digit is a better representation of the precision of our analysis), we adopt a value of 3^1 ] 10~9 yr~1. If similar and signiÐcant fractions of magnesium M _ and iron are neutral and of oxygen are singly ionized, then the true mass-loss rate could be higher. (But all three ionizations would have to be similarly e †ected to maintain consistency.) Comparison of our results for Mg I and Mg II (see below) suggest that our assumption that Mg II is by far the dominant ionization stage of that ion is quite justiÐed. For comparison, we note that Hagen, Stencel, & Dickinson (1983) published an upper limit of 8 ] 10~9 yr~1 based M _ on optical data, which is consistent with our results. Using log g \ 0.64, and R \ 210 we can also log L /L _ \ 3.9, R _ , compare our result to predictions from several semiempirical relations between mass-loss rate and basic stellar parameters. Judge & Stencel (1991) present a relation between and surface gravity, calibrated with RGB and M _ AGB giants, which predicts 6 ] 10~9 yr~1, about 2 M _ times higher than our result, but below the optical data upper limit. The more general formulae of Reimers (1977) and Kudritzki & Reimers (1978) , however, predict a substantially larger mass-loss rates of 4È14 ] 10~8 yr~1 M _ for j Vel.
Finally, we can use this analysis to estimate the ionization fraction of Mg in the outer wind. Modeling the proÐle of the Mg I resonance line at 2852 and then calculating the A mass-loss rate assuming that Mg is completely neutral (clearly not the case) we get a rate of 1.4È5.3 ] 10~11 M _ yr~1. This can be made consistent with the Fe II results provided the ionization fractions of Mg I and Mg II are 0.02 and 0.98, respectively (see Table 4 ).
Models Based on 1997 V L A Radio Continuum Data
Previous analysis of Ñuxes and spectral indices from evolved late-type stars (e.g., Drake & Linsky 1986) indicate FIG. 14.ÈSynthetic O I and Mg II proÐles computed with the SEI code compared with GHRS data from 1994. The dotted line is the chromospheric proÐle assumed to be input to the base of the wind scattering region, the histogram is the GHRS observation, and the dashed line is the computed emergent proÐle. Absorption by the ISM at a slight blueshift relative to the star causes the discrepancy between the computed and observed proÐles in the 0 to [10 km s~1 range.
that the observed radio continuum from late-K and M evolved late-type stars is dominated by thermal free-free processes. The radio source function is therefore just the Planck function determined by the electron temperature. We can estimate the spatial scale of the radio emission by considering the following simple model.
If the surface is located at a height at which q 3.54 cm^2 3 the electron density scale height is much smaller than the radial distance, then the radio Ñux can be approximated by
where is the apparent angular diameter (in radians) /(q \ 2 3 ) of the source corresponding to a radial optical depth^2 3 , is the observed Ñux at Earth, and B(l, is the Planck F^T e ) function. Since this expression yields an /(q \ 2 3 ) º / * , upper limit of K at (assuming T e ¹ 28,000 q \ 2 3 /[q(2 3 )] \ given the observed 3.54 cm Ñux of 0.14 / * \ 11.1 [ mas) mJy. We can obtain an upper limit to the radio opacity by assuming that all the observed Si III] Ñux originates from plasma at K, which is below the expected for-T e B 28,000 mation temperature. We Ðnd that q 3.54 cm0 .02, i.e., the transition region plasma has insufficient emission measure to make an opaque radio surface. This suggests the radio Ñux originates from a cooler and more extended region.
The estimates of wind mass-loss rates derived from the SEI analysis of the Fe II lines presented here, along with results from the study of the red giant c Cru (M3.4 III) (Carpenter et al. 1995) , suggest that the wind temperature for cool giants is K. Winds with T wind D 5000È9000 T e \ and 8000 K require and 1.9, 5000 R radio (q^2 3 )/R * \ 2.4 respectively ; i.e., the radio emission comes from a warm region extending well above the stellar surface. For T e \ 5000È8000 K, hydrogen is only partially ionized, and the wind radio opacity (H free-free and H~free-free) can be very small compared to fully ionized plasma where the H free-free processes alone dominate. The radio opacity is sensitive to the wind acceleration and temperature but is relatively insensitive to the details of the turbulent velocity Ðelds and thus provides a powerful independent check on the SEI results.
If the radio emission comes from the wind acceleration region, the scale height may no longer be small com-N e pared to the spatial extent, and the simple model described above will not be accurate. For the detailed comparison of the SEI results with the radio Ñux we adopt a more sophisticated analysis, where we solve the radiative transfer problem for a spherically extended emission region.
We have computed the radio Ñuxes at three wind temperatures (5000, 8000, and 10,000 K) for a grid of wind models with di †erent wind accelerations and mass-loss rates. A detailed description of these calculations will be given in Harper & Brown (1999) .
is assumed to be con-T e stant throughout the model. This assumption overestimates the wind opacity in the inner region near the photosphere if the temperature actually increases with height. However, in models that yield Ñuxes similar to those observed, this region is shielded by overlying wind opacity, and the photospheric emission is not detected.
To compute the hydrogen ionization we use an eightlevel model for H I and the continuum. The statistical equilibrium is computed using approximate net radiative brackets for bound-bound transitions between the Ðrst (o ji ) eight n-levels of hydrogen (see Hartmann & Avrett 1984) . We use the plane-parallel escape probability of CanÐeld & Ricchiazzi (1980) to describe the Lyman continuum. For o ji , we use the approximations adopted in Hartmann et al. (1990) , which are a function of the overlying line opacity. We include recombination to levels greater than n \ 8 by enhancing the recombination rate into the uppermost bound level. We include a Ðxed contribution to the electron density from photoionized metals of We n e /n H \ 5 ] 10~4. estimate an absolute uncertainty in the ionization balance of at least 15% from the uncertainty in the estimated Balmer radiation Ðeld. Dumont & Collin-Sou †rin (1985) applied similar approximations to the solar VAL-C model of Vernazza, Avrett, & Loeser (1981) and found that the escape probability approximations reproduce the electron density to within a factor of 2. We expect a similar level of approximation in our models ; arbitrary changes of a factor of 2 in the Lya escape probability lead to changes in the radio Ñux of D0.02 mJy. The uncertainty in hydrogen ionization is small compared to the error introduced by assuming a constant T e . The bound-free radiation Ðelds of the Balmer and higher continua are assumed to be optically thin in the wind models, and the mean intensities are described via the relation
where we have adopted K and T Balmer \ 3322 T Paschen \ 3790 K (estimated from IUE, GHRS, and ground-based spectrophotometry).
is the radiation dilution W (R/R * ) factor. Advection is included in the statistical equilibrium equations. In this approximate solution for the ionization of hydrogen, we have replaced the full nonlinear (nonlocal) radiative transfer problem with one based on a selfconsistent solution of the optical depth scales and level populations.
The results of the radio modeling are shown in Tables 6  and 7 . The computed radio Ñux density increases signiÐ-cantly with increasing mass-loss rate and larger b. In the former case the local density at a given R increases with M 0 , and the wind opacity goes as in the latter case the Dn H 2 ; integrated column density is larger at a given R for larger b. In the low-b, low-mass loss models, the wind is optically thin down to the photosphere leading to unrealistic solutions since the computed Ñuxes ( D 0.04 [ mJy) are well below those observed. We do not give Ñuxes for these cases. The maximum Ñux for a 5000 K wind is for b \ 3.5 and yr~1 model and has a value of 0.04 M 0 \ 1.0 ] 10~8 M _ mJy, well below the observed value. We have therefore not presented the results for this temperature.
When hydrogen is partially ionized, as in these models, the wind opacity is a very sensitive function of With only T e . the 3.54 cm datum, we are unable to place limits on potential variations of with radius. Multiwavelength radio T e observations are essential if we are to place tighter constraints on the wind models.
Comparison of UV and Radio W ind Models
In the preceding sections we have utilized two completely independent modeling techniques and data sets to characterize the structure of the j Vel wind. A comparison of the results thus provides a way to assess the degree to which our modeling assumptions have allowed us to properly characterize the wind.
The computed radio Ñuxes for 5000 and 8000 K are well below the observed level for the values of and b derived M 0 from the UV analysis. At a temperature of 10,000 K we can get an overlap with the b and implied by the UV results M 0 (in the region of yr~1 and b B 1). M 0 \ 3.0È5.0 ] 10~9 M _ However, that requires that the plasma radiating the radio Ñux be at º10,000 K while the SEI results, assuming an LTE population of the Fe II lower energy levels, suggest a cooler wind at B5000 K.
There are several ways in which the radio and UV results might be reconciled.
First, currently neither technique allows a good determination of the temperature gradientÈwe have assumed an isothermal atmosphere in both cases, which is inevitably not realistic. A single radio datum has insufficient information to allow such an assessment, while the UV proÐles analysis does not have the necessary physics incorporated for a robust determination of the temperature structure in the line formation region. The determination from the T wind SEI Ðts is rough in the sense that it depends on a simple model of the Fe II transitions with no line interlocking and a simple treatment of the line excitation with a prescribed radiation Ðeld at a given base height. The Fe II lines with the most sensitivity have their q \ 1 surfaces in the 1È4 T e R * region, while the radio models that reproduce the observed Ñuxes have characteristic radius of 1.7
There appears to R * . be some overlap in the diagnostic regions, and would be T e required to change by a factor of 2 over this region. Multiwavelength radio observations would place strong constraints on this possibility.
Second, we know from the multiple-epoch UV observations that the wind is quite variable (see Mullan et al. 1998 )Èand since the radio observations were not taken simultaneously with the GHRS UV spectra, the wind structure and mass-loss rate may actually be di †erent at the two times. Additional UV observations are required to assess the magnitude and frequency of the variations in the wind proÐles. Third, it is quite possible that a b power-law distribution may not be the correct representation for the velocity Ðeld of this wind and that a rather di †erent distribution of velocity versus height might provide a solution which satisÐes both the UV and radio observational constraints.
A SUMMARY AND COMPARISON OF WIND PROPERTIES
j Vel was chosen as the target of this research program owing to its interesting location in the cool portion of the H-R diagram above the main sequence, relative to stars previously observed with the GHRS/HST , in order to illuminate gravity and di †erences. The charac-T eff -dependent teristics of the wind from j Vel show several signiÐcant and interesting di †erences when compared with other stars in our sample.
1. The most notable di †erence between the wind lines (in particular the strong lines of Fe II and Mg II) seen from j Vel and those seen from the other noncoronal giants (e.g., c Cru, a Tau, and k Gem) and supergiant (a Ori) observed with GHRS is in the range of velocities over which the wind absorption is seen and the strength of that absorption. This is well illustrated by the comparison of the Fe II 2586 A proÐles from c Cru, a Ori, and j Vel shown in Figure 15 . In all three cases, wind absorption is seen to about ]20 km s~1 to the red of line center, owing to the high turbulent velocities in these winds. However, the blueshifted wind absorption is seen to extend to much higher velocities in j Vel than in the other two stars, with some absorption visible up to more than 50 km s~1, and the completely black (i.e., saturated) part of the self-absorption seen out to about 45 km s~1. In the other stars the saturated part of the absorption reaches out to only about 20 km s~1, and little or no wind absorption is visible out beyond about 45 km s~1. In the hybrid star c Dra, wind absorption is seen out to veloci- ties at least as high as in j Vel, although the hybridÏs wind opacity is lower at intermediate velocities than the wind from j Vel.
2. As we noted earlier, the wind in j Vel is opaque enough that the strongest Fe II lines, along with all the O I UV 2 lines and both the Mg II h and k lines, all see the terminal wind velocity directly. In the other noncoronal stars observed, we are never sure if we have seen the actual terminal velocity since the self-absorptions continue to indicate higher velocities as we view successively stronger emission lines. However, the terminal velocity is clearly seen in the strong UV lines in spectra of the hybrid star c Dra.
3. j Vel exhibits large variations in the wind opacity and terminal velocity sampled by the UV emission lines (Mullan et al. 1998 ). This phenomenon has been previously seen in only one other noncoronal star, the M giant c Cru (Carpenter 1986 (Carpenter , 1988 . However, very similar events have been reported in several hybrid stars by Brown et al. (1996) and Drake, Brown, & Linksy (1984) , and signiÐcant changes in the underlying chromospheric emission have been reported for very late M giants by Judge et al. (1993) .
4. Although the acceleration rates, turbulence, and terminal velocities found for j Vel and a Tau do not di †er tremendously from each other, the mass-loss rates are signiÐcantly di †erent. Thus, most of the di †erence would appear to be in the amount of material in the wind (i.e., the column masses), rather than in the kinematics of the winds.
5. As in the other stars examined, the turbulence is found to be substantially smaller in the wind than in the chromospheric layers, which is likely an important clue regarding the nature of the chromospheric heating processes and wind-driving mechanism(s).
CONCLUSIONS
We have presented the results of an initial analysis of the UV spectra obtained with the GHRS in 1994 from the K5 supergiant (IbÈII) star j Vel. This analysis has provided reÐned estimates of the chromospheric electron density and temperature, along with measurements of the chromospheric Ñow velocities and turbulence levels. The data also provide diagnostics of the wind temperature and acceleration. Comparison with data taken earlier with IUE (in 1990) provides clear evidence of substantial temporal variation in the wind opacity and wind velocity and/or turbulence as discussed by Mullan et al. (1998) . The use of the SEI code has enabled us to provide for the Ðrst time estimates of the mass-loss rate based on UV emission-line proÐles and to characterize the wind acceleration, turbulence, and terminal velocity. Analysis of VLA radio continuum data taken in 1997 indicates either a higher mass-loss rate, higher wind temperature, or higher b than the SEI analysis of the UV line proÐles. This suggests either a major di †erence in the wind structure between the two epochs or a deÐciency in one or both models of the starÏs outer atmosphere. This disagreement is being addressed on several fronts in the hope of resolving and understanding it.
First, we have been developing (Harper 1998 ) an improved approach to analyzing the Fe II wind-scattering problem. In this approach the assumed chromospheric intensity proÐle is replaced with a model with the chromospheric structure, so that the line excitation and wind T e scattering are treated in a uniÐed fashion. The chromo-spheric radiation Ðeld is then determined by the density and temperature structure, which are themselves constrained by independent diagnostics such as C II] and Al II]. Furthermore, the statistical equilibrium for the whole Fe II ion is solved so that line interlocking is included to a Ðrst approximation. Hopefully, application of this technique can remove almost all the current uncertainties in the formation and interpretation of the UV line proÐles.
Second, we are proposing observations with a secondgeneration HST UV spectrograph, the Space Telescope Imaging Spectrograph (STIS), that will provide vital additional constraints on the wind properties. For example, our current observations do not contain information from doubly ionized resonance lines (e.g., Si III 1206 and Al III), A which would enable us to probe the magnitude and nature of any hotter wind. Fe III diagnostics can also be observed by STIS and would remove uncertainties related to the ionization balance of iron in the wind. Future observations at multiple epochs are important to quantify the nature and magnitude of the variability in the wind seen in our comparison of IUE and GHRS spectra.
Third, we have proposed multifrequency VLA radio observations to obtain much more stringent limits on the wind properties.
And, Ðnally, future UV observations with HST on other K supergiants, which are considerably fainter and difficult to reach with the GHRS but are now quite observable with the STIS, will allow us to address the degree to which j Vel is characteristic of K supergiants in general.
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APPENDIX A COMPARISON OF SEI AND COMOVING FRAME CRD LINE PROFILE CALCULATIONS
In order to address the accuracy with which the SEI code computes line proÐles for environments typical of cool stellar winds, we have deÐned four test cases for which we compute line proÐles with both the SEI and a comoving frame CRD code. The latter code computes the line proÐles as described in Harper (1994) , with an angle-independent speciÐc intensity proÐle prescribed as a boundary condition at the base of the wind, at R \ 1.04
The two-level atom scattering problem for the Fe R * . II line is solved assuming complete redistribution (CRD) in the reference frame moving with the Ñuid and using a Voigt absorption proÐle. For each case we assume a km s~1, a height-independent turbulence of 16 km s~1, a reference v = \ 32 height of 1.04, and the same intrinsic proÐle (shown in the Ðgure as the dotted line). The four cases di †er in the value of R ref /R * b, the wind acceleration parameter, for which we assume values of 0.7, 1.0, 1.5, and 2.0. The total wind opacity was adjusted so that the mass-loss rate was the same for all four cases. The results are shown in the four panels of Figure 16 .
We see by examining the Ðgure that the SEI and CRD proÐles are in good, although not exact, agreement at the lower values of b (0.7 and 1.0) but begin to diverge in a systematic way toward higher b values, with the CRD calculations showing additional absorption (opacity) on the red side of the line core relative to the SEI calculations. However, we note that in all cases the portion of the proÐle formed in the absorbing, expanding wind is nearly identical in both sets of computations, as are both the blue and red wings of the emission components. Thus, it appears that the SEI synthetic proÐles are a good approximation to the CRD results over the whole proÐle for values of b up to somewhat in excess of 1.0. At higher b values, the SEI proÐles can still be usefully compared, with appropriate caution, to observed proÐles in regions outside of the red side of the line cores. The main advantage to the SEI code is that it is very fast and that it enables us to explore a large portion of the wind parameter space. After the relevant range of parameter space has been narrowed by such SEI studies, more detailed and time-consuming calculations can be pursued.
APPENDIX B ASSESSING THE TWO-LEVEL APPROXIMATION FOR Fe II
Since one of our most extreme approximations in using the SEI model is the two-level representation of the Fe II transitions, we have performed some calculations to estimate potential multilevel e †ects on the wind absorption proÐles. We have computed detailed (CRD) line proÐles from UV 1 and UV 32 in a simple Fe II model for two cases, chosen to illustrate the e †ects of line-interlocking for transitions that share the same upper level (z6 at 38459 cm~1). We show the results in D 9@2 o Figure 17 . The left-hand panel shows the observed Fe II UV 1 j2625.668 proÐle. The middle panel shows the j2625.668 proÐle calculated for the Ðrst case, in which the UV 1 lines j2599.396 and j2625.668 and UV 32 lines j2732.446 and j2774.732 are all computed. The third panel compares the case 1 proÐle (solid line) with the calculated proÐle for the second case (dotted line, normalized to the same peak Ñux as case 1 proÐle), in which we have altered the oscillator strength of the strongest transition (j2599.396) to a small value in order to illustrate the e †ect on the j2625.668 proÐle when a strong interlocking transition is removed. In this second case, the reduction of the Einstein A-value for the j2599.396 line leads to a reduction in that cooling channel and, as the electron excitation rate is the same in both cases, more Ñux emerges in the j2625.668 line. However, the morphology of the proÐles in both cases is quite similar, and it suggests that if one is Ðtting normalized proÐles, as we are doing in our SEI investigation, e †ects of the interlocking on proÐle morphology, and thus on the proÐle Ðts, is minimal (especially in the critical wind absorption region from 0 to [50 km s~1) and would not e †ect the conclusions drawn from the comparison of our SEI models to the observations. The middle panel also shows the emission line and its image reÑected about the photospheric rest frame (the asterisks). In this CRD calculation the proÐles in the far wings, which reÑect the deepest layers, are symmetric, illustrating that in a case FIG. 17 .ÈL eft : Observed Fe II UV1 j2625.668 proÐle. Middle : The j2625.668 line from a multilevel calculation (solid curve) and the wings of the same calculated line reÑected about the photospheric velocity (asterisks). Right : The j2625.668 line from a multilevel calculation in which the strongest transition has been suppressed to evaluate the e †ect on this weaker line (dotted) vs. the calculation in the middle panel (solid).
with no net chromospheric motions, the emission wings are symmetric, as observed. We have also computed a case with a 6 km s~1 chromospheric outÑow and conÐrmed that the reÑected image exhibits an asymmetry large enough for us to detect with the GHRS observations, if present.
APPENDIX C ROBUSTNESS OF SEI RESULTS : HOW WELL CAN THE WIND PARAMETERS BE CONSTRAINED ?
For each of the wind parameters whose values we seek to determine by Ðtting the observed line proÐles with synthetic proÐles calculated with the SEI code, there is a range of values that produce acceptable Ðts. In this section we explore the extent of these ranges and thus the degree to which we are able to constrain the value of each parameter. The Ðts are more sensitive to some variables than others, with the most sensitive variables being the terminal velocity and turbulence. The terminal velocity is tightly constrained by the wavelength of the intensity minimum in the self-reversals. This is especially clear for the lines with moderate to large optical depths. Optically thin lines, where the wind signature is weak, are the least sensitive to the terminal velocity. The rise from the intensity minimum to the intensity maximum on the blue side of the line largely determines the turbulence. A slow rise requires a large turbulence, while a rapid rise restricts the turbulence to small values. The least well-constrained parameters are b and the total wind opacity. For a given value of b, the opacity can be adjusted so that the depth of the line is correct. However, another value of b will yield a di †erent value of opacity. The good news is that the total wind opacity and b are tied together in such a way that q(u \ 0.5) (and therefore the mass-loss rate ; see eq.
[6]) remains relatively constant.
We Ðrst examined the range of b values that permitted a good Ðt for each of the lines. In this analysis we assumed an though the emergent proÐles are relatively insensitive to this value until you get to very high values of b. Given R ref \ 1.04, that a b of about 0.9 seems to provide a good Ðt for the widest variety of lines, we start at that value and explore how much smaller and larger we can make b and still Ðt the lines. As the b is decreased, i.e., the wind acceleration becomes faster, there is relatively more opacity at the higher velocities, and the blue part of the core can become too dark relative to the observation. To some extent this can be compensated for by decreasing the assumed terminal velocity and decreasing the total wind optical depth. However, the amount of adjustment that can be made to the parameters to Ðt the blue side of the core is limited by the e †ect of those adjustments on the quality of the Ðt to the red side. In most of the lines, the Ðts begin to fail for values of b less than 0.7È0.8, the exact value depending on the line in question.
As b is increased, i.e., the wind acceleration becomes slower, more opacity is put into the low-velocity plasma and the blue side of the core becomes too bright (not enough absorption) and the red side is too dark (too much absorption), relative to the observation. This e †ect can be compensated for by increasing the terminal velocity and increasing the total line optical depth (though the opacity at u \ 0.5 remains about the same). By doing this we can generally get a good Ðt in the blue wing, but eventually the absorption in the red wing becomes too strong. The e †ect is even more pronounced in the CRD calculations, which predict a stronger absorption in the red part of the core for increasing values of b. For most of the lines, a maximum acceptable value of b was 1.4. We note, however, that the weakest lines are more sensitive to the value of b than the stronger lines, since they are formed in the region of strong density gradient, whereas the stronger lines are formed higher in the atmosphere where the gradient is lower. These weak lines indicate that the best value of b is at 0.9 and that good Ðts cannot be obtained for values of b greater than 1.2.
Thus, we see that the best all-around Ðts to the full set of lines are found at b\0.9, with acceptable Ðts possible over the range 0.8È1.2.
The next step in the analysis was to use this best-Ðt b of 0.9 and investigate the range of optical depths that can yield an acceptable Ðt, if adjustments to the turbulent velocity and terminal velocity are allowed. We found that all of the lines could be Ðtted with a terminal velocity between 29 and 32 km s~1, with the larger terminal velocities being associated with the lower opacities. However, the changes for a given line are reasonably small, and the most signiÐcant required adjustment during the Ðtting was to the turbulent velocities, which had to be decreased as the wind optical depth increased. We show in Table 4 the acceptable wind opacities and turbulent velocities for the lines in our sample. These ranges indicate to what extent we believe the Ðts constrain the various values of the wind parameters. Note that while the lower opacity lines have a reasonably small range of possible wind optical depths, the strong, saturated lines are uncertain by an order of magnitude or more and are, therefore, not very precise diagnostics of the total wind opacity or the mass-loss rate.
