A common engineering practice is the use of approximation models in place of expensive computer simulations to drive a m ultidisciplinary design process based on nonlinear programming techniques. The use of approximation strategies is designed to reduce the number of detailed, costly computer simulations required during optimization while maintaining the pertinent features of the design problem. To date the primary focus of most approximate optimization strategies is that application of the method should lead to improved designs. This is a laudable attribute and certainly relevant for practicing designers. However to date few researchers have focused on the development o f approximate optimization strategies that are assured of converging to a solution of the original problem. Recent w orks based on trust region model management strategies have shown promise in managing convergence in unconstrained approximate minimization. In this research w e extend these well established notions from the literature on trust-region methods to manage the convergence of the more general approximate optimization problem where equality, inequality and variable bound constraints are present.The primary concern addressed in this study is how to manage the interaction between the optimization and the delity of the approximation models to ensure that the process converges to a solution of the original constrained design problem. Using a trust-region model management strategy, coupled with an augmented Lagrangian approach for constrained approximate optimization, one can show that the optimization process converges to a solution of the original problem. In this research an approx-
3

Departments of Computer Science and Mathematics
Virginia Polytechnic Institute and State University Blacksburg, Virginia 24061-0106 Email: ltw@vt.edu ABSTRACT A common engineering practice is the use of approximation models in place of expensive computer simulations to drive a m ultidisciplinary design process based on nonlinear programming techniques. The use of approximation strategies is designed to reduce the number of detailed, costly computer simulations required during optimization while maintaining the pertinent features of the design problem. To date the primary focus of most approximate optimization strategies is that application of the method should lead to improved designs. This is a laudable attribute and certainly relevant for practicing designers. However to date few researchers have focused on the development o f approximate optimization strategies that are assured of converging to a solution of the original problem. Recent w orks based on trust region model management strategies have shown promise in managing convergence in unconstrained approximate minimization. In this research w e extend these well established notions from the literature on trust-region methods to manage the convergence of the more general approximate optimization problem where equality, inequality and variable bound constraints are present.The primary concern addressed in this study is how to manage the interaction between the optimization and the delity of the approximation models to ensure that the process converges to a solution of the original constrained design problem. Using a trust-region model management strategy, coupled with an augmented Lagrangian approach for constrained approximate optimization, one can show that the optimization process converges to a solution of the original problem. In this research an approx- imate optimization strategy is developed in which a cumulative response surface approximation of the augmented Lagrangian is sequentially optimized subject to a trust region constraint. Results for several test problems are presented in which convergence to a Karush-Kuhn-Tucker KKT point is observed. 
INTRODUCTION
There has been a growing interest in the use of response surface approximations coupled with numerical optimizers to optimize large multidisciplinary systems. While highdelity computational models i.e., FEA and CFD codes exist in many disciplines, the high cost of computation associated with invoking these models prevents them from being used in optimization procedures where reaching a solution may require hundreds of analysis calls. The growing use of response surface approximation strategies is designed to reduce the number of detailed, costly computer simulations required during design optimization. In Renaud and Gabriele, 1991 , 1993 , Wujek et al., 1996a , and in Wujek and Renaud, 1997 response surface approximations of multidisciplinary systems are developed using design data generated during Concurrent SubSpace Optimizations CSSO's. In Swift and Batill, 1991 , 1992a ,b, 1993 and Sellar et al., 1994 , 1996a ,c response surfaces are constructed using arti cial neural networks for system approximation. In Giunta et al, 1994 , Venter, et al., 1996 , and Roux et al., 1996 traditional response surfaces are constructed for use in approximating aerodynamic and structural design spaces. In Chen et al., 1995 , 1996a ,b, Lautenschlager, et al., 1996 , Koch et al., 1996 , the use of response surfaces for robust concept exploration, and concurrent design is investigated. While these studies explore a diverse set of multidisciplinary design issues, they share the common attribute of using response surfaces approximations in place of expensive computer simulations to drive a design process based on nonlinear programming techniques.
In many of these studies a model management o r m o ve limit strategy is employed in an e ort to insure that design decisions made based on lower delity information i.e., response surfaces will yield improvements in the actual system. For example in Wujek et al., 1997 xed percentage move limits are used to manage the approximate design optimization. Examples of other heuristic adaptive m o ve limit strategies that have been developed in the literature include Fadel et al., 1990 , Thomas et al., 1992 , Chen, 1993 , Bloebaum et al., 1994 , Grignon and Fadel, 1994 , and Pourazady and Fu, 1996 In most cases these model management or move limit strategies are heuristic and in general lead to improved designs but not necessarily converged designs.
In fact in each of the aforementioned studies the primary consideration has been that the application of the approximate optimization strategies should lead to improved designs. Improved designs are obtained in each of the approximate optimization studies as measured by the design objective employed for each respective study. The attribute of achieving improved designs is laudable and obviously relevant for practicing designers. However, the focus in this investigation is to develop an approximate optimization method that not only leads to improved designs, but one that can be guaranteed to converge to a solution of the original problem. This guarantee o f c onvergence r epresents a signi cant original contribution to the eld of approximate constrained optimization. It is signi cant in that it provides a mathematical foundation upon which the use of approximate optimization strategies can continue to be developed. We are not claiming that the guarantee of convergence will have a signi cant impact on the practicing designer who is under pressure to produce improved designs in reduced design cycle times. We are instead focused on the fundamental validation that a guarantee of convergence provides in the development of approximate optimization algorithms.
While approximate optimization research in the engineering design community has in general focused on obtaining improved designs, there are several researchers from the math community Dennis and Torczon, 1996 , Alexandrov, 1996 , and Lewis, 1996 that have reported success in using well established notions from the literature on trust region methods for managing the convergence of unconstrained approximate optimization problems. In these studies a lower delity approximate model i.e., response surface is coupled with a numerical optimizer subject to a trust region constraint and may include variable bounds. The trust region constraint is designed to restrict design moves to regions where the lower delity approximate model produces information that agrees with the high delity analysis model within an acceptable error tolerance. The use of trust regions necessitates a sequential approximate optimization 2 Copyright c 1997 by ASME approach i n which both the trust region and the lowerdelity approximate model are updated after each sequential optimization. These updates are made based on comparing information obtained from the high delity model at the solution of the approximate optimization to the same information obtained from the lower delity model. A proof of convergence based on using the trust region model management strategy for unconstrained approximate optimization is cited in Alexandrov, 1996 and Alexandrov and Dennis, 1997. In this research the trust region approach for lowerdelity approximate model management i s extended to the class of constrained approximate optimization problems to provide a guarantee of convergence. The extension developed in this research is similar to the strategy developed in Conn et al., 1988a,b, and , where trust regions are used to manage the convergence of a high delity augmented Lagrangian optimization. In this research a similar trust region approach is used to manage the convergence of low delity response surface approximations in an augmented Lagrangian optimization. A cumulative response surface approximation of the augmented Lagrangian is sequentially optimized subject to trust region constraints which insure convergence of the strategy.
The approximation strategy implemented in the augmented Lagrangian approach used in this research is fundamentally di erent than that of Conn et al., 1988a ,b. In Conn et al., 1988b it is recommended that exact Hessian information of the augmented Lagrangian be used during the optimization procedure. This is obviously prohibitive in application to large multidisciplinary design problems. In cases where exact Hessian information is not available, the Conn et al. algorithm builds an approximation of the Hessian terms using a BFGS approach. In Conn et al., 1988a a proof of convergence is developed for the BFGS based augmented Lagrangian approach. The Conn proof of convergence makes use of a trust region model management strategy that limits design moves to insure accuracy of the BFGS second order approximation.
In this research a cumulative response surface approximation of the augmented Lagrangian is developed using second order response surface approximations of the objective functions and each of the constraints. This cumulative response surface approximation replaces the BFGS based quadratic approximation used in the Conn et al., 1988a,b approach. Note that the cumulative response surface developed in this research does not require that the Hessian be positive de nite. The response surface approximation is free to map regions of negative curvature allowing the optimizer to traverse these regions during the design process.
The decision to use response surface approximations in place of the Conn et al., 1988a ,b BFGS approximation is philosophical and based on the objective of developing a guarantee o f c onvergence for response surface b ased approximate optimization. Note that in this research a trust region model management strategy is employed to limit design moves to regions that are accurately mapped by the cumulative response surface.The primary contribution of this research is to con rm that a trust region model management strategy is e ective in managing the convergence of the sequential approximate optimization of the augmented Lagrangian where cumulative response surface approximations are used. Implementation studies on three engineering test problems con rm the e ectiveness of the approach. Convergence to Karush-Kuhn-Tucker points are observed in each of the implementation studies.
AUGMENTED LAGRANGIAN BACKGROUND
The following problem is considered: Here f, h i , and g j map R n into R and the region S = fx j x L x x U g de ned by 3 is assumed to have a nonempty i n terior and may b e u n bounded. It will also be assumed that the functions f, h i , and, g j are di erentiable on an open set containing S.
An important class of minimization algorithms used to solve this problem is known as the augmented Lagrangian method. This method was proposed independently by Hestenes, 1969, and Powell, 1969, This formulation, suggested by Rockafellar, 1973 , avoids the use of slack variables and thus the dimension of the problem remains unchanged. One of the disadvantages of such a formulation is the discontinuity in the second derivative which limits the use of second order methods in the solution of the unconstrained problem. Appendix A details a proof of the continuity of the rst derivative o f t h e function x.
When an optimization problem is solved using the method of multipliers i.e., augmented L agrangian t wo important ingredients are needed. The rst is updating of the Lagrange multipliers and the second is updating of the penalty parameter. Algorithms based on the augmented L agrangian di er in the way these parameters are updated.
A simple Lagrange multiplier update formula, suggested by Hestenes and Powell for the case in which only the equality constraints are present, is given as
For the case in which inequality constraints are also present, their multipliers can be updated using a similar formula k+1 p+j = k p+j + 2 r p min g j x k ; , k p+j 2r p : 7
The above update formulas require function values only rather than rst order information, thus avoiding the solution of a system of equations to determine the multipliers. The role of the penalty parameter in the scheme is to speed up convergence when the infeasibility of the constraints 1 and 2 converge to zero at a very slow rate. In general, we can have one penalty parameter for each constraint, but many authors use a single parameter. In the method described later, a single penalty parameter is used, however, generalization to m + p parameters is straightforward.
Note that the augmented Lagrangian formulation Rockafellar, 1973 used in this research is di erent to that used in Conn et al., 1988a Conn et al., ,b, 1991 . In the Conn et al. approach slack variables are used to convert inequality constraints into equality constraints thereby increasing the size of the design space. In the Rockafellar formulation the size of the design space does not change, since the inequality constraints are handled directly. This is an important difference for engineering design where problems are often constrained by large numbers of inequality constraints.
CONVERGENCE CRITERIA
In this section we state some concepts which will be used later. Consider the problem min x L xx U Fx 8 It is known that problem 8 has a unique solution x whenever Fx has a minimum and is strictly convex in the region S = fx j x L x x U g, x L x U . If we allow the components of the vectors x L and x U to be in nite, then this result holds for unbounded S.
Any solution to 8 satis es the Karush-Kuhn-Tucker conditions, which imply:
Based on this, the solution to problem 8 can be characterized in terms of the projected gradient PrFx, dened as: Convergence to a minimum point in this research is achieved by successively building and then optimizing response surface approximations of the augmented Lagrangian. This creates the necessity o f h a ving a procedure to quantify the quality of these response surface approximations. One would like to be able to de ne the region in which the response surface is reliable. To do this we will use a trust region approach.
A If s 0, it means the approximation is bad and the trust region radius s has to be reduced. On the other hand, the radius has to be increased whenever s 1 and x k;s , x k = s . Notice that s 1 also means that the approximation is bad, but the optimizer is moving in the right direction. Finally, i f s 2 0; 1, then the radius could bekept unchanged, reduced, or increased depending on how close to 0 or 1 it is. In general, there is a lot of exibility i n the trust region updating. Many trust region methods make use of constant v alues in the updating procedure. Conn et al., 1988b , make use of a procedure that changes depending on the performance of the algorithm. The updating procedure used in the algorithm developed in this research i s the following: A Lagrangian iteration of the algorithm is completed when the Lagrange multipliers or the penalty term are updated.
The algorithm nds designs which force Prx k ; k ; r k p to zero as k increases. This progress is quanti ed by the parameter k . In order to ensure convergence, the algorithm requires a reduction in the residual of the constraints after each Lagrangian iteration. This reduction is driven to zero by the parameter k . If a reduction is not accomplished after any Lagrangian iteration, the penalty parameter is increased keeping the Lagrange multipliers unchanged. The Lagrange multipliers are updated whenever a reduction in the residual of the constraints occurs. Notice that because of the test performed on the constraints' residual in steps 3 and 4 of the algorithm see next section, proper scaling of the constraints, as well as the objective function at the beginning of the iterative process is required.
DESCRIPTION OF THE ALGORITHM
Here the index k refers to a Lagrangian iteration of the algorithm, and the index s refers to the number of approximate minimization steps performed during the Lagrangian iteration.
Step 0. Initialization Given an initial design vector x 0 , an initial vector of Lagrange multiplier estimates 0 , the penalty term r p , and values for 1 ; 2 ; 0 ; 0 ; and 0 , set k = 0 , s = 0 .
Step 1. System Analysis and Global Sensitivity Equations Evaluate x k ; k ; r k p and rx k ; k ; r k p .
Step 2. Compute the Trust Region Test Copyright c 1997 by ASME x k := x k;s ; s := s + 1 ;
and go to step 3, else, go to step 7.
Step 3. Checking for Decrease in the Gradient of the Augmented Lagrangian Compute Prx k ; k ; r k p . If kPrx k ; k ; r k p k k , then go to step 4, else, go to step 8.
Step 4. Test of Convergence If kPrx k ; k ; r k p k 1 and kcx k k 1 2 , stop. Otherwise, if kcx k k 1 k then go to step 5, else go to step 6.
Step 5. Update Lagrange Multipliers Update the Lagrange multipliers according to 6 and 7 and set r k+1 p := r k p ; k+1 := k minf1=r k+1 p ; 1 g 0:9 ; k+1 := k minf1=r k+1 p ; 0:1g; k := k + 1 , s = 0, restart the trust region radius, and go to step 8.
Step 6. Increasing Penalty Term Step 7. Shrinking Move Limits Update the trust region according to 14, set x k := x k;s,1 and s := s + 1 . Go to step 8.
Step 8. Data Base Generation
Compute design data based on some sampling technique about the current iterate.
Step 9. Augmented Lagrangian Approximation Build a second order response surfacex;; r p of the augmented Lagrangian x;; r p , around the point x k ; k .
Step 10 In steps 5 and 6 it is mentioned that the trust region radius has to be reinitialized. There are a number of ways in which this can be done. In our implementation the trust region radius is reinitialized as k = kPrx k ; k ; r k p k; 15
where 1 is used. The trust region radius is selected in this way i n order to avoid a trust region radius that interferes with the steepest descent direction of the problem.
DATA BASE GENERATION
In recent y ears optimization strategies which make u s e of response surfaces have gained in popularity. The high cost of the evaluation of the objective function and constraints, frequently encountered in engineering problems, has ruled out the use of single level optimization techniques.
To construct a response surface for a function which involves n variables, a large number of data points are required. To construct a response surface which describes the 6 Copyright c 1997 by ASME function in a reliable manner, the designer must consider both the quantity and the distribution of the data points. This means that a procedure to select and distribute those data points is required. In this research, response surfaces are constructed based on design of experiments theory. One of the more frequently used design sample criteria is the Central Composite Design CCD. This criterion uses a total of 2 n + 2 n + 1 points, where n is the number of design variables. A CCD consists of a two-level factorial, the corner points of a hypercube, plus the center point and star" points arranged along the axes of the variables and symmetrically positioned with respect to the factorial hypercube. Figure 2 shows a CCD for the case of three design variables. In this gure, the fraction = 2 n 1=4 determines the spacing for the CCD points based on the trust region radius . A second sampling technique is the Full Factorial Design, which requires 3 n points. In this criterion the corner points as well as the midpoints of the lines connecting the corners of the hypercube are sampled.
It is clear that for a large numberofvariables, the CCD makes use of a lower numb e r o f p o i n ts than the Full Factorial. Unfortunately, even for a problem with 10 variables, the numb e r o f p o i n ts required for a CCD becomes unacceptable. Burgee et al., 1996 and Kaufman et al., 1996 discuss how to select points for larger numbers of variables. In this work a CCD criterion was employed to generate the data points used in constructing the response surfaces.
To make this approach more amenable to large multidisciplinary design problems, the data base can be generated using the concurrent subspace optimization CSSO data base generation approach of Gabriele, 1993, 1994 , and the CSSO data base generation extensions proposed in Wujek, et al., 1996 and Wujek et al., 1997 . The CSSO approach decomposes the large problem into more tractable smaller problems that can be solved concurrently and more importantly generate design data concurrently. Note that the sequential response surface based trust region augmented Lagrangian algorithm developed in this research provides a more rigorous and structured driver for multidisciplinary design as compared to the coordination procedure used in the earlier CSSO investigations Renaud and Gabriele, 1994. Investigations using the CSSO data base generation strategy within the sequential response surface based trust region augmented Lagrangian algorithm are currently in progress.
AUGMENTED LAGRANGIAN APPROXIMATION
Two di erent approaches for approximating the augmented Lagrangian using response surface techniques are investigated in this research. The rst approach direct response builds a second order response surface of the augmented Lagrangian using the values of the augmented Lagrangian evaluated at each design point in the data base. The values of the augmented Lagrangian are used directly in calculating the second order response terms of the augmented Lagrangian approximation. Note that the augmented Lagrangian response surface is constructed using actual rst order information available at the current design x k . The second approach cumulative response builds second order response surface approximations for the objective function and each of the constraints using their respective v alues evaluated at each design point i n the data base. Using these individual response surface approximations i.e., function and constraints an approximation of the augmented Lagrangian can be obtained by the addition of the individual components i.e., cumulative response. Note that the individual response surfaces i.e., function and constraints are constructed using actual rst order information available at the current design x k . In both approaches the approximation model of the augmented Lagrangian and its rst derivative at the current design x k agree with those of the actual augmented Lagrangian which i s k n o wn to be a su cient condition for convergence, Alexandrov, 1996 .
The direct and cumulative response surface approaches perform substantially di erent in implementation studies. The direct response approach is simpler and cheaper to compute since it requires solving for the second order coe cients of the Lagrangian only once. On the other hand, the cumulative response approach requires solving for the coe cients for each constraint and the objective function, a more expensive computation. The other main di erence lies in the order of the approximation for the augmented Lagrangian. In the direct response approach the approximation is truly a second order response surface, while in the cumulative response approach, the nal approximation is of fourth order, because of the penalty term in the augmented Lagrangian.
The increased complexity of the cumulative response approach results in a more accurate approximation of the 7
Copyright c 1997 by ASME augmented Lagrangian. The augmented Lagrangian can experience a change of several orders of magnitude at different points in the data base depending on whether some of them are infeasible or not. This situation is very likely to happen during the sampling process. This di erence in values of the augmented Lagrangian can signi cantly in uence the accuracy of the approximation obtained by using the direct response approach. A bad approximation can cause numerical instabilities during the optimization process, which can lead to the algorithm failing to converge to the solution. Figure 3 highlights the di erence between the two approaches in application to the rst test problem discussed in the next section. The cumulative response approach clearly provides a better response representation of the augmented Lagrangian at x = 40; 20, and = 10.
NUMERICAL RESULTS
The algorithm was applied to three di erent test problems, each with a di erent dimension and degree of nonlinearity. A quadratic response surface based on a central composite design was built in the coordination procedure of the algorithm. The SQP routine from the IMSL library was used in the augmented Lagrangian approximate minimization i.e., Step 10.
These studies con rm that the trust region model management strategy is e ective in managing the convergence of the sequential approximate optimization of the augmented Lagrangian where cumulative response surface approximations are used.
Barnes' Problem
This problem was taken from Himmelblau, 1972 Three di erent starting points were investigated. Figure 4 shows a plot of the history of the augmented Lagrangian during the optimization process for the starting point 70; 10. the algorithm. These results correspond to a response surface constructed using the cumulative response approach described in previous sections. When the direct response approach is used to construct the response surface of the augmented Lagrangian, the results shown in Table 2 are obtained. App. One can clearly see that when the cumulative response approach for approximating the augmented Lagrangian is employed the problem is solved more e ciently. The biggest di erence is for the starting point x = 10; 10. It was noted that for this starting point, which is infeasible, the algorithm converged to the optimum moving along the constraints. When the design point is on a constraint, some of the points in the data base will be feasible, while others will be infeasible. This may cause the response surface constructed using the direct response approach to be inaccurate. In fact, it was observed that the second order coe cients were large, leading to a Hessian matrix for the approximated that was ill-conditioned. This inaccuracy lead to numerical instabilities which resulted in poor performance of the algorithm.
Spring Design Problem
The weight of a tension compression spring is minimized subject to constraints on de ection, shear stress, surge frequency, and outer diameter. The problem has three design variables and six variable constraints When the direct response approach was used to approximate the augmented Lagrangian the algorithm failed to converge. The reason for failure was related to the inaccuracy of the approximation. The large di erence in the augmented Lagrangian for the di erent points in the data 9
Copyright c 1997 by ASME base caused the second order coe cients to be very large leading to a Hessian matrix that was ill-conditioned, which yielded cycling about the current design. This situation arose near the optimum, where three constraints are active. In general, the algorithm implemented using the cumulative response approach to approximate the augmented Lagrangian performed well. The nal design satis ed the KKT conditions of optimality. It was noted that the algorithm expends a considerable number of approximate minimizations trying to satisfy the KKT conditions of optimality. This is shown by the atness in the convergence plot. The rate of convergence was observed to be near linear. This agrees with the fact that the formula used for updating the Lagrange multipliers is based on a linear approximation.
Welded Beam Problem
The welded beam problem of Ragsdell Phillips, 1975 involves the minimization of a manufacturing system's process cost. The constraints place limits on the allowable deection, shear stress in the weld, normal stress in the beam, buckling load and geometry of the beam. The problem has four design variables and four variable bounds. The design variables are the dimensions h; l; t; b. The variables h; l are the weld dimensions while the variables t; b de ne the beam cross section. The length L is speci ed at 14 in. Figure 6 shows the geometry of the problem. When the direct response approach was used, it took the algorithm over 200 approximate minimizations to reach the minimum. The same behavior observed in the previous examples in the second order coe cients was also observed in this problem.
The algorithm implemented using the cumulative response approach to approximate the augmented Lagrangian
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Copyright c 1997 by ASME performed well as shown in Figure 7 . The nal design satis es the KKT conditions of optimality. Here we also note that the algorithm devoted a great part of its e ort trying to satisfy the KKT conditions. We also point out the fact that three Lagrange multiplier updates were performed before reaching the nal design.
CONCLUSIONS
The focus in this investigation has been to develop an approximate optimization strategy that not only leads to improved designs, but one that can be guaranteed to converge to a solution of the original problem. This guarantee of convergence r epresents a signi cant original contribution to the eld of approximate constrained optimization. The algorithm developed in this research sequentially optimizes a cumulative response surface approximation of the augmented Lagrangian subject to a trust region constraint and model management strategy. Previous research using trust region model management strategies and response surface techniques have focused on managing the convergence of unconstrained optimization problems. This research provides a new and unique approach for managing the convergence of a constrained nonlinear approximate optimization procedure using response surfaces. The algorithm developed in this research provides for the inclusion of equality, inequality and variable bound constraints in a straight forward manner.
Two response surface strategies are developed for approximating the augmented Lagrangian direct response and cumulative response. Implementation results indicate that the use of the cumulative response approach for approximation of the augmented Lagrangian is preferred as compared to use of the direct response approach. The cumulative response approach is observed to be more reliable and robust in implementation.
More importantly these implementation studies con rm that a trust region model management strategy is e ective in managing the convergence of the sequential approximate optimization of the augmented Lagrangian where cumulative response surface approximations are used. Convergence to a Karush-Kuhn-Tucker point is observed in algorithm application studies on three engineering test problems. These results con rm the e ectiveness of the approach in managing the convergence of a constrained approximate optimization. The authors are currently developing a formal proof of convergence for this new algorithm.
