Semigroups of positivity preserving linear operators on measures of a measurable space X describe the evolutions of probability distributions of Markov processes on X. Their dual semigroups of positivity preserving linear operators on the space of measurable bounded functions B(X) on X describe the evolutions of averages over the trajectories of these Markov processes. In this paper we introduce and study the general class of semigroups of non-linear positivity preserving transformations on measures that is non-linear Markov or Feller semigroups. An explicit structure of generators of such groups is given in case when X is the Euclidean space R d (or more generally, a manifold) showing how these semigroups arise from the general kinetic equations of statistical mechanics and evolutionary biology that describe the dynamic law of large numbers for Markov models of interacting particles. Well posedness results for these equations are given together with applications to interacting particles: dynamic law of large numbers and central limit theorem, the latter being new already for the standard coagulation-fragmentation models.
Introduction

Aims of the paper
An important class of Markov semigroups is given by the so called Feller semigroups, i.e. the semigroups of strongly continuous operators T t , t ≥ 0, on C ∞ (X) (the space of continuous functions on a locally compact topological space X vanishing at infinity) such that 0 ≤ u ≤ 1 implies 0 ≤ T t u ≤ 1 for all t ≥ 0. In a wider sense, by Feller semigroups one understands the semigroups of positivity preserving linear operators in the space of bounded continuous functions C(X), our basic reference for Feller semigroups being [28] . It is easy to see that if the evolution on C ∞ (X) given by the equationḟ = Af with a linear (possibly unbounded) operator A in C ∞ (X) preserves positivity, then A is conditionally positive, i.e. (Ag)(x) ≥ 0 whenever a function g belongs to the domain of A, is non-negative and vanishes at x. If X is the Euclidean space R d or a manifold, the Courrège theorem [12] states that a linear operator A in C ∞ (X) whose domain contains the space C 
+ (g(x + y) − g(x) − χ(y)(y, ∇)g(x))ν(x; dy),
For what follows the main role will belong to the dual formulation of Feller semigroups. Namely, a Feller semigroup T t on C ∞ (X) clearly gives rise to a dual positivity preserving semigroup T * t on the space M(X) of bounded Borel measures on X through the duality identity (T t f, µ) = (f, T * t µ), where the pairing (f, µ) is given by the integration, of course. If A is the generator of T t , then µ t = T * t µ can be characterized by the equation in the weak form d dt (g, µ t ) = (Ag, µ t ) = (g, A * µ t ),
where A * is the adjoint to A, that holds for all g from the domain of A. Here we shall deal with nonlinear analogs of (3):
where Ω is a nonlinear transformation from a dense domain of M(X) to the space of linear functionals on C(X). Of special interest are the equations of the form
where A(µ) is a nonlinear mapping from a dense domain of M(X) to (possibly unbounded) linear operators in C ∞ (X), and even more specifically the equations with A in (5) depending polynomially on µ, i.e. the equations of the form
where each A k is a (possibly unbounded) operator from a dense subspace D of C ∞ (X) to the space C sym (X k ) of symmetric continuous bounded functions of k variables from X . Our aim is two folds: 1) pure analytic problem (Sections 2-4) -to introduce an appropriate analog of the notion of conditional positivity for the "generators" Ω and A in (4), (5) that is characteristic for positivity preserving measure-valued evolutions, to give an explicit general structure of conditionally positive generators (a nonlinear analog of the Courrège theorem) and to provide basic well posedness results for the corresponding evolution equations (5), (6) ; 2) application (Sections 5-7) -to develop analytic tools for proving the law of large numbers and the central limit theorems together with precise rates of convergence for a wide class of interacting Markov processes with pseudo-differential generators, i.e. for interacting Lévy type processes.
Motivation: Markov models of interacting particles
A system of mean field interacting particles (or Markov processes) with an underlying motion described by generator (1) is a system of N particles in X moving according to a generator of type (1) , where the coefficients a j , b j , c j , γ j specifying the motion of every j -th particle depend not only on the position x j of this particle, but also on the point measure µ = h(δ x 1 + · · · + δ x N ) on X (mean field) specified by the position of all other particles x 1 , . . . , x N of the system (h being a positive scaling parameter, e.g. h = 1/N ), i.e. a j (x j ) = a(x j , µ), b j (x j ) = b(x j , µ), c j (x j ) = c(x j , µ), ν j (x j ) = ν(x j , µ). It is well known (and can be easily seen) that passing to the mean field or McKean -Vlasov limit in this system (a scaling limit with the number of particles N tending to infinity in such a way that the scaled measures h(δ x 1 + · · · + δ x N ) tend to some finite measures) leads formally to a measure-valued dynamics on X described by equation (5) 
+ (g(x + y) − g(x) − χ(y)(y, ∇)g(x))ν(x, µ; dy)
that specifies the deterministic dynamic law of large numbers for mean field interacting particles, see a nice informal discussion in [16] , where also other popular types of interaction geometry (e.g. d-dimensional lattice and the hierarchical interactions) are touched upon.
Another special class of interactions, namely k-ary group interaction of arbitrary order k (possibly non-binary, and possibly non preserving the total number of particles), was addressed in [7] (developing further some ideas from [6] ), where it was shown that if the k-ary interactions of indistinguishable particles that preserve the number of particles are described by generators (conditionally positive operators) B k in C ∞ (X limit of the large number of particles is given by the equation 
where g + (x 1 , . . . , x l ) = g(x 1 ) + · · · + g(x l ) (the weak form (8) being introduced in [39] , see also Sections 5 and 7 for details). Notice that though the original interacting particle systems leading to (5), (7) (mean field interaction preserving the number of particles) and to (8) (including k-ary jumps with possible fragmentation or coagulation) are quite different, equation (8) can be written in form (5) . Moreover, it is easy to understand that equation (8) describing the limit of systems with interactions not preserving the number of particles, can be also written in form (6) . In fact, if all m ≥ k, then (due to the symmetry of transition kernels) 
one can rewrite (8) as
with conditionally positive operators B k in C ∞ (X k ). By similar manipulations (that we omit) one can deal with the case m < k. Equation (10) has the form (6) with
Characterizing positivity preserving evolutions in case of X being a Euclidean space (or a manifold) we shall firstly specify the class of polynomial equations (6) that can be presented in form (10) with conditionally positive operators B k , then give a structure of arbitrary equations (6) preserving positivity, and at last show (under mild technical assumptions) that a nonlinear operator A in positivity preserving equations (5) has to be of form (7) . It will turn out, in particular, that in case K = 2 the positivity preserving equations (6) can be always written in form (10) with conditionally positive operators B k (which is not the case neither for a discrete X, nor for the Euclidean X and K > 2).
Content of the paper and bibliographical comments
At the end of this introduction we are going first to illustrate the difference between positivity preserving evolutions (6) and kinetic equations (10) (in the terminology of the next section this means the difference between conditionally positive and strongly conditionally positive operators) on a simple case of a discrete state space X. At last we shall fix some basic notations to be used in the paper without further reminder.
In Section 2 our main structural results on the positivity preserving generators A, A k in (5), (6) are obtained (Theorems 2.2-2.4) for the case of X being a Euclidean space (or similarly a manifold). Some examples are given. At the end of Section 2 we discuss shortly the lifting of the nonlinear evolutions (6) to linear evolutions on the multi-particle state space.
As an important previous contribution to the theory of positivity preserving equations of type (4) one should mention book [54] , where these equations were analyzed by introducing a natural infinite-dimensional smooth manifold structure on the space of measures and its tangent spaces and where one can find a result, which is essentially equivalent to our Theorem 2.4.
As in the case of linear generators, one thing is to give a structure of formal generators, and another problem is to distinguish those of these formal generators that actually generate semigroups. Though lots of work in this direction is done both for linear and nonlinear cases, many questions remain open. Recent achievements in the linear theory are nicely presented in [28] . There exists an extensive literature on the well posedness for equation (5) , (7) with differential generators A that appear in the analysis of interacting diffusions (second order operators A), see [49] , [55] , [56] , [24] , [59] and references therein, and of the deterministic processes (first order operators A), see e.g. [10] , [19] . Integral operators A, A k in (6), (7) stand for interacting pure jump processes and their study was motivated by the Boltzmann model of collisions and the Smoluchovski model of coagulation and fragmentation, see e.g. [44] , [52] , [46] , [38] , [39] , [42] and references therein. Some particular combinations of differential and integral generators are mostly centered around spatially nontrivial versions of Boltzmann and Smoluchovski models, see [25] , [27] , [50] , [35] and references therein, see also [23] for models with spontaneous births.
In recent years one observes a new wave of interest to the Lévy processes (see e.g. books [3] , [4] ) and their spatially nontrivial extensions -Lévy type processes, the latter being basically just the Markov processes with pseudo-differential generators of Lévy-Khinchin type, see [28] for a comprehensive analytic study of these processes, [29] for a probabilistic analysis, where these processes are called jump-diffusions, and also [53] for some connections between these approaches. Lévy and Lévy type processes enjoy quite different properties (e.g. fat tails and discontinuous trajectories) as usual Wiener process and related diffusions, which make Lévy processes indispensable for applications in many situations where diffusion processes turn out to be un-adequate. On the other hand, the analysis of these processes is surely more complicated than that of usual diffusions, due in particularly to technically more involved analysis of the corresponding stochastic differential equations (see e.g. [3] and [5] for the latter). Roughly speaking, the results of our Section 2 state that positivity preserving measure valued evolutions under mild technical assumptions have generators of non-linear spatially nontrivial Lévy-Khinchin type thus representing nonlinear analogs of Lévy type processes and semigroups.
In Sections 3 we start our analysis of general positivity preserving evolutions by establishing (using a fixed point argument that is well known in nonlinear analysis, see e.g. [48] for its application to nonlinear Schrodinger equation and [55] for stochastic Ito's equations describing the evolution (5) with differential generators) a general well posedness result (Theorem 3.1) allowing to reduce the study of nonlinear problems (5)- (7) to some regularity properties of the corresponding linear problems. This result can be applied to a variety of models with pseudo-differential generators (beyond standard diffusions), where the corresponding regularity results for linear generators are available, for instance in case of decomposable generators (see [37] ), regular enough degenerate diffusions like interacting curvilinear Ornstein-Uhlenbeck processes or stochastic geodesic flows on the cotangent bundles to Riemannian manifolds (see [1] , [33] ), or stable jump diffusions. As the latter are of special interest among Lévy type processes, due to their applications in a wide variety of models from plasma physics to finances (see e.g. [3] , [8] , [4] , [58] ), we shall concentrate further on stable type processes ending Section 3 with a simple illustration of Theorem 3.1 in the case of non-degenerate second order part of a pseudo-differential generator.
In Section 4 we introduce our basic model of interacting stable jump-diffusions, prove a well posedness result (reducing exposition for simplicity to the case where the stable part is not affected by interaction) and analyze the core of the generator of the corresponding (linear) Feller process in C(M + (X)). In Sections 5 and 6 the general analytic tools for proving the law of large numbers and central limit theorems respectively are developed for interacting Markov processes with pseudo-differential generators. These tools are illustrated on our basic example -interacting stable jump-diffusions, but they seem to be of interest even for usual interacting diffusions. Unlike a probabilistic approach (compactness in Skorohod space of trajectories) normally used for obtaining these type of results (see e.g. [24] , [27] , [52] , [38] and references therein for the law of large numbers, [13] , [17] , [57] , [55] , [56] , [22] and references therein for the central limit of interacting diffusions and [18] , [20] , [23] , [50] for the central limit to some modes with jumps), our method, being based exclusively on the theory of contraction semigroups, yields new insights in the analytic aspects of the processes under consideration (Feller property, structure of the cores of the generators, precise rate of convergence, etc). Moreover, instead of describing the limiting Gaussian process of fluctuations in the very large space S (X), as is usual in the literature, our method allows to do it in a natural smaller space(C 1 (X)) * that is just "a bit larger", than the initial space M(X) (which itself is usually unappropriate for describing the fluctuations). Another specific technical feature is the systematic use of the derivatives of the solutions of the kinetic equations with respect to the initial data (in case of the Botzmann equation these derivatives being studied in detail in [40] ).
Section 7 is devoted to the interaction changing the number of particles, whose law of large number is described by equation (8) . As we noted above this equation can be also written in form (10) with conditionally positive operators B k in C(X k ), which allows to consider them as particular cases of (10) . However, for the application to interacting particles an alternative reduction to (10) becomes more natural, namely by observing that (8) has already form (10) but with B k presenting not just the operators in C sym (X k ) (as we always supposed in (10)), but the operators from C
that are conditionally positive in the sense that if a non-negative f ∈ C sym (X ) vanishes at x = (x 1 , . . . , x k ), then B k f (x) ≥ 0. The theory of Sections 5 and 6 is presented in a way that more or less straightforwardly extends to the Markov models of interactions not preserving the number of particles thus including the processes of, say, coagulation and fragmentation. In Section 7 we illustrate this development by obtaining new results on the rate of convergence to the law of large numbers and the central limit in the standard Smoluchovski model of coagulation-fragmentation (thus giving a solution to Problem 10 from [2] for the case of bounded intensities).
In Appendix two simple auxiliary results are presented, the first of which is devoted to the possibility of approximation of continuous functions on measures by analytic functions in such a way that this approximation respects the derivation (that does not follow from the standard Stone-Weierstrass theorem on approximation).
It is worth noting that the obtained limits of fluctuation processes supply a large class of natural examples for infinite dimensional Mehler semigroups, whose analysis is well under way in the present literature, see e.g. [45] and references therein for general theory, [51] for some properties of Gaussian Mehler semigroups and [15] for the connection with branching processes with immigration.
Remarks on discrete case
As a warming up we shall discuss shortly the case of X being the set of natural numbers and the r.h.s of (6) being a homogeneous quadratic polynomial. In this case equation (6) takes the form of the system of quadratic equationṡ
where N is a natural number or N = ∞, unknown x = (x 1 , x 2 , . . .) is N -vector and all A j are given square N × N -matrices. If X is the set of natural numbers and only binary interactions preserving the number of particles are allowed, measure-valued kinetic equation (8) is reduced to the discrete systeṁ
where P nm kl is an arbitrary collection of positive numbers that is symmetric with respect to the exchange of n and m (defining the rates of transformation of any pair of particles j of type k and l to the pair of particles of type m and n), and where δ j n is the Kronecker symbol (equals 1 if j = n and 0 otherwise). We omit a simple proof of this fact. It was presented to give a feeling of the difference between the class of positivity preserving evolutions and the class of kinetic equations (10) . This difference will be studied systematically in the next section.
Notations for spaces and semigroups
Throughout the paper the letter X denotes a locally compact metric space, and C(X) (respectively C ∞ (X)) denotes the Banach space of bounded continuous functions on X (respectively its closed subspace consisting of functions vanishing at infinity) equipped with the norm f C(X) = sup x∈X |f (x)|. Denoting by X 0 a one-point space and by X j the powers X × · · · × X (j-times), we shall denote by X their disjoint union X = ∞ j=0 X j , which is again a locally compact space. The elements of X will be designated by bold letters, e.g. x, y. Instead of X it is often more convenient to work with its symmetrization SX which is the quotient space obtained by identifying any two pairs x, y that differ only by a permutation of its elements. We shall denote by C . M(X) (respectively M sym (X )) denotes the Banach space of finite Borel measures on X (respectively symmetric measures on X ) with the full variation as the norm. By weak topology in the space of measures we shall always understand the * -weak topology. The upper subscript "+" for all these spaces (e.g. M + (X)) will denote the corresponding cones of non-negative elements. The lower subscript "fin" for the spaces of functions on X , e.g. C sym f in (X ), will denote a subspace with only finite number of non-vanishing components (polynomial functionals).
We shall work mostly with X = R d or X being a closed manifold. In this case by C k (X) we shall denote the Banach space of bounded k times continuously differentiable functions with bounded derivatives equipped with the norm
consisting of functions with a compact support (respectively vanishing at infinity together with all their derivatives up to and including the order k).
By L 1 (X) we denote the usual Banach space of integrable functions, and W k (X) is the Sobolev space of measurable functions having finite norm 
By a propagator (respectively a backward propagator) in a family of sets M s , s ≥ 0, we shall mean a family r) ) for t ≥ s ≥ r and such that U (t, t) is the identity operator for any t. In particular, a propagator of probability in a family of the Borel subsets X t of X (shortly, in X) is a propagator of linear contractions
to B(X s ) (and form a backward propagator), the duality equation being
for functions f t ∈ B(X t ) and measures µ s ∈ M + (X s ). We say that such a propagator is Feller if the family U (t, s) is a strongly continuous family of operators
depend only on the difference t − s, these operators form a Feller semigroup). A Markov process specified by U (t, s), i.e. by the transition probabilities P (t, s, x, dy) from X s to X t defined by
will be then called a nonhomogeneous Feller process (where we use the standard notations E x for the expectation of the process starting at x).
2
The structure of generators In particular, applying this definition to polynomial operators Ω (see the r.h.s. of equation (6)) we say that a linear map
is conditionally positive if for any collection of different points x 1 , . . . , x m of X , for any non-negative function g ∈ D such that g(x j ) = 0 for all j = 1, . . . , m, and for any collection of positive numbers ω j one has (15) .
Remark. If Ω is linear, i.e. Ω(µ)g = (Ag, µ) with some linear operator A in C(X), the above definition of conditional positivity is reduced to the standard definition of conditional positivity of the linear operator A (see introduction).
Our definitions are motivated by the following simple observations. (10)). Then the operators
we see that (g, µ 0 ) = 0, and consequently the condition of positivity preservation implies that
Remark. Thus on the formal level, the difference between the general positivity preserving evolutions of form (6) and the kinetic equations of k-ary interacting particles (10) is the difference between conditionally positive and strongly conditionally positive generators. For the case of discrete X this observation is illustrated by Proposition 1.1.
Our first structural result characterizes the conditional positivity at fixed points. 
for g ∈ C 
Proof. Let us start with a comment on the Courrège theorem. A look on the proof of his theorem (see [12] , [9] , [28] ) shows that the characterization is actually given not only for conditionally positive operators, but also for conditionally positive linear functionals obtained by fixing the arguments. Namely, it is shown that if the linear functional (Ag)(x) :
is conditionally positive at x, i.e. if Ag(x) ≥ 0 whenever a nonnegative g vanishes at x, then Ag(x) has form (1) irrespectively of the properties of Ag(y) in other points y . Now let us choose a partition of unity as a family of n smooth nonnegative functions χ i , i = 1, . . . , n, such that n i=1 χ i = 1 and each χ i equals one in a neighborhood of x i (and consequently vanishes in a neighborhood of any other point
Clearly each functional Ω i g is conditionally positive at x i in the usual sense, i.e. g(x i ) = 0 implies Ω i g ≥ 0 for a non negative function g ∈ C 2 c (X). Hence applying a "fixed point version" of the Courrège theorem to each Ω i , one obtains representation (17) .
As a corollary we shall obtain now a characterization of the strong conditional positivity.
Theorem 2.2 Let X and D be the same as in Theorem 2.1.
strongly conditionally positive if and only if
where the operators Π jl in R 
where a k is the same as in (17) and B k is a conditionally positive (in usual sense)
(iii) From the continuity of the functions in the image of A it follows that the functions
Proof. (i) From Theorem 2.1 it follows that for arbitrary different
where each c (18) 1 with
It remains to notice that due to the continuity, this representation remains valid even for not necessarily different points x 1 , . . . , x k .
(ii) By the Courrège theorem applied to
Applying this to f = g 
is positive definite and the measure Proof.
Step 1. Here we shall prove that all A k have form (17) with n = k , but possibly without positivity of c k and ν k . For arbitrary fixed x 1 , . . . , x m the functional of g given by
is x = (x 1 , . . . , x m )-conditionally positive and consequently has form (17) (with m instead of n), as follows from Theorem 2.1. Using ω j instead of ω j , dividing by and then letting → 0 one obtains that
) has the same form. As m is arbitrary, this implies on the one hand that A 1 g(x) has the same form for arbitrary x (thus giving the required structural result for A 1 ) and on the other hand that
has the required form. Again letting → 0 yields the same representation for the functional
As above this implies on the one hand that
has the required form and hence also A 2 g(x 1 , x 1 ) has this form for arbitrary x 1 (put ω 2 = 0 in the previous expression), and hence also A 2 g(x 1 , x 2 ) has the same form for arbitrary x 1 , x 2 (thus giving the required structural result for A 2 ), and on the other hand that
has the required form. Following this procedure inductively yields the claim of Step 1.
Step 2. From the obtained representation for A k it follows that
As this functional has to be strongly conditionally positive, the required positivity property of c and ν follows from Theorem 2.1.
Corollary 1 In the case K = 2 the notions of conditional positivity and strong conditional positivity for (15) coincide.
Proof. In case K = 2 the positivity of (21) reads as the positivity of the matrix (24) that is not positive definite (even for all ω j = 1). This contradiction completes the proof. Taking into account explicitly the symmetry of generators in (6) (note that in (6) or (8) the use of nonsymmetric generators or their symmetrizations specifies the same equation) allows to get a useful equivalent representation for (5), (7) . Namely, the following statement is obvious.
Corollary 2 (i) If A is conditionally positive and hence by Theorem 2.2 its components
have form (18) , one can rewrite (6) as
with
where ∇ is, of course, the gradient operator with respect to the variable x ∈ R d and where (iii) The strong form of equation (25) 
where
and where Γ * k (y 1 , . . . , y k−1 ) is the dual operator to the integral part (27) of (26) .
As a side result, we can give now the structure of positivity preserving evolutions (5). 
Proof. From Theorem 2.1 and the definition of conditional positivity it follows that A(µ) has form (7) 
with a 1 = a 3 = 1 and with a 2 being a small enough negative number. Of course, it is easy to write an explicit solution to equation (4) in this case. Remark 2. We gave our results for X = R d , but using localization arguments (like in linear case, see [9] ) the same results can be easily extended to closed manifolds. It is seemingly possible to characterize in the same way the corresponding boundary conditions (generalizing also the linear case from [9] ), though this is already not so straightforward.
Remark 3. Basic conditions of positivity of (21), (22) can be written in an alternative integral form. Namely, the positivity of matrices (21) is equivalent (at least for bounded continuous functions c) to the positivity of the matrices
for all non-negative Borel measures µ(dy). Conditions (21), (22) 
Remark 4.
As shows Proposition 1.1 the statement of Corollary 1 does not hold for discrete X. In case of continuous state space X one can start feeling the difference between strictly conditionally positive and conditionally positive operators only with k = 3. A simple example of a conditionally positive, but not a strictly conditionally positive operator represents the operator defined as
Equation (28) in this case takes the form
The "nonlinear diffusion coefficient" is not strictly positive here. Namely, since
wheref (p) is the Fourier transform of f , this expression do not have do be strictly positive for all non-vanishing non-negative f . However, one can find the explicit solution to the Cauchy problem of (31):
This is easily obtained by passing to the Fourier transform of equation (31) that has the form
and which is solved by observing that
and consequently equals ξ t = (t + ξ
There is a natural "decomposable" class of operators, for which (6) reduces straightforwardly to a linear problem. Namely,
, which is a linear equation depending on µ t = µ 0 as on a parameter. For conclusion of this section let us discuss the lifting of (6), (10) to linear evolutions on the multi-particle state space X which is of importance for the corresponding particle systems describing their "propagation of chaos" property. In fact equations (34), (35) below are derived in [7] from a scaling limit of the moment measures of interacting particle systems in the spirit of e.g. [30] or [56] .
For a finite subset I = i 1 , . . . , i k of a countable setJ , we denote by |I| the number of elements in I , by |Ī| its complement J\I, by x I the collection of the variables
. . , x k ) (the upper index k at f is optional and is used to stress the number of variables in an expression). Similar notations are for measures. In particular, the pairing between C sym (X ) and M(X ) can be written as
To each g ∈ C sym (X ) there corresponds a analytic functional (g, Y⊗) on M(X) (also called sometimes the generating functional for g). Such a functional will be called a polynomial on M(X), if g ∈ C sym f in (X ), i.e. if only a finite number of the components of g do not vanish. (ii) If the evolution of t ν t ∈ M sym (X ) is specified by (34) , then the dual evolution on C sym (X) is given by the equatioṅ
Proof. Observe that the strong form of (10) iṡ
which implies (34) by straightforward manipulations. From (34) it follows that
which implies (35) . From the duality between (34) and (35) one concludes that whenever one has the well posedness for the Cauchy problem of equations (35) and (10) for some dense subspaces of initial continuous functions g on X and initial measures µ 0 on X, one has the duality relation
implying the invariance of the corresponding space of "analytic" functionals of the type (g, Y⊗) on M(X ) under the action of the semigroup
In many cases one can prove that this space provides a core for the generator of this semigroup, with the r.h.s. L B of (35) specifying the form of the generator on this core.
A well posedness result
Our strategy of solving (28) will be to look for a fixed point of a mapping from 
holds with C 2 (t 0 ) depending only on u 0 . (28) 
Then for an arbitrary nonnegative
for g ∈ W
2
(X), where L(s) denote the generators (depending on u) at time s (the operators on the r.h.s. of equation (37)).
Let u 0 be fixed and let u 
where L 1 (s), L 2 (s) denote the generators at times s of the equation (37) with u 1 and u 2 respectively. Clearly
where C 1 depends on u 0 L 1 (X) and the bounds for the derivatives of the coefficients of equation (37) . Consequently (38) , (40), (41) imply that
Hence the mapping u t to F t in the subset of
Consequently one obtains a unique solution to (39) on the interval [0, t 1 ] for any t 1 ≤ t 0 satisfying (43), and moreover
If t 1 < t 0 one can repeat this procedure starting from the time t 1 obtaining a unique continuation of the solution to the interval [t 1 , t 2 ], where
A key observation now is that as this new solution again solves (37) one still has the estimate (44) with t 1 replaced by t 2 (i.e. C 2 do not have to be replaced by C 2 2 here), which allows to attain the time t 0 by using this procedure p times with p being the minimal integer exceeding
This completes the proof of the Theorem. We are going to illustrate the general result obtained by applying it to the case of equations with a strictly non-degenerate diffusion part such that
for all x and (non-negative) µ and some fixed real m. 
such that
for all k, x, z, y j with some constants β 1 ∈ (0, 2), β 2 > 0, C > 0 and with Proof. Observe first that the dual Γ * k to operator (27) has form
which can be written in the form
(where we omitted the arguments y 1 , . . . , y k−1 of the function ψ), i.e. it has the same form (47) plus a first order differential operator with bounded coefficients (the latter being due to our assumptions on ψ). The well posedness of the Cauchy problem for equation (37) under the conditions of the Theorem and with bounded ψ was shown first seemingly in [43] . In [32] , [33] it was shown that in this case there exists a Green function G(t, x, x 0 ; [u]) of equation (37), which is continuously differentiable in t, x, x 0 for t > 0 and satisfies the Chapman-Kolmogorov equation. In [31] the same result was obtained for Γ k being a finite sum of fractional powers of the Laplace operator (stable laws). Both proofs from [32] and [31] can be easily generalized to give the existence of a differentiable Green function under the above conditions on ψ . Moreover, as the same holds for the dual equation and the dual equation preserves constants it follows that the solution of (37) preserves the L 1 -norm. This shows everything except (38) , but the latter estimate is straightforward. In fact, on the one hand, the preservation of smoothness, in particular (38) , is well known for non-degenerate diffusion equations, i.e. for ψ = 0. On the other hand, the series representation for G(t, x, x 0 ; [u]) obtained in [32] for non-vanishing ψ shows that the integral operator Γ can be treated as a small perturbation that does not affect the validity of (38).
Interacting stable jump-diffusions
Our basic model of interacting stable jump-diffusions is defined by X = R d and K = 2 in (6) or (10) connected through (11) , and by B 1 , B 2 given by
where V, σ, ψ are given functions with ψ being symmetric with respect to the permutation of either x, y or x 1 , y 1 , and the index of stability α is a fixed number in the interval (1, 2) (we do not consider here the indices α ≤ 1, as the technique applied below would require a modification in this case). The first (respectively the second) part of (51) stands for the potential (respectively the jump type) interaction. Remark. The case α = 2 corresponds to the standard diffusions and is omitted, though all results below are still valid for α = 2. In particular, in case α = 2, σ = 1, ψ = 0 the corresponding Markov model of interacting particles is given by the system of Ito's equations
Equations (25) and (28) for generators (50), (51) take form
and
respectively, where
V i and x i being, of course, the coordinates of the vectors V and x. It is possible to get a well posedness of (53) as a consequence of Theorem 3.1. However, we assumed here that σ(x) is not affected by interaction, which would lead to better results (arbitrary initial conditions), than those obtained through Theorem 3.1. As a preliminary step we need the basic properties of the corresponding linear problem given by the following theorem that is of independent interest.
Theorem 4.1 Suppose α ∈ (1, 2), σ(x), A t (x) (respectively B t (x), φ t (x)) are continuously differentiable (respectively continuous) functions of x with σ, φ, being non-negative and A t , B t , φ t depending continuously (in fact, measurably is enough here) on t ≥ 0, and such that
(54) for some constants β ∈ (0, 2), C 0 (t 0 ) > 0 and all x, z. Then
has a Green function G(t, s, x, y), t 0 ≥ t ≥ s ≥ 0, i.e. its solution with the initial condition G(s, s, x, y) = δ(x − y), such that
A r (y)dr) dp (57) is a shifted stable density (with the index α and the uniform spectral measure) and where the last term in (56) can be omitted whenever β ≥ α;
(ii) G(t, s, x, y) is everywhere non-negative and satisfies the Chapman-Kolmogorov G equation; moreover, in case B t = 0 one has G(t, s, x, y)dy = 1 for all x and t > s; (iii) G(t, s, x, y) is continuously differentiable in t, s, x, y whenever t > s and
∂G ∂x (t, s, x, y) = O((t − s) −1/α )G(t, s, x, y)(58)uniformly for 0 ≤ s < t ≤ t 0 , x, y ∈ R d ; (iv) for any G s ∈ C ∞ (X) there
exists a unique (classical) solution G t in C ∞ (X) to the Cauchy problem of equation (55) (i.e. a continuous mapping t → G t ∈ C ∞ (X) that solves (55) for t > s and coincides with
Proof. In case B t (x) = 0 and A t (x) = A(x) being time independent this result is obtained in [32] (the existence of the Green function in case ψ = 0 being previously obtained in [31] ). It remains to observe that the proof from [32] generalizes straightforwardly to the present non-homogeneous situation.
Remark. In [32] one can find also two-sided estimates for the Green function (56).
Corollary 3 Under the assumptions of Theorem 4.1 the mapping G s → G t extends to (i) the bounded linear mapping M(X) → M(X) that is also continuous in the * -weak topology and is such that its image always has a density (with respect to Lebesgue measure) that solves equation (55) for t > s; and to (ii) the bounded linear mapping (C
that is also continuous in the * -weak topology.
Proof. Follows from Theorem 4.1 (iv) and the duality arguments. The basic properties of the solution to the Cauchy problem of equations (52), (53) are collected in the following theorem.
Theorem 4.2 Suppose α ∈ (1, 2), σ(x) is a positive function such that
σ −1 is bounded, σ ∈ C 1 (X), V ∈ C 1 (X
) as a function of the first variable with bounds being uniform with respect to the second one, and a continuous function ψ enjoys the bound
for all x, z, y with some constants β ∈ (0, 2), C > 0. Then the following holds:
the Cauchy problem to (53) (i.e. t → f t is a continuous function R + → C ∞ (X) that satisfies (53) for t > 0).
(ii) The mapping f 0 → f t extends to a strongly continuous semigroup of (nonlinear) continuous isometries of L 
is a continuous mapping of two variables with f 0 and f t considered in the Banach topology of L 1 (X)). (iii) The mappingf 0 → f t extends to a semigroup of Lipshitz continuous (in the norm topology) isometries
with some constant C(t, µ 0 ) for all two times continuously differentiable functions g.
(v) Under the assumptions of (iv) the mapping f 0 → f t extends to a semigroup of Lipshitz continuous (in the norm topology) mappings
Remark. As is easily seen, the above mapping t → µ t is not continuous in M + (X) (unlike its restriction to L 1 (X)) in the norm topology as a function of t at t = 0 for arbitrary µ 0 which is not absolutely continuous with respect to Lebesgue measure. Hence the necessity to work in the weak topology of M (X), which will be exploited in the next Theorem.
Proof. Our strategy in dealing with equation (53) is the same as in the previous section and is based on the observation that a solution to this equation is a fixed point of a mapping u t → F t , where for
with the initial data F 0 = u 0 , where
In order to solve this equation using Theorem 4.1 we change the unknown function F t to G t (x) = σ(x)F t (x) leading to the equation 
whenever t > s and F s ∈ M(X).
We shall follow now the same line of argument as in Theorem 3.1 but with u 0 being an arbitrary element of L
Consequently, (40), (62), (63) yield
Hence the mapping u t to F t in the subset of S 0 C([0, t 0 ], M + (X)) obtained by fixing u 0 is a contraction whenever t
Consequently one obtains a solution to (53) 
with a ω ∈ (0, 1) (being given by the l.h.s. of (65)), and thus
This implies the continuity (even Lipshitz continuity) of the mapping µ 0 → µ t in the norm topology both in L + 1 (X) and M(X). The continuity of f 0 → f t as a L 1 (X)-valued function of t follows from the same property of the linear problem.
Statement (iv) follows from the possibility to differentiate the equation for µ t with respect to the initial condition arbitrary number of times, as the r.h.s. of the equation depends on µ t quadratically. Differentiation leads to the time non-homogeneous equation of type (55), whose well-posedness follows again from Theorem 4.1.
To get (v) one extends the above fixed point arguments from M(X) to (C 1 (X)) * using instead of (63) and (64) the inequalities
and respectively
We shall apply the above results to the study of the semigroup of positivity preserving contractions T t F (µ) = F (µ t ) on the space of bounded functions on M 
, where F n (µ) = F (χ n µ) (χ n being the indicator function of the ball of radius n with some fixed center).
Recall that the variational derivative δF δµ 
(t) and u(t).
Notice that the adjoint operator to the operator L t from the r.h.s. L t (F t ) of (60) equals
(we use the notations introduced in the proof of the previous theorem) and using (66) yields
for some constant K with a similar estimate for δ t yielding for
(with some other constant K). As the sets of functions V (x, ·) and ψ(x, ·; z)(1 + |z| d+β ) are compact in C ∞ (bounded with uniformly bounded derivatives), the last two terms on the r.h.s. of this inequality tend to zero as n → ∞ uniformly for t ∈ [0, T ] for arbitrary T > 0. Consequently (due to Gronwall's lemma) the same holds for ξ t , and hence for γ t and δ t . Consequently, (66) implies Hence it remains to show that (g, µ t (χ n µ 0 )) converges to (g, µ t (µ 0 )) for arbitrary t uniformly for all µ 0 ∈ M M (X). Again using (66) one writes
(69) The second term here is uniformly small, because g ∈ C ∞ (X), and U * t,0 preserves this property uniformly, as the coefficients of all generators are uniformly bounded due to the assumption that |µ 0 | ≤ M . For the first term this is not directly obvious. But we can use the trick from the part (i). Namely, consider first the functions g of form V (x, ·) and ψ(x, ·; z)(1 + |z| d+β ) and prove the smallness using Gronwall's lemma. When this is done the smallness of the first term in (69) becomes clear.
It remains to show that T t is strongly continuous on polynomial functionals of the form (67). Again let us reduce the discussion to the case k = 1 only. Thus we need to show that (g, µ t ) tends to (g, µ 0 ) as t → 0 for any given g ∈ C ∞ (X) uniformly for µ 0 with a bounded norm. For this it is enough to prove that
where U (t, 0) is the propagator corresponding to µ 0 . But this follows again from the observation that the coefficients of the corresponding generators are uniformly bounded
for
To prove that F belongs to the domain of L B , one needs to show that(F (µ t ) − F (µ 0 ))/t has a limit as t → 0 uniformly for all µ 0 from M + M . The representation
implies that it is sufficient to show that
But due to (70), this difference can be written as a linear combination (with bounded coefficients) of the differences of the form (φ, µ t − µ 0 ) with given functions φ from C ∞ and the integrals (δF (x, µ t ) − δF (x, µ 0 ))µ 0 (dx). The first differences tend to zero by the part (ii) of the Theorem. The integral is small because of the continuity of δF (x, µ) in µ (uniform on x and µ from compact sets). By Theorem 4.2 (iv) the space C 
The law of large numbers
Let h > 0 be a positive parameter. We shall denote by δ x the Dirac measure at x. A key role in the theory of measure-valued limits is played by the inclusion
which defines a homeomorphism between SX and the set M 
(see notations for B I k in Theorem 2.5). We shall study now a scaling limit of the large number of particles where k-ary part L k of the generator is scaled by the factor h k−1 and x = (x 1 , . . . , x l ) is substituted by a measure according to (71). Denoting F (hδ
For a linear operator
and B x k means the action of B k on the variable x. In particular,
where x is written q times and z is written l − q times in the last formula.
where g w (z) = g(w, z) and
where B 
which by changing the index p to the index l = q + p and using
which yields (77) by (114).
As for F of form (67) one has
) it follows from (77) that one can extend the operator L h k to act on more general infinitely differentiable functions F (Y ) of measures by the formula
As a direct consequence of (78) one obtains also the following
(X ) and thus
where L B is given by (35) and O(h) depends on M (the maximal non-vanishing component of g) and g C 2 (X ) .
The analytic approach to proving the law of large numbers is described by the following result. Proof. Follows from (80) and a well known general result (see e.g. [21] or [47] for different proofs) on the convergence of contraction semigroups. More precisely, the above result states the convergence for the initial conditions of the kinetic equations being equal to that of Z h B (t), and our claim then follows from the weak continuity of T t . In Section 4 we did all the necessary job to apply this theorem to the system of interacting stable jump diffusions specified by the generators (50), (51) . In this case operator (72) becomes
where f in the last integral depends of course on other arguments that are not written explicitly to shorten the formula. Clearly As a first step in the direction of the central limit, we shall propose now a method for estimating the rate of convergence in Theorem 5.1, illustrating it on our main model of interacting stable processes. To this end, one needs to estimate series (78). This is not difficult for bounded generators B k (see examples in Section 7), but becomes impossible in general case. To circumvent this difficulty we shall give an alternative representation for the l.h.s. of (78). For the generators of the jump type, we shall do it for simplicity only for the case k = 1.
If B 1 is given by the integral part of (1), (2), i.e.
Hence the operator L h 1 F can be extended by the formula ) as a function of x, y uniformly for µ from any bounded (in norm) set, then expanding the r.h.s. of (84) in h and using (83) yields
This is the representation we need to estimate the rate of convergence in Theorem 5.2.
On the other hand, series (78) becomes finite in case of pure differential generators B k , as in this case the operatorsB l k vanish for large l (which gives an analytic explanation for the fact that interacting diffusions are simpler for analysis). We shall demonstrate this statement only for the most important case of binary interactions. 
Proposition 5.3 (i) If
where in the last term there are j arguments x 1 , q − j arguments x 2 , i arguments z 1 , and l − q − i arguments z 2 . Let us prove that the coefficients at V (x 1 , x 2 ) and V (x 2 , x 1 ) both vanish in case l > 1. By symmetry it is enough to deal with the first coefficient only. Hence, we need to prove that We can prove now the main result of this section.
Theorem 5.3 Under the assumptions of Theorem 5.2 assume also for simplicity that
with some constant C depending on m, T, µ .
Proof. Notice first of all that (85) is applicable to B 1 of form (50), since it is well known (see e.g. [32] ) that the fractional Laplacian |∆| α has form (83) with ν(x, dy) = |y|
Next, the standard representation for the difference of the action of two semigroups reads as
where P h denotes the projection on the functions depending on Dirac measures of the form hδ x . Using (85), Theorem 4.2 (iv) and Proposition 5.
, which directly implies the statement of the Theorem.
The central limit
We shall start with elementary results (Proposition 6.1 and 6.2 below) from the theory of Feller processes.
By the (time dependent) generator of a Feller backward propagator U (t, s) in C ∞ (X) we shall mean the operator
with the domain being the space of g ∈ C ∞ (X) for which these two limits exist and coincide. 
where 
Proof. Follows immediately by differentiating (89) using the product rule. We can start now the analysis of the process of fluctuations around the evolution described by the kinetic equations. 
In particular,
Proof. Applying (77) to
and consequently
which yield all but the last terms on the r.h.s. of (91) by the obvious identity 
with 
or more explicitly
Formula (93) can be considered as a basis for an analytic study of the limiting fluctuation process, as it shows that the generator of the fluctuation process h
converges on polynomial functionals to the operator (94). What one needs here is, of course, a rigorous convergence result for the corresponding propagators, at least on some class of functionals. We shall demonstrate an analytic approach for obtaining such a result on our basic model of Section 4. Sticking to the tradition, we shall consider the linear functionals on measures, but will give the precise estimates for the remainder, which seem to be new even when applied to interacting diffusions (see [26] , where already the uniform convergence with respect to the norm of a linear function and without our √ h estimate is presented as a significant progress compared to the usual result obtained by standard probabilistic method based on the compactness of approximating processes of fluctuation).
But first three general observations on the generator (94) are in order: (i) the propagator arising from (94) can be often easily constructed, because, as one sees from (95), this propagator preserves the space of polynomials of any given order; (ii) formula (95) indicates that the limiting process, whenever it is well defined, is an infinite dimensional Gaussian Orstein-Uhlenbeck process, but we shall not be concerned here with the question of existence of such a process or with its properties (however, see [45] and references therein for the general theory of such processes, and [22] , [23] for the corresponding infinite dimensional system of Ito's stochastic equations arising in the context of interacting diffusions); (iii) in case when solutions to kinetic equations are regularizing in the sense that the solution measure is absolutely continuous with respect to Lebesgue measure for all positive times (as in our basic example of interacting stable processes), the norm of the measure h
for all times, and hence the family of such measures can not converge weakly to a measure. In other words, one can expect only "much weaker" convergence. On the level of propagators, one can expect convergence on polynomial functionals with only sufficiently smooth coefficients. Moreover, any measure with a smooth density on R 
We shall consider now our basic model of Section 4. As it follows from (94), under the assumptions of Theorem 5.3 the generator of the limiting process Λ (g, µ) by means of the equatioṅ
which in the inverse time gives the transformation G t,s : g t → g s that is bounded in C ∞ (X) and in C ∞ ∩ C 2 (X) (again according to Theorem 4.1 and its obvious modification). To prove our central limit we shall need the following auxiliary result.
Lemma 6.1 Under the assumptions of Theorem 5.3 let g
with C(T, µ 0 ) being a constant not depending on h.
Proof. One has
The estimate of the first term corresponds to the first term in the bracket on the r.h.s. of (98), which follows from Theorem 5.3 and the formula
The required estimate for the second and third terms are given by the third and second term respectively in the bracket on the r.h.s. of (98), which follows from Theorem 4.2 (v). We can prove now the main result of this section. 
Processes changing the number of particles
The methods developed above can be applied also to the analysis of processes changing the number of particles, as we are going to demonstrate now on the example of coagulationfragmentation models.
To generalize Section 5 in a way to include processes changing the number of particles, assume that D and X are the same as in Theorem 2.1 and let
. . , K be of the form (12) with B k being conditionally positive operators in C sym (X k ) (that stand for the processes preserving the number of particles and that were denoted B k in Sections 5 and 6) and P k being a family of symmetric transition kernels from X k to X . A process Z B (t) of k-ary interaction in X (possibly changing the number of particles) can be defined again through the generator (72), which can be written in more detail as 
This leads to the corresponding generalization of Theorems 5.1 with the law of large number being again specified by (10) and the limiting process of fluctuations by generators (94).
Remark. Our decomposition of B k from (1.12) into the sum of B k (the number of particles preserving part) and the remaining jump-type part is not unique, as the jumps preserving the number of particles (like in Boltzmann collisions) can be put in either of these two parts.
In case of pure jump interactions B k = 0 in (100) and kinetic equation (10) (104) As in the previous section, we shall denote by G t,s the corresponding evolution operators on g in inverse time (backward propagator).
We shall consider now the standard model of coagulation and fragmentation combined with possible collision breakage, where X = R + , P k does not vanish only for k being two and one, so that P 2 (x 1 , x 2 ; dy) = K(x 1 , x 2 )δ(x 1 + x 2 − y)dy + C(x 1 , x 2 , y 1 )δ(x 1 + x 2 − y 1 − y 2 )dy 1 dy 2 , and P 1 (x; dy 1 dy 2 ) = F (x, y 1 )δ(y 1 + y 2 − x) dy 1 
Then it is well known that (105) is well posed (see e.g. [52] for coagulations and [35] in general case), i.e. for any finite µ 0 with a finite second moment x 2 µ 0 (dx) < ∞ there exists a unique bounded solution µ t of (105) with a bounded second moment and preserving the mass, i.e. such that xµ 0 (dx) = xµ t (dx). In [35] and [39] with some constant C depending on m, T, µ .
Proof. We shall again use (88). T s F (µ) is an infinitely differentiable function, the bounds for the derivatives being given by (107). From (101) it follows that
and hence series (78) turns out to be convergent for F t (µ) = F (µ t ) and the sum over l ≥ 2 is estimated by We can now obtain the central limit result for this model basically copying the arguments of the previous Section, even with additional simplifications that we do not need any smoothness of the coefficients of polynomial functions (since all B k are bounded). Thus instead of Lemma 6.1 we get with C(T, µ 0 ) being a constant not depending on h.
And then similar modification of Theorem 6.1 yields the following central limit result.
Theorem 7.2 Under the assumptions of Theorem 5.3 let g ∈ C ∞ (X).
Then
This result is new even for coagulation model (with vanishing C and F ) and even without the estimate of convergence. The only previous result on the central limit for coagulation model appeared in [18] , and it is devoted to the case of only discrete mass distribution. The arguments in [18] are quite different from ours and they do not give any estimates for convergence.
A Approximation of infinite-dimensional functions
Let B and B * be a real separable Banach space and its dual with duality denoted by (·, ·) and the unit balls denoted by B 1 and B * 1 . It follows from the Stone-Weierstrass theorem that finite dimensional (or cylindrical) functions of form F f (v) = f ((g 1 , v) . We need a more precise statement that these approximations can be chosen in such a way that they respect differentiation. This fact is crucial for our exposition and the author did not find it in the literature. We shall need it only for the case of B = C ∞ (X) with X being R n or its submanifold, and we reduce attention only to this case.
We shall say that a family P 1 , P 2 , · · · of the linear contractions in B of the form
where φ l j and w l j are some finite linear independent sets from the unit balls B * 1 andB 1 respectively, form an approximative identity, if the sequence P j converges strongly to the identity operator as j → ∞.
To see the existence of such a family, let us choose a finite The required convergence for the functions of the form F g (µ) = exp{(g, µ)}, g ∈ C ∞ (X) follows from the definition of the approximative identity, for F g (P * j (µ)) = exp{(P j g, µ)}. For arbitrary F ∈ C(B * 1 ) the statement is obtained through its approximation by the linear combinations of exponential functions F g (which is possible by the Stone-Weierstrass theorem).
(ii) For any j the functional F j (µ) = F (P * j (µ)) clearly can be written in the form F j (µ) = f j (y(µ)) with y(µ) = {(φ ). (114) 
