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Introduction. -The techniques of statistical physics have been applied, with some success, to the study of many statistical learning methods [1] . A major application of these methods is in the detection of structure within the training data, often referred to as unsupervised learning. Among such methods is that of principal component analysis (PCA) whereby a representation of the data of lower complexity is sought. The application of PCA may be motivated either by a desire to reduce the complexity of the representation of the data with a view to simplifying some subsequent calculation, or by a belief that the original data has been generated from some latent variable model of lower dimensionality, e.g. the data set of p, N -dimensional vectors {ξ µ } p µ=1 are given by
where z µ is an M -dimensional vector with M < N, and W is some N × M matrix. The components of the noise term s µ are i.i.d. from a Gaussian distribution with mean zero and c EDP Sciences variance σ 2 . Likewise the components of the latent variables z µ are often taken to be i.i.d. random variables drawn from a Gaussian distribution of mean zero and variance σ 2 z . This latent variable model can be used to provide a probabilistic interpretation of PCA [2] and is also used in statistical physics studies of unsupervised learning more generally [3] [4] [5] [6] [7] .
A number of theoretical analyses of PCA have been performed, mainly in a wider context of unsupervised learning [3] [4] [5] [6] [7] [8] . Such analyses focused on the case where the data contains one symmetry-breaking direction, and in the limit N → ∞, but with the number of samples also increasing such that p = αN , for some fixed α. The hope is that for finite but large N any scaling relations or phase behaviour identified from the asymptotic theory will still approximately hold. The asymptotic theory reveals that PCA exhibits the phenomenon of retarded learning [4, 9] . For systems exhibiting retarded learning the symmetry-broken nature of the true distribution of pattern vectors is not even begun to be detected until α exceeds some critical value α c > 0. Thus, for any finite, but large, value of N there is a minimum number, p c , of pattern vectors required to reconstruct the underlying latent variable model to any degree of accuracy.
The study of the behaviour of PCA is not just an academic concern. With the advent of extremely large data sets from post-genomic research in molecular biology, PCA has become a widely applied tool that has yielded real scientific insights [10] . Indeed analysis of gene expression [11] was the original motivation for our study of PCA learning. Modern experimental methods provide us with multiple measurements of the mRNA expression levels of the thousands of genes in an organism. However, the expression of these genes is essentially controlled by a much smaller number of proteins. This makes gene expression an ideal application for PCA, and one for which the limit N → ∞ may not be un-realistic.
Typically, for such real applications of PCA we are interested in two key questions: i) What is the true underlying dimensionality of the effective latent variable model that has generated the data? ii) How many data samples p do we require so that our estimate of the latent subspace is accurate?
Methods to answer the first of these questions generally involve analysis of the eigenvalues of the sample covariance matrix [12] . Therefore, instead of the first question we shall ask how accurate is the leading eigenvalue of the sample covariance matrix as an estimate of the leading eigenvalue of the true covariance matrix used to generate the data. We can use the analysis of Reimann et al. [5] to answer the second of these questions within the context of the one symmetry-breaking direction model. The answer may be extremely pessimistic, since retarded learning leads us to expect that if N is O(1000) to O(10000) then, depending upon the precise value of α c , p c may be of the order of hundreds to thousands. Typically, for gene expression studies only p ∼ O(10) training vectors are available, yet such data sets would appear to be of sufficiently large size to reveal the major features of the low-dimensional systems controlling gene expression levels. This suggests that we should re-examine the validity of existing analysis applied to real problems such as gene expression. A more appropriate limit in this case may be to take N → ∞ with p fixed, and we will review the accuracy of the mean-field approximation in this case.
Standard scaling. -The one-dimensional problem becomes
where w is a fixed N component vector and z µ is Gaussian randomly distributed with zero mean and variance σ 2 z . The data ξ has covariance matrix
The general problem of learning from data when one symmetry-breaking direction, B, is present has been extensively studied [5] [6] [7] [8] . In the work of Reimann et al. [5] , ξ µ is considered to be drawn from a Gaussian distribution with inverse covariance matrix( 1 ),
where a < 0 and ||B|| 2 = N . Given a training set, a trial vector J for the symmetry-breaking direction B is scored with a likelihood proportional to the Boltzmann factor exp[−
, where β −1 is the thermodynamic temperature. The distribution of the overlap R = J · B/N can be evaluated through a standard partition function calculation utilising replicas [5, 6] . In the limit N → ∞, p = αN , the distribution of the overlap P (R) approaches δ(R − R(α)), where R(α) is determined by extremization of the free-energy [5] ,
where 
In this situation one has retarded learning, namely R 2 = 0 below some critical value α c = A −2 . For our real applications this would appear a depressing conclusion. Depending on the strength of the symmetry breaking, measured by A, if say N is of the order 5000-30000 as is the case for our gene expression example, then possibly hundreds to thousands of sample data points may be required to accurately recover the leading principal component.
We are also interested in estimating the leading eigenvalue of the sample covariance matrix. Consider the quantityλ
This is the Rayleigh quotient [13] of the trial normalized eigenvector J / √ N with the sample covariance matrix p
Since the most likely J is an exact eigenvector of the sample covariance matrix, we have in the limit β → ∞ that the Rayleigh quotient will give the exact leading eigenvalue of the sample covariance matrix [13] . Thus we wish to calculate
where the expectation value is taken over the distribution of trial vectors J . In the mean-field approximation this is easily evaluated by including a source term, exp[hN
( 1 )We have modified the calculation of Reimann et al. [5] by explicitly introducing the variance σ 2 of the noise term. The modification involves only minor alterations to the subsequent derivations. where λ = σ 2 (1 − A) is the leading eigenvalue of the true covariance matrix C. How accurate are the mean-field estimates of R 2 and λ for finite N ? Figure 1 shows a comparison of computer simulation results with the mean-field estimates. For the simulation results we set N = 1000, A 2 = 10 and σ 2 = 1. Simulation estimates of R 2 and λ were averaged over 1000 sample points. The agreement between simulation and the mean-field estimates is excellent, although finite-size effects smooth the transition to the retarded learning regime.
It is interesting to note that for α < α c the result for λ is identical to the upper end of the support of the eigenvalue spectra of an N × p matrix with i.i.d. Gaussian random elements, in the limit N → ∞, p = αN [14] . Therefore, for α < α c one cannot distinguish, usingλ, the symmetry-broken structure of the true covariance matrix from that of an isotropic covariance matrix.
Non-standard scaling. -In using the mean-field approximation for the evaluation of the replica partition function we have assumed that none of the parameters have any implicit scaling with N . Comparing (3) and (4) we can see that
There are many physical and biological applications where we would expect the scale of each individual component of ξ µ to be fixed, i.e. show no dependency on the dimension N . Thus there is no a priori reason why the components of w should show any scaling with N . If we consider the individual components of w to be drawn from the same distribution with fixed variance independent of N , then we have ||w|| 2 ∼ N . Consequently, A ∼ −Nσ −2 , unless the noise level σ 2 exhibits a scaling, which again would not be expected since the additive noise is the result of a process that is considered to be independent to the latent variable model. If A ∼ −N the contributions to the saddle point value in (5) are now of different orders. One can still approximate the partition function calculation by expansion about the appropriate stationary point of (5), although it is not immediately obvious what the accuracy of the meanfield estimates (6) and (9) R 2 and λ above the retarded learning transition become
For the asymptotic theory if we still maintain the scaling p ∼ N , then the above results are essentially trivial, namely R 2 → 1 and λ → λ as N → ∞. However, if we use the asymptotic results to approximate the situation where we have finite N and p, then the above results are non-trivial. Importantly, the phenomenon of retarded learning has essentially disappeared for any large finite value of N , i.e. α c = A −2 1. From (11) we can see that the bias in the mean-field estimates, relative to perfect estimates of R 2 = 1 and λ = λ, is typically only O(p −1 ) and so relatively few sample data points are required to accurately model the principal subspace, even when N 5000-30000. Formally, the order parameter R can only be shown to self-average in the case where p ∝ N . However simulation results shown in fig. 2 indicate that the mean-field estimates (11) are still accurate for finite and relatively small values of p. The simulation estimates for R 2 at fixed p ( fig. 2(a) ) and fixed N ( fig. 2(c) ) are statistically What evidence is there in real data sets that the strength of the effective symmetrybreaking parameter −A is comparable to the dimension N ? To test this idea we have used a Saccharomyces cerevisiae time-series data set [15] , which was analysed by Alter et al. [10] using PCA. For this data set we have p = 24 measurements of N = 6178 variables. We define B N as the normalized 1st principal component determined from the full data set and J T as the normalized 1st principal component determined from a data set constructed by sampling (without replacement) T < N of the full set of variables. We keep p fixed at p = 24. We view B N as the best estimate of the leading symmetry-breaking direction in the pattern distribution, i.e. the equivalent of B in (4). We then calculate cos θ, where θ is the angle between B T and J T . B T is the normalized vector formed from the components of B N that are present in J T , so that cos θ is essentially the normalized overlap between B N and J T where we have taken into account the fact that we can only take a scalar product with a T sub-sample of all the N components of B N . For each value of T we repeat this process 1000 times. Plotted in fig. 3a is the average value of | cos θ| against T . On increasing T , one expects | cos θ| to approach its maximum value of 1. Systems with larger values of |A| will approach the maximum value of 1 at smaller values of T . For comparison we have re-plotted the results in fig. 3b along with those obtained from an artificial data set of the same dimensions whose elements are drawn from N (0,σ 2 ), where the noise levelσ 2 0.198 is chosen so that the total variance is the same as for the real data set. Also plotted in fig. 3b are results for simulated data sets with different values ofÃ. One can see from fig. 3b that the behaviour from an isotropically distributed data set is markedly different from one where we expect symmetry breaking, indicating that for the real data set A −1. We can estimate an effective value of A for the real data set from the ratio of the leading sample covariance matrix eigenvalue to the average (over N − 1 dimensions) of the remaining eigenvalues, giving −A eff 1141. Although this does not prove that a scaling relation A ∝ −N exists for such real data sets, it does indicate that the size of the effective symmetry-breaking parameter A is large and therefore the mean-field estimates (11) are the more applicable.
Conclusions. -Application of the techniques of statistical physics to statistical learning methods such as PCA has helped us to understand the major factors controlling the accuracy of low-dimensional representations of high-dimensional data sets. This is of particular importance now that PCA is commonly applied to high-dimensional data emanating from molecular biology. At first sight, the standard analysis of PCA learning would give the impression that unrealistic numbers of data points are required when applying PCA to problems such as analysis of gene expression data, where N 30000 is not unusual. We have pointed out that for such real applications of PCA the strength of any symmetry-breaking directions in the training data will essentially increase with N , making detection of the symmetry-breaking structure easier and therefore retarded learning less of a problem. The scaling with N of the parameter A, in theory alters the saddle point calculation of the PCA learning behaviour. However, we have found from simulation that the mean-field estimates resulting from the analysis of Reimann et al. [5] are still accurate if we include the scaling A ∼ −N , even for extremely small values of α. The bias in the mean-field estimates (11) 
