We show that proper Lie groupoids are locally linearizable. As a consequence, the orbit space of a proper Lie groupoid is a smooth orbispace (a Hausdorff space which locally looks like the quotient of a vector space by a linear compact Lie group action). In the case of proper (quasi-)symplectic groupoids, the orbit space admits a natural locally flat integral affine structure, which makes it into an affine manifold with locally convex polyhedral boundary, and the local structure near each boundary point is isomorphic to that of a Weyl chamber of a compact Lie group. We then apply these results to the study of momentum maps of Hamiltonian actions of proper (quasi-)symplectic groupoids, and show that these momentum maps preserve natural transverse affine structures with local convexity properties. Many convexity theorems in the literature can be recovered from this last statement and some elementary results about affine maps.
Introduction
This paper consists of two parts. The first part is about the linearization problem for Lie groupoids and (quasi-)symplectic groupoids. The main result of this part is the local linearization theorem (Theorem 2.3), which states that any proper Lie groupoid with a fixed point is locally linearizable, i.e. locally isomorphic to the action groupoid of a linear action of a compact Lie group on a vector space. A consequence of this local linearization theorem is the slice theorem (Theorem 2.4), which linearizes a proper Lie groupoid in a neighborhood of an orbit under two additional conditions: that the groupoid is source-locally trivial, and the orbit in question is a manifold of finite type. This slice theorem was obtained by Weinstein [29] modulo Theorem 2.3, and is a generalization of the classical Koszul-Palais' slice theorem for proper Lie group actions [17, 24] to the case of Lie groupoids. Another immediate consequence of the local linearization theorem is that the characteristic foliation on the base space of a proper Lie groupoid is an orbit-like foliation in the sense of Molino [22] with closed orbits, and the corresponding orbit space (= space of orbits) is a smooth orbispace in the sense that it is a Hausdorff space which is locally smoothly isomorphic to the quotient of a vector space by a linear action of a compact Lie group. In the case of symplectic groupoids, Theorem 2.3 together with some standard arguments imply that a slice of a proper symplectic groupoid is locally isomorphic to a standard symplectic groupoid T * G ⇉ g * , where G is a compact Lie group and g its Lie algebra (Theorem 2.5), and the orbit space is a manifold with boundary which looks locally like a Weyl chamber. A similar result (Corollary 2.6) holds for quasi-symplectic groupoids in the sense of Xu [30] (a.k.a. twisted presymplectic groupoids [3] ).
The second part of this paper is about the convexity properties of momentum maps in symplectic geometry. We will consider momentum maps in the context of Hamiltonian spaces of quasi-symplectic groupoids [30] , an approach which unifies the classical theory of equivariant momentum maps for Hamiltonian group actions, Lu's momentum map theory for actions of Poisson-Lie groups [18] , and also Alekseev-Malkin-Meinrenken's theory of group-valued momentum maps [1] . Actually, what we want to emphasize in this paper is not the convexity, but the affinity of momentum maps. More precisely, we will show that if Γ ⇉ P is a proper quasi-symplectic groupoid, then P together with its characteristic (singular) foliation admits a natural transverse integral flat affine structure (which projects to an affine structure on the orbit space), and any Hamiltonian Γ-space also admits a natural transverse affine structure to a singular "coisotropic" foliation associated to the action of Γ; the momentum map sends the leaves of this foliation to the orbits of P , and is transversally affine, i.e. it preserves the transverse affine structure. One then recovers various known momentum map convexity theorems from this affine property, local convexity and some elementary results concerning affine maps between locally convex affine spaces.
Proper groupoids

Linearization of proper groupoids.
Let us start by formulating the linearization problem. Consider a Lie groupoid G ⇉ M . We will always denote the source map and the target map by s and t respectively. Consider 
This linearization problem is a generalization of the problem of linearization of Lie group actions. A special case is when G = G ⋉ M is the action groupoid of an action of a Lie group G on a manifold M with a fixed point m ∈ M . Then the linearization of G near m is similar though somewhat weaker than the linearization of the action of G on M near m: if the action of G is linearized then the corresponding action Lie groupoid is also linearized, and conversely if the action groupoid G ⋉ M is linearized then it means that the action of G is "orbitally linearized", i.e. its orbits are the same as that of a linear action, though the action of G itself may still be nonlinear.
The classical theorems of Bochner [2] , Koszul [17] and Palais [24] say that, under a compactness or properness condition, smooth Lie group actions can be linearized (near a fixed point or an orbit). On the other hand, it is easy to construct nonproper actions (for G = R for example) which can't be linearized, not even orbitally. For these reasons, in this paper we will restrict our attention to proper groupoids. Remark. By convention, the base space (= space of objects) M of a Lie groupoid G ⇉ M is always Hausdorff, but the space of arrows G is a not-necessarily-Hausdorff manifold. However, all groupoids in this paper are assumed to be Hausdorff even when not mentioned explicitly.
For example, the action groupoid G ⋉ M of a smooth action of a Lie group G on a manifold M is a proper Lie groupoid if and only if the action of G on M is proper, by definition.
The above properness condition has some immediate topological consequences, which we put together into a proposition: 21, 29] ). Let G ⇉ M be a proper Lie groupoid. Then we have: Proof. Points i) and v) follow directly from the definition. A sketchy proof of point iv) can be found in [21] , Chapter on Lie groupoids. Point ii), which was proved in [29] , is a corollary of point iii). Let us give here a proof of point iii): Let x, y ∈ M such that their orbits are different:
) is a (compact) neighborhood of x (resp., y) in the orbit space of M . Thus the orbit space of M is Hausdorff.
The groupoid G B in point v) of the above proposition is called a slice of G at m. This notion makes sense even when G is not proper. Two Lie groupoids Γ 1 ⇉ B 1 and Γ 2 ⇉ B 2 with fixed points m 1 ∈ B 1 and m 2 ∈ B 2 are called locally isomorphic (near m 1 and m 2 ) if there are open neighborhoods U 1 of m 1 in B 1 and
Recall that, similarly to the case of Lie algebroids, two arbitrary slices of a groupoid at two points lying on a same orbit are locally isomorphic, and the local isomorphism class may be called the transverse groupoid structure to the orbit in question.
The main result of this paper is the following theorem, which was conjectured by Weinstein [27, 29] : Remark. Structural maps and manifolds of Lie groupoids are usually assumed to be C ∞ -smooth, but the above theorem holds for finitely differentiable Lie groupoids as well: if Γ is of class C k (k = 1, 2, . . . , ∞) then it can be locally linearized by an isomorphism of class C k . We suspect that the C ω version of Theorem 2.3 is also true, though we don't have a proof of it.
Remark. In the case when the isotropy group G is semisimple, Theorem 2.3 (and its C ω version) follows from the corresponding results about linearization of Lie algebroids obtained by Monnier and the author in [31, 23] . The proof of Theorem 2.3 presented in the present paper uses an averaging method and standard Banach norm estimations, and is considerably simpler than the Kolmogorov-Nash-Moser fast convergence method used in [31, 23] . We suspect that the results of [31, 23] might lead to a generalization of Theorem 2.3 (partial linearization of nonproper Lie groupoids). Conversely, generalizations of Theorem 2.3 and of Cranic-Fernandes' theorem about integrability of Lie algebroids [6] might lead to results about (partial) linearization of Lie algebroids and Poisson structures.
The proof of Theorem 2.3 will occupy the remaining subsections of this section. In the rest of this subsection, we will discuss some of its important consequences.
An immediate consequence of Theorem 2.3 is that if G ⇉ M is a proper Lie groupoid, then the characteristic singular foliation on M (by the orbits of G) is an orbit-like foliation in the sense of Molino [22] . In particular, it is a singular Riemannian foliation. Moreover, the orbit space M/G (together with the induced topology and smooth structure from M ) locally looks like the quotient of a vector space by a linear action of a compact Lie groups. (Locally, the orbit space M/G is the same as the orbit space of a slice B/G B ). In analogy with the fact that orbifolds are orbit spaces ofétale proper groupoids [13, 20] , it would be natural to call the orbit space (or rather the stack) of a proper Lie groupoid a (smooth) orbispace.
In the literature there are some other similar but maybe non-equivalent notions of orbispaces.
Another direct consequence of Theorem 2.3 is the following slice theorem for Lie groupoids, which was obtained by Weinstein (Theorem 9.1 of [29] ) under the hypothesis that Theorem 2. 
We will now apply Theorem 2.3 to the case of symplectic and quasi-symplectic groupoids. Recall (see, e.g., [5] ) that a symplectic groupoid is a Lie groupoid Γ ⇉ P , where Γ is equipped with a symplectic form ω such that the graph ∆ = {(p, q, p.q) | p, q ∈ Γ, s(p) = t(q)} of the product operation of Γ is a Lagrangian submanifold of Γ × Γ × Γ, where Γ means Γ with the opposite symplectic form −ω. If (Γ, ω) ⇉ P is a symplectic groupoid, then there is a unique Poisson structure Π on P such that the source map s : (Γ, ω) → (P, Π) is Poisson and the target map t : (Γ, ω) → (P, Π) is anti-Poisson; the path-connected components of the orbits of Γ on P are the symplectic leaves of Π. For example, consider the action groupoid G × g * ⇉ g * of the coadjoint action of a Lie group G. Identify G × g * with T * G via left translations, and equip it with the standard symplectic form. Then it becomes a symplectic groupoid, which we will call a standard symplectic groupoid and denote by T * G ⇉ g * . The corresponding Poisson structure on g * is the standard linear (Lie-) Poisson structure.
It is easy to check that any sufficiently small slice of a (proper) symplectic groupoid is again a (proper) symplectic groupoid: the symplectic form of the slice is the restriction of the symplectic form of the original symplectic groupoid to the slice. A symplectic groupoid is called proper if it is proper as a Lie groupoid. Theorem 2.5. Let (Γ, ω) ⇉ (P, Π) be a proper symplectic groupoid with a fixed point m ∈ P . Then it is locally isomorphic (as a symplectic groupoid) to the standard symplectic groupoid T * G ⇉ g * , where G = G m is the isotropy group of m. In other words, there is an invariant neighborhood U of m in P and a neighborhood V of 0 in g * invariant under the coadjoint action such that
Remark. In the above theorem, as elsewhere in this paper, the isotropy group G can be disconnected, i.e. we don't assume that G is connected unless when explicitly stated.
Proof. Recall that the linear part of the Poisson structure Π at m is isomorphic to the Lie-Poisson structure on g * (this fact is true for any symplectic groupoid with a fixed point). Theorem 2.3 allows us to linearize Γ near m without the symplectic structure. The corresponding linear action of G must be (isomorphic to) the coadjoint action, so without losing generality we may assume that P is a neighborhood of m = 0 in g * , and the orbits (= symplectic leaves) on P near 0 are nothing but the coadjoint orbits (though the symplectic form on each orbit may be different from the standard one). But then, as was shown by Ginzburg and Weinstein [10] using a standard Moser's path argument, since G is compact, the Poisson structure on P is actually locally isomorphic to the Lie-Poisson structure of g * . Due to the uniqueness (up to coverings) of a symplectic groupoid over a given Poisson manifold, any symplectic groupoid whose base Poisson manifold is a neighborhood of 0 in g * and whose isotropy group at 0 is G must be locally isomorphic to T * G ⇉ g * .
Consider now a quasi-symplectic groupoid in the sense of Xu [30] (also known as twisted presymplectic groupoid [3] ). It means that we have a Lie groupoid Γ ⇉ P , equipped with a 2-form ω on Γ and a 3-form Ω on P , which satisfy the following four conditions:
iv) Identify P with its unity section ε(P ) in Γ. Due to condition iii), for each point m ∈ P , the differential t * of the target map t can be restricted to a map
(where ker ω m denotes the kernel of ω at m), and the condition is that this restricted map is bijective. The first three conditions mean that ω + Ω is a 3-cocycle in the total de Rham complex of the groupoid Γ ⇉ P (see [30] ), and the last condition is a weak nondegeneracy condition on ω. If ω is nondegenerate and Ω = 0 then one gets back to the notion of symplectic groupoids. It is easy to check that a sufficiently small slice of a (proper) quasi-symplectic groupoid is again a (proper) quasi-symplectic groupoid.
Remark: The convention on Lie groupoids used in this paper is different from [30] : our source map is the target map in [30] and vice versa.
A result of Xu ([30], Proposition 4.8) says that if (Γ ⇉ P, ω + Ω) is a quasisymplectic groupoid, and β is an arbitrary 2-form on P , then (Γ ⇉ P, ω ′ + Ω ′ ), where ω ′ = ω + t * β − s * β and Ω ′ = Ω + dβ, is again a quasi-symplectic groupoid, and moreover it is Morita-equivalent to (Γ ⇉ P, ω + Ω) -the notion of Morita equivalence of quasi-Hamiltonian groupoids will be recalled in Subsection 3.1. This result together with Theorem 2.5 immediately leads to the following: Corollary 2.6. If (Γ ⇉ P, ω + Ω) is a proper quasi-symplectic groupoid with a fixed point m, then it is locally isomorphic to a quasi-symplectic groupoid of the type (T * G ⇉ g * , ω 0 + t * β − s * β + dβ), where (T * G ⇉ g * , ω 0 ) is the standard symplectic groupoid of the isotropy group G = G m of m, and β is a 2-form on g * .
In particular, (Γ ⇉ P, ω + Ω) is locally Morita equivalent to the standard symplectic groupoid T * G ⇉ g * .
Proof. Since Ω is a closed 3-form, locally it is exact, Ω = dβ, and we can kill it by changing ω to ω 0 = ω + s * β − t * β. In order to apply Theorem 2.5, it remains to verify that ω 0 is nondegenerate. At the fixed point m, the weak nondegeneracy condition is the same as the usual nondegeneracy condition, so ω 0 is nondegenerate at m. The nondegeneracy of ω 0 at m implies the nondegeneracy of ω 0 at the other points on the isotropy group G m via the compatibility condition iii) of the definition, so ω 0 is nondegenerate at G m , and hence it is nondegenerate in a sufficiently small neighborhood of G m in Γ. In other words, if B is a sufficiently small neighborhood of m in P then (Γ| B ⇉ B, ω 0 ) will be a proper symplectic groupoid.
is a proper quasi-symplectic groupoid, then the orbit space P/Γ is a manifold (with locally polyhedral boundary): locally near each point it looks like a Weyl chamber of a compact Lie group.
The averaging process.
Let us now proceed to the proof of Theorem 2.3. It will occupy the rest of Section 2. So from now on until the end of Section 2, we will denote by Γ ⇉ B a proper Lie groupoid with a fixed point x 0 ∈ B, and by G = G x0 the compact isotropy group of x 0 . A simple fact already observed by Weinstein [29] is that, due to the properness, any neighborhood of x 0 in B will contains a ball-like neighborhood saturated by compact orbits of Γ. It is also easy to see that, due to the properness, for any x sufficiently near x 0 in B, the s-fiber s −1 (x) must be diffeomorphic to s −1 (x 0 ) = G. Thus, by shrinking B if necessary, we can assume that B is a ball, the orbits on B are compact, and the source map s : Γ → B is a trivial fibration.
Note that Theorem 2.3 is essentially equivalent to the existence of a smooth surjective homomorphism φ from Γ to G (after shrinking B to a sufficiently small invariant neighborhood of x 0 ), i.e. a smooth map φ : Γ → G which satisfies
and such that the restriction of φ to G = s −1 (x 0 ) ⊂ Γ is an automorphism of G.
We may assume that this automorphism is identity. Indeed, if there is an isomorphism from Γ ⇉ B to an action groupoid G ⋉ U , then the composition of the isomorphism map Γ → G × U with the projection
Denote by θ the inverse map of (φ, s). Then there is an action of G on B defined by g.x = t(θ(g, x)), and the map (φ, s) will be an isomorphism from Γ ⇉ B to the action groupoid G ⋉ B. This action groupoid is linearizable by the classical Bochner's theorem [2] , implying that the groupoid Γ ⇉ B is linearizable. In order to find such a homomorphism from Γ to G, we will use the averaging method. The idea is to start from an arbitrary smooth map φ : Γ → G such that φ| G = Id. (Recall that G = s −1 (x 0 ) = t −1 (x 0 )). Then Equality (2.2) is not satisfied in general, but it is satisfied for p, q ∈ G. Hence it is "nearly satisfied" in a small neighborhood of G = s −1 (x 0 ) in Γ. In other words, if the base B is small enough, then φ(p.q)φ(q) −1 is near φ(p) for any (p, q) ∈ Γ (2) . We will replace φ(p) by the average value of φ(p.q)φ(q) −1 for q running on t −1 (s(p)) (it is to be made precise how to define this average value). This way we obtain a new map φ : Γ → G, which will be shown to be "closer" to a homomorphism than the original map φ. By iterating the process and taking the limit, we will obtain a true homomorphism φ ∞ from Γ to G.
Notice that the t-fibers of Γ ⇉ B are compact and diffeomorphic to G = t −1 (z) by assumptions. As a consequence, there exists a smooth Haar probability system (µ x ) on Γ, i.e. a smooth Haar system such that for each x ∈ B, the volume of t −1 (x) with respect to µ x is 1. Such a Haar probability system (µ x ) can be constructed as follows: begin with an arbitrary Haar system
. We will fix a Haar probability system µ = (µ x ) on Γ.
We fix a bi-invariant metric on the Lie algebra g of G and the induced bi-invariant metric d on G itself. Denote by 1 G the neutral element of G. For each number ρ > 0, denote by B g (ρ) (resp., B G (ρ)) the closed ball of radius ρ in g (resp., G) centered at 0 (resp., 1 G ). By rescaling the metric if necessary, we will assume that the exponential map
is a diffeomorphism. Denote by
the inverse of exp. Define the distance ∆(φ) of φ : Γ → G from being a homomorphism as follows:
Let φ : Γ → G be a smooth map such that φ| G is identity. We will assume that ∆(φ) ≤ 1, so that the following map φ : Γ → G is clearly well-defined:
Since µ is invariant under left translations, by the change of variable r = p.q, we can also write φ as:
Due to the commutativity of the maps exp and log with the adjoint actions, we can also write φ as follows:
It is clear that φ is a smooth map from Γ to G, and its restriction to G = s −1 (0) ⊂ Γ is also identity. The proof of the following lemma, which says that when G is Abelian we are done, is straightforward:
In general, due to the non-commutativity of G, φ is not necessarily a homomorphism, but ∆( φ) (the distance of φ from being a homomorphism) is of the order of ∆(φ) 2 (Lemma 2.9). It means that we have the following fast convergent iterative process: starting from an arbitrary given smooth map φ : Γ → G, such that φ| G = Id, construct a sequence of maps φ n : Γ → G by the recurrence formula
In the next subsections we will show that this sequence is well-defined (after shrinking B once to a smaller invariant neighborhood of x 0 if necessary), and that
exists, is smooth, and is a homomorphism from Γ to G. Remark. The above iterative averaging process is inspired by a similar process which was deployed by Grove, Karcher and Ruh in [11] to prove that nearhomomorphisms between compact Lie groups can be approximated by homomorphisms. The idea of using Grove-Karcher-Ruh's iterative averaging method was proposed by Weinstein [26, 27, 29] , though he looked at the "wrong" map: he considered near-homomorphisms from G to the group of bisections of Γ ⇉ B instead of near-homomorphisms from Γ to G, and was not able to prove the convergence of a corresponding iterative averaging process.
Spaces of maps and C k -norms.
This is an auxiliary subsection where we fix some notations and write down some standard useful inequalities.
For each n ∈ N, the space of composable n-tuples
To fix the norms, we will fix such a diffeomorphism (of the same smoothness class as Γ) for each n. We will mainly use the manifolds B, Γ = Γ (1) , Γ (2) and Γ (3) . To fix the norms on B (i.e. for maps from and to B), we will assume that B is a neighborhood of z in a given Euclidean space. (We will shrink B whenever necessary, but the norm of the Euclidean space which contains it will not be changed).
If V 1 and V 2 are two nonnegative numbers which depend on several variables and parameters, then we will write V 1 V 2 (read V 1 is smaller than V 2 up to a multiplicative constant) if there is a positive constant C (which does not depend on the variables of V 1 and V 2 , though it may depend some some fixed parameters) such that V 1 ≤ CV 2 . We can also write V 1 = O(V 2 ) using Landau notation. We
We are interested in the C k -topology (k ≤ m if Γ is only C m -smooth) of the spaces of maps from Γ, Γ (2) , Γ (3) to g and G. We will use . k to denote a chosen C knorm. (It doesn't matter much which C k -norm we choose). We use the following C 0 norms for functions from N (where N denotes one of the spaces B, Γ, Γ (2) , Γ (3) , . . .) to G:
where d(., .) is the metric on G. To define a C k -norm for functions from N to G, we identify T G with g × G and so on. Our convention is that the constant map from N to the neutral element in G is also denoted by 1 G , and 1 G k = 0 ∀k. Moreover, for each fixed k, if f is a map from N to g with f 0 1 and exp(f ) is the corresponding map from N to G then
Let us write down some other useful standard inequalities. If χ is a given smooth map from N to N ′ (e.g., the product map from Γ (2) to Γ) and f is a map from N ′ to g or G, then we have (for each fixed nonnegative integer k which does not exceed the smoothness class of the groupoid):
If f r from N to g depends on a parameter r which lives in a probability space R, then
If f 1 , f 2 are two functions from N to G then we have:
and if moreover f 1 k−1 , f 2 k−1 1 (for some fixed k ≥ 1), then we have:
and (more refined inequalities)
For f 1 , f 2 : N → g, assuming that exp(f 1 ). exp(f 2 ) 0 ≤ 1 so that log(exp(f 1 ). exp(f 2 )) is well-defined, we have (2.20) log
If, moreover, f 1 k−1 , f 2 k−1 1 (for some fixed k ≥ 1) then
Finally, if f n (n ∈ N) are maps from N to G, and a n are positive numbers such that ∞ n=1 a n converges and f n k ≤ a k (for some nonnegative integer k), then the product f n .f n−1 . . . . .f 1 converges in C k -topology when n → ∞ to a C k -map from N to G.
In particular, there is a positive constant C 0 > 0,
Proof: Denote
Then ψ and ψ are functions from Γ (2) to G. By definition of φ, we have
where T = t −1 (s(q)) and (2.29) E(p, q) = Ad ψ(p,q) −1 exp( r∈T (s(q)) log(ψ(p.q, r))dµ).
exp( r∈T log(φ(p).ψ(q, r) −1 .φ(p) −1 )dµ). exp( r∈T log(ψ(p, q.r) −1 )dµ) (we changed r ′ by r = q −1 .r ′ ) = exp( r∈T log(A 1 )dµ). exp( r∈T log(A 2 )dµ). exp( r∈T log(A 3 )dµ) , where (2.30)
One verifies directly that
Consider A 1 , A 2 , A 3 as maps from Γ 3 to G. By definition, ∆(φ) = ψ 0 . The inequality ∆(φ) ≤ 1 in the hypothesis of Lemma 2.9, together with the fact that the metric on G is bi-invariant, implies that (2.32)
Applying Inequalities (2.20), (2.15) and (2.32) several times to E(p, q), we get:
where T = t −1 (s(q)) and ε 1 and ε 2 are some functions such that
In other words, we have log(ψ(p, q)) + log E(p, q) 0 ∆(φ) 2 , which implies, by Inequality (2.21), that ψ.E 0 ∆(φ) 2 . But we have ψ(p, q) = ψ(p, q).E(p, q), therefore
Lemma 2.9 immediately implies the uniform convergence (i.e. convergence in C 0 topology) of the sequence of maps φ n : Γ → G, defined iteratively by φ n+1 = φ n , beginning with an arbitrary smooth map φ 1 which satisfies the inequality ∆(φ 1 ) ≤ C 0 /4. (This inequality can always be achieved by shrinking B if necessary). Indeed, since
we can define φ 2 = φ 1 , and so on, hence φ n is well defined for all n ∈ N. By recurrence on n, one can show easily that we have
which implies in particular that ∞ n=1 ψ n 0 < ∞ (this is a very fast converging series). Put
log(ψ n (p.q))dµ) .
Then Ψ n 0 ψ n 0 (by Inequalities (2.14) and (2.15)), which together with ∞ n=1 ψ n 0 < ∞ implies that
This last inequality implies the convergence of the product Ψ n .Ψ n−1 . . . Ψ 1 in C 0 -topology when n → ∞. But
Thus φ n converges in C 0 -topology when n → ∞. Denote by φ ∞ the limit
Then φ ∞ is a continuous homomorphism from Γ to G. It is also clear that the restriction of φ ∞ to G is the identity map from G to itself. It remains to show that φ ∞ is smooth. This is the purpose of the next subsection, where we will show that for any k ∈ N, k ≤ m if Γ belongs to the class C m only, we have φ ∞ = lim n→∞ φ n in C k -topology as well.
C k estimates.
Roughly speaking, we want to make estimations on ψ n in order to show that, if k does not exceed the smoothness class of the groupoid Γ ⇉ B, then ∞ n=1 ψ n k < ∞. If this series converges, then similarly to the previous subsection, we also have ∞ n=1 Ψ n k < ∞ where Ψ n = φ n+1 .φ −1 n is given by formula (2.38), hence the product Ψ n .Ψ n−1 . . . Ψ 1 converges in C k -topology when n → ∞, implying that φ n → φ ∞ in C k -topology. Lemma 2.10. Let k ∈ N be a natural number which does not exceed the smoothness class of the groupoid Γ ⇉ B. Assume that ψ 0 = ∆(φ) ≤ 1 and φ k−1 1. Then we have: 
Applying Inequality (2.22) and the above inequalities to E(p, q), we get that
Now applying Inequality (2.23) and the last two inequalities, we get
With the assumptions of Lemma 2.10 we have:
Proof. Applying Inequality (2.18) to φ = Ψ.φ, we get
Now replace Ψ 0 by ψ 0 and Ψ k by ψ k .
Lemma 2.12. Assume that φ 1 is a map from Γ to G such that ∆(φ 1 ) < C 0 /4, and that φ n+1 = φ n for any n ∈ N, as in the previous subsection. Let k be a natural number which does not exceed the smoothness class of the groupoid Γ ⇉ B. Then there is a finite positive number D k > 0 and a positive number 0 < b k < 1, such that for any n ∈ N the following two inequalities hold:
Proof. We will prove the above lemma by induction on k. When k = 0, Lemma 2.12 is already proved in the previous section (with b 0 = 1/2). Let us now assume that Inequalities (2.53) and (2.52) are true at the level k − 1 (i.e. if we replace k by k − 1). We will show that they are true at the level k.
We will choose an (arbitrary) number b k > 0 such that 1 > b k > b 2 k > b k−1 , b 0 . (For example, one can put b 0 = 1/2 and then b k = (b k−1 ) 1/3 by recurrence). What will be important for us is that b 0 /b k , b k−1 /b 2 k and b 0 /b 2 k are positive numbers which are strictly smaller than 1.
It follows from Lemma 2.10 and Lemma 2.11 that there exist two positive numbers c 1 and c 2 (which do not depend on n) such that we have, for any n ∈ N:
We will now prove Inequalities (2.53) and (2.52) by induction on n. There exists a natural number n 0 such that for any n > 0 we have
By choosing D k large enough, we can assume that Inequalities (2.53) and (2.52) are satisfied for any n ≤ n 0 . We will also assume that D k ≥ D k−1 . let us now show that if Inequalities (2.53) and (2.52) are satisfied for some n ≥ n 0 then they are still satisfied when we replace n by n + 1. (This is the last step in our induction process).
Indeed, for ψ n+1 k , using Inequality (2.54) and the induction hypothesis, we get
Similarly, for φ n+1 k we have:
End of the proof of Theorem 2.3. Inequality (2.52) means that the k-norms φ n k (n ∈ N) are bounded by D k , and this is enough to imply (by Ascoli theorem) that φ ∞ = lim n→∞ φ n is of class C k . Inequality (2.53) is also a sufficient condition for the C k -smoothness of φ ∞ (provided that k does not exceed the smoothness class of Γ), because it implies in particular that ∞ n=1 Ψ n k ∞ n=1 ψ n k < ∞, which in turns implies that the sequence of maps (φ n ) converges in C k -topology. Thus the homomorphism φ ∞ : Γ → G has the same smoothness class as Γ.
Remark. If we start with a near-homomorphism from Γ to a compact Lie group H different from G, then our iterative averaging method still yields a homomorphism from Γ to H. So we get a generalization of the cited Grove-Karcher-Ruh's result [11] about approximation of near-homomorphisms by homomorphisms.
Momentum maps
Affine structure on base spaces.
In this subsection we will show that the orbit space X = P/Γ of a proper (quasi-)symplectic groupoid (Γ ⇉ P, ω + Ω) is not only a manifold with boundary (Corollary 2.7), but it also admits a natural (locally flat) affine structure which makes it into a integral affine manifold with locally convex polyhedral boundary (the boundary may be empty). It means that X admits an atlas with charts modelled on convex subsets with non-empty interior in R k , and the transformations maps are integral affine, i.e. are given by elements of the integral affine group GL(k, Z) ⋉ R k . Moreover, near every point X is locally affine-equivalent to a Weyl chamber of a compact Lie group (points in the interior of X correspond to tori while point on the boundary correspond to non-commutative compact Lie groups).
Consider first the standard symplectic groupoid T * G ⇉ g * of a compact Lie group G. In this case, the orbit space g * /T * G is the space of coadjoint orbits of G on g * and can be identified naturally with a Weyl chamber t * + (here t denotes a Cartan subalgebra of g). The affine structure on g * /T * G ∼ = t * + is induced from the standard affine structure on t * + . There is another equivalent definition of this affine structure on g * /T * G, which is more intrinsic and can be generalized to arbitrary proper (quasi-)symplectic groupoids. Let us do it immediately for a general proper symplectic groupoid (Γ ⇉ P, ω):
Denote k = dim P/Γ the dimension of the orbit space. Note that it is also the rank (i.e. the dimension of a Cartan torus) of each isotropic group of Γ ⇉ P . Recall from Corollary 2.7 that P/Γ is a manifold with locally convex polyhedral boundary. Moreover, the points on the boundary of P/Γ correspond to the points on P whose isotropy groups are essentially non-Abelian, while the points in the interior of P/Γ correspond to the points on P whose isotropy groups are essentially Abelian (i.e. the connected component of identity is a torus of dimension k). For each point z ∈ P which projects to an interior point of P/Γ, denote by T k z the connected component of its isotropy group Γ z . Choose a basis (γ z 1 , . . . γ z k ) of H 1 (T k z , Z), and move it continuously when z moves (via the Gauss-Manin connection). Denote by α a primitive of ω, dα = ω in a neighborhood of T k z in Γ, and define the following functions (in a neighborhood of z in P ):
(This is the same as the well-known Mineur-Arnold formula for action functions of integrable Hamiltonian systems). It is clear that these functions are independent. If we change α by another primitive of ω, then F i are changed by additive constants, and the closed 1-forms dF i are not changed.
It is easy to check that, due to the compatibility of ω with Γ, and more precisely to the fact that for any g ∈ G z , T g G z is symplectically orthogonal to T g Γ O where O denotes the orbit through z, these local closed 1-forms dF i vanish on the orbits of Γ on P . If z ′ is another point lying on the orbit O(z) of z (not necessarily on the same connected component of the orbit), then there is a unique natural way to transport the basis (γ z
via the action of Γ. Again, by the compatibility of ω with Γ, this transportation moves closed 1-forms (dF 1 , . . . , dF k ) near z to closed 1-forms (dF 1 , . . . , dF k ) near z ′ in a unique natural way. These facts mean that the closed 1-forms (dF 1 , . . . , dF k ) can be extended in a natural single-valued way to independent closed 1-forms on a neighborhood of O(z) on P and then projected to independent closed 1-forms on a neighborhood of z/Γ in the orbit space P/Γ.
If we change the basis (γ z 1 , . . . γ z k ) by another basis of H 1 (T k z , Z) (say by the holonomy obtained by moving z along a loop in P ), then the vector-valued closed 1-form (dF 1 , . . . , dF k ) is changed by a linear transformation given by an element of GL(k, Z). It means that while the projection of dF 1 , . . . , dF k to P/Γ is only locally defined on (the interior of) P/Γ and depends on the choice of a basis of H 1 (T k z , Z), it determines in a unique way a natural integral affine structure on (the interior) of P/Γ (integral means that the linear parts of the transformation maps lie in GL(k, Z)). To see that this affine structure extends well to the boundary of P/Γ, we simply get back to the local model T * G ⇉ g * , invoking Theorem 2.5. In this local model, it is easy to check that the affine structure defined intrinsically above in the interior of g * /T * G coincides with the affine structure obtained by identifying g * /T * G with t * + . Remark. if G 1 is a finite covering of a compact Lie groupoid G then their corresponding groupoids T * G ⇉ g * and T * G 1 ⇉ g * induce the same affine structure on t * + but maybe different integral affine structures: the lattice of constant integral closed 1-forms on t * + coming from T * G 1 ⇉ g * is a sublattice of the one coming from T * G ⇉ g * .
The situation is similar in the case of proper quasi-symplectic groupoids. A technical difference is that, since ω is not closed in general, we have to replace Formula 3.1 by another formula in order to define the analogs of dF i : Let z : [0, 1] → P be a small path in P which projects to the interior of P/Γ. Denote by (γ r 1 , . . . γ r k ) a basis of H 1 (T k z(r) , Z) which depends continuously on r ∈ [0, 1] (via the Gauss-Manin connection). Then define α i to be a unique close 1-form (defined in a neighborhood of z(0)) such that for any such small path z we have
where C is a cylinder in r∈[0,1] T k z(r) whose intersection with each T k z(r) is a simple closed curve representing γ r i . The compatibility of ω with Γ implies that the above 1-form α i is well-defined (i.e. does not depend on the choice of C), vanishes on the orbits of Γ and is invariant under the action of Γ in a natural sense, so that it can be projected to P/Γ. The condition dω = t * Ω − s * Ω implies that the isotropy groups in Γ are tangent to the kernel of dω, which in turn guaranties that this 1-form α i is closed. This is the replacement for the 1-form dF i of the symplectic case. The rest is absolutely similar to the symplectic case.
Recall [30] that two quasi-symplectic groupoids (Γ 1 ⇉ P 1 , ω 1 + Ω 1 ) and (Γ 2 ⇉ P 2 , ω 2 + Ω 2 ) are called Morita equivalent if there exists a quasi-Hamiltonian equivalence bimodule, i.e. a manifold M with the following properties: i) Γ 1 acts on M from the left with momentum map µ 1 , Γ 2 acts on M from the right with momentum map µ 2 , and the two actions commute. Moreover, the actions of Γ 1 and Γ 2 on M are free, the momentum maps are submersions, and the orbits of Γ 1 on M are precisely the fibers of µ 2 and vice versa. ii) There is a 2-form σ on M which makes it into a quasi-Hamiltonian Γ 1 ×Γ 2 -space, where Γ 2 means (Γ 2 ⇉ P 2 , −ω − Ω), and the (left) action of Γ 1 × Γ 2 on M is given by (g 1 , g 2 ).m := g 1 .m.g −1 2 . When two Lie groupoids are Morita equivalent, they have the same orbit spaces up to isomorphisms. In the case of proper quasi-symplectic groupoids, one can check easily that their orbit spaces also have the same integral affine structure, because we can "move" Formula 3.2 from one groupoid to another via a quasi-Hamiltonian equivalence bimodule. Summarizing, we have:
is a proper quasi-symplectic groupoid, then its orbit space P/Γ admits a natural structure of an integral affine manifold which near each point is locally affine-isomorphic to a Weyl chamber of a compact Lie group, and which depends only on the Morita equivalence class of (Γ ⇉ P, ω + Ω).
Remark. The affine structure on P/Γ can be lifted to P to become a transverse affine structure to the orbits of Γ in P . It can also be lifted to Γ to become a transverse affine structure to the foliation in Γ given by submanifolds s −1 (t −1 (m))), m ∈ P . Of course, one has a similar intrinsic definition for these transverse affine structures in P and Γ.
Example 3.2. Consider the AMM (Alekseev-Malkin-Meinrenken) groupoid [30] : it is the action groupoid G×G ⇉ G of the conjugation action of a compact Lie group G, equipped with a natural quasi-symplectic structure arising from the theory of group-valued momentum maps [1] . Xu [30] showed a natural equivalence between quasi-Hamiltonian spaces with G-valued momentum maps and quasi-Hamiltonian spaces of the AMM groupoid. The orbit space of the AMM groupoid is naturally affine-equivalent to a Weyl alcove of G. In particular it is a convex affine polytope.
Affinity and local convexity of momentum maps.
Consider a Hamiltonian action of a symplectic groupoid (Γ ⇉ P, ω) on a symplectic manifold (M, σ), i.e. an action of Γ on M which is compatible with the symplectic forms in the following sense (see [19] ): the graph {(g, x, g.x) | g ∈ Γ, x ∈ P, s(g) = µ(x)} of the action is an isotropic submanifold in (Γ, ω)×(M, σ)×(M, −σ).
Here µ denotes the momentum map of the action; it is a Poisson map from M to P . This is a generalization of Hamiltonian actions of Lie groups, because, as was shown by Mikami and Weinstein [19] , there is a natural equivalence between Hamiltonian actions of a given Lie group G with equivariant momentum maps and Hamiltonian actions of the symplectic groupoid T * G ⇉ g * , in the following sense: If T * G ⇉ g * acts on a symplectic manifold (M, σ) with momentum map µ, then µ is also the equivariant momentum map of a Hamiltonian action of G on M defined as follows:
where g ∈ G, x ∈ M , L g means left translation by g in T * G, g.x means the action of g ∈ G on x and (L g µ(x)).x means the action of L g µ(x) ∈ T * G on x (note that s(L g µ(x)) = µ(x)). Conversely, if G acts on (M, σ) Hamiltonianly with momentum map µ, then Formula 3.3 defines a Hamiltonian action of T * G ⇉ g * on (M, σ) with the same momentum map. In particular, the orbits of the action of G on (M, σ) are the same as the orbits of the action of T * G ⇉ g * . Note that G can be disconnected. When G is disconnected, by a Hamiltonian G-action we mean a symplectic action of G on a symplectic manifold (M, σ) together with a G-equivariant Poisson map µ : M → g * (the equivariant momentum map). Theorem 2.5, together with the above equivalence between Hamiltonian Gactions and Hamiltonian (T * G ⇉ g * )-actions, leads immediately to the following proposition: 
The proof is straightforward.
More generally, we may consider a quasi-Hamiltonian space (M, σ), in the sense of Xu [30] , of a proper quasi-symplectic groupoid (Γ ⇉ P, ω + Ω) . It means that Γ acts on M , and the following compatibility and weak nondegeneracy conditions are satisfied: i) dσ = µ * Ω, where µ denotes the momentum map.
ii) The graph of the action is isotropic with respect to the 2-form ω ⊕ σ ⊕ (−σ). iii) ∀m ∈ M, ker σ m = a * (T µ(m) s −1 (µ(m)) ∩ ker ω µ(m) ). Here a denotes the action map s −1 (µ(m)) → M, a(g) := g.m. In particular, if ω is nondegenerate then σ is also nondegenerate.
Similarly to the case of Hamiltonian actions of proper symplectic groupoids, Corollary 2.6 leads to the following proposition, whose proof is straightforward: The above proposition means that locally, near a level set of the momentum map and after going to a slice, a quasi-Hamiltonian space of a proper quasi-symplectic groupoid is the same as a Hamiltonian space of a compact Lie group. So it is natural to expect that many results concerning momentum maps of Hamiltonian actions of compact Lie groups apply to quasi-Hamiltonian spaces of proper quasi-symplectic groupoids as well. We will be interested in their local convexity properties, so let us recall the following local convexity result in the "classical" setting:
Suppose that a compact (not necessarily connected) Lie group G acts Hamiltonianly on a symplectic manifold (M, σ) with an equivariant momentum map µ : M → g * . We can factorize µ by the action of G to get a kind of reduced momentum map:
We will assume that µ −1 /G (0) = µ −1 (0)/G is not empty, and denote by N/G a connected component of µ −1 /G (0). (The subset N of M is not necessarily connected, but N/G is connected; we assume that M itself is without boundary). Proposition 3.5 (see, e.g., [12, 16] ). With the above notations, there is a neighborhood U/G of N/G in M/G such that µ /G (U/G) is a neighborhood of 0 in a closed convex polyhedral cone C of vertex 0 in t * + , and that for any c ∈ µ /G (U/G) the reduced level set µ −1 /G (c) ∩ U/G is connected.
The above proposition is already present implicitly in Guillemin-Sternberg [12] , though it is spelled out more explicitly in Knop ([16] , Section 5); see also Sjamaar ([25] , Section6). Strictly speaking, these cited papers consider only the case when G is connected, but the case when G is disconnected is the same because of Gequivariance.
Consider now a quasi-Hamiltonian space (M, σ) of a proper quasi-symlectic groupoid (Γ ⇉ P, ω + Ω) with momentum map µ. Factorize µ by the action of Γ to get the reduced momentum map We will callμ the transverse momentum map. We will show that M andμ enjoy very good affine properties: Theorem 3.6. Let (M, σ) be a quasi-Hamiltonian space of a proper quasi-symplectic groupoid (Γ ⇉ P, ω + Ω), with momentum map µ. Then with the above notations we have: i) M is a manifold with locally convex polyhedral boundary (the boundary can be empty). ii) There is a natural affine structure of M which makes it into an affine manifold which near boundary points is locally affine-isomorphic to convex polyhedral cones.
iii) The transverse momentum mapμ is locally injective and affine (i.e. the pullback of an affine function is affine).
Proof. The affine structure on M can be defined either by the pull-back viaμ of the affine structure on P/Γ once we establish thatμ is locally injective with locally polyhedral image, or by local 1-forms defined by a formula similar to Formula 3.2: replace ω by σ, and 1-cycles on T k z (z ∈ P ) by 1-cycles on T k m = T k z .m (m ∈ M with µ(m) = z). The two definitions are equivalent, and the obtained affine structure is actually an integral affine structure. Since the statements of the above theorem are local, we can work locally, and replace (Γ ⇉ P, ω + Ω) by a standard symplectic groupoid T * G ⇉ g * , in view of Theorem 2.5 and Corollary 2.6 and a result of Xu [30] which says that Morita equivalent quasi-symplectic groupoids have equivalent quasi-Hamiltonian spaces, i.e. we are reduced to the case of a Hamiltonian action of a compact Lie group on a symplectic manifold. But then it becomes nothing more than Proposition 3.5. Details are left to the reader.
Remark. One can describe the boundary points of P/Γ and of M via the degeneration of 1-cycles on tori. For example, when a point z in the interior of P/Γ goes to a boundary point, then the torus T k z becomes a noncommutative compact group, and (at least) one of the 1-cycles on T k z vanishes homotopically, and the local affine function corresponding to that cycle admits a minimum or maximum value on the corresponding boundary face of P/Γ. For a point m of M which goes to a boundary point of M after the projection M → M (we assume that M is without boundary), the situation is similar: the torus T k m collapses to a smaller torus, either because the torus T k z (with s(z) = µ(m)) degenerates to a noncommutative group (i.e. we get a boundary point of M which maps to a boundary point of P/Γ), or the action of T k z degenerates (i.e. there is a subtorus whose action becomes trivial), or both. Remark. In the case of Hamiltonian torus actions, the fact that M is an affine manifold with locally convex polyhedral boundary was probably first pointed out in [4] .
Global convexity of momentum maps.
Theorem 3.6 allows us to reduce the problem of convexity of momentum maps to a problem concerning affine maps between locally convex affine manifolds . For example, when the orbit space P/Γ is contractible (so it can be affinely embedded into R n ), we can use the following two simple lemmas about affine maps to prove global convexity: Lemma 3.7. Let X be a connected compact locally convex affine manifold (with boundary), and φ : X → R n a locally injective affine map from X to R n with the standard affine structure. Then φ is injective, and its image φ(X) is convex in R n .
Proof. The proof is elementary. Take an arbitrary point x ∈ X. For each nontrivial vector v ∈ T x X (if x lies on the boundary of X then T x X means the convex tangent cone of X at x), denote by l v the maximal affine segment lying in X which begins at x and going in the direction of v. Because φ is affine locally injective, the map φ| lv : l v → φ(l v ) is affine injective, and φ(l v ) is an affine segment in R n . Because X is compact, φ(X) is compact and therefore φ(l v ) and l v must be compact too, i.e. l v is a closed bounded segment. Denote by y v the other end of l v . Then y v lies on the boundary ∂X of X. It follows easily from the local convexity of the boundary of X that the union v∈TxX l v is an open subset of X. Note that v∈TxX l v is also closed in X. Indeed, if y n ∈ l vn , lim y n = y = x, then we can assume (after taking a subsequence of (y n ) and resizing (v n )) that 0 = lim v n = v ∈ T x M , and it follows easily from the compactness that y ∈ l v . Since X is closed, we have X = v∈TxX l v , i.e. X is star-shaped with respect to x. It follows from the local injectivity of φ at x that φ is in fact injective, and φ(X) is star-shaped with respect to φ(x). But since x is arbitrary, it means that φ(X) is convex.
Lemma 3.8. Let X be a connected locally convex affine manifold, and φ : X → R n a proper locally injective affine map from X to R n with the standard affine structure. Then φ is injective, and its image φ(X) is convex in R n .
Proof. Absolutely similar to the proof of Lemma 3.7, via the fact that X = v∈TxX l v . Another proof goes as follows. Denote by B n the closed ball of radius n centered at φ(x) in R n , and by X n the connected component of φ −1 (B n ) which contains x. Then one checks easily that X n ⊂ X n+1 , ∪ ∞ n=1 X n = X, and each X n is compact locally convex. Hence, by Lemma 3.7, the restriction of φ to X n is injective and φ(X n ) is convex. Since φ(X n ) ⊂ φ(X n+1 ), it follows that φ(X) = ∪ ∞ n=1 φ(X n ) is convex.
Remark. The above lemmas are along the lines of the "local-global principle" of convexity [4, 14] ; here we make this principle simpler by formulating it terms of pure affine geometry.
Many known convexity theorems of momentum maps concern the case when P/Γ is contractible, and can be recovered from the above two lemmas and Theorem 3.6. These include, for example:
• Kirwan's convexity theorem [15] , which was conjectured and partially proved by Guillemin and Sternberg [12] : If a compact Lie group G acts Hamiltonianly on a compact symplectic manifold M with an equivariant momentum map µ : M → g * , and t * + denotes a Weyl chamber in g * , then µ(M ) ∩ t * + is a convex polytope. In this case P/Γ ∼ = t * + , and Kirwan's theorem follows from Theorem 3.6 and Lemma 3.7. The generalization of Kirwan's theorem to the case of non-compact symplectic manifolds with proper momentum maps [14] follows from Theorem 3.6 and Lemma 3.8. below (Therem 3.9). The paper [28] is actually one of the original motivations for the study of proper groupoids and momentum maps suggested to us by Weinstein.
Theorem 3.9 (Weinstein [28] ). For any positive-definite quadratic Hamiltonian function H on the standard symplectic space R 2n , denote by φ(H) the n-tuple λ 1 ≤ . . . ≤ λ n of frequencies of H ordered non-decreasingly, i.e. H can be written as H = λ i (x 2 i + y 2 i )/2 in a canonical coordinate system. Then for any two given positive nondecreasing n-tuples λ = (λ 1 , . . . , λ n ) and γ = (γ 1 , . . . , γ n ), the set
is a closed, convex, locally polyhedral subset of R n .
When P/Γ is not contractible (not simply-connected), then one has to decide what does "global convexity" means in this case and try to obtain corresponding results concerning affine maps and convexity. An example is the situation of locally Hamiltonian torus actions studied by Giacobbe [9] , where P/Γ is isomorphic the quotient of R n by a lattice.
In this paper we didn't touch the "real" case, i.e. the case with an anti-symplectic involution studied by Duistermaat [7] and other people. We would conjecture that the main results of this paper have analogs in the case with an (anti-symplectic) involution.
