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N := {0, 1, 2, ....} est l’ensemble des nombres entiers.
N
∗ := {1, 2, 3, ....} est l’ensemble des nombres entiers strictement positifs.
R est l’ensemble des nombres réels.
X, Y sont des espaces de Banach.
X∗ désigne le dual topologique de X.
(·, ·) désigne le produit scalaire.
L(X, Y ) désigne l’espace des applications linéaires continues de X dans Y.
F(X, Y ) désigne l’espace des applications multivoques à valeurs fermées de X dans Y.
H(X, Y ) désigne l’espace des applications multivoques positivement homogènes de X dans Y.
‖ · ‖ est une norme sur X ou Y.
(X, d) désigne un espace métrique où d est la distance associée.
d(x,B) := inf
b∈B
‖ x− b ‖ est la distance entre x et l’ensemble B.
e(A,B) := sup
x∈A
d(x,B) désigne l’excès de l’ensemble A à l’ensemble B.
h(A,B) := max{e(A,B), e(B,A)} désigne la distance de Hausdorﬀ entre A et B.
IBX := {x ∈ X | ‖ x ‖< 1} désigne la boule unité ouverte de X.
IBr(x) := {x ∈ X | ‖ x− x ‖< r} désigne la boule ouverte de centre x et de rayon r.
F : X → Y désigne une application multivoque de X dans Y.
F−1 : Y → X désigne l’inverse de F, déﬁnie par x ∈ F−1(y) ⇔ y ∈ F (x).
gphF := {(x, y) ∈ X × Y | y ∈ F (x)} désigne le graphe de F.
domF := {x ∈ X | F (x) = ∅} désigne le domaine de F.
ImF := {y ∈ F (x) | x ∈ dom f} désigne l’image de F.
8
Introduction
Selon Jean-Pierre Aubin et Hélène Frankowska, (voir leur monographie "Set-
valued analysis" [8]), l’analyse multivoque est utile à tous.
L’analyse multivoque c’est l’étude des propriétés des applications multivaluées, au-
trement dit les applications dont l’image est un sous-ensemble de l’espace d’arrivée.
L’intérêt pour ce type d’applications vient du fait que beaucoup de problèmes sont
considérés comme mal posés, c’est-à-dire que l’existence, l’unicité et la dépendance
par rapport aux données de la solution n’est pas assurée, par opposition à la déﬁni-
tion de problèmes bien posés au sens d’Hadamard. Le besoin de l’analyse multivoque
s’est ainsi fait sentir pour la résolution de nombreux problèmes émergents dans di-
vers domaines comme : la théorie du contrôle, l’économie, la gestion, la biologie,
les sciences des systèmes et l’intelligence artiﬁcielle, etc. Les fonctions multivaluées
servent aussi en combinatoire, théorie des graphes, théorie des jeux ...
Dans cette thèse nous introduisons d’abord un nouveau concept de diﬀérentiation
pour les applications multivoques, la H-diﬀérentiabilité, proposé très récemment par
Pang [73] et inspiré des prédérivées de Ioﬀe [52] pour les applications univoques.
Après avoir adapté un concept de convergence d’ensembles au sens de Fisher, aux
applications multivoques, nous étudions la stabilité de la H-diﬀérentiabilité. Pour
ce faire, nous considérons deux suites (Tn) et (Hn) d’applications multivoques déﬁ-
nies de Rm dans Rp, respectivement à valeurs fermées et positivement homogènes et
ayant pour limites respectives T et H. Nous cherchons alors à savoir si le fait que les
applications Tn soient (strictement) Hn-diﬀérentiables en un point donné implique
que l’application T soit (strictement) H-diﬀérentiable en ce point.
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Nous avons ensuite choisi d’aborder deux thématiques distinctes :
- L’étude de la dépendance des ensembles de points ﬁxes d’une application multi-
voque par rapport aux données.
- L’étude de la convergence d’une méthode d’approximations successives pour la
somme de deux opérateurs multivoques non monotones.
Dans le premier cas il s’agit de savoir si l’ensemble des solutions de
x ∈ Tn(x), x ∈ X, (1)
où (Tn) est une suite d’applications multivoques déﬁnies d’un espace de Banach X
dans lui même, converge vers l’ensemble des solutions de
x ∈ T (x), x ∈ X, (2)
où T est la limite de la suite (Tn).
Les études sur le comportement des ensembles de points ﬁxes sont moins nombreuses
que celles sur l’existence de ces points ﬁxes mais on peut quand même citer les tra-
vaux de Lim [60], Markin [64, 65] et Papageorgiou [74]. Ces études permettent par
exemple de décrire la dépendance des solutions des inclusions diﬀérentielles, des
équations diﬀérentielles généralisées ou des équations aux dérivées partielles, par
rapport à des paramètres ou des données bornées.
Dans le second cas, nous nous intéressons à la convergence d’une méthode nu-
mérique pour la résolution de l’inclusion
p¯ ∈ (T1 + T2)(x), x ∈ X, (3)
où T1 et T2 sont des applications multivoques déﬁnies d’un espace de Banach X
dans lui même et p¯ un paramètre.
Dans la littérature ([15, 22, 37, 49, 53, 58, 63, 71, 72]), les techniques de résolution
de ces inclusions ont souvent été menées dans un cadre où les applications multi-
voques ont des propriétés de monotonie, plus précisément de maximale monotonie.
L’une des méthodes les plus connues pour résoudre ce type d’inclusions est celle du
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point proximal introduite en 1970 par Martinet (voir [66]), et rendue célèbre par
Rockafellar en 1976 dans [87]. Dans cette thèse, nous nous plaçons dans un cadre non
monotone. Les applications multivoques que nous considérons ont des propriétés de
H-diﬀérentiabilité et de type Lipschitz, ou encore de régularité métrique, hypothèses
parfois plus faciles à obtenir que celles de maximale monotonie. Diﬀérentes méthodes
itératives de résolution d’inclusions variationnelles dans le cadre non monotone ont
été proposées ces dernières années notamment dans [1, 17, 34, 39, 41, 42, 51, 59].
Citons par exemple la méthode de la sécante, la méthode de Newton, la méthode de
type Mann ou encore la méthode d’Hummel-Seebeck qui sont presque toutes étu-
diées dans la thèse de C. Jean-Alexis [56].
L’étude de la convergence de méthodes numériques pour la somme de deux opéra-
teurs n’est pas nouvelle non plus, mais elle a principalement été traitée dans le cadre
monotone (voir par exemple [47, 62]). Nous nous proposons donc dans ces travaux
d’étendre ce travail aux applications jouissant de propriétés de diﬀérentiabilité ou
encore de régularité métrique.
Les problèmes (1), (2) et (3) sont appelés des inclusions variationnelles. Les
inclusions variationnelles permettent de modéliser un grand nombre de problèmes
mathématiques tels que les inégalités variationnelles, les systèmes d’équations non
linéaires, les problèmes d’optimisation ou encore les problèmes d’équilibre. On en
retrouve donc des applications pratiques en économie, en physique, en ingénierie,
etc. Pour plus de détails sur les inclusions variationnelles et leurs applications, le
lecteur pourra se référer à [31], [32], ainsi qu’à la thèse de M. Gaydu [39].
Cette thèse s’articule en quatre grandes parties :
- Aﬁn de bien comprendre l’univers dans lequel nous travaillons, le premier chapitre
est consacré aux fonctions qui nous intéressent dans ces travaux, à savoir les appli-
cations multivoques. Nous y détaillons les déﬁnitions de base de ces applications,
ainsi que leurs propriétés de type Lipschitz et de régularité métrique.
- Le deuxième chapitre concerne la diﬀérentiabilité généralisée. Nous y présentons
dans un premier temps diverses notions de diﬀérentiation des applications uni-
voques et multivoques présentes dans la littérature, puis nous y introduisons la
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H-diﬀérentiabilité pour les applications multivoques. Dans un deuxième temps nous
donnons la déﬁnition de la notion de convergence nécessaire à l’étude de la stabilité
de la H-diﬀérentiabilité évoquée précedemment : la convergence de Fisher pour les
applications multivoques.
- Dans le troisième chapitre, après avoir présenté l’état de l’art, nous étudions la
stabilité des ensembles des points ﬁxes d’applications multivoques contractantes en
considérant la convergence de Fisher.
- Le dernier chapitre est dédié aux approximations successives des zéros de la somme
de deux opérateurs non monotones. Cette thématique ayant déjà fait l’objet de plu-
sieurs travaux, nous présentons quelques un des résultats les plus signiﬁcatifs déjà
établis dans le cadre monotone, puis nous parlons des méthodes de splitting, en parti-
culier de celle que nous avons choisis d’utiliser : le forward-backward splitting, et des
outils nécessaires pour l’élaboration de nos résultats. Enﬁn, nous clôturons ce dernier
chapitre avec nos résultats de convergence de la méthode de forward-backward split-
ting sous des conditions de pseudo H-diﬀérentiabilité stricte, puis sous des conditions
de pseudo H-diﬀérentiabilté extérieure, et nous présentons quelques applications.
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Chapitre 1
Généralités sur les applications
multivoques
Comme nous l’avons dit précédemment, nous nous intéressons dans cette thèse
aux applications dites multivoques. Ce sont des applications dont les images ne
sont pas nécessairement des points comme en analyse classique, mais des ensembles.
Dans ce chapitre nous allons présenter quelques déﬁnitions et propriétés relatives à
ces fonctions.
1.1 Applications multivoques
Déﬁnition 1.1.1. Soient X et Y deux espaces métriques. Une application multi-
voque F déﬁnie sur X et à valeurs dans Y est caractérisée par son graphe noté
gphF qui est un sous-ensemble de X × Y déﬁni par
gphF = {(x, y) ∈ X × Y | y ∈ F (x)}.
On dit que l’ensemble F (x) est l’image de x par F .
Une application multivoque F est dite non triviale si son graphe est non vide,
c’est-à-dire s’il existe au moins un élément x ∈ X tel que F (x) soit non vide.
Dans la littérature, ces applications sont aussi appelées multi-applications, fonc-
tions multivaluées, multifonctions ou encore correspondances.
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Remarquons qu’une application univoque est aussi une application multivoque
puisque pour x ∈ X le singleton f(x) = {y} est un sous-ensemble de Y .
Une application multivoque déﬁnie sur X et à valeurs dans les sous-ensembles
de Y sera notée F : X → 2Y , ou encore F : X ⇒ Y pour faire la diﬀérence avec la
notation usuelle des applications univoques.
Aﬁn de bien travailler dans le cadre de l’analyse multivoque, énonçons mainte-
nant quelques déﬁnitions et caractéristiques propres aux applications multivoques.
Considérons X et Y deux espaces de Banach et F : X ⇒ Y une application multi-
voque.
Déﬁnition 1.1.2. Le domaine de F est l’ensemble des éléments de X dont l’image
par F est un sous-ensemble non vide de Y . Autrement dit,
domF = {x ∈ X |F (x) = ∅}.
L’application F est dite stricte si pour tout x ∈ X, l’ensemble F (x) est non vide.
Déﬁnition 1.1.3. L’ image de F est la réunion des valeurs F (x) lorsque x par-
court X. Cet ensemble se déﬁnit par
ImF =
⋃
x∈X F (x) = {y ∈ Y | ∃ x tel que y ∈ F (x)}.
Déﬁnition 1.1.4. L’ inverse de F est l’application F−1 : Y ⇒ X déﬁnie par
x ∈ F−1(y) ⇔ y ∈ F (x) ⇔ (x, y) ∈ gphF.
On a donc domF−1 = F (X) et F−1(Y ) = domF .




F (x) si x ∈ K;
∅ sinon .
On a domF|K = domF ∩K.
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1.2. PROPRIÉTÉS DE TYPE LIPSCHITZ ET RÉGULARITÉ MÉTRIQUE
Maintenant que nous avons rappelé certaines déﬁnitions propres à l’analyse mul-
tivoque, nous allons aborder dans la partie suivante, les notions d’applications mul-
tivoques lipchitziennes, ainsi que les notions dites de régularité métrique.
1.2 Propriétés de type Lipschitz et de régularité mé-
trique des applications multivoques
Avant de présenter les diﬀérentes propriétés lipschitziennes et de régularité rela-
tives aux applications multivoques nous allons rappeler quelques déﬁnitions utiles
pour la suite.




Par convention, d(x, ∅) = +∞. Si au contraire, A est non vide, alors pour tout
ε > 0, il existe un élément y ∈ A tel que ‖x− y‖ ≤ d(x,A) + ε.
Comme nous travaillons dans le cadre de l’analyse multivoque, les images des
applications considérées sont des ensembles. Aﬁn d’évaluer le caractère lipschitz et
la régularité des applications multivoques, nous avons donc besoin d’une notion
de "distance" entre deux ensembles. Une notion de ce type, appelée excès, a été
proposée par Pompeiu dans [79]. Dans cette thèse, nous allons également utiliser la
distance de Hausdorﬀ [48] construite à partir de l’excès.




Notons qu’en général e(A,B) = e(B,A). De plus, par convention e(∅, ∅) = +∞
et si B est un ensemble non vide on a e(∅, B) = 0.
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L’autre notion de distance dont nous aurons besoin est celle de Hausdorﬀ. La
distance de Hausdorﬀ entre deux ensembles A et B, correspond au maximum entre
e(A,B) et e(B,A).
Déﬁnition 1.2.2 (Distance de Hausdorﬀ). Soit A et B deux sous-ensembles fermés
et non vides de X. La distance de Hausdorﬀ (ou distance de Pompieu-Hausdorﬀ)
entre A et B est déﬁnie par
h(A,B) = inf{η ≥ 0 |A ⊂ B + ηIB,B ⊂ A + ηIB}.
En termes d’excès :
h(A,B) = max{e(A,B), e(B,A)}.
Remarquons que la distance de Hausdorﬀ est une distance sur les sous-ensembles
compacts de X.
Nous allons maintenant spéciﬁer diﬀérentes propriétés de type Lipschitz et de
régularité des applications multivoques. Chaque propriété de type Lipschitz d’une
application correspondant à une propriété de régularité métrique de son application
inverse, nous allons également présenter les liens d’équivalences et de hiérarchie entre
ces diﬀérentes notions. Pour plus de détails sur cette partie, le lecteur peut se référer
au récent ouvrage, très complet, de Dontchev et Rockafellar "Implicit Functions and
Solution Mappings" [29].
La première déﬁnition que nous allons présenter, est celle d’une application mul-
tivoque lipschitzienne.
Déﬁnition 1.2.3. Une application multivoque F : X ⇒ Y sera dite lipschitzienne
s’il existe κ ≥ 0 tel que
F (x) ⊂ IBκ‖x−x′‖(F (x′)), ∀x, x′ ∈ X,
où IBκ‖x−x′‖(F (x′)) := {y ∈ Y |d(y, F (x′)) ≤ κ‖x− x′‖}.
Précisons également ce qu’est une application multivoque lipschitzienne relati-
vement à un sous-ensemble.
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Déﬁnition 1.2.4. Une application multivoque F : X ⇒ Y sera dite lipschitzienne
relativement à un ensemble D ⊂ X si D ⊂ dom F , F est à valeurs fermées dans D
et s’il existe κ ≥ 0 tel que
F (x) ⊂ F (x′) + κ‖x− x′‖IB, ∀x, x′ ∈ D. (1.1)
L’inclusion (1.1) peut être réécrite en termes de distance d’un point à un en-
semble :
d(y, F (x)) ≤ κd(x, F−1(y)), ∀y ∈ Y, ∀x ∈ D,
ou encore avec la distance de Hausdorﬀ :
h(F (x), F (x′)) ≤ κ‖x− x′‖, ∀x, x′ ∈ D.
La déﬁnition suivante a été introduite en 1984 par Aubin dans l’article [7] sous
le nom d’application multivoque pseudo-lipschitzienne. Elle a ensuite été renommée
propriété d’Aubin (comme nous avons choisi de la nommer ici), voir par exemple
Dontchev et Rockafellar en 1996 dans la publication [27]. Dans la littérature cette
notion est aussi connue sous le nom d’Aubin continuité ou de continuité lipschitz
([27, 88]).
Déﬁnition 1.2.5. Une application multivoque F : X → Y a la propriété d’Aubin
en x pour y si y ∈ F (x) et s’il existe κ ∈ [0,∞) et des voisinages U de x, V de y
tels que
F (x) ∩ V ⊂ F (x′) + κ‖x− x′‖IB ∀x, x′ ∈ U. (1.2)
En termes d’excès, l’inclusion (1.2) peut être réécrite de la façon suivante :
e(F (x) ∩ V, F (x′)) ≤ κ ‖ x− x′ ‖ . (1.3)
Déﬁnition 1.2.6. L’inﬁmum des κ pour lesquels l’inclusion (1.2) est vériﬁée est le
module de Lipschitz de F en (x¯, y¯), on le note Lip(F ; x | y).
Expliquons aussi ce qu’est une application multivoque lipschitzienne extérieure-
ment. Ce concept a d’abord été introduit en 1981 par Robinson [83] sous le terme
d’application multivoque lipschitzienne supérieurement, avant qu’il ne le rebaptise
application multivoque lipschitzienne extérieurement, en 2007 dans [84].
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Déﬁnition 1.2.7. L’application F : X ⇒ Y est dite lipschitzienne extérieurement
en x relativement à un ensemble D si x ∈ D ⊂ DomF , F (x) est un ensemble fermé
et s’il existe une constante κ ≥ 0 et un voisinage U de x tels que
F (x) ⊂ F (x) + κ‖x− x‖B
pour tout x ∈ U ∩D, ou de façon équivalente
e(F (x), F (x)) ≤ κ‖x− x‖
pour tout x ∈ U ∩D.
En ﬁxant x¯ dans la Déﬁnition 1.2.5, on déﬁnit une quatrième notion de type
Lipschitz des applications multivoques, la notion d’applications multivoques calmes.
Déﬁnition 1.2.8. Une application F : X ⇒ Y est dite calme en (x, y) ∈ gphF s’il
existe une constante positive κ et des voisinages U de x et V de y, tels que
F (x) ∩ V ⊂ F (x¯) + κ‖x− x¯‖IB, ∀x ∈ U. (1.4)
En terme d’excès l’inclusion (1.4) peut se réécrire :
e(F (x) ∩ V, F (x)) ≤ κ ‖ x− x ‖, ∀x ∈ U.
L’inﬁmum de tous les κ, tels que l’inégalité précédente soit vériﬁée, est appelé
module du caractère calme de F en (x¯, y¯) et est noté clm(F ; x | y).
Il est clair qu’une application ayant la propriété d’Aubin est une application
calme.
A partir de la déﬁnition d’une application calme, on peut introduire une dernière
notion, celle d’une application isolément calme.
Déﬁnissons au préalable la notion de localisation graphique d’une application en un
point.
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Déﬁnition 1.2.9. (Localisation graphique) Considérons une application multivoque
F : X ⇒ Y et un couple (x, y) ∈ gphF . On dit que l’application F˜ : X ⇒ Y est
une localisation graphique de F en x¯ pour y¯ s’il existe des voisinages U de x et V
de y tels que gph F˜ = gphF ∩ (U × V ), de sorte que
F˜ : x →
{
F (x) ∩ V quand x ∈ U,
∅ sinon.
L’application inverse de F˜ vériﬁe alors
F˜−1(y) =
{
F−1(x) ∩ U quand y ∈ V,
∅ sinon,
et est ainsi une localisation graphique de l’application F−1 en y¯ pour x¯.
A partir de cela, nous pouvons déﬁnir le concept d’application multivoque isolé-
ment calme.
Déﬁnition 1.2.10. Une application F : X → Y est dite isolément calme en x¯ pour
y¯ si, d’une part, elle est calme et si, d’autre part, elle a une localisation graphique
en x¯ pour y¯ qui est univoque en x¯ et égale à {y¯} en ce point. En d’autres termes,
cela revient à dire qu’il existe une constante κ ∈ [0,∞), et des voisinages U de x¯ et
V de y¯ tels que
F (x) ∩ V ⊂ y¯ + κ‖x− x¯‖IB pour tout x ∈ U.
Cette notion est bien évidemment plus forte que celle déﬁnie précédemment dans
la Déﬁnition 1.2.8.
Les propriétés de type Lipschitz pour les applications multivoques que nous ve-
nons de déﬁnir ont des équivalents en terme de régularité métrique de l’inverse de ces
applications. La régularité métrique est une propriété quantitative des applications
en analyse variationnelle. Ce concept est présent implicitement dans le théorème de
l’application ouverte de Banach établi au début des années 1930 (voir [10]). En voici
la déﬁnition :
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Déﬁnition 1.2.11. (Régularité Métrique) L’application F : X → Y est métrique-
ment régulière en x¯ pour y si y ∈ F (x) et s’il existe κ ∈ [0,∞), ainsi que des
voisinages U de x et V de y, tels que :
d(x, F−1(y)) ≤ κd(y, F (x)) ∀(x, y) ∈ U × V. (1.5)
Déﬁnition 1.2.12. (Module de régularité métrique) L’inﬁmum de tous les κ pour
lesquels l’inégalité (1.5) est vériﬁée s’appelle le module de régularité métrique de F
en (x¯, y¯) et se note reg(F ; x | y). Plus précisément :
reg(F ;x | y) := inf{κ ∈ [0,∞) | ∃U, ∃V tels que (1.5) soit vériﬁée }.
L’application F est métriquement régulière en x pour y si et seulement si
reg(F ;x|y) < +∞.
Pour une application multivoque F quelconque, la régularité métrique fournit une
estimation de la distance d’un point x à l’ensemble des solutions de l’inclusion F (x) 
y (pour un point y donné) en termes de "résidu" d(y, F (x)). Plus précisément, soit
x¯ une solution de l’inclusion y¯ ∈ F (x), avec F métriquement régulière en x¯ pour y¯,
et soit xa et ya des approximations respectivement de x¯ et y¯. Alors par l’inégalité
(1.5), la distance du point xa à l’ensemble des solutions de l’inclusion ya ∈ F (x)
est bornée par la constante κ fois le résidu d(ya, F (xa)). Dans la pratique, le résidu
est typiquement facile à calculer ou à estimer, alors que trouver une solution peut
s’avérer beaucoup plus compliqué.
Le théorème suivant, prouvé par exemple dans [13, 69, 77], nous apprend que dire
qu’une application multivoque est Aubin continue équivaut à dire que son inverse
est métriquement régulière.
Théorème 1.2.13. Une application F : X → Y a la propriété d’Aubin en x pour
y si et seulement si F−1 : Y → X est métriquement régulière en y pour x.
De plus, Lip(F ; x | y) = reg(F−1; y | x).
De même que la propriété d’Aubin peut être caractérisée par la régularité mé-
trique de son inverse, il y a également une équivalence entre une application calme
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et la sous-régularité métrique de son inverse. La sous régularité métrique étant une
notion dérivée de celle de régularité métrique. Présentons d’abord cette déﬁnition.
Déﬁnition 1.2.14. (Sous-Régulatité métrique) Une application F : X → Y est
métriquement sous-régulière en x pour y si y ∈ F (x) et s’il existe κ ∈ [0,∞) et des
voisinages U de x, V de y tels que
d(x, F−1(y)) ≤ κd(y, F (x) ∩ V ) ∀x ∈ U. (1.6)
Notons que dans [2, Remarque 3.4], il a été observé que le voisinage V de l’in-
égalité (1.6) pouvait être omis.
L’inﬁmum des κ pour lesquels l’inégalité précédente est vériﬁée est le module de
sous-régularité métrique de F en (x¯, y¯). On le note subreg(F ; x | y) et on a
subreg(F ; x | y) ≤ reg(F ;x | y). Comme pour la régularité métrique, une application
qui n’est pas métriquement sous-régulière est caractérisée par subreg(F ; x¯ | y¯) = +∞.
Présentons alors le résultat suivant dont on pourra trouver une démonstration
dans [28] ou dans [29].
Théorème 1.2.15. Une application multivoque F : X → Y est calme en x pour
y si et seulement si son application inverse F−1 : Y → X est métriquement sous-
régulière en y pour x. De plus, clm(F ;x; y) = subreg(F−1; y | x).
Le théorème qui suit donne une caractérisation d’une application isolément calme
par la sous régularité métrique forte de son inverse. Rappelons d’abord la déﬁnition
de ce concept étudié dans [28].
Déﬁnition 1.2.16. (Sous-Régularité métrique forte) Une application multivoque
F : X → Y est fortement métriquement sous-régulière en x pour y, si y ∈ F (x) et
s’il existe κ ∈ [0,∞) et des voisinages U de x, V de y, tels que
‖ x− x ‖≤ κd(y, F (x) ∩ V ) ∀x ∈ U. (1.7)
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De manière équivalente, on peut déﬁnir une application fortement métriquement
sous régulière de la façon suivante :
F est fortement métriquement sous-régulière en x pour y si elle est métriquement
sous-régulière en x pour y et s’il existe des voisinages U de x¯ et V de y¯ tels que la
localisation graphique V  y → F−1(y) ∩ U soit univoque en y¯ et égale à {x¯} en ce
point.
La sous régularité métrique forte est donc clairement une notion plus forte que celle
de la sous régularité métrique.
On a alors le résultat suivant (voir par exemple [28] et [29]).
Théorème 1.2.17. Une application multivoque F : X → Y est isolément calme en
x pour y si et seulement si F−1 est fortement métriquement sous-régulière en y¯ pour
x¯.
Il n’y a pas de relation d’implication entre la régularité métrique et la sous-
régularité métrique forte, en eﬀet, il existe des applications qui sont métriquement
régulières en x pour y mais non fortement métriquement sous-régulières en x pour
y, et inversement.
Enﬁn, donnons une caractérisation d’une application multivoque lipschitzienne
dans un voisinage du point de référence, en terme de régularité métrique forte de
son inverse (démontré par exemple dans [29]).
On rappelle d’abord la déﬁnition d’une application fortement métriquement régu-
lière.
Déﬁnition 1.2.18 (Régularité métrique forte). Une application est fortement mé-
triquement régulière, ou plus simplement fortement régulière, en x pour y dans gphF
si la relation (1.5) est vériﬁée et si de plus l’application inverse F−1 : Y → X admet
une localisation graphique univoque en y¯ pour x¯.
Il est clair que la régularité métrique forte implique la régularité métrique.
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Énonçons alors le théorème liant ces deux propriétés.
Théorème 1.2.19. L’application F : X → Y est fortement métriquement régulière
en x pour y de constante κ si et seulement si F−1 : Y → X admet une localisation
graphique univoque κ-lipschitzienne en y¯ pour x¯.
Pour plus de détails sur les avancées autour de la régularité métrique et ses
applications aux problèmes variationnels, voir [54, 26, 28] et le livre [88].
Nous savons maintenant que les propriétés de type Lipschitz des applications
multivoques sont étroitement liées à leurs propriétés de régularité métrique. Aﬁn de
clôturer ce chapitre nous proposons un schéma récapitulatif permettant de mieux
visualiser les équivalences et liens hiérarchiques entre toutes ces déﬁnitions.
Fig. 1.1 – Relations entre les notions de type Lipschitz et de régularité métrique.
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Après avoir énuméré ces diﬀérentes notions et bien compris les relations entre




Stabilité de la H-diﬀérentiabilité
généralisée
Le but de ce chapitre est d’étudier la stabilité de la H-diﬀérentiabilité, nouveau
concept de diﬀérentiation généralisée pour les applications multivoques, introduit
par Pang en 2009 (voir [73]). Cette problématique relative à la stabilité d’opérateurs
de diﬀérentiation a été largement étudiée ces dernières années par plusieurs auteurs
pour des concepts diﬀérents de dérivées, voir par exemple [4, 8, 13, 21, 23, 43]. Dans
le cas d’une suite d’applications univoques diﬀérentiables (fn) déﬁnies sur R et à
valeurs dans R, nous savons que si (fn) converge vers une application f , et que la
suite des dérivées (f ′n), des applications fn converge uniformément vers une fonc-
tion g, alors f est diﬀérentiable et on a f ′ = g. Dans cette partie nous chercherons
donc à étendre ce résultat aux applications multivoques ayant des propriétés de H-
diﬀérentiabilité en considérant deux suites (Tn) et (Hn) d’applications multivoques
déﬁnies de Rm dans Rp, respectivement à valeurs fermées et positivement homogènes
et ayant pour limites respectives T et H, et en montrant que si les applications Tn
sont (strictement) Hn-diﬀérentiables en un point donné alors l’application T est
(strictement) H-diﬀérentiable en ce point.
Pour notre étude de stabilité nous allons considérer une convergence variationnelle,
plus précisément la convergence au sens de Fisher, que nous avons adaptée au cadre
des applications multivoques. Pour parler de convergence il est bien évidemment
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nécessaire d’utiliser une topologie adaptée, et il s’est avéré naturel de considérer la
topologie proximale.
Les résultats de ce chapitre sont issus de l’article "Generalized diﬀerentiation and
ﬁxed points sets behaviors with respect to Fisher convergence" [44].
2.1 Diﬀérentiabilité généralisée
La diﬀérentiabilité généralisée joue un rôle central dans l’analyse variationnelle
et dans ses applications. La notion de diﬀérentielle d’une application multivoque a
été évoquée intensément dans les années 70, avec les travaux d’Aubin [5], ou ceux
de Mordukhovich [68].
C’est ainsi que nous évoquerons la dérivée contingente proposée par Aubin [5, 6]
utilisant le cône tangent, et la codérivée de Mordukhovich [68] utilisant le cône
normal.
Mais dans un premier temps nous commençons par présenter quelques concepts de
diﬀérentiablilité généralisée pour les applications univoques, qui ont contribué aux
extensions au cadre multivoque que nous étudierons pas la suite.
2.1.1 Diﬀérentiabilité généralisée des applications univoques
La notion de diﬀérentiabilité généralisée qui nous intéresse dans cette thèse trouve
sa motivation dans les travaux de Clarke [20], qui propose d’approcher une appli-
cation localement lipschitzienne f : X → IR par un sous-ensemble convexe du dual
X∗ de X. C’est pour cela que nous choisissons ici de donner la déﬁnition introduite
par Clarke, même si nous ne l’utiliserons pas pour nos résultats.
Rappel : On dit qu’une application f : X → R est localement lipschitzienne
autour de x¯ si il existe un voisinage V de x¯ et un réel k > 0 tels que pour tous
éléments u, v ∈ V , ‖f(u)− f(v)‖ ≤ k‖u− v‖.
Déﬁnition 2.1.1 (Sous-diﬀérentiel de Clarke). Soit X un espace de Banach. Sup-
posons que f : X → IR soit localement lipschitzienne autour de x¯.
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La dérivée directionnelle généralisée de Clarke de f en x¯ dans la direction v ∈ X
est déﬁnie par
f ◦(x¯; v) = lim sup
t↓0,x→x¯
f(x + tv)− f(x)
t
,
avec x ∈ X et t scalaire positif.
Le sous-diﬀérentiel de Clarke de f en x¯, noté ∂Cf(x¯), est le sous-ensemble convexe
du dual X∗ déﬁni par
{ζ ∈ X∗| f ◦(x¯; v) ≥ 〈ζ, v〉 pour tout v ∈ X}.
En 1981, motivé par l’idée de trouver une extension satisfaisante aux travaux
de Clarke pour des applications à valeurs dans des espaces de dimension inﬁnie,
Ioﬀe [52] a introduit une classe de prédérivées, prédérivées strictes et dérivées (au
sens de la Déﬁnition 2.1.5 suivante), pour l’approximation locale des applications
univoques non lisses (i.e., non diﬀérentiables), à l’aide d’applications multivoques
positivement homogènes et à valeurs fermées.
Le point fondamental de cette nouvelle approche est que contrairement aux cal-
culs classiques, ce n’est pas un seul objet que l’on considère comme dérivée mais
plutôt un "ﬁlet" d’objets appelés prédérivées qui fournissent une bonne approxima-
tion de l’application univoque non lisse en un point donné.
La déﬁnition de ces prédérivées nécessite d’introduire dans un premier temps celle
d’une application multivoque positivement homogène.
Rappelons d’abord qu’un cône C est un ensemble de vecteurs, contenant 0 et
contenant tous les multiples positifs des éléments de C, c’est-à-dire que, ∀v ∈ C,
λv ∈ C où λ est un réel strictement positif.
Déﬁnition 2.1.2. Une application multivoque H : X ⇒ Y est dite positivement
homogène si H(0)  0 et si H(λx) = λH(x) pour tout x ∈ X et λ > 0.
L’ensemble des applications multivoques positivement homogènes déﬁnies de X
dans Y est noté H(X, Y ).
Remarque 2.1.3. L’application multivoque H est positivement homogène si et
seulement si son graphe gph(H) est un cône.
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Remarque 2.1.4. Si l’application multivoque H est positivement homogène alors
son inverse H−1 est aussi une application multivoque positivement homogène.
Notons que les dérivées graphiques d’applications multivoques, introduites par
Aubin [5], dont nous parlerons plus précisément dans le paragraphe suivant, sont
des applications multivoques positivement homogènes de même que les applications
sous-linéaires (c’est-à-dire les applications multivoques dont le graphe est un cône
convexe). Rappelons que les applications sous-linéaires ont étés considérées par Ro-
ckafellar sous le nom de processus convexe (voir [86, 85]). Un exemple concret d’ap-
plications multivoques positivement homogènes (qui sont en fait des applications
sous-linéaires) est donné par les applications de type contrainte, c’est-à-dire les ap-
plications H telles que H(x) = Ax −K où A est une application linéaire et K un
cône convexe fermé.
Voici alors la déﬁnition proposée par Ioﬀe :
Déﬁnition 2.1.5 (Prédérivée). Soit f une fonction déﬁnie sur un voisinage de
z ∈ X à valeurs dans Y , avec X et Y espaces topologiques de Hausdorﬀ (i.e. un
espace topologique séparé) localement convexes. De plus, on considère H application
multivoque positivement homogène déﬁnie de X dans Y .
Considérons les deux relations suivantes :




t−1(f(z + th)− f(z)) + r(h)‖h‖IBY . (2.2)
On dira que H est :
 une prédérivée extérieure (ou prédérivée extérieure de Fréchet) de f au point
z si la relation (2.1) est vériﬁée avec r(h) → 0 si ‖h‖ → 0 ;
 une prédérivée extérieure faible (ou prédérivée extérieure de Gâteaux) si la
relation (2.1) est vériﬁée avec r(h) → 0 quand h tend vers 0 ;
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 une prédérivée intérieure (ou prédérivée intérieure de Fréchet) de f au point z
si la relation (2.2) est vériﬁée avec r(h) → 0 si ‖h‖ → 0 ;
 une prédérivée intérieure faible (ou prédérivée intérieure de Gâteaux) si la
relation (2.2) est vériﬁée avec r(h) → 0 quand h tend vers 0.
Une application homogène qui est à la fois une prédérivée extérieure et une prédé-
rivée intérieure (respectivement prédérivée extérieure faible et prédérivée intérieure
faible) est appellée une dérivée ou dérivée de Fréchet (respectivement une dérivée
faible ou une dérivée de Gâteaux) de f en z.
Une application homogène H sera appellée une prédérivée stricte de f en z si
f(x + h)− f(x) ∈ H(h) + r(x, h)‖h‖IBY , (2.3)
où r(x, h) → 0 si ‖x− z‖ → 0, h → 0.
Proposition 2.1.6. Si H et G sont respectivement une prédérivée extérieure (res-
pectivement une prédérivée extérieure faible) et une prédérivée intérieure (respecti-
vement une prédérivée intérieure faible) d’une fonction f au point z ∈ X, où f est
déﬁnie sur un voisinage de z et à valeurs dans Y, alors G(h) ⊂ H(h) pour tout
h ∈ X.
Ainsi, chaque dérivée quand elle existe est déﬁnie de manière unique. En particulier,
chaque dérivée est une dérivée faible.
Démonstration. Soit y ∈ G(h). Alors pour tout λ > 0, il existe 0 ≤ t ≤ 1 tel que
λy ∈ t−1(f(z + tλh)− f(z)) + λr(λh)‖h‖IBY
⊂ t−1H(tλh) + 2λr(λh)‖h‖IBY
= λH(h) + 2λr(λh)‖h‖IBY .
Par suite, y ∈ H(h) + 2r(λh)IBY pour tout λ > 0 et donc y ∈ H(h).
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Remarque 2.1.7. Les dérivées usuelles de Fréchet, ou les strictes dérivées de Fré-
chet sont respectivement les dérivées et prédérivées strictes au sens de la Déﬁnition
2.1.5.
La dérivée de Fréchet d’une application f : X → Y au point x, étant l’application
∇f(x) vériﬁant : f(x + h) = f(x) +∇f(x)h + o(‖h‖), ∀h ∈ X.
Exemple 2.1.8. Considérons un ensemble Λ d’opérateurs linéaires déﬁnis de X
dans Y , tel que pour tout h ∈ X il existe A ∈ Λ vériﬁant
‖f(z + h)− f(z)− Ah‖ ≤ r(h)‖h‖
(respectivement, pour tout x ∈ X et pour tout h ∈ X, il existe A ∈ Λ tel que
‖f(x + h)− f(x)− Ah‖ ≤ r(x, h)‖h‖).
Alors l’application multivoque A(h) = ⋃
A∈Λ
Ah est une prédérivée externe (respective-
ment, une prédérivée stricte).
La déﬁnition de Ioﬀe a ainsi permit d’étendre le calcul diﬀérentiel à un plus large
éventail de fonctions, et donc de résoudre un panel plus varié de problèmes mathé-
matiques.
Passons maintenant au cas qui nous intéresse pour les travaux de cette thèse, à
savoir l’approximation au voisinage d’un point des applications multivoques.
2.1.2 Diﬀérentiabilité généralisée des applications multivoques
Même si nous n’utilisons pas cette approche dans nos travaux, il est impossible
de parler de diﬀérentiabilité de fonctions multivoques sans citer et donner la déﬁni-
tion des concepts proposés par Aubin (dérivée contingente, [5, 8]) et Mordukhovich
(codérivée [67]). Ce sont des approches qu’on pourrait caractériser de géométriques
ou graphiques, car elles font intervenir respectivement le cône tangent, et le cône
normal au graphe de l’application multivoque.
Présentons dans un premier temps le concept d’Aubin. Ce dernier choisit une
approche graphique de la notion de dérivée d’une application multivoque, par l’uti-
lisation de cône tangent au graphe. Rappelons la déﬁnition du cône tangent.
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Déﬁnition 2.1.9. Soit C un sous-ensemble de X et soit x ∈ C. On considère une
suite (xk) dans C qui converge vers x et une suite (τk) qui décroît vers 0. Un vecteur
v est dit tangent à C en x si
1
τk
(xk − x) → v lorsque k → +∞.
L’ensemble des vecteurs tangents à C est appelé le cône tangent à C en x et est noté
TC(x). Lorsque x /∈ C, TC(x) est l’ensemble vide.
Nous pouvons maintenant déﬁnir la dérivée contingente.
Déﬁnition 2.1.10. Soient X et Y deux espaces normés et F : X ⇒ Y une applica-
tion multivoque. La dérivée contingente d’Aubin DF (x, y) de F en (x, y) ∈ gph(F )
est l’application multivoque déﬁnie sur X et à valeurs dans Y déﬁnie par
gph(DF (x, y)) := Tgph(F )(x, y) (2.4)
On a,
DF (x)(h) = {y ∈ Y | (h, y) ∈ Tgph(F )(x, F (x))}. (2.5)
Lorsque F := f est une application univoque, on pose Df(x) := Df(x, f(x)).
Dans [52], Ioﬀe a montré que pour les applications univoques la dérivée contin-
gente introduite par Aubin coïncide avec sa notion de dérivée faible quand elle existe.
Proposition 2.1.11. Soit F une application univoque déﬁnie sur un voisinage de
x ∈ X et à valeurs dans Y. Si la dérivée faible de F en x existe, elle coïncide avec
la dérivée contingente de F , DF (x).
En particulier, si dimY < ∞ et F lipschitzienne, alors DF (x) est la dérivée faible
de F en x. Si de plus, dimX < ∞ alors DF (x) est la dérivée de F en x.
Démonstration. Démontrons la première partie de la proposition. Soit H(h) une
prédérivée interieure faible de F en x. En remplaçant h par
εh
‖h‖ dans ( 2.2) et en
posant λ =
εt




λ−1(F (x + λh)− F (x)) + r( εh‖h‖)‖h‖IBY .
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Si cette égalité est vériﬁée pour tout ε > 0, il s’en suit que H(h) ⊂ DF (x)(h).
Réciproquement, d’après (2.1), DF (x)(h) ⊂ H(h) dès lors que A est une prédérivée
exterieure.
Ainsi, si la dérivée existe, elle coïncide obligatoirement avec DF (x)(h) d’après la
Proposition 2.1.6.
Une autre approche géométrique très présente dans la littérature est celle de
la codérivée de Mordukhovich. Aﬁn de bien comprendre cette notion, nous allons
rappeler le concept de cône normal à un sous-ensemble Ω d’un espace de Banach en
un point x.
Déﬁnition 2.1.12. Soit Ω un sous-ensemble non vide d’un espace de Banach X.
(i) Soit x ∈ Ω et ε ≥ 0, on appelle ensemble des ε-normales à Ω en x l’ensemble




‖u− x‖ ≤ ε}. (2.6)
Lorsque ε = 0, les éléments de ( 2.6) sont appelés normales de Fréchet. L’en-
semble des normales de Fréchet est noté N̂(x; Ω) et est appelé cône prénormal
à Ω en x. Si x ∈ Ω, N̂ε(x; Ω) := ∅ pour tout ε ≥ 0.
(ii) Soit x¯ ∈ Ω. Alors x∗ ∈ X∗ est une normale limitante à Ω en x¯ s’il existe
des suites (εk), (xk) et (x∗k) telles que εk ↓ 0, xk Ω→ x¯, et x∗k w
∗→ x¯∗ avec
x∗k ∈ N̂εk(xk; Ω) pour tout k ∈ N. L’ensemble de toutes ces normales limi-
tantes




est le cône normal à Ω en x¯. Pour x¯ /∈ Ω, N(x¯; Ω) := ∅.
La construction de la codérivée suit la même structure que celle du cône normal,
en voici la déﬁnition.
Déﬁnition 2.1.13. Soit F : X ⇒ Y avec domF = 0.On considère (x, y) ∈ X × Y
et ε ≥ 0.
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(i) La ε-codérivée de F en (x, y) est l’application multivoque
D̂∗εF (x, y) : Y
∗ ⇒ X∗ déﬁnie par
D̂∗εF (x, y)(y
∗) := {x∗ ∈ X∗|(x∗,−y∗) ∈ N̂ε((x, y); gphF )}. (2.8)
Quand ε = 0 dans (2.8), cette application est appelée précodérivée ou Fréchet
codérivée de F en (x, y) et est notée D̂∗F (x, y).
De plus, D̂∗εF (x, y)(y∗) = ∅ pour tout ε ≥ 0 et y∗ ∈ Y ∗ si (x, y)  gphF .
(ii) La codérivée normale de F en (x¯, y¯) ∈ gphF est l’application D∗NF (x¯, y¯) :
Y ∗ ⇒ X∗ déﬁnie par
D∗NF (x¯, y¯)(y¯




La codérivée normale est donc l’ensemble des points x¯∗ ∈ X∗ pour lesquels
il existe des suites εk ↓ 0, (xk, yk) → (x¯, y¯), et (x∗k, y∗k) w
∗→ (x¯∗, y¯∗) avec
(xk, yk) ∈ gphF et x∗k ∈ D̂∗εkF (xk, yk)(y∗k).
De plus, D∗NF (x¯, y¯)(y∗) := ∅ pour tout y∗ ∈ Y ∗ si (x¯, y¯) ∈ gphF .
(iii) La codérivée mixte de F en (x¯, y¯) ∈ gphF est l’application multivoque
D∗MF (x¯, y¯) : Y
∗ ⇒ X∗ déﬁnie par
D∗MF (x¯, y¯)(y¯
∗) := lim sup D̂∗εF (x¯, y¯)(y
∗). (2.10)
La codérivée mixte est donc l’ensemble des points x¯∗ ∈ X∗ pour lesquels il existe
des suites εk ↓ 0, (xk, yk, y∗k) → (x¯, y¯, y¯∗), et x∗k w
∗→ x¯∗ avec (xk, yk) ∈ gphF et
x∗k ∈ D̂∗εkF (xk, yk)(y∗k).
De plus, D∗MF (x¯, y¯)(y∗) := ∅ pour tout y∗ ∈ Y ∗ si (x¯, y¯) ∈ gphF .
La diﬀérence entre codérivée mixte et codérivée normale se situe au niveau du
type de convergence de la suite (y∗k) vers y¯∗.
Attardons nous maintenant sur le nouveau concept qui nous intéresse.
Très récemment, en 2009, Pang [73] a étendu le travail de Ioﬀe [52], en proposant
un nouveau concept de diﬀérentiation généralisée pour les applications multivoques
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déﬁnies de X dans Y , où X et Y sont des espaces de Banach. Ce nouveau concept
appelé ici la H-diﬀérentiabilité (noté T-diﬀérentiabilité par Pang), fait intervenir,
tout comme les prédérivées de Ioﬀe, des applications positivement homogènes.
Nous allons ici donner la première déﬁnition de la diﬀérentiabilité d’une application
multivoque et en donner quelques propriétés de base.
Déﬁnition 2.1.14 (H-diﬀérentiabilité). Soient X et Y deux espaces de Banach et
soit une fonction multivoque H positivement homogène déﬁnie de X dans Y .
(a) On dit qu’une application multivoque S : X ⇒ Y est extérieurement H-
diﬀérentiable en x¯ si pour tout δ > 0, il existe un voisinage V de x¯ tel que
S(x) ⊂ S(x¯) + H(x− x¯) + δ‖x− x¯‖IB, ∀x ∈ V. (2.11)
S est dite intérieurement H-diﬀérentiable en x¯ si la formule précédente est
remplacée par
S(x¯) ⊂ S(x) + H(x− x¯) + δ‖x− x¯‖IB, ∀x ∈ V. (2.12)
Si S est extérieurement H-diﬀérentiable et intérieurement H-diﬀérentiable,
alors S est H-diﬀérentiable en x¯.
(b) On dit qu’une application multivoque S : X ⇒ Y est strictement H-diﬀérentiable
en x¯ si pour tout δ > 0, il existe un voisinage V de x¯ tel que
S(x) ⊂ S(x′) + H(x− x′) + δ‖x− x′‖IB, ∀x, x′ ∈ V. (2.13)
Remarque 2.1.15. Lorsque S est univoque S : X → Y , les déﬁnitions de H-
diﬀérentiabilité intérieure, H-diﬀérentiabilité extérieure et de H-diﬀérentiabilité sont
équivalentes.
Remarque 2.1.16. Lorsque S est univoque et H-diﬀérentiable (respectivement stric-
tement H-diﬀérentiable), l’application H : X ⇒ Y est une prédérivée (respectivement




– (i) Si S est strictement H-diﬀérentiable avec H une application positivement
homogène vériﬁant H(x) ⊂ κ‖x‖IB pour tout x ∈ X alors S est lipschitzienne
de constante κ ;
– (ii) Si S est extérieurement H-diﬀérentiable avec H une application positive-
ment homogène vériﬁant H(x) ⊂ κ‖x‖IB pour tout x ∈ X alors S est calme
en x¯.
Aﬁn de motiver sa déﬁnition de T-diﬀérentiabilité, Pang énonce le résultat sui-
vant où H(−) représente l’application multivoque déﬁnie de X à valeurs dans Y
déﬁnie par H(−)(w) := H(−w). Rappelons que h est la distance de Hausdorﬀ (Dé-
ﬁnition 1.2.2).
Proposition 2.1.18. Supposons que l’application S : X ⇒ Y soit à valeurs fermées.
(1) Soit H : X → Y une application univoque. Alors S est H-diﬀérentiable en x¯
si et seulement si pour tout δ > 0, il existe un voisinage V de x¯ tel que
h(S(x¯) + H(x− x¯), S(x)) ≤ δ‖x− x¯‖, pour tout x ∈ V. (2.14)
(2) Soit H : X → Y une application univoque telle que H = −H(−). Alors S est
strictement H-diﬀérentiable en x¯ si et seulement si pour tout δ > 0, il existe
un voisinage V de x¯ tel que
h(S(x′) + H(x− x′), S(x)) ≤ δ‖x− x′‖, pour tout x, x′ ∈ V. (2.15)
On constate que les propriétés (2.14) et (2.15) rappellent celles vériﬁées par la
diﬀérentielle d’une fonction déﬁnie de Rn dans Rp. En eﬀet si on considère la fonction
f : Rn → Rp, diﬀérentiable en x¯ ∈ Rn, on sait qu’il existe une fonction dfx¯ : Rn → Rp
linéaire et continue vériﬁant l’égalité
f(x¯ + h) = f(x¯) + dfx¯(h) + o(‖h‖), ∀h ∈ Rn.
En posant x = x¯ + h, l’égalité précédente devient
f(x)− f(x¯)− dfx¯(x− x¯) = o(‖x− x¯‖). (2.16)
La similitude entre les inégalités (2.14) et (2.15) et l’égalité (2.16) est alors très
claire, et la déﬁnition de Pang est donc complètement justiﬁée.
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Un autre concept proche de la H-diﬀérentiabilité est la pseudo H-diﬀérentiabilité.
Déﬁnition 2.1.19 (Pseudo H-diﬀérentiabilité). Soit S : X ⇒ Y une application
multivoque telle que y¯ ∈ S(x¯).
(1) Soit H : X ⇒ Y une application multivoque. On dit que S est pseudo H-
diﬀérentiable extérieurement en x¯ pour y¯ si pour tout δ > 0, il existe des
voisinages V de x¯ et W de y¯ tels que
S(x) ∩W ⊂ S(x¯) + H(x− x¯) + δ‖x− x¯‖IB pour tout x ∈ V .
S est pseudo H-diﬀérentiable intérieurement en x¯ pour y¯ si
S(x¯) ∩W ⊂ S(x)−H(x− x¯) + δ‖x− x¯‖IB pour tout x ∈ V .
S est pseudo H-diﬀérentiable en x¯ pour y¯ si elle est à la fois pseudo H-
diﬀérentiable extérieurement et pseudo H-diﬀérentiable intérieurement en x¯
pour y¯.
(2) Soit H : X ⇒ Y une application multivoque positivement homogène. On dit
que S est pseudo H-diﬀérentiable strictement en x¯ pour y¯ si pour tout δ > 0,
il existe des voisinages V de x¯ et W de y¯ tels que
S(x) ∩W ⊂ S(x′) + H(x− x′) + δ‖x− x′‖IB pour tout x, x′ ∈ V .
En posant H(w) := [lipS(x¯|y¯)]|w|IB, on démontre aisément l’équivalence entre la
propriété d’Aubin déﬁnie dans le chapitre précédent et la pseudo H-diﬀérentiabilité
stricte. Énonçons alors la proposition suivante.
Proposition 2.1.20. Une application multivoque S : X ⇒ Y a la propriété d’Aubin
en x¯ pour y¯ si et seulement si elle est pseudo H-diﬀérentiable strictement en x¯ pour
y¯ avec H : X ⇒ Y déﬁnie par H(w) := [lipS(x¯|y¯)]‖w‖IB.
Démonstration. Supposons S pseudo H-diﬀérentiable strictement avec
H(w) := [lipS(x¯|y¯)]|w|IB, alors pour tout δ > 0, il existe des voisinages U de x¯ et
V de y¯ tels que
S(x) ∩ V ⊂ S(x′) + [lipS(x¯|y¯)]‖x− x′‖IB + δ‖x− x′‖IB, ∀x, x′ ∈ U.
D’après la convexité de IB, cette dernière inclusion peut s’écrire
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S(x) ∩ V ⊂ S(x′) + ([lipS(x¯|y¯)] + δ)‖x− x′‖IB, ∀x, x′ ∈ U.
Ainsi en posant κ = [lipS(x¯|y¯)] + δ, on a trouvé un κ ∈ [0,∞[, et des voisinages
U de x¯ et V de y¯ tels que S ait la propriéte d’Aubin en x¯ et y¯.
Réciproquement, si S a la propriété d’Aubin en x¯ pour y¯, il existe κ ∈ [0,∞[ et
des voisinages U de x¯ et V de y¯ tels que
S(x) ∩ V ⊂ S(x′) + κ‖x− x′‖IB, ∀x, x′ ∈ U.
Ainsi pour tout δ > 0, on a
S(x) ∩ V ⊂ S(x′) + (κ + δ)‖x− x′‖IB, ∀x, x′ ∈ U.
Par suite
S(x) ∩ V ⊂ S(x′) + [lipS(x¯|y¯)]‖x− x′‖IB + δ‖x− x′‖IB, ∀x, x′ ∈ U.
D’où S pseudo H-diﬀérentiable strictement en x¯ pour y¯ avec H(w) := [lipS(x¯|y¯)]‖w‖IB.
Alors que le sous-diﬀérentiel de Clarke est unique, les dérivées généralisées H ne le
sont pas nécessairement. On pourra le constater dans l’exemple suivant proposé par
Pang dans [73], qui nous montre également qu’une application multivoque peut-être
(pseudo) H1-diﬀérentiable et (pseudo) H2-diﬀérentiable, mais ne pas être (pseudo)
(H1 ∩H2)-diﬀérentiable.
Exemple 2.1.21. Soit S : IR2 ⇒ IR2 déﬁnie par S(x, y) = {x} × IR, et soient
H1, H2 : IR
2 → IR2 déﬁnies par H1(x, y) = (x, y) et H2(x, y) = (x, 0). On montre fa-
cilement que S est (pseudo) H1-diﬀérentiable strictement et (pseudo) H2-diﬀérentiable
strictement en tous points, mais qu’elle n’est (pseudo) (H1∩H2)-diﬀérentiable nulle
part.
Considérons maintenant des suites (Fn) et (Hn) respectivement dans F(Rm,Rp)
et H(Rm,Rp), on peut alors déﬁnir l’uniforme stricte Hn-diﬀérentiabilité. Rappelons
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que F(Rm,Rp) représente l’ensemble des applications multivoques déﬁnies de Rm
dans Rp à valeurs fermées et que H(Rm,Rp) représente l’ensemble des applications
multivoques déﬁnies de Rm dans Rp qui sont positivement homogènes.
Déﬁnition 2.1.22. Soient (Fn) une suite de F(Rm,Rp) et (Hn) une suite deH(Rm,Rp).
On dit que la suite (Fn) est uniformément strictement Hn-diﬀérentiable en x¯ si pour
tout δ > 0, il existe un voisinage uniforme V de x¯ (i.e., un voisinage qui ne dépend
pas de n) tel que pour n = 0, 1, ...
Fn(x) ⊂ Fn(x′) + Hn(x− x′) + δ‖x− x′‖IB pour tout x, x′ ∈ V.
Évidemment, en modiﬁant légèrement la déﬁnition précédente, on peut égale-
ment déﬁnir les concepts d’uniforme Hn-diﬀérentiabilité extérieure, d’uniforme Hn-
diﬀérentiabilité intérieure et d’uniforme Hn-diﬀérentiabilité.
2.2 Convergence de Fisher
Aﬁn d’appréhender correctement la notion de convergence des applications mul-
tivoques que nous utilisons dans ces travaux, il est nécessaire de présenter une to-
pologie sur l’espace des sous-ensembles de X.
Comme nous l’avons dit précédemment les applications qui nous concernent sont des
applications à valeurs fermées, il semble donc naturel de s’intéresser à une topologie
sur les sous-ensembles fermés d’un espace métrique. De tels espaces topologiques
sont appelés des hyperespaces.
Nous avons choisi d’utiliser une topologie de type "hit and miss" : la topologie
proximale.
Les topologies de type "hit and miss" ont été étudiées par divers auteurs, voir par
exemple les travaux de Poppe [80, 81], de Fisher [36], ou encore de Beer et al. [12].
Parmi les topologies de ce type on peut citer entre autre la topologie de Vietoris
introduite par Vietoris lui-même dans [91, 92] ou la topologie de Wijsman ([94]).
Pour plus de détails sur ces topologies le lecteur pourra se referrer à l’ouvrage de
Beer [13].
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Donnons maintenant la déﬁnition des ensembles B− et B++ aﬁn de déﬁnir la topo-
logie proximale.
Soit E un espace topologique de Hausdorﬀ (c’est-à-dire un espace topologique
séparé). L’ensemble des sous-ensembles fermés et non vides de E est noté CL(E).
Soit B un sous-ensemble de E, rappelons les déﬁnitions suivantes :
• L’ensemble des sous-ensembles fermés qui rencontrent B est
B− = {A ∈ CL(E) |A ∩B = ∅} ;
• L’ensemble des sous-ensembles fermés qui sont strictement contenus dans B
est
B++ = {A ∈ CL(E) | ∃ε > 0, IBε(A) ⊂ B},
où IBε(A) :=
⋃
a∈A IBε(a) désigne l’agrandissement de coeﬃcient ε de A.
La topologie suivante sur CL(E) a été introduite par Beer et al. dans [12].
Déﬁnition 2.2.1. Soit (E, d) un espace métrique. La topologie proximale τδd sur
CL(E) admet comme sous-base tous les ensembles de la forme V −, où V est un
ouvert de E, et tous les ensembles de la forme W++, où W est ouvert dans E.
Une base pour la topologie proximale est l’ensemble de toutes les intersections
ﬁnies d’éléments de sa sous-base.
Comme spéciﬁé dans [12],
(V ∩W )++ = V ++ ∩W++.
Ainsi une base pour notre topologie correspond à tous les ensembles de la forme
V ++ ∩ V −1 ∩ V −2 ∩ ... ∩ V −n ;
où V, V1, ..., Vn sont des ouverts de E.
Il en découle qu’une base locale pour la topologie proximale en A ∈ CL(E)
correspond à tous les ensembles de la forme
IBε(A)
++ ∩ IBε(a1)− ∩ IBε(a2)− ∩ ... ∩ IBε(an)− ;
où les points a1, a2, ..., an sont dans A et ε est un réel positif.
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La topologie proximale est donc compatible avec la convergence de Fisher que
nous déﬁnissons dans la suite.
La convergence au sens de Fisher a été introduite dans [35] et étudiée dans
plusieurs travaux (voir [11, 12, 36]).
Déﬁnition 2.2.2 (Convergence de Fisher). Soit (E, d) un espace métrique. Une
suite (An) dans CL(E) converge vers A ∈ CL(E) au sens de Fisher si
(1) A ⊂ lim infn An ;
(2) limn e(An, A) = 0.
Une suite (An) de sous-ensembles fermés de E vériﬁant l’assertion (1) (respec-
tivement, l’assertion (2)) de la déﬁnition précédente, sera dite Fisher convergente
inférieurement (respectivement, Fisher convergente supérieurement) vers le sous-
ensemble A.
Remarque 2.2.3. Il est prouvé dans [13] par exemple, qu’une suite (An) converge
vers un sous-ensemble A dans (CL(E), τδd) si et seulement si elle est convergente
vers A au sens de Fisher.
En adaptant ce concept à notre cadre de travail, on obtient la déﬁnition suivante
pour la convergence des applications multivoques, que nous appellerons également
la convergence de Fisher.
Déﬁnition 2.2.4. Soient X et Y deux espaces de Banach et soit (Fn) une suite dans
F(X, Y ). On dit que (Fn) Fisher converge vers F ∈ F(X, Y ), et on note Fn F→ F si





e(Fn(x), F (x)) = 0.
Lorsque les applications Fn et F vériﬁent l’assertion (1) de la Déﬁnition 2.2.4, on
dit que la suite (Fn) Fisher converge inférieurement vers F , et lorsqu’elles vériﬁent
l’assertion (2) on dit que (Fn) Fisher converge supérieurement vers F .
Remarque 2.2.5. Lorsque Fn := fn pour tout n et F := f , où f et fn sont
des applications univoques, on remarque que l’assertion (1) de la Déﬁnition 2.2.4
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coïncide avec la convergence de la suite (fn(x)) vers f(x), pour tout x ∈ X, alors
que l’assertion (2) n’est rien d’autre que la convergence uniforme de la suite (fn)
vers f .
La proposition suivante traite de la stabilité de l’homogénéité positive vis-à-vis
de la Fisher convergence.
Proposition 2.2.6. Soit (Hn) une suite de H(Rm,Rp) et soit H ∈ F(Rm,Rp) telles
que Hn
F→ H. Alors H est une application positivement homogène.
Démonstration. Soient x ∈ Rm et λ un réel strictement positif. Prouvons d’abord
que H(λx) ⊂ λH(x).
Si H(λx) = ∅ il n’y a rien a prouver. Dans le cas contraire, considérons y ∈ H(λx).
D’après la Fisher convergence inférieure de la suite (Hn) vers H on sait que
H(λx) ⊂ lim infn Hn(λx). Il existe donc une suite (yn) d’éléments de Hn(λx) conver-
geant vers y. Il s’en suit que
yn
λ
∈ Hn(x) pour tout n. (2.17)
De plus, la Fisher convergence supérieure nous donne supz∈Rm e(Hn(z), H(z)) → 0,
ainsi
∀ε > 0,∃N ∈ N, n ≥ N ⇒ ∀z ∈ Rm, e(Hn(z), H(z)) < ε.
Par suite,
∀ε > 0,∃N ∈ N, n ≥ N ⇒ ∀z ∈ Rm, Hn(z) ⊂ H(z) + εIB.
De (2.17) on déduit que
∀ε > 0,∃N ∈ N, n ≥ N ⇒ yn
λ
∈ H(x) + εIB.
En passant à la limite sur n, on obtient pour tout ε > 0,
y
λ
∈ H(x) + εIB.








(H(x) + εIB). Il s’en suit que
y
λ
∈ H(x) = H(x) et on obtient
alors
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H(λx) ⊂ λH(x). (2.18)
Réciproquement, soient x ∈ Rm et λ > 0. Si H(x) = ∅ il n’y a rien à faire.
Dans le cas contraire, prenons y ∈ λH(x). Puisque H(z) ⊂ lim inf
n
Hn(z), pour tout
z ∈ Rm, il existe une suite (yn) dans Rp telle que yn ∈ Hn(x) pour n = 0, 1, ... et
yn → y
λ
. Ainsi la suite (λyn) converge vers y et on a λyn ∈ λHn(x) = Hn(λx) pour
n = 0, 1, ...
Grâce à la Fisher convergence de la suite (Hn) vers H on obtient
∀ε > 0,∃N ∈ N, n ≥ N ⇒ Hn(λx) ⊂ H(λx) + εIB.
Ainsi,
∀ε > 0,∃N ∈ N, n ≥ N ⇒ λyn ∈ H(λx) + εIB.
D’où, ∀ε > 0, y ∈ H(λx) + εIB = H(λx) + εIB.
Par conséquent, y ∈ H(λx) et on obtient donc
λH(x) ⊂ H(λx). (2.19)
En combinant les inclusions (2.18) et (2.19) on obtient λH(x) = H(λx) pour
tous x ∈ Rm et λ > 0.
Aﬁn de terminer la preuve, il reste à montrer que 0 ∈ H(0).
Grâce à la Fisher convergence supérieure de la suite (Hn) vers H, pour tout ε
positif, on a
Hn(0) ⊂ H(0) + εIB.
Comme 0 ∈ Hn(0) pour tout n, on en déduit que, pour tout ε positif, 0 ∈ H(0)+εIB.
Il en découle que 0 ∈ H(0) = H(0) et la preuve est ainsi achevée.
On se demande maintenant si la limite d’une suite d’applications positivement
homogènes ayant une norme ﬁnie admet également une norme ﬁnie. Les propositions
suivantes nous fournissent quelques éléments de réponses.
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Introduisons d’abord la déﬁnition de la norme extérieure d’une application mul-
tivoque positivement homogène.
Déﬁnition 2.2.7 (Norme extérieure). Si H : X ⇒ Y est une application multivoque





‖y‖ = sup{‖y‖ | y ∈ H(x), ‖x‖ ≤ 1}, (2.20)
avec la convention supy∈∅ ‖y‖ = −∞.
Notons que, |H|+ < ∞ implique que H(0) = {0}, et lorsque H(0) = {0},
|H|+ = clm H(0|0) = clm H(0).
Une autre formulation, fort utile, de (2.20) est
|H|+ = inf{κ > 0|H(IB) ⊂ κIB}.
Les applications positivement homogènes ayant une norme extérieure ﬁnie sont
d’un intérêt indéniable et vont jouer un rôle important pour établir les résultats
du chapitre suivant. Pour cette raison nous allons donc énoncer quelques conditions
nécessaires pour qu’une application positivement homogène ait une norme extérieure
ﬁnie. C’est un problème qui a été méticuleusement étudié par Robinson dans le cadre
des processus convexes (voir [82]). La proposition suivante est issue de [29].
Proposition 2.2.8. Soit H : X ⇒ Y une application positivement homogène. Alors,
on a l’implication suivante
|H|+ < ∞⇒ H(0) = {0},
Cette implication devenant une équivalence lorsque H a un graphe fermé et que
dimX < ∞.
Avant d’énoncer la proposition suivante, rappelons qu’une application multivoque
F : X ⇒ Y est dite ouverte en x¯ pour y¯, où y¯ ∈ F (x¯), si x¯ ∈ int(domF) et si pour
tout voisinage U de x¯, l’ensemble F (U) =
⋃
x∈U F (x) est un voisinage de y¯.
43
CHAPITRE 2. STABILITÉ DE LA H-DIFFÉRENTIABILITÉ GÉNÉRALISÉE
Proposition 2.2.9. Soit H : X ⇒ Y une application multivoque positivement
homogène telle que 0X ∈ int(domH). Si |H|+ < ∞ alors H−1 est ouverte en 0Y
pour 0X .
Démonstration. Soit V un voisinage de 0Y dans Y et soit α une constante positive
telle que IBα(0Y ) ⊂ V. Montrons que H−1(V ) est un voisinage de 0X dans X.
Comme |H|+ < ∞, il existe une constante β > 0 telle que β|H|+ < α et pour tout
x ∈ X,
H(x) ⊂ |H|+‖x‖IB.
En prenant β plus petit si nécessaire, on peut supposer que IBβ(0X) ⊂ domH,
alors, pour tout x ∈ IBβ(0X), il y a un élément y ∈ H(x) tel que ‖y‖ ≤ β|H|+ < α,
i.e., y ∈ IBα(0Y ). On a ainsi démontré que pour tout x ∈ IBβ(0X), il existe y ∈
H(x) ∩ IBα(0Y ), ainsi
IBβ(0X) ⊂ H−1(IBα(0Y )) ⊂ H−1(V ),
et donc H−1(V ) est un voisinage de 0X dans X.
Nous pouvons maintenant étudier la relation entre une suite d’applications posi-
tivement homogènes ayant une norme extérieure ﬁnie et le caractère ﬁni de la norme
de sa limite.
Proposition 2.2.10. Soit (Hn) une suite de H(Rm,Rp) et H ∈ H(Rm,Rp). Sup-
posons que la suite (Hn) est uniformément bornée, c’est-à-dire qu’il existe κ > 0 tel
que |Hn|+ ≤ κ pour n = 0, 1, ... Si la suite (Hn) Fisher converge inférieurement vers
H alors |H|+ ≤ κ.
Démonstration. La suite (Hn) étant uniformément bornée, il existe un réel positif κ
tel que
Hn(x) ⊂ κ‖x‖IB, ∀x ∈ Rm. (2.21)
Soit x ∈ domH et soit y ∈ H(x). Comme H(x) ⊂ lim inf Hn(x), il existe une
suite (yn) convergeant vers y, telle que yn ∈ Hn(x) pour n = 0, 1, ... Il découle
de (2.21) que yn ∈ κ‖x‖IB, ∀n ∈ N. En passant à la limite sur n, on obtient
y ∈ κ‖x‖IB et donc H(x) ⊂ κ‖x‖IB. Ce qui implique clairement que |H|+ ≤ κ.
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En renforçant la convergence de la suite (Hn) on obtient la proposition suivante.
Proposition 2.2.11. Soit (Hn) une suite de H(Rm,Rp) et H ∈ F(Rm,Rp). Suppo-
sons qu’il existe une constante positive κ telle que |Hn|+ = κ pour n = 0, 1, ... Si la
suite (Hn) Fisher converge vers H alors H ∈ H(Rm,Rp) et |H|+ = κ.
Démonstration. D’après la Proposition 2.2.6, H ∈ H(Rm,Rp) et d’après la Propo-
sition 2.2.10, |H|+ ≤ κ. Si |H|+ < κ, il existe un scalaire positif κ˜ < κ tel que
|H|+ < κ˜.
Soit ε > 0 tel que κ˜+ε < κ. D’après la Fisher convergence supérieure de la suite (Hn)
vers H, il existe un entier N tel que pour tout n ≥ N et x ∈ Rm, Hn(x) ⊂ H(x)+εIB.
Comme |H|+ < κ˜, et la boule unité IB étant convexe, on obtient que pour tout x ∈ IB
Hn(x) ⊂ (κ˜ + ε)IB.
Par conséquent, |Hn|+ < κ, ce qui contredit |Hn|+ = κ pour n = 0, 1, ... et
termine la preuve.
Réciproquement, on peut montrer que si une suite d’applications multivoques
positivement homogènes admet une limite dont la norme extérieure est ﬁnie alors
cette suite est uniformément bornée. C’est l’objet de la proposition suivante.
Proposition 2.2.12. Soit (Hn) une suite de H(Rm,Rp) et H ∈ H(Rm,Rp) telle
que la suite Hn Fisher converge supérieurement vers H. Si |H|+ < ∞ alors la suite
(Hn) est uniformément bornée.
Démonstration. Comme |H|+ < ∞, il existe une constante κ ≥ 0 telle que H(x) ⊂
κIB pour tout x ∈ IB. Fixons ε > 0, il existe un entier N tel que pour tout entier
n ≥ N et on a
sup
x∈X
e(Hn(x), H(x)) ≤ ε.
En particulier, pour tout n ≥ N , x ∈ IB on peut écrire
Hn(x) ⊂ H(x) + εIB ⊂ κIB + εIB = (κ + ε)IB.
On en déduit que la suite (Hn) est uniformément bornée.
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Les Propositions 2.2.10 et 2.2.12, nous permettent d’énoncer la proposition sui-
vante dont la preuve est immédiate.
Proposition 2.2.13. Soit (Hn) une suite de H(Rm,Rp) et H ∈ H(Rm,Rp) telles
que la suite (Hn) Fisher converge vers H. Alors |H|+ < ∞ si et seulement si la suite
(Hn) est uniformément bornée.
2.3 Stabilité de la H-diﬀérentiabilité
Théorème 2.3.1. Considérons une suite (Fn) dans F(Rm,Rp) et deux applications
F dans F(Rm,Rp) et H dans H(Rm,Rp). Soit (Hn) une suite de H(Rm,Rp). On
admet que les hypothèses suivantes sont vériﬁées :
(1) La suite (Fn) est uniformément strictement Hn-diﬀérentiable en x¯ ∈ Rm;
(2) La suite (Fn) Fisher converge vers F ;
(3) La suite (Hn) Fisher converge supérieurement vers H ;
(4) |H|+ < ∞.
Alors, l’application F est strictement H-diﬀérentiable en x¯.
Démonstration. Conformément à la Déﬁnition 2.1.22, l’hypothèse (1) signiﬁe que
∀δ > 0, il existe un voisinage V de x¯ tel que
Fn(x) ⊂ Fn(x′) + Hn(x− x′) + δ‖x− x′‖IB, ∀x, x′ ∈ V, n ∈ N. (2.22)
Fixons ε > 0. Comme la suite (Fn) Fisher converge vers F , il existe un entier N1ε
tel que pour tout n ≥ N1ε , supx∈Rm e(Fn(x), F (x)) < ε2 . Il en découle que
∀n ≥ N1ε , Fn(x′) ⊂ F (x′) +
ε
2
IB, ∀x′ ∈ Rm. (2.23)
De la même façon on prouve que la Fisher convergence supérieure de la suite
(Hn) vers H entraîne l’existence d’un entier N2ε tel que
∀n ≥ N2ε , Hn(x− x′) ⊂ H(x− x′) +
ε
2
IB, ∀x, x′ ∈ Rm. (2.24)
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L’hypothèse de stricte Hn-diﬀérentiabilité uniforme de la suite (Fn) en x¯ combi-
née avec les inclusions (2.23) et (2.24) implique que ∀δ > 0, il existe un voisinage V
de x¯ tel que
Fn(x) ⊂ F (x′) + H(x− x′) + εIB + δ‖x− x′‖IB, ∀x, x′ ∈ V, n ≥ Nε;
où Nε := max{N1ε , N2ε }. Ainsi,
lim inf
n
Fn(x) ⊂ F (x′) + H(x− x′) + (ε + δ‖x− x′‖)IB, ∀x, x′ ∈ V. (2.25)
Comme |H|+ < ∞, H(x − x′) est compact ; de plus, les ensembles F (x′) et
(ε + δ‖x− x′‖)IB sont respectivement, fermé et compact.
En conséquence, F (x′) + H(x− x′) + (ε + δ‖x− x′‖)IB est un sous ensemble fermé
de Rp et la relation (2.25), combinée à la Fisher convergence de Fn vers F implique
F (x) ⊂ F (x′) + H(x− x′) + (ε + δ‖x− x′‖)IB, ∀x, x′ ∈ V.
Ainsi, on a prouvé que pour tout δ > 0, il existe un voisinage V de x¯ tel que
pour tout ε > 0
F (x) ⊂ F (x′) + H(x− x′) + δ‖x− x′‖IB + εIB, ∀x, x′ ∈ V.
L’ensemble F (x′)+H(x−x′)+δ‖x−x′‖IB étant fermé il s’en suit que pour tout
δ > 0, il existe un voisinage V de x¯ tel que
F (x) ⊂ F (x′) + H(x− x′) + δ‖x− x′‖IB, ∀x, x′ ∈ V.
En conclusion, l’application F est strictement H-diﬀérentiable en x¯.
Notons que en considérant dans le Théorème 2.3.1, une suite (Fn) uniformément
Hn-diﬀérentiable extérieurement en x¯ (respectivement, uniformément Hn-diﬀérentiable
intérieurement en x¯ où uniformément Hn-diﬀérentiable en x¯) on obtient, comme
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conclusion, la H-diﬀérentiabilité extérieure (respectivement, la H-diﬀérentiabilité in-
térieure ou la H-diﬀérentiabilité) de l’application F en x¯.
Le résultat suivant est une conséquence directe du théorème précédent. Il as-
sure qu’en renforçant la convergence de la suite (Hn) vers H, on peut réduire les
hypothèses faites sur l’application H dans le Théorème 2.3.1, plus précisément, H
n’est plus nécessairement positivement homogène et sa norme extérieure n’est pas
forcément ﬁnie.
Corollaire 2.3.2. Considérons une suite (Fn) dans F(Rm,Rp) et deux applications
F et H dans F(Rm,Rp). Soit (Hn) une suite de H(Rm,Rp). On admet que les
hypothèses suivantes sont vériﬁées :
(1) La suite (Fn) est uniformément strictement Hn-diﬀérentiable en x¯ ∈ Rm;
(2) Les suites (Fn) et (Hn) Fisher convergent respectivement vers F et H ;
(3) La suite (Hn) est uniformément bornée à partir d’un certain rang.
Alors, l’application F est strictement H-diﬀérentiable en x¯.
Démonstration. Les hypothèses (1) et (2) reprennent clairement les hypothèses (1)
à (3) du Théorème 2.3.1. De plus, d’après la Proposition 2.2.6, H ∈ H(Rm,Rp), et la
Proposition 2.2.13 entraîne |H|+ < ∞. Il suﬃt donc d’appliquer le Théorème 2.3.1
pour obtenir la conclusion.
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Chapitre 3
Dépendance continue des ensembles
de points ﬁxes
Dans ce chapitre, nous nous proposons d’étudier la stabilité des ensembles des
points ﬁxes d’applications multivoques contractantes. Cette étude ayant déjà été
menée par Markin, dans des espaces de Hilbert, pour des applications à valeurs
fermées et convexes, ainsi que par Lim, quelques années plus tard, pour des applica-
tions à valeurs fermées dans des espaces métriques complets, nous présenterons leurs
résultats dans une première partie. Nous présenterons également les travaux, plus
récents, d’Azé et Penot, qui considèrent des applications pseudo contractantes dans
un espace métrique complet. Dans la seconde partie, nous prouverons que si une
suite d’applications multivoques (Tn), Fisher converge supérieurement vers une ap-
plication multivoque contractante T , alors la suite des points ﬁxes des applications
Tn Fisher converge supérieurement vers les points ﬁxes de T.
3.1 État de l’art
Les applications multivoques contractantes étant au centre des travaux de ce
chapitre, rappelons dans un premier temps leur déﬁnition.
Déﬁnition 3.1.1. Soient (X, d) et (Y, δ) des espaces métriques et T : X ⇒ Y une
application à valeurs fermées. On dit que T est une λ-contraction s’il existe une
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constante λ ∈]0, 1[ telle que
h(T (x), T (y)) ≤ λd(x, y), ∀x, y ∈ X,
où h est la distance de Hausdorﬀ.
En 1969, Nadler [70] a étudié l’existence et la convergence de la suite des points
ﬁxes d’une suite d’applications multivoques contractantes dans un espace métrique
complet. Nous présentons ici son théorème d’existence de point ﬁxe.
Théorème 3.1.2. Soit (X, d) un espace métrique complet et soit F : X ⇒ X
une application multivoque à graphe non vide et à valeurs fermées que l’on suppose
λ-contractante. Alors F admet un point ﬁxe.
En appliquant l’étude de stabilité de Nadler à un espace de Hilbert, Markin [64]
prouve, en 1973, la convergence de la suite des ensembles des points ﬁxes d’une suite
convergente d’applications multivoques contractantes. Pour ses résultats il utilise
une convergence uniforme de type Hausdorﬀ aﬁn de garantir le bon comportement
des ensembles de points ﬁxes de suites d’applications multivoques contractantes.
Dans ses travaux, Markin considère un sous-ensemble A fermé et borné d’un
espace de Hilbert H. Il considère également des applications Ti : H ⇒ H,
i = 0, 1, 2, ..., et suppose qu’elles vériﬁent les assertions suivantes :
(1) Ti(x) est un sous-ensemble non vide, fermé et convexe de A pour tout x ∈ A.
(2) Chaque application Ti est une contraction, c’est-à-dire qu’il existe λ ∈ [0, 1[
tel que h(Ti(x), Ti(y)) ≤ λd(x, y) pour x, y ∈ A et i = 0, 1, 2, ...
(3) limi→+∞ h(Ti(x), T0(x)) = 0 uniformément pour tout x ∈ A.
Markin établit alors que sous les conditions (1), (2) et (3), la suite des ensembles
de points ﬁxes des applications Ti converge vers l’ensemble des points ﬁxes de T0.
En 1985, Lim [60] étudie à son tour la stabilité des points ﬁxes d’applications
multivoques contractantes, en utilisant également une convergence uniforme de type
Hausdorﬀ, mais en supprimant certaines hypothèses du résultat de Markin. Il ne
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considère plus le sous-ensemble fermé, borné A, et les images de chacun des points
par chacune des applications ne sont plus nécessairement des sous-ensembles fermés
et convexes. Il obtient ainsi les résultats suivants.
Proposition 3.1.3. Soient X un espace métrique complet et T1 et T2 des λ-contractions
de X dans CL(X), où CL(X) représente la famille des sous-ensembles non vides et
fermés de X. Alors,
h(ϕ(T1), ϕ(T2)) ≤ 1
1− λ supx∈X h(T1(x), T2(x)),
où ϕ(T1) et ϕ(T2) désignent, respectivement, l’ensemble des points ﬁxes des applica-
tions T1 et T2.
Proposition 3.1.4. Soient X un espace métrique complet et Ti : X → CL(X) une
suite de λ-contractions, i = 0, 1, 2, ... Si limi→+∞ h(Ti(x), T0(x)) = 0 uniformément
pour tout x appartenant à X, alors limi→+∞ h(ϕ(Ti), ϕ(T0)) = 0.
Lim propose une application de ce dernier résultat aux problèmes de stabilité
des ensembles de solutions des équations diﬀérentielles généralisées (ou inclusions
diﬀérentielles).
Il considère le problème suivant :
x˙(t) ∈ R(t, x(t)), x(0) = x0 (3.1)
où R(t, x(t)) est un sous-ensemble compact et convexe de l’espace Euclidien de
dimension n, pour t ∈ R et x(t) ∈ Rn.
L’existence d’une solution au problème (3.1) a été prouvée par Filippov [33],
Castaing [18] et Hermes [50] sous certaines conditions sur la multi-application R.
Dans [65], Markin prouve un théorème de stabilité de l’ensemble des solutions du
problème (3.1) en utilisant la norme L2. Lim établit le même résultat en utilisant la
norme supérieure dans [60].
Soient B une boule centrée en l’origine dans Rn, et CC(B) la famille des sous-
ensembles non vides, fermés et convexes, munie de la distance de Hausdorﬀ engendrée
par la norme ‖.‖ de Rn. Soit C([0, a]) l’ensemble des applications continues déﬁnies
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de [0, a] dans Rn, avec la norme supérieure.
Une solution du problème (3.1) sera une fonction absolument continue y, avec y˙(t) ∈
R(t, y(t)) et y(0) = x0.
Lim suppose que R est une fonction continue de [0, a]×B dans CC(B) vériﬁant
h(R(t, x), R(t, y)) ≤ k‖x− y‖,
pour k > 0.
Pour b ∈ B, il considère l’ensemble des solutions du problème (3.1) sur [0, a], noté
S(b) avec x0 = b.
D’après [33] et [50] on sait que S(b) est non vide, et les travaux de Castaing [18]
prouvent de plus que S(b) est compact. Lim obtient alors le résultat suivant :
Théorème 3.1.5. Si ka < 1, alors S(b) est continue de B dans la famille des sous-
ensembles non vides et compacts de C([0, a]), munie de la distance de Hausdorﬀ.
Plus récemment, en 2006, Azé et Penot [9] se sont également intéressés aux
ensembles de points ﬁxes, mais en considérant des applications multivoques pseudo-
contractantes, notion que nous déﬁnissons ci-dessous.
Déﬁnition 3.1.6. Soit λ ∈ R+ et soit X un espace métrique. On dit que l’application
F : X ⇒ X, est pseudo-λ-contractante relativement au sous-ensemble U ⊂ X
lorsque pour tout x, x′ ∈ U on a
e(F (x) ∩ U, F (x′)) ≤ λd(x, x′).
Remarque 3.1.7. Soit F : X ⇒ X une application multivoque telle que pour
x0 ∈ X, r > 0 et λ ∈ R+, l’application multivoque Fr déﬁnie par Fr(x) = F (x)∩ IBr(x0)
soit λ-contractante sur IBr(x0). Alors F est pseudo-λ-contractante relativement à
IBr(x0) puisque pour tout x, x′ ∈ X
e(F (x) ∩ IBr(x0), F (x′)) ≤ e(Fr(x), Fr(x′)).
Toutefois la réciproque est fausse.
Avant de présenter les résultats de [9], précisons d’abord les notations utilisées :
er(C,D) = e(C ∩ IBr(x0), D) et hr(C,D) = max{er(C,D), er(D,C)}.
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L’existence de points ﬁxes pour les applications pseudo-contractantes est bien
connue (voir [24, 55, 78]). Ces résultats étendent le théorème de Nadler (voir Théo-
rème 3.1.2). Le résultat suivant nous fournit des conditions nécessaires pour qu’une
application pseudo-contractante possède un point ﬁxe. Il peut être vu comme une
extension d’un corollaire du célèbre théorème de point ﬁxe de Banach (voir Corol-
laire 4.3.2). Plus de détails sur ce sujet peuvent être trouvés au paragraphe 3 du
chapitre 4 de cette thèse.
Proposition 3.1.8. Soit (X, d) un espace métrique complet et soit F : X ⇒ X
une application multivoque à valeurs fermées et non vide que l’on suppose pseudo-
λ-contractante relativement à la boule IBr(x0) avec r > (1− λ)−1d(x0, F (x0)). Alors
pour tout β > d(x0, F (x0)) vériﬁant β(1 − λ)−1 ≤ r, il existe une suite (xn) dans
IBr(x0) telle que
xn+1 ∈ F (xn) et d(xn+1, xn) ≤ λnβ pour tout n ∈ N. (3.2)
De plus, pour toute suite (xn) de IBr(x0) vériﬁant les conditions (3.2), sa limite
x¯ appartient à IBr(x0) et est un point ﬁxe de l’application F, ce qui entraîne que
l’ensemble des points ﬁxes de F, ϕ(F ), est non vide et
d(x0, ϕ(F )) ≤ (1− λ)−1d(x0, F (x0)).
Notons que le résultat de Nadler peut être considéré comme une conséquence
directe de la proposition précédente.
La proposition suivante concerne l’étude de la sensibilité de l’ensemble des points
ﬁxes, aux variations de l’application F.
Proposition 3.1.9. Soit (X, d) un espace métrique complet et soit F : X ⇒ X
une application multivoque à valeurs fermées et non vide que l’on suppose pseudo-λ-
contractante relativement à la boule IBr(x0). Alors pour tout s ∈]0, r[, et pour toute
application multivoque G : X ⇒ X vériﬁant
es(gphG, gphF ) < (1− λ)(1 + λ)−1(r − s)
on a
es(ϕ(G), ϕ(F )) ≤ (1− λ)−1(1 + λ)es(gphG, gphF ) < r − s.
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En plus d’une estimation de l’excès du graphe de F au graphe de G, Azé et Penot
proposent également une estimation uniforme de l’excès des images, et obtiennent
un résultat plus précis sur les ensembles de points ﬁxes.
Proposition 3.1.10. Soit (X, d) un espace métrique complet et soit F : X ⇒ X
une application multivoque à valeurs fermées et non vide que l’on suppose pseudo-λ-
contractante relativement à la boule IBr(x0). Alors pour tout s ∈]0, r[, et pour toute
application multivoque G : X ⇒ X vériﬁant
es(G(x), F (x)) < (1− λ)(r − s) pour chaque x ∈ IBs(x0)
on a
es(ϕ(G), ϕ(F )) ≤ (1− λ)−1 sup
x∈IBr(x0)
es(G(x), F (x)) ≤ (1− λ)−1es(gphG, gphF ).
Dans leurs travaux, Azé et Penot travaillent également sur le problème (3.1). Ils
obtiennent des résultats d’existence et de stabilité de l’ensemble des solutions en
considérant des hypothèses de type Lipschitz sur R.
3.2 Résultats
En adaptant la preuve de la Proposition 3.1.3 de Lim, on obtient le résultat
suivant, dont les hypothèses sont plus faibles que les siennes puisque l’une des
deux applications multivoques considérées dans l’énoncé n’est pas nécessairement
λ-contractante.
Proposition 3.2.1. Soit X un espace métrique complet. Soient T0 une λ-contraction
de X dans CL(X) et T : X ⇒ X une application multivoque quelconque. Alors,
e(ϕ(T ), ϕ(T0)) ≤ 1
1− λ supx∈X e(T (x), T0(x));
où ϕ(T ) et ϕ(T0) représentent, respectivement, les ensembles des points ﬁxes des
applications T et T0.




Lemme 3.2.2. Si l’application T est à valeurs fermées et λ-contractante, elle a un
graphe fermé.
Démonstration. Soit (xn, yn) une suite dans gphT telle que yn ∈ T (xn) et (xn, yn)
converge vers (x¯, y¯) ∈ X ×X. T étant une λ-contraction on a :
h(T (xn), T (x¯)) ≤ λd(xn, x¯), ce qui entraîne d(yn, T (x¯)) ≤ λd(xn, x¯).
La suite (xn) convergeant vers x¯, on obtient limn→+∞ d(yn, T (x¯)) = d(y¯, T (x¯)) = 0.
Et comme T est à valeurs fermées il s’en suit que y¯ ∈ T (x¯), ce qui prouve que le
graphe de T est fermé.
Donnons maintenant la preuve de la Proposition 3.2.1.
Démonstration. (Proposition 3.2.1)
Si supx∈X e(T (x), T0(x)) = +∞ il n’y a rien à prouver, nous allons donc supposer
que M := supx∈X e(T (x), T0(x)) < +∞.
De plus, si ϕ(T ) = ∅, e(ϕ(T ), ϕ(T0)) = 0 et la preuve est faite. Sinon, ϕ(T ) = ∅ et
on peut considérer x0 ∈ ϕ(T ), c’est-à-dire x0 ∈ T (x0).
Fixons ε > 0, on a clairement e(T (x0), T0(x0)) < M +ε, donc d(x0, T0(x0)) < M +ε,
et par suite il existe x1 ∈ T0(x0) tel que d(x0, x1) < M + ε.
L’application T0 étant une λ-contraction, on a e(T0(x0), T0(x1)) ≤ λd(x0, x1). Il s’en
suit que d(x1, T0(x1)) ≤ λd(x0, x1). D’où
d(x1, T0(x1)) < λd(x0, x1) + λε1, (3.3)




nλn < 1. (3.4)
De l’inégalité (3.3) on déduit l’existence d’un élément x2 ∈ T0(x1) tel que
d(x1, x2) < λd(x0, x1) + λε1.
T0 étant une λ-contraction on a à nouveau
e(T0(x1), T0(x2)) ≤ λd(x1, x2) < λd(x1, x2) + λ2ε1.
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Ainsi, il existe x3 ∈ T0(x2) tel que d(x2, x3) < λd(x1, x2) + λ2ε1. Le processus de
construction est donc clair et on peut ainsi déﬁnir une suite (xn) telle que
xn+1 ∈ T0(xn);
d(xn+1, xn) ≤ λd(xn, xn−1) + λnε1, (n ≥ 1).
Alors,
d(xn+1, xn) ≤ λd(xn, xn−1)) + λnε1




≤ λnd(x1, x0) + nλnε1.




d(xi+1, xi) ≤ λ
q




et en utilisant l’inégalité (3.4) on obtient limq→+∞
∑+∞
i=q d(xi+1, xi) = 0.
En conséquence, (xn) est une suite de Cauchy et X étant un espace complet, la
suite (xn) converge vers un point x ∈ X.
Sachant que pour tout n ∈ N, les éléments de la suite (xn) vériﬁent xn+1 ∈ T0(xn),
















Comme d(x0, ϕ(T0)) ≤ d(x0, x) on obtient
d(x0, ϕ(T0)) ≤ 1
1− λ(M + 2ε). (3.5)
Cette dernière inégalité restant vraie pour tout x0 ∈ ϕ(T ) on a
e(ϕ(T ), ϕ(T0)) ≤ 1
1− λ(M + 2ε). (3.6)
En faisant tendre ε vers 0, on termine la preuve.
La Proposition 3.2.1 nous fournit alors le résultat suivant concernant la stabi-
lité de l’ensemble des points ﬁxes d’une suite Fisher convergente supérieurement
d’applications multivoques à valeurs fermées, et son corollaire.
Proposition 3.2.3. Soit X un espace de Banach. Soient T une λ-contraction de
X dans CL(X) et Tn : X ⇒ X une suite dans F(X,X) Fisher convergente su-
périeurement vers T. Alors, la suite (ϕ(Tn)) Fisher converge supérieurement vers
ϕ(T ).
Démonstration. D’après la Proposition 3.2.1,
e(ϕ(Tn), ϕ(T )) ≤ 1
1− λ supx∈X e(Tn(x), T (x)) pour n = 0, 1, 2, ...
De plus, la Fisher convergence supérieure de Tn vers T implique que
∀ε > 0, ∃N ∈ N, n ≥ N ⇒ sup
x∈X
e(Tn(x), T (x)) < (1− λ)ε.
En combinant les deux dernières relations, on obtient
∀ε > 0, ∃N ∈ N, n ≥ N ⇒ e(ϕ(Tn), ϕ(T )) < ε,
ce qui nous donne la Fisher convergence supérieure de la suite (ϕ(Tn)) vers ϕ(T ) et
achève la preuve.
57
CHAPITRE 3. ENSEMBLES DE POINTS FIXES
Corollaire 3.2.4. Soit T : Rm ⇒ Rm une λ-contraction à valeurs fermées. Soit
(Tn) une suite dans F(Rm,Rm) Fisher convergente supérieurement vers T. Si, pour
n = 0, 1, 2, ..., xn est un point ﬁxe de Tn et que la suite (xn) converge vers un point
x¯ ∈ Rm, alors x¯ est un point ﬁxe de T.
Démonstration. Soit ε > 0. D’après la Proposition 3.2.3, la suite (ϕ(Tn)) Fisher
converge supérieurement vers l’ensemble ϕ(T ). Par suite il existe un entier N tel
que pour tout n ≥ N on ait
ϕ(Tn) ⊂ ϕ(T ) + εIB.
Comme xn ∈ ϕ(Tn), pour n = 0, 1, 2, ... et xn → x¯ on a x¯ ∈ lim infn ϕ(Tn). D’après
le résultat établi dans la Proposition 3.2.1 on sait que le graphe de T est fermé. Par
suite l’ensemble ϕ(T ) est un fermé de Rm. Par conséquent,
x¯ ∈ ϕ(T ) + εIB = ϕ(T ) + εIB.
Et comme ε est un réel positif quelconque on obtient x¯ ∈ ϕ(T ).
58
Chapitre 4
Approximations successives de la
somme de deux opérateurs non
monotones
Nous nous intéressons dans ce chapitre à la convergence d’une méthode de type
"forward-backward splitting" pour la résolution de l’inclusion variationnelle
(T1 + T2)(x)  p¯, (4.1)
où, T1 et T2 sont des applications multivoques déﬁnies d’un espace de Banach X dans
lui-même et p¯ est un paramètre. Contrairement à la grande majorité des travaux qui
s’intéressent à cette question, nous nous plaçons ici hors du cadre monotone. En eﬀet,
nous allons successivement considérer des hypothèses de pseudo H-diﬀérentiabilité
stricte et de pseudo H-diﬀérentiabilité extérieure pour l’application T1, et des hy-
pothèses de type lipschitz pour T2. Ce type d’inclusions permet de décrire et de
résoudre diﬀérents problèmes intéressants. Par exemple, les systèmes de contraintes,
les conditions d’optimalité, les inégalités variationnelles, et plus généralement les
équations généralisées peuvent être reformulées sous la forme de l’inclusion (4.1).
Les résultats de ce chapitre sont issus de l’article "Successive approximations of the
sum of non monotone operators" [45].
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4.1 Quelques repères
Beaucoup de problèmes de programmation convexe et d’optimisation peuvent se
réduire à la recherche d’un zéro d’un opérateur maximal monotone T , c’est-à-dire
à la résolution de 0 ∈ T (x). Pour ce faire, on peut par exemple utiliser l’algorithme
du point proximal (voir [66, 87]) qui est déﬁni par l’itération
xn+1 = (I + λT )
−1xn. (4.2)
L’évaluation de la résolvante JλT = (I + λT )−1, où I est la matrice identité et
λ un réel strictement positif, peut s’avérer parfois diﬃcile en raison de la nature de
T ; pour résoudre ce problème on peut alors utiliser un "splitting" de T , c’est-à-dire
une décomposition de T en la somme de deux opérateurs maximaux monotones T1
et T2, dont les résolvantes JλT1 et JλT2 sont plus faciles à évaluer que JλT .
On est donc ramené à résoudre le problème suivant
0 ∈ T1(x) + T2(x), (4.3)
où T1 et T2 sont des applications multivoques déﬁnies d’un espace de Banach X
dans lui même. Pour résoudre l’inclusion (4.3), on va donc uniquement utiliser les
opérateurs (I + λT1)−1 et (I + λT2)−1.
Beaucoup de mathématiciens, notamment français, ont étudié ces méthodes de split-
ting avec des opérateurs monotones. On en dénombre quatre grandes catégories :
Peaceman-Rachford, Douglas-Rachford, double backward et forward-backward.
L’algorithme de Peaceman-Rachford,
xn+1 = (I + λT2)
−1(I − λT1)(I + λT1)−1(I − λT2)xn, (4.4)
a été introduit dans le cadre des opérateurs linéaires en 1955 [76, 90], suivi une année
plus tard par l’algorithme de Douglas-Rachford [30],
xn+1 = (I + λT2)
−1[(I + λT1)−1(I − λT2) + λT2]xn (4.5)
En 1979, Lions et Mercier [62] montrent, dans le cas non linéaire et pour T1 et
T2 maximaux monotones, que pour λ ﬁxé, la suite (xn) engendrée soit par l’algo-
rithme (4.4), soit par l’algorithme (4.5), converge vers une solution x¯ de l’inclusion
60
4.1. QUELQUES REPÈRES
(4.3). De plus, ces deux algorithmes sont inconditionnellement stables c’est-à-dire
que la suite (xn) reste bornée pour tout λ.
Le double backward splitting,
xn+1 = (I + λT1)
−1(I + λT2)−1xn, (4.6)
est aussi inconditionnellement stable mais ne converge pas vers une solution de
l’inclusion (4.3) pour λ quelconque sauf avec quelques modiﬁcations (voir Lions
[61]).
L’algorithme de type forward-backward,
xn+1 = (I + λT1)
−1(I − λT2)xn, (4.7)
est celui que nous avons choisi d’utiliser pour la résolution de notre problème (4.3).
Il a été présenté comme une généralisation de la méthode standard de projection
du gradient pour les inclusions variationnelles et les problèmes d’optimisation. Cet
algorithme a été largement utilisé à partir de 1979 par Passty [75], Gabay [38],
Tseng [89], Chen et Rockafellar [19] et Zhu [95]. Il n’est pas inconditionnellement
stable mais converge vers la solution de l’inclusion (4.3) pour λ suﬃsamment petit
et T2 lipschitzienne (Goldstein [46], Bruck [16]). La plupart des travaux utilisant cet
algorithme sont reliés à des hypothèses de forte monotonie.
En 1983, Gabay [38] démontra que si T1 est univoque, maximal monotone de
constante μ1 et lipschitzienne de constante κ1, la suite (xn) engendrée par l’algo-
rithme (4.7), à partir de n’importe quel point de départ x0, converge vers l’unique
solution x de l’inclusion (4.3) tant que 0 < λ <
2μ1
κ21
. Il obtient aussi la convergence




, et en choisissant le paramètre λ tel que 0 < λ < 2ν1.
En 1991, Tseng [89] étend ce résultat à un pas λ non constant. En considérant T1,
T2 et T−12 fortement monotone il obtient une convergence au moins linéaire.
En 1993, Renaud démontre dans sa thèse, la R-convergence linéaire de la mé-
thode pour T1 et T−11 fortement monotones, ainsi que T1 + T2 fortement monotone
61
CHAPITRE 4. APPROXIMATIONS SUCCESSIVES
relativement à une unique solution x.
Dans le paragraphe suivant nous présentons l’itération que nous allons utiliser
pour étudier la convergence de l’algorithme de forward-backward splitting vers une
solution de notre problème (4.1).
4.2 Forward-backward splitting
On considère dans ce paragraphe deux applications multivoques T1 et T2 déﬁnies
d’un espace de Banach X dans lui-même et un paramètre p¯.
Aﬁn de résoudre le problème
(T1 + T2)(x)  p¯,
nous avons adopté un algorithme de type forward-backward suivant : pour un
point initial x0 donné, on construit une suite (xn) en appliquant l’itération :
λn(xn+1 − xn) + T1(xn+1) + T2(xn)  p¯ pour n = 0, 1, 2, .... (4.8)
où, (λn) est une suite décroissante de scalaires tendant vers 0, dont les éléments
sont compris dans l’intervalle ]0, 1[.
Remarquons que dans le cas où p¯ = 0, T1 maximale monotone et T2 lipschitzienne,
monotone et univoque, l’algorithme (4.8) se réécrit de manière équivalente de la façon
suivante :





T2)(xn) pour n = 0, 1, 2, . . . . (4.9)





T2) est univoque et
lipschitzienne (voir [19]), ce qui implique que l’inclusion (4.8) est réduite à :






T2)(xn) pour n = 0, 1, 2, . . . . (4.10)
La relation (4.10) est connue comme une méthode de "forward-backward split-
ting" où le "forward step" (pas avant) est donné par (I − 1
λn
T2), et le "backward
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Lorsque T2 = 0, c’est-à-dire lorsque le pas avant est absent, les relations (4.8)
et (4.10) correspondent à l’algorithme du point proximal pour résoudre T1(x)  0.
Présentons maintenant dans la section suivante les outils et hypothèses que nous
utiliserons pour mettre en place nos résultats de convergence hors du cadre monotone
classique.
4.3 Outils et hypothèses de départ
Nos principaux résultats concernent la convergence de l’algorithme (4.8) vers la
solution du problème (4.1). Aﬁn d’en établir les preuves, nous utilisons une généra-
lisation aux applications multivoques du théorème de point ﬁxe de Banach, prouvé
en 1994 dans [25] par Dontchev et Hager, et inspiré des travaux de Ioﬀe et Ti-
khomirov [55]. Nous considérons également une notion de convergence locale, la
Q-convergence.
Énonçons dans un premier temps le théorème de point ﬁxe original, prouvé en
1922 par Banach.
Théorème 4.3.1. (Théorème du point ﬁxe de Banach) On suppose que :
1. (1) T : M ⊆ X → M est un opérateur agissant d’une partie M dans elle
même ;
2. (2) M est une partie fermée et non vide d’un espace métrique complet (X, d) ;
3. (3) T est k-contractante, i.e., pour k ∈ [0, 1[ ﬁxé
d(T (x), T (y)) ≤ kd(x, y) ∀x, y ∈ M.
Alors, on a les conclusions :
1. (a) Existence et unicité : T admet un unique point ﬁxe dans M , i.e., ∃ ! x ∈ M ;
x = T (x);
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2. (b) Convergence de l’itération : la suite (xn) des approximations successives
xn+1 = T (xn) avec n = 0, 1, 2, .., converge vers la solution x pour un choix
arbitraire du point initial x0 dans M ;
3. (c) Estimation de l’erreur : pour tout n = 0, 1, 2, ... on a l’estimation a priori
d(xn, x) ≤ kn(1− k)−1d(x0, x1),
et l’estimation d’erreur a posteriori
d(xn+1, x) ≤ k(1− k)−1d(xn, xn+1);
4. (d)Vitesse de convergence : pour tout n = 0, 1, 2, ... nous avons
d(xn+1, x) ≤ kd(xn, x).
Présentons également le corollaire très utile, duquel découle directement l’adap-
tation que nous utilisons pour la démonstration de nos résultats. C’est une version
locale du théorème de point ﬁxe de Banach, dans laquelle on considère une boule
ouverte B dans un espace métrique complet Y , ainsi qu’une application contractante
T déﬁnie sur B et à valeurs dans Y , qui ne déplace pas trop le centre de la boule B.
Corollaire 4.3.2. On considère un espace métrique complet (Y, d) et la boule
B = IBr(y0) = {y|d(y, y0) < r}. Soit T : B → Y une application α-contractante
avec α ∈]0, 1[. Si de plus, d(T (y0), y0) < (1 − α)r, alors l’application T admet un
point ﬁxe.
Voici alors l’énoncé du théorème de point ﬁxe adapté aux applications multi-
voques que nous utiliserons et dont le lecteur pourra trouver la preuve dans [25, 29] :
Théorème 4.3.3. (Théorème de point ﬁxe) Soient (X, ρ) un espace métrique com-
plet. On considère une application multivoque Φ : X → X, un point x¯ ∈ X, et des
scalaires positifs α et θ tels que 0 ≤ θ < 1, les ensembles Φ(x)∩IBα(x¯) soient fermés
pour tout x ∈ IBα(x¯) et que les assertions suivantes soient vériﬁées :
(i) d(x¯,Φ(x¯)) < α(1− θ) ;
(ii) e(Φ(u)
⋂
IBα(x¯),Φ(v)) ≤ θρ(u, v) pour tout u, v ∈ IBα(x¯).
Alors Φ admet un point ﬁxe dans IBα(x¯). C’est-à-dire qu’il existe x ∈ IBα(x¯) tel que
x ∈ Φ(x).
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Rappelons maintenant la notion de Q-convergence. Si une suite (xk) admet pour
limite x¯, la Q-convergence de la suite (xk) vers x¯ consiste à étudier le quotient
qk :=
|xk+1 − x¯|
|xk − x¯| .
– On dit qu’il y a Q-convergence linéaire lorsque lim sup qk < 1.
– On dit qu’il y a Q-convergence superlinéaire lorsque lim qk = 0.
– Cas particulier : (xn) Q-converge quadratiquement vers x¯ si qk = O(|xk − x¯|),
ou de façon équivalente si |xk+1 − x¯| = O(|xk − x¯|2).
Souvent le "Q" est omis, et, comme nous le ferons dans la suite, on parle de
convergence linéaire ou de convergence superlinéaire. Pour plus de détails sur ces
notions le lecteur pourra se réferer au livre [14].
Présentons maintenant les hypothèses et notations que nous considérons pour la
suite de ce chapitre.
– (H1) On considère premièrement que l’ensemble des solutions de l’inclusion (4.1)
est non vide, c’est-à-dire qu’il existe x¯ ∈ X tel que T1(x¯) + T2(x¯)  p¯. Il s’en
suit qu’il existe deux éléments y1 ∈ T1(x¯) et y2 ∈ T2(x¯) tels que y1 + y2 = p¯.
– (H2) Deuxièmement on suppose que T2 est univoque au point x¯ et que sa va-
leur en ce point est {y2}, en d’autres termes, T2(x¯) = {y2}.
Enﬁn, on pose λ := supn λn, où (λn) est la suite déﬁnie au tout début du para-
graphe 4.2 de ce chapitre.
Nous pouvons maintenant présenter les résultats originaux de cette thèse dans
les deux paragraphes suivants. Il s’agit de résultats établissant la convergence locale
de l’algorithme (4.8) sous diﬀérentes hypothèses de pseudo H-diﬀérentiabilité de
l’application T1. Jusqu’à la ﬁn de ce chapitre nous supposons les hypothèses (H1) et
(H2) satisfaites.
65
CHAPITRE 4. APPROXIMATIONS SUCCESSIVES
4.4 Algorithme de Forward-backward splitting sous
des conditions de pseudo H-diﬀérentiabilité stricte
Notre premier résultat est établi dans le cas où T−11 est strictement pseudo H-
diﬀérentiable. En voici l’énoncé :
Théorème 4.4.1. Soit T1 : X ⇒ X et T2 : X ⇒ X deux applications multivoques
et X un espace de Banach. On suppose que gphTi est localement fermé en (x¯, yi)
(pour i = 1, 2) et que T−11 est strictement pseudo H-diﬀérentiable en y1 pour x¯, où
H est tel que |H|+ < ∞ (i.e. ∃κ > 0 tel que H(x) ⊂ κ‖x‖IB pour tout x ∈ X). On
suppose de plus que T2 est lipschitzienne extérieurement en x¯ relativement à l’ouvert
D ⊂ dom T2 avec la constante κ2 telle que κ2κ < γ pour une constante γ ∈]0, 1[.
Alors il existe un voisinage Ω de x¯ tel que pour tout x0 ∈ Ω il existe une suite (xn)
engendrée par l’algorithme (4.8) qui converge linéairement vers x¯.
Démonstration. Soit δ une constante positive vériﬁant κ2(κ + δ) < γ < 1.
Sachant que la suite (λn) tend vers 0 on peut supposer sans perte de généralité
que
((1 + γ)λ + κ2)(κ + δ) < γ < 1.
Il s’en suit que pour n = 1, 2, . . . on a
(κ + δ)(λn + κ2)/(1− (κ + δ)λn) < γ < 1. (4.11)
Soient a et b des constantes positives telles que l’application T−11 soit strictement
pseudo H-diﬀérentiable en y1 pour x¯ avec la constante δ > 0 et les voisinages IBa(x¯)
et IBb(y1).
Soit U un voisinage de x¯ tel que T2 soit lipschitzienne extérieurement en x¯ relative-
ment à D avec U et κ2. En considérant a plus petit si nécessaire on peut supposer
que
(2λ + κ2)a ≤ b, (4.12)
et que
IBa(x¯) ⊂ U ∩D. (4.13)
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Prenons alors x0 ∈ IBa(x¯) et z0 ∈ T2(x0) (un tel élement z0 existe puisque
x0 ∈ D ⊂ dom T2). T2 étant lipschitzienne extérieurement en x¯ on obtient
z0 ∈ T2(x0) ⊂ T2(x¯) + κ2‖x0 − x¯‖IB.
Comme T2(x¯) = {y2} on a ‖z0 − y2‖ ≤ κ2a. Ainsi, pour tout x ∈ IBa(x¯) :
‖λ0(x0−x)−z0+p¯−y1‖ = ‖λ0(x0−x)−z0+y2‖ ≤ λ0‖x0−x‖+‖z0−y2‖ ≤ (2λ0+κ2)a ≤ b.
D’où, pour tout x ∈ IBa(x¯),
λ0(x0 − x)− z0 + p¯ ∈ IBb(y1). (4.14)
Construisons maintenant le reste de la suite (xn) avec x0 comme premier terme. Un
calcul rapide montre que tout point ﬁxe x1 de l’application multivoque
Φ0 : x → T−11 (λ0(x0 − x)− z0 + p¯)
vériﬁe l’inclusion (4.8). Pour montrer l’existence de x1 il suﬃt donc de montrer que
l’application Φ0 vériﬁe les hypothèses du théorème du point ﬁxe de Banach (voir
Théoreme 4.3.3).
Premièrement, grâce à la pseudo H-diﬀérentiabilité stricte de T−11 en y1 pour x¯, et
au fait que |H|+ < +∞ on a
T−11 (y) ∩ IBa(x¯) ⊂ T−11 (y′) + κ‖y − y′‖IB + δ‖y − y′‖IB, ∀y, y′ ∈ IBb(y1). (4.15)
De plus IB est convexe donc l’inclusion (4.15) devient
T−11 (y) ∩ IBa(x¯) ⊂ T−11 (y′) + (κ + δ)‖y − y′‖IB, ∀y, y′ ∈ IBb(y1).
En termes d’excès, cette dernière inclusion est équivalente à
e(T−11 (y) ∩ IBa(x¯), T−11 (y′)) ≤ (κ + δ)‖y − y′‖, ∀y, y′ ∈ IBb(y1). (4.16)
Ainsi, en utilisant l’inéquation (4.16) avec l’inclusion (4.14) et le fait que T1(x¯)  y1
on a
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d(x¯,Φ0(x¯)) = d(x¯, T
−1
1 (λ0(x0 − x¯)− z0 + p¯))
≤ e(T−11 (y1) ∩ IBa(x¯), T−11 (λ0(x0 − x¯)− z0 + p¯))
≤ (κ + δ)‖λ0(x0 − x¯)− z0 + p¯− y1‖ = (κ + δ)‖λ0(x0 − x¯)− z0 + y2‖
≤ (κ + δ)(λ0‖x0 − x¯‖+ ‖z0 − y2‖) ≤ (κ + δ)(λ0 + κ2)a.
De l’inégalité (4.11), il découle que
d(x¯,Φ0(x¯)) < a(1− (κ + δ)λ0). (4.17)





= e(T−11 (λ0(x0 − u)− z0 + p¯) ∩ IBa(x¯), T−11 (λ0(x0 − v)− z0 + p¯))






≤ (κ + δ)λ0‖u− v‖. (4.18)
Ainsi, grâce aux inégalités (4.17) et (4.18), le théorème du point ﬁxe de Banach nous
assure l’existence d’un point ﬁxe x1 ∈ Φ0(x1) ∩ IBa(x¯), i.e.,
x1 ∈ IBa(x¯) et λ0(x1 − x0) + T1(x1) + T2(x0)  p¯ (4.19)
Le cas où x1 = x¯ nous donne la conclusion souhaitée.
Sinon, en supposant que x1 = x¯, on prend z1 ∈ T2(x1) et x ∈ IBa(x¯). Ainsi, le
caractère Lipschitz extérieur de T2 en x¯, nous donne
z1 ∈ T2(x1) ⊂ T2(x¯) + κ2‖x1 − x¯‖IB, i.e.,
‖z1 − y2‖ ≤ κ2‖x1 − x¯‖. (4.20)
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En conséquence,
‖λ1(x1 − x)− z1 + p¯− y1‖ = ‖λ1(x1 − x)− z1 + y2‖ ≤ (2λ1 + κ2)a ≤ b,
et
λ1(x1 − x)− z1 + p¯ ∈ IBb(y1). (4.21)
Soit
α1 = γ‖x1 − x¯‖. (4.22)
Comme γ < 1 on a α1 < a. Considérons dès lors l’application Φ1 déﬁnie par
Φ1(x) = T
−1
1 (λ1(x1 − x)− z1 + p¯), ∀x ∈ X.
Grâce à l’égalité (4.22), à l’inégalité (4.16) et aux propriétés de γ dans (4.11) on a
d(x¯,Φ1(x¯)) = d(x¯, T
−1
1 (λ1(x1 − x¯)− z1 + p¯))
≤ e(T−11 (y1) ∩ IBa(x¯), T−11 (λ1(x1 − x¯)− z1 + p¯))
≤ (κ + δ)‖λ1(x1 − x¯)− z1 + p¯− y1‖ = (κ + δ)‖λ1(x1 − x¯)− z1 + y2‖
≤ (κ + δ)(λ1 + κ2)‖x1 − x¯‖ < α1(1− (κ + δ)λ1).
Pour u, v ∈ IBα1(x¯), et en utilisant à nouveau la pseudo H-diﬀérentiabilité stricte de







T−11 (λ1(x1 − u)− z1 + p¯) ∩ IBα1(x¯), T−11 (λ1(x1 − v)− z1 + p¯)
)
≤ (κ + δ)‖λ1(x1 − u)− z1 + p¯− (λ1(x1 − v)− z1 + p¯)‖
≤ (κ + δ)λ1‖u− v‖.
Ainsi, d’après le Théoreme 4.3.3, il existe x2 ∈ Φ1(x2)∩ IBα1(x¯) qui, d’après l’égalité
(4.22), vériﬁe
‖x2 − x¯‖ ≤ γ‖x1 − x¯‖.
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Le processus de construction est maintenant clair. Si xn ∈ IBa(x¯) et zn ∈ T2(xn) on
obtient que
λn(x− xn)− zn + p¯ ∈ IBb(y1).
Alors pour αn = γ‖xn − x¯‖, en appliquant le Théoreme 4.3.3 à l’application
Φn : x → T−11 (λn(xn − x)− zn + p¯),
on déduit l’existence d’un élément xn+1 ∈ IBαn(x¯) tel que
λn(xn+1 − xn) + T1(xn+1) + T2(xn)  p¯.
En particulier, on établit que
‖xn+1 − x¯‖ ≤ γ‖xn − x¯‖ pour tout n. (4.23)
Puisque γ < 1, la suite (xn) converge linéairement vers x¯.
Dans le chapitre 2, nous avons vu qu’une application multivoque T : X ⇒ Y a
la propriété d’Aubin en x¯ pour y¯ si et seulement si elle est pseudo H-diﬀérentiable
strictement en x¯ pour y¯ avec H : X ⇒ Y déﬁnie par H(w) := [lipT (x¯|y¯)]‖w‖IB (voir
Proposition 2.1.20). On en déduit donc le corollaire suivant dont la démonstration
découle naturellement de la preuve de la Proposition 2.1.20.
Corollaire 4.4.2. Soit T1 : X ⇒ X et T2 : X ⇒ X deux applications multivoques
et X un espace de Banach. On suppose que gphTi est localement fermé en (x¯, yi)
(pour i = 1, 2) et que T−11 a la propriété d’Aubin en y1 pour x¯. On suppose de plus
que T2 est lipschitzienne extérieurement en x¯ relativement à l’ouvert D ⊂ dom T2
avec la constante κ2 telle que κ2 lipT−11 (y¯1|x¯) < γ pour γ ∈]0, 1[. Alors il existe un
voisinage Ω de x¯ tel que pour tout x0 ∈ Ω il existe une suite (xn) engendrée par
l’algorithme (4.8) qui converge linéairement vers x¯.
Nous avons également mentionné dans le premier chapitre qu’une application
multivoque avait la propriété d’Aubin au voisinage d’un point (y¯, x¯), si et seulement
si son application inverse était métriquement régulière en (x¯, y¯), on peut donc en
conclure que le corollaire précédent reste valable en remplaçant "T−11 a la propriété
d’Aubin en y1 pour x¯" par "T1 est métriquement régulière en x¯ pour y1."
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Nous examinons maintenant le cas où l’inclusion (4.3) admet une solution isolée
x¯. Cela correspond au cas où T−11 admet une localisation graphique en y1 pour x¯
univoque et lipschitzienne. Il s’agit donc là d’un renforcement des hypothèses du
Corollaire 4.4.2.
Corollaire 4.4.3. Soit T1 et T2 deux applications multivoques. On suppose que
gphTi est localement fermé en (x¯, yi) (pour i = 1, 2) et que T
−1
1 admet une localisa-
tion graphique en y1 pour x¯ qui est univoque et lipschitzienne. On suppose de plus
que T2 est lipschitzienne extérieurement en x¯ relativement à l’ouvert D ⊂ dom T2
avec la constante κ2 telle que κ2 lipT−11 (y1 |x¯) < γ pour γ ∈]0, 1[. Alors il existe un
voisinage Ω de x¯ tel que pour tout x0 ∈ Ω il existe une unique suite (xn) engendrée
par l’algorithme (4.8) qui converge linéairement vers x¯.
Démonstration. Comme T−11 admet une localisation graphique en y1 pour x¯, uni-
voque et lipschitzienne, il existe des constantes positives a, b et κ telles que l’appli-
cation y → T−11 (y) ∩ IBa(x¯) soit univoque sur IBb(y1) et lipschitzienne de constante
κ, vériﬁant les mêmes hypothèses que dans le Théorème 4.4.1.
La constante a satisfait aux mêmes hypothèses que dans la preuve du Théoreme 4.4.1,
i.e., (2λ + κ2)a ≤ b et IBa(x¯) ⊂ U ∩D, λ, κ2 et U étant déﬁnies dans la preuve du
Théoreme 4.4.1.
Ainsi par le Théorème 4.4.1, pour tout x0 ∈ IBa(x¯) il existe une suite (xn)
engendrée par l’algorithme (4.8) qui est linéairement convergente vers x¯.
Aﬁn d’achever la preuve, il reste à prouver l’unicité de cette suite.
Supposons que pour xn donné, il existe deux points xn+1 et un+1, dans IBa(x¯),
obtenus par l’algorithme (4.8).
T2 étant lipschitzienne extérieurement en x¯, on a pour tout x ∈ X,
T2(x) ⊂ T2(x¯) + κ2‖x− x¯‖IB.
Par suite, il existe zn ∈ T2(xn) tel que zn ∈ {y2}+ κ2‖xn − x¯‖IB, et donc,
‖zn − y2‖ ≤ κ2‖xn − x¯‖,
ce qui équivaut à
‖zn + y1 − p¯‖ ≤ κ2‖xn − x¯‖.
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Ainsi,
‖λn(xn − un+1)− zn + p¯− y1‖ ≤ ‖λn(xn − un+1)‖+ ‖zn + y1 − p¯‖
≤ λn‖xn − x¯‖+ λn‖x¯− un+1‖+ ‖zn + y1 − p¯‖
≤ (2λn + κ2)a ≤ b.
Un argument similaire nous permet d’écrire que
‖λn(xn − un+1)− zn + p¯− y1‖ ≤ b.








1 (λn(xn − xn+1)− zn + p¯) ∩ IBa(x¯).
En conséquence, T−11 étant lipschitzienne, on obtient
‖xn+1 − un+1‖ = e
(
T−11 (λn(xn − xn+1)− zn + p¯) ∩ IBa(x¯),
T−11 (λn(xn − un+1)− zn + p¯) ∩ IBa(x¯)
)
≤ κλn‖xn+1 − un+1‖.
En outre, grâce aux hypothèses formulées sur κ (voir Théorème 4.4.1) on a pour
tout n,
κλn ≤ κλ < κ(1 + γ)λ < γ < 1,
il s’en suit que
‖xn+1 − un+1‖ < ‖xn+1 − un+1‖,
ce qui est absurde, et donc la suite (xn) est unique.
Comme pour le corollaire précédent, remarquons que l’hypothèse sur T−11 est
équivalente à l’hypothèse de régularité métrique forte de T1 d’après le Théorème
1.2.19 du premier chapitre.
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Passons maintenant à l’étude de notre problème de convergence sous une hypo-
thèses de H-diﬀérentiabilité un peu plus faible, la pseudo H-diﬀérentiabilité exté-
rieure.
4.5 Algorithme de Forward-backward splitting sous
des conditions de pseudo H-diﬀérentiabilité ex-
térieure
Sous l’hypothèse plus faible de pseudo H-diﬀérentiabilité extérieure sur T−11 nous
obtenons le résultat suivant :
Théorème 4.5.1. Supposons que T−11 soit pseudo H-diﬀérentiable extérieurement
en y1 pour x¯ avec T
−1
1 (y1) = {x¯} et que T2 soit lipschitzienne extérieurement en x¯
relativement à un ouvert D ⊂ dom T2 avec la constante κ2. Supposons de plus qu’il
existe une constante κ ≥ 0 telle que |H|+ ≤ κ et κ(1 + κ2) < 1. Alors il existe un
voisinage Ω de x¯ tel que toute suite (xn) engendrée par l’algorithme (4.8), et dont les
éléments restent dans Ω, converge linéairement vers la solution x¯ du problème (4.3).
Démonstration. Fixons δ > 0. L’application T−11 étant pseudo H-diﬀérentiable, il
existe des réels positifs a et b tels que
T−11 (y) ∩ IBa(x¯) ⊂ {x¯}+ H(y − y1) + δ|y − y1|IB pour tout y ∈ IBb(y1). (4.24)
De plus, comme |H|+ < ∞, il existe une constante κ ≥ 0 telle que
H(x) ⊂ κ‖x‖IB, pour tout x ∈ X. (4.25)
Considérons une suite (xn), engendrée par l’algorithme (4.8), dont tous les éléments
sont dans IBa(x¯), alors
λn−1(xn − xn−1) + T1(xn) + T2(xn−1)  p, pour tout n ≥ 1.
Ainsi, pour tout n ≥ 1, il existe zn−1 ∈ T2(xn−1) tel que
T1(xn)  λn−1(xn−1 − xn)− zn−1 + p.
73
CHAPITRE 4. APPROXIMATIONS SUCCESSIVES
En conséquence, xn ∈ T−11 (λn−1(xn−1 − xn)− zn−1 + p).
L’application T2 étant lipschitzienne extérieurement en x¯ relativement à D ⊂ dom T2
de constante κ2, il existe un voisinage U de x¯ tel que
T2(x) ⊂ y2 + κ2‖x− x¯‖IB, pour tout x ∈ U ∩D.
En prenant a plus petit si nécessaire on suppose que IBa(x¯) ⊂ U ∩D.
Par suite,
‖zn−1 − y2‖ ≤ κ2‖xn−1 − x¯‖. (4.26)
En outre,
‖λn−1(xn−1 − xn)− zn−1 + p− y1‖ ≤ λn−1‖xn−1 − xn‖+ ‖y2 − zn−1‖.
Ainsi l’inégalité (4.26), implique que
‖λn−1(xn−1 − xn)− zn−1 + p− y1‖ ≤ (2λ + κ2)a ≤ b,
et donc,
λn−1(xn−1 − xn)− zn−1 + p ∈ IBb(y1).
Donc l’inclusion (4.24) implique
xn− x¯ ∈ H(λn−1(xn−1−xn)− zn−1 +p− y1)+ δ‖λn−1(xn−1−xn)− zn−1 +p− y1‖IB.
En utilisant l’hypothèse (4.25), et la convexité de la boule, on obtient
xn − x¯ ⊂ (κ + δ)‖λn−1(xn−1 − xn)− zn−1 + p− y1‖IB. (4.27)
Par conséquent,
‖xn − x¯‖ ≤ (κ + δ)‖zn−1 − y2‖+ (κ + δ)λn−1‖xn−1 − xn‖
≤ (κ + δ)κ2‖xn−1 − x¯‖+ (κ + δ)λn−1‖xn−1 − x¯‖+ (κ + δ)λn−1‖xn − x¯‖.
Alors




‖xn − x¯‖ ≤ κ + δ





‖xn−1 − x¯‖ < 1.
Cette dernière inégalité nous fournit la convergence linéaire de (xn) vers x¯.
De même qu’il y a équivalence entre la propriété d’Aubin et la pseudo H-
diﬀérentiabilité stricte avec H(w) := [lipT (x¯|y¯)]‖w‖IB, on montre facilement qu’il y
a équivalence entre une application multivoque isolément calme et une application
pseudo H-diﬀérentiable extérieurement. On obtient alors le corollaire suivant.
Corollaire 4.5.2. Supposons que l’application T−11 soit isolément calme en y1 pour
x¯ pour une constante κ ≥ 0 et telle que T−11 (y1) = {x¯}. On suppose également T2
lipschitzienne extérieurement en x¯ relativement à un ouvert D ⊂ dom T2 pour une
constante κ2 vériﬁant κ(1 + κ2) < 1. Alors il existe un voisinage Ω de x¯ tel que
toute suite (xn) engendrée par l’algorithme (4.8), et dont les éléments restent dans
Ω, converge linéairement vers la solution x¯ du problème (4.3).
L’application T−11 étant isolément calme en y1 pour x¯, on sait d’après la Pro-
position 1.2.17 du Chapitre 1, que T1 est fortement métriquement sous régulière
en x¯ pour y1 et donc que le corollaire précédent peut être reformulé en termes de
régularité métrique forte de l’application T1.
Maintenant que nous avons présenté et démontré nos résultats de convergence
de l’algorithme de forward-backward splitting pour la résolution de l’inclusion
(T1 + T2)  p¯ sous des hypothèses de pseudo H-diﬀérentiabilité de l’application
T−11 (ou comme nous l’avons vu, des hypothèses de régularité métrique), présentons
quelques applications de ces théorèmes et corollaires.
4.6 Applications
Dans cet ultime paragraphe nous allons montrer, à travers quelques exemples,
comment les théorèmes obtenus précedemment constituent - dans un certain sens -
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une uniﬁcation d’une série de résultats de convergence dédiés à la résolution d’in-
clusions variationnelles.
Plus précisément nous donnons au lecteur une idée du vaste champ d’application
de nos résultats en considérant successivement la méthode du point proximal, un
problème de point ﬁxe d’une application multivoque, la résolution d’équations gé-
néralisées et enﬁn un problème d’optimisation.
4.6.1 Méthode du point proximal pour les applications stric-
tement pseudo H-diﬀérentiable
Nous sommes ici dans le cas particulier où T2 = 0 et p¯ = 0 dans notre problème
(4.1). On s’intéresse donc à la résolution de l’inclusion
T1(x)  0. (4.28)
L’algorithme (4.8) se ramène alors à la méthode classique du point proximal
λn(xn+1 − xn) + T1(xn+1)  0 pour n = 0, 1, 2, ....
pour résoudre (4.28), avec T−11 strictement pseudo H-diﬀérentiable en un point de
référence.
Notre Théorème 4.4.1 devient :
Théorème 4.6.1. Soit x¯ tel que T1(x¯)  0 et T−11 strictement pseudo H-diﬀérentiable
en 0 pour x¯, où H est telle que |H|+ < ∞ (i.e. ∃κ > 0 tel que H(x) ⊂ κ‖x‖IB pour
tout x ∈ X). On suppose de plus gphT1 localement fermé en (x¯, 0).
Alors il existe un voisinage Ω de x¯ tel que pour tout x0 ∈ Ω, il existe une suite (xn)
engendrée par l’algorithme du point proximal qui converge linéairement vers x¯.
La relation (4.11) de la preuve du Théorème 4.4.1 devient
λn(κ + δ)
1− (κ + δ)λn < γ < 1.
En 2008, dans leur article [1] concernant la convergence de la méthode du point
proximal pour les applications métriquement régulières, Aragón, Dontchev et Geof-
froy ont obtenu le résultat de convergence suivant :
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Théorème 4.6.2. Soit T : X ⇒ Y une application multivoque et x¯ une solution de
l’inclusion T (x)  0. Supposons que gphT est localement fermé en (x¯, 0) et que T
est métriquement régulière en x¯ pour 0. On choisit une suite de fonctions (gn) telles
que gn : X → Y et gn(0) = 0 pour tout n, et telles que gn lipchitzienne dans un






Alors il existe un voisinage O de x¯ tel que pour tout x0 ∈ O, il existe une suite (xn)
engendrée par l’algorithme du point proximal
gn(xn+1 − xn) + T (xn+1)  0 pour n = 0, 1, 2, ...
qui soit linéairement convergente vers x¯. De plus, si (gn) est choisie telle que λn → 0,
alors pour tout x0 ∈ O il existe une suite (xn) engendrée par l’algorithme précédent
qui converge superlinéairement vers x¯.
Connaissant le lien étroit entre l’hypothèse de pseudo H-diﬀérentiabilité stricte
de T−11 en 0 pour x¯ et la régularité métrique de T1 en x¯ pour 0 et en posant Y = X
et gn(u) = λnu, on constate la similitude des deux résultats. Le second étant bien
entendu plus général que le premier.
Pour plus de résultats sur la convergence de l’algorithme du point proximal sous
des conditions diﬀérentes (hypothèses de monotonie notamment), on peut se réferrer
par exemple aux articles de Lemaire [57] et de Rockafellar [87].
4.6.2 Problèmes de points ﬁxes pour les applications stricte-
ment pseudo H-diﬀérentiable
La recherche d’un point ﬁxe de l’application T1 : X ⇒ X consiste à résoudre :
T1(x)  x, (4.29)
ce qui revient à résoudre notre problème (4.1) avec T2 = −Id et p¯ = 0.
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L’application −Id étant clairement lipschitzienne et donc lipschitzienne extérieu-
rement, on obtient le résultat suivant :
Théorème 4.6.3. Soit T1 : X ⇒ X pseudo H-diﬀérentiable strictement en x¯ pour
x¯, où H est telle que |H|+ < ∞ (i.e. ∃κ > 0 tel que H(x) ⊂ κ‖x‖IB pour tout
x ∈ X). On suppose de plus GphT1 localement fermé en (x¯, x¯).
Alors il existe un voisinage Ω de x¯ tel que pour tout x0 ∈ Ω, il existe une suite (xn)
engendrée par
λn(xn+1 − xn) + T1(xn+1)− xn  0, pour n = 0, 1, 2, ...
qui converge linéairement vers x¯.
Dans ce cas, la relation (4.11) de la preuve du Théorème 4.4.1 devient
(λn + 1)(κ + δ)
1− (κ + δ)λn < γ < 1.
Dans son article [40], Geoﬀroy obtient une convergence superlinéaire en appli-
quant l’algorithme du point proximal à l’application T1 − Id, où T1 est supposé
métriquement régulière (ce qui implique que T1 − Id est aussi métriquement régu-
lière), pour résoudre le problème (4.29).
4.6.3 Equations généralisées
On considère maintenant l’équation généralisée
T1(x) + f(x)  0 (4.30)
L’équation généralisée (4.30), correspond au cas où T2 = f et p¯ = 0 dans l’inclu-
sion (4.1). Et dans ce cas l’algorithme (4.8) devient
λn(xn+1 − xn) + T1(xn+1) + f(xn)  0 pour n = 0, 1, 2, ....
La fonction f étant univoque, l’hypothèse T2 lipschitzienne extérieurement en x¯
relativement à l’ouvert D ⊂ dom T2 avec la constante κ2, peut se réduire à f calme
en x¯ relativement à l’ouvert D.
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Rappelons que l’application f est dite calme en x¯ relativement à un ouvert D si
x¯ ∈ D ∩ dom f et s’il existe une constante κ2 telle que
‖f(x)− f(x¯)‖ ≤ ‖x− x¯‖ pour tout x ∈ D ∩ dom f.
On obtient alors le résultat suivant :
Théorème 4.6.4. Soit T1 une application multivoque telle que gphT1 soit localement
fermé en (x¯, y1) et T
−1
1 pseudo H-diﬀérentiable strictement en y1 pour x¯, où H est
telle que |H|+ < ∞ (i.e. ∃κ > 0 tel que H(x) ⊂ κ‖x‖IB pour tout x ∈ X). On
suppose de plus que f est calme en x¯ relativement à l’ouvert D ⊂ dom f avec la
constante κ2 telle que κ2κ < γ pour γ ∈]0, 1[. Alors il existe un voisinage Ω de x¯
tel que pour tout x0 ∈ Ω il existe une suite (xn) engendrée par l’algorithme (??) qui
converge linéairement vers x¯.
Ici, la relation (4.11) de la preuve du Théorème 4.4.1 reste inchangée.
4.6.4 Problèmes d’optimisation
Soit H un espace de Hilbert, on considère le problème d’optimisation :
min f(x) tel que x ∈ K. (4.31)
où K ⊂ H est convexe polyédral et f : H → H est une fonction convexe semi-
continue inférieurement.
Une condition nécessaire et suﬃsante pour que x¯ soit solution du problème (4.31)
est
∂f(x¯) + NK(x)  0,
où ∂f représente le sous-diﬀérentiel de la fonction f qui est déﬁni par
∂f(x) := {u ∈ H|〈u, y − x〉 ≤ f(y)− f(x), ∀y ∈ H},
et NK(x¯) désigne le cône normal à K, au point x¯, déﬁni par
NK(x¯) := {v ∈ H|〈v, x′ − x¯〉 ≤ 0, ∀x′ ∈ K}.
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Lorsque x¯ /∈ K, on prend NK(x¯) = ∅.
D’après les résultats de Aragón Artacho et Geoﬀroy [3], si certaines conditions
de croissance quadratique sont vériﬁées localement par f (au voisinage de x¯) alors
∂f est fortement métriquement régulière :
Proposition 4.6.5. Soit f une fonction propre, convexe et semie continue inférieu-
rement, déﬁnie d’un espace de Hilbert H dans R ∪ {∞}, et soient x¯ et y¯ des points
de H tels que y¯ ∈ ∂f. Alors ∂f est fortement métriquement sous régulière en x¯ pour
y¯ si et seulement s’il existe un voisinage U de x¯ et une constante positive k tels que
f(x) ≥ f(x¯)− 〈y¯, x¯− x〉+ k‖x− x¯‖2 lorsque x ∈ U.
Ainsi sous ces mêmes conditions ∂f−1 est isolément calme. De plus K étant
convexe polyédral, NK : H ⇒ H est lipschitzienne, donc lipschitzienne extérieure-
ment, résultat démontré par Walkup et Wets [93] en 1969 et dont on peut trouver
une démonstration également dans le livre de Dontchev et Rockafellar [29].
Proposition 4.6.6. Soit F : Rm ⇒ Rp une application multivoque. Si l’application
F est convexe et polyédrale alors elle est lipschitzienne relativement à son domaine.
On peut ainsi adapter le Corollaire 4.5.2 aﬁn de résoudre (4.31). On obtient le
résultat suivant
Théorème 4.6.7. Soit f : H → H une fonction propre, convexe et semi-continue
inférieurement et soit x¯ ∈ H. Supposons qu’il existe un voisinage U de x¯ et une
constante positive k tels que l’application f vériﬁe l’inégalité
f(x) ≥ f(x¯) − 〈y1, x¯ − x〉 + k‖x − x¯‖2 lorsque x ∈ U (ce qui entraîne qu’il existe
une constante κ ≥ 0 telle que ∂f−1 soit isolément calme en y1 pour x¯). On suppose
de plus que le sous-ensemble K ⊂ H est convexe et polyédral (ce qui implique qu’il
existe une constante κ2 telle que l’application NK : H ⇒ H soit lipschitzienne
extérieurement). Les constantes κ et κ2 vériﬁent l’inégalité κ(1 + κ2) < 1. Alors il
existe un voisinage Ω de x¯ tel que toute suite (xn) engendrée par l’algorithme (4.8),
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Dans cette thèse nous présentons dans un premier temps une nouvelle notion
de diﬀérentiabilité généralisée pour les applications multivoques, faisant intervenir
des applications positivement homogènes : la H-diﬀérentiabilité. Nous étudions la
stabilité de cette notion en utilisant la convergence de Fisher, d’abord dédiée aux
ensembles mais que nous avons adaptée aux applications multivoques. Nous nous
intéressons ensuite à l’étude de la dépendance continue des ensembles de points ﬁxes
d’une application multivoque contractante par rapport aux données. Finalement
nous analysons la convergence d’une méthode d’approximations successives de type
forward-backward splitting, des zéros de la somme de deux opérateurs multivoques





In this thesis we present at ﬁrst a new concept of generalized diﬀerentiation
for set-valued mappings, involving positively homogeneous applications : the H-
diﬀerentiability. We study the stability of this notion by using Fisher convergence,
ﬁrstly dedicated to sets but which we have adapted to set-valued mappings. We
establish the continuous dependence of ﬁxed points sets of set-valued contraction
and ﬁnally we study the convergence of a forward-backward splitting method for
approximating the zeros of the sum of two non-monotone set-valued mappings, no-
tably using properties of pseudo H-diﬀerentiability.
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