Abstract. Suppose k ∤ n and H is an n-vertex k-uniform hypergraph. A near perfect matching in H is a matching of size ⌊n/k⌋. We give a divisibility barrier construction that prevents the existence of near perfect matchings in H. This generalizes the divisibility barrier for perfect matchings. We give a conjecture on the minimum d-degree threshold forcing a (near) perfect matching in H which generalizes a well-known conjecture on perfect matchings. We also verify our conjecture for various cases. Our proof makes use of the lattice-based absorbing method that the author used recently to solve two other problems on matching and tilings for hypergraphs.
Introduction
Given k ≥ 2, a k-uniform hypergraph (in short, k-graph) consists of a vertex set V (H) and an edge set E(H) ⊆
, where every edge is a k-element subset of V (H). A matching in H is a collection of vertex-disjoint edges of H. A perfect matching M in H is a matching that covers all vertices of H. Clearly a perfect matching in H exists only if k divides |V (H)|. When k does not divide n = |V (H)|, we call a matching M in H a near perfect matching if |M | = ⌊n/k⌋.
Given a k-graph H with a set S of d vertices (where 1 ≤ d ≤ k − 1) we define deg H (S) to be the number of edges containing S (the subscript H is omitted if it is clear from the context). The minimum d-degree δ d (H) of H is the minimum of deg H (S) over all d-vertex sets S in H.
We refer to δ k−1 (H) as the minimum codegree of H.
1.1.
Matchings in hypergraphs via degree conditions. For integers n, k, d, s such that 1 ≤ d ≤ k − 1 and 0 ≤ s ≤ n/k, let m s d (k, n) denote the smallest integer m such that δ d (H) ≥ m forces the existence of a matching in H of size s for any k-graph H on n vertices. Throughout this note, o(1) represent a function of n that tends to 0 when n goes to infinity. The following conjecture [4, 15] has received much attention in the last few years: codegree [14, 23, 24] , and for 1 ≤ d ≤ k − 2, approximate d-degree [1, 4, 19, 20] , exact d-degree [3, 7, 12, 13, 17, 25, 26, 27] (also see surveys [21, 28] ).
We remark that the quantities in the conjecture come from the so-called divisibility barrier and the space barrier.
Construction 1.2 (Space Barrier
. Let V be a set of size n and fix S ⊆ V with |S| = s < n/k. Let H(s) be the k-graph on V whose edges are all k-sets that intersect S. It is easy to see that the size of a maximum matching in H(s) is s < n/k and δ d (H(s)) = 
2 . In this paper we give new upper and lower bounds on m
The term g(k, d, ℓ) will be defined formally later. Our second result concerns the case d = k − 2 and ℓ ∈ {2, . . . , k − 1}. Note that the approximate version of k = 3 case was obtained in [4] and the exact vertex degree condition in [17] .
2 Theorem 1.8. For integers k, ℓ, n such that k ≥ 4 and n ≡ ℓ mod k for some ℓ ∈ {2, . . . , k − 1}, we have
By the previous results [6, 16] , it seems that m ′ d (k, n) is determined only by the space barrier. However, we give the following divisibility barrier construction which generalizes Construction 1.3, showing that this is not always the case when d ≤ k − 2. Construction 1.9. Fix integers ℓ, j, n and a real number 0 ≤ x ≤ 1 such that 0 ≤ ℓ ≤ k − 1, j ∈ {0, 1, . . . , ℓ + 1}, n ≡ ℓ mod k and xn ≡ ⌊ n k ⌋j + ℓ + 1 mod ℓ + 2. Let V be a set of size n with a partition
be the k-graph on V whose edges are all k-sets e such that |e ∩ V 1 | ≡ j mod ℓ + 2.
Let M be a near perfect matching in H j ℓ (x) and thus M leaves a set U of exactly ℓ vertices uncovered.
On the other hand, because |e ∩ V 1 | ≡ j mod ℓ + 2 for every edge e ∈ M , we have |V (M ) ∩ V 1 | ≡ ⌊ n k ⌋j mod ℓ + 2. This is a contradiction because 1 ≤ ℓ + 1 − i ′ ≤ ℓ + 1, and thus H j ℓ (x) contains no near perfect matching.
Similar as in Construction 1.3, it is not clear which exact values of
) in Construction 1.9. Indeed, it seems even harder than its special case Construction 1.3 (when ℓ = 0) -the maximum of δ d (H j ℓ (x)) is not always achieved by the (almost) balanced bipartition, i.e., x ≈ 1/2 (see Section 2). For this reason we introduce the variable x in Construction 1.9 and focus on the major term by letting
We make the following conjecture. As mentioned in the previous section, g(k, d, 0) = 1/2, so Conjecture 1.1 is a special case (when ℓ = 0) of Conjecture 1.10.
Regarding the quantitative values of g(k, d, ℓ), we will show that g(k, d, 1) can be determined explicitly by a simple optimization (see Section 2) and we have the following bounds on g(k, d, ℓ).
(ii)
So when d > 1 and k − d tends to infinity, g(k, d, 1) tends to 1/3. We believe that this is true in general, that is, when k − d tends to infinity, d > ℓ and ℓ stays as a constant, g(k, d, ℓ) tends to 1/(ℓ + 2). Note that
. This is shown in the following proposition.
This explains the result in [6] -when d = k − 1, we have d ≥ max{k − ℓ, ⌊k/2⌋ + 1} unless ℓ = 0 (so Conjecture 1.10 is true for d = k − 1). We obtain following remarks by Propositions 1.11 and 1.12.
(1) Note that 1 
. Then (1.1) holds if at least one of the following holds.
(
1.3. Lattice-based absorbing method. We use the lattice-based absorbing method in the proof of Theorem 1.7. The absorbing technique initiated by Rödl, Ruciński and Szemerédi [22] has been shown to be efficient on finding spanning structures in graphs and hypergraphs. Roughly speaking, the goal is to build the absorbing set, which is a small subset of vertices and can be used to 'absorb' another small set of arbitrary vertices. For finding perfect matchings, the so-called Strong Absorbing Lemma [4, Lemma 2.4] says that when the minimum degree condition guarantees that every two vertices are reachable, we can find the absorbing set in the hypergraph.
So the question is: What can we do when the minimum degree condition does not guarantee that every two vertices are reachable? Keevash and Mycroft [11] studied this case. They showed that 1 for any k-graph H with a bounded minimum codegree which is not close to the space barrier, there exists a partition P of V (H) such that a nice structure appears in the lattice generated by the edge-vectors on P. Then they showed that H contains a perfect matching if the lattice satisfies certain condition. Their proof used the hypergraph regularity method, rather than the absorbing method. Inspired by their work, we noticed the relation of reachability and the lattice structure and developed the lattice-based absorbing method. Roughly speaking, the reachability information provides us a partition P, for which we can find an absorbing set that works (although not in the usual sense) under the lattice structure. This method was first used in [5] for solving a problem of Karpiński, Ruciński and Szymańska [9] , for which an asymptotic result was obtained by Keevash, Knox and Mycroft [10] . Another advantage of the method is that the lattice language allows us to use some basic knowledge in group theory, such as, subgroups and cosets (see Proposition 3.6).
The rest of this paper is organized as follows. We show Propositions 1.11 and 1.12 in Section 2. In Section 3, we prove Theorem 1.7 by the lattice-based absorbing method. We show Theorem 1.8 in Section 4.
Notations. Throughout this paper, x ≪ y means that for any y ≥ 0 there exists x 0 ≥ 0 such that for any x ≤ x 0 the following statement holds. Hierarchy of more constants are defined similarly. For simplicity, for a set S and an element u, we write S ∪ u instead of S ∪ {u}. We use boldface letters to represent vectors, for example, u, v, i.
Proof of Propositions 1.11 and 1.12
Proof of Proposition 1.11. Fix 0 ≤ t ≤ d and consider any d-set S t containing exactly t vertices in
Note that the neighbors of
1 In fact, their result is on the degree sequence on k-complexes, which is more general. Here we state their work in the codegree case on k-graphs.
4
Let p = min{ℓ + 1, d} and note that deg
Now consider ℓ = 1 and use |V 1 | = xn and
where the sums are on all j ′ ≡ j − t mod 3 and 0 ≤ j
Clearly these functions do not depend on j and
This implies that, for any x ∈ [0, 1] and γ > 0, there exists n 0 such that for any n ≥ n 0 , we have
To see (ii), let ω 1 be one of the nontrivial cubic roots of 1. We consider the following polynomial
It is easy to see that we can write the polynomial in the following form
, then let x 0 be the value of x that achieves this, i.e., h i (k, d, x 0 ) = 1/3 for i = 0, 1, 2. Putting x 0 in (2.5) and by 1 + ω 1 + ω
To see the lower bound, set x = 1/2 in (2.5) and we get
On the other hand, note that
, which could be ±1, ±ω 1 , or ±ω
Other cases are similar and it is easy to see that in all cases,
Here we remark that for fixed k and d, the value of g(k, d, 1) can be determined simply. For example, let k = 6 and d = 3 and consider H 0 1 (x), i.e., all 6-sets e such that |e ∩ V 1 | = 0, 3 or 6. By (2.3), we have g(6, 3, 1) = max
The answer is about 0.283 which is achieved by x ≈ 0.605.
Proof of Proposition 1.12.
Otherwise, there is only one value of i ∈ [0, k] such that i ≡ j mod ℓ + 2, which cuts the whole interval [0, k] into two pieces, and thus |I j | = max{j, k − j} ≥ ⌈k/2⌉. Moreover, |I ⌊k/2⌋ | = min{ℓ + 1, ⌈k/2⌉}. Altogether min 0≤j≤ℓ+1 |I j | = min{ℓ + 1, ⌈k/2⌉}. Note that the (a + k − b)-sets with a vertices in
3. Proof of Theorem 1.7 For a k-graph H, we shall first identify a partition P of V (H) and then study the so-called robust edge-lattice with respect to this partition.
3.1.
A partition of the vertex set. We start with some definitions. We say that two vertices u and v are (β, i)-reachable in H if there are at least βn
We first show a lower bound on |Ñ β,1 (v)| for all but a small fraction of vertices v ∈ V (H). Note that we cannot guarantee that the conclusion of Lemma 3.1 holds for all vertices in V (H). Similar proof tricks are used in [8] .
Lemma 3.1. Given δ, ǫ > 0 such that δ ≥ 3ǫ, there exists α > 0 such that the following holds for sufficiently large n. Let H = (V, E) be an n-vertex k-graph with
Proof. If an edge e ∈ E contains a (k −1)-set S ∈ e k−1 with deg H (S) ≤ ǫ 2 n, then it is called weak, otherwise called strong. Note that by the definition, the number of weak edges in H is at most n k−1 ǫ 2 n. Let H ′ be the subhypergraph of H induced on strong edges. Let
, since x is contained in at most ǫ n k−1 weak edges, we have
Let t be the number of pairs (S, u) such that S ∈ N H ′ (x) and u ∈ N H (S). Since all edges of H ′ are strong, we have t ≥ deg H ′ (x) · ǫ 2 n. By counting, we have
4 ǫ 2 n and we are done.
We will use the following simple result from [18] here and in the next subsection.
Proposition 3.2. [18, Proposition 2.1] For ǫ, β > 0 and integer i ≥ 1, there exists β 0 > 0 and an integer n 0 satisfying the following. Suppose H is a k-graph of order n ≥ n 0 and there exists a vertex x ∈ V (H) with
The main tool to identify the partition of V (H) is the following lemma, which is a variant of [5, Lemma 3.8] (see also [8, Lemma 3.8] ). Since there may be some vertices v such that |Ñ β,1 (v)| is small, we cannot get a perfect partition as in [5, Lemma 3.8] -P will contain a trash set V 0 . Lemma 3.3. Given 0 < ǫ ≪ δ, there exists β > 0 satisfying the following. Let H = (V, E) be an n-vertex k-graph such that
Proof. We first apply Lemma 3.1 with δ, ǫ and get α > 0. Let c = ⌊1/δ⌋ (then (c + 1)δ − 1 > 0). We choose constants satisfying the following hierarchy
Throughout this proof, given v ∈ V (H) and 0 ≤ i ≤ c − 1, we writeÑ βi,2 i (v) asÑ i (v) for short. We also say 2 i -reachable (or 2
Recall that two vertices u and v are 1-reachable in
We first note that any set of c + 1 vertices in V (H ′ ) contains two vertices that are 1-reachable to each other because 
c+1−d -reachable to each other. Indeed, otherwise we get at least
, which means that they are 2 c+1−d -reachable, a contradiction. 
3.2.
The robust edge-lattice. We need some definitions from [11] . Fix an integer r > 0, let H be a kgraph and let P = {V 0 , V 1 , . . . , V r } be a partition of V (H). By Lemma 3.3, V 0 does not have the reachability information. So when we work on the edge-lattice, we consider the r-dimensional vectors on the parts of P except V 0 . Formally, the index vector i P (S) ∈ Z r of a subset S ⊂ V (H) with respect to P is the vector whose coordinates are the sizes of the intersections of S with each part of P except V 0 , i.e., i P (S) Vi = |S ∩ V i | for i ∈ [r]. We call a vector i ∈ Z r an s-vector if all its coordinates are nonnegative and their sum equals s and denote the set of all s-vectors by I r s . Given µ > 0, a k-vector v is called a µ-robust edge-vector if at least µ|V (H)| k edges e ∈ E(H) satisfy i P (e) = v. Let I µ P (H) ⊆ I r k be the set of all µ-robust edge-vectors and let L µ P (H) be the lattice (additive subgroup) generated by the vectors of I µ P (H). For j ∈ [r], let u j ∈ Z r be the j-th unit vector, namely, u j has 1 on the j-th coordinate and 0 on other coordinates. A transferral is the vector u i − u j for some i = j.
Suppose I is a set of k-vectors in Z r and J is a set of vector in Z r such that any i ∈ J can be written as a linear combination of vectors in I, namely,
We denote by C(r, k, I, J) as the maximum of |a v |, v ∈ I over all i ∈ J and C(k ′ , k, J) := max r≤k ′ ,I⊆I r k C(r, k, I, J) for some integer k ′ . Given a k-graph H with δ 1 (H) ≥ (δ + k 2 ǫ) n−1 k−1 and let P = {V 0 , V 1 , . . . , V r } be the partition of V (H) output by Lemma 3.3. We pick a constant 0 < µ ≪ ǫ and consider I µ P (H) and L µ P (H). Our next result shows that
, which means that, we can merge V i and V j and keep the closedness.
′ , 1/k, then there exist 0 < β ′ ≪ {µ, β} and an integer t ≥ i 0 such that the following holds. Let n be a sufficiently large integer. Suppose H is an n-vertex k-graph and P = {V 0 , V 1 , . . . , V r } is a partition with r ≤ k ′ such that |V 0 | ≤ √ ǫn and for any i ∈ [r],
Proof. We prove the claim for i = 1 and j = 2. Note that it suffices to show that any x 1 ∈ V 1 and x 2 ∈ V 2 are (β ′′ , t)-reachable for some β ′′ > 0 and integer t ≥ i 0 . Indeed, since V 1 and V 2 are (β, i 0 )-closed in H, by Proposition 3.2, there exists β ′′′ such that V 1 and V 2 are (β ′′′ , t)-closed in H and by the assumption above, we get that
By comparing the sums of all the coordinates from two sides of either equation in (3.3) , we obtain that
Denote this constant by C ′ and note that
k+r−1 r−1 , which is independent of n. Since n is large enough, we have C ′ ≪ n. Fix x 1 ∈ V 1 and x 2 ∈ V 2 . For each v ∈ I 
When we select any edge, we need to avoid at most 2kC ′ vertices, which are incident to at most 2kC ′ n k−1 ≤ µn k /2 edges, as n is large enough. Therefore, the number of choices for the two matchings is at least (µn k /2) 
The union of these kC ′ + 1 (i 0 k − 1)-sets and
-set for x 1 and x 2 . There are at least
such reachable sets. Thus, we take β ′′ = (
kC ′ +1 and t = i 0 kC ′ +C ′ +i 0 and the proof is complete. Suppose that P 0 = {V 0 , V 1 , . . . , V r } is a partition of V (H) such that for i ∈ [r], V i is (β, t)-closed. Then there is a family F abs of disjoint tk 2 -sets with size at most βn such that H[V (F abs )] contains a perfect matching and every k-vertex set S with i P0 (S) ∈ I µ P0 (H) has at least αn absorbing tk 2 -sets in F abs .
Another key step in the proof of Theorem 1.7 is the following proposition. We postpone its proof to the next subsection.
Proof of Theorem 1.7. The lower bound in the theorem is shown by Construction 1.9 and the definition of c * d (k). For the upper bound, note that Proposition 3.6 does not cover the cases when d = 1 and k ≥ 4 or d = 2 and k ≥ 6. In fact, in all of these cases, we have that c *
and thus Theorem 1.7 follows from Corollary 1.5. So we may assume that k and d are integers such that
Fix γ > 0 and pick 0 < µ 0 ≪ ǫ 0 ≪ γ. We first apply Lemma 3.3 with δ = g(k, d, 1) + γ/2, ǫ 0 and get 0 < β 0 ≪ ǫ 0 . We then apply Lemma 3.4 with i 0 = 4, k ′ = k and {β 0 , µ 0 } ≪ ǫ 0 ≪ 1/i 0 and get 0 < β 1 ≪ {β 0 , µ 0 } and t 0 ≥ 4. Pick β
We apply Lemma 3.4 again with i 0 = t 0 , k ′ = k and {β
). At last, we pick a new round of constants
such that we can apply the auxiliary results above. For any n ≥ n 0 such that 
for some i, j ∈ [r], i = j, then we merge V i and V j to one part and by Lemma 3.4, V i ∪ V j is (β ′′ , t ′ )-closed for some β ′′ > 0 and t ′ ≥ 4. We greedily merge the parts until there is no transferral in the µ-robust edge-lattice. Let P 0 = {V 0 , . . . , V r ′ } be the resulting partition for some 1 ≤ r ′ ≤ 3. Note that we have applied Lemma 3.4 at most twice and by Proposition 3.2, we conclude that for each i ∈ [r ′ ], V i is (β ′ , t)-closed by the choice of β ′ . We apply Lemma 3.5 on H and get F abs such that |V (F abs )| ≤ tk 2 β ′ n.
We build a matching M 1 in H as follows. First note that |I
, we greedily pick a matching M v of size Cα 2 n such that i P0 (e) = v for every e ∈ M v . Then let M 1 be the union of M v for all v ∈ I µ P0 (H). It is possible to pick M 1 because there are at least µn k edges e with i P0 (e) = v ∈ I µ P0 (H). Indeed, since α ≪ β ′ ≪ µ ≪ 1/t, 1/C, we have
which implies that the number of edges intersecting these vertices is less than µn k and we are done. Next we will greedily match the vertices in V 0 \ V (F abs ). More precisely, we will find a matching M 2 that covers all vertices of V 0 \ V (F abs ). Note that |M 2 | ≤ |V 0 | ≤ √ ǫn. When we greedily match a vertex v ∈ V 0 \ V (F abs ), we need to avoid at most
√ ǫn vertices, and thus at most 2k
we can always find a desired edge containing v and add it to M 2 .
√ ǫn and thus
So by the definition of c * d (k) and that |V ′ | ≥ n/2 is large enough, we can find a matching M 3 in H ′ which leaves at most α 2 |V ′ | ≤ α 2 n vertices uncovered. Now we absorb the uncovered vertices by F abs . Fix any set U of k+1 uncovered vertices, by Proposition 3.6,
Note that this does not guarantee that we can delete one vertex v from U such that i P0 (U \ {v}) ∈ L µ P0 (H), because it is possible that U ∩V i = ∅ for the i returned by the proposition. By the degree condition, there is a vector v ∈ I µ P0 (H) such that v Vi > 0 and note that M 1 contains Cα 2 n edges with index vector v. Fix one such edge e and a vertex v ∈ e ∩ V i . We delete e from M 1 and let
By the definition of C, we know that
we pick c v edges in M 1 with index vector v. By the equation above, the union of these edges and U ′ can be partitioned as a collection of k-sets, which contains exactly b v k-sets F with i P0 (F ) = v for each v ∈ I µ P0 (H). We repeat the process at most α 2 n/k times until there are exactly ℓ vertices left. Note that for each v ∈ I µ P0 (H), our algorithm consumes at most (1 + C)α 2 n/k < Cα 2 n edges from M 1 with index vector v -this is possible by the definition of M 1 . Moreover, after the process, we get at most (2 + |I
By the definition of F abs , we can greedily absorb them by F abs and get a matching M 4 . Thus, we get a near perfect matching of H.
3.4.
The transferral-free lattices. In this subsection we prove Proposition 3.6. We study the lattice structure L 
be the set of all p-sets S with i P (S) = v and thus
Note that a similar argument works for r = 3, namely, for any p-vector v = (i, i
, 0 < µ ≪ ǫ ≪ γ and let n be sufficiently large. Let H and P be as defined in Proposition 3.6. If r = 2, then
Proof. First assume that r = 2. Fix (a 0 , b 0 ) ∈ I µ P (H). For the sake of a contradiction, assume that
Let t be the smallest positive integer such that (t, −t) ∈ L 0 and it is easy to see that L 0 is generated by (t, −t). By our assumption, (1, −1), (2, −2) / ∈ L µ P (H), and thus t ≥ 3.
This means that N (v j ) = C ij , where i j ≡ b 0 − j mod t 0 . We split into two cases. 
By (2.4), we know that the first term in the right hand side of the inequality above is at most (g(k,
for other vectors). Moreover, recall that for all v ∈ I 
by µ ≪ ǫ ≪ γ, a contradiction. Otherwise, m = 3. Since N ((1, 1, 0) ), N ((1, 0, 1)) and N ((0, 1, 1)) must be in different classes, we know that 2, 0) ), and N ((0, 1, 1)) = N ((2, 0, 0)),
Proof of Proposition 3.6. Given such a k-graph H and a partition P. The conclusion is trivial if r = 1. So we may assume that r = 2 or 3. We first apply Claim 3.7 and conclude that (2, −2) ∈ L µ P (H) (for r = 2) or (−2, 1, 1), (1, −2, 1), (1, 1, −2) ∈ L µ P (H) (for r = 3). If r = 2, then fix any U ⊆ V (H) \ V 0 with i P (U ) = (a, k + 1 − a) for some 0 ≤ a ≤ k + 1 and pick any (a 0 , b 0 ) ∈ I µ P (H). Since (2, −2) ∈ L µ P (H), then (a 0 + 2i, b 0 − 2i) ∈ L µ P (H) for any integer i. Note that a − 1 and a have different parities, so exactly one of (a − 1, k + 1 − a) and (a, k − a) is in L µ P (H). Now assume that r = 3 and consider any U ⊆ V (H) \ V 0 with i P (U ) = (a 1 , a 2 , a 3 ) for some nonnegative integers a 1 + a 2 + a 3 = k + 1. Pick any (b 1 , b 2 , b 3 ) ∈ I µ P (H) and let c j = a j − b j for j ∈ [3] . Note that exactly one of the three consecutive integers c 3 − c 2 − 1, c 3 − c 2 and c 3 − c 2 + 1 is divisible by 3. Thus let i ∈ [3] such that v := (c k 2 > 1/3 > g(k, k − 2, 1) and thus for this range, the result is covered by Corollary 1.13. For the cases k ≥ 6, we will use the absorbing method adapted from [24] .
Given a set S of k + 2 vertices, we call an edge e ∈ E(H) disjoint from S S-absorbing if there are two disjoint edges e 1 and e 2 in E(H) such that |e 1 ∩ S| = k − 2, |e 1 ∩ e| = 2, |e 2 ∩ S| = 4, and |e 2 ∩ e| = k − 4. Note that this is not the absorbing in the usual sense because e 1 ∪ e 2 misses two vertices of S ∪ e. Let us explain how such absorbing works. Let S be a (k + 2)-set and M be a matching, where V (M ) ∩ S = ∅, which contains an S-absorbing edge e. Then M can "absorb" S by replacing e in M by e 1 and e 2 (two vertices of e become uncovered).
Lemma 4.1. For all k ≥ 6, c > 0 there exists β 0 > 0 such that the following holds for all 0 < β ≤ β 0 and sufficiently large integer n. Let H be an n-vertex k-graph with δ k−2 (H) ≥ cn 2 , then there exists a matching M ′ in H of size |M ′ | ≤ βn such that for every (k + 2)-tuple S of vertices of H, the number of S-absorbing edges in M ′ is at least β 2 n.
Proof. Our proof is adapted from the proofs of [24, Fact 2.2, Fact 2.3]. Let β 0 = c 3 /(12k!) and 0 < β ≤ β 0 . Let H be an n-vertex k-graph with n sufficiently large and δ k−2 (H) ≥ cn 2 . Given any (k + 2)-set of vertices S, we will show that there are many S-absorbing edges. Let us fix four vertices u 1 , . . . , u 4 in S and count only those S-absorbing edges e for which the corresponding edge e 2 contains u 1 , . . . , u 4 . We count the ordered k-tuples of distinct vertices (v 1 , . . . , v k ) such that e = {v 1 , . . . , v k } is disjoint from S, e 1 ∩ e = {v k−3 , v k−2 } and e 2 = {v 1 , . . . , v k−4 , u 1 , . . . , u 4 }, and divide the result by k!.
For each j = 1, . . . , k − 6, there are precisely n − j − k choices of vertex v j . Having selected v 1 , . . . , v k−6 , each of {v k−5 , v k−4 }, {v k−3 , v k−2 } and {v k−1 , v k } must be a neighbor of an already fixed (k − 2)-tuple of vertices. Thus, there are at least δ k−2 (H) − 2kn choices for each pair. Altogether since n is large enough,
