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Introduction
An important breakthrough in the development of chaotic dynamics appeared with the orig-
inal work of Lorenz [1]. With the aim of weather forecasting, he proposed his now well-
known model as a low dimensional (three coupled ordinary differential equations) approx-
imation to an infinite dimensional model (a partial differential equation) of the dynamical
evolution of the atmosphere. Thus, the impact of Chaos theory or Nonlinear Dynamics on
Geophysical fluid dynamics, i.e., fluid mechanics as it is applied to atmospheric or oceanic
systems, has been important even since the first steps of this new field of Science. Briefly,
this Thesis will be concerned with some possibly useful applications of different mathe-
matical, computational and physical tools coming from Nonlinear Dynamics to specifically
motivated oceanic problems. Of course, this is a very general assertion which we will try
to clarify along this introduction.
Therefore, several things have to be pointed out. First, the subjects of our studies, the
formerly called motivated oceanic problems: these will be phenomena of physical, biolog-
ical or chemical origin that can happen in the ocean and where, obviously, the transport
produced by the oceanic fluid flow is of primary importance. Two different kinds of these
will be considered in our work: a) the so-called passive tracers, which are any physical,
biological or chemical substances that are driven by a flow, producing no feedback action
on the flow dynamics, and which lack of their own intrinsic dynamics. An example of this
type of magnitude that is just transported by the flow is a dye which marks the fluid or also,
in the case that they do not modify significantly the density of the fluid, the temperature
or the salinity of sea water. On the contrary, b) active tracers are substances advected by
a flow (also without modifying it) with possess their own dynamics. Examples are any
biological species, for e.g. plankton communities, obeying certain population dynamics
rules, or ozone or any chemical pollutants undergoing some chemical reaction dynamics.
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We have to mention that this nomenclature (the one we are using in this work) is not stan-
dard, i.e., sometimes the names active or passive refer to substances that are transported
by a flow with or without modifying it, respectively. Moreover, both active and passive (in
the last sense) substances can be reacting if they have their own dynamics, or nonreacting
when this is not the case.
An important remark is the fact that we are explicitly studying the influence of oceanic
flows. This comes from two different considerations, first because we explicitly study,
in some of the Chapters, real data of the oceanic surface and second, when we deal with
mathematical models of flows, these are two-dimensional and incompressible. This is a
good approximation for geophysical flows in a certain range of scales [2]. Concerning
bidimensionality: horizontal scales are much larger than the vertical scale for the Earth’s
atmosphere and oceans, and, also, it can be shown that one of the effects of rotation is to
induce two-dimensionality in the flow. This effect is known as the Taylor-Proudman theo-
rem and essentially establishes that uniform rotation of a plane layer of fluid about an axis
perpendicular to the plane (  axis) tends to lock the fluid into two-dimensional flow inde-
pendent of  . In addition, incompressibility, that is, the conservation of the fluid density
following the flow, is a very good assumption for liquids and, therefore, for ocean dynam-
ics. Moreover, due to the continuity equation for the fluid density, the incompresibility
condition reduces to ﬁﬀ , where  is the fluid velocity field.
Therefore ﬂﬃ incompressible fluid flows are widely used in models of the atmosphere
and the ocean. In these, three-dimensionality is, quite often, approached by considering
different layers of fluid with different densities, and where the flow is assumed to be ﬂﬃ in
every layer. In fact, rotation and stratification are the two striking ingredients of geophysical
flows [2, 3].
Now, once we have introduced the subjects of our work, that is, active or passive tracers
advected by two-dimensional incompressible flows, we will try to argue why Nonlinear
Dynamics or Chaos Theory can be useful when treating geophysical phenomena and which
are the particular tools used in this work to try to better understand, model, and predict
these. In our opinion, the main reason for the usefulness of Nonlinear Dynamics is obvious:
the ocean is turbulent, i.e. it is disordered in space and time, and disordered systems are the
subject of study of Chaos Theory. More precisely, we believe that the following features of
turbulent or spatiotemporal chaotic systems are at the heart of the success of the nonlinear
dynamics approach:
 A fundamental characteristic of turbulence is that it is hard to predict: a small un-
certainty at a given initial time will amplify so as to render impossible, after a long
enough time, a precise deterministic prediction of its evolution. However, some or-
der is always present in turbulent phenomena: winter always follows summer in a
predictable pattern, for example. It is worth to say that this order within chaos is one
of the main features of chaotic systems.
In the ocean, the exponential separation of fluid particles trajectories is a property
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that has been empirically observed with the throwing of floating buoys, and which
has deserved much attention mainly because, before the arrival of satellite images
of large areas of the ocean, empirical data of oceanic magnitudes where obtained
measuring directly by immersing the experimental set into the ocean.
 The existence of localized spatiotemporal structures (the so-called coherent struc-
tures), like vortices or jets. Specifically, the recognition of the relevant role of these
has allowed, when the dynamical processes are dominated by the coherent structures,
the reduction of the very high number of degrees of freedom in turbulent flows. The
idea here is to reduce the full flow dynamics to the dynamics of the coherent struc-
tures, i.e., to create a low-dimensional model (a system of ordinary differential equa-
tions) of the turbulent flow by just resolving these structures, and in the study of
these low-dimensional approximations is where nonlinear dynamics may enter in the
game.
 To end with this argumentation, we mention the most successful tool, in our opinion,
in the field of the applications of nonlinear dynamics to chaotic systems in general:
nonlinear data analysis. Mathematical concepts like fractal dimensions, Lyapunov
exponents, embedding, etc..., are being widely used in any kind of data sets to char-
acterize and make predictions about future states of the system. However, in the
context of spatially extended chaotic systems, like it is the case of the ocean, non-
linear data series analysis is still in its beginnings. In addition, the availability of
large real (not from numerical simulations) spatiotemporal data sets in general, and
of tubulent flows in particular, is nowadays rather poor; but since the launch of differ-
ent satellite missions this situation is changing, opening a new era in the knowledge
of ocean dynamics.
Up to now we have indicated the subjects of our work and some of the reasons for the
use of nonlinear dynamics tools in the study of these. The obvious next step is to introduce
the particular mathematical and physical concepts used along our work and then to point
out some of the results. About these, we can say that they are promising, otherwise this
Thesis could not have been completed, and they will be detailed in the subsequent Chap-
ters. Concerning the principal tools we have used, key words in our work are: Eulerian
and Lagrangian descriptions of fluid motion, Lagrangian Chaos, the Proper Orthogonal
Decomposition and Genetic Algorithms. Other more particular concepts playing a funda-
mental role in this Thesis are: Lyapunov exponents, multifractality and quasigeostrophic
dynamics, which will not be presented now and we remit the reader to the widely existing
literature about them ([2], [3], [4] and references therein). Therefore, and despite the fact
that they are discussed in some of the different Chapters, we next proceed to the introduc-
tion of these principal tools with the aim of providing the reader a general overview of the
context of our work.
4 Introduction
1.1 Some basic concepts and tools
1.1.1 Eulerian and Lagrangian descriptions
The description of fluid motion can be addressed following two different ways. One can
deal at any time with velocity, pressure and density fields at any spatial point in the fluid,
or either, one deals with the trajectory of each fluid particle. The first approach is usually
called Eulerian and the second one Lagrangian. In principle both are equivalent, and if we
denote by  "!$#%'& the Eulerian velocity field, which tells us the value of the fluid velocity at
any space-time point  "!$#%'& , then the motion of a fluid particle with initial localization !( )ﬀ*&
is given by
*!
*%
+ "!$#'%'&-, (1.1)
The expression (1.1) establishes the physical connection between the Eulerian and La-
grangian descriptions. It clearly reads that when a particular fluid particle is known to be
at a specific space-time point, its Lagrangian velocity must be equal to the Eulerian field
value at that space-time point.
1.1.2 Lagrangian Chaos
In a first part of this memory we will be interested in the transport of substances by flows
yielding Lagrangian chaos, concept which is related with the formerly mentioned unpre-
dictable character of oceanic flows. Let us briefly mention some ideas about this concept
of Lagrangian chaos, also called Lagrangian turbulence or chaotic advection [5], [6]. One
speaks of Lagrangian chaos when (1.1) has a sensitive dependence on initial conditions,
i.e., initially nearby trajectories diverge exponentially fast. It is important to note that La-
grangian chaos can appear even in flows which are not turbulent in the Eulerian description.
Restricting ourselves to the situation of a two-dimensional incompresible flow (the one of
interest along our work):  "!$#%'&(ﬁ.0/ "12#435#%'&76198:.0;ﬃ "12#435#%'&63 . Then, the incompressibility
condition, <"=ﬁ>.0/@?ﬃ>A1(8B>.C;C?@>D39ﬁﬀ , means that we can express  in terms of a stream
function EF G12#435#%'& ,
.0/  H
>E
>3
(1.2)
.0; 
>E
>1
(1.3)
Now, the motion of a fluid particle given by (1.1) is written in terms of the stream function
as:
*1
*%
 H
>E
>3
(1.4)
I3
*%

>E
>A1
, (1.5)
Moreover, the form of the above equations resembles that of a one-degree-of-freedom
Hamiltonian system, if we identify the stream function with the Hamiltonian, 1 with the
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momentum   , and 3 with the position  . If EJKEL "12#435#%'& is time-dependent, Eqs. (1.4, 1.5)
are a time-dependent two-dimensional system of ordinary equations. Standard theorems
[7] state that chaotic solutions for the above system of equations are likely to occur for
particular values of the system parameters. In Hamiltonian dynamics this is the so-called
Hamiltonian Chaos; that is, Lagrangian chaos, chaotic advection or Hamiltonian chaos are
equivalent concepts or approaches, and the tools, theorems, etc., developed for the study of
any of these are completely similar in the others.
Hamiltonian systems are just a particular, but very important, type of dynamical sys-
tems. In any case, some fundamental concepts coming from Hamiltonian dynamics deserve
a further consideration, though we remit to the huge literature on this topic for a deeper in-
sight [8], [9]. First, a most relevant property of these systems is that since they conserve
phase space volume (there is no dissipation of energy), they do not possess attractors of the
dynamics. Another very important characteristic is that of integrability.
Briefly, a Hamiltonian system with M degrees of freedom is integrable if and only if M
independent integrals of the motion exist. More formally, a system with a time-independent
Hamiltonian N< "POQ#   O"& with M degrees of freedom, i.e., RSUT*#,V,W,XM , is said to be integrable
if there exist M independent, smooth constants of motion YPO ,
IYPO
*%
ﬁﬀZ# (1.6)
that are in involution, [
Y-O\#4Y]_^5KﬀZ# (1.7)
where
[
#^ is the Possion bracket, that is,
[X`
#a7^5
>
`
>PO
>Aa
>
 
O
H
>
`
>
 
O
>Aa
>-O
, (1.8)
The reason that the constants are required to be smooth and independent is that the
equations Y-O9cb_O , where the bdO ’s are constants, must define M different surfaces of di-
mension ﬂﬃMeHﬁT in the ﬂ@M -dimensional phase space. The reason for the constants to be
in involution is that one wants to use the Y ’s (or combinations of them) as momenta, and
momenta must pairwise commute. In coordinates of this type the motion is quite simple.
Sometimes additional requirements are added in definitions of integrability. For exam-
ple, one can add the requirements that the surfaces YPOfgbdO for RhiT*#_ﬂj#,V,V,W#dM be compact
and connected. If this is the case the motion takes place on an M -torus and there exist
action-angle variables  lk*O\#_mLOG& in terms of which Hamilton’s equations have the form
Ak*O
*%
nH
>5N
>5mLO
+ﬀZ#
mLO
*%

>DN
>okﬃO
+pOq rs&-# (1.9)
where R'#lt9uT*#_ﬂj#,V,V,W#dM . The second of Eqs. (1.9) is easy to integrate, yielding
mFOl "%'&fﬁmLOl )ﬀI&o8vpOq rs&w%_# (1.10)
where m is defined modulo ﬂCx , and pOw ro&fy{z-|
zP}'~
are the frequencies of motion around the
M -torus.
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Therefore, an integrable system is characterized by regular trajectories in phase space.
Moreover, the trajectories of an M degrees-of-freedom system in the phase space are re-
stricted to lie on a M -dimensional torus, as it is clear from Eq. (1.10). Thus, for integrable
systems, we can view the phase space as being completely occupied by M -tori almost all of
which are in turn filled by quasiperiodic orbits. Most interesting for us are the nonintegrable
or chaotic Hamiltonian systems, just because they are close, in fact they are equivalent, to
incompressible fluid systems yielding Lagrangian chaos (with the above mention substi-
tution of real space coordinates of the flow with the phase space coordinates, and stream
function with Hamiltonian). These are characterized by irregular or stochastic trajectories
in phase space or, exploiting further the equivalence with fluid flows, irregular trajectories
of fluid particles in real space. Of a great theoretical relevance are the weakly nonintegrable
systems, or in other words, integrable systems that have been slightly perturbed. In these,
the Kolmogorov-Arnold-Moser (KAM) theorem establishes the coexistence at all scales of
regions of regular trajectories, the so-called KAM tori, and regions of stochastic trajecto-
ries. The stronger the perturbation from integrability the smaller the number of surviving
KAM tori. These are very important in the context of fluid motion since they can act as
transport barriers for the flow, decreasing the mixing properties of the fluid.
As an example of the KAM theorem, we show in Fig. 1.1 the phase space of a non-
integrable system. In particular, the trajectories shown in Fig. 1.1 have been obtained
by iterating a Hamiltonian map, that is, a discrete-time version of a Hamiltonian system
[4], known as the standard map. This is a two-dimensional map defined in the square[
ﬀZ#_ﬂCxs^s
[
ﬀj#_ﬂCxs^ and given by:
1

  "18vn'3@

&Ł9ﬂCx (1.11)
3@

  3@8v1*&ŁjﬂCx$, (1.12)
When  ﬀ the standard map (1.11,1.12) is not integrable. Moreover, as it is shown
in Fig. 1.1, the larger  the less the number of regular trajectories (KAM tori, which in the
present case of two dimensions are circular trajectories) in the phase space.
1.1.3 The Proper Orthogonal Decomposition
Another fundamental tool in the development of this thesis is the use of the Proper Orthog-
onal Decomposition (POD), or Karhunen-Loeve (KL), or Empirical Orthogonal Functions
(EOF), just to give some of the names, technique. In a few words, the POD is a linear data
analysis technique which separates a given data set into orthogonal spatial and temporal
modes. That is, it provides a basis for a modal decomposition, similar to the Fourier basis,
but with some striking features.
Suppose that we have an ensemble 0DC of complex scalar fields, each being a function
  "1&<

 )p& , p   (in particular, in our calculations the ensemble of func-
tions is given by different snapshots of the time evolution of a spatiotemporal field, that
is, 0   G12#%

& . The idea behind the POD is straighforward: we want to find a func-
tional basis @ ]C "1&_C¡
]'¢
 that is optimal for the data set in the sense that finite-dimensional
representations of the form
5£L G1&(
£
¤
]¢
*¥
]P ]ﬃ G1& (1.13)
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Figure 1.1: Plots of trajectories obtained iterating the standard map (1.11,1.12) for four
values of  ; a) e+ﬀZ,­¬ ; b) e®Tﬃ,­ﬀ ; c) e¯ﬂj,­¬ ; d) °+±A,Xﬀ .
describe typical members of the ensemble better than representations of the same dimen-
sion M in any other basis.
Therefore, the mathematical statement of optimality is that we should find a  ² G1&³


 )p& , suitably normalised, that has the maximum averaged projection onto  , i.e.:
´
¥
15µZ¶
/-·G¸º¹*»
¶­¼
·0½¾
 2#_¿&
¾

	
¾
 )¿L#_¿&
¾

½n¾
 2#_ &
¾

	
¾
 ) #_ &
¾
# (1.14)
where
½

	 is the ensemble average (temporal average in our applications), and  "#d¿&À
Á
¼
 "1&¿hÂ0 G1&'*1 is the usual scalar product in 

 p& (note that other different functional
spaces with different scalar products could be used in this optimization problem, and given
rise to another POD basis). A different, but equivalent, way to read the optimization prob-
lem (1.14) is that we are interested in finding a structure   which has the largest possible
correlation with  "1& .
In this way, the problem is one of the calculus of variations: to extremise
½¾
 2#_ &
¾

	
subject to the constraint
¾
 Q 2#_ &
¾
®T . It is easily shown [10] that the problem finally reduces
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to find the largest eigenvalue of the following integral equation:
Ã
Ä "12#1ÅV&' ² G1ÅV&'*1ÅZﬁÆ5 ² G1&-# (1.15)
where Ä G12#1
Å
&f
½
 "1&w5Â "1
Å
&
	
.
Moreover, Hilbert-Schmidt theory assures that there is a countable infinity of eigenval-
ues and eigenfunctions that provides a diagonal decomposition of the averaged autocorre-
lation function:
Ä G12#1 Å &f
¡
¤
]'¢

Æ]P j]C "1&' 
Â
]
 G1 Å &-# (1.16)
and that the eigenfunctions  j] are mutually orthogonal. They are the empirical orthogo-
nal functions. Thus, the optimal basis is given by the eigenfunctions @ ] of the integral
equation (1.15) whose kernel is the averaged autocorrelation function Ä "12#'1
Å
& .
Also, almost every member of the ensemble 0   used in the averaging
½

	 leading to
Ä "12#'1
Å
& can be reproduced by a modal decomposition based on the eigenfunctions @ j] ¡
]¢
 :
 G1&$
¡
¤
]¢
ﬃ¥
]º ]C "1&-# (1.17)
where the 
¥
]
¡
]¢
 are random variables satisfying:
½
¥

¥
ÂÇ
	
¯Æ
PÈP
Ç
, (1.18)
The eigenvalues Æ

are all positive and are ordered in such a way that the convergence
of the representation (1.17) is optimized. The mean square of
¥
 is as large as posible, the
one of
¥
 is the second largest, and so on. We remark that, among all linear decompositions
with respect to an arbitrary basis @¿ÀOq "12#3A&d , for a truncation or order M , i.e.,  £  "12#435#%'&$
É
£
OÊ¢

¥
Ol "%'&¿ÀOw "12#43Z& , with
¥
Ow G%'&(
Á4Ë
 "12#3#%'&'¿ÀOl G12#43Z& , the minimum error, defining the error
as Ì®Í
Á
Ë
 ÎH
£
&

*1573DÏ , is obtained when CÐÒÑROw G12#43A&d is the POD basis @ DOw G12#43Z&_ .
Because of the above mentioned characteristics of the POD, the empirical eigenfunc-
tions  j] constitute an optimum basis for a Galerkin approximation to the dynamics, in
order to obtain a low dimensional description for this. Suposse that the scalar field is time
dependent  "12#'%'& , and obeys an equation of the type
I
*%
ﬁÓÎ &_# (1.19)
where Ó wÊ& represents a nonlinear operator that may involve spatial derivatives and/or inte-
grals. The optimum Galerkin projection is approached by considering the M -dimensional
modal decomposition in terms of the POD basis:
 G12#%'&$
£
¤
]¢
ﬃ¥
]@ "%'& ]C "1&-# (1.20)
where now the coefficients
¥
] are time dependent. Projecting (1.20) onto (1.19), and using
the orthogonality of the basis functions @ j] , a system of ordinary differential equations (a
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low dimensional model) is obtained for the coefficients
¥
]C "%'& :

¥

*%
ÕÔÖZÓ×ÔÖ
£
¤
]¢
 ¥
]ﬃ G%'& ]@ G1&wØÙ<#d 

 G1&wØÙ<#ÚnT*#_ﬂj#,V,V,W#dMÛ# (1.21)
where  w#_& is the usual scalar product. We remark that the Galerkin approximation is suitable
for any functional basis, like for e.g. the Fourier basis, but the obtained low dimensional
model (1.21) is optimum when the POD basis is used in the modal decomposition (1.20).
Just to finish with this brief introduction to the POD technique, let us remark the
following points: a) the formulation we have presented is the simplest one, some other
POD basis obtained in Sobolev spaces or with a different metric have been studied, for
e.g., in [11]. b) Also, the temporal sorting is not used to obtaining the POD basis, i.e.,
the same basis is obtained for the ensembles 0  Ü0 "12#%  &-#4 "12#'%  &-#,V,V,X "12#'%lI&d and
0

ÛÝ0 "12#'%

&-#4 G12#%

&-#º,W,V,X G12#%lI&d . A POD formulation where information about the
temporal sorting is considered can be consulted in [12]. c) The POD is a linear technique:
it is just an eigenvalue problem (1.15). Therefore, the POD is, among all linear decompo-
sitions, the most efficient for reconstructing a signal  "12#%'& (once the vectorial space with
its metric has been fixed). Nonlinear techniques similar to the POD are unknown to the
author, but a very complete review of the POD with extensions and comparisons with other
analysis techniques can be consulted in [10, 13].
1.1.4 Genetic Algorithms
To finish of filling up our toolbox of methods, we proceed to introduce the prediction tech-
nique of the Genetic Algorithms (GA). These are a kind of evolutionary computational
methods, i.e. optimization methods in which the optimal solution is searched through steps
inspired in the natural evolution: selection and survival of the fittest. Usually the opti-
mization target is a mathematical procedure of known form, but with many undetermined
parameters. A population of candidate procedures is generated by expressing different sets
of these parameters as binary strings. The perfomance of each procedure is evaluated and
those that are fitter or do better according to some specific criteria are allowed to reproduce.
Reproduction may be sexual, by taking the strings of two fit parent procedures and gener-
ating the binary string for the descendant by using cross-over and perhaps mutation, or it
may be asexual, in which case just mutation is used. Over many generations, the population
tends towards more successful procedures.
A very nice example of the use of the GA’s has appeared recently in [14], where auto-
matic design and manufacture of robots is carried out. This can give us an idea of the power
and versatility of this technique. In particular, we will use the GA’s as predictors for time
series. Thus, given a time series  "1  #'1  #,V,W,V#1AÞ& , GA’s look for a mathematical law relating
any variable with some of the past: 1ßo
`
 "1ßáà

#'1ßáà

#,W,V,V#1ßáà¹A& . The first step is to choose
a subset of the time series, the so-called training set 1D¹*  #,V,V,W#1AÞ2 , where the algorithm
will be working on to find an expression like this. Then the algorithm proceed as follows:
 i) Initialization. M different expressions
`
built up from random combinations of
real numbers, some of the 1ß , and the four basic arithmetic operators, 8#HÒ#*#
¥Iâ
äã ,
are generated.
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 ii) Fitting and surviving. For each of these expressions, estimates of 1ß in the train-
ing set are computed and compared (using the variance, for e.g.) with 1ß of the real
data. Then, the half of these expressions with best fitting survive and the rest disap-
pear.
 iii) Reproduction. The survivors in the former step form mates and reproduce, gen-
erating new expressions by interchanging some chains of operators, real numbers and
1ß . This is done in such a way that the fitting is improved in any new generation.
 iv) Mutation. Some of the parts of the new expressions can be randomly mutated.
 v) Evolution. This process is repeated iteratively until an optimum fitting expression
is obtained.
Another important part of the algorithm is the encoding of the form of the equation
strings into a numerical structure that allows an easier and faster computational handling.
This encoding is accomplished through coordinate pairs in the following way: a pair  )Ú#T0&
represents an operator in the equation string. The values of Ú range from T to ± to represent
addition, subtraction, multiplication or division, respectively. Pairs of the form  
¥
#_ﬂ*& with
¥
being a real number distributed in
[
HLå

#_å

^ ( å  #_å  parameters) represent real arguments
of the equation while pairs  Vt*#dæI& with t integer verifying T  t   indicate the arguments
given by the element 1 G%SHt& in the time series.
In addition, it is used in the algorithm the postfix notation, which refers to the notation
in which the operator symbol is placed after its two operands. For example, the postfix
expression çFè8 corresponds to the standard notation çé8¯è . An example of encoded
string in the algorithm is ÐÜÜj qTﬀj,WT*#dﬂ*&-#0 æZ#dæI&_#0 qTﬃ#T0&-# Qﬂj#dæ*&-#0 æZ#T0&d that corresponds to
 qTﬀZ,WT(8J1 "%HJæI&&l1 "%Hvﬂ*& .
Now and before proceeding to detail the different Chapters of this work, I (please note
that it is not written ’we’) would like to remark that, though a better knowledge of ocean
dynamics has been my principal aim, the spirit guiding my almost four years work has
been to contribute to the general understanding of the so-called complex systems, that is,
spatiotemporal disordered systems. I believe in the claim by Goldenfeld and Kadanoff [15]
that apparently there are no general laws for complexity, and in this sense, the classical
approach of Physics of looking for simple but general laws seems not to work, at least
nowadays, when we manage with complex systems, that is, with the real world. Nonethe-
less, one must reach for experience and lessons that might be learned in one and applied to
another. I would like to think that with this thesis I could modestly contribute to this hope.
1.2 Outline of the Thesis
Next, let us outline the contents of this thesis. There are two main different parts: the
first one comprises Chapters 2, 3, 4 and 5. This part concerns with the study of spatial
structures of active (in the sense defined above) substances, advected by a two dimensional
chaotic flow. The second part, formed by Chapters 6, 7 and 8, is dedicated to obtaining low
dimensional descriptions of long (real or numerical) data sets and making predictions.
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In the following, we give a deeper introduction to the different Chapters of this mem-
ory; but first of all, we should say that every Chapter is selfcontained and could be read
independently. This fact has given rise to some repetitions and, sometimes, surplus of in-
formation, mainly in the introductory sections to every Chapter, which we think (and hope)
that do not break the fluent reading of the Thesis.
So, in the second Chapter, entitled Smooth-filamental transition of active tracer fields
stirred by chaotic advection we study the spatial structure of an active field advected by a
chaotic flow. The fundamental restriction is the assumption that the intrinsic dynamics of
the field, that is, its chemical or biological dynamics is characterized by a negative Lya-
punov exponent. Then, in the limit of small diffusivity, the full dynamics can be divided
in its two subsystems, that is, advection plus reaction. Each of these has its own Lyapunov
exponent, negative the one of the reaction part, and positive the one of the flow (a chaotic
flow is assumed). The main result of this first Chapter is that depending on the relative
strength of both exponents, the spatial structure can be a) smooth, if the stability of the
reaction part overcomes the stirring due to the chaotic flow, and b) fractal, in the opposite
case. In addition, an expression relating the Ho¨lder exponent of the filamental structure
with the Lyapunov exponents of the system is presented. It is important to note that all
along this Chapter a monofractal (as opposed to the multifractal studies in Chapter 3) de-
scription is assumed. In other words, a spatially uniform Lyapunov exponent for the flow
is considered. Also, we perform numerical simulations supporting these theoretical results.
In Chapter 3, The multifractal structure of chaotically advected chemical fields, we
try to get a deeper insight into the spatial structures previously studied in Chapter 2. We
also consider a 2d chaotic flow stirring a chemically stable (Lyapunov negative) substance,
but now we particularize to a decaying chemical dynamics. We perform more carefully the
analytical calculations of the former Chapter and we generalize the results when open flows
are also considered. These are characterized by unbounded trajectories of fluid particles.
On the contrary, closed flows, the ones used in the numerical simulations of the second
Chapter, have all the trajectories of the fluid particles bounded. Moreover, we focuss in
the multifractal character of the spatial patterns of the active substance, i.e., in the spatial
dependence of the Ho¨lder exponent of the chemical field. We study how this dependence
affects the scaling exponents of the structure functions, and relate these to the distribution
of local Lyapunov exponents of the chaotic flow.
Next in Chapter 4, Chaotic advection of reacting substances: Plankton dynamics on a
meandering jet, the results of the former Chapters are applied to a more oriented oceanic
problem. We use as flow a mathematical model for a meandering jet. That is, a flow of
fluid in a direction and showing meanders in the perpendicular one. In addition, the reacting
dynamics is that of a plankton model. Specifically, we consider a model with three trophic
levels including nutrients (of chemical origin), phytoplankton and zooplankton.
Chapter 5, Population dynamics advected by chaotic flows: a discrete-time map ap-
proach, is a first tentative to describe the dynamics of reacting substances advected by
chaotic flows in terms of discrete-in-time maps. This allows a more accurate numerical
treatment of the problem. In particular, we study how a localized distribution of preys or
nutrients may affect the spatial structure of the predators. This is carried out by considering
the analogies of the advection plus reaction system with a random map. In addition, some
attempts to study the case of positive chemical Lyapunov exponet are presented.
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In the sixth Chapter, Low dimensional dynamical system for an oceanic eddy observed
in satellite data, we try to study the dynamics of coherent structures present in real data, in
particular, in altimetry data of the oceanic surface. We analyse satellite data of the Western
Mediterranean basin with the Proper Orthogonal Decomposition, which allows to identify
a moving eddy in the data. Then, the POD is used to obtain a low dimensional approxi-
mation to the full dynamics of this eddy. This is done by projecting the POD modes over
a hydrodynamical model of the oceanic region under study. Finally, nonlinear dynamics
tools are used to study this low dimensional model.
In Chapter 7, entitled Forecasting confined spatiotemporal chaos with genetic algo-
rithms, we present a new technique for predicting spatiotemporal series of data. The tech-
nique consists in the successive application of the POD and genetic algorithms (GA). With
the POD we reduce the full spatiotemporal dynamics to a small number of time series. Af-
ter this, and differently to the former Chapter where a physical model of the system was
assumed, we make predictions of these time series by applying a genetic algorithm to each
of these time series. We check this method with data obtained from a numerical simulation
of a mathematical model displaying spatiotemporal chaos, the Complex Ginzburg-Landau
equation.
In Chapter 8, Forecasting the sea surface temperature space-time variability of the Alb-
oran Sea with genetic algorithms, we apply the technique developed in the former Chapter
to real satellite data of the sea surface. These correspond to monthly averaged data of the
sea surface temperature of the Alboran Sea, an area of the Mediterranean Sea. The only
modification with respect to the method applied to numerical data of Chapter 7, is a kind
of cleaning of the data again with a POD of every obtained time series.
Finally, in Chapter 9 we present a summary of the Thesis.
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Chapter 2
Smooth-filamental transition of active
tracer fields stirred by chaotic advection
The spatial distribution of interacting chemical fields is investigated in the non-diffusive
limit. The evolution of fluid parcels is described by independent dynamical systems driven
by chaotic advection. The distribution can be filamental or smooth depending on the rel-
ative strength of the dispersion due to chaotic advection and the stability of the chemical
dynamics. We give the condition for the smooth-filamental transition and relate the Ho¨lder
exponent of the filamental structure to the Lyapunov exponents. Theoretical findings are
illustrated by numerical experiments.
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2.1 Introduction
The Lagrangian description of fluid flows, considered in the framework of chaotic dynam-
ical systems, has given important insight into mixing and transport [6]. In many situations
of practical interest scalar fields describing some property of the fluid are not just sim-
ply advected by the flow, but are active in the sense that they have their own dynamics,
in general coupled to the transport and mixing process. (In the following we will refer
to this as the ’chemical’ dynamics of the system.) Typical examples of active fields in
mixing flows are concentrations of reacting chemicals [16, 17] (in industrial processes or
the atmosphere) and interacting biological populations of microorganisms in a fluid (e.g.
plankton populations stirred by oceanic currents [18]). The spatial structure of such fields
often has complex filamental character [19]. Previous work has investigated the temporal
evolution of reactions such as çê8êè{ë ì or çê8êèë ﬂ@è in closed flows [17, 20, 21]
as an initial value problem. The absence of chemical sources in these cases necessarily
implies a homogeneous final state of the system. The same reactions were also studied in
open chaotic flows [22] where a stationary fractal distribution arises due to the properties
of the underlying (chaotic scattering-like) advection dynamics [23]. Here we show that
in the case of stable chemical dynamics (in a sense defined below) and in the presence of
chemical sources persistent filamental fractal patterns can also arise in closed flows.
2.2 Eulerian and Lagrangian description of the problem.
The governing equations for a set of M interacting ’chemical’ fields ìO mixed by a incom-
pressible flow  í7#%'& , independent of the chemical dynamics, can be written as
>DìO
>%
8< í7#%'&CìOsêîäO
[
ì

 í@&-#,V,V#dì£ í@&-#4í^)# (2.1)
where R(gT*#,V,W#dM . The operators îäO in general contain spatial derivatives of the fields ìO ,
e.g. a Laplacian term representing diffusion.
Let us assume that the advective transport dominates and diffusion is weak. If we
neglect non-local processes like diffusion on the right hand side of (2.1) ÓO becomes a
simple function of the local concentrations and coordinates. In this case the Lagrangian
representation leads to a considerable simplification of the equations, leading to a low-
dimensional dynamical system
Ií
*%
ïh "í7#%'&-#
ìO
*%
+ÓOw ì

#dì

#,V,V#dì£#4í@&-#fR®T*#,V#dMð# (2.2)
where the second set of equations describes the chemical dynamics inside a fluid parcel
that is advected by the flow according to the first equation. The coupling between the
flow and chemical evolution is non-trivial if some of the functions Ó2O depend explicitly on
the coordinate í . In applications this dependence of Ó2O can appear as a consequence of
spatially varying sources, spatially varying (e.g. temperature dependent) reaction rates or
reproduction rates of biological species. It is therefore natural to include this dependence
in the model to be considered.
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Although we use a Lagrangian representation, our aim is to follow not the chemical
evolution along individual trajectories, but the spatiotemporal dynamics of the chemical
fields ìOl í7#%'& that is equivalent to the evolution of the ensemble of fluid parcels under the
dynamics (2.2). Thus the original problem defined in an infinite dimensional phase space
is reduced to an ensemble problem in a low-dimensional dynamical system.
By neglecting diffusion, we may miss certain classes of behaviour such as propagating
waves, typical for reaction-diffusion systems [24]. However, as we shall see later, we
capture a non-trivial behaviour that we believe to be characteristic of the full advection-
reaction-diffusion problem when diffusion is weak.
We assume that the flow  í7#%'& is two-dimensional incompressible and periodic in
time with period ñ . These conditions in general lead to chaotic advection even in case of
simple spatially smooth (non-turbulent) velocity fields. Since the advection is independent
of the chemical dynamics it can be characterised by its own Lyapunov exponents Æò  	
Æò

. Incompressibility implies that the advection is described by a conservative dynamical
system and thus Æ ò  nHLÆ ò .
For numerical investigations we used a simple time-periodic flow that consists of the
alternation of two steady sinusoidal shear flows in the 1 and 3 direction for the first and the
second half of the period, respectively. The flow is defined on the unit square with periodic
boundary conditions by the velocity field
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%²ŁÄñøH
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÷º*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where mÄ G1& is the Heavyside step function.
ô
ë ﬀ corresponds to an integrable limit of
the advection problem. We will consider the case
ô
uT*,­ﬀ producing a flow that consists of
one connected chaotic region. The parameter ñ controls the relative time-scale of the flow
and reactions. By changing ñ we can vary the Lyapunov exponents of the flow without
altering the shape of the trajectories and the spatial structure of the flow.
Since the trajectories íj G%'& are chaotic the chemical dynamics (2.2) correspond to a
chaotically driven dynamical system. This subsystem can be characterised by the set of
chemical Lyapunov exponents ÆDù  	 ÆDù 	 ,W,V, 	 ÆDù
£
, that depend on the driving by the
chaotic advection. Here we will only consider the simplest situation, when the largest
chemical Lyapunov exponent is negative and, for a fixed trajectory íj "%'& , the chemical evo-
lutions converge to the same globally attracting chaotic orbit for any initial condition in
the chemical subspace. In the case of no explicit space dependence in the functions Ó2O
(i.e. no driving) this would correspond to a globally attracting fixed point of the chemical
subsystem.
A simple example of such a system (relevant for atmospheric photochemistry) is the de-
cay of a chemical species ( M°uT ) produced by a non-homogeneous source, with chemical
dynamics ú
ìu
¥
 "íﬃ&²HJû_ìü# (2.4)
for which ÆDùnHLû independently of the driving.
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2.3 Spatial structure of the chemical fields: smooth and
filamental patterns.
First we investigate the temporal evolution of the chemical fields. Although the Lagrangian
variables ìOw G%'& have a chaotic time-dependence according to the positivity of the largest
Lyapunov exponent for the full dynamical system (2.2), it can be shown that the Eulerian
chemical field ìOl í7#%'& is asymptotically periodic in time with the period of the flow. In
order to obtain the values of the fields at point í at time % one can Rl& integrate the advection
backward in time and use the obtained trajectory íj "%
Å
& ( ﬀ
½
%
Å
½
% ) and the initial values of
the chemical fields at the point íj )ﬀI& to RQRl& integrate the chemical dynamics forward in time
from 0 to % . The value of the field at the same point at time %08
â
ñ can be obtained similarly.
The resulting backward trajectory will be the same (due to the periodicity of the flow) but
longer. By integrating the chemical evolution forward in time for
â
ñ we obtain a problem
equivalent to the previous one with a different set of initial concentrations, that according
to the assumptions made above ( Æ5ù 
½
ﬀ ) converge to the same orbit. Consequently the
chemical fields are asymptotically periodic in time
ý
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Ç²þ
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where ß+%²ŁÎ9ñ , defining an asymptotic chemical field ì ¡Ä í7#ßD& .
In the following we investigate the spatial structure of the chemical fields. For this we
calculate the difference
È
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that can be obtained by integrating (2.2) along two trajectories ending at the preselected
points í and íä8
È
í at time % . The time evolution of the distance
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È
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¾
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can be estimated from the time reversed advection dynamics as
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where ÆDò Æò  	 ﬀ for almost all final orientations  G%'& y
È
íZ G%'&?
¾
È
íj G%'&
¾
. The only
exception is the unstable contracting direction of the time reversed flow corresponding to
ÆòﬁÆDò

½
ﬀ .
By expanding (2.2) around the chaotic orbit ìOl íj "%'&'& we obtain a set of linear equations
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with initial condition
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í@& are the initial chemical fields.
In the simplest case M ®T the solution of (2.8) can be written explicitly as
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where
ÆB
T
%
Ã
ß
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that becomes equal to the chemical Lyapunov exponent Æ5ù in the %Lë  limit. The first
term in (2.10) represents a deviation due to non-homogeneous initial conditions and the
second one describes the effect of different histories of the two trajectories appearing via
the space dependence of Ó .
Using (2.7) we obtain from (2.10) for the projection of the gradient of ì to a direction
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The convergence of the right hand side of the above equation for %Fë  depends on the
sign of the exponent Æ ò 8êÆ5ù . If Æ ò
½¾
Æ5ù
¾
the convergence of the chemical dynamics is
stronger than the dispersion of the trajectories in the physical space and results in a smooth
field ì ¡Ä í7#ß& . On the contrary, if Æò 	
¾
Æ
ù
¾
the memory of the chemical dynamics decays
too slowly to forget the different spatial histories (or initial conditions). In this case the limit
does not exist and the field ì ¡9 í7#ß& has an irregular structure that is almost nowhere differ-
entiable. There exists, however, at each point one special direction in which the derivative
is finite. This direction is the contracting direction in the time-reversed advection dynamics
corresponding to the negative Lyapunov exponent of the flow Æò . Thus we suggest a pre-
cise definition of a filamental structure, being a non-differentiable field, that is still smooth
in one direction at each point (with that direction itself varying smoothly).
The irregular chemical field can be characterised by its Ho¨lder exponent  defined as
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Expressing time from (2.7) as
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and inserting it in (2.13) we obtain
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For very long times and in a closed flow
¾
È
íj )ﬀI&
¾
will saturate at a finite value in the backward
advection dynamics. Thus the Ho¨lder exponent is =
¾
Æ
ù
¾
?*Æò . Certainly, diffusion would
smooth out the small scale filamental structures below a certain diffusive scale (approaching
zero for smaller and smaller diffusivities), setting a cut-off for the scaling relation (2.15).
Nevertheless, above the diffusive scale filamental structures will persist for arbitrarily long
time since, in the presence of chemical sources, the effect of diffusion is balanced by the
continuous generation of small scale structures by the chaotic advection.
As an example we consider the system (2.4), which is the simplest possible system
that exhibits the smooth-filamental transition, using a source term of the form
¥
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Figure 2.1: Smooth  
¥
& and filamental  )û-& distributions of the decaying substance (eq.2.4)
mixed by the flow (eq. 2.3) after 20 periods using
¥

Uﬀj,WT , ûü{Tﬃ,­ﬀ ,
ô
×T*,­ﬀ and initial
condition ìÎ í7#%ÄÝﬀI&ÎÝﬀZ,­ﬀ . The integration has been done for ﬂﬃﬀ*ﬀÛvﬂﬃﬀ*ﬀ points with
final positions on a rectangular grid. For
ô
cT*,Xﬀ the numerically calculated Lyapunov
exponent of the flow is ÆDò ﬂj,XæI¬*?Cñ . The period of the flow is ñ° ¬j,Xﬀ ( ÆDò
½
û ) in
 
¥
& and ñÝT*,Xﬀ ( Æò 	 û ) in  )û-& , respectively.  )bP& coexistence of smooth and filamental
structures for
ô
+ﬀZ,­¬ and ñïuT*,Xﬀ .
T8
¥

'Ò QﬂCx1&jW  )ﬂCxo3Z& . Numerically calculated chemical fields (obtained by a backward
integration of the advection problem and forward integration of the chemical dynamics
[25]) of both types are shown in Fig.1a and b. Figure 2 shows a section of the smooth
and filamental fields of Fig.1 along the line 3éﬀZ,­ﬂ*¬ . We also measured the box counting
fractal dimension of the function ì "íﬃ& along a cut in the 1 direction, which is related to the
Ho¨lder exponent by  {ﬂ Hﬀ [26]. Numerically computed values agree well with the
theoretical prediction as shown in Fig. 3. If the flow does not consist of only one connected
chaotic region, but is composed by chaotic regions separated by KAM tori, the Lyapunov
exponents of the flow are different in each chaotic region and the structure of the chemical
field can be smooth in certain regions but filamentary in others (Fig 1c.).
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Figure 2.2: Sections of the smooth  
¥
& and filamental  ûP& fields shown in Fig.1 along the
line 3ÄKﬀZ, ﬂﬃ¬ .
In the more general case M 	 T the same smooth-filamental transition can be obtained.
Let us once again consider at a particular time % the difference
È
ìOl "%'& in the chemical fields
over a small preselected displacement
È
í . The time dependence of a set of initial deviations
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where Æ is one of the Lyapunov exponents of the system. For a typical choice of the
final deviation
È
íj G%'& ,
È
í will be divergent in the time reversed dynamics, and consequently
contracting in the forward direction. Thus, the contribution of
È
í decays in the left hand side
of (2.16) and Æ cannot be the positive Lyapunov exponent Æ ò  so the typical value of Æ will
be the second largest Lyapunov exponent. There are thus two possibilities Æ ¯Æ ò nHFÆ ò 
(if ÆDò 	 Æ
ù
 ) or ÆB¯Æ
ù
 (otherwise). We can now divide both sides of (2.16) by
È
íj "%'& using
(2.7)
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Figure 2.3: Box counting fractal dimensions of the functions ì G1& shown in Fig.2. Num-
ber of boxes needed to cover the graph of the function ìÎ "1& vs. the box size  (squares)
and slopes corresponding to the relation ¯ﬂFH<û-?*Æ ò .
Thus, the chemical fields ìOw "íﬃ& become non-differentiable in the %fë  limit if ÆDò  	
¾
Æ
ù

¾
.
2.4 Summary
Just to summarize and very briefly, we have studied the spatial distribution of active tracer
fields, such as plankton populations or reacting chemicals, stirred by chaotic advection.
This has been done in the non-diffusive limit which has allowed us to debscribe the advection-
reaction-diffusion system as a set of independent dynamical systems. Depending on the
relative strength of the flow and the chemical dynamics the spatial distribution of the trac-
ers can be smooth or filamental. Also, in the case of the filamental pattern, we have related
the Ho¨lder exponent (or the fractal dimension) of this with the dynamical magnitudes of
the system, i.e., the Lyapunov exponents of the flow dynamics and the one of the chemical
dynamics. It is important to note that all along this Chapter a spatially uniform chemical
Lyapunov exponent has been considered. The case of spatial dependence is treated in the
next Chapter.
Chapter 3
The multifractal structure of chaotically
advected chemical fields
The structure of the concentration field of a decaying substance produced by chemical
sources and advected by a smooth incompressible two-dimensional flow is investigated. We
focus our attention on the non-uniformities of the Ho¨lder exponent of the resulting filamen-
tal chemical field. They appear most evidently in the case of open flows where irregularities
of the field exhibit strong spatial intermittency as they are restricted to a fractal manifold.
Non-uniformities of the Ho¨lder exponent of the chemical field in closed flows appears as a
consequence of the non-uniform stretching of the fluid elements. We study how this affects
the scaling exponents of the structure functions, displaying anomalous scaling, and relate
the scaling exponents to the distribution of local Lyapunov exponents of the advection dy-
namics. Theoretical predictions are compared with numerical experiments.
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3.1 Introduction
Mixing in fluids plays an important role in nature and technology with implications in
areas ranging from geophysics to chemical engineering [6]. The phenomenon of chaotic
advection – intensively investigated during the last decade – provides a basic mechanism
for mixing in laminar flows [5]. Briefly stated, chaotic advection refers to the situation
in which fluid elements in a non-turbulent flow follow chaotic trajectories. Advection by
simple time-dependent two-dimensional flows falls generically under this category. Stirring
by chaotic motion, with its characteristic stretching and folding of material elements, is able
to bring distant parts of the fluid into intimate contact and thus greatly enhances mixing by
molecular diffusion acting at small scales.
Mixing efficiency becomes specially important when the substances advected by the
flow are not inert but have some kind of activity. By ‘activity’ we mean that some time-
evolution is occurring to the concentrations inside advected fluid elements (produced by
chemical reactions, for example). For definiteness we will use terms such as chemical
fields and chemical reactions, but biological processes, occurring for example when the
advected substance is living plankton, can be described formally in the same way. The
interaction between the stirring process and the chemical activity can result in complex
patterns for the spatial distribution of the chemical fields, which in turn greatly affect the
chemical processes [16, 19]. In addition to the impact on its own chemical dynamics, the
spatial inhomogeneities may have important effect on other dynamical processes occurring
in the fluid (for example in the behavior of predators seeking for the advected plankton
[29]). An understanding of the structure of these spatial patterns is thus valuable.
Previous theoretical work concentrated on the temporal evolution of the total amount
of chemical products in specific reactions such as çK8ﬁèÕë ﬂﬃè [20]. In [22] the same
autocatalytic reaction and the collisional rection çJ8Jèë ﬂﬃì were studied in open flows.
In the previous Chapter we considered a class of chemical dynamics characterized by a
negative Lyapunov exponent in the presence of (non-homogeneous) chemical sources. Un-
der such chemical processes, reactant concentrations present a tendency to relax towards
a local-equilibrium concentration (the fixed point of the local chemical dynamics). This
tendency is disrupted by the advection process, which forces fluid elements to visit places
with different local-equilibrium states. Depending on the relative strength of chaotic advec-
tion and relaxation the resulting concentration distribution can be smooth (differentiable)
or exhibits characteristic filamental patterns that are nowhere differentiable except in the
direction of filaments aligned with the unstable foliation induced in the fluid by the chaotic
dynamics. The mechanism for the appearance of these singular filaments is similar to the
one producing singular invariant measures in dynamical systems [31], although here it is
affected by the presence of the chemical dynamics: stretching by the flow homogeneizes
the pattern along unstable directions, whereas small-scale variance, cascading down from
larger scales, accumulates along the stable directions, producing diverging gradients.
The strength of the singularities of the concentration field ì "í@& can be characterized by
a Ho¨lder exponent 
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If the field is smooth (differentiable) at í"! , 
nT , while for an irregular rough (e.g. filamen-
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tal) structure ﬀ
½

½
T . In Chapter 2 we focused on the existence of a smooth-filamental
transition as time-scales of the system are varied, and also obtained the most probable
(bulk) value of the Ho¨lder exponent. Note, however, that the Ho¨lder exponent defined by
(3.1) is a local characteristic of the field, whose value may depend on the position í"! . In
this Chapter we concentrate on such non-uniformities of the filamental chemical field and
study how this affects scaling properties of quantities involving spatial averages, which are
the more convenient quantities to be observed in experiments.
In Section 3.2 we review and detail the deductions of the results presented in Chapter
2, namely the smooth-filamental transition and the dominant value of the Ho¨lder exponent
in closed flows. Then we consider the same problem for the case of mixing by open flows
(Sect. 3.3). In this case the necessity of a multifractal description becomes manifest, and
this motivates the development of a quantitative characterization of the filamental structures
in terms of structure functions. This is presented in Sect. 3.4. Scaling exponents appear to
be related to the distribution of local Lyapunov exponents. We conclude this Chapter with
a summary and discussion.
3.2 Local properties of the chemical field and the smooth-
filamental transition
We consider the flow as externally prescribed, thus neglecting any back influence of the
chemical dynamics into the hydrodynamics (the advected substances are chemically ac-
tive but hydrodynamically passive). In this context, the general continuum description of
chemical reactions in hydrodynamic flows is given by sets of reaction-advection-diffusion
equations. They involve in general multiple components and nonlinear reaction terms. In
Chapter 2 we considered the situation in which the chemical kinetics is stable, i.e. there
is a local-equilibrium state at each spatial position, determined by the sources and the re-
action terms, so that concentrations of fluid particles visiting that position tend to relax to
the local-equilibrium value. Mathematically this corresponds to the negativity of the Lya-
punov exponents associated to the chemical dynamical subsystem. It was shown in the
preciding chapter that arbitrary chemical dynamics in this class can be substituted by linear
relaxation towards local equilibrium at a rate given by the largest (least negative) chemical
Lyapunov exponent. Within this restriction, the multiplicity of components is not essential
since, except for special types of coupling, linearization leads to simple relations between
the different fields.
Because of the above remarks, and with the aim of keeping the mathematics as simple
as possible, we will restrict our considerations in this Chapter to the simplest chemical
evolution: linear decay, at a rate û , of a single advected substance. A space-dependent
source of the substance will also be included, to maintain a non-trivial concentration field at
long times. This chemical dynamics can be considered either as an approximation to more
complex chemical or biological evolutions, with maximum chemical Lyapunov exponent
Häû , or as a description of simple specific processes such as spontaneous decomposition of
unstable radicals, decay of a radioactive substance, or relaxation of sea-surface temperature
towards atmospheric values [32]. The validity of our ideas for nonlinear multicomponent
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situations has been checked for a plankton model and will be presentend in the next Chapter.
The concentration field ì "í#'%'& , when advected by a incompressible velocity field  í7#%'&
is governed by the equation
>Dì
>A%
8J í7#%'&CÎìuﬁå "íﬃ&²HJû_ìê8'&D

ìü# (3.2)
where & is the diffusion coefficient, û is the decay rate introduced above and å í@& is the
concentration input from chemical sources (negative values representing sinks). We restrict
our study to the case in which the incompressible velocity field is two-dimensional, smooth,
and non-turbulent. Chaotic advection is obtained generically if a simple time-dependence,
for example periodic, is included in  í7#%'& . We assume that diffusion is weak and transport
is dominated by advection. Thus one expects that the distribution on scales larger than
a certain diffusive scale is not affected by diffusion. Therefore we consider the limiting
non-diffusive case &B+ﬀ . In this limit the above problem can be described in a Lagrangian
picture by an ensemble of ordinary differential equations
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ê *(í7#%'&-# (3.3)
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where the solution of the first equation gives the trajectory of a fluid parcel, (íj "%'& , while
the second one describes the Lagrangian chemical dynamics in this fluid element: 6ìÎ "%'&hy
ì
[
íF+(íj "%'&-#'%l^ .
To obtain the value of the chemical field at a selected point ,í at time -% one needs to
know the previous history of this fluid element, that is the trajectory (íj G%'& ( ﬀ  %  -% ) with
the property (í -%4&.,í . This can be obtained by the integration of (3.3) backwards in time.
Once (íj "%'& has been obtained, the solution of (3.4) is
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One can obtain the difference at time -% of the values of the chemical field at two different
points ,í and ,íF8 -
È
í separated by a small distance -
È
í in terms of the difference ì
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where 6
È
í "%'& ( ﬀ  %  -% ) is the time-dependent distance between the two trajectories that
end at ,í and ,íä8 -
È
í at time -% , and
È
å , in analogy with
È
ì , is the difference of the source
term at points (íj G%'& and (íj G%'&o8 6
È
íZ G%'& .
Thus we have expressed the behavior of an Eulerian quantity
È
ìÎ 6, íI#
-
%3#
-
È
í@& in terms of
Lagrangian quantities, in particular of 6
È
íj G%'& . Further analysis of Eq. (3.6) requires spec-
ification of the behavior of 6
È
í . The signature of chaotic advection is the exponentially
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growing behavior of this quantity at long times. More precise statements need additional
assumptions on the character of the flow. The simplest framework is obtained if we restrict
our attention to initial conditions (íZ ﬀI& in an invariant hyperbolic set [31]. In this case one
can identify at each point two directions, the one in which the flow is contracting 7D "íﬃ& and
the expanding direction 8 í@& . They depend continuously on position (for time-dependent
flows there is an additional explicit time-dependence that we do not write down to simplify
the notation). Since 7 and 8 form at each point a vector basis which is not orthonormal,
it is convenient to introduce also the dual basis ( 7:94#;89 ) at each point. Chaotic advection
manifests itself in the fact that for any initial separations 6
È
íj )ﬀ*& the long-time behavior of
6
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ß (for % 	 ﬀ ), where Æ is the positive Lyapunov exponent
along the trajectory and 8
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6
È
íj )ﬀ*& gives the component of the initial separation along
the expanding direction. At long times, the direction of 6
È
íZ G%'& tends to become aligned with
the expanding direction of the flow at (íj "%'& , 8
[
(íZ G%'&w^ . However, if the initial separation is
aligned with the contracting direction at the initial point, Æ should be substituted by Æ
Å
, the
contractive Lyapunov exponent, and 89 by 7:9 . For incompressible flows one has Æ
Å
gHFÆ .
The Lyapunov exponent Æ of the trajectory depends in principle both on the initial posi-
tion and on the duration of the trajectory, Æ¯ÜÆ  @(í )ﬀI&_#%'& . For clarity of the formulas,
we suppress in our notation these dependencies. In the limit of infinitely long times, an
asymptotic value Æ *(íj )ﬀ*&-#3ê&ÀyUÆ ' *(í ﬀI&& is attained. In the rest of this Section we assume
that this limit is reached fast enough so that we can neglect the time-dependence on Æ .
The space (initial condition) dependence of the infinite-time Lyapunov exponent Æ (for hy-
perbolic systems) is such that almost all initial conditions lead to the same value Æ  , the
most probable Lyapunov exponent, whereas deviations may possibly occur in sets of zero
measure [36].
In order to analyze (3.6) one has to consider the backwards evolution. In this case typi-
cal solutions behave, for %
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ﬀ and large, as
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so that, also in this backwards dynamics, close initial conditions diverge, and the difference
will tend to become aligned with the most expanding direction of the backwards flow (the
contracting of the forward flow, 7
[
(íj "%'&l^ ). Again, there is a particular direction for the ori-
entation of the initial condition (the contracting one in the backwards flow which is the
expanding one in the forward dynamics) for which HLÆ should be replaced by Æ . In (3.6),
6
È
í is obtained backwards starting from -
È
í at %$ -% . In this case:
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The exponential separation (3.7) holds only while the distance 6
È
íZ G%'& is not too large, and
saturates when approaching the size of the system or some characteristic coherence length
of the velocity field. The time at which this happens defines %*C , a saturation time. We
assume that both the velocity field and the source å í@& have only large-scale structures
such that their corresponding coherence lengths are comparable to the system size, that we
take as the unit of length-scales. Thus, the saturation time is given by %*Cf+-%28:Æ à
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ý

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.
For small -
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í , Eq. (3.6) can be written as
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(if %*C 	 ﬀ ). We will not need to specify the dependence of
È
å on 6
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í for times previous to
%*C , as long as
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å remains bounded. Substitution of (3.7) in the second integral leads to
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Taking the limit -
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í ë ﬀ (for a finite -% ) leads to %*C
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ﬀ . Thus the first integral disappears
and the first term can be linearized. By writing -
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If Æ
½
û this derivative remains finite in the -%³ë  limit and the asymptotic field
ì
¡
 6,íC&y®ì "í#
-
%ë ê& is smooth (differentiable). Otherwise the derivatives of ì diverge
as  
¶

à0"·
1
ß leading to a nowhere-differentiable irregular asymptotic field. The exception
again is the expanding direction of the forward flow: when -
È
í points along that direction
one should substitute in Eq. (3.10) Æ and 7 by HLÆ and 8 , respectively. This directional
derivative is always finite. Thus, there is at each point a direction along which ì
¡
is
smooth. It should be noted that, because the explicit time-dependence of the vectors 7
and 8 referred to before, the limiting distribution ì
¡
will not be a steady field, but one
following the time dependence of the stable and unstable directions. For time-periodic
flows h "í7#%'& , ì
¡
will also be time periodic. Its singular characteristics however do not
change in time.
In order to characterize the singular asymptotic field we take the limit -%fë  for fixed
finite -
È
í in (3.9)
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where we used the change of variables  1ßGà7ß ë 1 . If û 	 Æ one finds for the dominant term
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According to (3.1) the value of the Ho¨lder exponent is
=KŁ
S
û
Æ
#TET, (3.13)
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This general relation expresses the local (space-dependent) Ho¨lder exponent in terms of the
local infinite-time Lyapunov exponent and the chemical decay rate. For hyperbolic systems
this Lyapunov exponent has the value Æ  everywhere but in a set of zero measure.
The smooth-filamental transition can best be understood by neglecting the fluctuations
in the Lyapunov spectrum. Hence we study first (in the remaining of this Section) the con-
sequences of Eq. (3.13) for Æ®Æ  . In Section 3.3 we will consider open flows. For such
systems, it becomes evident that the resulting chemical field cannot be characterized by a
single Ho¨lder exponent. In Section 3.4 a structure-function formalism will be presented as
a convenient way to characterize this dispersion in the values of the local Ho¨lder exponent.
Coming back to (3.13) with ÆB¯Æ  , for û 	 Æ  the asymptotic chemical field is smooth
(   ÜŁÎWLCû-?*Æ  #Tﬃ: T ). But if û
½
Æ

, the asymptotic chemical field becomes an
irregular fractal object. Since there is always an orientation of -
È
í along which    T ,
the object has a filamental structure, that is, irregular in all directions but one where it is
smooth. The graph of the field along a one-dimensional cut or transect, or the contours of
constant concentration are also fractals, as they are two-dimensional sections of the whole
ì
¡
 í@& embedded in a three-dimensional space. More precisely, the one-dimensional tran-
sect (along the direction 1 ) of the field is a self-affine function with its graph embedded
in an inherently anisotropic space  ì #1& with axis representing different physical quanti-
ties. Contours of constant concentrations, however, are self-similar fractal sets of the two-
dimensional physical space  G12#43Z& . The fractal dimension of both the graph of the transects
and of the isolines is given by ¯ﬂFHU  .
In Figs. 3.1 and 3.2 we present snapshots of the asymptotic field ì
¡
evolving according
to (3.3)-(3.4). For the flow we take a simple time-periodic velocity field defined in the unit
square with periodic boundary conditions by
.0/ "12#3#%'&ó H
ﬂ
ô
ñ
m³õ
ñ
ﬂ
H %SŁj9ñöf÷º* QﬂCxo3j&
.C;* "12#3#%'&ó H
ﬂ
ô
ñ
m
õ
%SŁñ H
ñ
ﬂ
ö
÷º* QﬂCxs1& (3.14)
where mÄ G1& is the Heavyside step function. In our simulations
ô
{T*, ﬂ , which produces
a flow with a single connected chaotic region in the advection dynamics. The value of the
numerically obtained Lyapunov exponent is Æ  éﬂj,WV:X*?Cñ .
Backward trajectories with initial coordinates on a rectangular grid were calculated and
used to obtain the chemical field at each point by using (3.5) forward in time with the source
term å "12#43Z&hT8øW  QﬂCx1&Z  )ﬂCxo3Z& . The values of the parameters used in Fig. 3.1 are
ñÝÜT*,Xﬀ and ûð°±Z,­ﬀ , for which the Lyapunov exponent is Æ  óﬂ,YV:X
½
û . A smooth
pattern is seen, in agreement with our theoretical arguments. In Fig. 3.2 the parameters are
ñïnT*,­ﬀ and ûﬁﬀj,WT , so that Æ ä	 û and a filamental pattern is obtained.
The smooth-fractal transition also appears in the time-dependence of the concentra-
tion measured at a fixed point in space. This can be shown by a similar analysis for the
difference
È
ì "í7#%3#
È
%'&$y¯ì "í#'%o8
È
%'&²HJìÎ í7#%'& (3.15)
instead of the spatial difference discussed above. If û
½
Æ
 the signal ìÎ í7#%'& becomes non-
differentiable in time and can be characterized by the same Ho¨lder exponent û-?*Æ  . The
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Figure 3.1: Top: a snapshot of the chemical concentration ì
¡
obtained in the flow (3.14)
for ûä¯±A,Xﬀ and Æ  nﬂj,YV$X , so that a smooth distribution is obtained. Bottom: a horizontal
cut along the line 3Ä+ﬀZ,­ﬂ*¬ .
fact that scaling properties of the temporal signal and that of the spatial structure are the
same –analogously to the so called ‘Taylor hypothesis’ in turbulence– can be exploited in
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Figure 3.2: Top: a snapshot of the chemical concentration ì
¡
for ûL®ﬀZ,VT and Æ  ®ﬂj,YV$X ,
so that a filamental structure is obtained. The lower panel shows a horizontal cut along the
line 3ÄKﬀZ, ﬂﬃ¬ , clearly displaying the fractal nature of the field.
experiments or in analysis of geophysical data.
We conclude with some comments on the range of validity of Eq. (3.10). The La-
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grangian description (3.3)-(3.4) in which our approach is based is valid only for scales at
which diffusion is negligible. Thus there is a minimum admissible value  >^lOG_3_ M&D& a` & of
-
È
í and our calculation should be understood as giving the gradients only up to this scale,
fractality being washed out at smaller scales by the presence of diffusion. Nevertheless we
think that, if diffusion is weak, the fractal-filamental transition will be seen at scales larger
than this diffusive scale. For fixed -
È
í larger than the diffusion length, (3.9) remains valid
until a time -%  %*Cº -
È
í@& that means that the divergence of the gradients will also saturate at
a finite value   2 >^lOG_3_C& 0  3b à

.
Another limitation to the validity of our equations arises from the fact that, for most
chaotic flows of physical relevance, not all the points visited by the fluid particle will be
hyperbolic. The stable and unstable directions in the previous discussion become tangent at
some points and equations such as (3.9) become undefined there. More importantly, KAM
tori will be present in the system, so that for values of ,í lying on KAM trajectories the
value of the Lyapunov exponent appearing in (3.7) will not be positive but zero. Another
effect of the KAM tori will be to partition space into ergodic regions. Each region will be
characterized by a different value of Æ  , and there is the possibility of observing different
morphologies in the different regions. For the values of parameters used in Figs. 3.1 and
3.2, KAM tori occupy a very small and practically unobservable portion of space, so that
the filamental pattern appears to be well described by the same Ho¨lder exponent nearly
everywhere. However, an example has been given in the preceding Chapter in which fila-
mental and smooth regions coexist separated by KAM tori.
3.3 Open flows
Let us now consider again the problem (3.3)-(3.4) with a velocity field corresponding to
an open flow whose time-dependence is restricted to a finite region (mixing region), with
asymptotically steady inflow and outflow regions. A prototype of this flow structure is a
stream passing around a cylindrical body. If the inflow velocity is high enough vortices
formed in the wake of the cylinder make the flow time-dependent in this region, while the
flow remains steady in front of the cylinder or in the far downstream region. We assume
again that the flow is non-turbulent, so that the velocity field is spatially-smooth.
Passive advection in such open flows was found to be a nice example of chaotic scattering[23,
33]. Advected particles (or fluid elements) enter the unsteady region, undergo transient
chaotic motion [34], and finally escape and move away downstream on simple orbits. The
time spent in the mixing region, however, depends strongly on the initial coordinates, with
singularities on a fractal set corresponding to particles trapped forever in the mixing region.
This is due to the existence of a non-attracting chaotic saddle (although of zero measure)
formed by an infinite number of bounded hyperbolic orbits in the mixing region. The stable
manifold of this chaotic saddle contains orbits coming from the inflow region but never es-
caping from the mixing zone. These points correspond to the singularities of the residence
time. If a droplet of dye is injected into the mixing region so that it overlaps with the stable
manifold, most of it will be advected downstream in a short time. But part of the dye will
remain close to the chaotic saddle for very long times, and continuously ejected along its
unstable manifold. In this way the dye traces out the unstable manifold of the chaotic sad-
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dle, resulting in fractal patterns characteristic to open flows[23, 33, 35]. Permanent chaotic
advection is restricted to a fractal set of zero Lebesgue measure, the chaotic saddle. Points
close to the unstable manifold of the chaotic saddle have spent a long time in the mix-
ing region of the flow moving near chaotic orbits with a positive Lyapunov exponent. For
points precisely at this unstable manifold, the backwards trajectories (the ones from which
the Lyapunov exponent in (3.13) should be computed) remain in the chaotic saddle, thus
leading to Æ B	 ﬀ . The other trajectories escape from the chaotic saddle in a short time,
thus being characterized by a Lyapunov exponent equal to zero.
Thus open flows provide a rather clear example of strong space-dependence of Lya-
punov exponents. According to Eq. (3.13), the Ho¨lder exponent may be different from T
only on the unstable manifold of the chaotic saddle, thus implying that the transition from
smooth to filamental structure now only takes place in this fractal set of zero measure. The
background chemical field is always smooth, independently of the value of û .
To check these ideas, we obtain numerically the distributions of chemical fields ad-
vected by an open flow. Our velocity field is taken from a kinematic model of a time-
periodic flow behind a cylinder, described in [23]. This flow was found to be qualitatively
similar to the solution of the Navier-Stokes equation in the range of the Reynolds number
corresponding to time-periodic vortex seeding. The concentration pattern shows irregular-
ities separated by smooth regions (Fig. 3.3, obtained with ûüﬀZ,Wc$V ). This is more clearly
observed in the longitudinal transect. The relation between the singular regions and the
location of the chaotic saddle can be made patent by comparing the gradient of the field
with the spatial dependence of the escape times from the scattering region. In particular,
Fig. 3.4 shows the absolute value of the gradient of the concentration field
¾
ì
¡
 í@&
¾
that is
highly intermittent. It also displays the time (in the time-reversed dynamics) that fluid par-
ticles initially in a line perpendicular to the mean flow take to escape the region of chaotic
motion. Most of the particles leave the region in a short time, but longer times appear for
initial locations close to the stable manifold (in the time-reversed dynamics) of the chaotic
saddle. Clearly, these diverging times are associated to the singularities in the gradient
distribution. By increasing the value of û the flow characteristics (trajectories, manifolds,
escape times, ...) remain unchanged, but the singularities in the advected field decrease and
finally a smooth distribution is obtained.
A chemical field with the same structure can also be obtained in open flows whose
time-dependence (and thus the chaoticity of advection) is not restricted to a finite domain,
by restricting the spatial dependence of the chemical sources to a finite region. This case
will be investigated in the context of plankton dynamics in the nex Chapter.
Since the irregularities now appear only on a set of measure zero, one could ask if they
can have any significant effect on measurable quantities. In order to clarify this, instead of
the previous characterization of the point-wise strength of the singularities by the Ho¨lder
exponent, let us investigate the scaling of the spatial average of the differences
È
ì
¡
with
distance
È"d
y
¾
È
í
¾
. For simplicity, let us assume that, on the saddle, there is no distribution
in the local infinite-time Lyapunov exponents, i.e., that the advection on the chaotic saddle
is characterized by a single Lyapunov exponent Æ  . In this case the partial fractal dimension
(i.e. the dimension of intersections of the set with a line) of the manifolds of the chaotic
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Figure 3.3: Top: a snapshot of the chemical pattern ì
¡
formed in the wake of a cylinder
(the black semicircle at the left is half of its section). Mean flow is from left to right. We
have used the streamfunction given in reference [15]. ûéﬀZ,Wc$V , and all the streamfunction
parameter values are the same as in [15] except the boundary-layer thickness of the cylinder
which here takes the value
¥
ﬂ@ﬀZ,­ﬀ , and the vorticity strength which is jïnæI¬j,Xﬀ$V in our
calculations. Bottom: a horizontal cut taken along the line 3ÄnTﬃ,­ﬀ .
saddle is [23, 36] k
®TH
&
Æ

, (3.16)
Here & is the escape rate, that is the rate of the exponential decay (   àl_ß ) of the num-
ber of fluid elements spending time longer than % in the wake of the cylinder. On a one-
dimensional transect of unit length the total number of segments of length
È"d
is  
È"d
&
à

while the number of segments containing parts of the unstable manifold (with partial frac-
tal dimension
k
 ) is M 
È"d
&

È%d
ànm
o
. Thus, according to (3.13) the spatial average of
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Figure 3.4: Top: The absolute value of the gradient of the chemical field in Fig. 3.3 along
the line 1 Xj,Xæ . The lower figure shows the escape time for particles along this line
( 1utXj,­æ ). This is calculated by computing the time that every single particle takes to
arrive to the line 1  HFﬂ,­ﬀ (far from the chaotic wake region) in the backwards-in-time
dynamics.
where the first term pertains to the singular, while the second one to the smooth component.
In the limit
È"d
ë ﬀ the dominating behavior is
p
È
ì
¡
 í#
È"d
&rq

È"dvu
# (3.18)
with w
KŁyxZTﬃ#T(8:û-?*Æ

H
k
{z +Ł
S
T*#
ûS8|&
Æ

T (3.19)
showing that if
k

½
0
3b
(or, û8& 	 Æ  ) the average will be dominated by the smooth
component, but if the fractal dimension of the singular set is large enough they contribute
to the scaling of p
È
ì
¡
 "í#
È%d
&rq . The average has been performed along a one-dimensional
line or transect of the two-dimensional pattern. For common velocity fields and transects
this will be equivalent to the complete average over the whole fluid, except in the particular
case in which the transect is chosen to be completely aligned with the filaments.
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3.4 Structure functions
The strongly intermittent structure of singularities in open flows is an extreme example.
There are additional inhomogeneities affecting both to the open and to the closed flows:
although, in the long-time limit the Lyapunov exponent is the same for almost all trajecto-
ries in an ergodic region, deviations can persist on fractal sets of measure zero, and as we
saw above such sets can contribute significantly to the global scaling. The origin of these
inhomogeneities can be traced back by analyzing the finite-time distribution of Lyapunov
exponents. This will be done in the following. For a robust quantitative characterization of
the filamental structure, accessible to measurements, we consider now the scaling proper-
ties of the structure functions associated with the chemical field.
The  th order structure function is defined as
å~} 
È%d
&$p
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í#
È"d
&
¾
}
q (3.20)
where pq represents averaging over different locations í , and  is a parameter (we will only
consider structure functions of positive order (  	 ﬀ )). In the absence of any characteristic
length over a certain range of scales the structure functions are expected to exhibit, as
È"d
ë ﬀ , a power-law dependence
å~} 
È"d
&

È"d
u
(3.21)
characterized by the set of scaling exponents
w
} .
We also note that some of the scaling exponents are directly related to other character-
istic exponents, such as the one characterizing the decay of the Fourier power-spectrum

 QÚA&

Ú
à:
, or the box-counting fractal dimension  of the graph of the function
ì
¡
 "12#3A& as a function of 1 by simple relations [36]:
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ﬁﬂLH
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
, (3.22)
If the Ho¨lder exponent of the field has the same value everywhere, given by (3.13) with
Æ ﬁÆ

, the scaling exponents of the resulting mono-affine field are simply
w
}ï

K
û
Æ

, (3.23)
(we have assumed û
½
Æ
 ). In general, the singular spatial inhomogeneities of the Lya-
punov exponent could be understood by realizing that the finite-time stretching rates, or
local Lyapunov exponents [4], have a certain distribution around the most probable value.
This distribution approaches the time-asymptotic form [4, 36]:
Ð )Æ2#%'&

%




à5
¶

· ß (3.24)
where Î QÆ5& is a function characteristic to the advection dynamics, with the property that
Î QÆ

&B
Å
 QÆ

&(éﬀ and  )Æ& 	 ﬀ , where Æ  is the most probable value of the Lyapunov
exponent. At infinitely-long times all the measure becomes concentrated at this single
value Æ  , as stated before. The form (3.24) is valid only for hyperbolic systems. Non-
hyperbolicity (i.e. the presence of KAM tori) can strongly affect the distribution at small
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values of Æ but around Æ  and for larger values it remains a good approximation. As we
shall see later only this region contributes to the structure functions of positive order.
As time increases the distribution becomes more and more peaked around Æ  . The
(Lebesgue) area of the set of initial conditions with local Lyapunov exponents in a small
interval  QÆo#_ÆÄ8
È
Æ& that excludes Æ  decreases at long times with a dominant exponential
behavior:
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È
Æ (3.25)
showing that only sets of measure zero can have Lyapunov exponent different from Æ  in
the %äë  limit. Such sets, however, can still have nonzero fractal dimensions. At finite
times, the area (3.25) encloses the final anomalous set, with a transverse thickness that, due
to stretching by the chaotic advection, decreases like  

 G%'&


à

ß
. The number of boxes
needed to cover the set of area
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that gives the dimension for the set to which this area converges in the infinite-time limit:
  QÆ5&$ﬁﬂFH
 )Æ&
Æ
, (3.27)
Thus, an arbitrary line across the system will be found composed by subsets of dimensionk
  )Æ&$  QÆ5&HvT each one characterized by different values Æ of the Lyapunov exponents
and in consequence of the Ho¨lder exponents  QÆ5&$+ŁCû-?*Æ , 1  .
Now, the scaling exponents in (3.21) can be readily obtained. The number of segments
of size
È"d
belonging to a subset characterized by Lyapunov exponent Æ scales as M QÆ5& 
È"d
ànm
o
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
·
, while the total number of such non-overlapping segments scales as 
È"d
à

. Thus,
the structure function can be written as
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In the limit
È"d
ë ﬀ the integrals are dominated by a saddle point and, after some manipu-
lations, the scaling exponents in (3.21) are obtained as
w
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@û
Æ
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T (3.29)
The right hand side can be seen as a family of lines in the ( j#
w
} ) plane labeled by the
parameter Æ so that the value of
w
} is given by the lower envelope of these lines. Note
that the shape of Î QÆ5& for Æ small enough becomes irrelevant for determining
w
} because
of the minimum condition. Thus multifractality, characterized by nonlinearity in the  -
depencence of
w
} , is affected only by the largest stretching rates in the flow. Equation
(3.19) is a particular case of (3.29) for  ÕT and in the approximation of considering a
single value of Æ on the chaotic saddle.
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According to (3.29) the  th order structure function is dominated by a subset character-
ized by a Lyapunov exponent Æ)} . Applying the extremum condition to (3.29) we obtain an
equation for Æ)}

Æ
Î QÆ5&
¾

¢



@ûS8 )Æ}4&
Æ)}
(3.30)
that can be substituted into (3.29) to obtain the  th order scaling exponent.
The existence of a distribution of local Lyapunov exponents also affects the smooth-
filamental transition. As the Ho¨lder exponent is space-dependent, the transition does not
take place at a uniquely defined value of û . Singularities exist even in a overall smooth
regime for points corresponding to backwards trajectories with Lyapunov exponents larger
than û . These points occupy fractal sets of dimension   )Æ& given by (3.27) with û
½
Æ
½
Æ
Ç
/ . Thus, the fractal dimension of the singular set is Ł%

0  QÆ5&L  ûP& , indicating
that the set becomes space-filling (see (3.27)) as û approaches û3²¯Æ  . Therefore, the bulk
transition, a macroscopic effect that affects the overall appearance of the chemical field,
takes place in a closed flow at the same critical value û4 Æ  as in a flow without any
spreading in the Lyapunov spectrum.
We note that (3.29) could also be obtained more directly from the averaging of (3.12)
over different values of Æ using the probability distribution (3.24) of the local Lyapunov
exponent. In that case we would not have the geometrical interpretation in terms of fractal
dimensions   )Æ& .
We have analyzed numerically the chemical decay under advection by the closed flow
(3.14) to check the theoretical predictions above. Numerically computed histograms of the
local Lyapunov exponents are shown in Fig. 3.5 and the corresponding  )Æ& functions are
represented in Fig. 3.6. The Î QÆ5& functions obtained from histograms corresponding to
different times coalesce except in the small- Æ region, thus confirming that (3.24) correctly
describes the observed distribution.
Numerically calculated scaling exponents (i.e. obtained by direct application of Eq. (3.20)),
and the family of lines corresponding to (3.29) based on the histogram of the local Lya-
punov exponents of Fig. 3.5 are shown in Fig 3.4, where the prediction of the mono-fractal
approximation (
w
} °@û-?*Æ
 ) is also shown. The mono-fractal approximation appears to
be accurate for small  . The graph-fractal dimension or the widely used Fourier power
spectrum exponent are related to
w
 and
w
 by Eqs. (3.22) so that their estimate based on
the mono-fractal description that considers just the bulk value of the Ho¨lder exponent can
deviate from the actual values.
In a recent work by Nam et al. [37] the power spectrum of a decaying scalar field (with
space-dependent decay rate) has been investigated and related to the distribution of local
Lyapunov exponents of the advecting flow. The result for the spectral exponent obtained in
[37] using an eikonal-type wave packet model [38], and taking into account finite diffusion,
is consistent with our formula (3.29) (that for Ò¯ﬂ , and with (3.22) gives the value of the
spectral slope) obtained in the non-diffusive limit.
The function Î QÆ5& is characteristic to the advecting flow. Let us now consider a special
case where we approximate Î QÆ5& by a parabola
Î QÆ5&f
 )ÆÎHvÆ

&

ﬂ 
, (3.31)
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Figure 3.5: The distribution of local Lyapunov exponents at three different times, obtained
for the closed flow (3.14) with ñó T*,Xﬀ and
ô
 T*,­ﬂ . The long-time mean Lyapunov
exponent is Æ  ¯ﬂ,YV:X .
This can be thought as the first term in a Taylor expansion around Æ  , which is a good
approximation to obtain the small-  scaling exponents. In this case (3.30) can be solved
explicitly
Æ)}À.¡  )Æ

&

8øﬂ@@û3 , (3.32)
This gives the scaling exponents
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The above relation has been obtained recently by Chertkov in [39], where the problem
of advection of decaying substances was considered in a probabilistic set-up, using stochas-
tic chemical sources and a random velocity field that is spatially smooth but delta-correlated
in time. The distribution of stretching rates was assumed to be Gaussian as in (3.31). This
assumption could be realistic for deterministic dynamical systems in many cases, and could
give good estimates for the scaling exponents for small  . For higher-order moments, how-
ever, higher-order terms in the expansion of  )Æ& can become important. Moreover, the
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Figure 3.6: The function ¨ª©2«­¬ , obtained from the distributions in Fig. 3.5 and Eq. (3.24).
Collapse of data for the three times into the same curve confirms the validity of (3.24). The
dotted line is a parabolic fit ( ®E¯°©2«²±|³5¯W´:µ$¬*¶ ) that provides a good approximation near the
minimum.
possible values of « could be limited by a finite maximum value «)·¹¸*º , e.g. in time-periodic
flows, where the finite time-Lyapunov exponents cannot have arbitrarily large values. This
implies that the scaling exponents for »½¼»v¾ , where «)¿@ÀÂÁa«Ã·¸@º , should display a simple
linear dependence Ä
¿DÁ
»vÅÇÆ'¨©M«Ã·¹¸*ºv¬
«)·¹¸@º
(3.34)
that differs from the »ÉÈÊ behavior of (3.33) for large » .
3.5 Summary and discussion
Multifractality of advected fields generated by chaotic advection has been observed pre-
viously in the case of passive advection with no chemical activity ( Å{ÁË® ) [40]. It was
shown that the measure defined by the gradients of the advected scalar field has multifrac-
tal properties and its spectra of dimensions Ì¿ has been related to the distribution of local
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Figure 3.7: The scaling exponents
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¿ for the situation of Figs. 3.5 and 3.6 and with ÅÍÁ.Î$¯W® .
Thick line: the mono-fractal approximation
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¿ÒÁÔÓÕ»vÅÖÆﬀ¨ª©2«­¬×Ï« , for different values of « ; the numerical values of ¨ª©2«­¬ are obtained
from Fig. 3.6. According to Eq. (3.29), the actual values of the scaling exponents are given
by the lower envelope of this set of curves. This is confirmed by the numerically determined
values of
Ä
¿ (crosses). Dashed line: the approximation (3.33).
Lyapunov exponents [40]. This multifractality, however, does not affect the slope of the
power spectrum [41, 42] (the so called Batchelor spectrum: ØD©MÙÃ¬ÑÚaÙÛ)Ü ) or scaling expo-
nents of the structure functions (
Ä
¿ÝÁÞ® for all » , as it can be seen from (3.29) by setting
ÅÑÁ® ). The effect of multifractality on the power spectrum has a character transient in time,
moving towards smaller and smaller scales and finally disappearing when reaching the dif-
fusive end of the spectrum. In the stationary state only the diffusive cut-off of the power
spectrum is affected [43] that can still be important for the interpretation of some experi-
mental results. By comparing these results for the conserved case with the ones presented
here for the decaying scalar we can conclude that, although the origin of the multifractality
is the same in both situations –the non-uniformity of the local Lyapunov exponents– in the
presence of chemical activity this has stronger consequences (non-Batchelor power spectra
and anomalous scaling).
We have presented a simple mechanism that can generate multifractal (or more pre-
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cisely, multi-affine) distributions of advected chemical fields. The main ingredients are
chaotic advection and linear decay of the advected quantity in the presence of non-homogeneous
sources. Essentially the same mechanisms were considered in [39], but with stochastic
time-dependencies both in the flow as in the chemical sources, considering advection by
the spatially smooth limit of a Kraichnan-like model generally intended to represent tur-
bulent flows. Our results stress that anomalous scaling may appear in simple regular (e.g.
time-periodic) laminar flows where stochasticity appears just as a consequence of the low-
dimensional deterministic chaos generated by the Lagrangian advection dynamics. In ad-
dition we have provided numerical evidence for the theoretical predictions. It is interesting
to mention that the extension of Chertkov’s work to nonlinear chemistry [44] finds results
very similar to the linear decay, simply substituting the decay rate by an average rate. This
is also the result we find within our deterministic models in Chapter 2, being the rate the
chemical Lyapunov exponent.
Chaotic advection is characteristic to most time-dependent flows. The linear decay of
the advected substance is in fact just the simplest prototype of a family of chemical reac-
tion schemes, where the local dynamics converges towards a fixed point of the chemical rate
equations. The local dynamics can also be generated by non-chemical processes, e.g. by
biological population dynamics in the case of plankton advection [48], or by the relaxation
of the sea-surface temperature towards the local atmospheric value [32]. Inhomogeneities
of the chemical sources or of other parameters of the local dynamics arise naturally in these
contexts so that we expect our results to be of relevance in biological and geophysical set-
tings. In fact, fractality and multifractality have been already observed in these contexts,
for example in the distribution of stratospheric chemicals (e.g. ozone) [45, 46], and in sea-
surface temperature and phytoplankton populations [47]. The structure of these fields has
been sometimes associated with turbulence of the advecting flow. We think that the simple
mechanism, able to generate complex multifractal distributions, investigated in this Chap-
ter can be at the origin of some of the structures observed in geophysical flows. Further
work in this direction could help on the interpretation of geophysical data in order to gain
quantitative information about the processes involved. Laboratory experiments seem also
to be feasible.
Chapter 4
Chaotic advection of reacting
substances: Plankton dynamics on a
meandering jet
We study the spatial patterns formed by interacting populations or reacting chemicals un-
der the influence of chaotic flows. In particular, we have considered a three-component
model of plankton dynamics advected by a meandering jet. We report general results,
stressing the existence of a smooth-filamental transition in the concentration patterns de-
pending on the relative strength of the stirring by the chaotic flow and the relaxation prop-
erties of planktonic dynamical system. Patterns obtained in open and closed flows are
compared.
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4.1 Introduction
The transport of biologically or chemically active substances by a fluid flow is a problem
of great geophysical relevance. Important examples arise in the study of atmospheric ad-
vection of reactive pollutants or chemicals, such as ozone, N
¶
O [55], or in the dynamics
of plankton populations in ocean currents [51]. The inhomogeneous nature of the resulting
spatial distributions was recognized some time ago ([58] and references therein). More
recently, satellite remote sensing and detailed numerical simulations identify filaments, ir-
regular patches, sharp gradients, and other complex structures involving a wide range of
spatial scales in the concentration patterns. In the case of atmospheric chemistry, the pres-
ence of strong concentration gradients has been shown to have profound impact on global
chemical time-scales [19]. On-site measurements and data analysis of the chemical or bio-
logical fields have confirmed their fractal or multifractal character [56, 47, 45, 46].
In the case of plankton communities, patchiness has been variously attributed to the
interplay of diffusion and biological growth, oceanic turbulence, diffusive instabilities,
and nutrient or biological inhomogeneities [54]. Advection by unsteady fluid flow and
predator-prey interactions (formally equivalent to chemical reaction) are emerging as two
key ingredients able to reproduce the main qualitative features of plankton patchiness [18].
The ‘chaotic advection’ paradigm has been shown to be a useful approach to under-
stand geophysical transport processes at large scales [52]. Briefly, chaotic advection (or
Lagrangian chaos) [6, 5] refers to the Lagrangian complex motion of fluid parcels. La-
grangian chaotic flows are much simpler than turbulent ones, being thus more accessible to
analytical characterization and understanding. They retain however many of the qualitative
features relevant to transport and mixing processes in complex geophysical flows.
Though the properties of inert passive tracer fields under chaotic advection have been
widely studied [40] much less is known about biologically or chemically evolving reactant
distributions. Nonetheless, some results have been recently obtained, as for example in
reactions of the type ßàÆﬀáÔâ ã in closed chaotic flows [20] and in open chaotic flows
[22]. In chapters 2, 3 we have considered the general case of stable chemical dynamics
in closed chaotic flows in the limit of small diffusion and in the presence of an external
spatially non-homogeneous source of one of the chemical components. The main result
was that the relationship between the rate at which the chemical dynamics approaches local
equilibrium with the chemical source and the characteristic time scale of the stirring by the
chaotic flow determines the fractal or non-fractal character of the long-time distribution.
The faster the stirring is, the more irregular is the pattern.
The purpose of this chapter is to apply and verify the general results above in a concrete
model of plankton dynamics in flows of geophysical relevance. In addition we compare
structures appearing in closed and open flows, stressing the intermittent character of irreg-
ularities in the open flow case. We expect this result to apply also to other situations in
atmospheric or oceanic chemistry.
The chapter is organized as follows: next Section summarizes the general theoretical
results obtained in the former chapters. The particular plankton dynamics and the two dif-
ferent flows that are the subject of our study are presented in Sect. 4.3. They are variations
of a kinematic model for a two-dimensional meandering jet, leading to a closed and to
open flow model. Section 4.4 describes numerical results for the closed flow case, whereas
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Sect. 4.5 considers the open flow. Finally, Sect. 4.6 contains our conclusions.
4.2 General results
The temporal evolution of reacting fields is determined by advection-reaction-diffusion
equations. Advection because they are under the influence of a flow, reaction because we
consider species interacting with themselves and/or with the carrying medium. Diffusion
because turbulent or molecular random motion smoothes out the smallest scales. For the
case of an incompressible velocity field äÖ©/åæç¬ , the standard form of these equations is
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where ãÖé@©6åærç¬ , òóÁôÎ$æ¯í¯P¯Wõ , are interacting chemical or biological fields advected by the
flow äÖ©/åæç¬ ,
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æö¯P¯í¯Pæ;ãÑîïæ;åv¬ are the functions accounting for the interaction of the fields
(e.g. chemical reactions or predator-prey interactions). Diffusion effects are only important
at small scales and we will neglect them in the following. In this limit of zero diffusion
ñ÷â ® the above description can be recast in Lagrangian form:
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where the second set of equations describes the chemical or population dynamics inside a
fluid parcel that is being advected by the flow according to the first equation. In the absence
of diffusion, a coupling between the flow and the chemical/biological evolution can only
appear as a consequence of the spatial dependence of the
ì
é@©6ã
Ü
æ¯í¯P¯íæ4ãÑînæ;åv¬ functions. This
spatial dependence describes non-homogeneous sources or sinks for the chemical reactants
or spatially non-homogeneous reaction or reproduction rates. Such inhomogeneities may
arise naturally from a variety of processes such as localized upwelling, inhomogeneous
solar irradiation, or river run-off, to name a few.
From now on, the incompressible flow äÖ©6åærç¬ will be assumed to be two-dimensional
and time dependent. This situation generally leads to chaotic advection. For simplicity,
our general arguments will be stated for the case in which äÍ©/åærç¬ satisfies the technical
requirement of hyperbolicity, but in the examples less restrictive flows will be used. The
most salient feature of advection by a chaotic flow is sensibility to initial conditions, that
is, fluid particles initially close typically diverge in time at a rate given by the maximum
Lyapunov exponent of the flow «)ûü¼|® :
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Equation (4.4) is valid for nearly all the initial orientations of the initial particle separation
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åE©6®:¬ . However, the incompressibility condition implies that there is a particular orienta-
tion of the initial separations
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The general class of chemical reactions studied in the preceding chapters was the one
leading to stable local equilibrium in the absence of flow or, in terms of the chemical dy-
namical subsystem (4.3), the dynamics approaching a unique fixed point for each constant
position å . This means that there are not chemical instabilities nor chemical chaos, and
that the concentrations tend to approach a value determined at each point by the sources in
ì
é . In the presence of advection by the flow åóÁ
ù
å5©/ç¬ , the relaxation process is altered, but
can be characterized by the value of the maximum Lyapunov exponent « of the chemical
subsystem (4.3), which we assume to remain negative.
In order to characterize the spatial structure of the ãÖé fields we calculate the difference
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Inserting this expression, for
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å
ý
small enough, into the equation for the chemical dynamics
as has been shown in the former chapters, we can obtain the evolution of the gradients of
the chemical field at long times:
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where the vectors 

é)(+*
©
ù
å©/ç¬¬-,%é are combinations of the vectors
*
©6åv¬ pointing at each
point along the most contracting direction of the flow and of the vector .,%éMæ;òÑÁ Î$æö¯P¯í¯Pæ;õ0/
associated to the contracting direction in the chemical subspace. ùå5©
 
¬ is the trajectory
ending at å at time ç . It is important to realize that Eq. (4.6) gives the long time behavior
of ëãÖé correctly in all but in one direction. The directional derivative of ãÖé in the most
expanding direction should be obtained with (4.6) but replacing «û by « 
û
Á ± «)û , and the
vectors
*
by the ones associated to the expanding direction.
The convergence of the gradients for ç â 1 depends on the sign of the exponent
«)ûªÆ'«2 . There are two possibilities:
3 If «û½Æà«254B® then the convergence of the chemical dynamics towards local equi-
librium is stronger than the effect of the chaotic flow on the fluid particles. Gradients
are finite so that a smooth asymptotic distribution is attained by the chemical fields.
3 If «)û{Æ«¼Ô® then in the çªâ 1 limit the chemical pattern becomes nowhere
differentiable. An irregular structure with fractal properties is developed. Remember
however that at each point there is a direction for which «)ûÆ«2 should be substituted
by ± «û Æ «2 , always negative, in (4.6). In this direction derivatives are finite and
the field is smooth.
Thus the resulting structure is filamental, i.e., irregular in all directions except in one
along which it is smooth. This one corresponds to the direction of the filaments lying
along the unstable foliation of the chaotic advection.
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4.3 The plankton and the jet models
In the numerical investigations below we will consider a simple model of plankton dynam-
ics immersed in a meandering jet flow.
This plankton model, used by [18] and related to the one used by [53], considers ex-
plicitly three trophic levels: the nutrient content of a water parcel, described in terms of its
carrying capacity ã (defined as the maximum phytoplankton content it can support in the
absence of grazing), the phytoplankton biomass 6 , and the zooplankton 7 . The Lagrangian
‘chemical’ subsystem (4.3) reads:
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All terms have been non dimensionalized to keep a minimal number of parameters. Equa-
tion (4.7) describes the relaxation of the carrying capacity, at a rate 8 , towards an in-
homogeneous shape ãÍÐ"©6åv¬ . This will be the only explicitly inhomogeneous term in the
model, and describes a spatially dependent nutrient input, arising from some topography-
determined upwelling distribution or latitude dependent illumination, for example. The
first terms in Eq. (4.8) describe phytoplankton logistic growth, whereas the last one models
predation by zooplankton. This effect gives also rise to the first term in (4.9). The term
containing
þ
, the zooplankton mortality, describes zooplankton death produced by higher
trophic levels. The only stable fixed point of model (4.7)-(4.9) is given by ã ¾ ÁÔãÍÐ"©/åv¬ ,
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The model flow will be given by the following streamfunction [49]:
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It describes a jet flowing eastwards, with meanders in the North-South direction. These
meanders are also advected by the jet at a phase velocity S . á ©/ç¬ and Ù are the (properly
adimensionalized) amplitude and wavenumber of the undulation in the streamfunction.
The motion of the tracer particles (the dynamical system (4.2) ) is given by
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If the amplitude á of the meanders is time-independent, a simple change in the frame of
reference renders the flow time-independent and Eq. (4.11) defines a non-chaotic integrable
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dynamical system. Chaotic advection appears in this model if á is made to vary in time,
for example periodically:
á ©/ç¬AÁáÂÐÆvÌ]N^ORQ"©`_AçðÆba$¬A¯ (4.12)
Following [50], we use the parameter values áÂÐ§Á Î$¯ ³æ
SÁ ®E¯PÎI³5æ3ÙaÁ ³cðÏdÇº:æ
dÇº Á
µ5¯$e5æ_ ÁË®E¯°ÃædÌ²Á ®E¯'f and aÁ g
¶
. These values guarantee the existence of ‘large scale
chaos’, i.e, the possibility that a test particle crosses the jet passing from North to South or
viceversa. This is weaker than the requirement of hyperbolicity, but is enough to illustrate
the general aspects of our theory.
The natural interpretation of the jet-flow just introduced is as an open flow: it advects
most of the fluid particles from A²Á ±h1 towards A Ái1 . We will localize the source term
near the origin of coordinates (and for any value of the C coordinate):
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In this way, there is inhomogeneous nutrient input just near the origin, and capacity and
plankton concentration in the fluid particles will decay as they are advected downstream.
A quite different class of natural flows are closed ones, e.g. recirculating flows in closed
basins. Our jet model flow can be made closed simply by imposing periodic boundary con-
ditions at the ends of the interval ±~dHº4yA04?dHº . Particles leaving the region through the
right boundary are reinjected from the left. In this way nutrients are injected and extracted
continuously from fluid elements as they traverse the different regions of the source
ãÍÐ"©BAÉæVCÃ¬HÁ+Î Æ§ßnQVUWH ©M³cA­ÏdÇº%¬-QVUtHÉ©M³coCÃÏdrqﬂ¬3¯ (4.14)
This was the situation considered in chapters 2 and 3. We will see that different structures
develop in the open and in the closed situation.
4.4 Closed flows
Numerically we proceed by integrating backwards in time Eq. (4.2) with initial coordinates
on a rectangular grid ( f$®$®Îe® ) and then the chemical field for each point is obtained by
integrating (4.3) forward in time along the fluid trajectories so generated.
Figure 4.1 shows a snapshot of the long-time phytoplankton distribution in the closed
flow case for parameter values 8 ÁË®E¯ ³e5æ
þ
Á ³¯Y®EæDdq{Á °Ã¯ and ßËÁË®E¯ ³ . In this case
«)û Æ «2i4 ® , therefore the distribution is smooth. A transect along the line C Á ®E¯$ is
also shown. Taking 8 ÁÔ®5¯Y®:³e , so that now «)û{Æ «2¼=® we obtain the distribution in
Fig. 4.2. A complex filamental structure is clearly seen, in agreement with our theoretical
arguments. The fractal nature of the pattern is also seen in the horizontal cut presented also
in Fig. 4.2. A Ho¨lder exponent of
ý
«
ý
Ï$«û was predicted for these kind of transects. This
implies plankton-variance power spectrum decaying as ÙÛ , with  Á+ÎÆ ³
ý
«
ý
Ï$«)û . Thus
 is in the range ×MÎ$æDfv× which agrees with field observations of plankton distributions [47].
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Figure 4.1: Phytoplankton smooth pattern in the closed flow, with an horizontal transect
taken along CÁ ®5¯$
4.5 Open flows
Contrarily to closed flows, open flows are characterized by unbounded trajectories of fluid
particles. Typical fluid particles enter and, after some time, leave the region of the nutrient
source ( ãÍÐ%©6åv¬Ö¼ ® ). Thus, most fluid elements have only spent the most recent part of their
trajectories inside the active region, with the rest of their evolution spent in regions with
no spatial dependence of the nutrient input. For this part of the trajectory the gradient ë ì 
in Eq. (4.6) vanishes, implying that there would not be divergence of the gradients in the
long-time limit.
It is well known from the study of chaotic advection in open flows [57], that while most
of the particles spend only a finite amount of time in selected bounded regions of the flow,
typically these regions contain also bounded orbits in which some of the particles can stay
forever. Although the chaotic set formed by the bounded orbits is a fractal set of measure
zero, particles visiting the vicinity of the stable manifold of this set can still spend arbitrarily
50 Plankton dynamics on a meandering jet
−6 −4 −2 0 2Ł 4 6
−4
−2
0
2
4
X
Y
7.52.5-2.5-7.5
X
0.62
0.64
0.66
0.68
P
Figure 4.2: Phytoplankton filamental pattern in the closed flow, with a transect along C²Á
®E¯'
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long time in the selected bounded region. This leads to the formation of characteristic
fractal patterns in the advection dynamics even in the case of passive particles, as it was
shown in numerical studies [23] and laboratory experiments of open flows [35].
For the particles that have spent infinitely long time in the source region, their chem-
ical/biological evolution is equivalent to the one in a closed flow with the possibility of
diverging gradients. The only difference is that now the values of «)û and «2 are those
corresponding to the chaotic set of bounded orbits that never leave the biologically active
region. The smooth-filamental transition observed in the previous Section for the closed
flow will occur here only on this fractal set, which will always be surrounded by a smooth
distribution. This results in a strongly intermittent character of the filamental field. Figure
4.3 shows a phytoplankton pattern for parameter values 8Á+®5¯Y®:³e5æ
þ
Á+³5¯Y® and ß+Á+®E¯Y³ ,
and a transect crossing it, in the open-flow case. The inhomogeneity in the filamental
structure is obvious, with singularities in a set recognized as the unstable manifold of the
chaotic set formed by bounded orbits in the source region. Smooth structures are also ob-
tained when «ûúÆ «4 ® . The proper description of the resulting structures should use
the concept of multifractality, that is, inhomogeneous distribution of fractal properties. In
fact, even in the closed flow case, at finite times the flow Lyapunov exponent «)û would
have space-dependent finite-time corrections, that will need to be taken into account in a
proper generalization of (4.6). A quantitative description of these multifractal filamental
structures has already been presented in the preceding chapters.
4.6 Conclusions
The spatial patterns formed by interacting populations under the influence of chaotic flows
have been studied. In particular, we have considered a coupled model of ‘nutrient’, phyto-
plankton and zooplankton concentrations advected by two (open and closed) jet-like flows.
General results have been reported for arbitrary chaotic flows, stressing the existence of a
smooth-filamental transition depending on the relative strength of the maximum Lyapunov
exponent of the flow and the one corresponding to the planktonic dynamical system. Pat-
terns obtained for open and closed chaotic flows are different because of the transient or
permanent character of the biological activity.
The models considered here are extreme simplifications of real biological and geophys-
ical situations. We expect however that the main qualitative features found here, namely
the possibility of finding smooth or filamental patterns depending on stirring and relax-
ation rates, and the increased inhomogeneities in open flows, to be present in more realistic
chemical or biological transport situations.
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Figure 4.3: Phytoplankton filamental pattern in the open flow, with a transect along CÁ ®E¯' .
Chapter 5
Population dynamics advected by
chaotic flows:
a discrete-time map approach.
A discrete-time model of reacting evolving fields, transported by a bidimensional chaotic
fluid flow, is studied. Our approach is based on the use of a Lagrangian scheme where
fluid particles are advected by a ³ ø symplectic map possibly yielding Lagrangian chaos.
Each fluid particle carries concentrations of active substances which evolve according to
its own reaction dynamics. This evolution is also modeled in terms of maps. Motivated by
the question, of relevance in marine ecology, of how a localized distribution of nutrients
or preys affects the spatial structure of predators transported by a fluid flow, we study a
specific model in which the population dynamics is given by a logistic map with space-
dependent coefficient, and advection is given by the standard map. Fractal and random
patterns in the Eulerian spatial concentration of predators are obtained under different
conditions. Exploiting the analogies of this coupled-map (advection plus reaction) system
with a random map, some features of these patterns are discussed.
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5.1 Introduction
Patchiness, or the uneven distribution of substances of organisms, is ubiquitously observed
in the ocean [18, 59, 58, 60]. In complex situations such as the marine ecosystems, char-
acterized by the interplay of population dynamics and an ambient fluid motion which may
differently affect individual populations, the question of how a localized availability of nu-
trients (or preys, or, in chemical terms, activators) may affect the distribution of primary
producers (or predators, or inhibitors, respectively; in the following we refer to preys and
predators) is a crucial and challenging problem.
According to [59], the possible causes originating patchiness in marine ecosystems may
be grouped in different categories: fluid motion, biological growth coupled with dispersive
processes, less ubiquitous mechanisms like swarming, vertical migration, and others. In
addition to patchiness, localized availability of food may occur in correspondence of local-
ized sub-ecosystems, such as Posidonia Oceanica beds (for a review see [61]): they display
a quite complex structure in which the most important features arise from direct consump-
tion of the plant and epiphyte-herbivore interactions, although a portion of the trophic chain
is based on suspended matter [61].
A comprehensive description of such processes leads to the study of the so called
advection-reaction-diffusion equations. These are partial differential equations of the type:
è
ãÖé*©&Hærç¬
è
ç
Æ©äÖ©BHærç¬ê%ë¬ãÖé­Áïé@©2ã
Ü
æ¯P¯í¯íæ4ãÑîïæHærç¬ðÆ'Ì éúãÖé¯ (5.1)
Where ãÖé©BHæç¬ ( òúÁ Î$æö¯P¯í¯Pæ;õ ) is the concentration of the ò -th reactive (in biological or
chemical terms) species or substance, and the functions Âé describe the reaction, or the
population, intrinsic dynamics. The possible explicit spatial and temporal dependence may
model the influence of temporal and spatial inhomogeneities in food, temperature, etc.
The term ©/äÖ©&Hærç¬ êë¬ãÖé represents advection by a given solenoidal (i.e. incompressible
ë ê%äàÁÞ® ) velocity field äÖ©BÇærç¬ . Finally, the term Ì é²ãÖé describes diffusion of the ò -th
species or substance with diffusivity Ì é . In writing (5.1) we are assuming that the evolution
of the advected concentrations does not affect that of the underlying flow äÖ©BÇærç¬ . This is
definitely reasonable at the scales we are interested in, even though it is worth mentioning
that at much smaller scales the presence of organisms may affect the rheological properties
of seawater [62, 63].
In some situations it would be necessary to consider a different velocity field for each
of the õ concentrations ãÖé . This may happen, for instance, if different organisms live at
different mean depths, leading to differences in the experienced flow. In such cases one has
to replace Eq. (5.1) by
è
ãÖé*©BHæç¬
è
ç
Æ©/ä~é@©BÇærç¬ê%ëª¬*ãÖé Á?Âé*©6ã
Ü
æ¯í¯P¯íæ4ãÑîÑæVHærç¬ðÆÌ éúãÖéM¯ (5.2)
In this Chapter and in the rest of this Thesis, however, we will only consider the case given
by Eq. (5.1) in which the same velocity field advects all the substances.
Introducing the Lagrangian time derivative 


Á


ÆUä ê"ë , Eq. (5.1) can be written in
the form
ø
ãÖé©&Hærç¬
ø
ç
ÁÂé@©2ã
Ü
æ¯í¯í¯Pæ4ãÑînærç¬ðÆÌéúãÖé2¯ (5.3)
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If diffusion is neglected, it is simple to write the ãÖé@©&Hærç¬ in terms of the solutions of the
Lagrangian evolution equation
ø
D©ç¬
ø
ç
ÁàäÖ©BD©ç¬	ærç¬3æ (5.4)
and the reactive evolution equation
ø
ãÖé©/ç¬
ø
ç
ÁÂé©2ã
Ü
æö¯P¯í¯Pæ;ãÑîïæVA©/ç¬	æç¬	¯ (5.5)
This set of coupled ordinary differential equations describe the advection-reaction process
in a Lagrangian frame: fluid particles move according to (5.4), and reactions among the ãÖé ’s
occur inside each fluid particle, as expressed by (5.5), where ãÖé©/ç¬ are the concentrations
at a particular fluid particle (the one at A¹©/ç¬ at time ç , i.e. ãÖé@©ç¬
(
ãÖé©BD©ç¬	ærç¬ ). Denoting
by 

and d

the formal solutions of (5.4) and (5.5) respectively (i.e., D©ç¬ Á  A©2®:¬ and

©/ç¬ÂÁd
 
©6®:¬ , with

Á ©2ã
Ü
æ;ã
¶
æ¯í¯P¯íæ4ãÑîD¬ ) we can write the solution of Eq. (5.1) in the
form (with Ì é~Á ® )

©BHærç¬AÁ?d


©
Û

Hæ4®:¬3¯ (5.6)
The case Ì é¡ Á ® needs a more elaborated treatment. In addition to the time dependence,
d

will have also an explicit space dependence if the Âé ’s have it.
Obviously, the detailed understanding of the above class of partial differential equations
constitute a formidable task. However, at this stage of development, we are just interested in
the search for generic behaviors expected when few typical characteristics of the flow and of
the population dynamics are considered. Thus, if, for example, we concentrate on flows of
geophysical nature, horizontal motion turns out to be much more intense than vertical one
as soon as one considers scales larger than a few kilometers. This justifies restricting in the
following to incompressible twodimensional flows. A turbulent bidimensional flow would
be a way to model the irregular advection process to which suspended matter is subjected
in real oceans. There are however simpler classes of flows which share some basic char-
acteristics with turbulence, but are much more accessible to analysis: Lagrangian chaotic
flows [6, 5]. These are smooth velocity fields, with some simple time dependence in the
Eulerian description, but which lead to chaotic trajectories of fluid elements, with the asso-
ciated stretching and folding, in the Lagrangian description. In this restricted framework,
it is well known that even periodic time-dependence in two-dimensional incompressible
flows leads generically to chaotic motion of fluid particles.
Rather than integrating the full equations describing the continuous in time dynamics,
and since our interest lies mainly in a qualitative characterization of the population system,
we will resort in this Chapter to a discrete in time mapping-approach in terms of discrete-
time dynamical systems. This approach is numerically very efficient, and has proven to be
extremely productive to study the impact of chaotic advection on mixing [6, 5, 64]. The
main idea is to mimic the advection and reaction processes in terms of maps that capture
the main features of each aspect. Thus, since we will be looking at processes taking place
in 2d incompressible flows, the advective part of our model is naturally described by a
twodimensional symplectic map. It is well known that Lagrangian motion in such systems
is typically chaotic and with a rather rich behavior. In addition, the transported fluid parcel
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contains concentrations of active chemical substances or biological specimens subjected to
a specific dynamics that will be also modeled in terms of a map. Also, it is worth noticing
that even though this is not done in this work, diffusion can be easily reincorporated into
the model by averaging, after each iteration of the maps, the concentration of the different
species contained in the fluid elements over a region of size ¢ÂÚ¤£ Ì ét¥ , where Ì é is the
corresponding diffusivity and ¥ is a characteristic time scale of the system.
The general ideas and formalism sketched above will be made more concrete in the
following, and applied to tackle our main problem: the influence of inhomogeneities of
the distribution of preys on that of predators. We will make use of some known results
for random maps, and compare our discrete-time approach with results obtained in the
continuous-time description of the problem presented in the Chapters 2 and 3 of this The-
sis. In Section II we will discuss the approach to population dynamics in terms of maps;
in Section III our particular model is presented and compared with results for a random
logistic map; the analogy helps in the interpretation of the resulting spatial structure of
predators, which is described in Section IV, and discussed in Section V.
5.2 A discrete-time approach
Let us now present the general idea of our approach for the analysis of the population
dynamics in terms of maps.
It is easy to understand that for time-periodic velocity fields, i.e. äÖ©BÇærç¬HÁ äÖ©BHæçðÆF¦ ¬
where ¦ is the period, Eq (5.4) can be described by a discrete-time dynamical system. The
position D©/çÇÆy¦ ¬ is univocally determined by D©ç¬ . In addition (because of the periodic
velocity field) the map A©/ç¬â D©/çHÆy¦ ¬ cannot depend on ç . Since a periodic time de-
pendence is enough to induce Lagrangian chaos, and because of the above mathematical
simplifications, we particularize our study to time-periodic velocity fields, for which we
can write
D©çðÆﬀÎ"¬AÁ§y©BA©/ç¬r¬3æ (5.7)
Now, time is measured in units of the period ¦ . If ä is incompressible, the map (5.7) is
volume (area in ³ ø ) preserving, i.e., ¨
¨
¨ ©
zE%©

û«ª

º[¬
¬¨
¨
¨
ÁÎ . In ³
ø
the map (5.7) is symplectic, i.e.
the discrete-time version of a Hamiltonian system. Usually, it is not simple at all to obtain
§y©BA©/ç¬r¬ for a given äÖ©BHærç¬ . However, one can directly write models for § which contain
the qualitative features of the flow one is trying to model.
In addition, the transported fluid parcel contains species subjected to their own popula-
tion dynamics. Denoting the solution of (5.5) after one period of the flow ( d®­ ) by ¯ , the
evolution rule for the interacting concentrations

Á=©2ã
Ü
æ4ã
¶
æ¯í¯P¯Wã±°$¬ is expressed in terms
of a map:

©/ç Æ Î"¬AÁ²¯ ©

©/ç¬¬ (5.8)
As before, ¯ will carry additional explicit time and space dependencies if (5.5) is not
autonomous in space or time. The discrete-time version of Eq. (5.6) is:

©§y©BÉ¬	ærçðÆ Î"¬HÁ³¯ ©

©BÇærç¬r¬3¯ (5.9)
In the following we particularize this general approach to a particular model.
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5.3 A particular model and its relationship with a ran-
dom logistic map
The main interest of our study is to consider the problem of how the spatial structure of
the prey spatial distribution may affect the one of the predators. In this section we study a
particular model and present its analogies with the random map. This will enable us to use
the already known properties of this random map to get a further insight into the influence
of the distribution of preys on the predator patterns. We will consider a single-species
population dynamics, i.e. the predator evolves for fixed prey distribution, and under the
influence of the flow, but the distribution of the prey is a non-dynamic variable, in the sense
that it is not transported by the flow and is maintained at fixed values undisturbed by the
predator action. This is the simplest setting in which the effects of a localized source of
nutrients on an advected predator will show up.
The model is the following: the positions of the fluid parcels are advected by a standard
map [8], i.e. a 2d symplectic map defined in the square of side ³c by
A¹©/ç Æ Î"¬ËÁ ©&A¹©/ç¬ÉÆµ´²QUWH)C ©ç~Æ Î"¬¬·¶¸O
©
³c (5.10)
C~©/ç~Æ Î"¬ËÁ ©BC ©ç¬ Æ=A¹©ç¬r¬¹¶¸O
©
³cH¯ (5.11)
It is not integrable for ´  Á® . As ´ increases chaotic regions occupy larger areas, and
the original KAM tori (regular non-chaotic orbits) are successively destroyed (see Fig. 1.1
in the first Chapter). For ´ large enough the KAM tori occupy a very small region and
practically the whole phase space is a unique chaotic region.
The model is completed by stating the evolution rules for the predator-prey interactions.
We denote with ºH©BÉ¬ the stationary spatially inhomogenous distribution of preys, and with
ã©BHærç¬ the concentration of predators in point  at time ç . We take it to evolve in each fluid
parcel according to the well known logistic map: ãª©çÇÆBÎ"¬ÂÁÞ¨©2ãó¬ Á¼»vãª©ç¬ö©*ÎÂ± ã©/ç¬¬ ,
but with a growth rate parameter » determined by the presence of preys, i.e., »Á²½oº . The
complete evolution equation (5.9) is
ã©§y©&¬	æçðÆﬀÎ"¬AÁ?½oºÇ©B¬*ãª©&Hærç¬ö©@În±Uãª©&Hærç¬¬	¯ (5.12)
The standard map has been written in the compact form (5.7) with {Á©BAÉæVCÃ¬ .
We now introduce the particular form of the localized prey distribution ºH©&¬ :
»yÁ½oºÇ©B¬AÁ¼¾
»
Ü
ò
ì
A#¿§ÓÀcA©*În±#Á ¬3æVcD©*Î ÆnÁ ¬@×2æÃÂÄC
»ÐÆÅ"çÇ
ß
»È ò
 
ß
¯
(5.13)
with ®0uÉÁÊu Î . We are suggesting a striped spatial distribution of the preys (with strip
width ³cÁ ), which basically represents (due to the ³c -periodicity of the flow) the simplest,
space-periodic fashion to mimic a patchy distribution. A fraction Á of system area has the
value »ÒÁ»
Ü
, and fraction ÎÑ±#Á , the » Á?»Ð . The heuristic idea that will guide our analysis
is that, if mixing provided by the advection map is strong enough, fluid parcels will visit
regions with the different values of » in a stochastic way, so that the Lagrangian evolution
of the concentrations will be well described by a random logistic map, i.e. a map of the
form
ãª©çðÆﬀÎ"¬HÁË

ã©/ç¬ð©Îï±§ã©/ç¬¬~æ (5.14)
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where the random variable Ë  can take only two values
Ë

ÁÌ¾
»ÐÍÈ ò6çÇhÁ»Å%ÅÎËÅ4òÏ¢/ò6çCÎn±xÁðæ
»
Ü
È ò6çÇhÁ»Å%ÅÎËÅ4òÏ¢/ò6çCÐÁ æ
(5.15)
and Ë Ñ
Ü
is independent of any previous Ë  .
The random map (5.14) has been studied in [65] for »ÐÁ Î"Ï$³ and »
Ü
Á ° . This
corresponds to the situation in which for a value of »ÁÒ»Ð the population dynamics is
attracted by a fixed point, whereas chaotic population dynamics occurs for » ÁÓ»
Ü
. The
alternancy in time of these two tendencies gives rise to nontrivial behavior. Numerical (and
some analytical) computations [65] give the following results for (5.14) with »ÐÖÁ.Î"Ï$³ and
»
Ü
Á ° , for different values of Á :
i) If ÁÔuFÁ
Ü
Á.Î"Ïf the Lyapunov exponent «½Á{tUW¶î¹Õ)Ö Ü
î
!
î
Û)Ü
é

Ð
{WH
ý
Ë

©@În±§³ã©/ç¬r¬
ý
is
negative, i.e. there is exponential convergence of two initially close sequences ãª©ç¬
generated with the same sequence Ë  but slightly different initial conditions ã©2®:¬ . In
this case, the sequences are attracted by ã Á ® .
ii) If Á
Ü
uÌÁ³uÁ
¶Ø×
®E¯$e the Lyapunov exponent is negative again, but now the se-
quences do not converge to any fixed point. They wander in an irregular and seem-
ingly chaotic manner (of the on-off intermittency type). The meaning of the negative
value of « is that close initial values of ã evolve, under the same sequence Ë  , to-
wards the same irregular trajectory. This is a case of chaotic synchronization related
to the phenomenon of synchronization by noise [66, 67].
iii) If ÁÙ?Á
¶
the Lyapunov exponent is positive, i.e. there is exponential divergence of
two initially close sequences ãª©ç¬ , behaving both chaotically.
As a first check confirming that our advection-population dynamics model is close to
the random map when mixing is strong, we fix »ÐúÁtÎ"Ï$³ and »
Ü
Á ° , as in [65]. This
describes a system in which predators are advected over regions in which not enough food is
available ( »öÐÑÁ.ÎIÏ$³ leads to population extinction) and over the strip-like regions in which
preys are abundant (leading to chaotic population dynamics of the predators). We iterate
(5.12) to obtain ã©6ò¬
(
ã©BD©/ò¬3æ;ò¬ , and then calculate the reaction Lyapunov exponent «Ú
for our system:
«
Ú
Á {tUW¶
î¹ÕÐÖ
Î
õ
î
Û)Ü

é

Ð
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©2ã©6ò¬¬
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ý
½oº÷©&D©6ò¬r¬ð©În±³ãª©/ò¬¬
ý
æ (5.16)
The initial condition ã©BÇæ4®:¬ was a smooth function proportional to QUWHÉ©&A­¬-QVUtHÉ©CE¬ . «Ú mea-
sures the rate of convergence or divergence of two initially similar concentration values ã
at the same fluid particle. In Fig. 5.1 we show «2Ú as a function of Á for different values of
´ . When ´ is increased above a high enough value (e.g. ´Û¼Ü , for which the standard
map shows a unique ergodic chaotic region [8]), « Ú approaches the Lyapunov exponent «
of the random map [65]. On the other side, when ´ is small, this correspondence is lost.
Therefore, exploiting this equivalence we can study different regimes of our system
depending on the value of the parameter Á . In particular, the spatial patterns of the advected
field are strongly dependent of the value of «Ú . Next section is dedicated to the study of
these structures.
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Figure 5.1: Reaction Lyapunov exponent, «Ú , calculated for different values of ´ . Solid
line corresponds to ´ Á.Î$¯$e , dotted line to ´ ÁÜ and dashed line to ´ Á.ÎÜ .
5.4 Predator spatial structures
The three regimes described above for the random map are also found for the behavior
of the Lyapunov exponent « Ú as a function of Á in our advection model, with just some
minor quantitative differences, e.g. in the values of Á
Ü
and Á
¶
(in particular, in most of our
calculations we take ´tÁßÜ , which gives Á
ÜÐ×
®E¯'f° and Á
¶à×
®E¯°á ). These three regimes
give rise to the following different predator spatial structures:
i) For Á#uFÁ
Ü
, the concentration of predators vanishes in all the space. The nutrient area
is too small to support a stable population.
ii) If Á
Ü
u5ÁâuFÁ
¶
, a typical spatial pattern appears. A relatively high, but very intermit-
tent, concentration of predators appears in the area occupied by preys. Moreover, the
concentration pattern displays fractal features.
iii) If ÁnÙµÁ
¶
, the spatial concentration of predators shows a random pattern. No typical
structure seems to emerge.
Whereas the result for case i) is self-evident, cases ii) and iii) need a more elaborated
study. We proceed in the following subsections.
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Figure 5.2: Predator 2d pattern obtained for ÁBÁ ®E¯'f:µ . The distribution of nutrients is
continuous. The lighter the colour the higher the concentration.
5.4.1 Case ãåäæ+ã²æãèç
The regime which we have labeled above with ii) is characterized by a negative reaction
Lyapunov exponent «Ú . In this case, we observe numerically (see Fig. 5.2) the existence of
a typical structure of the reactive field, which follows the strip-like structure of the preys.
Moreover, a fractal pattern seems to be displayed by the distribution. Let us proceed to a
quantitative characterization of these features.
In Chapters 2 and 3 of this Thesis we have studied the general continuous-time case
of a chemically or biologically decaying field (thus with a negative reaction Lyapunov
exponent) advected by a chaotic 2d flow. Since periodic velocity fields are used, it is
straightforward to apply the results in these Chapters to the present case with discrete time.
Nevertheless, a fundamental assumption in these studies is that a source term in the equa-
tions, analogous to our prey distribution, is a smooth function of space. The quantitative
results of Chapters 2 and 3 would fail (see e.g. Eq. (2.10) in Chapter 2) when discontinu-
ities are present in the source, as in the localized prey distribution of this present Chapter
(5.13). Therefore, in our calculations, and with the view on characterizing the spatial pat-
terns, we will use a continuous approximation to the previous step function describing the
distribution of nutrients, which would allow us to compare our results (in the regime of
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Figure 5.3: Onedimensional cut of the continuous distribution of nutrients.
«Úx4à® ) with those in Chapters 2 and 3. The approximation is performed by truncating the
Fourier transform of the step function of width Á (Eq. (5.13)) and smoothing properly the
coefficients [68]. The final expression we use is:
ºH©&AÉæDCE¬HÁ
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for any ®éuwAÉæDCïu ³c and õÔÁ+Î® . Fig. (5.3) shows a Î ø cut of this smoothed distribution
of nutrients.
A quantitative characterization of the observed structures can be performed in terms of
structure functions. In particular, the structure function of order one, 
Ü
, is defined by:

Ü
©
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¬AÁ:ð
ý
ã©B½Æ
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¬±Uã©BÉ¬
ýòñ
æ (5.18)
where 4.¯P¯í¯~¼ indicates an average taken over the different spatial points  along a line in
the system. In Chapter 3 the scaling of 
Ü
is calculated with the result 
Ü
©
þ
É¬DÚ
ý þ

ý ó
when
þ
 â ® , with 85õô
 ö
ô 
 when « Ú 4 ® and « û ¼
ý
«
Ú
ý
, being « û the Lyapunov exponent of
the Lagrangian motion (5.4). The above expression for 8 is just an approximation to which
multifractal corrections should be in principle added, but we are not going to consider them
here.
The Lyapunov exponent of the standard map, for ´ high enough, is given [8] by: « û
×
{WH ©´²Ï$³¬ . In our calculations for ´ Á²Ü we are in the above mentioned conditions, that is,
«
û
¼
ý
«Ú
ý
for all the values of Á .
Fig. (5.4) shows ý «Ú ý as a function of Á for ´ Á Ü (the smooth approximation to
the spatial distribution of preys is used). In addition, we have numerically calculated the
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Figure 5.4:
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for a continuous distribution of nutrients, calculated in two different
ways against Á . Values labeled with squares come from a direct calculation using expres-
sion (5.16) in the text. Circles are calculated from ý «Ú ý Ó8« û , being 8 the numerically
calculated scaling exponent of the first order structure function.
scaling exponent 8 of 
Ü
in lines across the central strip of nutrients, and multiplied it
by {tHÉ©Ü$Ï$³$¬n « û for different values of Á . The agreement between both quantities is
quite good for Á near Á
Ü
, confirming the expression 8: ô
 ö
ô 

, although it gets worse as
Á½â¤Á
¶
. The reason for this are the already mentioned multifractal corrections to the scaling
exponent of the structure function, but a deeper discussion about this needs a subsequent
work. The agreement allows us to understand the pattern displayed in Fig. (5.2) in terms
of the filamental fractal patterns discussed in the Chapters 2 and 3 for continuous-time
dynamics. The observed fractal structures are revealing the stable and unstable manifolds
(local contracting and expanding directions) attached to each point of the phase space of
the standard map. It should be noted however that there is here a much larger amount of
irregularities at small scales than in the patterns analyzed in Chapters 2 and 3. The reason
is the much more irregular dynamics associated to the logistic map considered here. The
Lagrangian evolution of ã©/ç¬
(
ãª©&D©/ç¬3ærç¬ is related to the one of the logistic random map,
which is of the on-off intermittency type. Models considered in Chapters 2 and 3 displayed
simple local relaxation behavior. The small-scale structure seen in Fig. 5.2 will introduce
stronger multifractal corrections in higher order structure functions. We finally remark that
when a discontinuous distribution of preys such as (5.13) is considered, the relationship
8K
ô
 
ö
ô
 
 is not satisfied at all.
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Figure 5.5: Predator 2d pattern obtained for ÁBÁ ®E¯':µ . The distribution of nutrients is
continuous.
5.4.2 Case ã²üýã ç
Now we proceed to study the case Á ¼Á
¶
. In this regime, the reaction Lyapunov exponent
«Ú is positive, i.e. the chemical or biological part of our system is also chaotic.
The patterns calculated in this regime have random appearance, being dominated by
strong small-scale irregularity with very small amount of structure (see Fig. 5.5). In fact,
the scaling exponents of the first-order structure function are close to zero, as corresponding
to a random discontinuous field.
This random structure is easy to understand once one has realized that «2Ú¼.® in this
range of Á : neighboring sites, even if they have initially nearly similar concentration values,
and even when they remain close for long time so that they experience close values of the
sequence D©ç¬ , will unavoidably develop growing differences in concentration values, thus
leading to the observed discontinuities at small scales.
5.5 Discussion
Summing up, spatial structures with fractal features (of filamental type) appear for the
predator field in a range of values of the size of the nutrient patch Á . An increasing amount
of small-scale randomness appears when Á is increased, until structure is finally lost. The
analogy with the random map model has allowed us to understand this behavior as being
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originated by the change in the value of the reaction Lyapunov exponent «Ú when Á is
varied. In particular, structure is lost when « Ú becomes positive. For Á small enough,
global extinction occurs, since most of the system has a parameter value for which ãÁ ®
is the only attractor.
Our results have been obtained for a particular set of coupled maps, and for a specific
nutrient distribution. We do not expect major qualitative changes in the above findings if
the standard map is replaced by a different advecting flow, as long as the Lyapunov expo-
nent « û takes the same value. This belief is supported by the more detailed arguments of
Chapters 2 and 3 for the time-continuous case. It should be said however that the quantita-
tive strength of multifractal corrections to simple expression such as 8 ô
  ö
ô 
 will depend
on the particular flow chosen.
Our choice of the logistic map as the population dynamics to study is certainly impor-
tant for the results obtained. Our results should describe the behavior under other popula-
tion models as long as their parameters take values favoring chaotic oscillations in a local-
ized portion of space, and favoring relaxation to a fixed point in the rest. The election of the
logistic map has allowed the use of results known for random logistic maps, thus helping
to interpret the different patterns in terms of the value of «Ú and its relationship with « û .
Those quantities would be the right tool for the interpretation of advection-reaction patterns
in other population or chemical models.
Diffusion has been discarded in the present work. We expect that its only effect would
be to smooth out any small-scale fractal or random structure below a size of the order of
þ
Ì½Ï$«
û
. In fact, our numerical calculations have an effective diffusion which comes from
our minimal spatial resolution. As mentioned above, a more controlled way to introduce
diffusion is to perform explicitly, after each map operation, an average of the concentrations
of fluid particles closer than the diffusion length.
We finally mention that the map approach turns out to be an extremely efficient method
from the numerical point of view, as compared to direct solution of partial differential
equations such as (5.1) or other continuous approaches.
Chapter 6
Low-dimensional dynamical system
model for observed coherent structures
in ocean satellite data
The dynamics of coherent structures present in real-world environmental data is analyzed.
The method developed in this Chapter combines the power of the Proper Orthogonal De-
composition (POD) technique to identify these coherent structures in experimental data
sets, and its optimality in providing Galerkin basis for projecting and reducing complex
dynamical models. The POD basis used is the one obtained from the experimental data.
We apply the procedure to analyze coherent structures in an oceanic setting, the ones aris-
ing from instabilities of the Algerian current, in the western Mediterranean Sea. Data
are from satellite altimetry providing Sea Surface Height, and the dynamical model is a
two-layer quasigeostrophic system. A four-dimensional dynamical system is obtained that
correctly describe the observed coherent structures (moving eddies). Finally, a bifurcation
analysis is performed on the reduced model.
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6.1 Introduction
In the last decades the study of turbulent or extended chaotic systems has enjoyed impor-
tant advances. Two of them are, first, the recognition of the existence and high relevance of
coherent structures (defined as strongly persistent spatiotemporal structures in the dynam-
ical evolution of the system) in weakly and even strongly chaotic systems, and, second,
the borrowing of mathematical methods coming from the studies of nonlinear dynamical
systems (see [10] and references therein).
In both subjects, the introduction of the statistical technique known as the Proper Or-
thogonal Decomposition (POD, also known under a variety of other names, such as Karhunen-
Loe`ve decomposition, method of Empirical Orthogonal Eigenfunctions, etc.) has played
an important roˆle. It was introduced in the context of turbulence by Lumley [69] and has
revealed itself as an efficient technique for finding, describing and modeling coherent struc-
tures in turbulent fluids or extended chaotic systems. The purpose of POD is to separate
a given data set into orthogonal spatial and temporal modes which most efficiently absorb
the variability of the data set.
The power of POD has been implemented following two different paths [10]: On the
one hand the POD is used as a standard technique to extract coherent structures from empir-
ical data sets [70, 71]. Contrasting to Fourier Decomposition, the eigenfunctions obtained
from the POD may display spatial localization, and thus provide a more efficient way to
represent coherent structures. The use of empirical information can be pushed further and
methodologies from dynamical systems theory and other fields have been used in the POD
framework, to provide useful algorithms for control [72] and prediction (see the last two
Chapters of this Thesis). On the other hand, the POD eigenfunctions provide a set of
basis functions which is optimum (at least in a well defined linear sense) for obtaining
low-dimensional ordinary differential equation (ODE) approximations starting from mod-
els based on partial differential equations (PDEs). The approximation is performed by
obtaining long runs of the PDEs, performing the POD onto this synthetic data set, and us-
ing the Galerkin method to project the PDE model into the so obtained POD eigenfunctions
[100, 73, 74].
These two potentialities, i.e. the ability to extract empirical information from experi-
mental data, and the efficiency in building low-dimensional projections from models, are
not frequently used together in the literature. A remarkable exception is the use of empiri-
cal eigenfunctions obtained from the POD of experimental data from a turbulent boundary
layer to build a low-dimensional approximation to the Navier-Stokes equations [75, 76].
We believe that, in some circumstances, the projection of theoretical models into experi-
mentally obtained empirical functions could improve both the model and the data. This will
occur in situations such as in the modeling of natural phenomena (ocean or atmospheric dy-
namics, for example) where even very complex models may be not accurate enough, and
data are unvoidably noisy and difficult to calibrate. Projecting the model onto the exper-
imental eigenfunctions will force it to stay into the ‘right’ subspace, providing a kind of
data assimilation [77] that may compensate the loss of details inherent to low-dimensional
projections. On the other hand, the truncation involved in the POD method implies a kind
of filtering providing noise reduction to the data set.
Our aim in this Chapter is to explore the synergy between experimental observation
Chapter 6 67
and low-dimensional reduction via POD, in the complex setting of environmental fluid
dynamics. In particular, a model for coherent structures arising from instabilities of the
Algerian current in the Mediterranean Sea will be set up and analyzed.
In the ocean dynamics context, the kind of spatiotemporal data sets we need for our pur-
poses can only be obtained from satellite observations. The recent availability of satellite
data of the sea surface is allowing a deeper understanding of the ocean. Satellites contin-
uously measure sea temperature, sea level, chlorophyll concentration, etc., which increase
our knowledge of ocean currents, mean sea level changes, tides, or plankton dynamics,
to name a few. In particular, in the last decade the ERS and the TOPEX/POSEIDON
(T/P) satellite missions have provided the scientific community with high-accuracy altime-
try data, which determines the sea surface level, this is, the height of the sea surface over
a reference level on Earth. Among other relevant scientific applications, these type of data
are specially useful for a better understanding of the dynamics of mesoscale phenomena
in the ocean. Mesoscale refers to typical spatial scales of f$® to f$®$® kilometers and time
scales of less than one year, and it is associated with movements of oceanic currents and
short-time flow variations, and also with the formation and propagation of ocean eddies.
These eddies are generated by interactions with the oceanic topography and/or mean flow
instabilities and their importance is enormous: for example they play a fundamental role in
the heat transport from low to high latitudes.
Some details of the results we present here are determined by the peculiarities of the
data set we are going to use. In particular we mainly focus in the motion of a vortex which
is present in the data, but is only described by subdominant eigenfunctions in the POD
results. This lead us to a model for this coherent structure, but we do not try to model
the full dynamics of whole data set. We expect however that our general methodology
will be useful in other problems in which real-world noisy observations and complex but
imperfect PDE models are available. Generalizations of the POD method which take into
account in a more consistent way dynamic constraints have been developed [78, 79, 12]
and even applied to geophysical contexts [81, 78, 80]. We will use however, and just for
simplicity, the standard formulation of the POD technique.
The Chapter is organized as follows: in the next section, we describe the data set. In
section III, these data are analyzed with the Proper Orthogonal Decomposition (POD). The
study of the most relevant of the eigenfunctions allows the identification of a coherent
structure, that is, a moving vortex or eddy. Then, in the following section, the associated
temporal modes of the POD eigenfunctions defining the eddy are projected over a hydrody-
namic model which, finally, provides a deterministic dynamical system depending on the
parameters of the model. In section V, the reconstruction of the moving vortex from the
dynamical system model is performed. Next, in section VI the bifurcation analysis of the
dynamical system is shown. Section VII concludes this work.
6.2 Satellite altimetry data
We analyze altimetry data from the T/P and ERS-1 satellite missions [82]. Altimetry data
of the ocean provide the Sea Surface Height (SSH) over a reference substrate. The data
obtained in both missions have been merged (to obtain a better spatiotemporal resolution)
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Figure 6.1: a) A map of the Mediterranean Sea. In the small box we show the area under
study. b) Shows one of the altimetry images obtained from the satellite.
on a common time period, from October 1992 to December 1993 and, finally, °$° maps
taken every ÎI® days on a ®E¯Y³ß regular grid are obtained for the Western Mediterranean Sea
[83]. We restrict our analysis to the area known as the Algerian Current, localized between
®±+Îeß  and fáe±ﬀ°:®ßrõ , where a strong mesoscale activity is observed [85]. A mean
flow moving eastwards and parallel to the coast of Algeria is the main feature in this area.
It undergoes instabilities that shed vortices into the western Mediterranean basin, greatly
influencing the physical and biological processes in this area of the Sea [84]. In Figure 1 a)
we show a map of the Mediterranean Sea, and in the small box the area under study. Figure
1 b) shows one of the °$° maps that we are going to analyse.
The SSH fields allow the identification of coherent structures (structures approximately
maintained in the flow over long time periods) in geophysical flows. In particular, areas
of higher altimetric values may correspond to anticyclonic (clock-wise) vortices and lower
ones may indicate the existence of cyclonic (anticlock-wise) vortices. Actually, the data we
have used are referred to a mean level, i.e., we analyze Sea Level Anomalies (SLA) where
the reference height is the temporal mean of the data. This may give rise to some minor
problems because to obtaining the SSH data (the one we are going to need in our modeling
approach) is not as simple as adding the mean sea level. This is because of the different
resolution in the data and will be explained in detail in section IV.
6.3 POD analysis of the satellite data
As it has already been mentioned, the POD technique is generally used to analyze exper-
imental or numerical data with the view in extracting their dominant features, which will
typically be patterns in space and time. On output, it provides a set of orthogonal func-
tions which are the eigenfunctions of the covariance matrix of the data. Generally, this
set is ordered in decreasing size of the corresponding eigenvalue, the larger the eigenvalue
meaning the larger percentage of the data variance is contained in the dynamics of corre-
sponding eigenfunction. Thus, if ¹©BAÉæVC­ærç¬ is our data field ( ©&AÉæDCÃ¬å¿ ß ¶ is the spatial
point and ç is time) to which the temporal average has been subtracted, the POD basis
.
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where
þ
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is the Kronecker delta.
The optimality of the POD basis functions means that [10], among all linear decom-
positions with respect to an arbitrary basis . é*©&AÉæDCÃ¬
/ , for a truncation or order õ , i.e.,
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We now apply the POD analysis to the altimetry satellite data. The results of this
are outlined in the following. Fig. 6.2 shows (in linear-log scale) the fraction of variance
«Ãé/ÏÃ©
!
î
°

Ü
«°$¬ , given by each eigenvalue. It is clearly seen that most of the variance is cap-
tured by the first and second eigenvalues. In Fig. 6.3 we show the temporal mode associated
to the first two eigenvalues, and the power spectrum of the four dominant ones is plotted in
Fig. 6.4. The annual seasonal periodicity is clearly observed in the two dominant modes.
This and more detailed observations in terms of a complex version of the POD on the same
data set [85] allow us to interpret the dynamics given by these dominant eigenfuntions as
the seasonal response of the ocean (heating in summer and cooling in winter) along the
annual cycle.
Therefore, to get a deeper insight into the data (and in particular in the mesoscale phe-
nomena), we have to study other eigenfunctions than the first two. In Fig. 6.5 we show
again the fraction of variance of the eigenvalues (linear-log plot) but in this case we have
removed the first two eigenvalues. We observe that eigenvalues f

and °

are equivalent
under the error bar (for calculating error bars in POD eigenvalues see [86]). In this case,
a linear superposition of them can represent a moving coherent structure [70]. In Fig. 6.6
we show the temporal modes associated with eigenvalues f


and °

. This Figure, and the
corresponding power spectra in Fig. 6.4 suggest a weak semiannual periodicity for both
modes.
Visualization of the time evolution of the data filtered to keep just the eigenfuntions
f


and °

, i.e., "©BAÉæDC ærç¬{Á Ë%©ç¬
@
"©BAÉæDCE¬ÍÆÉËv©ç¬
@
%©BAÉæDCE¬ , suggest a vortex moving
northward and eastwards from the Algerian coast, in agreement with the results of [85].
The approximate periodicity of the associated temporal modes indicates that new vortices
are shed from the coast roughly every six months. Describing the dynamics of this coherent
structure found in the flow will be our goal in the remaining of the Chapter.
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Figure 6.2: Linear-log plot of the fraction of variance of the eigenvalues in terms of their
index.
6.4 Model and low-dimensional dynamical system
The classical way of using POD to obtain a low-dimensional dynamical system approxi-
mation, which takes into account the most relevant features of the physical system, consists
in truncating the expansion (6.2) to a particular order [10, 100, 73, 74, 75, 76]. This order
is generally chosen to contain most of the percentage of the variance of the data. Then,
the equations governing the dynamics of the system (PDEs from which the data may have
been generated numerically) are projected over this particular Galerkin basis and a system
of ODEs for the temporal modes Ë:é@©/ç¬ can be obtained. Our approach is somewhat differ-
ent, first of all, our data are from satellite observations and we need a specific mathematical
model to describe approximately our data, and second, our interest focuses in the dynamics
associated with the eigenfuntions f


and °

which seem to contain the evolution of the
moving mesoscale vortex, and not the more dominant eigenfunctions Î
"

and ³ °

.
Proceeding with the modeling step, and supported by marine experimental campaigns
[85, 87], we assume that the strong mesoscale activity in the Algerian current is mainly due
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Figure 6.3: Temporal modes associated the first two eigenvalues. Circles are the data for
the first and squares for the second.
to baroclinic instability phenomena. This name refers to the instabilities grown from the
available potential energy associated with horizontal gradients of density [2]. Therefore,
we choose a two-layer quasigeostrophic model as our basic flow description since this is the
minimal model accounting for these type of instabilities. Layered quasigeostrophic models
are widely used in oceanographical modeling and their main assumption is that the ocean
behaves as having different layers where density is constant and, in all the different lay-
ers, geostrophic balance is maintained (i.e. Coriolis and pressure forces nearly equilibrate
via a quasibidimensional flow). Actually, the spatial scales of the chosen region, and its
strong topographic features, lead however to important deviations from quasigeostrophy.
Thus, the postulated model should be considered at most as a crude approximation to the
real dynamics. It is one of the objectives of this Chapter to show that the empirical infor-
mation contained in the satellite data is incorporated into the model during the projection
procedure, so that the final low-dimensional model gives a reasonable description of the
dynamics.
In the framework of multilayer quasigeostrophic models, every fluid layer ò of density $ é
and thickness ÇEé is described by a stream function %¹é , which is proportional to the pressure
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Figure 6.4: Power spectrum of the first four temporal modes. Circles, first mode; squares,
second mode; triangles, third mode; and diamonds, fourth mode.
field within the layer, and such that the horizontal velocities ä'&ÉÁ=©()éæD,"é/¬ within the layer
verify é Áa± *) ª

q
and ,%é Á +) ª

º
. In our equations, the coordinate directions A and C will be
oriented along the northward and the eastward directions, respectively.
More specifically we use a two-layer quasigeostrophic model on a beta plane and over
topography. An eddy-viscosity and a bottom friction terms are also included. The equations
defining the dynamics of the stream function of both layers are
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where the subscript ò{Á Î ( ³ ) refers to the upper (bottom) layer, 2 ª
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. ? the gravitational acceleration,
/
é is the mean thickness of the layer ò , and
ì
is the Coriolis parameter, which in the beta-
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Figure 6.5: Linear-log plot showing the fraction of variance contained in the different
eigenvalues starting from the third one.
plane approximation depends on the latitude as
ì
Á
ì
ÐAÆwÃC . ñ is the eddy-viscosity and
ã10 is the coefficient describing friction with the bottom of the sea. The Jacobian operator
3A©/ßÝæ4á ¬ is defined as:
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More details about quasigeostrophic dynamics can found for example in Refs. [2] and
[89]. A more explicit way to write our equations (6.5) and (6.6) is
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Figure 6.6: Temporal modes for the third and fourth eigenfunctions. Squares, third mode;
circles, fourth mode.
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In this model the stream function of the upper layer is %
Ü
©BAÉæDC ærç¬ÖÁ :
798
ÇÉ©BAÉæVC­ærç¬ where
ÇÉ©BAÉæDC ærç¬ is the height of the sea surface over the point ©BAÉæVCÃ¬ at time ç . This last quantity
is the one linked to the satellite observations on which we have performed the POD. It is
important to note that in equations (6.8) and (6.9) we have not considered an annual forcing
term which accounts for the the seasonal variability of the Algerian Current. This is a very
important fact for the next step in our approach, the projection onto a particular Galerkin
basis determined from the observations. We assume the following ansatz:
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where the temporal coefficients EË%©ç¬ and EËH%©ç¬ will be calculated in the following sec-
tions and, finally, compared with the POD temporal coefficients Ë%©/ç¬ and ËHv©ç¬ . With
Chapter 6 75
(6.10) we assume that the stream function %
Ü
(which is proportional to the height) of the
upper layer is decomposed in its temporal mean 4I% ©BAÉæVC­ærç¬ ¼ÂÁ :798 4ÌÇÉ©BAÉæVC­ærç¬¼ , ac-
counting for the annual mean flow, and a perturbation %
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©*EË%©ç¬
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I©BAÉæDCE¬ÖÆ
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%©&AÉæDCÃ¬¬ , which models the mesoscale processes [88]. The perturbation basis for the
height .
@
"©&AÉæDCÃ¬3æ
@
I©BAÉæDCE¬Î/ is what we have obtained from the POD analysis of the data,
and the way to calculate the annual mean will be detailed at the end of this Section.
As we have no real measure for the bottom layer (the satellite sensors get data just from
the sea surface), we need to make some additional hypothesis in our model. We propose
the following ansatz for the expansion of the bottom layer’s stream function
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where J and L are parameters of our model and simulate the eastward and northward
velocity, respectively, of the bottom layer flow. The physical meaning of (6.11) is that the
perturbations from the mean flow for the bottom layer are generated by the same basis
functions as the upper one though with, obviously, different temporal coefficients. The
most important feature in the former ansatz is the mean flow, parameterized with J and L .
The values of these parameters not only determine the intensity of the mean flow but also,
and most importantly, its direction and sense. Discussions about the roˆle of the different
values of J and L will be given in the next section.
Projecting expansions (6.10) and (6.11) over equations (6.8) and (6.9) and using the
orthogonality relations of the POD basis @ é@©&AÉæDCE¬ , we obtain the evolution equations for the
coherent structure’s temporal amplitudes EË$é and Å4é ( ò¹ÁfEær° ),
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The coefficients Á ê ë é and » ê ë é ( Ù Á Î$æ¯í¯PæÎÎ and òïÁÌfEæ;° ) are real numbers that depend
on the parameters of the model and on integrals containing 4=%¼ ,
@
"©&AÉæDCE¬ ,
@
%©&AÉæDCÃ¬ , the
and their derivatives. Their explicit expressions are quite complex and have been obtained
by computer algebraic manipulation. We do not write down here all these involved ex-
pressions. Just to give an example of them, in Appendix A we display the mathematical
expression for »
Ü
ÐVë
¶
.
We finally proceed to explain how to obtain the mean flow 4X% ©&AÉæDC­æç¬ ¼ , without
which the coefficients in (6.12) remain undetermined. Some manipulations of the data
are needed because of the bad spatial resolution of the available mean field. We recall
that we are dealing with Sea Level Anomaly (SLA) data obtained from the two altimetric
missions ERS-1 and T/P. These are conveniently treated to obtain regular maps in space
and time every 10 days and on a ®E¯Y³ß regular grid. These SLA are relative to the annual
mean sea level and, therefore, we need this annual mean to obtain the total height of the
sea surface and thus be able to make relation between the empirical eigenfunctions
@
 ,
@

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and the dynamic variable %
Ü
of the quasigeostrophic model (see Eq. 6.10). Unfortunately,
the annual mean sea level data are not manipulated to improve their resolution, and we
have just the T/P data, of a very coarse resolution (around ³5¯$ß ) to calculate this annual
mean. Therefore, we need to interpolate these to a ®E¯Y³ß regular grid and then to add the
resulting annual mean to the SLA data, in order to obtain a consistent SSH field. But, all
these manipulations are, at the end, manifesting when we solve Eq. (6.12) in such a way
that EË%©ç¬ and EË"©/ç¬ have nonzero average, in contrast with the POD temporal modes, Ë%©ç¬
and ËH%©ç¬ , calculated from data, i.e.,
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In order to heal this, we proceed with an assimilation-like approach: we modify the
annual mean sea level, which has been obtained interpolating the T/P data, by adding this
nonzero average, i.e.,
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being ÇE·Ò©&AÉæDCE¬ the new annual mean height and Ç
­ZY[
·
©BAÉæDCE¬ is the interpolated T/P annual
mean height. Finally, and with high numerical accuracy, the new temporal modes obtained
from Eq. (6.12) have now temporal zero average.
Summing up, the data we are using along this Chapter are obtained by adding to the
SLA data the above calculated ÇÃ· ©&AÉæDCÃ¬ field. It is important to note that because in the
POD analysis we substract the mean field of the data, the qualitative features of the analysis
are similar if we analyse the SLA data or the SLA plus the ÇÃ· field. Nonetheless, the
quantitative differences are not negligible at all at the level of the dynamical system (6.12).
The four-dimensional dynamical system (6.12), now fully defined, is the desired low-
dimensional approximation aimed to describe the coherent structures in our data set. In the
next Section we show that the dynamics of the observed coherent eddy is recovered from
(6.12).
6.5 Numerically generated coherent structure dynamics
We now proceed to integrate the equations (6.12). First, typical values for the param-
eters of the quasigeostrophic model (6.8) and (6.9) are needed. At mid-latitudes, ade-
quate values for the parameters giving the Coriolis force are ÔÁ Î$¯W® ÎI®Û)ÜÜD\úÏ
 
and
ì
ÐÖÁ+ÎI®
Û

 
Û)Ü [2, 3]. In addition, for the Algerian Current area the values $
Ü
Á.ÎI®:³Re ÙZ?EÏ\

and $
¶
ÁôÎI®:³ÜÙ?ÃÏ]\

are adequate for the densities of the upper and bottom layer and
/
Ü
Á?f$®$®^\ ,
/
¶
Áfáev®$®1\ for their mean heights. The bottom topography ¥É©&AÉæDCÃ¬ are real
data obtained from the data basis at the URL ’http://modb.oce.ulg.ac.be/Bathymetry.html’.
For the friction parameter with the bottom topography we take a value of ã10nÁ Î$¯$eÎ® Û R .
A typical value for the eddy viscosity at the scales we are working is ñúÁa³v®$®D\ ¶ Ï
 
. The
remaining parameters are the geostrophic velocities of the bottom layer. This is a difficult
task since nobody really knows what happens in the deep waters of the Algerian Current.
Anyway, recent results obtained by the PRIMO-1 experiment in the channel of Sardinia
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[85] seem to indicate that typical velocities for the deep layer are rather weak (of the or-
der of 1 S*\úÏ
 ), though it is not clear if the deep layer flow (dlf) is westward or eastward.
Therefore we assume dlf following the upper layer, this is northeastward, with typical val-
ues of: J ÁieÐS*\úÏ
 
and L.Áe~S*\úÏ
 
. In the next Section, other values of J and L will be
discussed.
Fig. 6.7 shows EË"©ç¬ and EËHv©/ç¬ obtained by integrating (6.12) with a fourth order Runge-
Kutta method. The periodicity of both is evident, being the period of around 5 moths, in
good agreement with the observed one. If some annual forcing would be added to our
model, this period would probably lock to the semiannual harmonic, still improving the
agreement. The shape of the oscillation in the calculated evolution is much more reg-
ular than the experimental one, as expected from a clean simulation versus noisy data.
In Fig. 6.8 we show a temporal sequence of the coherent structure dynamics given by
EË%©/ç¬
@
"©&AÉæDCÃ¬Æ_EËHv©/ç¬
@
%©BAÉæVCÃ¬ from the calculated temporal modes. An eddy appears next
to the coast and moves northeastward, the process being repeated five months later. This is
fully consistent with the observed data and confirms the success in our task of obtaining a
low-dimensional reduced model. Sensibility of the results to variations in the values chosen
for the parameters is discussed in terms of a bifurcation analysis in the next Section.
6.6 Bifurcation analysis
The value of the eddy viscosity ñ is somehow arbitrary since it would depend on the scale
of observation. Thus, a discussion of the variations in model behavior as ñ varies is in
order. We analyze numerically our system of four ODE’s (6.12) with the help of the soft-
ware package Dstool [90] which integrates the system with a fourth order Runge-Kutta.
We change the eddy-viscosity parameter ñ , which is proportional to the inverse of the
Reynolds number, and observe the bifurcation behavior. The rest of the parameters take
the same values as in the former section. It should be noted that in principle the empirical
eigenfunctions would vary in a system with varying ñ , but since we just have experimental
data for the actual value of the eddy viscosity in the ocean at the observed scales, we keep
the parameters in (6.12) as determined from the POD of the observed data. The bifurcation
diagram is outlined as follows:
3 For ñÔÙ³5Î"³`\ ¶	Ï
 
there are six fixed points. Two of them are stable and the rest are
unstable.
3 When ñ{Á ³5ÎI³K\ ¶ Ï
 
a Hopf bifurcation occurs. One of the stable fixed points (the
one localized at the origin) gets unstable by decreasing ñ and a limit cycle appears
surrounding it. The limit cycle persists for all the values of the viscosity smaller than
³5ÎI³a\
¶
Ï
 
. The system undergoes no new bifurcations by decreasing the viscosity
parameter.
The main dynamical feature in our model is thus the existence of a Hopf bifurcation
which gives birth to a limit cycle for a long range of ñ values, including the physical ones
at the scales we are working. All these limit cycle solutions give rise, after reconstruction
of the coherent structure with the help of the empirical eigenfunctions, to traveling wave
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Figure 6.7: Temporal evolution of the third and fourth temporal modes obtained by numer-
ical integration Eq. 6.12
patters with a period of around six months. In particular, the moving eddy identified in
section 6.5 is just one of these solutions. Moreover, the rest of the fixed points in the
second regime, i.e. when ñbu ³5ÎI³ , seem to have no physical significance as their basins
of attraction correspond to very high values of the initial condition for EË$é@©ç¬ ( ò¹ÁfEær° ), i.e.,
high values of the sea surface height. When the eddy-viscosity is too large, the system
evolves towards a stable fixed point, with no moving coherent structures, as expected on
physical grounds.
To give a stronger support to the former analysis, we have tested our ODE system with
other values of the dlf velocity. We have observed numerically the following behaviour of
the system:
3 High values of J or L , ÚaÎI®åS*\úÏ
 
, produce diverging solutions, with no fixed points
for any value of ñ . Very low values ( Ú Î®Û¶®S*\úÏ  ) give rise also to unbounded solu-
tions for any initial condition in some range of high viscosity values (low Reynolds
number), which is not reasonable on physical grounds.
3 Changing sign in J , that is, assuming a westward flow in the bottom layer, does not
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Figure 6.8: Numerical reconstruction of vortex shedding and motion near the Algerian
coast. After h) the same sequence is repeated. The blue area (higher altimetric values) next
to the coast corresponds to an anticyclonic vortex (the moving coherent structure under
study). In the figure, it always appears with its corresponding cyclonic vortex (red area).
change considerably the bifurcation diagram, but the amplitude of the limit cycle is
too big when reasonable values of the viscosity (around ³®$®b\ ¶4Ï  ) are used. On
the contrary, changing sign in L or in J and L simultaneously gives rise to a ODE
system where all the solutions are unbounded.
We think these are enough reasons supporting the chosen direction and magnitude of
the velocity of the dlf, that is, a northeastward direction and typical values for the horizontal
velocites around e S*\úÏ
 
.
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6.7 Summary
In this Chapter we have used the Proper Orthogonal Decomposition to obtain a low-dimensional
dynamical description of coherent structures observed in satellite data of a region of the
Mediterranean Sea. First, analysis of the altimetric satellite data via the POD allows the
identification of a moving vortex in the ocean surface. Second, projection of a two-layer
quasigeostrophic model onto the empirical basis, together with some physical assumptions
on the unobserved part of the sea, allow the construction of a fourth-order dynamical system
that gives a reasonable description of the dynamics of the coherent structure, in particular
its period and amplitude. It is remarkable that a crude PDE model, and noisy data, can be
merged to obtain an efficient reduced model.
Chapter 7
Forecasting confined spatiotemporal
chaos with genetic algorithms
A technique to forecast spatiotemporal time series is presented. It uses a Proper Orthogo-
nal or Karhunen-Loe`ve Decomposition to encode large spatiotemporal data sets in a few
time-series, and Genetic Algorithms to efficiently extract dynamical rules from the data.
The method works very well for confined systems displaying spatiotemporal chaos, as
exemplified here by forecasting the evolution of the one-dimensional complex Ginzburg-
Landau equation in a finite domain.
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7.1 Introduction
Nonlinear time-series analysis provides tools to identify dynamical systems from measured
data [91]. The approach has been greatly developed in the last years as a powerful alter-
native to linear stochastic methods in the modeling of irregular time-series and provides,
under the assumption of deterministic behavior, useful recipes for system control, noise
reduction, and forecasting. Applications of these techniques to situations of spatiotem-
poral chaos, however, is still in its beginnings [92, 93]. There are two main reasons for
this: a) the large attractor dimensions of spatiotemporally chaotic systems, increasing with
system size, poses serious difficulties to the standard methods of delay embedding and at-
tractor reconstruction; b) the right choice of variables is far from obvious: whereas the time
evolution of an observable at a particular space point could be enough in some particular
situations, decaying space correlations, and propagation phenomena would turn this to be
a poorly performing choice in most cases.
A very efficient method for time-series prediction using Genetic Algorithms (GA) has
been recently proposed in [94] for nonextended systems. Comparatively small data sets
are enough to use this technique, which makes it competitive in facing difficulty a) i.e.,
prediction in the presence of attractors of large dimension. In some cases, even non-trivial
functional forms of dynamical systems generating the data can be unveiled [95]. In this
Chapter we extend the GA approach to the forecasting of confined spatiotemporal chaos.
By this we mean the situation in which chaotic dynamics in an extended system is strongly
affected by the presence of boundaries. Our interest in this situation, somehow interme-
diate between low-dimensional chaos and homogeneous extensive chaos, arises from its
relevance to real experimental situations [96, 97], and from recent work [98] leading to
theoretical understanding: the boundaries break translational symmetry and the resulting
phase rigidity restricts the shape of the chaotic fluctuations allowed. This manifests for
example in the appearance of nontrivial average patterns [96, 98] and in inhomogeneities
in other statistical characteristics [97, 99]. Under these circumstances the Empirical Or-
thogonal Functions (EOF’s) [10, 100] obtained from a Proper Ortogonal Decomposition
(POD, also known as Karhunen-Loe`ve decomposition) provide an excellent basis for de-
scribing the system dynamics. They are different from simple Fourier modes and contain
information (optimal in a precise sense) on the broken translational symmetry. The ampli-
tudes of the most important EOF’s will be the variables chosen in response to difficulty b).
By increasing system size, the dynamics would leave the regime of confined spatiotempo-
ral chaos and at some point extracting and using information on local structures as in the
methods of [92, 93] would become advantageous over the POD representation. The GA’s
however could still be used as predictors for the new representation.
7.2 Method
We now describe more in detail our method for spatiotemporal forecasting, in which the
POD is used to encode the large spatiotemporal data set in a few time-series, and the GA
approach is used to obtain the corresponding forecasts. Given a time series of spatial pat-
terns J ©&HæDºð¬ , where º Á.Î$æö¯P¯í¯Pæ;õ labels the temporal sequence and  the c spatial points
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in a
ø
-dimensional mesh, the POD decomposes the fluctuations around the temporal mean
¹©BHæVºð¬
(
J ©BÇæDºð¬Ò±ÌðdJ ©BHæVºð¬
ñ
°
into modes ranked by their temporal variance. As a
result, a set of spatial EOF’s and associated temporal amplitude functions are obtained.
The EOF’s
@
é©B¬ ( ò Á Î$æö¯P¯í¯Pæ+c ) are the (orthogonal) eigenfunctions of the covariance
matrix of the data ãª©&HæV

¬ Á ð(¹©BHæVºð¬¹©&

æDº ¬
ñ
°
and are the spatial structures statisti-
cally more representative of the fluctuations in the data set. Temporal amplitude functions
Ë$é@©Bºð¬ , describing the dynamics of the system, are obtained from the modal decomposi-
tion ©&HæDº ¬ Á
!fe
é

Ü
Ë$é@©º ¬
@
é@©BÉ¬ . If only ´ 4gc of the EOF’s (the ones containing the
highest temporal variance as measured by the corresponding eigenvalues) are used in the
reconstruction process, the set of reconstructed patterns
h ©BHæDº ¬AÁ
h

é

Ü
Ë:é©º ¬
@
é©B¬ (7.1)
is still the best approximation one can obtain by linearly combining ´ arbitrary spatial pat-
terns multiplied by ´ arbitrary amplitude functions[10]. Even more, it has been shown for
several chaotic and even turbulent confined systems [10, 100] that taking a few dominating
modes ´Í4¡4Cc provides a good approximation to the complete data set.
Forecasting of the amplitude functions is performed with a Genetic Algorithm. In gen-
eral, GA’s are computational methods to solve optimization problems in which the optimal
solution is searched iteratively with steps inspired in the Darwinian processes of natural
selection and survival of the fittest [101]. Here the optimization problem to be solved is
finding the empirical model best describing the data, that is, finding the optimum function
i
é that minimizes the difference   ¶
é
(
!
î
°

Ü
©Ë:é©º ¬H±kjË:é@©ºð¬¬
¶ between the values Ë$é©ºð¬ of
each time series and the corresponding estimator given by
jË:é©º ¬DÁ
i
éÓ Ë:é©º ±àÎ"¬3æ
Ë$é@©Bº ±³$¬	æ¯í¯í¯Pæ
Ë$é©º²±UÌ ¬× æ (7.2)
with Ì+Æ Î uiº uõ . Finding i éæ;òÁ+Î$æ¯í¯í¯Pæ*c amounts to identify the dynamical system
behind the data set. Once found, Eq. (7.2) can be used to predict the future evolution of
the system. If Ì is large enough, the existence of the exact
i
é ’s is guaranteed by Takens
theorem and its extensions [91], but a smaller Ì can give approximate dynamics i é with
already a reasonably low error  Ñé . In addition, we are not looking for all the c estimators
but only for the ´ associated to the dominant EOF’s. In our approach, the time-series
associated to each EOF are modeled independently. More general multivariate estimators,
with each jË$é possibly dependent on different Ë  ’s, may in principle be used, but we restrict
to the choice (7.2) for algorithmic simplicity.
The power of the GA resides in that a huge functional space is explored in order to find
an optimal
i
é . Each possible i é is a formula consisting in a combination of numerical con-
stants, variables, and arithmetic operators. This combination is stored in the computer as a
symbolic string. The only limitation to the allowed functional forms (besides the limitation
to arithmetic operations) is the maximum allowed length of the symbolic string. The search
procedure begins by randomly generating an initial population of potential estimators i é
that will be subjected to the evolutionary process. The evolution is carried out by selecting
from the initial population the strongest individuals, i.e. the functions that best fit the data,
giving a smaller  né . In practice, only a temporal part of the data set is used in this step (the
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training set), whereas the rest of the data are used later for validating the efficiency of the
prediction method (validating set). The strongest strings choose a mate for reproduction
while the weaker strings disappear. ‘Reproduction’ consists in interchanging parts of the
symbolic strings (the ‘genetic material’) between the two mating individuals. As a result,
a new generation of individuals (which includes the original ‘parent’ string) is generated.
The new population is then subjected to mutation processes that change, with low proba-
bility, small parts of the symbolic strings. The evolutionary steps are repeated with the new
generation, and the process is iterated until an optimum individual is finally found or after
a fixed number of generations. Further details about the implementation of the algorithm
can be consulted in [102].
The formulae i é are only optimized for predicting the value of Ë$é@©º ¬ in terms of the Ì
amplitudes immediately before in time. We call this ‘one-step-ahead forecast’. One can in
principle iterate the formulae to obtain successively predictions for Ë$é@©BºÖÆúÎ"¬ , Ë:é©º Æ½³$¬ , etc.
But this will normally lead to results rapidly diverging with respect to the correct values
because of error accumulation and amplification [94].
However, GA’s can be designed specifically to forecast values of the time series not
necessarily in the immediate future. For example, finding the function i
­
é
minimizing the
error between the actual series and the estimator
jË:é
­
©º ¬DÁ
i
­
é
ÓòË:é©º²±¦ ¬	æDË:é©º ±F¦|± Î"¬	æö¯P¯í¯PæDË:é©º²±UÌ ¬×:æ (7.3)
with ÌÞÆÎ#uÌºu õ , allows direct prediction of Ë:é@©2õ Æw¦ ¬ , that is prediction ¦ -steps
ahead, without iteration.
7.3 Numerical results
To illustrate the forecasting method we generate a data set from numerical simulation of a
well-studied model equation displaying spatiotemporal chaos, the one-dimensional Com-
plex Ginzburg-Landau equation (CGLE), supplemented with Dirichlet boundary conditions
at the ends of a finite interval [100]. It is convenient for our purposes to write it as
è

ß©BAÉæç¬DÁ »
¶
©@Î Æµ8Ç¬
è
¶
º
ßÆßﬀ±ﬀ©*Î Æ§òÏ¹¬*ß
ý
ß
ý
¶
æ (7.4)
where » , 8 , and  are real and positive and ß©&AÉærç¬ is a complex-valued field. We solve it in
the interval Ó®5æVc × so that the boundary conditions read ß ©2®:¬ Á ß ©Bc¬ Á ® . By simple scal-
ing of the spatial coordinate one sees that this is equivalent to rewriting the equation with
» Á Î , but solving it in a domain of size dÁcÏv» . Thus the parameter » is equivalent to
an inverse system size, and decreasing it is equivalent to increasing system size. Following
[100] we fix 8 Á=° and  Á ±Â° [103]. For »K4®E¯Y³ the system displays spatiotemporal
chaos for most of the initial conditions. Decreasing » one encounters the regime of con-
fined spatiotemporal chaos we are interested in before approaching homogeneous extensive
chaos at large system sizes ( »ªâ ® ) [104]. According to [100], the correlation dimension
of the dynamical attractor for »ªÁ®E¯PÎö° is ÜE¯W®R . We sample our simulation every ¥üÁ ®E¯íÎ
time units and at spatial locations separated l ÁýcÏÎI®$® space units, and follow it for $®
time units ( $®$® samples) after discarding the initial transient starting from random initial
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Figure 7.1: Spatiotemporal evolutions of J ©BAÉæDº ¬ , as given by the CGLE for »yÁ®E¯íÎ"³ (left)
and »yÁ ®E¯PÎ´ (right). Black corresponds to J Á ® , and lighter gray to high values of J .
conditions (this sampling leads to õ ÁÒ$®$® and c Á ÎI®$® ). This will be our ‘training
set’ to be feed into the GA. The simulation is then continued for a few more time units, to
provide the ‘validation set’ which is hidden to the GA. It is used later to check the accuracy
of the predictions.
We choose as the basic field to be forecasted the modulus J ©BAÉæDº ¬ Á
ý
ß©&AÉærçAÁº2¥¬
ý
of the complex field. The algorithm seems to perform slightly better in forecasting the
real or the imaginary parts of ß , but we use J to show that the algorithm works well
with nonlinear combinations of the basic dynamical quantities. In Fig. (7.1) we show parts
of typical spatiotemporal evolutions for »BÁ ®E¯íÎ"³ and »BÁ ®E¯íÎI´ . Clearly, reducing »
decreases the spatial scales, as corresponding to an effectively larger system size, but also
the complexity of the evolution is increased. In both cases it is clear that the motion of
the dynamical structures is constrained by the presence of the walls, as corresponding to
confined spatiotemporal chaos.
We solve Eq. (7.4) for » Á ®5¯PÎ«5æ4®E¯íÎI´Eæ4®E¯íÎ°Ãæ;®E¯PÎI³ and perform the POD on the fluctu-
ations ¹©&AÉæDºð¬ of the modulus around its temporal mean value in the resulting data sets.
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Figure 7.2: The first two EOF’s (a and b), and the corresponding time amplitude functions
(c and d) from the training set at » Á®E¯íÎI´ .
The number of relevant EOF’s (which we define to be those accounting for at least ÜÜv of
the data variance[100]) are respectively Ü , Î$Î , Îf , and Îe . We note that this confirms the
expected approximate linear scaling of the number of EOF’s with increasing system size
d ( w »Û)Ü )[105]. It is somehow surprising that this extensive scaling appears even when
chaos is not homogeneous, but still influenced by the boundaries. This fact has been ob-
served in other systems before [97, 99]. For illustrative purposes, we show in Fig. (7.3) the
two most relevant EOF’s from our training set at »yÁ®E¯íÎI´ , and the corresponding temporal
amplitude functions. The chaotic character of these series is evident.
We next apply the GA to each of the amplitude functions of the relevant EOF’s. We use
the following parameters for all the values of » : number of generations in the evolutionary
process ³®$®$® , number of individuals in each generation Î"³® , maximum number of symbols
allowed for each symbolic string ³v® , maximum delay in (7.2) or (7.3) Ì Á Î [106].
Tuning of these parameters for each particular value of » would improve forecasting, but
would make comparisons more difficult. Predictions for the field ¹©BAÉæç¬ are then build up
by reconstruction according to (7.1) with ´ the number of relevant EOF’s defined above.
In Fig. (7.3) we show the one-step-ahead forecasted fields, more concretely the prediction
for the first step beyond the training set, º Á$®EÎ . It is compared with the actual numerical
pattern in the validation set, for »ﬀÁ ®E¯íÎ"³5æ4®E¯íÎ° and »ﬀÁ ®E¯PÎ´ , displaying an excellent
performance.
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Figure 7.3: The forecasted moduli fields (dashed line) as compared to the real ones (solid)
for one-step-ahead prediction for several values of » .
We quantify the quality of the prediction in terms of the mean square error ¿I©º ¬ :
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where j
h
©BAÉæVºð¬ is the predicted pattern reconstructed from Eq. (7.1) and ¹©&AÉæDºð¬ is the
actual pattern from the validation set. As stated before, GA’s can be used to predict future
values some time steps ahead, without the need of iterating the one-step-ahead predictor
(which early becomes useless because of the expected exponential growth of errors). Figure
(7.4) shows ¿I©º ¬ as a function of º for »úÁÞ®E¯íÎI´ calculated from: a) the one-step-ahead
prediction formulae obtained from the training set, but applied to obtain the pattern at
step º from the previous Ì values in the validation set; b) iteration of the one-step-ahead
formulae starting from the last Ì data in the training set; c) five-steps-ahead prediction
from a formula of the type (7.3) with ¦Á+e , obtained by the GA in the training set, and
used into the validation set. We see that the improvement in accuracy is notorious when
iteration is avoided. We note that the errors in methods a) and c) remain bounded even
when º is far from the values from which the prediction formulas were estimated (i.e. the
training set ºµ4ß$®® ). This confirms that the method is not simply fitting data, but rather
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Figure 7.4: Errors as a function of º in the validation set, for »Á ®E¯íÎI´ . Circles: one-step-
ahead prediction. Diamonds: iteration of the one-step-ahead formulae starting from the
training set ( º0uy$®$® ). Squares: five-steps-ahead prediction.
it has really found approximate dynamical rules within the deterministic spatiotemporal
series.
Figure (7.3) displays the average error 4r¿ ¼ , which is the temporal average of ¿"©º ¬
with º in the validation range displayed in Fig. (7.4), as a function of » (for one-step-ahead
prediction). Despite we are including more EOF’s in the reconstruction for decreasing » ,
the prediction error shows a tendency to increase. This is a consequence of the increase in
complexity (and in attractor dimension) of the dynamics by the effective increase in system
size (  » Û)Ü ). Since we keep the maximum delay Ì fixed, the embedding of the data set
becomes more incomplete at smaller » and the prediction deteriorates. In addition, for
smaller » the confined or boundary influenced character of the spatiotemporal chaos in the
system is lost and a description in terms of local structures will be certainly more efficient
[92].
7.4 Conclusions
In summary, we have presented a method to forecast the evolution of spatially extended
systems based in the combination of POD and GA’s. The method performs very well in
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situations of confined spatiotemporal chaos as exemplified by the CGLE in a finite interval.
We mention here that we are exploring the possibilities of the method for prediction from
noisy natural data sets. Results obtained in forecasting Sea Surface Temperature patterns
in an area of the Mediterranean Sea are encouraging, and are presented in the next Chapter.
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Chapter 8
Forecasting the SST space-time
variability of the Alboran Sea with
genetic algorithms
We propose a nonlinear ocean forecasting technique based on a combination of genetic
algorithms and empirical orthogonal function (EOF) analysis. The method is used to fore-
cast the space-time variability of the sea surface temperature (SST) in the Alboran Sea.
The genetic algorithm finds the equations that best describe the behaviour of the differ-
ent temporal amplitude functions in the EOF decomposition and, therefore, enables global
forecasting of the future time-variability.
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8.1 Introduction
Traditionally, ocean forecasting is carried out integrating forward in time the equations of
motion. This approach usually requires the derivation of the dynamical laws controlling
the ocean processes as well as the detailed knowledge of the initial conditions. Unfortu-
nately, this level of knowledge or the computer power needed for the numerical simulation
of the ocean is not always accessible. In these cases, an alternative approach to forecast
ocean evolution consists in extracting dynamical information directly from the empirical
data without imposing an explicit dynamical model. The extracted information about the
past of the system is then used to predict its future evolution. The classical techniques in
this type of approach consist on modeling the dynamics as a random process, using nonde-
terministic and linear laws of motion [108]. However, new techniques that explicitly take
into account the nonlinear nature of the time evolution are demonstrating a high predictive
power. Proposals based on genetic algorithms are beginning to appear in different con-
texts [94]. Briefly stated, genetic algorithms are methods to solve optimization problems in
which the optimal solution is searched through steps inspired in the Darwinian processes
of natural selection and survival of the fittest [101]. In the forecasting context, the opti-
mization problem to be solved is to find the empirical model best describing observed past
data. The empirical model so obtained may then be used to forecast the future, and may
reveal functional relationships underlying the data. Recently, [94] has already shown the
robustness of genetic algorithms to forecast the behavior of one-variable chaotic dynamical
systems.
The aim of this Chapter is to extend the work of [94] to spatially extended dynamical
systems, thus permitting application to real oceanographic data. More explicitly, we focus
on using genetic-algorithm methods to predict the space-time variability of the sea surface
temperature (SST) of the Alboran Sea. The reasons for this particular election arise from
the circulation structure of this basin, the westernmost of the Mediterranean sea, charac-
terized by a wavelike front with two anticyclonic gyres generated by the inflow of Atlantic
waters into the Mediterranean through the Strait of Gibraltar [114, 116]. This circulation
pattern has a strong signature in the SST field, which provides the chance to observe its
space-time variability from satellite imagery.
The Chapter is organized as follows: Section II presents the technique; Section III
briefly describes the characteristics of the satellite data employed in this study. The re-
sults obtained from the application of the method are shown in Section IV, and Section V
concludes the Chapter.
8.2 Nonlinear forecasting of two-dimensional fields with
genetic algorithms
The methods of [94] are adequate to forecast the time evolution of one or a small set of
variables. Two-dimensional SST fields obtained by satellite imagery are too large for direct
application of the technique. A method to encode the time series of satellite images into a
smaller set of numbers is thus required. This can be accomplished by using the Empirical
Orthogonal Function (EOF) technique [10, 111]. Briefly, EOF analysis decomposes the
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space-time distributed satellite data into modes ranked by their temporal variance. As a
result, a set of spatial modes and associated temporal amplitude functions are obtained. The
spatial modes provide information of the spatial structures while the amplitude functions
describe their dynamics. The complete state of the system (i.e., the original sequence
of satellite images) can be well approximated by simple linear combination of the most
relevant spatial modes multiplied by their corresponding amplitude functions [10, 111].
The problem of forecasting the dynamics of a two-dimensional field has thus been reduced
to predicting the amplitude functions, a small set of time-series, corresponding to the most
relevant EOFs.
The works of [113], [109], and many others have established the methodology for non-
linear modeling of chaotic time series. Explicitly, Takens’ theorem [113] establishes that
given a deterministic time series Łd+dP**HWN there exists a smooth
map  satisfying:
Ł=C  ¢¡£¤Ł¥¡§¦¨¤©©©V¥¡ª«d¬ (8.1)
where ª is called the embedding dimension obtained from a state-space reconstruction of
the time series [107], [91]. Our aim is to obtain with a genetic algorithm the functions ­©®
in Eq. (8.1) that best represents the amplitude function associated to each one of the most
representative EOFs, and then use them to predict the future state of the system. The algo-
rithm proceeds as follows (for details see [94], [102]): first, for the ¯ -amplitude function,
°1±
 , a set of candidate equations (the population) for ­©® is randomly generated. These
equations (individuals) are of the form of Eq. (8.1) and their right hand sides are stored
in the computer as sets of character strings that contain random sequences of the variable
at previous times ( °²± 1¡³¤ °1± ´¡µ¦¨¤ °²± 1¡ª« ), the four basic arithmetic
symbols ( ¶ , ¡ , · , and ¸ ), and real-number constants. A criterion that measures how well
the equation strings perform on a training set of the data is its fitness to the data, defined as
the sum of the squared differences between data and forecast from the equation string. The
strongest individuals (equation strings with best fits) are then selected to exchange parts
of the character strings between them (reproduction and crossover) while the individuals
less fitted to the data are discarded. Finally, a small percentage of the equation strings’
most basic elements, single operators and variables, are mutated at random. The process is
repeated a large number of times to improve the fitness of the evolving population. More
details of the algorithm are given in the Appendix B.
In order to minimize the effects of the stochastic components introduced into the ampli-
tude functions by the measurement and environmental noise, and by neglecting the EOFs
of small variance in the reconstruction processes, a noise-reduction method based on Sin-
gular Spectral Analysis (SSA) or data adaptive approach [110], to be described below, is
first applied to the noisest amplitude functions.
8.3 Data
In the present study we have considered a series of 68 monthly averaged SST images of the
Alboran Sea, ranging from March-1993 to October-1998. Each monthly image is based
on the daily maximum images using the average for every single pixel’s position. The
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monthly composition normally consists of approximately 160 AVHRR-MCSST (Advanced
Very High Resolution Radiometer - Multichannel Sea Surface Temperature) passes. Each
image is constituted by ¹º¼»­·¦H»¨½ pixels corresponding to a spatial resolution of H km.
Several tests ensure that SST values are derived only for cloud free water surfaces. All
pixels flagged as cloud are excluded from all further processing. The data set is available
from the German Remote Sensing Data Center (DFD) of the German Aerospace Center
(DLR) (You can visit the URL at http://www.dfd.dlr.de/index.html).
8.4 Results
Figure 1a, b, c and d show the mean, ¾(¿ , ¦¼ÀÁ and ÂÃÄÁ spatial modes respectively obtained
from the EOF analysis, while the solid lines in Figure 2 represent the temporal amplitude
functions associated with each spatial mode. Basically, the ¾¿ EOF mode captures the
variability associated with the seasonal changes in the surface temperature of Atlantic and
Mediterranean waters. The ¦]ÀWÁ spatial mode appears to be associated with variability in the
intensity of the two gyres. Finally, the Â ÃÄÁ mode essentially describes the spatial variability
related to the Almeria-Oran Front. These three modes account for ÅHÆPÈÇ¨¹É of the total
variance of the data. A Complex EOF analysis of satellite altimetry data in the same area
was performed by [115].
The amplitude functions of the ¦ ÀWÁ and Â ÃÄÁ EOFs show a time dependence much more
complex than the simple seasonal variation displayed by the  ¾¿ one. This could be an in-
dication either of complex deterministic evolution or of contamination from random noise.
To disentangle both components, the signals were filtered using the SSA method: The fil-
tered time series obtained from the amplitude functions of the ¦ ÀÁ and Â ÃÄÁ EOFs (red dashed
lines in Figs. 2b and c) were built considering the first eight and five SSA eigenvalues (that
account for Ê¨½HÉ and Ç»HÉ of each amplitude variance) in the respective original time series.
The criterion to identify this amount of deterministic variability in each signal was based
on a nonlinear prediction approach [112]. Essentially, the signal to be filtered is rebuilt us-
ing only a certain number of eigenvalues obtained from the SSA decomposition. Then, the
genetic algorithm is employed to find the equation that best fits the data in one part of the
dataset, the training set, ranging from March-1993 to June-1998. The predictability skill of
the solution equation is then validated with data ranging from July-1998 to October-1998,
the validation set, previously unknown for the algorithm. If the forecast performance of the
solution equation is high in the validation set (more than ÆH½É of agreement between data
and forecast) the rebuilt signal is considered to be mainly deterministic. A new time series
is then rebuilt from the original one considering a larger number of eigenvalues and the
previous process is repeated. The procedure is stopped when the inclusion of new eigen-
values deteriorates the forecasting skills, since then it can be argued that the variability
represented by the new eigenvalues has a strong noisy component. The final filtered signal
is thus rebuilt with the maximum number of eigenvalues that provide a good forecast skill
in the validation set.
Specific details concerning the algorithm, as well as the resulting empirical equations
obtained from it for the three temporal amplitude functions are written in the Appendix B.
Figures 2a, b and c show the results of applying the solution equations. The blue dash-
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Figure 8.1: a) Mean SST of the Alboran Sea; b), c) and d) shows the  ¾(¿ , ¦ ÀWÁ and Â ÃÄÁ EOF
respectively.
dotted line shows the results of applying the solution equation in the training set: all the
points in the line are one-month-ahead predictions, i.e. they are obtained from the equa-
tions in the Appendix B and the observed values of the (filtered) temporal amplitude at ª
previous months. Blue circles are the one-month-ahead predicted values in the validation
set, i.e., the time interval for which measurements were used in the filtering process but not
in the final genetic forecasting.
In order to discriminate if the excellent agreement between data and predictions in the
validation set comes from artificial dependencies in the data introduced by the filtering
procedure or from an intrinsic dynamical behavior well captured by the evolutionary al-
gorithm, the solution equations are tested in a third set of data called the forecasting set
(from November-1998 to January-1999) that has not been used in the filtering process. The
crosses are one-month-ahead forecasts in this set of data. The agreement in all cases is
excellent, thus indicating that the genetic algorithm has been able to capture the main time
variability of each EOF. It is remarkable that this has been achieved without the use of any
explicit knowledge of the ocean dynamics, and using data just from the upper layer of the
sea.
It remains, to close the procedure, to obtain the total forecasted SST spatial field. This
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Figure 8.2: a) Amplitude function corresponding to the 1st EOF (solid black line); the
blue dash-dotted line shows the results of applying the solution equation in the training
set while the crosses are one-month-ahead forecasts in the forecasting data set. b) The
solid black line represents the observed amplitude of the 2nd EOF. The red dashed line
represents the SSA-filtered mode amplitude. The dash-dotted line represents the fitting of
the solution equation to the SSA-filtered mode amplitude in the training set. Circles and
crosses represent one-month-ahead forecasts in the validation and forecasting data sets,
respectively; c) same as b) but for the 3rd EOF.
is accomplished by adding the three EOFs multiplied by their predicted amplitudes. This
has been carried out for the forecasting set. Figures 3a and b show the monthly averaged
SST field for November-1998 and the corresponding one-month-ahead forecast. The re-
sult correctly reproduces the main SST structure of the gyres in particular and the Alboran
Sea in general. The technique slightly overestimates the SST of the two gyres. Since the
agreement with the filtered time-series was rather good, this discrepancy should correspond
to the part of the observation that has been identified as stochastic by the algorithm. The
results obtained for December-1998 are shown in Figures 3c and d. In this case, the fore-
casted field still keeps a slight signature of the two gyres, a feature that is not found in the
real data, although the presence of warm Atlantic waters in the gyre areas is well repro-
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Figure 8.3: a) Monthly mean SST of the Alboran Sea corresponding to November-1998 and
b) forecast obtained for November-1998 one month in advance; c) Monthly mean SST of
the Alboran Sea corresponding to December-1998 and d) forecast obtained for December-
1998; e) Monthly mean SST of the Alboran Sea corresponding to January-1999 and f)
forecast obtained for this month.
duced. Finally, Figures 3e and f describe the results obtained for January-1999. The real as
well as the forecasted fields show a general cooling of the basin with the disappearance of
the Alboran gyres.
8.5 Conclusion
We have proposed a new technique that allows prediction of ocean features using satellite
imagery. We first compute the dominant spatial EOF modes from a time series of satellite
data, and next we forecast their time evolution using genetic algorithms. A major advantage
of employing genetic algorithms versus other non-linear forecasting techniques such as
neural networks is that explicit analytical expressions of the dynamical evolution of each
EOF are obtained. This feature simplifies the analysis and characterization of the dynamics
and provides a powerful operational tool. Besides, genetic algorithms require less user
specifications.
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The technique has been applied to the one-month-ahead prediction of the SST field
of the Alboran sea, and has demonstrated a good performance. We expect the method to
perform well in any other situations in which ocean structures are sufficiently permanent
for the EOF method to provide large data compression, and in which the dominant EOFs
contain a strong deterministic-evolution component as compared to the stochastic one. The
method can be applied to any field observable from satellite (SST, dynamic height, surface
ocean colour), and the information obtained could be useful for operational needs such as
fisheries, naval operations and even for assimilation into numerical models. Future work
will extend the technique to track moving structures such as Rossby waves and eddies.
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Summary
Let us briefly conclude this work with the main topics discussed and the principal results
obtained. It has become clear that two main parts compose this Thesis. The first one
(Chapters 2, 3, 4, and 5) could be entitled On the Influence of chaotic advection on the
spatial structues of reactive substances, and some of the achievements are outlined in the
following:
Ë In the limit of negligible diffusion the general advection-reaction-diffusion system
is equivalent to two coupled dynamical systems: one for the flow dynamics and the
other for the reacting dynamics. The coupling between these last dynamical systems
is via a spatially unhomogenous source of the reacting subtances.
Ë The flow is always considered to be turbulent in the Lagrangian frame (with a positive
Lyapunov exponent), though laminar in the Eulerian one, and the reacting dynamics
is as simple as possible, with a negative Lyapunov exponent.
Ë Depending on the relative strength (Lyapunov exponents) of the stirring due to the
flow and the convergence of the reacting dynamics, two different regimes are ob-
served: a) the spatial pattern of the reacting substances is smooth, that is differen-
tiable everywhere, when the convergence of the reacting dynamics is stronger, and
b) the pattern is filamental, that is, fractal or nondifferentiable everywhere and along
all directions except one, where it is smooth.
Ë When a single bulk Lyapunov exponent of the flow is assumed, that is, no fluctuations
around its most probable value are considered, the Ho¨lder exponent of the patterns
are explicitly calculated in terms of this bulk flow Lyapunov exponent and of the
Lyapunov exponent corresponding to the reacting dynamics.
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Ë The above mentioned regimes, i.e. smooth and filamental, appear in both open and
chaotic flows. The only difference between these is just that, in the case of open
flows, smooth and fractal areas appear interwoven together.
Ë A more detailed study of the above patterns show their multifractal properties. Mul-
tifractality comes from the fluctuations around the bulk value of the finite time Lya-
punov exponents. Most importantly the scaling exponents for the structure functions
of the spatial patters are strongly affected when chemical activity is considered, and
they differ for the exponents calculated in the absence of chemical dynamics.
Ë All the above considerations can be used to explain the qualitative features of the
multifractal structure of the planckton patterns observed in real data.
Ë The use of maps for the study of advection-reaction-diffusion (in the limit of small
diffusivity) systems holds some promise. In particular, the generalisation to study
positive chemical Lyapunov exponents (a very difficult task in terms of continuous
time description) and other kinds of nontrivial chemistry, may seem easier to study
in terms of maps.
Ë We have also realised that, even in very simple mathematical models, the spatial
distribution of predators may follow that of the nutrients, when both are advected by
a flow. Moreover, the localisation of nutrients may give rise also to different spatial
patterns for the predators.
Concerning the second part, which now could be named as Modelling and forecasting
of spatiotemporal chaotic systems: the role of the coherent structures, we next summarise
some of its attempts and results:
Ë Analysing real data of the ocean with the POD allows us to identify a moving vortex
in a specific geographical area. Then, we have been able to obtain a very simple
system of ordinary differential equations suitable to describe the dynamics of this
vortex.
Ë We have introduced a new way to forecasting spatiotemporal time series. This con-
sists in the succesive use of the POD to reduce the full dynamics to a small number
of time series, which are associated to the modes of the most relevant coherent struc-
tures present in the system, and then, with the use of genetic algorithms, predictions
of these time series are performed. Finally, the forecasting of the future states of the
system is made after recovering the full signal.
Ë The above technique works well for confined systems displaying spatiotemporal
chaos. This is mainly because the number of time series to predict is reasonably
small.
Ë We have applied the forecasting technique to data obtained from numerical simula-
tion of the Complex Ginzburg-Landau equation, and for real data of the Sea Surface
Temperature of the Alboran Sea. In both cases, the results are promising.
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Finally, if I remit to the introduction where I wanted to reach some experience in a
particular complex system that could be applied to any other one, the author would like to
conclude this work summarising some of these experiences that, at the moment of writing
these words, he considers to be the cornerstones of his contributions, though maybe they are
wellknown in the scientific community. So, along the first Chapters of this work, the ones
corresponding to the first part as defined above, it is clear that putting together very simple
flows (nonturbulent in the Eulerian sense) with very simple reactive dynamics (decaying
chemistry), can give rise to very complicated spatial patterns of the reacting substances.
Moreover, some of the dynamical properties (Lyapunov exponents) of the flow and the
reactions play a fundamental role in order to characterise the spatial patterns formed in the
system. In addition, in the second part of this Thesis, I have learned that reducing the full
complex dynamics of a system to the dynamics of the most relevant coherent structures,
can help to understand the evolution of a spatiotemporally chaotic system. And, with the
help of this assumption, we have introduced a novel and general technique that could help
to make predictions of chaotic extended systems.
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Appendix A
Mathematical expression of the coefficient
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Appendix B
Analytical expressions for EOF amplitude
functions
The values of the parameter ª are ª ÇP¼¦ and ¼¦ for the  ¾(¿ , ¦ ÀWÁ and Â ÃÄÁ EOF
respectively and the maximum number of symbols allowed for each tentative equation is
20. Each generation consists of a population of 120 randomly generated equations. A
number of ½H½H½H½ generations are considered in each run of the genetic algorithm, requiring
around ¦¨½ seconds of CPU time on an Alpha-XP1000 workstation (the previous step of
EOF decomposition takes approximately ¹» seconds on a SGI computer with a MIPS
R10000 processor). More details on the genetic code can be found in [102]. The solutions
obtained for the ¾(¿ , ¦]ÀÁ and ÂÃÄÁ amplitude functions are the following expressions:
°
ó
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In the expressions above,
°
ó
¼ ,
°
Ô]d¼¦H , etc... are shortcuts for
°
ó
¥¡C¼ ,
°
Ô¼¥¡¼¦H ,
etc..., where time is in months.
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