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Abstract
The analysis of text data from social media is hampered by irrelevant noisy data, such as homographs. Noisy data is not usable and
makes analysis, such as counting estimates, of the target data diﬃcult, which adversely aﬀects the quality of the analysis results.
We focus on this issue and propose a method to classify homographs that are contained in social media texts (i.e. Twitter) using
topic models. We also report the results of an evaluation experiment. In the evaluation experiment, the proposed method showed
an accuracy improvement of 8.5% and a reduction of 16.5% in the misidentiﬁcation rate compared with conventional methods.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
In recent years, there has been a rapid increase in eﬀorts to generate business strategies, such as marketing strategies
and business improvements, by collecting and analysing Big Data. The social network service ‘Twitter’ has attracted
attention as a source of such information. In messages called ‘tweets’, which can only be 140 characters or less, a
user can post thoughts or day-to-day experiences. When a user posts a tweet, the tweet is transmitted from person
to person; tweets can be shared among many users. Tweets often include user impressions of purchased products
and services, as well as the criteria used to select those products and services. It is increasingly becoming important
for businesses to collect and analyse such useful information. However, there is a common problem with noisy data
that is contained in results (e.g. tweets) that are collected by keyword searches in the analysis and study of social
media, such as Twitter. Such noisy data is unusable for targeted analysis and aﬀects the accuracy of the analytical
results. For example, when performing analysis of corporate reputations, if there are homographs, such as the name
of another company with the same name, that are included in the results of a keyword search of a company name,
this becomes a factor in the analysis, and accuracy is often reduced. In Table 1,847 tweets containing the keyword
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Fig. 1. (a) Simple graphical model of LDA; (b) Graphical model of our LDA.
‘apple’ in Japanese katakana characters are classiﬁed by subject. The Japanese tweets shown were posted from 4
to 11 January 2014. When counting the number of tweets about ‘Apple Inc.’, the digital consumer electronics and
computer manufacturer, after searching for tweets using the keyword ‘apple’, it is common to encounter tweets with
‘apple’ used with the intended meaning of fruit, such as ‘apple tea’ or ‘apple juice’. In addition, other companies
that may include the word ‘apple’ will be included in such search results. In general, these unrelated tweets are noisy
data. Therefore, it is necessary to classify tweets of interest from search results that include noisy data. In this paper,
we focus on this issue and propose a method to classify homographs contained in the text of social media using topic
models. We also report the results of evaluation experiments.
Table 1. Examples of the tweets’ subjects containing the keyword ‘apple’.
Subject % tweets
Apple Inc. 70
apple tea 4
apple juice 2
other 24
Total 100
2. Topic modeling
Topic modelling1 has attracted attention as a statistical modelling method that is used to acquire knowledge from
large-scale and heterogeneous data. In topic modelling, one document is represented as a mixture of multiple topic
information. It has been conﬁrmed that topic modelling can model documents with higher accuracy than a mixture
of multinomial distributions represented by one topic one document2. In this section, we review latent Dirichlet
allocation (LDA)2, which is a representative topic model that is known to work well. We then review representative
studies of applying LDA to the Twitter data analysis.
2.1. LDA: Latent dirichlet allocation
Blei et al. 2 proposed LDA, a technique in which the Dirichlet prior distribution is taken as a prior distribution of
the multinomial distribution that represents the topic of a document. The potential of topic modeling has recently
attracted attention, and LDA is known to work well. Based on the idea that a document is represented as a random
mixture over latent topics, where each topic is characterized by a distribution over words, LDA infers the probability
distribution of the topic.
Fig.1.(a) shows the graphical model of LDA, where random variables and parameters are represented by a vertex;
their dependencies are represented by a directed edge. The shaded vertex indicates observed variables; the other ver-
tices indicate latent parameters or latent variables. The number written at a rectangle’s corner indicates the iterations
of the variable in the rectangle. D is the number of documents, K is the number of topics, and Nd is the word count in
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document d. θ and φ are multinomial distribution parameters of the topic and of the word in each topic, respectively.
α and β are Dirichlet hyperparameters in θ and φ, respectively. The document setW generative processes used in this
graphical model are as follows:
1. For each of the topics k = 1, · · · ,K:
(a) Choose φk ∼ Dir(β),
2. For each of document d = 1, · · · ,D:
(a) Choose θd ∼ Dir(α),
(b) For each of the words wd,n where n = 1, · · · ,Nd,
i. Choose a topic zd,n ∼ Multi(θd),
ii. Choose a word wd,n ∼ Multi(φzd,n),
where φk is the word distribution for topic k, θd is the topic distribution for document d, zd,n is the topic for the n-th
word in document d, and wd,n is the n-th word in document d. Dir(·) is the Dirichlet distribution for parameter α, and
Multi(·) is the multinomial distribution for parameter β. According to this LDA model, the total probability of the
model is given as
P(W, Z, θ,φ|α, β) =
K∏
k=1
P(φk |β)
D∏
d=1
P(θd |α)
N∏
n=1
P(zd,n|θd)P(wd,n|φzd,n ). (1)
To infer the unknown parameters, various methods have been proposed. Collapsed Gibbs sampling proposed by
Griﬃths et al. 3 is known to model estimation with high accuracy if a suﬃcient number of iterations have been obtained.
Though there are θ and φ in the LDA model, the Collapsed Gibbs sampler collapses (integrates out) these and derives
the updating formula of a form without θ and φ. The updating formula derived by Collapsed Gibbs sampling is given
below:
P(zi = k|Z\i,W) ∝ Ndk\i + αNd\i + αK ·
Nkwi\i + β
Nk\i + βV
, (2)
where zi is the topic for the n-th word in document d, and Z\i indicates that it does not include the current assignment
zi from topic set Z. Ndk is the count of words that is assigned topic k in document d, and Nd is a summation over
that dimension k. Nkw is the count of word w in topic k, and Nk is a summation over that dimension w. In the both
cases, \i indicates that does not include the current assignment zi. We can calculate a predictive distribution of a topic
distribution θ for each document and a predictive distribution of a word distribution φ for each topic using samples
obtained by Gibbs sampling. Equation (3) estimates quantity θˆkd of the probability that topic k is generated in document
d, and equation (4) estimates quantity φˆwk of the probability that word w exists when topic k is chosen.
θˆkd =
Ndk + α
Nd + αK
, (3)
φˆwk =
Nkw + β
Nk + βV
. (4)
2.2. Applying LDA to analysis of twitter data
Many studies have applied LDA to the analysis of Twitter data4. Weng et al. 5 proposed a method to detect in-
ﬂuential users of Twitter using LDA. In addition, Pennacchiotti et al. 6 proposed a user classiﬁcation model based on
tweet information using LDA. However, the text of a tweet is shorter than a report or letter, and it is not possible to
adequately capture the meaning using common topic models, such as LDA. Therefore, many of these studies handled
all the tweets that a user posted as a single document based on the Author-Topic model7 rather than using LDA to
handle one tweet as a single document. Zhao et al. 8 proposed a Twitter-LDA model based on the hypothesis that
one tweet comprises one topic. They solved the problem that topic models cannot be estimated properly due to the
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shortness of tweets and demonstrated that their model is superior to conventional models. Furthermore, Sasaki et al. 9
focused on the fact that it is not possible for Twitter-LDA to consider how topics change over time in the same way
as conventional LDA, even though the interest of the user may have changed. They added a topic tracking model
mechanism10 to Twitter-LDA and proposed a method that can be modelled eﬀectively using the dynamics of the topic
and user interest.
We follow the idea of the Author-Topic model and handle all tweets that each user posts as a single document.
This document is used to model the user’s interest distribution, which we then use to estimate whether a given tweet
should be collected. Furthermore, to consider the dynamics of user interest and topics, we compared several models
using tweets during diﬀerent periods of time and selected a model that showed good performance. To the best of
our knowledge, no study has previously tackled the problem of classifying homographs contained in tweets collected,
using a topic model.
3. Estimation of homographs using a user interest model
When you attempt to collect a set of tweets for a certain company by performing a keyword search, it is often the
case that homographs, such as the name of another company with the same name, are included in the results. These
tweets, which are unrelated to the intended purpose, are noisy data. We propose a method to classify desired tweets
from search results that include noisy data. Our method uses both information contained in a tweet and the original
poster’s user interest information to determine whether that user frequently tends to tweet about the target topic. For
example, as mentioned in Section 1, to collect ‘Apple Inc.’ tweets, when you search for tweets using the keyword
‘apple’, the search results commonly contain tweets with ‘apple’ used with the intended meaning of fruit, such as
‘apple tea’ or ‘apple juice’, as well as other companies that include the word ‘apple’. The proposed method uses both
information about the tweet and information about whether the user who posted the tweet tends to post about ‘Apple
Inc.’ or about other ‘apple’ topics.
First, the proposed method estimates a ‘user interest model’. This models both the probability of a user being
interested in a topic and the appearance probability of words for each topic using the LDA that handles the set of
tweets a user has posted in the past as a single document. Here, we assume that each user from the user set U has a
speciﬁc proportion of topics θu (representing the probability that user u is interested in each topic). We consider that
the word w tweeted by user u was generated from the word distribution φk, which is speciﬁc to the given topic k, after
topic k was chosen from θu. The graphical model of LDA is illustrated in Fig.1.(b) The tweet generative processes
used in this graphical model are as follows:
1. For each of the topics k = 1, · · · ,K:
(a) Choose φk ∼ Dir(β),
2. For each of user u = 1, · · · ,U:
(a) Choose θu ∼ Dir(α),
(b) For each of the words wu,n where n = 1, · · · ,Nu,
i. Choose a topic zu,n ∼ Multi(θu),
ii. Choose a word wu,n ∼ Multi(φzu,n ),
Next, using the ‘user interest model’ estimated by LDA, we identify whether the tweets match the target topic.
However, it is diﬃcult to identify whether a tweet matches the target topic using only latent user interest information.
The proposed method uses a combination of user interest information and the surface information of a tweet. The
following three steps are used in combination to identify a target topic.
Step1 Identiﬁed by a classiﬁer using the surface information of the tweet.
Step2 Identiﬁed by a classiﬁer using the ‘user interest model’ of the user who posted the tweet.
Step3 Identiﬁed by scores calculated from the probability between Step 1 and Step 2 using linear interpolation.
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In Step 1, we handle one tweet as a single document and create a document vector using word importance. Then,
we employ a classiﬁer that uses the document vector as features and estimate the probability that each tweet is a tweet
of the target topic using machine learning. In Step 2, we use the ‘user interest model’ estimated by LDA. We employ a
classiﬁer that uses the topic proportions of each user as features and estimates the probability that each tweet is a tweet
of the target topic using machine learning. In Step 3, we calculate the scores of each tweet by linear interpolation using
Equation (5) between the probability Pbaseline estimated by the classiﬁer in Step 1 and the probability Plda estimated
by the classiﬁer in Step 2. We then estimate the probability that each tweet is a tweet of the target topic using this
score.
S core = λPbaseline + (1 − λ)Plda (5)
The probabilities of Step 2 and Step 1 take values between 0 and 1. The scores calculated in Step 3 also take a
value between 0 and 1. For identiﬁcation of the binary, we determine that a tweet is related to ‘Apple Inc.’ when the
probability or the score that the tweet is related to ‘Apple Inc.’ is greater than 0.5.
4. Evaluation experiments using Japanese tweets
In the evaluation experiment, we collected tweets containing the keyword that means ‘apple’ in Japanese katakana
characters from tweets that were posted from 4 to 11 January 2014. We performed an experiment to identify whether
each collected tweet is related to ‘Apple Inc.’ or another ‘apple’ topic.
4.1. Experimental details
The experimental data was collected using the Twitter API, and 10,000 tweets were randomly sampled from
179,079 tweets that matched the given keyword. Then, after bot and public relations tweets were removed from
the 10,000 tweets, we were left with 904 tweets by 855 users that could be gathered from a one year period. We
labelled the two types of tweets according to their relation to ‘Apple Inc.’ or another ‘apple’ topic for each tweet in
advance. Then, we excluded 57 tweets that could not be identiﬁed as belonging to either category and created test
data out of the remaining 847 tweets. We also extracted 802 users from the test data.
Training data for LDA was 1,151,739 tweets posted by the 855 users over a one year period. From this data, we
created four sets of training data from the last month, the last three months, the last six months and the last year.
We used the MeCab11 morpheme analyser to extract common nouns and proper nouns. To deal with new words and
buzzwords, we added the title words of Japanese Wikipedia entries as common nouns to the morphological analysers
user dictionary in advance. Following the method of Iwata et al. 12, LDA learning used collapsed Gibbs sampling3, and
the hyper-parameters α and β were estimated using a ﬁxed-point iterative method each time sampling was performed.
We determined the number of topics k = 150 relative to the computation time and the stability of the model by the
perplexity value compared with the experiment. Then, using each of the four models (last one month, last three
months, last six months and last one year) created by LDA learning, we generated the classiﬁers that were used in the
topic proportions of each user for each model as features. We performed a preliminary experiment to compare the
identiﬁcation ability of the four models by each classiﬁer for the test data that labelled the answer. In this experiment,
we used the WEKA13 data mining software to implement the classiﬁer and used the sequential minimal optimization
(SMO) algorithm, which showed high accuracy in a preliminary experiment. In addition, we used the 10-fold cross
method for evaluation and the default value for other options. The results of the preliminary experiment are shown in
Table 2.
Table 2. Comparison of four models using training data from diﬀerent periods.
Last 1 month Last 3 monthes Last 6 months Last 1 year
% Correct 75.2 75.9 78.3 77.0
Avg. #words 651 1,769 3,512 6,698
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Relative to the dynamics of topic and user interests, it is considered that newer tweets show higher identiﬁcation
ability. However, Table 2 shows that this trend is only true for the comparison between the last one year and the last
six months. On the other hand, by comparing the last one month, the last three months and the last six months, it
can be seen that the accuracy rates improve as the period becomes longer. This experiment shows that the eﬀect of
learning from tweets that were collected over a longer period of time is greater than the eﬀects of topic and user interest
dynamics because the vocabulary is increased and the occurrences of many events that characterize the distribution of
topics are better covered. Therefore, we used the LDA model for the last six months in this experiment.
For Step 1, we used a classiﬁer using the surface information of the tweet. We extracted only proper nouns and
common nouns from the 847 experimental data tweets as one document per tweet. In addition, we employed a doc-
ument vector using the term frequency-inverse document frequency values of the word extracted as the features. We
also reduced the dimension to 150, which is the same as the number of the topics using singular value decomposition.
Then, we employed a classiﬁer using the document vector as the features, and we estimated the probability that each
tweet is related to ‘Apple Inc.’ using machine learning. Here, we used the same SMO algorithm for the classiﬁer
and estimated the probability of each instance using an option that ﬁts logistic regression models. In addition, the
estimation used a random number; therefore, we have averaged the results using 10 diﬀerent seeds. In Step 2, we used
the ‘user interest model’ estimated by LDA. We employed a classiﬁer that used the topic proportions of each user
as the features and estimated the probability that each tweet is related to ‘Apple Inc.’ using machine learning. With
the exception of the diﬀerent features, the classiﬁer algorithm and all options are the same as in Step 1. For Step 3,
we calculated the scores of each tweet using the linear interpolation between the probability Pbaseline estimated by the
Step 1 classiﬁer and the probability Plda estimated by the Step 2 classiﬁer. We then estimated the probability that each
tweet is related to ‘Apple Inc.’ by each score. The interpolation coeﬃcient λ was evaluated for all values between 0
and 1 in 0.5 increments. We used a λ value that yielded the highest accuracy.
4.2. Results and discussion
Table 3 shows the results identiﬁed by the three methods: Step 1 using the information in the tweet, Step 2 using
only LDA and Step 3 using a combination of the other two using linear interpolation (lerp) as the baseline. As can
be seen from the accuracy rate in Table 3, Step 2 was lower than the baseline. On the other hand, the accuracy rate
of Step 3 improved by 8.5% compared with the baseline. In general, it is diﬃcult to correct a misclassiﬁcation of
a tweet. The number of false negatives (FN) in the contingency table in Table 4 indicates this. From the FN rate
shown in Table 3, it can be seen that the FN rate of Step 3 improved by 16.5% compared with the baseline. From
the comparison of Step 1 and Step 2, the accuracy rate obtained using only the ‘user interest model’ of the user was
lower than the accuracy obtained using only the surface information of the tweet. These results suggest that it is
not possible to identify whether a tweet is related to ‘Apple Inc.’ or other apple-related topics using only latent user
interest information. Furthermore, from the comparison of Step 1 and Step 3, it is conﬁrmed that the accuracy rate
using the surface information of the tweet and the user interest model was higher than that of the method using only
the surface information. These results suggest that, for the case that a target topic cannot be identiﬁed using only
the surface information, combining surface information with latent user interest information improves the ability to
identify the target topic.
Table 3. Evaluation experiment results for the three methods.
Step 1: Baseline Step 2: Only LDA Step 3: Lerp
# correct 704 664 776
% correct 83.3 78.6 91.8
# FN 115 64 17
% FN 19.4 10.8 2.9
We also examined the data that could not be correctly identiﬁed. With regard to the test data of all 847 tweets and
the 141 tweets that were incorrectly identiﬁed using the baseline, Fig. 2 illustrates the results of the density estimation
of the number of proper nouns and common nouns extracted from each tweet. The 141 tweets that were incorrectly
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Table 4. Example contingency table.
Classiﬁed as ‘Apple Inc.’ Classiﬁed as Others
‘Apple Inc.’ TP (True positive) FN (False negative)
Others FP (False positive) TN (True negative)
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Baseline is incorrect and Lerp is correct (N=98)
Baseline is incorrect and Lerp is incorrect (N=43)
Fig. 2. Distributions of the number of words.
identiﬁed using the baseline are plotted separately; 98 tweets that yielded a correct answer by lerp and 43 tweets that
yielded incorrect answers by lerp. The peaks of the two distributions of the 141 tweets that could not be identiﬁed
correctly can be seen on the left side. This indicates that fewer extracted words are one of the misidentiﬁcation causes
for the baseline. In particular, the 43 tweets (i.e. incorrect answer by lerp) strongly demonstrate this trend. These
results suggest that, for a case that cannot be identiﬁed using only the surface information as the baseline, it is eﬀective
to combine the latent user interest information, which increases the identiﬁcation ability.
5. Conclusions
In this paper, we have focused on noisy data contained in tweets collected from a keyword search. We have
proposed a method to classify tweets from search results, including noisy data, using topic models. In addition, we
have reported the evaluation experiment results. To identify a target topic tweet in the evaluation experiment, the
proposed method showed an accuracy improvement of 8.5% and a reduction of 16.5% in misidentiﬁcation rate (%
FN) compared with conventional methods.
We have conﬁrmed that the features derived by the proposed method can be used to identify target topics in tweets.
However, using the supervised classiﬁer discussed in this paper requires training data for each target topic. Hence, the
application of features derived for classiﬁcation by unsupervised learning, such as clustering, and improvement of the
accuracy of these features will be the focus of future work.
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