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Abstract 
Rahilly, A., On the line structure of designs, Discrete Mathematics 92 (1991) 291-303. 
A line of a design is the intersection of all the blocks on two points. There is an upper bound 
on the number of points in a line of a design. A line of a design which meets this upper bound 
is said to be of maximal length. Restrictions are obtained on the parameters of a symmetric 
Zdesign in order that it might possess a set of lines of maximal length which partitions the 
point set of the design (that is, a ‘l-spread’). It is shown that the existence of an affine 
resolvable design with four blocks in each affine resolution class is equivalent to the existence 
of a Hadamard design possessing a l-spread. Two recursive constructions for affine resolvable 
designs with four blocks in each affine resolution class are also given. 
1. httroduction 
A line of a (v, 6, r, k, Q-design D is the intersection of all the blocks on two 
points of D. It is easy to show that IL.1 s (b - n)/(r - A) for any line L of D. In 
this paper we determine the parameters of a (v, k, A)-design D in order that it 
might possess a set 9’of lines such that: 
(i) IL1 = (v - rt)/(k - A) for all L E 9, and 
(ii) the lines of Y partition the point set of D. 
Borrowing some geometrical terminology, we refer to such a set of lines as a 
‘l-spread’. We also show that the lines of a l-spread of D and the blocks of D 
form a [(v - IZ)/(k - A)]-q uasimultiple of a symmetric tactical configuration 
which, of course, might be a [(v - A)/(k - A>] -multiple of a symmetric tactical 
configuration c. A particularly interesting case occurs when D is P&(5, Q). For 
then, if (? exists, c is a ,>rojective plane of order q2. 
Consider an affine resolvable design with four blocks in each affine resolution 
class and with each pair of blocks from different afine resolution classes meeting 
in 36 + 1 points. We si~cw that the existence of such a design is equivalent to the 
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existence of a (486 + 15, 246 + 7, 126 + 3)design possessing a l-spread. This 
connection between afhne resolvable designs and Hadamard designs enables us to 
give two recursive constructions for affine resolvable designs with four blocks in 
each affine resolution class. We then obtain a simple result concerning the 
embedding of such an affine resolvable design as a residual design and also a 
characterization of AGd_,(d, 4). We also discuss a process for converting affine 
resolvable designs with four blocks in each affine resolution class into other such 
designs by replacing lines in l-spreads of corresponding Hadamard designs. In 
doing so we draw attention to the analogy between this process and the process of 
converting an afline plane into another affine plane by replacing a net. 
2. Definitions and preliminary results 
We shall deal with designs as incidence structures. For basic definitions 
concerning incidence structures ee [9, pp. l-31. 
For any incidence structure S = (8, B, 9) we use the notation 
(B)={PESP:(P,B)E$} and (P) = {B E 53: (P, B) E 9). 
A finite incidence structure is said to be symmetric if it has the same number of 
points as blocks. A finite incidence structure is said to be bbck(resp. point) 
uniform if l(B)1 (resp. I(P is independent of the block B (point P) chosen. A 
finite incidence structure which is both block uniform and point uniform is called 
a tactical configuration. If C = (8, B, 4) is a tactical configuration with v = 
ISI, 6 = Ial, r = I(P)! for all P E 9 and k = I(B)\ for all f3 E 3, then we say that C 
is a (v, b, r, k)-configuration, and we refer to r as the replication number of C and 
to k as the block&e of C. For any (v, 6, r, k)-configuration we must have 
ur = bk. 
Let S = (P, @,9) be a finite incidence structure, 9 be a subset of ?P and B be 
a block of !B. We say that 9 is incident with B if 9 c (B). Let t be an integer 
greater than one and I PI b t. Then S = (P, 3, 9) is said to be t-balanced if every 
t-subset of 9 is incident with the same number A, of blocks of !B. The number A, is 
called the t-index of S. A block uniform, t-balanced incidence structure with 
positive f-index is called a t-design. It is well known that any 2-design is point 
uniform. If a 2-design D has v points, 6 blocks, replication number r, blocksize k 
and a-index A2 = A. we say that D is a (v, b, r, k, lj-design. For a (v, b, r, k: A)- 
design we must have vr = bk and A(v - 1) = r(k - 1). A (v, b, r, k, A)-design is 
said to be trivial if v = k. For a nontrivial design we have v s b (Fisher’s 
Inequality). A symmetric (v, 6, r, k, A)-design is called a (v, k, A)-design. The 
dual of a (v, k, A)-design is also a (v, k, il)-design. A (4~ - 1,2~ - 1, p - l)- 
design is said to be a Hadamard design. 
Let S = (9, 93,$) be an incidence structure and 9 (resp. 8) be a subset of 
B (resp. a). We say that the incidence structure s = (9, 9, J tl (9 x 8)) is the 
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substructure of’ S defined by @ and 6. A partition Pi, . . . , Pd of 9 and a 
partition W,, . . . , Bc of 59 such that the substructure Sij defined by 9$ and Bj is a 
tactical configuration for all i = 1, . . . , d, j = 1, . . . , c, is called a tackal 
decomposition. The d X c matrix C = (cii) and the c x d matrix D = (dii), where cii 
is the number of .Pj points on a sj block and dij is the number of Bi blocks on a Pj 
point, are called incidence matrices of the tactical decomposition. 
For any incidence structure S = (9, $8, .%) and point P of S, the substructure S, 
of S defined by W {P} and (P) is called the internal structure of S at P. It is well 
known that the internal structure at any point of a t-design D is a (t - I)-design 
with (t - 1)-index equal to the t-index of D. A t-design 0, is said to be extendabfe 
if there is a (t + I)-design D ,+, such that D, is the internal structure of D,+l at 
some point of Dt+ 1. D,+, is called a l-point extension of 0,. 
For any incidence structure S = (9, ~%,,a) and block B of S, the substructure 
SB of S defined by W(B) and Bw\ {B} is called the external(or ‘residual’) structure 
of S at B. For a (v, b, r, k, A)-design D the external structure at each of its blocks 
is a 2-design if and only if D is symmetric and r > A + 1. A Zdesign b is said to 
be residual if there is a symmetric design D such that D = DB for some block B of 
D. 
Consider an incidence structure S = (9,5B, .%). Let B be a block of S and 
p(B) = {C: C E 3 and (C)=(B)}. Then Ip( is called the multiplicity of B in 
S. If Ip( > 1 (resp. = l), then B is called a repeated (resp. simple) block. 
A (v, ub, or, k)-configuration is said to be a a-quasimultiple of a (u, b, r, k)- 
conjiguration. Let C= (9,ZI, 4) be a a-quasimultiple of a (v, b, r, k)- 
configuration such that there is a partition of B into classes Bi, i = I, . . . , b, of 
order o such that (B) = (E) for all B, E E 53i for each i. Let 8 be a set of blocks 
of $8 such that j@nBi]=l for all i=l,. . . , 6. Then it is immediate that the 
substructure C of C defined by 9 and B is a (v, b, r, k)-configuration. In this 
situation we say that C is a o-multiple of any such C. 
We shall assume familiarity with the definitions of the 2-designs PGd-,(d, q) 
and AGd_-l(d, q) (see [9, pp. 28-291 where these designs are denoted by 
&-,(4 4) and Ad-M, 4)). 
3. Lines and spreads 
Let S = (9,8,$) be a finite incidence structure such that ]P/z 2. Consider 
distinct points P and Q of S which are jointly incident with at least one block of - 
S. Denote the set {B E $3: (P, B) E 4 and (Q, B) E $a) by (P, Q). The line PQ 
defined by P and Q is ns,cP,u,(B). If $43’ = (P, Q), then we clearly have 
%knBfSa’ (B). In particular, if P, Q E (B), then m E (B). Since the converse 
of this is obviously true we have that L = nLc(B) (B) for any line L. Also, if 
P, Q E ST, then (S, T) c (P, Q) and so we have PQ c ST. 
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Result 1 [l, p. 5771. Let S be a 2-balanced f?nite incidence structure with positive 
Zindex A. Then: 
(a) tfP, Q EST, then m=@, 
(b) any two points of S are contained in a unique line, 
(c) every line of S is contained in precisely A blocks of S, and 
(d) for every line L of S and every block B of S, either L c (B) or 
I(B) /-I L( d 1. 
Result 1 can be easily established using the remarks just prior to its statement. 
Clearly every iine of a finite incidence structure has at least two points. For a 
nontrivial (v, b, r, k, X)-design D there is an upper bound on the number of 
points in a line of D in terms of b, r and A. 
Result 2 [ll, p. 781. Let L be a line of a nontrivial (v, b, r, k, A)-design D. Then 
IL1 s (b - A)l(r - A), with equality if and only if L E (B) or I(B) 17 L,I = 1 for 
every block B of D. 
Proof. There are A blocks of D containing L and (r - A) IL1 which meet L in 
exactly one point. So A + (r - A) IL1 s b, which yields Iti d (b - A)/(r - A). We 
have equality if and only if there are no blocks B of D such that I(B) f~ L( = 
0. 0 
We refer to a line of a nontrivial (v, b, r, k, A)-design such that IL1 = (b - 
A)/(r - A) as a ‘line of maximal length’. 
Result 3. Let L be a line of maximal length of a nontrivial (v, b, r, k, A)-design 
D=(9,9,J). Then 9$=L, 9$=e9 &={BEB:L~(B)}, C3?&=%; is a 
tactical decomposition of D with incidence matrices 
b-A 
c= 
r-A 
1 
[ 1 k b-A and -7 k-l r- 
Ak-r 
V- 1 
vr-krl a 
V- 1  
Proof. We verify one of the entries in each column of C and D. 
The number of 9, points on a W, block is (b - A)l(r - A), by hypothesis, and 
the number of .9, points on a .$& block is one, by Result 2. The number of 3, 
blocks on a 9, point is A, by Result l(c) Consider a point R E C& and let x be the 
number of blocks of 9X& on R. Counting (P, B) E 9, where P E L and (R, B) E 9, 
in two ways yields 
On the line structure of designs 295 
from which we obtain x = (b - A)(r - A)/(6 - r). Now A(u - 1) = r(k - 1) and 
bk = tar implies bk - rk = vr - r - A(v - 1) from which we have k/(v - 1) = (r - 
A)/@ - r). So x = k(b - A)/@ - 1) = (vr - kA)/(u - 1). 0 
Proposition 1. if D is a nontrivial (v, k, A)-design which has a line L of maximal 
length, then v=p~+cy2+&+1, k=/?a*+a+l and A=pa+l, where a= 
IL1 - 1 and p h the number of blocks which contain L and an arbitrarily chosen 
point R not in L. 
Proof. Suppose D is a nontrivial (v, k, A)-design and L is a line of maximal 
length of D (that is, IL1 = (v - A)l(k -A)). Using v = k(k - 1)/A+ I and 
k-A/v-- A we readily obtain that A 1 k - 1. Letting LY = (k - 1)/A we have 
V = (u2A+ a + 1 and k = Lvlc + 1. But, from the top right entry of the matrix D in 
Result 3, we also have u - 1 1 Ak - r = k(A - 1). It readily follows that we must 
have (Y / A - 1. Letting /I = (A - l)/ (Y we then have that V, k and A. can be 
expressed in terms of CY and /3 as given in the statement of the proposition. It is 
easy to verify that cy = IL1 - 1 and /I = (Ak - r)/(zI - 1). Cl 
We note that cy must be a positive integer and p must be a nonnegative 
integer. 
If j? = 1, then the substructure fi of D defined by the set of points not in a line 
L of maximal length and the set of blocks which meet L in a unique point is a 
symmetric, semiregular, group divisible design [4] with parameters fi = 6 = 
a2(cu+1), F=i=(u(&+l), ti==a+l. /i=(~‘, &=CY and &=(~+l, a group 
of points of I) being defined by a block containing L. Since the blocks of D which 
contain L form a line of maximal length in D“ (the dual of D), it is easy to see 
that fid is a group divisible design with the same parameters as fi (that is, in the 
terminology of [3], I) has the ‘dual property’). fi has the interesting property that 
the groups of fi and 15” form a tactical decomposition of fi (and of fid) for which: 
(i) all point and block classes are of order CY’, and 
(ii) all incidence matrices are equal to dm+, , where J,+, is an (CV + 1) x ((Y + 
1) matrix all of whose entries are one. 
Remarks. The substructure ‘complementary to’ a Baer subdesign [3] of a 
symmetric design is always a symmetric group divisible design with the dual 
property. The trivial (CV + 1, (Y + 1, LY + I)-design which is the substructure of an 
((u’ + a2 + LY + 1, a2 + & + 1, cy + I)-design D defined by the points in a line of 
maximal length L of D and the blocks containing L is a Baer subdesign of D. 
Bose [3, pp. 97-981 has shown that a group divisible design with the parameters 
of a substructure complementary to a Baer subdesign is always embeddable in a 
symmetric design as a substructure complementary to a Baer subdesign. 
We define a l-spread of a symmetric design D to be a set of lines of maximal 
length of D which partitions the point set of 
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Proposition 2. If Iii 13 a nontrivial (v, k, A)-design which possesses a l-spread, 
then there is a nonnegative integer y such that v = ysr4 + yd + a3 + 2 + 1y + 1, 
k=yru?-t-y&‘-t$+a+landA=y(u2+ycw+a+l. 
Proof. By Proposition 1, D is a (/3ou’ + d + cy + 1, #I$ + ar + 1, /Ia + l)-design, 
where LY + 1 is the number of points in a line of maximal length. Since D has a 
l-spread we have that cy + 1 1 /3a3 + 2 + LY + 1 from which we obtain cy + 1 I/3 - 
1. Letting y = (/I - l)/(cu + 1) we obtain the result. 0 
Let D = (9,%, .%) be a nontrivial symmetric design possessing a l-spread 9’. 
Also, let the parameters of D be as in Proposition 2. Consider the incidence 
structure C = (9, 9, .%c), where (L, B) E 9c if and only if L E (B). 
Proposition 3. C i.9 a (ya3 + (u2 + 1, (y(u3 + a2 + l)(cu + l), (ycu + l)(cu+ l), 
y~y + l)-configuration. Also, if C is 2-balanced, then there is a nonnegative integer 
6 such that y = Sa and the a-index of C is S(a! + 1). 
Proof. The number of points and blocks of D is (cu + l)(ya3 + d + 1) from 
Proposition 2. Since each line of maximal length contains a! + 1 points, the 
number of lines of Y is y(u3 + (Y’ + 1. The number of blocks of D on a line of 9’ is 
A = (ya + l)(ar + 1). 
Consider a block B of D and suppose there are x lines L of 9’ such that 
L = (B) and y lines of M of Ysuch that J(B) n MJ = 1. Clearly we must have 
x+y=y(u3+cy2+1. (1) 
Also, since the lines of Y partition (B) into singleton sets and lines of maximal 
length, we have 
((Y+1)x+y=ycu3+y(Y2+Ly2+(Y+1. (2) 
Solving (1) and (2) for x we obtain x = ya + 1. 
We have shown that C is a tactical configuration with the required parameters. 
If C is Zbalanced with 24ndex 1, then i(yc$ + cw”) = ( ya + l)(a + l)(ya), 
whence &- i - ?ar+ 1)y and so a 1 y. Letting S = y/(~ we have y= aa and 
X=&Y+l). q 
If Y is a l-spread such that C is 2-balanced we say that Y is uniform. If D 
possesses a uniform l-spread then D is a (6$ + Sou4 + cy3 + a2 + 1y + 1, Sa4 + 
S&’ + 2 + (Y + 1, 6cv3 + 6~u’ + a + 1)design. We shall refer to a design with 
these parameters as a (6, cu)-design. 
Let e be an integer greater than one and q be a prime power. Consider the 
symmetric design D = PGti(2e + 1, q). D is a (ZfZi q”, q)-design. It is known 
(see [lo, pp. 72-731) that D possesses a l-spread for all e and q. We can, in fact, 
identify lines of D with l-dimensional subspaces of PG(2e + 1, q). Each pair of 
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skew lines of D generates a 3=dimensional subspace of PG(2e + 1, q). It then 
follows that each pair of skew lines of D is contained in Cg;’ qj = (C~Z: q=)(q + 
1) blocks of D. Thus a l-spread of PG&e + 1, q), e 3 2, is always uniform. 
(This is obviously true in the case e = 1.) 
Consider a l-spread Sp and a block B of PG&2e + 1, q), e 2 2. Let Sp, be the 
set of lines L of Sp such that L G (B). Since the lines of YB contain Cz;’ qi points 
in all, the subspace UB of PG(2e + 1, q) they generate is either 2e=dimensional or
(2e - l)=dimensional. (Note that in the latter case YB is a l-spread of C&,.) 
Furthermore, we have that U, is 2e=dimensional if and only if B is a simple block 
of C and also that U, is (2e - l)=dimensional if and only if B is a block of 
multiplicity q + 1 of C. We note that, if U, is (2e - P)=dimensional for all blocks 
B of D = PG&e + 1, q), then C is a (q + l)=multiple of a 
(,!&, q”, E;z~ q2, E~z: qZ)=design. In particuiar, if e = 2 and U, is 3=dimensional 
for all blocks B of D = PG.@, q), then C is a (q + 1)-multiple of a projective 
plane of order q2. 
Remarks. (a) For a general discussion of the topic of representing the points and 
lines of a projective plane by subspaces of a projective space in such a way that 
incidence is given by the inclusion relation of the projective space, see Bruck and 
Bose [6]. 
(b) The existence of a l-spread in PG2(3, q) is equivalent to the existence of a 
certain sort of translation plane of order q 2. For further details on this see [9, pp. 
132-1331 and [5]. 
4. Mile resolvable and Hadamard designs 
A tactical decomposition of a point uniform incidence structure with one point 
class and at least two block classes is called a resolution. If all block classes of a 
resolution have the same number of blocks, then the resolution is said to be 
regular. The number of points jointly incident with a pair of distinct blocks from 
the same class (resp. different classes) of a resolution is called an inner (resp. 
outer) constant. A resolution which has only one inner (resp. outer) constant is 
called uniform inner (resp. uniform outer). A resolution of a design D that is both 
uniform inner and uniform outer, and for which the inner constant is zero, is 
called an a@ne resolution and D is then said to be afine resolvable. It is well 
known that an affine resolution must be regular and that an affine resolvable 
design has a unique affine resolution. 
We shall need the following two results due to Bose [2]. 
Result 4. Suppose D is a (v, b, r, k, A)=design which possesses a uniform inner 
resolution R with inner constant equal to zero. Then. R is an afine resolution if 
andonlyifb=v+r- 1. Furthermore, the outer constant of an afine resolution is 
k2/v. 
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Result 5. Let D be a 2-design possessing an u&e resolution with outer constant u 
and with t blocks in each afine resolution class. Then D is a (ut*; t(,ut’ - l)/(t - 
I), (pt’- l)/(t - l), pt, (pt - l)/(t - l)-design and t - 1 1 p - 1. 
We shall refer to an affine resolvable design as in Result 5 as an ARD(p, t). An 
ARD(p, 2) with p > 1 is a 3-design [l, p. 1161. The internal structure at any point 
of such a design is a (4~ - 1,2~ - 1, p - l)-design. Also any (4y - 1, 2~ - 
1, p- l)-design is extendable in an essentially unique way to an ARD(p, 2) [9, p. 
1131. 
It is immediate from Result 5 that an ARD(p, 4) is a (486 + 16, 4(166 + 
5), 166 + 5, 126 + 4,4S + l)-design, where 6 = (y - 1)/3. We also note that a 
(6,2)-design is a (486 + 15,246 + 7, 126 + 3)-design. 
Theorem 1. There exists a (6, 2)design possessing a l-spread if and only if there 
exists an ARD(35 + 1,4). 
Proof. Suppose D = ($‘,%I, 9) is a (6,2)-design which possesses a l-spread Y. 
Let P be any point of D and L be t.., . he tine of Y on P. Define a set B(P) by 
B(P) = {B E 99: (P, B) E 9 and j(B) f~ L( = 1). 
Also let I?, $ $I and for each line L of Y detine a set B(L) by 
B(L) = {B E 98: L G (B)} u {II,}. 
We shall show that D’ = (S’, .%‘, .9’), where 9’ = 9 U {B,}, ?XV = {B(P): P E 
9} u {B(L): L E Y}, and J’ is defined by (P’, B’) E 9’ if and only if P’ E B’, is 
an ARD(36 + 1,4). 
Clearly I$?‘1 = 486 + 16. The number of points of 8’ on a block B(P) of 9 is 
the number of blocks of 3 which meet L at precisely P. But, using Result 3, this 
number is the order of D and so is KM + 4. The number of points of g” on a 
b!ock B(L) of S’ is the number of blocks of D containing L plus one, which is 
126 + 4. 
Consider two points P’ and Q’ of g' . 
f3.w 1: One of P’ and Q’ is B,. 
Without loss of genera&y wz 3ssntne P’ = B,. The number of blocks of 9 
jointly incident in D’ with B, and Q’ is equal to the number of lines of Y in Q’, 
which is 4S + 1 (Proposition 3). 
Case 2: Neither of P’ and Q’ is B,. 
The number of blocks of 9’ on P’ and Q’ is the sun: of the number x of lines of 
Y in (P’) n (Q’) and the number y of points R of D in (P’) n (6’) such that the 
line of Y on R is not contained in P’ nor in Q’. Now the number of points in 
(P’) f~ (Q’) is equal to 3x + 2(46 + 1 -x) + y. So x +y + 85 + 2 equals the 
2-index of D which is 12b + 3. Thus we have x + y = 46 + 1. 
We infer that D’ is a (486 + 16, 4(16S + 5), 166 + 5, 126 + 4, 46 + I)-design. 
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We next divide the blocks of D’ into 166 + 5 classes {B(L)] u {B(P): p E L}, 
where L ranges over 9’. Each such class of blocks partitions 9’. By Result 4 we 
have that these block classes of D’ are those of an affine resolution of D’ with 
outer constant 36 + 1. 
Suppose D’ = ($7, .%I’, 4’) is an ARD(36 + 1,4) with affine resolution classes 
9’9 %, - - - , %a+,. Let PG, be any point of 8’ and the blocks of 9; be 
Bh, j = 1, 2,3,4. Label blocks in such a way that PL is incident with B,f4 for all i. 
Define an incidence structure D = (P, 9?, 9;), where P = U,‘Zt+, {B;: j = 1,2,3}, 
9? = g’\{PI} and (Bb, P’) E .% if and only if (P’, B;.,) E I’ or (P’, Bh) E 4’. We 
next show that D is a (5,2)-design. 
Clearly 1 iFI= lBl= 485 C 15. Consider a block P’ of D. Now PL and P’ are 
jointly incident with 46 + 1 blocks of %?’ and P’ is on 126 + 4 blocks of 98’ not on 
Pk. So, as a block of D, P’ is incident with 3(46 + 1) + (126 + 4) = 24s + 7 points 
of B. 
Next, consider two points B,$ and BL, of D. 
Case 1: i=h, j+m. 
Bi and BA, are jointly incident with precisely the blocks of D which, as points 
of D’, are on B;,+ There are 12s + 3 such points of D’. 
Case 2: i #h. 
Bi and BA,,, are jointly incident with the blocks of D which, as points of D’, are 
on ((Bi) n @Am)) U ((Bb) n (Bid) U ((B,i) II CBA,)) U UB.2 n (Bh)). Since the 
outer constant of D’ is 36 + 1, there are 3(36 + 1) + 36 = 126 + 3 such points. 
To complete the proof we show that A = { B,f,, B,$, B,$} is a line of D for each 
i. 
The common blocks of D on B,f, and B;2 are precisely the points of D’ on B;4. 
But each of these blocks of D is incident in D’ with B,!3, by the construction of D. 
So A E mBh. But IL1 s 3 for all lines of L of D, by Result 2. So A = m. 0 
Corollary. Every l-spread of a (6,2)-design is uniform. 
Proof. Suppose Y is a l-spread of a (S, 2)-design D and let L and M be distinct 
lines of 9’. Consider the ARD(36 + 1,4) D’ constructed as in the first part of the 
proof of Theorem 1. The blocks B(L) and B(M) intersect in 3S + 1 points of D’, 
one of which is B,. The other points of D’ common to B(L) and B(M) are 
precisely the blocks of D which contain L and M. Cl 
The connection we have just discovered between ARD(p, 4)‘s and Hadamard 
designs leads to recursive constructions for ARD(p, 4)‘s. 
Theorem 2. (a) If there is an ARD&, 4). i = 1, 2, then there is an 
ARD(~~/~L~, 4). 
(b) If there is an ARD(p, 4) rhen there is an ARD(4p. 4). 
400 A. Rahilly 
Proof. (a) Suppose there exists an ARD(pi, 4), where pi = 3bi + 1 for i = 1,2. 
By Theorem 1, for i = 1, 2, there exists a (Sip 2)-design Di with a l-spread. Let Hi 
be a normalized Hadamard matrix of order 486i + 16 corresponding to Dim We 
assume that the row (resp. column) of all ones is the first row (resp. column) of 
Hi. We also assume, without loss of generality, that rows 3j - k, k = 0, fl, of Hi, 
correspond to the points of a line of maximal length of Di for j = 1, . . . , 16Si + 5. 
Let M be the Kronecker product of H, and & obtained by replacing the entries 1 
(resp. -1) of H, by HZ (resp. -f&j. We show that the rows of H, from the 
second to the last, can be partitioned into triples in such a way that, for each 
triple in the partition, the number of columns of H, from the second to the last, 
where there occur three ones is exactly A = 64(3& + 1)(3& + 1) - 1. Since A is 
the index of the design D corresponding to H we can then infer that D possesses a
l-spread. 
For simplicity, we index row (48& + 16)(i - 1) + j, where 1s i G 48a1 + 16 and 
1~1 Q 48~5~ + 16, by the ordered pair ij. We partition the rows of H, from the 
second to the last, into triples of three types as follows: 
{1(3j-k): k =O, fl}, 
{(3i- kjl: k = 0, fl}, 
j = 1,. . . ,166,+5, (Type 1) 
i= )...I 1 166, + 5, and (Type 2) 
{(3i-k)(3j-ke):k=O, fl}, i=l,..., 166,+5,j=l,..., 166,+5 (Type3) 
where 0 belongs to the subgroup of order three of the symmetric group on 
(0, fl]. 
It is straightforward to check that the number of columns of H after the first 
where three ones occur in the rows of a triple of Type 1 is (48S1 + 16)(12& + 
3) + 486, + 15 = A. The number for a triple of Type 2 is (126, + 3)(48& + 16) + 
48& + 15 = A, and the number for a triple of Type 3 is (126, + 4)(12& + 4) - 1 + 
3( 126, + 4)( 12& + 4) = 1. 
Since the Hadamard design D corresponding to H is a (486,& + 168, + 16& + 
5,2)-design possessing a l-spread we have, by Theorem 1, that there is an 
ARD(16(3& + 1)(3& + 1); 4). 
(b) Suppose there is an ARD(p? 4), where p= 36 + 1. Let D be a (S, 2)- 
design which possesses a l-spread. Using a not-r ..a!ized Hadamard matrix 
corresponding to D and a 4 x 4 normalized Hadamard matrix, and arguing 
similarly to part (a), we obtain that there is an ARD (4~~ 4). q 
Theorem 2(b) can be alternatively proved by applying a result of Kimberley 
[12, p. 491. In the same paper Kimberley shows that, if B, and B2 are a pair of 
blocks from different affine resolution classes of an ARD(p, c)D, then there are 
at most c + 1 blocks of D containing (B,) tl (f&j. We define a non-empty block 
intersection of an ARD(p, t) to be good if the number of blocks containing it is 
t+ 1. 
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Let Bi and 82 be blocks of an ARD(p, 2) whose intersection is good. I_et the 
affine resolution classes containing B, and BZ be 93, and %&, respectively. Let B3 
be the third block containing (B,) fl (B2) and %& be the affine resolution class 
containing B3. Then, it is straightforward to show that (X) fl (Y), where X E Ys,, 
YE !33j, i Zj, is good with the third block containing (X) n (Y) being in 9&, 
where if h #j. A triple of affine resolution classes of an ARD(p, 2) with this 
property is said to be closed. For a closed triple G$,, $!& and 9& we have 
I{(X) n (Y): X E Bii, YE Bj, i #j}l=4. 
It is also straightforward to show that, if !G&, 9& and 9& is a closed triple of 
affine resolution classes of an ARD(p, 2)D’ and PL is any point of fi’, then the 
blocks from 93,, s and !??$ on Pk form a line of maximal length in the dual of the 
internal structure of I)’ at Pk. Conversely, a line of maximal length in a 
Hadamard design D yields a closed triple of affine resolution classes in the l-point 
extension of Dd. As a consequence of these results we have that, if D’ is an 
ARD(p, 2) whose set of affine resolution classes can be partitioned into closed 
triples, then there is a nonnegative integer 6 such that y = 126 + 4. We also have 
that the existence of an ARD(126 + 4,2) whose set of affine resolution classes 
can be partitioned into closed triples is equivalent to the existence of an 
ARD(36 + I, 4). 
For brevity we shall call a ((pi* - l)/(t - I), (r_i; - I)/(; - l), (p - I):(; - I))- 
design a Sym(p, c). The following result of Shrikhande [13] is well known. 
Result 6. Let D be an ARD(p, t), where p > 1. Then D is residual (in a 
Sym(pt, t)) if and only if there is a Sym(p, I). 
Consider a (6,2)-design D , where 6 > 0. Suppose D possesses a l-spread Sp 
and the design C formed by the lines of Y and the blocks of D is a 3-multiple of a 
(166 + 5.46 + 1, 8)design. Let D’ be the ARD(36 + 1,4) we can construct from 
D using -9’. By Result 6, D’ is residual if there exists a Sym(36 + 1, 4). But a 
Sym(35 + 1,4) is a (165 + 5,46 + 1, S)-design. So, in this situation, D’ must be 
residual. 
Next, suppose D is a (S, 2)-design as just considered. Let B be a block of D 
and A and E be the other two blocks of D such that y. = Sp, = 9, where, for any 
block X of D, Y;r denotes the set of lines of Y contained in X. Let B, be the 
extra point used in the construction of D’ as in the proof of Theorem 1. For D’ 
we have that B, and B are on a block B’ of D’ if and only if A and E are on 8’. 
In consequence we have that, for each affine resoiution class of D’, A, B, and E 
occur on the block of the class incident with B, or A, B and E occur on different 
blocks of the class not incident with B,. With this as motivation we introduce the 
following property of an ARD(38 + 1,4) D’ = (9’. %‘, 9’). 
Property(*). For each P’ E B’, the set 8’\ {P’} can be partitioned into triples 
such that, for each such triple {Q’, R’, S’}, we have that P’ and Q’ are on a 
block B’ of 99)’ if and only if R’ and S’ are on B’. 
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In fact, an ARD(36 + 1, 4) satisfying Property( * ) must be isomorphic to 
AG+,(d, 4) for some d. In order to show this we shall need the following result 
of Dembowski, [7-g]. 
Result 7. Let D’ be an ARD(y, t) with y > 1 and t > 2. Then, t is a prime power 
and D’ is isomorphic to AG+_ ,(d, t) for some integer d Z= 3 if and only if each line 
of D’ contains precisely t points. 
Theorem 3. Suppose D’ = (9’, %‘, 9’) is an ARD(36 + 1,4). Then D’ satisfies 
Properq( *) if and only if D’ is isomorphic to AGd-,(d, 4) for some integer d > 2. 
Proof. Suppose D’ satisfies Property( * ). If 6 = 0, then D’ is an affine plane of 
order four which must be isomorphic to AG,(2,4). So assume 6 > 0 and let P’ 
and Q’ be distinct points of 9’. From Property( * ) there are R’ and S’ different 
to P’ and Q’ such that P’ and Q’ are on a block B’ of D’ if and only if R’ and S’ 
are on B’. So the line P’Q’ of D’ contains P’. Q’, R’ and S’. But, by Result 2, 
IP’Q’lc4, and so IP'Q'l = 4. But P’ and Q’ were arbitrarily chosen. So each 
line of D’ contains precisely four points. Applying Result 7 we have that D’ is 
isomorphic to AGd-,(d, 4) for some integer d 5 3. 
Suppose D’ is isomorphic to AGd-,(d, 4), d 2 2. It is sufficient to show that 
AGd_ ,(d, 4) satisfies Property( * ). Now the points of AGd_,(d, 4) are the vectors 
of a d-dimensional vector space VJ4) over GF(4). Let P’ be the zero vector of 
Vd(4) and I$, i= 1,. . . , (4d - 1)/3, be the l-dimensional subspaces of Vb(4). 
Then V\{P’}, i = 1, , , . , (4” - 1)/3, is a partition of V,(4)\{P’} into triples 
{Q’, R’, S’} such that P’ and Q’ are on a block B’ of AGd_i(d, 4) if and only if 
R’ and S’ are on B’. But AG,,_i(d, q) has an automorphism group acting 
regularly on its point set. It follows that AG,,_,(d, 4) satisfies Property( *). El 
Suppose there is an ARD(36 + 1,4) and a Sym(35 -t= 1, 4). Then, applying 
Result 6 and Theorem 2(b) recursively, we obtain that there is an ARD((3d + 
1)4’, 4) and a Sym((36 + 1)4’, 4) for all nonnegative integers i. The smallest value 
of 6 for which such designs have ‘nonclassical’ parameters is S = 2. A Symd7,4) is 
a (37,9,2)-design. Since (37,9,2)-designs are known to exist we have that an 
ARD(7 x 4’, 4) and a Sym(7 x 4’, 4) exist, provided that there is an ARD(7,4). 
To the best of the author’s knowledge the existence of an ARD(7.4) is open. 
Clearly, in the light of Theorem 1, it would be of interest to analyse in detail the 
line structures of (111,55,27)-designs. 
Let D be a (6, 2)design and Y be a nonempty set of lines of maximal length of 
D which is such that there is a set 5 of lines of maximal length of D such that 
g#Zand U LEJF L = U,_E:7 L. Then we say that 5 is a replaceable set of lines of 
maximal ength of D. Clearly the order of a replaceable set of lines of maximal 
length is at least three. As an example of a replaceable set of lines of maximal 
length, the lines corresponding to the triples of Type 3 in the proof of Theorem 
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2(a) form a replaceable set. We can replace this set by the set corresponding to 
the set of triples of rows whose elements are 
{(3i-k)(3j_k”):k=O,fl}, i=l,..., 168,+5,j=l,..., 166,+5, 
where 8 is a permutation on (0, &l} of order two. 
Now suppose Y is a l-spread of a (6,2)-design D, ZF G Y and 9 is replaceable. 
Obviously, 9 = (YY 3) U 5 is a l-spread of D. Also, quite clearly the existence of 
a replaceable set of lines in a l-spread Spof a (6, 2)-design D allows us to convert 
the ARD(36 + 1,4)0’ associated with Y in D into another ARD(36 + 1,4). 
This conversion process is akin to the process of converting an affine plane into 
another affine plane by the process of ‘net replacement’ [9, p. 2261. In the case 
where the order of the replaceable set Y of lines is three, the replacement of Y by 
$@ is analogous to a ‘l-regulus reversal’ [9, p. 2251 in a 3-dimensional projective 
space. We note that the set of lines of maximal length corresponding to the set of 
triples of Type 3 in the proof of Theorem 2(a) can be partitioned into 
(166, + 5)(16& + 5) replaceable 3-sets. When D’ is AG,(2,4) our process of 
converting an ARD(36 + 1, 4) into another one can be applied using a replace- 
able 3-set of lines of maximal length. In this case our process amounts to applying 
the process of ‘derivation’ [9, pp. 223-2261 to AG1(2, 4). 
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