Abstract. We show that first order logic (FO) and first order logic extended with modulo counting quantifiers (FOMOD) over purely functional vocabularies which extend addition, satisfy the Crane beach property (CBP) if the logic satisfies a normal form (called positional normal form). This not only shows why logics over the addition vocabulary have the CBP but also gives new CBP results, for example for the vocabulary which extends addition with the exponentiation function. The above results can also be viewed from the perspective of circuit complexity. Showing the existence of regular languages not definable in F OM OD[<, +, ×] is equivalent to the separation of the circuit complexity classes ACC 0 and N C 1 . Our theorem shows that a weaker logic , namely, F OM OD[<, +, 2
Introduction
One of the big open problems in circuit complexity is whether the circuit class (dlogtime-uniform) ACC 0 is equal to (dlogtime-uniform) N C 1 (for more on circuit complexity see [22] ). This is equivalent to asking whether ACC 0 contains all regular languages. We can view these questions from the perspective of logic, in particular, the field of Descriptive Complexity (see [7] , [20] ). Descriptive complexity converts the problem of circuit class separation into questions of expressibility (or inexpressibility) in logics. It is known that dlogtime-ACC 0 is equivalent to first order logic with modulo quantifiers (FOMOD) [21] using the addition and multiplication relations. Thus, the problem of (dlogtime-uniform) ACC 0 versus (dlogtime-uniform) N C 1 is reduced to the question of whether all regular languages are definable in FOMOD[<, +, ×].
There have been several attempts to understand the above questions from this logical perspective, with an emphasis on logics over the vocabulary [<, +] which cannot define multiplication. Lynch [11] showed the separation of first order logic over this vocabulary from N C 1 . Schweikardt [16] , Ruhl [15] showed the limited expressive power of addition in the presence of majority quantifiers. Roy and Straubing [14] (and also Krebs and Sreejith [8] ), showed that there are regular languages not definable in an extension with modulo counting quantifiers, FOMOD [<, +] . All of the work above can be interpreted as an attempt to separate "highly uniform" versions of circuits classes (see Behle and Lange [2] ).
Our work extends that by Roy and Straubing, which uses a concept from database theory [10] , namely, reduction to active domain(acd) quantification. These results are typically called collapse results in database theory. This is used in conjunction with techniques from algebraic automata theory (see Straubing's book [20] for an elaborate discussion on this) to get inexpressibility results. In the context of this paper, this is closely related to the Crane Beach Property (CBP), which relates definability of special kinds of languages called Neutral Letter Languages (NLL) in some vocabulary to that in the vocabulary containing only the order relation [1] . The study of CBP has taken on a life of its own since then. While it is known that the FOMOD[<, +, ×] does not have the CBP [1] , there is still no complete understanding of which vocabularies do and which don't have the CBP. Thus CBP continues to be an area of active research area (see [4] , [5] , [9] ).
In this paper we show that there exist regular languages which are not definable in a logic with a purely functional vocabulary, if it satisfies a property we call Positional Normal Form (PNF). The property says that for a variable x, we can ensure all atomic formulas which involve x are of the form x ≤ t(y) or x ≥ t(y) where t(y) is a term in the logic. Thus the position of the variable x is specified with respect to the terms explicitly by the formula. PNF is a sufficient condition for CBP. It turns out that this is the reason for logics over the addition relation satisfying the CBP and the methodology can be extended to give new CBP results, for example, FOMOD[<, +, 2 x ] i.e. addition extended with the exponentiation function (in fact, for any function in the Semënov class). In fact it is for the same reason, the underlying arithmetical structures satisfy quantifier elimination. For example, it is known that FO[<, +] (whose underlying structure is Presburger Arithmetic which satisfies quantifier elimination [13] ) satisfies CBP [1] . Similarly, Point [12] (Semënov for a wide variety of functions [18] , [17] ) showed the quantifier elimination of FOMOD[<, +, 2
theorem (Main Theorem
x ] and we show that the logic satisfies CBP too. These results tie into our intuition about the difference between Presburger Arithmetic and FO[<, +, ×].
The next Section 2 introduces the notations and definitions used in this paper. This is followed by a results Section 3 and a few corollaries. Section 4 gives the proof of the main theorem and finally we conclude in Section 5 where we give a summary of our results and directions for future research.
Preliminaries
In this paper we look at logics over finite words. Fix an alphabet Σ which is a finite set of symbols. The set of all finite words over Σ is denoted by Σ * and infinite words (omega words) by Σ ω . A language L is a subset of Σ * or Σ ω .
Even though we are interested in languages over finite words, we will (for the readability of proof) work with omega words where except for one letter all other letters occur finite number of times. For a language L, we say that the letter λ ∈ Σ is a neutral letter if for all u, v ∈ Σ * we have uv ∈ L ⇔ uλv ∈ L. The set of all languages with a neutral letter is denoted by NLL.
A logical language (or vocabulary) τ is made up of (possibly empty) sets of relational symbols R, function symbols F and constant symbols C. We will use the symbols c, d, ∆ and their subscripts to denote constants. There are also variable symbols x, y, z, .... A set of logical symbols will be denoted by L. The set of logical symbols ∨, ¬, ∃, =, (, ) will be called FO. Terms (denoted by t) in the logical language are generated by the following grammar
where c ∈ C is any constant symbol, f ∈ F is any n-ary function symbol and x is any variable. Well formed formulas φ in the language are generated by the grammar
where R ∈ R is an m-ary predicate symbol. The other connectives such as quantifier ∀, ∧, ⊃ and ≡ are defined as usual. Free variables are variables which do not appear in the scope of a quantifier. Formulas without variables are called sentences. We now define word structures. Associated with an alphabet Σ is a vocabulary τ Σ = {P a |a ∈ Σ}. A word w is a structure of the form w = ([n], τ Σ , ≤) where [n] = {1, 2, 3..., n} is the domain of the word and ≤ is the total order inherited from N. We write w = w 1 w 2 ...w n where w i is an alphabet a ∈ Σ and denote the length of the word by |w|.
For a formula Φ(x), we denote that a word w and an assignment p of positions from [|w|] satisfies the formula by w, p |= Φ(x).
The word structures can be extended in the following natural way using arithmetical predicates. Given a set of arithmetical functions F, a set of arithmetical predicates R and a set of arithmetical constants C, we have the first order arithmetic theory FO N [F, R, C]. In this paper, the functional symbols contains the addition function. Moreover, the only relational predicates we will be concerned with are the order predicate < and modulo predicates t ≡ k(mod n) for a k, n ∈ N and 0 ≤ k < n (note that we have abused the notation ≡ which stands for formula equivalence. It will be usually clear from context which ≡ we mean). We will be only having the constants 0 and 1. Note that, we might use other constants in the paper, but they have to be seen as 1 added multiple times.
Corresponding to the above signature, we have the logic FO Σ [≤, F, R, C] over words which has additional unary predicates in τ Σ which we do not write in the signature explicitly. The interpretations of the arithmetical functions and relations is fixed and given by the corresponding induced functions and relations on a finite word with domain [n]. We abuse notation by referring to the set of languages definable in a logic over words by the logic.
We denote by y the vector (y 1 , . . . , y l ) and by y i the vector (y 1 , . . . , y i−1 , y i+1 , . . . , y l ), that is the vector with y i removed.
We now introduce modulo quantifiers.
Definition 1 (Modulo Quantifier) A modulo quantifier (mod quantifier for short) is one of the form ∃ k,n for some natural numbers k, n where n > 0. For a formula of the form ∃ k,n x Φ(x, y), a word w and a set of positions p, we say
if the cardinality of the set S = {p |w, p , p |= Φ(x, y)} is equal to k modulo n.
Suppose M = {∃ k,n x|k, n ∈ N, n > 0}, then the set of logical symbols FOMOD = FO ∪ M . For more on modulo quantifiers, we refer the reader to the book by Straubing [20] . Also in Appendix (Section 8), you can find some folklore lemmas of modulo quantifiers. We also denote by ∃ k,n x Φ(x), the number of distinct tuples which makes Φ true is k(mod n). Note that modulo quantifiers can simulate counting of tuples.
It is easier to show inexpressibility results for logics which satisfy Crane beach property [1] . In this paper, we will be concerned with the logics FO Σ and FOMOD Σ respectively over different functional vocabularies which satisfy the Crane beach property. 
The CBP was first conceived as an attempt to provide a purely logical proof of the result P arity / ∈ AC 0 [6] . But it turned out that FO[<, +, ×] does not satisfy the property (see [1] for a survey of known CBP results).
For arithmetical theory, quantifier elimination has been a very useful property.
Definition 3 (Quantifier Elimination) We say that an (arithmetical) theory satisfies quantifier elimination if for all formulas ψ(
Usually, the property of quantifier elimination for some theory of interest is satisfied in some simple expansion of the theory. For example, the theory FO N [< , +] doesn't have quantifier elimination, we have to go over to an expanded vocabulary called Presburger arithmetic [13] , FO N [<, +, 0, 1, ≡ k,n ] where there are unary predicates x ≡ k(mod n), where k, n ∈ N and 0 ≤ k < n.
Positional Normal Form
The notation stands for either ≤ or ≥. As noted before, we use constants from Z to simplify the presentation. We now define the property we use to obtain CBP results.
Definition 4 (Positional Normal Form (PNF)) A formula φ(x, y) is said to be in Positional Normal Form (PNF) with respect to (w.r.t.) the variables x if every atomic inequality in φ which contains a variable from x is in either the form
where x i , x j ∈ x and c ∈ Z.
A logic is said to have the PNF property if every quantifier free formula φ(x 0 , y) in the logic is equivalent to a formula ∃x
To recollect, x 0 stands for the vector x with x 0 removed. Though the formal definition looks complicated, the idea is that there are certain bound variables x of interest to us. The part of the formula which involves variables other than x is left untouched while we convert atomic inequalilites which contain a variable x i ∈ x into a form which indicates where an x i resides with respect to terms in non-x variables. Thus the name Positional Normal Form.
Semenov Class of Functions
Semenov studied extensions of Presburger Arithmetic with unary functions [17] , [18] . He showed that these extensions satisfied (effective) quantifier elimination and hence were decidable. Let f : N → N be a unary function.
A generalized f-sum is a linear combination of f-sums, variables and constants.
Definition 6 (Semenov class of functions)
A function is in the Semenov class if it is a strictly increasing unary function such that the values of f are periodic modulo m for every m ∈ N, and the following property holds of every f-sum A(x)
The Semenov class is comprised of fast growing functions such as f (x) = 2 x . In particular, polynomial functions do not satisfy the property in the definition above. Notice that multiplication is definable in such polynomial extensions of Presburger Arithmetic, for instance in [<, +, x 2 ] and both decidability of the theory and the CBP for the corresponding logics do not hold.
Definition 7
Given any strictly increasing unary function f , we define its inverse f −1 as follows:
In the case of the exponential function 2 x , the inverse is log(x) . Example. The inverse function is required to get quantifier elimination. For instance consider the formula ∃y x = 2 y . The formula states that x is a power of 2. An equivalent formula can be written using the inverse:
.
Results
We assume that all the logics considered here includes the constants {0, 1} and modulo predicates x ≡ k(mod n), where k, n ∈ N and k ≤ n. Now the the main theorem mentioned in the introduction can be restated as Theorem 1 (main theorem). For any vocabulary of functions F extending addition, the logic FOMOD Σ [<, F] satisfies the Crane Beach Property if the logic has the PNF property. That is,
The proof of this theorem, is given in Section 4. An easy corollary of this result is that first order logic also satisfies CBP.
Corollary 1.
For any vocabulary of functions F extending addition, the logic FO Σ [<, F] satisfies CBP if the logic has the PNF property.
Proof. From the main theorem it follows that FO
∩ NLL which is a subset of regular languages. It follows from Furst-Saxe [6] that the neutral letter regular languages in
The following theorem states that in the absence of any relational predicates (other than modulo predicates), PNF property ensures quantifier elimination. The proof of the Proposition is give in Section 7 (in Appendix). On the other hand, we also have that logics which use Sememov functions have the PNF property.
The proof of the above proposition can be found in [18] . For completeness, we give a proof in Section 6 in Appendix. Our main theorem and the above propositions give some interesting results. Firstly, we have that FOMOD over the vocabulary which extends addition with the exponentiation function has the crane beach property.
Corollary 2. For any f which is a Semënov function, FOMOD Σ [<, +, f ] satisfies Crane beach property. In particular, FOMOD Σ [<, +, 2
x ] satisfies CBP.
Proof. The logic can be extended by adding the inverse functions f −1 , modulo predicates and 0,1 as constants. From Proposition 2 the logic satisfies PNF property and hence Proposition 1 the logic satisfies quantifier elimination. Therefore, the logic satisfies Crane beach property from the main Theorem.
The next result says that, the regular languages definable by these logics have a nice characterization. From the above corollary, it also follows that there are regular languages not definable in FOMOD Σ [<, +, 2
x ]. It shows that languages whose syntactic monoids are non-solvable monoids are not definable in this logic [20] . One of the most important open problem in circuit complexity is the question whether FOMOD Σ [<, +, ×] defines all regular languages. Our result, therefore says that a weaker logic cannot define all regular languages.
Positional Normal Form gives Crane Beach Property
Let F be a vocabulary with addition, modulo predicates and constants 0 and 1. In this section, we prove if FOMOD Σ [<, F] satisfies Positional Normal Form, then the logic satisfies Crane Beach Property. That is, for any sentence Φ in this logic which defines a neutral letter language, there exists a sentence Φ ∈ FOMOD Σ [<] which defines the same language. Let us designate the neutral letter by λ. Since we are interested in neutral letter languages, it is useful to define the non-neutral letter positions in a word, or the active domain (acd) of a word.
A formula is an active domain formula if all quantifiers quantify only over the active domain of a word. This restriction can be syntactically enforced for quantifier Q ∈ {∃, ∃ k,n } as
An interesting property of active domain sentences is the following (proof in [19] Our proof of Theorem 1 follows from the following two lemmas. Benedikt and Libkin [3] used this technique in the context of collapse results in database theory. Subsequently this proof strategy was used to prove CBP [14] , [8] , [19] . Even though we are working with finite words, we consider them as infinite words with the condition that their active domain is finite. This simplifies the presentation considerably. Similarly, we freely use integer constants with the understanding that equivalent formulae can be written by taking the constant to the other side of ≤ or ≥.
The first lemma says that given a sentence in FOMOD Σ [<, F] we can find an equivalent active domain formula (assuming it defines a neutral letter language).
Lemma 2. For every sentence Φ ∈ FOMOD Σ [<, F] which defines a neutral letter language, there exists an equivalent active domain sentence
The next lemma says that we can remove all the function and relational symbols and get an equivalent sentence using only the ordering relation. The proof of this lemma uses Ramsey theory and can be found in [8] .
Lemma 3 (Ramsey theorem, [14] ). For every active domain sentence
We are now left with the proof of Lemma 2 which can be found in the next sub-section.
Proof of Lemma 2
We give the proof of Lemma 2 in this subsection. The proof is by induction on the structure of the formula. If Φ is an atomic formula, then Φ acd is same as Φ. Suppose Φ = φ ∧ φ . By induction hypothesis, there exists active domain formulas φ acd , φ acd equivalent to φ , φ respectively. So Φ acd = φ acd ∧ φ acd . Suppose Φ = ¬φ . By induction hypothesis, there exists an active domain formula φ acd equivalent to φ. So Φ acd = ¬φ acd .
The non trivial case is when Φ(z) = Qx φ(x, z), where Q can either be an existential quantifier or a modulo counting quantifier of the form ∃ k,n . By induction hypothesis we can assume φ to be an active domain formula. The following claim says that, if φ is also in PNF form with respect to x then there is an active domain formula which is equivalent to Φ. In the following, the active domain variables will be indicated by y, the variables of interest to us which we want to maintain in PNF form are x and the other (usually free) variables will be z. We will denote by x i the tuple with x i removed. Proposition 3. Let φ(x, z) be an active domain formula which is in PNF w.r.t. x. Then for Q ∈ {∃, ∃ k,n }, there exists an active domain formula Ψ in PNF form with respect to x 1 which is equivalent to Qx 1 φ(x, z).
Let us assume the above proposition and prove the lemma. We will rename x as x 0 . From the induction hypothesis we know that φ(x 0 , z) is an active domain formula but not necessarily in PNF w.r.t x 0 . Let φ be of the form Qy ψ(x 0 , y, z), where Q ∈ {∃, ¬∃, ∃ k,n }. Since it is an active domain formula, we can rewrite the formula as follows. (x 0 , y, z) ) . . .
From the assumption that the logic satisfies positional normal form (PNF), we have that each of the ψs are equivalent to formulas of form ∃x l , . . . , ∃x 1 ψ (x, y, z), which is in PNF form w.r.t x (including the variable x 0 ). That is all atomic formulas which involve x are of the form x i x j + c, for a c ∈ Z or of the form x i t(y, z) (Recall, ∈ {≤, ≥}) or is of the form x i ≡ p(mod q) for some p, q ∈ N and 0 ≤ p < q. We can now apply the above Proposition 3 repeatedly to get an active domain formula equivalent to Φ. Applying the proposition once will get us an active domain formula equivalent to ∃x 1 ψ (x 1 , y, z) and which is in PNF with respect to x 1 . Applying this l times will give us an active domain formula equivalent to ψ(x 0 , y, z) and more importantly it is in PNF w.r.t x 0 . Similarly all ψs are converted into formulas which are both active domain and in PNF w.r.t x 0 . This gives us an active domain formula equivalent to formula (1) which is PNF w.r.t x 0 . We now apply Proposition 3 one last time to get an active domain formula equivalent to Φ.
Proof of Proposition 3
Consider an active domain formula φ(x, z) which is in PNF w.r.t x. Let us assume φ(x, z) is in the prenex normal form Qy ψ(x, y, z). We show that there is an active domain formula equivalent to Qx 1 φ(x, z) which is in PNF with respect to x 1 . Our process involves two steps.
1. In the first step, we move the quantifier of Qx 1 inside ψ. To do this, we need to recall the notion of boundary points used in [14] . The boundary points and the modulo predicates determine the type of the witness x 1 . Since we know the number of possible types (this number depends only on the formula and not on the word), we can guess the type of x 1 . See figure 2. 2. We eliminate the quantifier by using the fact that FOMOD Σ [<, F] satisfies quantifier elimination.
Step 1: Let T be the set of all terms occurring in ψ. Formally T = {t(x, y, z) | t(x, y, z) is a term in ψ}.
Note that since φ is in PNF wrt x, the terms in T are of the form t(y, z) or of the form x j + c, for a c ∈ Z. Also note that the variable x 1 is also a term in T . It is easy to see that the set T is a finite set. Let us fix a word w and c ∈ N l . We call a position p ∈ N a boundary position if p = t(c) for some t ∈ T and the set B denotes the set of all boundary positions. See figure 1. It is easy to see that B ⊆ N is a finite set and all non-neutral letter positions of w are in B (note that x 1 ∈ T ). Thus, any position b is either a boundary position or it lies strictly between two boundary positions. We will now see what should be done in the case when Q is an existential quantifier or modulo counting quantifier separately. . . . . . . When Q = ∃ In this case, ∃x 1 φ is equivalent to the following 'fake' formula:
. We want to write formulae which capture these two disjuncts. Let us look at the first disjunct. We want to express that the witness for x 1 is a boundary position. That is, there exists a term t ∈ T and active domain positions u such that x 1 = t(x 1 , u, z). So the first disjunct is equivalent to the formula
Note that the formula is in PNF wrt x 1 . Now let us look at the second disjunct: ∃x 1 (φ(x, z) ∧ x 1 / ∈ B). Here we want to say that the witness for x 1 lies strictly between two boundary positions or it is to the right of the rightmost boundary position. Using terms t 1 , t 2 and non-neutral letter positions u, v we can express the fact that x 1 is in between the boundary positions as follows t 1 (x 1 , u, z) < x 1 < t 2 (x 1 , v, z) (note that we also need to tell that there is no other boundary position between them, see figure 1 ). Similarly we can have a formula which says that x 1 is to the right of the rightmost boundary position. Let ∆ be the lcm of all the modulo congruence relations in the formula. Let type t1,t2,i (x, u, v, z) be a formula which says that x 1 lies strictly between the boundary positions given above (or it is to the right of the rightmost boundary position given by t 1 (x, u, z)) and is i(mod ∆) for some 0 ≤ i < ∆. We call Type the set of all such formulas type t1,t2,i (we will drop the subscripts from here on). The second disjunct can then be equivalently written as
The following claim allows us to push the existential quantifier inside the block of Qy quantifiers.
Claim. For any type ∈ Type, the following formulas are equivalent
Proof. Let x c1 be a witness for the formula (type(x 1 )∧φ)[y ← c 1 ] i.e. x c1 |= φ(c 1 ) for short. Similarly, let x c2 |= φ(c 2 ). Then it is the case that x c1 |= φ(c 2 ). From figure 2 it is clear that every atomic inequality is satisfied by x c1 iff it is satisfied by x c2 because they lie between two consecutive boundary points and the modulo predicates are also satisfied by one iff they are satisfied by the other because they are the same i(mod ∆). Using the above claim, we get that the second disjunct is equivalent to
where δ i consists of all atomic formulas which does not have x 1 in it and ψ i consists of all atomic formulas which has x 1 .
Step 2: We note that the formula ∃x 1 type(x, u, v, z) ∧ ψ i (x, y, z) is in FOMOD N and therefore we have an equivalent quantifier free formula Γ (x 1 , u, z) which is in PNF wrt to x 1 . This gives us an active domain formula which preserves PNF w.r.t to x 1 . We continue this process to convert all the variables in x 1 to active domain quantifiers.
When Q = ∃ k,n Let us look at the first disjunct:
. We want to count modulo n the number of witnesses in the boundary position. For a term t i ∈ T , let us count the number of witnesses in B got by term t i . That is, we need to count the number of tuples u such that t i (u) are witnesses. We need to ensure no double counting occurs. To do this, we use the following trick: impose a total order on the acd tuples and only consider the least such. This total order can be taken to be lexicographic i.e. for acd tuples p = (p 1 , p 2 , ..., p n ) and p = (p 1 , p 2 , ..., p n ), p ≤ p iff either p 1 < p 1 or p 1 = p 1 and (p 2 , ..., p n ) ≤ (p 2 , ..., p n ). Therefore, we avoid all those tuples u such that there is a tuple v < u where t(v) = t i (u) for some t ∈ T . Similarly we also need to ensure that we avoid counting twice those tuples u such that there is a j < i and t j (u) = t i (u). It is clear that we have a formula, unique ti (u) which checks u is not of the form above. It is now easy to write a formula which counts exactly the number of tuples which are witnesses.
t∈T kt≡k(mod n) t∈T
In the above formula ∃ k,n u stands for number of unique tuples (modulo n). Note that the formula is still PNF wrt to x 1 . Now let us look at the second disjunct:
. Here we want to say that the witness for x 1 lies strictly between two boundary positions. Let us fix one type, type(x, u, v, z). From Lemma 6 it follows that if ∃ k,n x 1 type ∧ φ(x, z) is true implies the number of x 1 s which satisfy type formula is also k modulo n.
Note that we can rewrite φ as Qy ∨ · i δ i (y, z) ∧ ψ i (x, y, z) , where δ i consists of all atomic formulas which does not have x 1 in it and ψ i consists of all atomic formulas which has x 1 (here ∨ · stands for disjoint union). It is now easy to push the modulo counting quantifier inside. We then get the following equivalent formula.
Step 2: Since the formula inside the modulo counting quantifiers is arithmetical we can apply quantifier elimination, thus giving us an active domain formula. Using the folklore observation on distributing disjunction over a mod quantifier, we can also count over all the different types. Note that the resultant formula is still in PNF wrt to x 1 .
Conclusion
In this paper, we identify a sufficient condition for functional vocabularies over first order logic and first order logic extended with modulo quantifiers, to satisfy the Crane Beach property. This condition is the Positional Normal Form (PNF). In fact, this is the same reason the underlying arithmetical theory (which can be seen as a logic over a unary alphabet) satisfies quantifier elimination. We note that this property which holds for the addition function also holds for addition extended with the exponentiation function. This is a corollary of our result that logics extended with a function from the Semenov class (of which exponentiation is one) have the PNF and hence satisfy the CBP. From a circuit complexity perspective F OM OD Σ [<, +, 2 x ] can be seen as corresponding to "highly uniform" ACC 0 circuits. Our theorem therefore shows that such circuits cannot define all regular languages. This is a small step in the direction of proving the open problem of whether there are regular languages not definable in ACC 0 . However it is important to note that F OM OD Σ [<, +, ×] (which corresponds to a natural uniform version of ACC 0 ) does not have the CBP and hence it does not have the PNF property. Therefore, our proof cannot directly answer the open problem.
The Semenov functions have the PNF property because they grow faster than addition in a well-defined sense. In fact, if we add two Semenov functions to get [+, f, f ](for example, f = 2
x , f = Ackermann), such that the second grows much faster than the first, then the vocabulary would still satisfy PNF. The question is, are there other ways of obtaining PNF? In other words, is there another way to have functions which don't "interact" with each other ? We leave open the question of expressibility of logics which use only modulo counting quantifiers (i.e which do not have existential quantifiers). The paper [8] had looked at all regular quantifiers (this includes modulo counting quantifiers and group quantifiers) over the addition relation and showed the difference in expressibility of these logics. One way to extend our work is therefore to look at all regular quantifiers [19] . It seems possible, that the techniques in [8] could be applied for the Semenov extensions as well. It will be interesting to identify functions which satisfy crane beach property for first order logic but not for a purely modulo counting logic (or logics with only group quantifiers).
We start with a formula φ(x, y) which is quantifier free.
1. First we convert the formula into a flattened formula ∃z φ (x, z, y)where terms in x and the newly added variables z only appear in a particular form. 2. We show how the subformula ∃z φ (x, z, y) can be converted into a disjoint disjunction of PNF formulae j ψ j . This is done by induction on the number of variables and has two substeps : (a) Conversion to a formula which is a disjunction of M − guarded formulae and formulae with smaller number of variables. (b) Conversion of an M −guarded formula to a formula which is a disjunction of PNF formulae and formulae with a smaller number of variables.
Note that because all the formulae we consider and induct on are joined by disjunctions, we can combine all of them into a single existential formula.
Step 1: Consider a term t occuring in φ which is of the form f (t ) where t is not just a variable or the sum of a variable and a constant. The formula
) is equivalent to φ(x,ȳ). Repeating the above process, we finally get a formula ∃z φ (x, y, z). In the sequel, we will find it easier to treat x and the variables z on equal footing. Hence we rename x as z 0 and each z i as z i+1 .
Define z i = (z 0 , z 1 , z 2 , ..., z i−1 , z i+1 , ..., z n ). Our formula becomes ∃ k,n z 0 ∃z 0 φ(y, z) where z = (z 0 , z 1 , ..., z n ) and z 0 = (z 1 , z 2 , ..., z n ) from the definition above.
Step 2: We start with the formula ∃z 0 φ(z, y). We will show that this formula is equivalent to the disjoint disjunction of PNF formulae by induction on the number of variables z.
Definition 8 (M − guarded formula) For some postive integer ∆ and a tuple of variables z = {z 0 , z 1 , ..., z n }. An M − f ormula is one of the form
for some z i . An M − guarded formula is one which is of the form Qz (φ 0 (z) ∧ φ(y, z)) where φ 0 is an M − f ormula and φ is a formula flattened wrt z. In the case where there is only one variable z, any formula Qz φ(y, z) which is flattened wrt to z is an M − guarded formula.
We now prove the following modifcation of a lemma by Semenov:
Lemma 4 ( M lemma, Semenov). For any quantifier free formula φ, and variables z = (z 0 , z 1 , ..., z n ), ∃z 0 φ(z) is equivalent to the disjoint union of PNF formulas and formulas with smaller number of variables.
Proof. First we observe that for any formula of the form ∃z φ(z, y),
where -σ is a permutation over [|z|] = {0, 1, 2, ..., n} and
-φ 1 consists of disjoint disjunctions of formulae over a smaller number of variables.
φ 1 consists of the formulae formed when two variables (or more) are equal and thus at least one of them can be eliminated by appropriate substitution in the formula φ and we can apply the induction hypothesis to them to replace them with PNF formulae. We now concentrate on a single formula ∃z 0 order σ (z 0 ) ∧ φ(z, y). We will not mention the formula order, and assume total order on the variables is z 0 < z 1 < ... < z i−1 < z i+1 , , , < z n < z i . For any positive number ∆,
Consider the case of ∃z
Thus we can replace z i in φ to get a disjunction of formulae which contain a smaller number of variables. Note that this operation does not introduce new terms in z and hence if the original formula was flattened, the new ones remain flattened.
Note that the lemma holds for any choice of the parameter ∆ and this will be crucially required in the next step.
We can now apply the following lemma of Semenov to convert an M −guarded formula into one in PNF. The lemma below, is applicable to f-sums A(x) which are not bounded. As observed by Semenov [18] , the bounded A(x) are definable in Presburger Arithmetic. This is because of the assumption that the values of f are periodic modulo m for every m.
Lemma 5 (Separation lemma, Semenov). Let φ(x, z) be a quantifier free formula such that every atomic inequality in φ which contains x is of the form
where is either ≤ or ≥, A and B i are generalized f-sums and A is positive definite. We will write B(z) instead of Σ i B i (z i ).
Let C be the set of constants appearing in φ. There exists a number ∆ which depends only on C, such that for every A(x) B(z) + τ (y),
Thus we get
We make the appropriate changes in the case where is ≥. We now finally get ∃z 0 φ(z, y) is equivalent to j ψ j where the ψ j are PNF formulae.
A Proof Sketch of Separation Lemma
The proof is by induction on the number variables z. The base case of the lemma can be pictured as below. The induction case is similar. From the figure 3 it is clear that we have to prove that there exists a value Delta such that f (x + ∆) > A(x) > f (x − ∆) for all values of x. The first is slightly more involved, but the second follows directly from the conditions imposed on f i.e. ∃∆ ∀x A(x + ∆) > f (x) implies ∃∆ ∀x A(x) > f (x − ∆). For the second, observe that ∀x f (x) ≥ x because f is strictly increasing over N. Consider A(x) = f (x + 1) − f (x) which is a positive definite f-sum (otherwise it will be definable in Presburger Arithmetic).. Then by the Semenov property,
By repeating the above steps c times, we get f (x + ∆) > cf (x). Notice that 2c max f (c) > cf (x) + c x for c max = max(c, c ). Thus for any term cf (x) + dx + e, there is a ∆ such that ∀x f (x + ∆) > cf (x) + dx + e. Now clearly any generalised f-sum A(x) = c + Σ i a i f (x) + b i there exists an appropriate ∆ such that f (x + ∆) bounds it.
Positional Normal Form gives Quantifier Elimination
In this section we give the proof of Proposition 1: a logic admits quantifier elimination if it has PNF property. Let us take an arbitrary formula Ψ (y). Since the logic has PNF property, Ψ (y) is equivalent to a boolean combination of formulas of the form Qx φ(x, y) where all atomic inequalities in Ψ with x i 's are of the form x i t(y) or x i x j + c. It is sufficient to show that a formula of type Qx φ(x, y) in PNF form admits quantifier elimination. We first eliminate the innermost quantifier and make ensure that the resultant formula is also in PNF form. This process is then repeated until we get a quantifier free formula. We will now show how to eliminate the variable x 1 in the PNF formula Q l x l , . . . , Q 1 x 1 φ(x, y).
Let T be the set of all terms t such that x 1 t is an atomic formula in φ. Note that either none of x i 's will occur in t or t is of the form x j ± c, for some j ≤ l and c ∈ N. Let O be the set of all orderings possible of terms in T and for an ordering σ ∈ O, let T σ denote a formula which defines that ordering. Then we can rewrite Qx 1 φ(x, y) as a disjoint union over the different orderings possible.
We define an equivalence relation on T based on the ordering σ: Two terms t 1 , t 2 ∈ T are related iff t 1 and t 2 have same rank in σ. We will transform the formula φ by substituting a fixed representative from each equivalence class. We denote the resultant formula as φ σ . If we consider only the terms occurring in φ σ , the ordering is strict. So we can redefine T to be the set of all terms in φ σ , and the ordering σ on T : t 1 < t 2 < . . . on the terms in T . Our aim is to give a quantifier free formula, which is equivalent to T σ ∧ Qx 1 φ σ . We need to consider two cases, (1) Q is an FO existential quantifier ∃, (2) Q is a FOMOD existential quantifier ∃ k,n . First, let us consider the case when Q is an existential quantifier. The following lemma says that there is a ∆ ∈ N such that if there is a witness b between two consecutive terms t i and t i+1 , then all positions b lie between these two terms and away from b by k∆ distance for some k will also be witnesses. A proof of the following lemma can be found in [19] (see Lemma 7.4.3). (t i < m < t i+1 ) ∧ φ σ (m, x 1 , y) ≡ (t i < m < t i+1 ) ∧ φ σ (m , x 1 , y) This lemma ensures that it is enough to find witness for x within ∆ distance from every term. If there is no witness within this range, then there is no witness anywhere. This gives us the following quantifier free formula equivalent to ∃x 1 φ σ .
Let us now consider the case when Q is of the form ∃ k,n . Our aim is to count the number of witnesses modulo n. We show that, we need to count only a constant number of positions in the word (the constant depends only on the formula but not on the word) and hence this can be done by a quantifier free formula which checks whether these positions are in fact witnesses. The following lemma says that, there exists a ∆ ∈ N, such that the number of witnesses in any interval of length q∆, for all q > 0 between any two consecutive terms t i and t i+1 is a multiple of n. Thus, we need not count the number of witnesses in this interval.
Lemma 7.
There exists a ∆ ∈ N (which can be computed effectively), such that for all c ≥ 0, q ≥ 0 and i ≥ 1 where terms t i ≤ c < c + q∆ ≤ t i+1 , the following formula is true variables).
The proof of this lemma follows from Lemma 6. The lemma, ensures that we need to count the number of witnesses only upto a constant distance from terms. Let t i+1 − t i > 2∆, such that t i+1 ≡ l i+1 (mod ∆) and t i ≡ l i (mod ∆). Then, t i+1 − l i+1 − t i + (∆ − l i ) = q∆ for some q ∈ N. Therefore, the number (modulo n) of witnesses in the interval [t i , t i+1 ] is same as the number (modulo n) of witnesses in the intervals [t i , t i + (∆ − l i )] and [t i+1 − l i+1 , t i+1 ]. That is for all terms, t i ∈ T ,there exists c i , d i < 2∆ such that
Here d i = ∆ − l i and c i+1 = l i+1 . So d i and c i+1 depends on t i (mod ∆) and t i+1 (mod ∆), when t i+1 − t i > 2∆. On the other hand, when t i+1 − t i ≤ 2∆, in this case we will count the number of all witness between the two consecutive terms. we define d i = t i+1 − t i − 1 and c i+1 = 0. It is clear that the numbers c i s and d i s can be calculated. Count is 0 mod ∆ in these regions The most important effect of Lemma 7 is that, considering only a constant number of positions (at a distance of c i (d i ) to the left (right)) around terms are enough. Let us define a new set of terms
