Traditionally, a Chinese or Japanese Optical Character Reader (OCR) has to represent each character category individually as one or more feature prototypes, or a structural description which is a composition of manually derived components such as radicals. Here we propose a new approach in which various kinds of visual similarities between different Chinese characters are analyzed automatically at the feature level. Using this method, character categories will be related to each other by training on fonts; and character images from a text page can be related to each other based on visual similarities they share. This method provides a way to interpret character images from a text page systematically, instead of a sequence of isolated character recognitions. The use of the method for postprocessing in Japanese text recognition will also be discussed.
Introduction
Both the Chinese and Japanese character sets are enormous since both utilize thousands of Chinese characters (so-called "Hanzi" or "Kanji") [2] . Traditionally, a Chinese or Japanese OCR. has to represent each character category individually as one or more prototypes, or as a structural description which is a composition of manually derived components such as radicals, so that an input character image can be recognized by classifying it into a class which corresponds to a character category.
A Chinese character is usually complex in structure. It can be composed of several elements, such as radicals and other simple components, based on some lexicographical principles. Although there are more than ten thousand Chinese characters in use, lexicographical 0819417696/951$6.00 researchers estimate that there are oniy about 800 character elements and no more than 100 such elements are frequently used [5] .
Many Chinese characters share a similar character element at the lexicographical level. If they are printed in the same font, their images will be partially similar. Figure 1 shows three lists of characters which have the same left , right or bottom part respectively. Figure 2 is an image fragment extracted from a scanned Japanese document page. There are eight character images. Among them, characters 1, 3 and j have similar left part; characters 3 and 7 have similar right part . Generally, similarities at the lexicographical level and the visual level are highly consistent. As we observed, if character categories share the same lexicographical element at a region, their image instances are usually similar visually at that region. There are previous studies on Chinese character recognition using radical-based partial matching [4, 5] . Although radicals are well-defined lexicographically, it is time-consuming to manually locate all possible character radicals and describe the structure of each Chinese character according to the radical set. The goal of our work is to conduct visual similarity analysis among Chinese characters at the image level. Given a set of Chinese character images, we try to automatically determine which character images have some components in common and what those components are. If images are font samples, lexicographical similarities among categories can be further derived based on visual similarities among samples which represent different categories. If images are from a document page, visual similarity between two images can be used as a constraint in the stage of OCR postprocessing to interpret those related images consistently.
In the rest of this paper, we will first describe how to conduct visual similarity analysis, then discuss how to utilize inter-character relations in OCR postprocessing.
Visual Similarity Analysis of Chinese Characters
Although visual similarity analysis can be done by pixel-to-pixel matching, we choose featurebased matching to conduct the analysis because feature-based matching is more efficient than pixel-to-pixel matching.
To represent the stroke structure of a Chinese character, its feature vector usually has many dimensions. For some types of structural features such as local stroke direction (LSD) [1, 3] , geometric information is retained as in the original image. We use LSD feature for our experiments. When given a character image, its LSD feature vector can be computed as follows ( see Figure 3 for an example in detail): first, for each black pixel, compute its directional runlength for each offour directions and normalize as a ratio to the total run-length in all directions; second, partition the image into n x n areas and compute the directional run-length of each area as an average of the pixels in the area. Here, we choose that n equals 8. Therefore, the size of LSD feature vector is 4 x 8 x 8 = 256. In Figure 3 (c), the values in the LSD feature vector are scaled to integers at the range of 0 and 255 so that they can be visualized in a grayscale image.
The difference between two feature vectors can be measured simply by their city-block distance. To make the distance independent of the size of the feature vector, the distance can be normalized by dividing the size of the feature vector. If the total distance is less than a given threshold, we can say they are similar globally. If the total distance is large, by analyzing the distribution of distance at each dimension, we can determine whether they are partially similar. For example, in Figure 4 (a), two Chinese characters are shown. Figure 4 (b) shows the distance distribution of their difference. We can find out that distance scores from the bottom part are significantly smaller than that from the top part. The result suggests to us that the bottom part of those two images are very similar.
The similar region of two LSD features can be approximately represented by a mask. A mask is defined as a ii x n matrix with binary values, where "1" means "Set-On" and "0" means "Set-Off'. The mask in Figure 4 (c), with "1"s in last 4 rows, is derived from Figure 4 (b) to record that two images are similar at their bottom part.
As described above, given two feature vectors, a mask can be derived to indicate the region that they can match well. Similarly, Given two feature vectors and a mask, we can check whether the features can match well in the region represented by the mask. A pre-defined mask X can be treated as a relation. X(f1 , 12) denotes that fi and 12 are similar in the "Set-On" region of the mask X.
In our preliminary experiments, twenty-nine types of masks are considered to represent different regions (see their definitions and denotations in Figure 5 ). Each mask is a possible relation between images. More complex masks can be defined similarly.
By applying feature-based visual similarity analysis to character images from a specific typeface, we can compute a similarity matrix which records all possible visual inter-category relations. There are 2,965 Kanji characters in the first level of JIS code. Using a 96x96 gothic font, 50,456 inter-category relations were computed. 25 out 29 masks defined in Figure 5 are used as masks (4 masks not in use are Bl, Li, Ri and Ti because their "Set-On" regions are too small). Figure 6 shows a portion of the similarity matrix created according to those relations. Each row represents a Kanji category; so does each column. If there is a relation entry X(i, j) at (i,j) in the matrix, it means that categories i and j hold the relation X. The matrix allows several different relations between two categories. For example, there are B5, L4 and R2 for categories 3028 and 3B4F in JIS code. It is obvious that the matrix is symmetrical. The matrix is a sparse matrix because most of its elements are empty. By carefully analyzing the relations in the matrix, a list of radicals can be compiled, In principle, relations among categories are transitive: if X(i,j) and X(j, k) are found in the similarity matrix, X(i, k) should also be found the the matrix. However, the matrix may not have this property because the relation entries are computed by feature matching under a specific threshold. Sometimes, the difference between images A and C can be larger than 248 ISPIE Vol. 2422 a threshold although differences between images A and B and between images B and C are smaller than the threshold. To alleviate the effect of thresholding, the matrix can be augmented to be a transitive matrix: when X(i, j) and X(j, k) are found in the similarity matrix, X(i, k) will be added to the matrix if X(i, k) has not been found.
Based on the augmented similarity matrix, categories can be further clustered according to relations. For a relation X(i, j), a cluster C can be computed as following. By initializing C as {i, C will be expanded iteratively. If category ii is not in C but there exists an rn in C so that X(m, n), then n will be added into C. The process terminates when C can not be expanded any more. For the cluster C, its label is the mask X, which indicates the similar part shared by the categories in the cluster. There are 2,407 clusters created based on the matrix from gothic font and the average number of categories in a cluster is 5.2. Twelve of such clusters are listed in Figure 7 . For most clusters, the common region corresponds to a lexicographical element (see in Figure 7 (a)-(f) and (h)-(i)). For some clusters, the common region has no meaning at the lexicographical level (see Figure 7 (j)-(k) ). There are also some clusters in which the regions indicated by their masks consist of different radicals because those radicals are visually so similar that the LSD feature is not sensitive to the difference among them under given threshold (Figure 7 If a Chinese or Japanese text page is degraded, it might be difficult for an OCR to recognize each character image accurately. Instead, the OCR may generate a candidate list for each Chinese character (see Figure 8 for the top5 candidate lists of three Chinese characters). The candidates in a candidate list are ranked by their confidence scores which were provided by the classifier to indicate how likely the choice can be correct. Due to the presence of noise, on occasion, the correct choice does not earn the highest confidence score, although it usually appears inside the candidate list. In this case, a postprocessing stage is required to select a decision character from the candidate list for each character image.
For a character image with several candidates, visual similarity between character images and character categories can provide useful information to select a proper choice. Two methods are proposed here.
The first method is to use visual relations between character images to reduce the size of a candidate list if possible. Given a text page, character images can be extracted after the 250 / SPIE Vol. 2422 The second method is to utilize possible visual relations among candidates for a character image and to re-test them by partial matching. Consider candidates of image c in Figure 8 (c) . By checking the augmented similarity matrix, we know that all candidates have the same left part. To distinguish those candidates, we have to focus on the information from their right parts. By matching the right part of the image with right parts of prototypes for categories that those candidates belong to, those candidates can be re-ranked by their new confidence scores Those postprocessing methods have been implemented in a Japanese OCR system. Preliminary result on five Japanese document pages shows that, using the methods, the correct rate can be improved by 1.8%, from the original 95.5% to 97.3%.
Conclusions
In the paper, we present an approach to automatically analyze visual similarity among Chinese characters based on a feature description. By training on font images, visual relations between categories can be compiled. Similarly, visual relations between character images from a text page 2. 4±z:::' can be computed. OCR postprocessing methods were proposed to choose decision characters from candidate lists by using visual relations between images together with a similarity matrix which was pre-compiled to record possible visual similarity among categories.
