Understanding the distribution of digits in the expansions of perfect powers in different bases is difficult. Rather than consider the asymptotic digit distributions, we consider the base-10 digits of a restricted sequence of powers of two. We apply elementary methods to show that this sequence of powers of two can be constructed to preserve trailing digits while locally maximizing the number of zeroes between nonzero digits. We also provide a heuristic description of the trailing digits of these powers of two.
Introduction
Let's consider the distribution of the base-10 digits of powers of two. A natural heuristic argues that the fraction of nonzero digits should be 9/10. Previous results proved bounds on the density of nonzero digits, such as Stewart's lower bound of ln(x)/(C + ln ln(x)) nonzero digits [1] or Radcliffe's elementary lower bound of log 4 (x) nonzero digits [2] . Instead of proving a lower bound over all powers of two, we consider the problem of locally maximizing the sparsity of nonzero digits in a 10-adic sequence of powers of 2. We use a very greedy algorithm that has surprising properties, and is well-suited to analyzing 10-adic powers of 2.
Recall that every power of two (and every natural number) can be uniquely represented in the form 2 χ = b 1 · 10
where d 1 < d 2 < · · · and 1 ≤ b i ≤ 9. In other words, this representation singles out the exponents d n that correspond to nonzero digits in the base-10 expansion of 2 χ . Our goal is construct a sequence of exponents p n of 2 such that the the sequence d 1 , d 2 , · · · is locally sparse. That is, we try to locally maximize d n − d n−1 , the gaps between adjacent nonzero digits. We explain the algorithm formally and provide a running example.
We proceed as follows. Suppose we have constructed p n satisfying
For example, let p 1 = 3 so 2 p 1 ≡ 8 · 10 0 (mod 10 1 ). Consider all powers 2 p with
for e > d n and retain only those exponents p that give the largest value of e − d n . We denote each of these values of p as p n+1 . In our example, we look at p > 3 and find that p ≡ 3 (mod 100) gives e − d 1 = 3. We can show that this is the largest possible e − d 1 . Hence, we can take p 2 to be the residue class 3 (mod 100).
Then, for each p n+1 , repeat this process to find p n+2 . If some value of p n+1 yields a value of p n+2 that is smaller than the value of p n+2 by some other p n+1 , discard the smaller p n+1 and its descendants p n+2 , etc.
In our example, let's take p 2 = 103. Then
Then we look for p > 103 such that e − d 2 (here, we can see that d 2 = 3). We find that if p ≡ 2403 (mod 12500), then e − d 2 = 2. However, if p ≡ 2013 (mod 12500) then e − d 2 = 3, and it can be shown that this is the maximum possible e − d 2 . Therefore, we take p 3 to be the residue class 2013
(mod 12500) and discard all other residue classes such as p ≡ 2403 (mod 12500).
We illustrate the next two iterations. Taking p 3 = 2103, we find 2 p 3 = 8 · 10 0 + 3 · 10 3 + 1 · 10 6 + · · · Then we search for p > 2103 and find p 4 = 670414603. This gives 2 p 4 = 8 · 10 0 + 3 · 10 3 + 9 · 10 6 + 1 · 10 13 + · · · .
Hence we only preserve the residue class 670414603 (mod 4 · 5 12 ). The process continues thereafter.
This yields a sequence of exponents p 1 , p 2 , p 3 , . . . of 2 and corresponding exponents
of 10. In other words, we are using a greedy strategy to construct a 10-adic power of 2 whose infinite 10-adic expansion has many zeroes.
In other words, when constructing p n+1 , we preserve b i and d i for 1 ≤ i ≤ n. Suppose we have constructed p n satisfying
where all b i = 0 and 0 = d 1 < d 2 < · · · . We only consider powers 2 p with
With this restriction, we show in Section 2 that there are very few possible values of p. More specifically, suppose we have constructed p n (mod 4 · 5 d k −1 ). Then if e = d n + 1, the only valid exponents p are p ≡ p n + i · 4 · 5 dn−1 (mod 4 · 5 e ) for 1 ≤ i ≤ 5. Pseudocode for the algorithm can be found in the Appendix.
Our strategy does not necessarily give powers of 2 with the highest density of zeroes. For example, 2 103 has only 5 zeroes among its 32 digit, while 2 102 has seven zeroes among its 31 digits.
However, we obtain many zeroes in the early terms of the expansion.
In Section 2, we show that we always have d n+1 − d n ≥ 2, so we can always obtain at least 2 consecutive zeroes after each nonzero digit. Moreover, we show that our constraints create a unique sequence of d n . We also investigate various other phenomena with digit distributions that occur.
In Section 3, we provide a heuristic that predicts that the density #{d n ≤ x}/x → 13/4 as x → ∞.
This agrees well with the data we computed in Tables 1 and 2 .
Properties of the greedy sequence
We first state and prove a lemma. 
with 0 ≤ a j ≤ 9. As j ≥ 0 runs through the integers (mod 5), the values of a j run through all the integers in either {1, 3, 5, 7, 9} or {0, 2, 4, 6, 8}.
Proof. Since i > m, we know that 2 i+4j5 m−1 ≡ 2 i ≡ 0 (mod 2 m+1 ). Since 2 m divides x, we can divide through by 2 m , which shows that x+a j ≡ 0 (mod 2) Therefore the parity of a j is determined by x. Lemma 1 says that distinct values of j (mod 5) give distinct values of a j . The lemma follows easily.
For n = 1, 2, 3, . . . , choose integers p n and write
where 1 ≤ b i ≤ 9 for each i and where
Assume that the p n are chosen by the "greedy strategy". That is, p 1 , p 2 , . . . , p n−1 are chosen so that p n > d n and d n − d n−1 is as large as possible. For some j = j 0 , we have a j 0 = b n . Lemma 1 shows that as j runs through the integers (mod 5), a j will run through the integers between 0 and 9 that have the same parity as b n . Therefore, if b n is even, we can pick j such that a j = 0. This means that d n is not maximal, so b n must be odd, as desired.
Theorem 2. Let
where p n is chosen by the very greedy strategy.
Proof.
with 1 ≤ a j , c j,k ≤ 9 for j, k = 0, 1, 2, 3, 4. Theorem 1 says that a j and c j,k must be odd. When
Since 5 dn divides 2 4(j−1)5 dn −1 +4k·5 dn − 1 and p n + 4 · 5 dn−1 ≥ d n + 2 (this is why we used j = 1 instead of j = 0), we can divide by 10 dn to obtain 2 2 N ≡ (a j − a 1 ) + 10(c j,k − c 1,0 ) (mod 100),
for some integer N . Since c j,k and c 1,0 are odd, we find that a j ≡ a 1 (mod 4). This allows at most three values of a j . But Lemma 2 says that a j runs through all values congruent to a 1 (mod 2), and we have omitted only j = 0 from consideration, so there are 4 remaining distinct values of a j .
This contradiction implies that
We now illustrate an example of Lemma 2.
Example 2.1. We can compute 2 103 = 8 + 3 · 10 3 + 4 · 10 4 + · · · . Here the third nonzero digit is 4, which is even. As Lemma 2 claims, we can construct the modified exponent p ′ = 103 + 4 · ϕ(5 4 ) such that 2 p ′ = 8 + 3 · 10 3 + 1 · 10 6 + · · · . The effect of adding 4 · ϕ(5 4 ) to the exponent is that the nonzero even digit 4 corresponding to 10 4 was changed to a 0. Furthermore, note that aside from the units digit, all of the nonzero digits in 2 p ′ (mod 10 7 ) are odd. pn = b 1 · 10
We claim that there is a unique choice of b n that corresponds with p n+1 .
Definition. For 1 ≤ k ≤ 9, We say that b n = k is β-forceable if there exists e such that 2 pn ≡ 2 e (mod 10 dn+β ). In other words, we can find e such that 2 e has d n+1 − d n ≥ β. On the other hand, we say that b n is β-unforceable if there does not exist e such that 2 pn ≡ 2 e (mod 10 dn+β ). Therefore, by looking at the parities of b 3 and b 4 , we see that b 2 = 3 is 2-forceable, b 2 = 1 is 0-forceable, b 2 = 9 is 0-forceable, b 2 = 7 is 1-forceable, and b 2 = 5 is 0-forceable.
then it is the unique 2-forceable b n . The same result holds if b n = 7. That is, there is no alternate
Proof. Suppose that b n is 2-forceable and b n = 3; the proof for b n = 7 is analogous. By definition, we can construct p n such that 2 pn ≡ x + 3 · 10 dn (mod 10 dn+3 ), where x is a d n digit integer. We split the proof into two cases.
Case 1:
We replace b n with 1, 5, or 9.
This case is simple; working modulo 4 as in the proof of Theorem 2, we must have b n − 3 ≡ 0 (mod 4). So b n cannot be 1, 5, or 9.
Case 2:
We replace b n with 7.
If we replace b n with 7, we can force at least one more zero by using the modulo 4 argument as in the proof of Theorem 2. Now we have
where 0 ≤ a ≤ 9 and p ′ n = p n + 4k · 5 dn−1 for some 1 ≤ k ≤ 4. Now we have p n ≥ d n and 5 dn | 2 p ′ n −pn − 1 = 2 4k·5 dn−1 − 1. Therefore, we can divide out by 10 dn ; we arrive at 4 + 100a ≡ 0 (mod 1000). Thus a must be odd, which implies that b n = 7 is 2-unforceable, as desired. Proof. The proof is entirely analogous to the proof of Corollary 1.
The same property does not hold if either 1 or 9 happen to be 2-forceable because their difference is a multiple of 8. However, the following two properties do hold.
Corollary 3. b n = 1 is 2-forceable if and only if b n = 9 is 2-forceable.
Proof. Suppose that p 1 , p 2 , . . ., p n has been constructed such that b n = 1. Then the modified sequence p 1 , p 2 , . . ., p ′ n has b ′ n = 9. Applying the modulo 4 argument as in Theorem 2, we find that if b n = 1 is 1-forceable, then b ′ n = 9 is also 1-forceable. The reverse implication also follows. Now assume that b n = 1 is 1-forceable. So we have
for 0 ≤ a, b ≤ 9 and p ′ n = p n + 4k · 5 dn−1 for 1 ≤ k ≤ 4. Subtracting and dividing by 10 dn , we obtain 8 + 100(a − b) ≡ 0 (mod 1000). Therefore, a ≡ b (mod 2). By hypothesis, b n = 1 is 2-forceable, so a is even. Therefore b is also even, which means that b n = 9 is also 2-forceable, as desired. Proof. Suppose that b n = 1 or b n = 9 is 2-forceable. Then by Corollary 3, there exist p n and p ′ n such that
where again 0 ≤ a, b ≤ 9 and p ′ n = p n + 4k · 5 dn−1 for 1 ≤ k ≤ 4. Subtracting and dividing out by 10 dn , we have 8 + 1000(a − b) ≡ 0 (mod 10000). So a and b must have different parities. If b n = 1 is 3-forceable, then a is even, so b is odd. Therefore b n = 9 is 3-unforceable, as desired. The same logic holds if b n = 9 is 3-forceable. The claim is thus proved.
Heuristic argument for the expected sparsity of nonzero digits
We justify a heuristic that predicts the expected number of zeros between nonzero digits in our sequence. assume that the parity of each digit thereafter is uniformly random, then the probability that we obtain exactly n zeros after the two forced zeroes is Tables 1 and 2 ).
Heuristic 1 (Expected Gap of Zeroes
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