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基于 ＲBF 神经网络的 QA110 － 5 － 5 铝青铜
时效处理硬度的预测
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摘要: 用人工神经网络模型分析了时效参数对铝青铜硬度的影响。用“舍一法”训练了模型。模型对训练样本的计算值与实测值在
散点图中沿着 45°角平分线分布，统计学指标为: 均方误差( MSE) 为 2． 1388，相对均方误差( MSＲE) 为 6． 59%，拟合分值( VOF) 为
1． 8301。用训练后的网络模型进行预测，得到的散点大致分布于 45°角平分线附近，统计学指标为: 均方误差为 1． 9512; 相对均方误
差为 5． 62% ; 拟合分值为 1． 7783。对时效参数的影响分析表明: 时效温度和时效时间对硬度的影响，都存在一个最佳值，在时效温
度和时效时间分别为 450 ℃和 30 min 时，铝青铜的硬度达到最大值。
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Forecasting the hardness of QAl10 －5 －5 aluminum bronze aged
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Abstract: Artificial neural network model was used to analyze the influence of aging parameters on aluminum bronze hardness．“Leave-one-
out method”was used to train ANN model． The predicted and measured values of training samples distribute along the 45°diagonal in the
scatter-plot diagram，statistical indicators are 2． 1388 ( MSE) ，6． 59% ( MSＲE) ，and 1． 8301( VOF) ． Then the trained network model was
used to forecast，the scatters are broadly distributed in the 45°diagonal nearby，statistical indicators are 1． 9512 ( MSE) ，5． 62% ( MSＲE) ，
and 1． 7783( VOF) ． Analysis results show that the influence of aging temperature and aging time on the aluminum bronze hardness exists an
optimal value，respectively，and aluminum bronze hardness will reach maximum value when aging temperature is 450 ℃ and aging time is 30
min．
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Table 1 Training data of aging properties of
aluminum bronze for prediction model
试验号 T /℃ t /min 硬度 /HＲC 试验号 T /℃ t /min 硬度 /HＲC
1 400 30 34． 8 21 500 210 29． 1
2 400 60 36． 8 22 500 300 29． 0
3 400 90 39． 2 23 500 330 29． 2
4 400 120 36． 3 24 550 30 35． 0
5 400 150 34． 5 25 550 60 34． 1
6 400 180 40． 8 26 550 90 32． 3
7 400 240 35． 9 27 550 120 30． 3
8 400 300 34． 8 28 550 180 30． 5
9 450 30 35． 6 29 550 210 28． 5
10 450 60 39． 6 30 550 360 29． 5
11 450 90 34． 6 31 600 10 33． 2
12 450 120 31． 4 32 600 30 32． 5
13 450 180 37． 9 33 600 60 32． 1
14 450 210 36． 8 34 600 90 30． 2
15 450 240 34． 9 35 600 150 27． 4
16 450 300 29． 4 36 600 210 27． 5
17 500 30 40． 4 37 600． 240 28． 4
18 500 60 29． 4 38 600 280 27． 3
19 500 90 30． 6 39 650 10 31． 4
20 500 180 31． 7 40 650 120 26． 8
1． 2 人工神经网络模型
1． 2． 1 结构
径向基函数( ＲBF) 人工神经网络模型的结构示意
图如图 1 所示，本文采用的是径向基函数的一个分支
网络———广义回归神经网络 ( GＲNN ) ，于 1991 年由
Specht［13］提出。它既有优良的非线性映射能力、建模
所需要的样本数量少和人为确定的参数少等优点。设
计的 ANN 模型包括三层: 输入层、中间层和隐含层。
其中输入层有 2 个节点，分别代表表 1 中所列的时效
温度和时效时间; 中间层的节点数等于输入样本的数
目; 输出层包含 1 个节点，表示铝青铜硬度。由于采用




Fig． 1 Structure of artificial neural network model








－ 0． 5 ( 1)
式中，XN 表示归一化后的值; X 表示原来的值;
Xmin和 Xmax分别表示数组中的最大值和最小值。
采用“舍一法”［14］训练 ANN 模型。具体做法如下
所述: 假设数据样本有 N 个，第一次从样本集中取出
第一个样本作为检验样本，用其余 N-1 个作为训练样







2． 1 ANN 模型训练
2． 1． 1 散点图




预测精度越高。从图 2 可见，散点基本上是沿着 45°
对角线分布的，说明 ANN 模型对训练样本的计算值与
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实际的测试值比较接近，ANN 模型训练效果较好。
图 2 训练样本的计算值与测试值的比较
Fig． 2 Comparison of computed values and measured
ones of the training samples
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其中 X1i为实测值; X2i为预测值; N 为样本容量。
从上述表达式可以看出，均方误差和相对均方误
差的取值范围为( 0 ～ + ∞ ) ，拟合分值的取值范围为
0 ～ 2。当计算值与实测值越接近时，均方误差和相对
均方误差值便越小，而拟合分值越大，越接近 2。
表 2 中标明了部分训练样本的 3 个统计误差值，
它们也表明 ANN 模型对训练样本的预测值与实测值
较为接近，ANN 模型的训练效果较好。
表 2 ANN 模型计算值的统计误差
Table 2 Statistical errors of computed values by ANN model
MSE MSＲE /% VOF









Fig． 3 Comparison of computed values and
measured ones of the predicted sample
表 3 标明了部分检验样本的 3 个统计误差值，由
于模型运行中存在着噪音和样本的质量问题等不足，
均方误差和相对均方误差并没有等于零，但他们都比
较接近于零，拟合分值也接近于 2，它们表明 ANN 模
型对检验样本的计算值和实测值比较接近，模型具有
较好的预测性能。
表 3 ANN 模型预测值的统计误差
Table 3 Statistical errors of predicted values by ANN model
MSE MSＲE /% VOF







时间和时效温度分别是 120 min 和 500 ℃。
分析其中一种因素的影响时，另外一种因素的含
量固定不变，含量为基准值。图 4 分别是时效温度与
时效时间对铝青铜硬度的影响。由图 4( a) 可以看出，
铝青铜的硬度随着时效温度的升高而降低，在 400 ～
450 ℃范围内降低趋势不明显，在 450 ～ 500 ℃ 范围，
铝青铜的硬度随着时效温度的升高急剧下降; 到 500 ℃
以上的温度范围内，铝青铜硬度下降的幅度开始减缓，
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硬度值基本保持不变。而铝青铜的硬度随着时效时间
的变化趋势为: 时效时间在 30 min 左右，铝青铜的硬
度达到最大值; 在时效时间 30 min 到 90 min 时，铝青
铜的硬度下降的最快，时效时间 90 min 之后，下降速
度开始减缓，不过总体呈下降趋势。由此分析可知，在
时效温度 450 ℃和时效时间 30 min 时，能使铝青铜硬
度得到最大化。
图 4 时效温度与时效时间对铝青铜硬度的影响
Fig． 4 Effect of aging temperature and time
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