In this paper we study the Banach space L 1 (G) of real valued measurable functions which are integrable with respect to a vector measure G in the sense of D. R. Lewis. First, we investigate conditions for a scalarly integrable function f which guarantee f ∈ L 1 (G). Next, for two vector measures F and G with values in the same Banach space, we ask when F can be written as the integral of a function f ∈ L 1 (G). Also, under the above situation, we show that certain properties of G are inherited to F ; for instance, relative compactness or convexity of the range of vector measure. Finally, we show that L 1 (G) has the approximation property if G satisfies a certain condition, but we show, by an example, that L 1 (G) does not have the approximation property in general.
Introduction
Integration of real valued measurable functions with respect to a Banach space valued countably additive vector measure was introduced and studied by Lewis in [7] and [8] . The Banach space L 1 (G) of real valued measurable functions integrable with respect to a Banach space valued countably additive vector measure G was studied from the aspect of Banach lattice by Curbera in [1] , [2] and [3] . In particular, Curbera characterized L 1 (G) as order continuous Banach lattices with weak order unit.
In this paper we focus on different aspects of L 1 (G). After fixing notation and definitions in Preliminaries, we study in Section 3 operator S induced by a scalarly integrable function f and show that f is integrable with respect to G if and only if S is weak * -weak continuous. In Section 4 we fix a countably additive vector measure G and for an integrable function f we consider the induced vector measure F given by the integration
As a consequence of the Orlicz-Pettis theorem F turns out to be a countably additive vector measure. It is natural to ask which vector measures F arise in this fashion. We provide two answers to this question. Now, assuming that F is induced in the above fashion, we show that if G has a relatively compact range, then so does F . In the same vein we prove that if G satisfies the Lyapunov convexity theorem, then so does F .
In the final section we consider the approximation property for L 1 (G). First we find a condition for G which guarantees the approximation property for L 1 (G). But, in general, L 1 (G) does not have the approximation property; we illustrate this phenomenon using Sznakowski's counterexample of a Banach lattice which lacks in the compact approximation property. On our way to this illustration we apply Curbera's characterization of L 1 (G).
Preliminaries
Throughout this paper by X and Y we denote real Banach spaces. By B X we mean the closed unit ball of X and X * is the dual of X. For a measurable space (Ω, Σ) and a countably additive vector measure G : Σ → X we define its semivariation G by
G|(E).
Here |x * G| is the variation of the signed measure x * G. It is well-known that G (Ω) < ∞, G is monotone and subadditive; refer to [5] . Let's denote by ca(Σ) the set of signed measures λ : Σ → R. Recall that ca(Σ) is a Banach space if we define λ = |λ|(Ω). By λ ∈ ca + (Σ), we mean that λ : Σ → [0, ∞) is a finite countably additive measure. For two vector measures F : Σ → X and G : Σ → Y we say that F is absolutely continous with respect to G, in symbol F G, if given ε > 0 there is δ > 0 such that F (E) < ε whenever E ∈ Σ and G (E) < δ. If F : Σ → X is a countably additive vector measure and λ ∈ ca(Σ) + , then it is known that F λ if and only if F (E) = 0 whenever λ(E) = 0; refer to [5] . A Rybakov control measure for G is a measure of the form |x * G| such that G |x *
G|.
If G : Σ → X is a countably additive vector measure, then, according to the famous theorem of Rybakov, G has a Rybakov control measure. Moreover, if |x * 0 G| is a Rybakov control measure for G and x * ∈ X * , then all |{αx * + (1 − α)αx * 0 }G| are Rybakov control measures for G except for countably many α ∈ R; refer to [14] .
Following D. R. Lewis [7] we define the Lebesgue space L 1 (G) by the set of measurable functions f : Ω → R such that (i) Ω |f |d|x * G| < ∞ for each x * ∈ X * (scalarly integrable); and (ii) for each E ∈ Σ there is a vector in X, denoted by E f dG, satisfying
And by the Orlicz-Pettis theorem the vector measure E → E f dG is countably additive, hence it is bounded.
In [1] Curbera shows that L 1 (G) is an order continuous Banach lattice with weak order unit over (Ω, Σ, µ) for any Rybakov control measure µ for G.
Scalarly integrable functions
In Preliminaries, we observed that
Definition 3.1. Let f : Ω → R be measurable with respect to Σ. We define a space M(f ) of set functions as follows.
We let M(f ) be the set of all set functions λ :
Observe that in the above integral we adapted the convention of writing λ in place of λ Σ k . We endow each λ ∈ M(f ) with its norm
It is easy to check that is a norm. On our way to the proof of completeness of M(f ) we will need the the following type of Fatou's lemma.
Proof. We observe that for each simple ϕ, Ω ϕdµ = lim n→∞ Ω ϕdµ n .
We recall that Ω gdµ = sup 0≤ϕ≤g Ω ϕdµ where ϕ's are simple measurable functions. Since µ n is a nonnegative measure, for each 0 ≤ ϕ ≤ g and n ∈ N, we have
Hence Ω ϕdµ ≤ lim inf n→∞ Ω gdµ n and Ω gdµ ≤ lim inf n→∞ Ω gdµ n .
Then we can define λ :
It remains to check that lim n→∞ λ n − λ = 0. Since for each k and a fixed n ≥ n 0 ,
Proof. By the assumption, for all x * ∈ X * , we have
. Then S is a bounded linear operator.
(µ) and
In view of Corollary 3.4 we obtain that sup
This proves our corollary.
as in Corollary 3.5. Then the following are equivalent:
(µ). We will check that gS :
hence gS is weak * continuous and the same holds with simple functions g. In general, let x * and a net ( 
a contradiction.
Vector measures induced by integration
Let (Ω, Σ) be a measurable space, G : Σ → X a countably additive vector measure and f ∈ L 1 (G). Then we know that the set function F : Σ → X given by
defines a countably additive vector measure .
In this section, we ask the question: which vector measures F are induced by the integration as above? Next, assuming that F is induced from G as above, we consider two properties of vector measures which are inherited from G to F .
In the following we will need the observation that every simple measurable function 
(b) There exists a sequence (ϕ n ) of simple functions such that 
Proof. (a) ⇒ (b) First, given ε > 0 we can take A ∈ Σ such that F (Ω\A) < ε/2 and f is bounded on A. Indeed, take a Rybakov control measure ν = |x *
Now we claim that there is a simple
Since f is bounded measurable function on A, we can choose a simple function ϕ such that ϕ = 0 on A c and sup
This proves our claim. Hence we obtain a sequence (ϕ n ) of simple functions such that
have that F (E) = lim n→∞ E ϕ n dG uniformly on E ∈ Σ. Also, (ϕ n ) is Cauchy in measure with respect to any Rybakov control measure for G. . Since x * 0 ∈ Γ, we can choose α > 1 so that αx *
For the second part of (c), consider the Rybakov control measure |x *
Here h is the Radon-Nikodym derivative of x * 0 G with respect to |x * 0 G|;
(|x * 0 G|) and the same with (ϕ n ). In particular, we have
, we can check as above that (ϕ n ) is uniformly integrable in L 1 (|x * G|) for all x * ∈ Γ. Now fix x * ∈ Γ. Again, by Vitali's Convergence theorem we have
which, along with the assumption, yields that x *
(G) and we obtain (a).
For the next two theorems let's assume that F and G are two countably additive vector measures where F is given by the integration with respect to G; that is, there is f ∈ L 1 (G) such that
(G) and ε > 0. As in the proof of Theorem 4.1 we find a simple function
Thus F (Σ) ⊂ H(Σ) + εB X where H(Σ) is compact by the previous paragraph. Thus F (Σ) is compact.
Theorem 4.3. If {G(E ∩ A) :
A ∈ Σ} is weakly compact convex for each E ∈ Σ, then the same holds for F .
In order to prove Theorem 4.3 we rely on Knowles's version of the Lyapunov convexity theorem; see [5] , [9] and [11] . ( 
This proves Theorem 4.3. 
Then P is linear and Proof. Since P is a nuclear operator, there exist bounded sequences (x * n ) and (x n ) in X * and X respectively, satisfying ∞ n=1 x * n x n < ∞, such that
for every x ∈ X. We may assume ∞ n=1 x * n < ∞ and x n ≤ 1 for all n. Since P is a projection in X,
for all E ∈ Σ. Since G (E) ≤ 2 sup A⊆E G(A) , we obtain
for all E ∈ Σ. By Theorem 5.2, L 1 (G) has the approximation property. 
