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Abstract
The most realistic situations in quantum mechanics involve the interaction between two or more
systems. In the most of reliable models, the form and structure of the interactions generate
differential equations which are, in the most of cases, almost impossible to solve exactly. In
this paper, using the Schwinger Quantum Action Principle, we found the time transformation
function that solves exactly the harmonic oscillator interacting with a set of other harmonic coupled
oscillators. In order to do it, we have introduced a new special set of creation and annihilation
operators which leads directly to the dressed states associated to the system, which are the real
quantum states of the interacting “field-particle” system. To obtain the closed solution, it is
introduced in the same foot a set of normal mode creation and annihilation operators of the
system related to the first ones by an orthogonal transformation. We find the eigenstates, amplitude
transitions and the system spectra without any approximation. At last, we show that the Schwinger
Variational Principle provides the solutions in a free representation way.
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I. INTRODUCTION
To obtain an exact solution to the radiation-matter interaction problem results in a dif-
ficult or almost impossible task for several systems. In many cases theoretical approaches
based on the intensity or asymptotic behavior of the system allow perturbative or compu-
tational treatments, giving an idea of the functional form of the solutions. Despite this,
those situations are not general and are related to very specific laboratory conditions. On
the other hand, systems with strong interaction escape from those approaches. In particular
situations these system can be reduced to special simple cases as the semi-classical Rabi
Model (RM) and its quantum version, the so-called Jaynes-Cummings Model (JCM) [1, 2].
These idealizations of the very original problem are still rich in phenomenology, admitting
nonperturbative approaches to cavity confined systems: a single atom interacting with one
monochromatic mode of the field in the cavity, composing a subfield of quantum optics called
Cavity Quantum Electrodynamics (CQED).
There is a generalized approach to CQED called Dressed Atom which can deal with
systems that can not be treated by perturbative methods and leading to analytical results,
being first proposed by Cohen Tannoudji, Serge Haroche and Nicole Polonsky [3–5]. In such
approach, the atoms or molecules into the cavity interact with the surrounding photons
forming a weakly interacting subsystem with the rest of the field; thus, the atom is “dressed”
by the photons of the surrounding electromagnetic field [6]. This description works since
only one of the field modes inside the cavity, or a superposition of them, has photons with
the necessary frequency to induce the transitions in the atoms, then we can say that those
photons dress the atom and the other modes are empty and make the role of reservoir. Thus,
radiation processes in cavities can be put in a convenient base allowing to deal with some
cases that otherwise might not be addressed by perturbative methods.
However, one of the limitations of the Dressed State theory is given by the loss of general-
ity when the interactions have a non-linear character; since in those cases the determination
of such states loses its rigor [7]. Alternatively, one can define Dressed or Renormalized Coor-
dinates [8–10], offering an extension of the Dressed State concept which proves to be suitable
to deal with systems where the interactions between the atom and modes of the field are
linear. Some applications of this approach are the description of ohmic dissipation [11] and
the radiation problem of a dipolar charge distribution [8–10, 12, 13]. It can be seen that,
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regardless of the approach taken, either quantum mechanics [3] or path integral formalism
[12, 13], those studies always have been accompanied by the need for representation of the
system into a set of spatial coordinates.
Here we introduce a new approach to deal with systems modeled by a harmonic oscillator
interacting linearly with a set of other harmonic oscillators using the Schwinger Quantum
Action Principle. Instead of using Dressed Atom or Coordinates approaches, we define
two sets of creation and annihilation operators for the real quantum states of each of the
component of the system. The first set will be associated with measurable physical states
of each individual component in the presence of interaction, i.e., to the harmonic oscillator
and each mode of the field. The second set is associated with normal modes of the system,
each of these modes expresses the state of the whole system, oscillator + field modes. Thus,
we shall call the first set the creation and annihilation operators of Dressed States of the
system (DSO) and the second set the creation and annihilation operators of Normal Modes
States of the system (NMO).
The content of this work is divided into following: in the first section is given a com-
plete description of the model and a mathematical apart about the characteristics of the
interaction matrix. The second section is devoted to define the two sets of the creation and
annihilation operators as well as to introduce the Normal and Dressed Hamiltonians. In the
third section we briefly introduce the Schwinger Action Principle and show how to obtain
the dynamical equations for the operators and the transformation function of the system. In
the last sections we find the final transformation function which is calculated in the Normal
Mode Operator base, and then it is transformed to the Dressed State operator base from
which is derived the spectrum and generalized probability transitions. Finally, the work is
ended with some observations and perspectives.
II. SCHWINGER QUANTUM ACTION PRINCIPLE
Schwinger Quantum Action Principle offers a general approach to Quantum Mechanics.
This approach describes the microscopic phenomena by means of quantum measurement
symbols and expressing the dynamics of operators and quantum states through a variational
principle.
Since its foundation in the algebraic measurement theory [14, 15] this quantum formalism
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emerges losing any reference to the classical analogue of the system, not being a quantization
procedure. In this formulation, changes of quantum states and observables are studied in
a detailed way while the correspondence principle [16] is not used a priori. Commutation
relations are derived in a totally self-consistent way [17, 18] from the analysis of the admisible
variations of the operators and states of the theory. Due to its generality, Schwinger’s
formulation can be used to study quantization of gauge theories without gauge fixing [19], the
behaviour of classical fields on curved and torsioned backgrounds [20] and even to construct
quaternionic extensions of quantum theory [21].
In Schwinger’s formulation any infinitesimal variation of a transformation function
〈a (t1) |b (t0)〉 can be obtained as the matrix element of a single infinitesimal generator:
the infinitesimal quantum action operator [14, 17],
δ 〈a (t1) |b (t0)〉 = i 〈a (t1)| δŜt1,t0 |b (t0)〉
= i 〈a (t1)|
(
pˆδqˆ − Ĥδt
)∣∣∣t1
t0
|b (t0)〉 , (1)
which is the variation δŜt1,t0 = δ
[
Ŝt1,t0
]
of que quantum action operator Ŝt1,t0 =
∫ t1
t0
L̂(t)dt.
The dynamical equations of Schro¨dinger and Heisenberg can be obtained from (1) fixing the
boundary conditions whether on the states or on the operators.
One of the essential concepts in this formalism is the fact that the dynamics do not
depend on the path of the system in the physical space, being all the necessary information
contained on the boundaries. This dependence is given by the infinitesimal generator Ĝ (t)
evaluated in the end time t0 and t1,
Ĝ = pˆδqˆ − Ĥδt, (2)
where
pˆ ≡ ∂L̂
∂ ˙ˆq
, (3)
pˆ · ˙ˆq − L̂ ≡ Ĥ.
In order to integrate (1) to obtain the probability amplitude, it is necessary doing the
time-ordering of the operators in the Dirac sense [16, 22] to reach δŜt1,t0 =⇒ δŴt1,t0 such
that
δ〈a(t1)|b(t0)〉 = i〈a(t1)|δŜt1,t0 |b(t0)〉
= iδWt1,t0〈a(t1)|b(t0)〉
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obtaining,
〈a(t1)|b(t0)〉 = eiWt1,t0 . (4)
Originally, the inclusion of the Lagrangian for the study of the dynamics at quantum level
was made by Dirac [22] arguing, among other things, in favor of its relativistic invariance.
We can see that the final form of the Action Principle backs up to this idea, but Schwinger
use a more convenient form of the Lagrangian in its canonical form (3), i.e., as a function of
momentum and coordinates, avoiding second order differential equations for the observables.
This principle is particularly rich in analogies with classical mechanics, since the generator
Gˆ, which is obtained from the variation of the action and associated with all admissible
infinitesimal variations of the dynamic system, is also related to the unitary transformations
which preserve both the structure and characteristics of the studied system.
III. A USEFUL MODEL
In this work we shall use a model in which an harmonic oscillator is linearly coupled to a
set of many other harmonic oscillators. Such model appears in several contexts in physics,
specially when dealing with light-matter interaction.
In Ref. [8] this model is used to describe a harmonic oscillator in the center of a sphere
interacting with a scalar field. This model is a simplification of a radiation-matter interaction
problem in which an electric dipole interacts with a electromagnetic field in the center of
a spherical cavity. In this case, let q0(t) be the position of the oscillator representing the
matter content and φ(r, t) the scalar field, the equations of motion can be defined directly
as
q¨0(t) + ω
2
0q0(t) = 2π
√
g
∫ R
0
d3rφ(r, t)δ(r), (5a)
∂2φ(r, t)
∂t2
−▽2φ(r, t) = 2π√gq0(t)δ(r), (5b)
in which g is the interaction constant between the scalar field and the harmonic oscillator,
the light speed c = 1 and R is the sphere radius. The boundary conditions on the radial
coordinate r demands that φ(r, t) be nonzero only for 0 < r < R. The solution for (5a) and
(5b) can be expressed by performing an expansion of the scalar field as follows
φ (r, t) =
∞∑
k=1
qk (t)φk (r) , (6)
5
in which, given the geometry of the system, an expansion in terms of plane waves it is not
appropriate. So, instead, we use an appropriate expansion of the scalar field in terms of
the resonant modes that can be originated in a spherical structure. These functions φk (r)
are expressed in a convenient spherical base and the frequencies of these modes are given
depending on the geometry. Hence, we get the following set of differential equations
q¨0(t) + ω
2
0q0(t) =
∞∑
k=1
ckqk(t), (7a)
q¨k(t) + ω
2
kqk(t) = ckq0(t) (7b)
where, ωk =
pi
k
and ck =
ωk
R
√
2g. The approximations considered in this model are associated
with a very specific and real situations. For instance, the object in the center of the sphere
can be considered a molecule or atom whose vibrational spectrum can be approximated with
a harmonic oscillator q0.
Another situation which results in the same model is given by a small charge distribution
compared with the wavelengths of the incident radiation. Using an appropriate gauge choice
[3, 5], the resulting model is a system consisting of a harmonic oscillator coupled to the modes
of a radiation scalar field [8, 12].
As a third example, let us consider an ionized atom or molecule in a general metalic
cavity. The lagrangian operator for this system is
Lˆ = Lˆmat +
∫
V
d3r
[
−Eˆ (r, t) · 1
c
∂
∂t
Aˆ (r, t)− Eˆ
2 (r, t) + Hˆ2 (r, t)
2
+
1
c
ˆ (r, t) · Aˆ (r, t)
]
where all products must be taken as symmetrized and Lˆmat describes the harmonic oscillator
q0 and ˆ (r, t) it is the electric current associated with q0.
The field at the interior of the cavity must resonate in normal modes which leads to a
natural decomposition for the vector potential:∫
V
d3rAα (r) ·Aβ (r) = δαβ
1
c
Aˆ (r, t) =
∑
α
qˆα (t)Aα (r)
−Eˆ (r, t) =
∑
α
pˆα (t)Aα (r)
ˆ (r, t) =
∑
β
cβ qˆ0 (t)Aβ (r)
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Using this together the radiation gauge and the boundary conditions, we find
Lˆ = Lˆmat +
[∑
β
∑
α
pˆβ (t)
d
dt
qˆα (t) δαβ
]
+
− 1
2
((∑
β
∑
γ
pˆγ (t) pˆβ (t) δγβ
))
+
− 1
2
∑
β
∑
α
c2qˆα (t) qˆβ (t)
∫
V
d3rAβ (r) · (∇× (∇×Aα (r)))+
+
∑
β
qˆβ (t) cβ qˆ0 (t)
Choosing Aα as the eigenfunctions of the double-rot operator (∇× (∇× )):
∇× (∇×Aα (r)) =
(ωα
c
)2
Aα (r)
we finally arrive at the very same model.
The only difference in the application of the model to each situation is the spectrum ωα
which will depend on the particular geometry of the cavity. Naturally, it is possible to find
many other physical systems described by the very same model, but these three above are
enough to demonstrate its utility.
From now on let the symmetric Hamiltonian operator associated to this useful model be
Hˆ =
1
2
{
pˆ20 + ω
2
0 qˆ
2
0 +
N∑
k=1
(
pˆ2k + ω
2
kqˆ
2
k
)}
− 1
2
N∑
k=1
ck (qˆ0qˆk + qˆkqˆ0) , (8)
in which the subindex 0 is reserved to the oscillator in the center of the sphere and the
subindex k = {1, ..., N} is reserved to the modes of the scalar field. It is simple to show that
the equations (7a) and (7b) can be derived from the Hamiltonian (8).
The Hamiltonian can be written in a matrix form
Hˆ =
1
2
pˆT pˆ+
1
2
qˆTΩ2qˆ (9)
defining the vectors
pˆT = (pˆ0, pˆ1, ..., pˆk) , (10a)
qˆT = (qˆ0, qˆ1, ..., qˆk) . (10b)
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The Ω2 is a symmetrical interaction matrix given by
Ω2=

ω20 −c1 −c2 . . . −cN
−c1 ω21 0 . . . 0
−c2 0 ω22 . . . 0
...
...
...
. . .
...
−cN 0 0 . . . ω2N

. (11)
The above matrix resumes all interactions in the system, those given by the boundary
conditions of the system associated with its geometry and manifested in the frequencies of
the field modes and those given by the dipolar interaction.
The matrix (11) can be diagonalized by an orthogonal transformation T,
D2 = TΩ2TT (12)
with D2 = diag {Ω20,Ω21,Ω22, ...,Ω2N} such that it is possible to express this matrix as a
product
D2 = D ·D. (13)
The transformation (12) and the expression (13) allow the factorization Ω2 = Ω ·Ω,
Ω ·Ω = TDTT ·TDTT
with D = diag {Ω0,Ω1,Ω2, ...,ΩN} and
Ω = TDTT . (14)
Actually, it is possible to find any power α of the Ω matrix,
Ωα = TDαTT , (15)
in which α ∈ R.
From now on, we assume each eigenvalue of Dα is such that Ωαi > 0. This excludes the
case of complex frequencies which could describe the penetration of each mode to the walls
of the cavity and the energy losses associated with it, but help to focus on the interaction
of the field with the dipole.
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IV. NON-HERMITEAN OPERATORS
The quadratic structure of the Hamiltonian (9) suggests, similarly to an harmonic os-
cillator, that there is the possibility to define a set of creation and annihilation operators
for this system, meaning that the Hamiltonian operator is factorable. Since in general such
operators are not connected with the particle content, Schwinger used to call them simply
non-hermitean operators. In order to define them we have to use the characteristics of the
interaction matrix (11) and some concepts originated in the theory of coupled harmonic
oscillators at the classical level.
Similarly to the classical case, at the quantum level the state of motion of each oscillator
of the system depends on the state of motion of the other elements of the system due to the
interaction. In the same way, there are states of motion of the system as a whole in which
all of its constituents moves with the same frequency and phase. Those states of motion
constitute the basic movements of the system, being called normal modes. There is one
normal mode for each element of the whole system.
In consequence, we are talking about two sets of operators: the first, reporting the motions
and excitations of each element of the system and the second, reporting the motions and
excitations of the system as a whole. In the first set, each oscillator has a special behavior
since its movements are affected by the presence of other elements in the system. In the
second set, the group of elements of the system shows states of motion which have associated
a natural frequency called resonant frequency. Each combination of motions is unique, with
its own frequency, and all the combinations can be considered as a system of uncoupled
oscillators.
Given the characteristics of the two sets of operators mentioned above, we shall call
creation and annihilation operators of dressed states or DSO the operators describing exci-
tations of individual system components. Similarly, the second set will be called annihilation
and creation operators of the normal modes or NMO. Thus, in the present section, we shall
construct the two sets of creation and annihilation operators and establish a simple rela-
tionship between them.
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A. Dressed States Operators
The annihilation and creation operators that we shall define are related with the excita-
tions of every one of the system components when the interaction is considered. Thus, these
operators will create a superposition of the measurable states of each system component.
The DSO and the states they create are called dressed since just as it happens with the
modification of the magnetic moment of an atom by the coupling with a radio frequency
field (see [6] section C) the frequencies and coupling constants of each oscillator are affected
by the interaction with the other elements of the system. As a consequence, the energy
states created by these operators are different with respect to those which would present the
components of the system if there were no interaction.
On this way, following the structure of the matrices (15), the DSO operators are given
by the following expressions
yˆ =
√
1
2~
Ω
1
2 (qˆ + iΩ−1pˆ) ,
yˆT =
√
1
2~
(
qˆT + ipˆTΩ−1
)
Ω
1
2 ,
yˆ† =
√
1
2~
Ω
1
2 (qˆ − iΩ−1pˆ) ,
yˆ†T =
√
1
2~
(
qˆT − ipˆTΩ−1)Ω 12 .
(16)
where the operators yˆ, yˆ†and its transposed ones, are vectors of the form
yˆT =
(
yˆ0 yˆ1 ... yˆk
)
, and, yˆ =

yˆ0
yˆ1
...
yˆk
 ,
yˆ†T =
(
yˆ
†
0 yˆ
†
1 ... yˆ
†
k
)
, and, yˆ† =

yˆ
†
0
yˆ
†
1
...
yˆ
†
k
 .
As we can see, the transformations given by (16) keep the canonical commutation relations[
yˆ, yˆ†
]
= yˆT yˆ† − yˆ†T yˆ = 1
2~
{−2iqˆT pˆ+ 2ipˆT qˆ}
=
i
~
{
pˆT qˆ − qˆT pˆ} = 1. (17)
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Therefore the transformation (qˆ, pˆ) → (yˆ, yˆ†) is canonical and the inverse relations of (16)
are
qˆ =
√
~
2
Ω−
1
2
(
yˆ + yˆ†
)
,
pˆ = i
√
~
2
Ω
1
2
(
yˆ† − yˆ) ,
qˆT =
√
~
2
(
yˆT + yˆ†T
)
Ω−
1
2 ,
pˆT = i
√
~
2
(
yˆ†T − yˆT)Ω 12 .
(18)
Replacing (18) in the Hamiltonian (9) leads to the Dressed State Hamiltonian:
Hˆ =
~
2
{
yˆ†TΩyˆ + yˆTΩyˆ†
}
. (19)
The solution of the problem implies the knowledge of the dynamics of each system com-
ponent. However, the fact that both the states of the oscillator as the field modes are
interdependent prevent us consider them isolated. This is evidenced by the fact the states
created by the DSO are in a complicated entangled superposition. To solve this problem,
we can make a transformation from the DSO operators to a set of operators of the normal
modes of the system (NMO). This transformation can be performed using the same trans-
formation T which was used in (16). This transformation allows to express the Hamiltonian
of the system as the Hamiltonian of a set of uncoupled free harmonic oscillators which can
be solved in an exact way allowing one to find the behavior of the matter oscillator and each
one of the modes of the field.
B. Normal Modes Operators
The Hamiltonian (19) is not in a diagonal form. Besides, the matrix Ω contains all
the information about the interactions and has a structure similar to a simple harmonic
oscillator when the Hamiltonian is in a matrix form, this implies that (19) can actually be
put in a diagonal form using T and the normal modes operators.
The normal modes ξˆ operators are defined as
ξˆ = T T yˆ ; ξˆT = yˆTT,
ξˆ† = T T yˆ† ; ξˆ†T = yˆ†TT,
(20)
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in which
ξˆT =
(
ξˆ0 ξˆ1 ... ξˆk
)
, and, ξˆ =

ξˆ0
ξˆ1
...
ξˆk
 ,
ξˆ†T =
(
ξˆ
†
0 ξˆ
†
1 ... ξˆ
†
k
)
, and, ξˆ† =

ξˆ
†
0
ξˆ
†
1
...
ξˆ
†
k
 .
Then, the Hamiltonian (19) can be written in its diagonal form
Hˆ =
~
2
{
ξˆ†TDξˆ + ξˆTDξˆ†
}
(21)
=
N∑
k=0
Ωk
(
ξˆ
†
kξˆk + ξˆkξˆ
†
k
)
.
Taking the relations
[
ξˆj, ξˆ
†
k
]
= δjk, the last expression can be written
Hˆ = ~
N∑
k=0
Ωk
(
ξˆ
†
kξˆk +
1
2
)
= ~
N∑
k=0
Ωkξˆ
†
kξˆk +
~
2
TrD. (22)
The set of creation and annihilation operators of the normal modes create and destroy
the collective excitations of the system. In other words, it creates and annihilates both the
full field excitations and the excitations of the matter oscillator. These collective excitations
have a fixed number of energy quanta. They are related to the collective behavior of the
system and not with the dynamics of each of its components at the individual level. Indeed,
thanks to the transformation T establishing a relationship between the operators (yˆ†, yˆ) and
(ξˆ†ξˆ), the dressed states of each system component can be expressed as a combination of
the normal mode states of the system and vice versa.
The normal modes are presented in equal number to the components of the system and
constitute a set of uncoupled harmonic oscillators. Each of these modes has a natural
frequency that is defined by the characteristics of the entire system. Therefore, they are
essentially a linear superposition of states of motion for each system element. Also, since that
the motion of each element of the system is given by a unique combination of normal modes,
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we can infer that their motion will not present a single frequency. Therefore, the quantum
states associated with each element of the system are not eigenstates of the Hamiltonian of
the whole system.
Each normal mode represents a way in which the energy is exchanged between the ele-
ments of the system and it will depend on the number of quanta that is available between
the field and the oscillator. Given that the number of excitations is fixed, the amount of
those excitations taken into account will determine the size of the Hilbert space to be used.
Also, since all of NMO are essentially a set of uncoupled harmonic oscillators, the quantum
states associated with them can be represented as the tensor product of states associated
with each of these decoupled oscillators. The states associated to DSO can be represented
as a combination of the states associated to the NMO but this combination is not a simple
tensor product of the states since DSO states are entangled.
V. THE LAGRANGIAN AND THE EQUATIONS OF MOTION
Given the Hamiltonian and taking into account that the system does not have constrains,
the inverse Legendre transform is
Lˆ =
1
2
pˆT · dqˆ
dt
+
1
2
dqˆT
dt
· pˆ− Hˆ.
Using the transformations given in (18) we have for the Lagrangian of the system in the
DSO base the following canonical form
Lˆ = i
~
4
{(
yˆ†T − yˆT)(dyˆ
dt
+
dyˆ†
dt
)}
+ i
~
4
{(
dyˆT
dt
+
dyˆ†T
dt
)(
yˆ† − yˆ)}− Hˆ
=
i~
4
{
yˆ†T
dyˆ
dt
− yˆT dyˆ
†
dt
}
− ~
2
{
yˆ†TΩyˆ + yˆTΩyˆ†
}
. (23)
In the same way, with the transformation made in (20) the Lagrangian in the NMO base
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is
Lˆ =
~
2
{
iξˆ†T
dξˆ
dt
− iξˆT dξˆ
†
dt
−
(
ξˆ†TDξˆ + ξˆTDξˆ†
)}
=
~
2
N∑
k=0
{
iξˆ
†
k
dξˆk
dt
− iξˆk dξˆ
†
k
dt
− Ωk
(
ξˆ
†
kξˆk + ξˆkξˆ
†
k
)}
. (24)
In the last expression it has been neglected the terms related with the total derivative, since
they just generate the transformation from DSO base to the NMO one.
A. Equations of Motion
Schwinger Action Principle [14] can be used for the derivation of equations of motion of
the quantum operators. We choose to perform a variation on the quantum Lagrangian (24)
in the NMO description since in this base the matrix equations are diagonal and decoupled
and the expression of any quantity emerged from here is suitable to be manipulated. After
some operations we have
δLˆ =
~
2
δξˆ†T
(
i
dξˆ
dt
−Dξˆ
)
− ~
2
ξˆTDδξˆ†
− δξˆT
(
i
dξˆ†
dt
+Dξˆ†
)
− ~
2
ξˆ†TDδξˆ
+
i~
2
ξˆ†T
d
(
δξˆ
)
dt
− i~
2
ξˆT
d
(
δξˆ†
)
dt
, (25)
then, taking δLˆ = 0, we obtain
idξˆ
dt
−Dξˆ = 0 , and idξˆ†
dt
+Dξˆ† = 0,
idξˆ
T
dt
− ξˆTD = 0 , and idξˆ†T
dt
− ξˆ†TD = 0.
The solutions for the last matrix differential equations are given by
ξˆ(t) = exp [−iDt] ξˆ (t0) (26)
, and ξˆ†(t)=exp [iDt] ξˆ† (t0), (27)
ξˆT (t) = ξˆT (t0) exp [−iDt]
, and ξˆ†T (t) = ξˆ†T (t0) exp [iDt] ,
in which the vectors ξˆ(t0), ξˆ
†(t0), ξˆ
T (t0) e ξˆ
†T (t0) are defined as the set of operators with
initial conditions, t = t0.
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B. Generalized Transformation Function
Following Schwinger’s Action Principle, the operator Gˆ(t) is the generator of the admissi-
ble infinitesimal transformations for the system. Its functional form can be obtained taking
the solutions of the equations (24) and the Hamiltonian (22), then
δ
〈
ξ†, t|ξ, t0
〉
=
〈
ξ†, t
∣∣ Gˆ (t)− Gˆ (t0) |ξ, t0〉
=
〈
ξ†, t
∣∣ (pˆδqˆ − Hˆδt)∣∣∣t1
t0
|ξ, t0〉 .
Taking the relations (16) and the Hamiltonian (19) we obtain the explicity form of the
generator Gˆ (t) in the DSO base:
Gˆ = i
~
2
(
yˆ†T − yˆT ) (δyˆ + δyˆ†)− ~
2
{
yˆ†TΩyˆ + yˆTΩyˆ†
}
δt. (28)
Similarly, using the transformations (20) in the last expression, we obtain the same generator
in the NMO base:
Gˆ = ~
N∑
k=0
{
i
2
(
ξˆ
†
kδξˆk − ξˆkδξˆ†k
)
− Ωk
(
ξˆ
†
kξˆk +
1
2
)
δt
}
. (29)
Since the expressions related to (29) are decoupled, we can take the solutions (26) for a
generic component k and calculate the transition amplitude
〈
ξ†, t|ξ, t0
〉
. In order to do that,
we need to solve the variational differential equation (1), in which we substitute (26) such
that δWˆ = Gˆ (t)− Gˆ (t0) is given by
δWˆ = ~
N∑
k=0
{
i
2
(
ξˆ
†
kδξˆk (t0) e
−iΩkt − ξˆk (t0) δξˆ†ke−iΩkt
)
−Ωk
(
ξˆ
†
kξˆk +
1
2
)
δt
}
.
In this way, taking
[
ξˆ
†
k, δξˆk
]
=
[
δξˆ
†
k, ξˆk
]
= 0, which are the commutation relations derived
from the Schwinger’s Action Principle [14], one finds
δWˆ = −~
N∑
k=0
{
i
2
δ
{
ξˆ
†
kξˆk (t0)
}
e−iΩkt −
(
ξˆ
†
kξˆk +
1
2
)
Ωkδt
}
.
Performing an integration of the variational equation (1), we have
Wˆ = −i~
N∑
k=0
ξ
†
kξk (t0) e
−iΩkt − ~
2
N∑
k=0
Ωkt
= −i~
N∑
k=0
ξ
†
kξk (t0) e
−iΩkt − ~
2
TrDt,
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and using (4), leave a transformation function
〈ξ†, t1|ξ, t0〉 = exp
{
− i
2
TrDt+
N∑
k=0
ξ
†
kξk (t0) e
−iΩkt
}
= exp
{
− i
2
TrDt
}
exp
{
~ξ†T e−iDt~ξ (t0)
}
. (30)
VI. ENERGY SPECTRUM
In the NMO base, the Hamiltonian of the system (22) is totally diagonal and equivalent
to a set of N intedependent harmonic oscillators, each of them is actually a collective motion
of the entire system. Given that the transformation T at the quantum level represents a
canonical transformation, the spectrum of the system in the NMO base should be totally
equivalent to the spectrum of the Hamiltonian (8). As noted above, the Hamiltonian in the
NMO base is diagonal and its Hilbert space can be constructed as the product Hilbert space
of N independent harmonic oscillators [23] such that
Hˆ =
N∑
k=0
Hˆk = ~
N∑
k=0
Ωk
(
ξˆ
†
kξˆk +
1
2
)
, (31)
in which the Hilbert space of each one is given by the following tensor product
Hˆk = 1ˆ0 ⊗ 1ˆ1 ⊗ ...⊗ 1ˆk−1 ⊗ hˆk ⊗ 1ˆk+1 ⊗ ...⊗ 1ˆN , (32)
where hˆk is the hamiltonian of one single normal mode. The identity of the kth Hilbert
space is given as
1ˆk =
∑
nk
|nk〉 〈nk| . (33)
On this way the total identity for the system is
1ˆ =
N∏
i=0
⊗1ˆi =
N∏
i=0
⊗
∑
ni
|ni〉 〈ni|
=
N∏
i=0
∑
ni
|ni〉 〈ni| . (34)
A generic element of the set of states can be given by
|N〉 = |n0, n1, ..., nN〉 = |n0〉 ⊗ |n1〉 ⊗ ...⊗ |nN〉 , (35)
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and the action of the Hamiltonian over this eigenstates leaves
Hˆ |n0, n1, ..., nN〉 =
N∑
k=0
Hˆk |n0, n1, ..., nN〉
=
N∑
k=0
|n0〉 ⊗ ...⊗ hˆk |nk〉 ⊗ ...⊗ |nN〉
=
N∑
k=0
Enk |n0, n1, ..., nN 〉 .
It means that the energy spectrum is just a simple sum:
En0n1...nN =
N∑
k=0
Enk . (36)
Now we can calculate the transition amplitude for the system in the initial arbitrary state
|ξ, t0〉 =
N∏
k=0
⊗ |ξk, t0〉 = |ξ0, ξ1, ...ξk, ...ξN , t0〉 . (37)
Using the relations (34) and the orthogonality relation 〈ni|mj〉 = δm,m;i,j, we have
|ξ, t〉 = e−i Hˆ~ t |ξ, t0〉
= exp
{
−i t
~
N∑
k=0
Hˆk
}
|ξ0, ξ1, ...ξk, ...ξN , t0〉
= exp
{
−i t
~
N∑
k=0
Ek
}
N∏
k=0
〈nk|ξk, t0〉 .
Therefore, 〈
ξ†, t1|ξ, t0
〉
=
N∏
j=0
∑
nj
e−
i
~
Enj t |〈nj |ξj, t0〉|2
 . (38)
On the other hand, due to the series expansion of the transformation function (30),
〈
ξ†, t1|ξ, t0
〉
=
N∏
k=0
∞∑
n=0
ξ
†n
k ξ
n
k (t0)
n!
e−iΩk(n+
1
2
)t. (39)
Comparing (38) and (39),
N∏
k=0
(
∞∑
n=0
e−
i
~
Enk t |〈nk|ξk, t0〉|2
)
=
N∏
k=0
∞∑
n=0
ξ
†n
k ξ
n
k (t0)
n!
e−iΩk(n+
1
2
)t.
we obtain the eigenfunctions〈
ξ
†
k, t0|nk
〉
=
ξ
†n
k√
n!
, and 〈nk|ξk, t0〉 = ξ
n
k√
n!
,
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and the exact form of the spectrum of the system
En0n1...nN =
N∑
k=0
Enk =
N∑
k=0
~Ωk
(
nk +
1
2
)
=
N∑
k=0
~Ωknk +
~
2
TrD.
From the last expression for the spectrum, we have the vacuum energy of the system
E0, 0, 0, 0...0︸ ︷︷ ︸
N-times
=
~
2
TrD =
~
2
TrΩ.
VII. TRANSITION PROBABILITIES
The expression for the transition amplitude (30) is given in the NMO base of the system.
However, this information is shown in a useless form if we want to study the behavior of an
individual element of the system since the states associated with NMO are a superposition
of DSO.
The transition amplitude in the NMO base can be understood in the following way. Let
us take |N〉 and |M〉 two arbitrary states in the normal base, then
〈M | e−i Hˆ~ t |N〉 =
N∏
k=0
e−i~Ωk(nk+
1
2
)tδmk ,nk
= e−i~
∑N
s=0 Ωs(ns+ 12)t
N∏
k=0
δmk,nk .
This expression is the probability amplitude that the system in the state |N〉 at the initial
time do a transition to the state |M〉 at the time t. However, to extract useful physical
information as, for instance, the behavior of the oscillator in the center of the cavity or the
dynamics of a specific field mode, we need to evaluate the transition amplitude between
the two corresponding dressed states of the system. This information is achieved in the
non-diagonalized basis. For this reason we reformulate the generalized transition amplitude
(39) to the DSO representation using the transformation (20):
ξ
†
k =
N∑
j=0
[T ]jk y
†
j , (40)
in which [T ]jk is a element of the T matrix and the ξ
†
k is the eigenvalue of the operator
ξˆ
†
k acting over the |ξk〉, associated to the the k-th normal mode. Thus, using (40), the
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expression (39) is given by
〈y†, t|y, t0〉 = exp
{
− i
2
TrDt
} N∏
r=0
N∏
s=0
exp
{
y†sJrs (t) yr (t0)
}
, (41)
in which it is defined
N∑
k=0
[T ]sk [T ]kr e
−iΩkt = Jrs (t) . (42)
The expression (41) is the generalized transition amplitude for the system in the Dressed
State representation. After some manipulations, we can extract information about the
transition between any two dressed modes both of the field or the oscillator in the center of
the cavity:
〈y†s, t|yr, t0〉 = exp
{
− i
2N
TrDt
}
exp
{
y†sJrs (t) yr (t0)
}
. (43)
The above expression can also be decomposed in the number base for the dressed states,
using
|〈y†k, t0|nk〉 =
y
†nk
k√
nk!
and |〈mk|yk, t0〉 = y
mk
k√
mk!
, (44)
in which the overline means that the number state is associated with the dressed base. Then,
the transition (43) between any two states in the DSO base is given by
〈y†s, t|yr, t0〉 = exp
{
− i
2N
TrDt
} ∞∑
n=0
y†ns (t)√
n!
J nrs (t)
ynr (t0)√
n!
, (45)
in which the subscripts r and s are related with the individual components of the system.
From the expressions (44) and (45) we obtain the following transition amplitude
〈ns, t|nr〉 = exp
{
− i
2N
TrDt
}
J nrs (t) ,
J nrs (t) =
n∑
0≤lm≤n∑m
j=0 lj
n!
l0!l1!l2!...lm!
m∏
p=0
(
[T ]sk [T ]kr e
−iΩkt
)lp
.
For the probabilities, we can show that
N∑
r=0
|Jrs (t)|2 = 1,
knowing that T is orthogonal. Writting this expression for n = 0 corresponding to the
oscillator and in the center of the cavity and k = {1, ..., N} for the modes of the field, one
finds
|J00 (t)|2 +
∑N
k=0 |J0k (t)|2 = 1,
|Jk10 (t)|2 +
∑N
k2=0
|Jk1k2 (t)|2 = 1.
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Such expressions are related with the probabilities to have a transition between any two
elements of the system with n quanta. Then, the atom or any field mode initially in the
n-th state can change to any another state in a later time [8, 12].
VIII. CONCLUSIONS AND OUTLOOK
In the case of interacting systems modeled by (7a) and (7b), we show that it is possible
to define unambiguously a transformation in which some analogies with a classical coupled
systems can be considered. Here, the system, as a whole can be studied as a set of coupled
harmonic oscillators each of them having a different coupling constant. With the proposed
approach, the normal modes operators create simple decoupled states associated with the
whole system. On the other hand, the dressed states operators create quantum states that
each individual oscillator can show in the presence of interaction with the rest of the system.
In the Dressed State formalism introduced in [3–5], the states of each element of the
system are constructed by hand, expressing them as a special combination of the states of
the whole system, such construction leads to entangled states. Besides that, in this work, we
have introduced those states by mean of the Dressed State Operators (DSO) which create
those Dressed States naturally. In our approach those states are not constructed by hand, it
is the structure of the DSO which leads to the entangled states, as it can be easily checked
solving the problem for only one mode of the field.
The quantum state of each part of the system, the oscillator or each field mode, is defined
with a set of parameters which is modified by the presence of the interaction. For instance,
the frequency is redefined as a function of the other parameters of the system
ω → Ω (ω0, {ωj} , {ck} ; j, k ∈ {1, 2, ..., N}) ,
if they are compared with the free interaction parameters, ci = 0 in (8).
The orthogonality of the transformation T preserves the geometrical structure of the op-
erators, being at the quantum level a canonical transformation which preserves the canonical
structure of the theory in both, normal and dressed representations. Thus, the transforma-
tion functions in the normal and dressed representations have the same information. In the
dressed state representation, the transformation function allows us to know all the amplitude
transitions between the states of each one of the elements in the system since the dressed
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states are not eigenstates of the system.
The transformations (16), (18) and (20) show that in some cases the Rotating Wave
Approximation (RWA) is unnecessary. This is because those transformations lead to a
system which can be solved in an exact way, what means that the RWA approximation it is
not necessary if the correct definition of the transformation is used.
The Dressed State Approach, developed in this work, can be applied to the study of
problems in which the dissipation and the interaction of a system with a bath or reservoir
can be also included. This approach can even be suitable to deal with non-linear interacting
system via a perturbative treatment. Some of these points will be explored elsewhere.
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