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Abstract 
This thesis examines three separate problems involving stochastic processes which exhibit 
scaling behavior. We begin the thesis with a review of self-similar stochastic processes, their 
importance in modelling and some important results. 
Multifractional Brownian motion and its variants are a class of stochastic processes 
designed to model varying roughness which is measured in terms of the Holder exponent. 
It has local asymptotic scaling. We show that the construction of multifractional Brownian 
motion has the unfortunate consequence that changes in roughness lead to large changes in 
magnitude. We present an alternative called integrated fractional white noise which retains 
the local scaling and roughness without the large swings in magnitude. We then present an 
estimator for the local Holder exponent. 
The next chapter looks at the complex scaling exhibited by financial returns and com-
pares two subordinator models one of which is self-similar while the other is multifractal. We 
find that the evidence for the multifractal model can be explained by the heavy tails of the 
process. The scaling found in the self-similar model, however, is significantly different from 
trivial independent scaling. 
The final chapter looks at the interaction of heavy tails and long range dependence. We 
extend the results of [Dobrushin and Major, 1979] and [Taqqu, 1979] to functionals of long 
range dependent Gaussian sequences with infinite variance and finite mean. This result is 
used to prove a limit theorem for a process from [Heyde and Leonenko, 2005] . 
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Chapter 1 
Introduction 
Invariance under scaling is a fractal property found in a wide range of natural phenomena. For 
stochastic processes invariance under scaling means invariance, or asymptotic invariance, in 
distribution under appropriate scaling of time and space. Processes exhibiting scaling are the 
natural analogues of fractals in stochastic processes. Complex scaling behavior of stochastic 
processes exists in a diverse range of fields including physics, climatology, geology, finance and 
even internet data traffic. There is a wide literature which outlines the importance of scaling 
including [Mandelbrot, 1977], [Mandelbrot, 1997] and [Embrechts and Maejima, 2002]. This 
chapter gives a brief overview of the important results and ideas in self-similar processes and 
the associated concept of long range dependence. Section 2 of this chapter outlines the new 
results in this thesis which relate to various types of scaling in stochastic processes and their 
consequences. 
1.1 Introduction to Self-similar Processes 
The most important class of scaling stochastic processes are the self-similar stochastic 
processes. 
1.1.1 D efinit ion (Self-similar Stochastic Process) . A stochastic process X(t) is self-similar 
if for each a > 0 there exists some b such that 
{Y(at)} t {bY(t)} 
where equality is in finite dimensional distributions. 
This property means that when both time and space are scaled appropriately the whole 
process is unchanged in finite dimensional distributions. Making the very reasonable assump-
tion of stochastic continuity at t = 0 the scaling can be shown to obey a power law. 
1.1.2 Theorem ([Lamperti, 1962]) . If Y(t) is self-similar and stochastically continuous at 
t = 0 then there exists a unique H > 0 such that for all a> 0 
{Y(at)} t {aHY(t)} 
10 
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where equality is in finite dimensional distributions. 
A self-similar process with parameter H is denoted H-ss and denoted H-sssi if it also 
has stationary increments. The parameter H is known as the Hurst parameter named for 
the British engineer Harold Hurst whose work on Nile river data played an important role 
in the development of self-similar processes. An H-sssi process with finite mean must have 
0 < H ~ 1 and X(0) = 0 a.s. If it has finite mean and H = 1 then it is the degenerate process 
X(t) = tX for some random variable X. If it has finite mean and 0 < H < 1 then EX(t) = 0 
The most important and most basic self-similar processes are derived from the stable 
laws. Brownian motion is ½-sssi since it is easily verified that B(at) 1= a½ B(t) where equality 
is in finite dimensional distributions. 
Suppose Xi is a sequence of iid random variables in the domain of attraction of some 
stable law with index of stability a. Then by the Central Limit Theorem there are sequences 
{an} and {bn(> 0)} of constants such that 
n 
b:;;, 1 :z=xi - an~ z 
i=l 
and 
LntJ 
b:;;_ 1 LXi - an~ Z(t) 
i =l 
in finite dimensional distributions where Z(t) is a-stable Levy motion which is ¼-sssi stable. 
For more details on stable processes see [Samorodnitsky and Taqqu, 1994]. While all these 
processes have independent increments they are in fact the special case. All other H-sssi 
stochastic processes have dependent increments. 
When a process is H-sssi and has finite variance its covariance structure is completely 
determined, up to a constant, since it follows that 
EY(t)Y(s) 1[E[Y(s)2] + E[Y(t) 2] - E[(Y(t) - Y(s)) 2]] 
1[E[Y(s)2] + E[Y(t)2] - E[(Y(t - s)) 2]] 
1 
-[s2H + t2H - It - sl2H]E[Y(l)2] 2 . (1.1) 
Since the mean-covariance structure completely determines the finite dimensional distribu-
tions of a Gaussian process there is only one Gaussian H-sssi process for each H. Fractional 
Brownian motion was introduced in [Mandelbrot and Van Ness, 1968] as a moving average 
stochastic integral. 
1.1.3 Definition (Fractional Brownian Motion). Fractional Brownian motion is given by 
the Ito integral 
BH(t) = 1 1 J. (f)H(t - x) - 'PH(-x)dB(x) r (H+ 2 ) IR 
where B(x) is Brownian motion and 
'PH(x) = { ~H-½ if X > 0, 
if X ~ 0. 
(1.2) 
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Fractional Brownian motion is H-sssi and we will denote it by BH(t). When H = ½ 
this simplifies to standard Brownian motion. vVhen we replace the Wiener measure with 
an a-stable measure and H - ½ with H - ¾ we get fractional stable motion, a self-similar 
process with stable increments. Another representation of fractional Brownian motion is the 
harmonizable representation which is given by 
MH(t) = R£ 1 c;;
1
::i:2 ) W(d0 
where W = W1 + iW2 and W1 and W2 are independent Wiener measures. 
An important concept which is closely linked to self-similarity is long range dependence. 
1.1.4 Definition. A stationary sequence with finite variance X n is long range dependent if 
CX) 
L EXoXn = oo. (1.3) 
n=O 
The concept of long range dependence can be extended to random variables with infinite 
variance but there are a number of competing definitions (see [Heyde and Yang, 1997]) . 
When Y (t) is a finite variance H-sssi process with½< H <land X n = Y(n)- Y (n- l ) 
it follows from equation (1.1) that Xn is a long range dependent sequence. 
Since self-similarity is defined in terms of finite dimensional distributions most statistical 
tests instead look for long range dependence. Long range dependence is more easily identified 
as it is simply a property of the covariance structure. It is common to assume a self-similar 
model when long range dependence is found. The limit theorems discussed later in this 
introduction show that a broad range of long range dependent sequences are asymptotically 
self-similar which justifies this assumption. 
The following result shows that any asymptotic limit result must be of the form of a 
self-similar process. 
1.1.5 Theorem. ([Lamperti, 1962]) Suppose that X n is a stationary sequence and that bn 
is a sequence of real numbers such that bn ---+ oo as n ---+ oo. Then if 
1 LntJ b L Xi~ Yt 
n . i =l 
(1.4) 
as n ---+ oo in finite dimensional distributions there exists an H such that Yt is H-sssi. Fur-
thermore bn = L (n)nH where L (n) is a slowly varying function at infinity (that is for c > 0, 
limn- = L (cn)/L (n) = 1). 
For short range dependent sequences the limit will typically be Brownian motion 
or an a-stable Levy motion. There are a number of important limit theorems for long 
range dependent random variables. The Gaussian case is very simple (see for example 
[Embrechts and Maejima, 2002]) . 
1. 1.6 Theorem. Let X i be a stationary sequence of Gaussian random variables such that 
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X i t N(0, l) and EXoXn "'-' n 2H-2 where ½ < H < 1. Then, 
LntJ 
n-H L xi ~ BH(t) 
i=l 
as n---* oo in finite dimensional distributions where BH(t) is fractional Brownian motion. 
Next Taqqu extended a result of Rosenblatt as follows. 
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1.1. 7 Theorem. ([Taqqu, 1975]) Let Xi be a stationary sequence of Gaussian random vari-
ables such that X i t N(0, l) and EXoXn "'-' n 2H-2 where ¾ < H < 1. Then, 
LntJ 
n-(1-2(1-H)) I)xt - 1) ~ ZH(t) 
i=l 
as n---* oo in finite dimensional distributions where ZH(t) is the Rosenblatt process. 
Fractional Brownian motion and the Rosenblatt distribution are just the first two of a 
series of processes. In fact a similar limit theorem can be proved for any Borel function f 
such that f (Xi) has finite variance. 
The Hermite polynomials are defined hk(x) = (-1)71'e4- lx\ e4- so h0 (x) = l, h1 (x) = x, 
h2 (x) = x2 - 1. When X, Y "'-' N(0, 1) are jointly Gaussian 
Ehk(X)h;(Y) = { ~!(EXY)k k = j, 
k -/= j. 
2 
The Hermite polynomials form a basis for L2 (1R, e--"½-) so when f is a function such that 
Ef(X) 2 < oo, 
CX) 
f(X) = L fkhk(X) 
k=O 
where the sum is interpreted by convergence in L2 and fk = ¾rE(f(X)hk(X)). The Hermite 
rank off is the smallest k such that Ji -/= 0. For more details on Hermite polynomials and 
their relationship to Gaussian Hilbert spaces see [Holden et al., 1996] or [Janson, 1997]. 
1.1.8 Theorem. ([Taqqu, 1979], [Dobrushin and Major, 1979]) Let X i be a stationary se-
quence of Gaussian random variables such that Xi t N(0, l) and EXoXn "'-' n 2H- 2 . Let f 
be a function such that Ef(X1 ) = 0, Ef (X1 ) 2 < oo. Let K, > 0 be the Hermite rank off. 
Then if 1 - K,(l - H) > ½ 
LntJ 
n-(l-1-,,(l-H)) L f(Xi) ~ Ji-,,(H(2H - 2))-1 Ri-,,,l-1-,,(l-H) 
i=l 
as n --t oo where Ri-,, , l-1-,, (l-H) is the K,-Hermite process with (1 - K,(l - H))-self-similarity. 
But if 1 - K,(1 - H) < ½, 
LntJ 
n-½ L f(Xi ) ~ CB(t) 
i =l 
where B(t) is Brownian motion. 
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The first Hermite process is fractional Brownian motion while the second is the Rosen-
blatt process. They have the multiple Ito integral representation 
d kl. t rrk H 3 · Rk ,H' (t) = C k Jn Is - X-il 0 - 2 dsdB(x 1 ) ... dB(xk) 
IR O i=l 
l H ' where Ho = 1 - ~ and 
C = ( 2r ( Ho - D cos ( i ( Ho - D)) -i 
This integral representation does not provide much information about the distribution of the 
process about which very little is known. 
Up until now our discussion has focussed on the long range properties of self-similar 
processes. However, the small scale properties of self-similar processes are also interesting as 
their sample paths can behave as rough fractal functions. We measure roughness in terms of 
the Holder exponent. 
Recall that for 0 < 1 :s; 1 a function is ,1-Holder continuous if for some constant C and 
for all x and y, lf(x) - f(y)I :s; Clx - yl1 . When 1 = 1 this is Lipschitz continuity. The 
notion of the Holder exponent generalizes Holder continuity to a point. 
1.1.9 D efinition (Holder Exponent) . A continuous function g(x) has Holder exponent H 
at xo if 
sup{ry : lim lhl-1 lg(xo + h) - g(xo)I = O} = H. 
h-+0 
A process which is H -Holder continuous has Holder exponent greater than or equal to H. 
1.1.10 Theorem (Holder Exponent, [Samorodnitsky and Taqqu, 1994]) . Let Y(t) be H-sssi 
and have moments of all orders. With probability 1, Y(t) has continuous paths with Holder 
exponent H. 
This result covers fractional Brownian motion and all the Hermite processes. An im-
portant application for this is in terrain simulation where the terrain is known to have a 
particular roughness. 
For more detailed review of self-similar processes see [Embrechts and Maejima, 2002]. 
While self-similar scaling is the most studied type of scaling for stochastic processes other 
variants include multifractal scaling and local asymptotic self-similar scaling. These types of 
scaling are concerned with the small time scale behavior rather than long range properties of 
the processes. 
1.2 Summary of Thesis 
Chapters 2, 3 and 4 of this thesis each address separate questions relating to the scaling 
behavior of stochastic processes. 
The problem of constructing reasonable stochastic processes of specified and varying 
roughness has recently received significant attention. As noted earlier the Holder exponent of 
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fractional Brownian motions is equal to H almost surely. This raised the question of whether 
a stochastic process could be found where the Holder exponent varies in time. Multifractional 
Brownian motion was introduced as a Gaussian process with sample paths that have Holder 
exponent H(t) at time t almost surely for suitable functions H(t). Other variants have been 
developed to expand the class of functions H(t). The most general is generalized multifrac-
tional Brownian motion which can have any function as its Holder exponent provided the 
function is a limit infu:num of a sequence of continuous functions taking values in [a, b] for 
some fixed O < a < b < l. 
Understandably in constructing multifractional Brownian motion and its variants most 
attention has been focused on its local behavior. These constructions, however, have neglected 
the larger scale properties of the process. Even for a smooth function like H (t) = ½+¾cos(¥) 
multifractional Brownian motion can have extreme oscillations when tis large. 
Chapter 2 identifies the problem of large changes in magnitude and explains why they 
occur. We decompose multifractional Brownian motion into the sum of a smooth process and 
an integral of fractional white noise. The smooth process clearly does not affect the roughness 
but it is highly correlated and is responsible for the large changes in magnitude. So by instead 
taking just the integral of fractional white noise we retain the local properties without the 
unwanted fluctuations on the large scale. We call it integrated fract ional white noise. We show 
that it is well defined and has the specified Holder exponent. We also show how to estimate 
the Holder exponent with our model. Our estimator is strongly consistent and under mild 
conditions asymptotically normal. Integrated fract ional white noise has other advantages 
including that it can be extended to piecewise continuous H (t) in a natural way. Also if H (t) 
is taken to be a stationary random process then our process has stationary increments. All 
these advantages promise to make integrated fractional white noise significantly more useful 
from a modelling perspective. 
Chapter 3 investigates the scaling properties of returns from financial data. The tra-
ditional Black and Scholes model of stock returns is Brownian motion which is of course 
self-similar. There is, however, growing empirical evidence that real returns exhibit more 
complex scaling behavior. This chapter compares two competing models: Brownian mo-
tion in multifractal time from [Mandelbrot et al. , 1997] and [Mandelbrot , 2001a] and fractal 
activity time geometric Brownian motion from [Heyde, 1999]. 
Multifractal stochastic processes are a recent generalization of multifractal measures . A 
process is multifractal if its moments scale as EIX(t) lq = t7(q) EIX(l) lq where T is called the 
scaling function. Self-similar processes are multifractal with linear scaling function. Other 
multifractal processes have concave scaling functions. 
The main evidence for accepting a multifractal model rather than a simpler self-similar 
one is that the estimated scaling functions is concave. This method is immediately suspect 
as it involves estimating moments which may not exist. We show that this has an alternative 
explanation, that it is caused by the heavy tails of the returns and that after removing the 
largest observations the scaling function is close to linear. "\"!Ve prove a limit theorem which 
shows that some asymptotically self-similar heavy tailed processes can appear to have concave 
scaling functions. We conclude that it is not necessary to model returns as multifractals. 
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Fractal activity t ime geometric Brownian motion models the activity time as an asymp-
totically self-similar process. The evidence is based on the estimated scaling function of the 
squares of the returns which is consistent with long range dependence as self-similarity. The 
concentration of extreme values of t he activity t ime suggested in ·[Heyde and Leonenko , 2005] 
is investigated and this leads onto the limit theorem proved in Chapter 4. 
Chapter 4 extends Theorem 1.1.8 to functions f such that J (X 1 ) is in the domain of 
attraction of a stable non-Gaussian law with finite mean. For general processes both long 
range dependence and heavy tails affect the rate of convergence and we find that for this 
sequence one of them dominates the other depending on the choice of parameters. 
Because the sequence no longer has finite variance the usual methods using its Hermite 
decomposition can not be used directly. Instead we take a conditional expectation which does 
have finite variance and then apply Theorem 1.1.8. The remainder of the process is then shown 
to converge to a-stable Levy motion. A critical element of t his proof is to show that the ex-
treme values of the sequence do not occur in clusters and instead are asymptotically indepen-
dently. The result is then applied to the fractal activity time of [Heyde and Leonenko, 2005] 
to prove convergence in the case where the activity time has infinite variance. 
Chapter 2 
Integrated Fractional White 
Noise 
While fractional Brownian motion has constant Holder exponent various applications , for 
example terrain synthesizing, call for fractal properties with non-constant Holder exponent. 
Multifractional Brownian motion was developed to produce sample paths with varying Holder 
e:>,._rponent. However , we will show that multifractional Brownian motion is very sensitive to 
changes in the selected Holder exponent and has extreme changes in magnitude. We suggest 
an alternative stochastic process called Integrated Fractional White Noise which retains the 
important local properties but avoids the undesirable oscillations in magnitude. We also show 
how the Holder exponent can be estimated locally from discrete data in this model. 
2.1 Introduction 
Fractional Brownian motion has been used to synthesize the roughness and fractal prop-
erties found in geographical formations ( e.g. see [Voss , 1985]). "\i\Thile locally this may 
be a good approximation the irregularity of the surface may vary due to geological 
processes such as erosion. Multifractional Brownian motion (MBM) was introduced in 
order to model such processes where t he local roughness varies. It was introduced in 
[Pelt ier and Levy Vehel, 1995], based on the integral moving average representation of FBM, 
as the stochastic integral 
1 ft o MH = r (H (t) + l ) - (t - u)H(t)-½ W (du) - j (- u)H(t)-½ W(du) 
2 = - = 
where HI is a Wiener measure. The function H (t) is continuous and O < H (t) < 1. A second 
version was introduced in [Benassi et al. , 1997] using the harmonizable integral representation 
ofFBM 
MH(t) = Re !,, CE~:;,;~_;/2) W(~) 
where W = W1 + iW2 and W1 and W2 are independent Wiener measures. When H (t) is 
constant both versions are simply FBM. These two 1IBM versions do not have t he same 
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covariance structure. More generally MBM is defined as MH(t) := BH(t)(t) where BH(t) is 
a family of fractional Brownian motions which is continuous in both t and H. While there is 
only one fractional Brownian motion for each Hit is shown in [Stoev and Taqqu, 2004a] that 
there is a large class of families of FBMs with nontrivially different covariance structures. 
Driving the definition of MBM is that its Holder exponent can be specified at each point. 
The regularity assun1ptions that the Holder exponent of H (t) is greater than the value of H(t) 
for all tis made. Under this assumption the Holder exponent of MH(t) is H (t) almost surely. 
The processes are also locally asymptotically self-similar. A process is locally asymptotically 
self-similar at t with parameter H if 
( MH(t + s:1- MH(t)) _d_, V(s) 
where V(s) is the self-similar tangent process. The tangent process for MBM is FBM. 
Variations on MBM have been proposed in order to expand the class of fw1ctions 
H(t ) for which it can be defined. Step multifractional Brownian motion was introduced 
in [Benassi et al., 1999] to extend MBM to the seemingly simple case of jump discontinuities 
using a wavelet decomposition. Generalized Multifractional Brownian motion takes a se-
quence of functions (Hn(t)) as parameters and has Holder exponent H (t) = liminf Hn(t). It 
greatly expands the possible class of Holder exponents (see [Ayache and Levy Vehel, 2004]). 
When MBM has non-constant H (t) it follows from the local self-similarity property that 
it does not have stationary increments. This is to be expected as the aim of MBM was to 
have roughness , and therefore increments varying in time. As MBM is a Gaussian process its 
covariance structure completely determines its finite dimensional distributions . Its variance 
is given by EMH(t) 2 = t2H (t) and so if H(t) decreases over time the variance can actually 
decrease. Also the variance of the increments can vary greatly when tis large. By the triangle 
inequality under the L2 norm the variance of the increment MH(t + 1) - MH(t) is greater 
than or equal to l(t + l ) H (t+i) - tH(t) 12 independent of the family of FBM chosen. When tis 
large this estimate can be very large depending on the change in H (t). For example Figure 
2.1 shows a typical sample path of MBM with H (t) = ½ + ¼cos(¥) and Figure 2.2 shows a 
typical sample path of MBM with H (t) = ½+fa cos(51rt) . An unfortunate consequence of 
MBM is that in specifying the local Holder coefficient the variance is also specified to have 
dramatic changes in magnitude when tis large. 
While we noted that varying local self-similarity and Holder exponent is not compatible 
with stationary increments we propose a less restrictive alternative. 
2.1.1 D efinit ion (H-Stationary Increments) . Let 1-{ be a class of continuous functions map-
ping IR into (0, 1), closed under translations and let S be a space of stochastic processes. Then 
we say the function M : 7-{ f-1 S has H-stationary increments if when Hi, H2 E H and for 
some fixed u, Hi (t) = H2(t + u) for all t E [a, a+ b] then 
{M(Hi)(a + t) - M (Hi)(a)}tE[O,b] ~ {M (H2)(a + u + t) - M (H2 )(a + u)}tE[O ,b] 
where equality is in finite dimensional distributions restricted to the interval t E [0, b]. 
2.1 Introduction 
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Figure 2.1: Multifractional Brownian motion with H(t) =½+¼cos(¥)-
0 100 200 300 400 
Figure 2.2: Multifractional Brownian motion with H(t ) = ½ + fa cos(51rt). 
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This definition means that the distribution of the increment M (H )(a + b) - M (H )(a) 
depends only on the value taken by H (t) in the interval [a, a+b] and not on the relative position 
of the interval. Multifractional Brownian motion does not have 7-z'.-stationary increments. 
When H (t) = ½ + ¼ cos(Kt) the variance of the increments MH(n + 1) - MH(n) is O(n!) . 
This chapter introduces a class of stochastic processes with 7-z'.-stationary increments as 
an alternative to multifractional Brownian motion. In Section 2 we will construct the process 
and establish a formula for its covariance structure. Section 3 demonstrates that the process 
shares the local asymptotic self-similarity and local Holder properties with MBM. Section 
4 examines a strongly consistent estimator on the process which under mild conditions is 
asymptotically normally distributed. 
2.2 Variance Estimate for Integrated Fractional White 
Noise 
In order to motivate the alternative definition of MBM we will break it into two parts. While 
MBM is obviously not differentiable it can be differentiated as a stochastic process in the 
space of stochastic distributions. Assuming that H (t) is continuously differentiable, 
:tMH(t) = H'(t) 0~BH(t) + WH(t) , (2.1) 
where W H(t) is fractional white noise as in [Elliott and van der Hoek, 2003]. Unlike fractional 
white noise the term 0t BH(t) is a Gaussian random variable with variance bounded on 
compacts. It becomes very large when t is large. Then 
Mj/\t) rt a Jo H'(s) [JHBH(s)ds 
rt !. ( ln (J ( l)(ei(t -1)) ~ Jo H' (s )Re IR l( JH(t)+l/2 W (d( )ds 
is a Gaussian finite variation process with locally ·Lipschitz paths. It follows that MH(t) -
Mj/\t) is also locally asymptotically self-similar and has local Holder function of H (t) . It is 
also has 7-z'.-stationary increments and so motivates our definition. 
2.2 .1 D efinition (Integrated Fractional White Noise (IFWN)) . For 0 < H(t) < l and H (t) 
continuous define integrated fractional white noise as 
Y (t) = l WH (,)(s) ds (2.2) 
or equivalently 
r ( t if; e i(s ) ~ 
YH(t)( t ) = Re }'JR. Jo l( JH(s)+l/ 2 ds W(df; ). (2.3) 
This process is not a priori in L2 and so this needs to be estimated. In fact when H (t) 
is less than ½ greater regularity must be assumed. 
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2.2.2 Theorem. Suppose H(t) is continuous and 0 < a ::; H(t) ::; b < 1 and that there 
exists some (3, C1 > 0 such that 
and 
Then YH (t )(t) E L2 (fl) with 
1 f3+a>2 
IH(t) - H (s)I::; C1!t- sj f3 . 
(2.4) 
(2.5) 
EY(t) 2 = l A(H(s)) H(s)s2H(,)-'ds + l A(H(s)) H(s)(t - s)2H(,) - 1ds 
l t t +4 Jo Jo f H(x, y)dxdy < oo (2.6) 
where 
and 
!H(x, y) 
A(h) = r I r1 i~ei,es 12 JIR }0 j~jh+1;2 ds d~ 
2A( H (~, y) )(H (x, y)) (H (x, y) - 1) jx - yjH(x, y)- 2 
-A(H (x))(2H (x))(2H (x) - l )jx - yj2H(x) - 2 
-A(H (y))(2H (y))(2H (y) - l )jx - yj2H(y) - 2 
with H(x, y) = H(x) + H (y) . 
We first establish an estimate for f H(x, y) . 
2.2.3 Lemma. Let f E C 2 [a, b) and let c1 , c2 > 0 be constants. T hen for any N, r, s, x, y, z 
satisfying 
1. 0 < jzj < 1 < N. 
2. jzj 8 ::; C1. 
3. (ln I z I) ( Ix I + I YI) ::; C2 . 
4. !x i, !YI ::; C1N- f3 . 
5. r + ix+ jy E [a, b] for i = 0, 1 and j = 0, 1. 
Then there exists a constant K > 0 depending only on f, c1, c2, f3, C1 such that 
1
1 1 ~ ~ (-l)i+j f (r + ix+ jy) /z/' +ix+Jyl <:; K (l + 1n /z/) 2 N- 2/3_ 
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Proof. (Lemma 2.2.3) By expanding in Taylor series 
1 1 L L (-l)i+j f (r +ix+ jy)lzls+ix+jy 
i=O j=O 
1 1 . . 1 L L (-1t+J (f(r) + f'(r)(i x + jy ) + 2 f" (r·ij)(ix + jy) 2) 
i =O j=O 
1 
·lzl 3 (l + (ln lzl)(ix + jy) + 2esij (ln lz l)
2(ix + jy )2) 
1 1 . . 1 
lzls L L (- l )i+J 2e8 ij f(r)(ln lzl) 2(ix + jy) 2 
i=O j=O 
1 
+ f'(r)(ix + jy)((ln lzl)(ix + jy) + 2esij (ln lzl)
2(ix + jy) 2) 
1 1 
+ 2 f" (rij) (ix+ jy )2 (1 + (ln lzl) (ix+ jy) + 2esij (ln lzl )
2 (ix+ jy )2) 
where Tij E [a, b] and 1s·iJ I :S c2 and the result follows. □ 
2.2.4 Lemma. For any -1 <a< 2a+ 2/3- 2 there exists C2 depending only on a, b, (3, C1, E 
such that 
lfH(x , y)I :S C2 min{ lx - YI , lf)'. . (2.7) 
In particular this implies that fH(x, y) E L1([0, t]2). 
Proof. (Lemma 2.2.4) First note that A(h) is c= on [a, b]. When Ix - YI > 1 the bound 
clearly exists. When Ix - YI ~ 1 the result follows from Lemma 2.2.3. □ 
Proof. (Theorem 2.2.2) Begin by approximating H by step functions so that 
Hn(s) = L X[i / 2n,(i+l)/2n) H (i/2n) 
and 
/. ( t i~ e i~s ) ~ Yn(t) = IR Jo l~IHn(s)+l / 2 ds W(d~). (2.8) 
Since Yn is the sum of increments of fractional Brownian motion it is in L2(D). Now with 
H 1 = Hn(i/2n) and H2 = Hn(j/2n) 
E(Yn(( j + 1)/2n) - Yn( j / 2n))(Yn((k + 1)/2n) - Yn( k/ 2n)) 
1 (1 (j+ l )/2n i~ei~s ) (l(k+l)/2 11 i~ei~s ) Re I IH +1 /2 ds I IH +1;2 ds d( JR j /2n ( 1 k/2n ( 2 
1 ei(j-k)2-n~ leTni~ - 112 Re -------d( IR 1~1H1 +H2-l 
A ( H1 + H2 )!rn(H1+H2)[li -j + 11H1+H2 - 2lj - k lH1+H2 + lj - k - 11H1+H2] 
2 2 
~ A( H1 + H2 )!rn(H1+ H2)(H1 + H2)(H 1 + H2 - l )l j - k lH1+H2-2 
2 2 
2.2 Variance Estimate for Integrated Fractional White Noise 23 
and so we can estimate 
L2ntj L2ntj H ( _j_ _j_ ) 1 . . . . L L A ( 2n,2n )- r n(H(i,,r- ,-ik- ))[li - j+ l lH(i,,r-,-ik-) 
2 2 EYn(t)
2 
= 
i=l j=l 
-2 li - j lH(~)+ H(*) + Ii - j - 11H(~ )+H(* )l 
L2ntj L2ntj . L L A(H (21,n)) 1 r n2H(~)[li - j + 112H(~) 
i=l j =l 
-2li - J l2H(~) + Ii - j - 112H(~ )l 
+A( H (~ , i )) ! r n(H(~ ,* )) [li - j + 11H(~ ,* ) 
2 2 
-2li - j lH(~,*) + Ii - j - 11H(~ ,* )l 
i 1 i i i i 
-A(H ( 2n)) 4 r n2H(¥ )[l i - j + 112H(¥ ) - 2li - J l2H(¥ ) + Ii - j - 112H(¥ )] 
. -A(H ( jn))irn2H(* )[l i - j + 112H(~ ) - 2li - J l2H(~ ) + Ii - j - 112H(~)l 
(I) + (II ). 
By the Dominated Convergence Theorem 
L2ntJ 1 _ _ _ L - r n2H( t,d [lil 2H( -t,r) - 2li - 112H( -t,r) 
2 
(I ) = 
i=l 
- 2li - 2n1 2H(~ ) + Ii - 2n - l l2H(~ )] 
__, l A(H(s)) H (s)s2H (,) - 1ds + l A(H (s)) H (s)(l - s)2H (,) - 1ds 
as n -+ oo. Another application of the Dominated Convergence Theorem shows that 
11t1t (II ) -+ - fH (x , y )dxdy. 
4 0 0 
Similar calculations in est imating E (Yn - Ym) 2 show that Yn is a Cauchy sequence in L2 (D) . 
Finally 
t i~eies t i~eies 
Jo l~IHn(s)+l / 2 ds -+ Jo l~IH(s)+l / 2 ds 
pointwise implies that Yn -+ Yin L2 (D). □ 
Corollary 2.2.5 follows immediately from Theorem 2.2.2. 
2.2.5 Corollary. The value of E (Y (t2) - Y (t1 )) 2 depends only on the values of H (t) for 
t E [ti, t2] and is given by 
E (Y (t2) - Y(t1 )) 2 1t2 A(H (s)) H (s)(s - t 1 ) 2H(s) - 1ds ti 
+ lt2 A(H (s)) H (s)( t2 - s) 2H(s) - 1 ds 
t1 
1 1 t2 1 t,, +4 fH (x, y)dxdy. t1 t1 
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Further 
EY(t1 )Y(t2) 1 1t1 1t1 -[ A(H(s))H(s)s2H(s) - 1ds + A(H(s) )H (s)(t1 - s) 2H(s)- 1ds 
2 0 0 
+ 1'' A(H(s)) H(s)s2H(s)- 1ds + l' A(H(s))H(s)(t2 - s)2H(s)- 1ds 
1
t2 1t2 
- A(H(s))H(s)(s - t1 ) 2H(s)- 1ds - A(H(s))H(s)(t2 - s) 2H(s)- 1 ds] 
t1 t1 
1 r rt2 
+4 lo lo fH(x , y)dxdy . (2.9) 
The next two corollaries are established by modifying the proof of Theorem 2.2.2 under 
conditions that imply that 
E(Y(t2) - Y(t1))(Y(t4) - Y(t3)) 
L2 n t4.J H( _i_ _j_) 1 . . . . 
~ A( 2n' 2n ) -Tn(H(i,t-,frd)[li - j + 11H(i,t-,f,.) ~ 2 2 
L2nt2J 
L 
i =l+l2n t2J j=l+l2n t3J 
-2li - jlH(~)+H(~) + Ii - j - 11H(-ik)+H(~)l 
11t2 1t4. H (x y) ~ - A(--' - )(H(x, y))(H(x, y) - l )lx -ylH(x ,y)-2dxdy. 
2 t1 t3 2 
2.2.6 Corollary. When a> ½ the estimate of EY(t) 2 is given by 
~ l l A( H(~, y) )( H(x, y))(H(x, y) - 1) Ix - Y IH (x,y)- 2dxdy 
When H ( x) < ½ this function is not integrable. 
2.2.7 Corollary. When t1 < t 2 ~ t 3 < t4 the estimate of E(Y(t2 ) - Y(t1))(Y(t4) - Y(t3)) 
is given by 
~ l t2 l t4. A(H(~, y) )(H (x, y))(H(x, y) - l )lx - YIH(x ,y)-2dxdy t1 t3 
irrespective of a. 
2.2.8 Proposition. [71'.-Stationary Increments] Let 71'. be the class of continuous functions 
such that IH (t) - H (s)I ~ C 1 lt- s1 /3 and let M: 71'. f--+ S map H E 71'. to YH(t). Then M has 
71'.-stationary increments. 
Proof. Let H 1 , H2 E 71'. be such that for some u and interval [a, a+ b], H 1 (t) = H2(t + u) for 
all t E [a, a+ b]. Then 
{M(H1)(a + t) - M (H1 )(a)}tE(O,b] 
d !. ( ( i(ei((a+s) ) ~ {Re IR lo l(IH(s)+l/2 ds W(d()}tE[O ,b] 
d !. ( ( i(ei((a+u+s) ) ~ 
- {Re IR lo l(IH(s)+l/2 ds W (d()}tE(O,b] 
d {M(H2)(a + u + t) - M (H2)(a + u)}tE[O,b] 
and so M has 71'.-stationary increments. D 
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u;, 
0 20 40 60 80 
Figure 2.3: YH(t) with H(t) = ½+fa cos(51rt). 
This result shows that the increments depend only on the local values of H(t) and not 
on the position of the increment in time. It is also important for the generalization when 
H (t) is random. Suppose H(t) is a stationary process whose paths are in H. Then it follows 
from Ji-stationary increments that M(H)(t) has stationary increments. 
Figure 2.3 shows a typical sample path of YH(t) with H(t) =½+¼cos(¥) while Figure 
2.4 shows a typical sample path of YH(t) with H(t) = ½+fa cos(51rt). Unlike Figures 2.1 
and 2.2 there are no extreme swings in magnitude when tis large. 
The definition of YH(t) also naturally extends to piecewise continuous functions. Unlike 
MBM this does not lead to discontinuities. Figure 2.5 shows a typical sample path of YH(t) 
with 
H(t) = { ! t ~ 10, 
4 t > 10. 
Throughout the rest of this chapter we will assume that H(t) satisfies conditions (2.4) 
and (2.5). 
2.3 Local Self-similarity and Path Properties 
In this section we prove that IFWN retains the essential properties of MBM. That is it is 
locally self-similar at each time with Hurst parameter H(t) and has Holder Exponent H (t ) 
almost surely. 
2.3.1 Theorem (Local Self-similarity). The process YH (t ) is locally self-similar about the 
26 
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100 200 300 400 500 
Figure 2.4: YH(t ) with H(t) =½+fa cos(5-rrt). 
10 20 30 40 
Figure 2.5: YH (t) with discontinuous H (t) . 
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point t 0 with parameter H (t0 ). That is 
{h-H(to)(YH(to + th) - YH (to))} t {A (H (to)) BH(t0 )(t)} 
as h ~ 0 where convergence is in finite dimensional distributions and B H(to) (t) is fractional 
Brownian motion with parameter H (to) . 
Proof. Without loss of generality let t0 = 0. Since these are mean zero Gaussian processes it 
is sufficient to show that for each s, t 
Eh- 2H(O) yH (sh)YH (th) ~ A(H (O))EBH(o)(s) BH(o)(t) . 
We will show convergence of each integral in equation (2.9). By the Dominated Convergence 
Theorem, 
r h h-2H(O) Jo A(H(x))H(x)s2H(x)-1dx h-2H (O) fa' A(H(yh))H(yh)(yh)2H(yh) -lhdy 
fa' A( fl (yh) )H (yh )y2H(yh)-l h2(H (yh) -H(O)) dy 
~ r !A(H(O)) H(O)y2H (O)-ldu 
Jo 2 
A(H(O))t2H(O) 
since h2(H(yh) -H(O)) ~ 1 uniformly by the Holder continuity of H (t ). The next five integrals 
follow similarly. By choosing a small neighborhood of Owe can assume that a< H (O) - /3 so 
that 2H(O) < a+ 2 and so by Lemma 2.2.2 
r 1h r 2h 
lh- 2H(O) Jo Jo fH (x, y)dxdy l ::; 
Hence it follows that 
r t1h r t2h 
h-2H (O) c2 Jo Jo Ix - Yla dxdy 
h a+2 - 2H(O) C2 (ta+2 + t a+2 - ( t - S )a+2 ) ----+ 0. 
(a+l)(a+ 2) 
Eh- 2H(O) yH(sh)YH(th) ~ A(H (O)) ! [t2H(o)+s2H(o) _ lt- sl 2H(O)] = A(H (O))EBH(o)(s) BH(o)( t) 
2 
as required. 
2.3.2 Proposition (Continuity) . The process YH (t ) has a continuous version. 
Proof. By Theorem 2.2.2 there exists a constant c such that 
E (YH (t1) - YH (t2)) 2 ::; clt1 - t21 2a 
when lt1 - t2 I is small. Then 
E(YH(t1) - YH(t2))¾ ::; c'iti - t2 12 
and so by Kolmogorov 's Continui ty Theorem YH(t) has a continuous version. 
□ 
□ 
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2.3.3 Theorem (Holder Exponent) . With probability 1, YH(t) has Holder exponent H(x) 
at x. 
Proof. For any 5 > 0 we can choose 0 < E < 1 so that H(x ) .- 5 < a := min{H(t) : t E 
[x - E, x + El} . Then by Theorem 2.2.2 for s, t E [x - E, x + E] 
EIYH(t) - YH(s)\ 2 ~ c1 \t - s\ 2a 
Choose k so that a - (2k)- 1 = H (x) - 5. Since YH is Gaussian 
E\YH(t) - YH(s)\ 2k ~ c\t- s1 2ak_ 
so by Kolmogorov 's Continuity Theorem almost all sample paths of YH(t ) have Holder con-
tinuity H (x) - 5. Hence the Holder exponent is at least H(x). Fix ry > H (x) . Then by 
Theorem 2.3.1 we have that 
E[lhl-1 (YH(X + h) - YH(x))] 2 = O(hH(x)-1 ) 
and so 
limsup h-1 IYH (x + h) - YH(x)\ = oo 
h----.O 
almost surely so the Holder exponent is H ( x). □ 
2.4 Identification of H(t) 
For processes like fractional Brownian motion where the Holder exponent is con-
stant the Holder exponent can be estimated by examining either local or long range 
properties. With every type of multifractional Brownian motion the Holder expo-
nent is a truly local property and must be estimated as such. The estimator used 
most frequently in the multifractional Brownian motion literature (for example see 
[Benassi et al., 2000],[Ayache and Levy Vehel, 2004] and [Ayache et al., 2005]) is 
HN(t) = ! (1 - 'Y _ · 1n VN(t)) 
2 lnN 
where O < ry < 1 and 
LNl--y J ( . + 1 . . 1 ) 2 J J J -VN(t) = L YH(t + ~) - 2YH(t + N) + YH (t + ~ ) 
j=-LNl--yJ 
While this estimator is strongly consistent it does not converge very quickly. Heuristically 
E½v(t) ~ C(t)N1- 1 - 2 H so 
In fact we can show that 
1n VN (t ) ~ 1n C(t) + l _ 'Y _ 2H. 
lnN lnN 
~ lnC(t) HN(t) - H (t) = En - --. 2lnN 
By a similar method of proof to Theorem 2.4. 9 we can show that if ( 1 - ry) ( 4H ( t) - 3) - 4,6 < 0 
then cNCl-i )/ 2 En converges in distribution to N(O, 1). However , the term 1~
1
;j}> depends on 
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H (t) and decays very slowly to O making HN(t) a very inefficient estimator of H (t). We can 
prove better rate of convergence results for the estimator 
V 1 ( 1 + 2 lN1- ')'j VN;2(t)) 
HN(t ) = 2 log2 1 + 2l(N/2)1-,, J + log2 VN(t) . 
This estimator was used in [Benassi et al. , 1998], albeit for a different process. We will prove 
consistency and a central limit theorem for this estimator but first some lemmas are required. 
2.4.1 Lemma. Let X j = YH (t + --h) - YH (t + 1iJ-). Then there exist constants 
C3, C4, Cs, C5 > 0 such that for all N >land - lN1- ,,j :s; i, j :s; lN1-,,J 
JE (Xi+l - Xi) 2 - ( 4 - 4H(t)) A(H (t))N - 2H(t) J :s; C3 (ln N)N- 2H(t) - ')'/3 _ (2.10) 
Further, 
Also 
IE (X;+1 - X ;)(X j+l - X1) - ½ ( - Ii - j + 212H(t) + 4li - j + 112H(t) 
-6 li - j l2H(t) + 4li - j - l l2H(t) - Ii - j - 212H(t)) A(H (t))N - 2H(t) I 
:s; C4 Ji _ j J2 H(t) - 2(1n(N))2 N-2H(t) - 2f3 
+Cs Ji _ j J2H(t) - 3(ln(N))2 N - 2H(t) - ,,/3 . 
! A (H (t ))/ - Ji - j + 2J2H(t) + 4Ji - j + l j2H(t) - 6Ji - j J2H(t) 
2 
+4Ji _ j _ 1J2H(t) _ Ji _ j _ 2J2H(t) I :s; C5 Ji _ j J2H(t) - 4 
(2.11) 
Proof. Let aN = min{H(t ) : s E [t - N - ,,, t+N- ,, ]}, bN = max{H(t) : s E [t - N - ,,, t+N-,,]}, 
Amin= min{A(H (t)) : s E [t-N- ,,, t+N- ,,]} and Amax = max{A(H (t)) : s E [t - N - ,,, t+ {\T-,n. By the Holder condition on H (t), JaN - H (t )I :s; C1N- ')'/3 and IAmin - A (H (t ))I :s; 
cN-13 . Taking N large enough such that 2H(t ) :s; 2bN < 2H(t )+ , ,6 < a+2 then by Theorem 
2.2.2 
E (Xi+l - Xi) 2 . ...L 1 . - 1 E (2X~ ...L 2X2 - (Y (t + J_ , - ) - Y (t ...L 1--)) 2 ) i +l I '/, H Jl H I N 
:s; 4AmaxN- 2a,v - Amin (N/2)- 2b,v + C2N- a - 2. 
Since JAmax - A(H (t))I :s; cN- ')'/3 and JN2H(t) - 2a N - l J :s; cln(N)N- ,,/3, 
E (X i+l - Xi) 2 - (4 - 4H(t))A(H (t))N - 2H(t) :s; C3(lnN)1-r2H(t) - ,f3 _ 
The reverse inequality similarly holds proving equation (2.10) . Now when Ji - j J > 2 let 
(I ) := (Hi•t/ ( Hi:;l-l ti) -l )kHA( H (x - f;r,y - -h))H (x - k_,y - !_) 
j t+iJ" j t+-fv k = O E= O 2 N N 
k e i - j H ( k e) 21 (H (x - N'y - N) - l )J N J x - 7v ,Y- N - dxdy. 
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Then by Lemma 2.2.3 
1(1)1 ~ li- j j2H(t) -2N-2H(t) LL A( +J\T,t+ N )H (t+x-k ,t+ y-l ) 11 11 1 1 I H (t x -k U=!:_) 0 0 k=0 £=0 2 . N N 
X k l . . I (H(t + --; 't + y--; ) - 1) 1 'l -;J IH(t+x~;k ,t+9 )-2H(t) N-H (t+"' ·;/ ,t+9)dxdy 
~ C4 (ln Ii - jl) 2li _ jj2H(t) -2 N-2H (t) -2 f3 _ 
Let 
(II ) r t+.itl r t+_~ tt A(H(x - *,y- -b)) 
Jt+iv Jt+k k=0 £=0 2 
k l k l 
H(x - N'y- N)(H(x - N,y- N) - 1) 
i - J. H( k l ) 2 k l H ( k l ) 2 (1 - 1 x -N ,Y-N - - l(x _ - ) _ (y- - )I x -N ,V- N - ) 
N N N 
1 1 
- LL A(H(t))(2H(t))(2H(t) - 1) 
k=0£=0 
(Ii - j 12H(t)-2 - l(x - ~ ) - (y - J__ ) 12H(t)-2)dydx 
N N N 
and so 
l(II)I 1t+ it1 i t+~ I H(x y) ~ A(--'- ) t+ i--;/ t+9 2 
i-j H(x, y)(H(x, y) - l)(l~IH(x,y)-2 - Ix - YIH (x,y)-2) 
-A(H(t))(2H(t))( 2H(t) - 1) 
(Ii--;/ 12H(t)-2 - Ix - Yl2H(t)-2) ldydx . 
When (x,y) E [t+ ii\/, t+ it/] x [t+ 1if, t+ ~] and li-jl > 2 then li- j l-2 ~ Nlx-yl ~ 
li-jj+2 and so I ln li~11 - ln lx-yll ~ 4ji-jl-1 . It f?llows that ll~l2H(t)-2-1x-yj2H(t)-21 ~ 
Ii _ j j2H(t) -3 N-2H(t)+2 _ Then 
IA( H(~, y) )H(x, y)(H(x, y) - 1 )(Ii--;/ IH (x,y)-2 - Ix - Y IH (x ,y)-2) 
-A(H(t))(2H(t))(2H(t) - l )(li ... ;/ 12H(t)-2 - Ix - Yl2H(t)-2) I 
~ IA ( H (~,y )) H (x,y)( H(x,y)- l ) -A(H (t))(2H(t))(2H(t)- l )I 
· I Ii-; j 12 H(t) -2 - Ix - Yl2H(t)-2 I 
+A( H (~, y) )H (x, y)(H (x, y) - 1)1 i-; j 12H(t)-2 
. ((l _ ( Nl_x -.YI )2H(t)-2) (l _ Ix_ YIH(x ,y)-2 H(t)) 
Ii - JI 
+(Ii --;,j IH (x,y) -2H(t) _ Ix _ Y IH(x,y)-2 H (t)) ) 
~ Cs(ln Ii _ j j)2li _ j j2H(t)-3 N2-2H(t)-,f3 
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by expanding out in Taylor series. Hence 
l(JJ)I ~ C5 (1n Ji - J l)2 Ji _ J l2H(t)-3 N - 2H (t) - 1 f3 _ (2.12) 
Adding equations (2.12) and (2.12) and using Corollary 2.2.7 proves equation (2.11) when 
Ii - J I > 2. The case when Ii - J I ~ 2 is proved similarly to equation (2.10). □ 
2 .4 .2 Corollary. There exist constants C7 , C8 > 0 such that for all N 
c7 Nl-i - 2H(t) ~ E½v (t ) ~ c8N1 - 1 - 2H(t ) . 
2 .4 .3 Lemma. For each O < E < ,6 there exists a constant C9 > 0 such that for all N > l 
when (1 - 1 )(4H(t ) - 3) - 4{3 < 0 
E (½v(t ) - E½v (t ))2 ~ CgN1-1 - 4H (t ) 
and otherwise 
E (½v(t) - E½v (t )) 2 ~ Cg (lnN)4Nl - i - 4H(t)+ (l - -y)(4H(t)- 3)- 4.B_ 
Proof. By Theorem 3.9 of [Janson, 1997) 
LNl - , J 
E (½v (t ) - E½v(t )) 2 E ( L ((Xi+l - X i)2 - E (X.i+ l - X i)2)) 2 
i=- L1v1- ,-J 
LNl - ,-J LNl-,J 
2 L L (E (Xi+l - X iJ(X j+l - X j)) 2 . 
·i=- LNl - -rJ j=- LNl - ,-J 
If (1 - 'Y)(4H(t ) - 3) - 4,6 < 0 then by Lemma 2.4.1 , 
and then 
LN1 - 1 J+1 
L (E (X i+l - X i )(X j +l - X j)) 2 
j=- LNl - ,-J 
~ (4 - 4-H)2 A (H (t )) 2 N - 4H(t) + C32(1n N) 2 N - 4H(t)- 2'"'· 
L1v1- ,,J 
+ l2N -4H(t) L C4Ji - J i4H(t)- 4(1n(N)) 4N - 2H(t)- 4,6 
j = l 
+ Cs Ji - j J4H(t)- 6(1n(N ))4JV-21'f3 + C5J·i - j J4H(t)- 8 
~ Ci.JV- 4H(t) 
LNl- -,J+l 
E (½v (t ) - E ½v (t ))2 ~ 2 L c1 N -4H(t) 
i=- L1v 1 - ,-J 
~ C gNl - i - 4H (t ) . 
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Otherwise 
and 
LN 1 - 7 J+l 
L (E(Xi+l - X i)(XJ+l - X1)) 2 
j=-LNl --y J 
:=:; (4- 4-H)2A(H(t))2N-4H(t) + C32(lnN)2N-4H(t)-2'Y/3 
LNl --yJ 
+12N-4H(t) L c4 ji _ jj4H(t)-4(ln(N))4N- 2H (t )-4,6 
j=l 
+Csli _ jj4H(t)-6(1n(N))4N-2'Y,e + c6 ji _ jj4H(t)-B 
:=:; c2 (ln N)4 N-4H(t)+(l-'Y)(4H(t)-3)-4,6 
LN 1 - 7 J+l 
E(VN(t) - EVN(t)) 2 :=:; 2 L c 2 (ln N)4 N-4H(t)+(l-"f )(4H(t)-3)-4,6 
i=-LNl- -y J 
:=:; Cg(ln N)4 Nl-"(-4H(t)+(l- "f)(4H(t)-3)-4,6 
as required. 
2.4.4 Lemma. Almost surely, 
. VN(t) = l J::}~ EVN(t) . 
□ 
Proof. This result is an application of the Borel-Cantelli Lemma. Let E > 0. By Lemma 2.4.3 
there exists a 5 such that IIVN(t) - EVN(t)ll2 :S cN1-"f-4H(t)+8 and ½( I - , + 5) > 0. Then 
by Lemma 2.4.2 , 
p (I;;;~:) _ 1J > c) p (IVN(t) - EVN(t)I > EEVN) 
~ p ( wN(tJ - EvN(1J1 > E ~N½<1 - 7 H)IIVN(1J - EvN(1J11,). 
Since VN(t) - EVN(t) is a quadratic polynomial of Gaussian random variables, by Theorem 
6.7 of [Janson, 1997], when E~N½C1-'YH) > 2, 
p ( wN(t) - EVN(t)I > E ~N½(l-7H)IIVN(t) - EVN(t)ll2) ~ exp(-1<E ~N½( l-sH)) 
where re > 0 is an absolute constant . This implies that 
00 (I VN(t) I ) 
~p EVN(t)-1 >E <oo 
and so the result follows from the Borel-Cantelli Lemma. 
2.4.5 Theorem. The estimator iIN(t) converges almost surely to H (t ) as N -+ oo . 
Proof. By Lemma 2.4.1, 
EVN;2(t ) 
lim log2 EV: ( \ = - (l - ,) + 2H(t ) N -+ oo N t 
□ 
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and so by Lemma 2.4.4 
. VN;2(t ) . EViv12(t ) 
1 
½v; 2(t ) 
1 
EVN(t ) . 
lim log2 ~ ( ) = !-im log2 EV: ( ) , log2 EV: ( ) , log2 ~ ( ) = - (1 - 1 ) + 2H(t ) 
N - cc v N t N - oo N t N / 2 t v N t 
almost surely. Hence 
. 1 ( 1 + 2 lN 1- , ·J I VN;2(t ) ) _ 1\E1cc 2 log2 1 + 2 l(N/ 2)1- , •J 'log2 VN(t ) - H (t ) 
almost surel ,. □ 
2.4.6 Lemma. -V.lhen (1 - , )(4H(t ) - 3) - 4{3 < 0 
,v- (l - 7 ) E ( vi\! - EVN _ VN/2 - E ½v; 2) 2 --+ C10 
EVN E½v; 2 
where 
C10 
(1 I ')- (1- ')')) CC 
I ,._ ~ ( - Ii ...L ?12H(t) ...L 4 li ...L 112H(t) - 6 li l2H(t) 
4 (4 - 4H (t )) 2 . L._; 1 ,._ 1 1 
-i=-oc 
')1 - , = 
...L4 li - 112H(t ) - Ii - ?12H(t)) 2 ...L ..J ~ ( - Ii ...L 3 l2H(t) ...L ? 1--i ...L ? 12H(t) 
I .., I 4(4 - 4H (t )) 2 _L._; I I .., ,, I ,._ 
-i=-co 
+ Ii + 112H(t) - 4 li l2H(t) + Ii - 112H(t) + 2 li - 212H(t) - l·i + 3 l2H(t) ) 2 
This follows by Lemma 2.4.1 . 
2.4. 7 Lemma. There exists a constant Cn > 0 such that for all N > l ) 
I') 1 + 2 lN 1- 7 J E"VN/2 1 - -- , · ~H(t ) - log2 1 + 2 l (N/ 2)1- ,J - log2 EVN ::::; Cn ln(.N )J\I . 
Proof. By equation (2.10) 
1 + 2 LN 1- 'Yj Ev N/2 2H(t ) - lo(J" ----- - lo(J" - -
0 2 1 + 2 l(N / 2)1- 1•J o2 E T/N 
::::; 2H(t ) - log2 ((4 - 4H(t)) A_(H (t )) (1\T/ 2)- 2H(t) - C3 (1n(1\1/2))(1'l / 2) - 2H(t)- , .o) 
+ log2(( 4 - 4H(t)) A.(H (t ))1,r- 2H(t) + C3 (1n N )N - 2H(t)- , ,8 ) 
- log2 (( 4 - 4H(t)) A.(H (t )) - C3 (ln(N / 2))(1'l / 2) - 1 ·8 ) 
+ log 2 ((4 - 4H(t))A.(H (t )) + C3 (ln _N )N - ,-,a) 
::::; Cn ln(N )N - T8 . 
The lower bound holds similarly prming the result . 
2.4.8 Lemma. If (1 - 11)(--1H(t ) - 3) - 4,8 < 0 t hen 
1 (1(rv - E ½v _ V..1\,-;2 - E VN/2) ~ N (O, l ) 
C10N- (1 - , ·) E VN E VN/ 2 
as N --+ 
□ 
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Proof. Let H N be the Gaussian Hilbert space generated by { Xi+l - X; : - lN1-1' J ~ i ~ 
lN 1-1'j }. Then vN-EvN - VN ; 2 -EVN; 2 E JJ=2= and so we will apply the representation formula EVN EVN / 2 N 
from Theorem 6.1 in [Janson, 1997]. Let TN : HN 1---t HN be the operator TN(~) = ½1r1 ((VN -
EVN)~) where 1r1 is the orthogonal projection onto HN. Acting on vectors of the form 
(s-i(Xi+l - Xi))-LN1 -,,J:Si:SLN1 -,,J, TN is the matrix 
([E(Xi+l - Xi)(Xj+l - X1)Di,j=-LNl- -y J. .. LNl--yJ· 
By a standard result in linear algebra the largest eigenvalue of TN has absolute value at most 
LNl --y J 
By Lemma 2.4.1 
max L IE(Xi+1 - Xi)(X1+1 - X.1)I-
J=-LN1 -,, J 
LNl --yJ 
L IE(Xi+l - Xi)(Xj+l - X1)I 
j=-LNl--yJ 
~ C4li - jl2H(t) -2(ln (N))2 N-2H(t)-2(3 
+Csli _ jl2H(t) -3(ln(N))2 N-2H(t)-1'f3 + c6 li _ Jl2H(t)-4N-2H(t). 
Then when (2H(t) - 1)(1 - 1 ) < 2{3 
LNl--yJ 
L IE(Xi+1 - X i)( X.1+1 - X 1)1 ~ c1N- 2H(t) _ 
j=-LNl- -y J 
Otherwise when (2H (t) - 1)(1 - 1 ) ~ 2/3 
LNl- -y J L IE(Xi+1 - Xi)(XJ+l _ X.1)1 ~ c2(ln(N))2 N-2H(t)+(2H(t)-1)(1-,,)-2(3 _ 
j=-LNl--y J 
Now let Tfv be the operator 
Tfv(O = !7r1 ( 1 ( VN - EVN_ VN/2 - EVN/2 ) ~) . 
2 ✓c10N-c 1 - ,,) EVN EVN;2 
Then by Theorem 6.1 in [Janson, 1997] 
can be rewritten as 
l (VN - EVN VN/ 2 - EVN/2 ) 
✓ C10N-(1-1') EVN EVN/2 
L Aj,N(~],N - 1) 
.i 
where the >-.t ,N are the eigenvalues of Tfv and the ~J,N are independent (for fixed N) N(O, 1) 
distributed random variables. Since 
T' _ l ( TN _ TN / 2 ) 
N - ✓c10N-(1-,, ) EVN EVN;2 
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the maximum eigenvalue of T~ is at most 
1 ( c1N-2H(t) c1 (N/2)-2H(t) ) < - (l - -y)/2 
. C1Nl--y-2H(t) + C1(N/2)l- -y - 2H(t) - c3N 
when (2 H (t) - 1)(1 - ,) < 2/3. When (2H(t) - 1)(1 - ,) 2: 2/3 the maximum eigenvalue of 
T~ is at most 
_l __ (c2(ln(N))2 N-2H(t)+(2H(t) - l)(l - 1 )-2f3 
JC10N-(l--y) C1Nl- -y -2H(t) 
+ c2 n ~ < c (ln(N))2 N - (1 - -y)/2+(2H(t)-1)(1 - ,) -2,B. (1 (N))2(N/?) -2H(t)+(2H(t) -l )(l--y) - 2(3 ) 
C1(N/ 2 )l - -y-2H(t) - 3 
In either case ma:x:j />-j,N/ - 0 as N - oo. By Theorem 7.1.2 of [Chung, 2001] 
_1 -- (VN - EVN - VN/2 - EVN/2 ) = I:>-j.N(e.N -1) ~ N(0, 1) 
Jc10N-(l--y) EVN EVN;2 . · 1-1 
asN-oo. 
2.4.9 Theorem. [Central Limit Theorem] If (1 - 1 )(4H (t) - 3) - 4/3 < 0 and 
1 
' > 1 + 213 · 
then 
ln2 ( v ) d H (t) - HN(t) - N(0, l ) ✓ C10JV-(l--y) 
asN-oo. 
Proof. By Lemma 2.4.7, 
I
H (t) - ~ (100' l + 2lN1 - 1 J EVN/2) I 2 °2 1 + 2l(N/ 2)1 - -yJ + log2 E½v ~ C11 ln(N)N - -yf3 
and so 
ln2 ( 1 ( 1 + 2lN1- 1 J EVN/2)) 
H (t) - 2 log2 1 + 2l(N/ 2)1 - -yJ + log2 E½v - 0. 
Then it is sufficient to prove that 
ln2 ( VN Viv; 2 ) d log2 -- - log2 -- - N(0, 1). ✓c10N- (l- -y) E½v E½v; 2 
□ 
This follows from Lemma 2.4.8 since Evv~ converges almost surely to 1 and since log2 ( x) = N 
1; 2 (x - l ) + o(x - 1) completing the result. □ 
2.4.10 Remark. The condition that 4/3 > (4H (t) - 3)(1 - ,) is always satisfied when 
H (t ) ~ ¾, For all functions H (t ), 1 can be chosen such that 4/3 > (4H (t) - 3)(1 - ,) . 
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2.5 Generalizations 
There are numerous generalizations of MBM. As mentioned earlier some have been directed 
towards expanding the class of functions H (t) for which it can be defined. Other have gen-
eralized MBM by replacing the Wiener noise term with another Levy measure. These gener-
alizations also exhibit extreme unwanted changes in magnitude as H(t) changes. We briefly 
propose redefinitions along the lines of IFWN. 
[Lacaux, 2004] defined Real Harmonizable Fractional Levy motion as 
MH(t) = Re L c(~~;,;~_;/2) L(d() 
where Lis a complex Levy measure having moments of all orders. Following the approach of 
this chapter it can be redefined as 
r ( t -~ 'i~s ) 
YH(t)(t) = Re l~ lo l~l~(:)+i/2 ds L(d~). (2.13) 
[Stoev and Taqqu, 2004b] developed a multifractional stable motion using the moving average 
representation of linear fractional stable motion. We would define multifractional stable 
motion as 
/. ( rt i~e·i~s ) ~ YH(t)(t) = ~ lo l~IH(s)+l-1/a ds M(d~). 
where Mis a complex isotropic SaS random measure (see [Samorodnitsky and Taqqu, 1994], 
Definition 2.6.3) and H(t) satisfies conditions conditions (2.4) and (2 .5). When H (t) is 
constant this reduces to harmonizable fractional stable motion as in equation (7.7.1) of 
[Samorodnitsky and Taqqu, 1994]. 
Chapter 3 
Multifractal and Monofractal 
Subordinator models in Finance 
This chapter compares the evidence for two models for the log returns of financial data. These 
returns processes, which may come from equities, indices, foreign exchange or commodities, 
exhibit complex scaling behavior. Of course the standard model is Brownian motion which is 
½-self-similar. However, it is apparent from real data that the returns exhibit long memory 
and tails heavier than the normal distribution. 
Various authors including [Peters, 1991], [Bouchaud and Sornette, 1994] and 
[Elliott and van der Hoek, 2003] have built models where the returns are modelled as frac-
tional Brownian motion with H > ½ as a way of incorporating long-memory into the model. 
As fractional Brownian motion is a non-semimartingale these models have led to the devel-
opment of new forms of stochastic calculus which extend beyond the traditional Ito calculus 
for semimartingales. However , [Rogers , 1997] showed that arbitrage opportunities exist when 
the returns are non-semimartingales. While the model in [Elliott and van der Hoek, 2003], 
which uses Wick calculus, is arbitrage free [Bender and Elliott , 2004] noted that this is 
because its class of admissible portfolios is "rather odd". 
IVIore importantly fractional Brownian motion has correlated increments which are long 
range dependent. Sample autocorrelations of real log returns, however , die away rapidly and 
are statistically insignificant. Persistence in autocorrelations of the absolute value of returns 
is very strong. To illustrate this Figure 3.1 displays the sample autocorrelations of the returns 
and absolute values of the returns for 11413 observations of the S & P 500 from January 1960 
to May 2005. The absolute values of the returns show positive autocorrelations which are 
significant out to a lag of 1000 days. 
Another important property found in financial data is heavy tails. The S & P re-
turns , when normalized to have mean O and standard deviation 1, contain values of -24.4, 
9.4, -9.3 and -7.7 which are inconceivably large for normally distributed random variables. 
[Heyde and Kou, 2004] noted that there is considerable debate about the distribution of 
financial returns. [Barndorff-Nielsen and Shephard, 2001] argued for the use of exponen-
tially tailed distributions. On the other hand [Mandelbrot , 1963] found that cotton prices 
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Figure 3.1: Autocorrelations of S & P 500 Returns and Absolute Returns 
could be fitted with stable distributions with infinite variance. [Heyde and Liu, 2001], citing 
[Hurst et al. , 1997] and others, advocated a Student t distribution with v degrees of freedom 
for 3 :::; v::::; 6 which has tails of Pareto type 
P (IXI > x) "'cx-v . (3. 1) 
A standard approach to modelling uncorrelated increments which can also incorporate 
heavy tails is a subordinator model. The returns are modelled as 
d 1 Xt = µ + cr (W (Tt) - W (Tt-1)) = µ + cr (Tt - Tt-1) 2 W(l) . (3.2) 
Here Tt is an increasing stochastic process with stationary increments, independent of the 
noise process W(t), which models the underlying market activity time rather than the 
"clock time". We assume that ETt = t and so as t goes _to infinity it follows from the 
ergodic theorem that ½ Tt --t 1 almost surely. For a discussion of subordinator models see 
[Rachev and Mittnik, 2000]. [Heyde, 1999] showed that 
cov(Xt, Xt+k) 
cov(IXtl, IXt+kl) 
0 
2cr2 1 l 
- cov((Tt - Tt-1 ) 2 , (Tt+k - Tt+k-1) 2 ). 
7T 
Hence while the {Xt} are always uncorrelated the {IXtl} are long range dependent if {Tt -
Tt- l} are long range dependent. 
The rest of this chapter focuses on two models, one multifractal and the other monofractal 
and examines the respective evidence. 
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3 .1 M ultifractal Stochastic Processes 
Multifractals were introduced in [Mandelbrot, 1972] as measures to model turbulence. The 
concept was extended in [Mandelbrot et al. , 1997] to stochastic processes as a generalization of 
self-similar stochastic processes. The definition of a multifractal is motivated by generalizing 
the scaling rule for self-similar processes to 
X (ct) :f:c: M(c)X(t) (3.3) 
for O < c < 1 where M(c) is a random variable independent of X(t) and equality is in finite 
dimensional distributions. When M(c) = cH this is the definition for a self-similar process . 
The actual definition of a multifractal process, as given in [Mandelbrot et al., 1997], is defined 
in terms of the moments of the process and includes processes satisfying equation (3.3). 
3.1.1 D efinition. A stochastic process X (t) is multifractal if it has stationary increments 
and t here exist functions c(q) and ,(q) and positive constants Q and T such that 
Vq E [O, Q], Vt E [O, Tl E jX(tW = c(q)t7(q) . (3.4) 
The function , (q) is called the scaling function . 
While this definition is the standard definition of a multifractal process most processes 
studied as multifractals only obey it for particular values oft or sometimes for asymptotically 
small t. The condition of stationary increments is also quite often relaxed. 
It follows from the definition that 
1n E jX (t) lq = 1n c(q) + , (q) 1n t (3.5) 
and so X (t ) is multifractal if for each q, 1n E jX (t ) lq scales linearly with 1n t and the slope is 
, (q). This is the primary test used to determine if a process is multifractal. 
An H-self-similar process is multifractal with, = H q. [Mandelbrot et al., 1997] showed 
that the scaling function is concave for all multifractals with the following argument . Let 
w1,w2 be positive weights with w1 + w2 = 1 and let O :s; q1,q2 :s; Q and q = q1w1 + Q2W2. 
Then by Holder 's inequality 
E jX (tW :s; [E jX (t )jq1 ]w1 [E jX (tW2 ]w2 
and so 
lnc(q) +,(q) lnt :s; [w1,(q1 ) +w2,(q2 )] lnt+ [w11nc(q1) +w2lnc(q2 )] . (3.6) 
Letting t go to zero we have , (q) 2: w1,(q1) + w2,(q2) so, is concave. If T = co we can let 
t go to co and we get the reverse the inequality , (q) :s; w1,(q1) + w2,(q2). It follows that 
T = co implies t hat , is linear and so X (t ) is self-similar. 
So mult ifract als which are not self-similar can only be defined on finite intervals. 
[Mandelbrot et al. , 1997] asserts that this "has little consequence for financial modelling, 
since mult ifract al processes can be defined on arbitrarily large time intervals" but this is 
consequential when the distribution of X (l ) is known or can be estimated from the data. 
40 Chapter 3. Multifractal and Monofractal Subordinator mode ls in Finance 
Suppose that Tis concave and non-linear. Then T(q1)/ q1 > T(q2)/ q2 for some q1 < q2. Since 
(EIX(t)lq1 rt ~ (EIX(t)lq2 )~ we have 
(c(q1)tT(qi)rk ~ (c(q2)tT(q2))~ - (3.7) 
Now c(q) = EIX(l)lq so c(q) is determined by the distribution of X(l). Hence if T and the 
distribution of X(l) are known rearranging equation (3 .7) yields 
C q2 q2 
t< ---
[ 
( ) 
_L l (T(q1) / q1 -T(q2) / q2) - 1 
- 1 
c(q1) cii" 
(3.8) 
which is a fixed upper bound fort. When these parameters were estimated for the S & P 500 
returns assuming Q ~ 3, setting q1 = 2.9 and q2 = 3.0, equation (3.8) gave an upper bound of 
1604 days. Estimates from the Dow Jones components gave upper bounds ranging from 171 
days to over 1041 days. In some contexts these upper bounds may be a serious shortcoming 
for the model. These estimates are very sensitive to T which is in turn very sensitive to the 
extreme data points as is discussed later in the chapter. 
An important associated concept is the multifractal spectrum. It is the Lengedre trans-
form of T( q) - 1 and is given by 
f(a) = inf{qa + 1 - T(q)} 
q 
(3.9) 
where it is defined. For self-similar processes it is only defined at H with f (H ) = 1. The 
multifractal spectrum plays an important role in multifractal measures where it represents the 
fractal dimensions of sets where the measure has certain limiting intensities. The analogous 
definition for multifractal processes is the dimension of sets with local Holder exponent a 
(see [Calvet et al. , 1997) for details). However, for multifractal processes the multifractal 
spectrum is only used as a tool for fitting the model to data. 
The motivating example of a multifractal process is the cascade. They were first intro-
duced as measures in [Mandelbrot, 1974] and can be defined on the interval [O, 1) as follows. 
Define a sequence of random measures µn by 
n 
µn(dt) = IT M771 ,·ry2 , ,,, ,17; (dt) (3.10) 
·i=l 
where t has expansion t = 0.771 772 . .. in baseband the Jvl771 ,772 , ... ;77i are a collection of positive iid 
random variables with distribution M where EM= 1. [Kahane and Peyriere, 1976] showed 
that the almost sure vague limit of µn exists, denoted as µ. The stochastic process X(t) is 
defined as X(t) = µ([O, t]) . It is easy to check that equation (3 .4) holds when t = b-n _ Of 
course X(t) does not fully satisfy the definition of a multifractal as equation (3 .4) does not 
hold except when t is of the form b-n and X(t) does not even have stationary increments. 
Even though cascades do not satisfy the formal definition they remain the prototype model for 
multifractal processes. Most processes studied as multifractals only satisfy the strict definition 
asymptotically as t goes to O but a notable exception is a class of multifractal processes given 
in [Bacry and Muzy, 2003] which satisfy the definition as well as equation (3 .3) although this 
does not appear to add to its utility as a model. 
3.2 Brow nian motion in Multifractal Time 4 1 
Multifractals overcome an important limitation of self-similar stochastic processes which 
is they can be positive and still have finite mean as in the case of cascades. When X (t) is 
positive and EX(l) < oo equation (3.4) implies that T(l ) = 1. 
3.2 Brownian motion in Multifractal Time 
To address the empirical features noted at the beginning of this chapter 
[Mandelbrot et al., 1997] introduced a multifractal model of asset returns (IvllvIAR) 
which Mandelbrot now refers to as Brownian motion in multifractal time (BI\!ThtIT) . 
3.2.1 Definition. Brownian motion in multifractal time is defined as 
X (t) = BH (0(t)) (3.11) 
where 0(t) is a positive multifractal stochastic process and EH is an independent fractional 
Brownian motion with Hurst parameter H . 
The process 0(t) can be thought of as the activity time or volat ility of the process. Since 
E IBH (0(t )W 
the scaling function for X (t) is given by 
E IB H(l ) lq E0(t )Hq 
ce(q)t70 (Hq) E IBH (l ) lq 
Tx (q) = Te (H q) 
and it follows that X (t) is also multifractal. Since Te (l ) = 1 it follows that 
1 T(- ) = 1 
H 
(3.12) 
(3.13) 
which is used to estimate H. Vl hen H = ½ we have that X (t ) is a martingale and so defines 
an arbitrage free market. However , when H < ½ the increments are negatively correlated and 
when H > ½ the increments are positively correlated and long range dependent. 
[Fisher et al. , 1997] fitted a BI\IIMT model to the log-returns of the US Dollar-
Deutschmark exchange rate. This is done by fitting the model 's scaling function to the 
estimated scaling funct ion. Now f is estimated from 
1n Sq(n, s) = 1n c(q) + T(q) 1n t (3.14) 
by ordinary least squares for a range of s where 
l Ln/ sJ I t 
Sq (n, t) = Ln/tj L ~ X s(i- l)+j 
i=l J = l 
-sing equation (3.13) ii is estimated as 0.53. The multifractal spectrum is estimated by 
fx(a) = inf qa + l - f(q). 
q 
(3.15) 
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The activity time 0(t) is modelled as a cascade with M having the lognormal distribution 
- logb M 1= N(>. - 1, o-2 ) 
where 
2 ( >. - 1) = ln b 
o-2 
to ensure that EM = l. Then from [Calvet et al. , 1997] the multifractal spectrum is given 
by 
. (a- H>.)2 f x (a) = 1 - 4W ,. . . 
The spectrum has a maximum when a = H >. so >." is estimated by setting ii>: to be the value 
of a which maximizes fx (a) . This gives >." = 1.11. A selection of Monte Carlo simulations 
can be seen in [Fisher et al. , 1997]. 
[Mandelbrot , 2001a] and [Mandelbrot, 2001b] advocated a different BMMT model. The 
multifractal time 0(t) is a multifractal product of cylindrical pulses (MPCP) which is a 
continuous extension to grid-based cascades. Its construction was originally set out in 
[Barral and Mandelbrot, 2002] but is done equivalently in [Bacry and Muzy, 2003] as follows . 
Let M be a positive integrable random variable. Let N be an independently scattered com-
pound Poisson measure on IR x (0, 1] whose jumps have distribution ln .M with intensity 
A(dtd>. ) = 2~2 dtd>.. 
Then with At,E = { (s, >. )is E [t - >. , t + >.], >. > E} set 
µE(dt ) = Eb(EM-l) expN(At ,E ). (3.16) 
The almost sure vague limit µ exists as E ~ 0 and the MPCP process is defined as 
0(t) = µ([0, t]) . Unlike cascades MPCP has stationary increments. It satisfies equation 
(3.4) asymptotically with 
T(q) = q(l + 5(EM - 1)) - 5(EMq - 1). (3.17) 
Under weak conditions on M if maxM > 1 then .r(q) ~ -oo as q ~ oo. Then inf{q > 
l lT(q) :S 1} exists and and is the moment index of 0(t). 
The advocates of BMMT as a model justify it on a number of levels. The intuitive 
economic understanding of multifractal activity times is described in [Calvet and Fisher, 2001] 
as volatility clustering on time scales ranging from "technological shocks, business and earning 
cycles and liquidity shocks". The fact that it can model the time periods ranging from an hour 
to years and that heavy tails are naturally incorporated in the model, as they emerge from 
the definition of MPCP, is also desirable. From an empirical perspective the main evidence 
for multifractal scaling is that the estimated scaling function generally appears to be concave. 
The next section will investigate the evidence for this. 
3.3 Evidence for Multifractality 
A range of estimates have been made for H in different papers based on the scaling function . 
As mentioned [Fisher et al., 1997] estimated H = 0.53 for the US/DM exchange rate while 
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[Jerome, 2003] estimated H = 0.45 for the CAC40 index. Inspection of the S & P 500 yields 
an estimate of H = 0.49. All these values are close to 0.5 and there is so far no statistical 
evidence to reject the hypothesis H = 0.5. [Heyde, 2002] found no evidence that the signs of 
the returns are long range dependent so concludes that H = 0.5 is adequate. Fixing H = 0.5 
has the advantage that the returns are uncorrelated and form a martingale which accords 
with the widely accepted Efficient Market Hypothesis. 
To sensibly talk about a scaling function it is necessary for lnSq (n,t) to vary linearly 
with 1n t . [Fisher et al., 1997] found that while t his was the case for the US/DM exchange 
rate this was not the case with the US dollar J apanese Yen exchange rate. It was suggested 
that this may be linked to greater central bank intervention in the market. Investigation of 
a range of time series has shown that ln Sq ( n, t) varies linearly with ln t for most but not all 
time series. Nonlinearities, when they do occur, do so in the larger moments where ln Sq ( n, t) 
depends on a few extreme observations. The rest of this section is concerned with how the 
heavy tails affect the scaling nmction so we will "naively " calculate it without checking the 
assumption of linearity. 
The evidence for concavity of the scaling nmction is much stronger. Every equity, foreign 
exchange or index time series checked shows concavity in the scaling function particularly for 
larger moments. Figure 3.2 and 3.3 show the scaling nmctions for the S & P 500 and the 30 
components of the DJIA respectively. 
·while all the scaling functions are ultimately concave many of them are very linear when 
q ~ 2. In fact 14 of the estimated scaling functions of the Dow components are convex at 
some point, 7 have T(2) > 2T(l) and 3 are convex on the whole interval [0, 2]. It is only when 
q is large that concavity consistently occurs. Rather than multiscaling this can be attributed 
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to the heavy tails of the distribution. As noted previously with real data the moment indexed 
can only be estimated and part iculary with dependent data these estimates may be unreliable 
given the sample size. For large q the estimate of T(q) is particularly sensitive to extreme 
values as max IXilq ~ L IXilq-
To test this we created new time series by removing extreme values from the S & P 500. 
The first time series had the crash of 19 October 1987 removed. The second had all events 
of more than 4 standard deviations removed. Figure 3.4 illustrates the effect of extreme 
values by recalculating scaling functions for these time series and comparing them to the 
original. As more extreme observations are removed T becomes closer to q / 2. This suggests 
that the concavity of T is caused more by by the influence of extreme observations than by 
any multifractal scaling. 
To demonstrate the effect of extreme values consider a process Yn = L;~1 Xn where the 
Xn are independent with t4 distributions. As Y has zero mean and finite variance it is in the 
domain of attraction of the normal distribution and converges in distribution to Brownian 
motion. As such we should expect that for a large enough sample we should estimate T = q /2. 
Figure 3.5 plots lnSq(n,t) versus Int which shows a good degree of linearity for a typical 
simulation of 100000 increments. 
Figure 3.6 shows T for 20 simulations of 100000 increments. Note that T(lO) is sig-
nificantly less than 5. On the other hand Figure 3. 7 shows the same time series with all 
observations of more than 4 standard deviations removed. In this case the estimates for Tare 
close to the theoretical value. 
The following theorem explains the effect that heavy tails have on estimating T in a 
sequence with independent increments. 
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3.3.1 Theorem. Let X be a random variable with EX = 0 such that the distribution 
function of IX I has regularly varying tail of order -a where a> 2, that is 
P( IX I > x) = x - a L(x) (3 .18) 
where L(x ) is slowly varying. Then for an iid sequence with distribution X and q > a, for 
each s E ( 0 , 1) , 
s q sq } lnSq(n, n) ~ max{s + ;- - l , 2 
Inn (3 .19) 
as n-----+ oo. 
Proof. Let E > 0, ~ = X i J(I X il > n¾+t:) and zi = xi - ~ + E~. Now 
E IYI :,; la''° P(IY I > x)dx 
17+. P(IX I > x)dx+n¼+'P(IXI > n¼+') 
100 1 , 1 1 , x-a L(x )dx + n°'E L(n°+t:)n- a( -;;,t: ) n -¼ +€ 
< C1n¾-1 
by Karamata's Lemma (see [Embrechts et al., 1997]) . Also EZ2 = E (X - Y) 2 - (E(X -
Y )) 2 ::::; EX2 . Again using Karan1ata's Lemma, 
E IZ lq :s; 2q-l E JX - Y lq + 2q-1 (EIY l)q 
nq <¼+•) 
2q-l la P (I X - Y lq > x )dx + 2q- 1 (E IY l)q 
nq <¼+ •) 
::::; 2q-l la L(x¼)x - ~dx + 2q-1 (EIY l)q 
::::; C2n¾ - 1+t:q_ 
Now using Rosenthal's inequality, 
Finally, 
Lnsj 
E ILZilq 
i.=l 
Lns J 
E I L X i -~lq ::::; 
i = l 
(
Ln
8
J Ln 8 J ) 
::::; C(q) ~ E IZilq + (~ EZl )q/2 
:s; C(q) ( n 8 C2n¾- 1+t:q + nT E (X 2)q f2) 
::::; C3nmax{s+ ;;- - l+t:q,T } _ 
Lns J 
2q-l EJ L Zilq + 2q-l E ln 8 EYlq 
i = l 
::::; 2q- l C3 nmax{s+;;--l+t:q,T } + 2q-lcf nq(s+¾ - l ) 
::::; C 4nma.x{s+;;- - l+t:q, T } . 
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Then for 6 > 0, 
and so 
(
lnSq(n,n8 ) q sq ) P 1 > max { s + - - 1, - } + Eq + 5 nn a 2 
Lnl-s J LnsJ l(j 
$ p ( n' -1 L L Xn•(i-l)+j - Yn• (i -l)+J > nmax {s+t-1,'§' )+,qH ) 
i =l J=l 
~ 
~ 
+P( max !Xii< n¾+c) 1:=:; ,t:=:;n 
El I:~~1 xi - ~lq -0'.E ( .l.+c 
nmax{s+-;-1 ,3 }+cq+o + n L n et ) 
C nmax{s+-;-l+Eq ,-;'1-} 
4 -mL( .1.+c) 
nmax{s+-;-l ,"3" }+cq+o + n n a ---+ 0 
(
lnS (n n 8 ) q sq ) P q ' > max { s + - - 1, -? } + qE + 6 ---+ 0 
lnn a ~ (3.20) 
as n ---+ oo, which establishes the upper bound. We will prove the lower bound in two parts. 
B y the Central Limit Theorem for large n 
( 
Ln
8
J ) p ~ xi > nsf 2(EX2)l f 2 
Then 
p (lnSq (n, n 8 ) < sq_ E) 
ln n 2 
s-l !!.!i._E 
( 
Ln1 -sJ Ln 8 J q ) 
p n ~ ~ Xns(i -l)+j < n 2 
1 
> -. 
4 
(
Lnl -s J ( Lns J ) 
~ p ~ I ~ Xns(i -l)+j > nsf 2(EX2)l f 2 < (EX2)-qf 2n1- , - ,q) 
< p ( B( l n1-, J' ~) < (EX2)-q f2n1-,- ,q) - 0 
where B(n1- s , ¼) is the binomial distribution. Hence 
p (lnSq(n,n8 ) < sq -E)-o 
ln n 2 
(3.21 ) 
as n ---+ oo. Now we consider the case that ¾ - E > s / 2. Define k E {l , ... , n} such t h at 
IX kl = max1 ::;i:=:;n !Xii • By equation (3.18) 
p ( IXk l < 2n¾- c) ---+ 0. 
For some integer t , k E {tn8 + 1, tn8 + 2, ... , (t + l )n 8 } = K,. Then by t he Central Lim it 
Theorem , 
P ( L X i > n¾-E) ---+ o 
iEK\{k} 
(3.22) 
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and so 
p (I~+ nt-,)- 1 
as n ---+ oo. Hence when s < ¾ 
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pcns;l:n') <s-l+¾-qe) ~p(l~+nt-,)-o. (3.23) 
Combining equations (3 .20), (3.21) and (3.23) completes the proof. □ 
When n is large and q is greater than a, lnSq(n, s) does not vary linearly with lns and 
as such a linear fit does not make sense. However , if it is naively fitted then 
1 ( t nn rlnn ) T(q) = (lnn) 3 12 lo slnSq(n,e8 )ds-6lnn lo lnSq(n,e8 )ds 
12 [1 s ln Sq(n, ns) ds - 6 [1 ln Sq(n, ns) ds. 
lo lnn lo lnn 
As n---+ oo, by Theorem 3.3.1 , 
T(q) = 11 q sq 11 q sq 12 s max { s + - - l , - }ds - 6 max { s + - - l, - }ds o a 2 0 a 2 
q 2(q - a) 2 (3aq - 2a - 4q) 
2 a 2 (q-2) 2 
Figure 3.8 shows the limiting estimates for a = 2.01, 3, 4, 5. 
[Matia et al. , 2003] also noted that the distribution of financial returns plays a major 
role in determining the scaling function. They found that randomly permuting the returns 
did not have a large effect on the scaling function. 
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Another explanation for the concavity in the scaling function is given in 
[Bouchaud et al., 2000]. They develop a process which can be thought of as a subordina-
tor model where the activity time has chi-square increments which are long range dependent. 
The moments of all orders exist and the process is asymptotically self-similar in the domain 
of attraction of Brownian motion. Empirical tests find that ln Sq ( n, t) approximately scales 
linearly with ln t for a large range oft and the estimated scaling function is concave. This 
suggests that stochastic volatility as well as heavy tails could produce effects that could be 
mistaken for multifractality. 
3.4 FATGBM 
An alternative subordinator model, introduced in [Heyde, 1999] and [Heyde and Liu, 2001], 
is Fractal Activity Time Geometric Brownian Motion (FATGBM). While BMMT seeks to 
apply the advanced mathematics of multifractals FATGBM aims to be a minimal descriptive 
model which incorporates the important features of stock returns. 
3.4.1 Definition 
In a subordinator model the price process is given by, 
Pt= exp(µt + o-W(Tt)) 
which leaves the activity time Tt to be specified. A discrete approximation for Tt is made by 
setting 
d 1 2 Tt - Tt-l = (-(Xt - µ)) 
(J 
which is derived from the equation 
dPt 1 2 dlnPt - - = --u dTt 
Pt 2 
which follows from Ito's Lemma. By construction t~e moment index of the activity time is 
half the moment index of the returns. 
The scaling function of the estimated activity time provides strong evidence of non-trivial 
scaling. Figures 3.9 and 3.10 show the scaling functions for the estimated activity times of 
the S & P 500 and the Dow components for 0 ~ q ~ 1.2. 
The scaling functions are generally very close to being linear with slopes ranging from 
H = 0.7 to H = 0.85. In particular they are consistently above the trivial scaling of slope 
½- The scaling function for larger moment, displayed in Figure 3.11, becomes concave. As in 
the case of the returns this can be explained by the effect of extreme values from the infinite 
moments . The earlier onset of concavity, as compared with the returns , is explained by the 
lower moment index. 
To incorporate this empirical scaling, the activity time in FATGBM has the asymptotic 
self-similarity property 
c-H (Tct - ct) !I:.+ R(t) 
in finite dimensional distributions as c - oo where R(t) is an H-self-similar process. 
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1 .2 
The activity time is also used to incorporate heavy tails into the model. When FATGBM 
has returns with Student t distributions with v degrees of freedom the distribution of T1 is an 
inverse gamma distribution. [Heyde and Leonenko, 2005] gave a construction for t heir fractal 
activity time as follows. For v an integer and ½ < H < l let rJi ( s) , ... , rJ v ( s) be independent 
stationary Gaussian processes with zero mean and covariance function p.,,(t ) = (1 + t2 )- 1 2H. 
Then the activity time is defined as 
n v-2 
T = L "'v rJ~(s ' . 
n s=l L..,J=l J 
(3.24) 
Then the returns have tv distributions. [Heyde and Leonenko, 2005] showed that when v > 4, 
c-H (Tct - ct) ~ CRoo(t ) 
in finite dimensional distributions as c ~ oo where R00 is the sum of v independent H -self-
similar Rosenblatt processes. The proof can not be extended to v ~ 4 as the it requires Tn 
to have finite variance. This problem inspired the work in Chapter 4 and is solved in Section 
4.3. 
3.4.2 Activity Times for General v 
One drawback of the above defini t ion of fractal activity t ime is that it has no convenient 
extension to non-integer values of v which may be necessary to achieve a good fit to the data. 
Here we suggest an alternative which has Student t distributed returns and asymptotically 
self-similar activity time. 
Let Rr(/3, a) denote the inverse gamma distribution with density function 
I'(;) x- /3 -le-cx/x which has moment index {3. Let Fv be the characteristic function of the 
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distribution[(~ - 1)/(~)]Rr(~, ~) and let <I> be the distribution function of the normal dis-
tribution. 
To extend this to general v we take 
fv (x) = F;1 [<I>(x)] . (3.25) 
Let X(t) be a stationary Gaussian process with zero mean and covariance function Px(t) = 
(1 + t2 )-Cl-H) for some ½ < H < l. Then setting 
n 
Tn = Lfv(X(s)) (3.26) 
s=l 
as the activity time T1 has distribution [(~ - 1) /( ~)]Rr(~ , ~) so W(T1 ) has a Student 
t distribution with v degrees of freedom. As f v is monotone increasing it follows that 
E(fv(X(s))X(s)) > 0 so by Theorem 1.1.8 when v > 4 
c-H (Tct - ct) !I:.+ CBH(t) 
as c ~ oo where C = E(fv(X(s))X(s)) and BH (t) is fractional Brownian motion. It is also 
asymptotically self-similar when 2 < v:::; 4 which will be proved by Theorem 4.1.1. 
3.4.3 Concentration of Extreme Values 
While the fractal activity time defined in equation (3.24) is long-range dependent and has 
strong correlations it does not have large clusters of extreme values. A large extreme value is 
not likely to be followed by another one of proportional size as is shown in the next result. 
3.4.1 Proposition. Let Tn be fractal activity time defined in equation (3.24) and let Fs be 
the filtration generated by (171(s), ... , TJv(s)) . For some (J" > 0, T/J(s) t N(E(r;J(s)j :F8 _ 1), (]" 2 ) . 
Then when v > 2 
P (Ts - Ts-1 > xlFs-1) ::S C1x-v/ 2 
where C1 = (2(v - 2))vf2((J"27r)-v/ 2. 
Proof. We directly estimate, 
v-2 
P(Ts -Ts-1 > xl Fs-1) = P ("'v __ 91 _\ > xlF s-1 ) 
V 
P(L r;f (s) < (v - 2)x - 1 IF s-1 ) 
i =l 
::S P ( m~ r;f(s) < (v - 2)x- 11F s-1 ) 
l:S i:Sv 
V 
II P (r;i(s) < l( v - 2)1 112lxl-1121Fs-1) 
i = l 
V 
(3.27) 
II P (N(E(r;i(s) IFs- 1), (]" 2) < l(v - 2)1 112ix i- 1121F s- 1) 
i =l 
V 
::S II P (N(O, (]"2) < l(v - 2) jl / 2jx j-1 / 21 F s- d 
i =l 
C1x-vl 2 
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which proves the result. □ 
When v > 2 it follows that 
IIE(Xs IFs-1) II= < 00. (3.28) 
Even for histories with extreme values the conditional expectation is still bounded. As such 
the extreme values of this version of FATGBM tend to be spread out. The property of extreme 
values being spread out is characteristic of equities and foreign exchange returns but extreme 
values of index data tend to appear in clusters. 
3.5 Conclusion 
Both BMMT and FATGBM are credible models which have sample paths closely resembling 
real financial returns. They both exhibit heavy tails and have complex scaling behavior. 
Since BMMT is based on multifractals it lacks a satisfactory definition for large t and 
for some data sets this may be prohibitively small . The evidence for a multifractal model 
is largely associated with concavity of the scaling function . When q is small r(q) ~ ½q, 
the scaling for independent increments. Concavity appears only for larger q and this can be 
explained by the effect of extreme values . 
By contrast FATGBM models the self-similarity in the activity time which is significantly 
removed from the independent case. Modelling t he activity time with self-similarity appears 
to be the right approach. 
Chapter 4 
N oncentral Limit Theorem for 
Infinite Variance Functionals 
4.1 Introduction 
A large number of processes exhibit both heavy tailed distributions and some form of long 
memory. These two properties can interact in many complex ways which no single process 
or theorem can hope to explain. One such class of processes are moving average processes 
with heavy tailed innovations such as fractional stable motion. As a direct result of their 
construction the extreme values of these processes appear in small clusters. Multifractals 
also have concentrated extreme values. It is, however, possible for a process to exhibit long-
memory and heavy tails but to have extreme values which are asymptotically independent. 
This behavior is characteristic of some stock and foreign exchange returns. In this situation 
the balance between the long range dependence and the heavy tails determines the long run 
distribution of the process. 
This phenomena can emerge from very simple models. In this case we examine function-
als of long range dependent Gaussian sequences which are in the domain of attraction of a 
non-Gaussian stable law with finite mean. A simple example is the process 1'i = J(Xi) where 
Xi are the increments of fractional Brownian motion and f(x) = lxl-¼ with 1 <a< 2. Sur-
prisingly even though the Gaussian sequence has a strong dependence structure the extreme 
values are asymptotically independent. 
In this chapter we prove a new limit theorem for these functionals of long-range de-
pendent Gaussian sequences. This result can be seen as an extension of Theorem 1. 1.8, the 
finite variance case which was solved in [Dobrushin and Major, 1979] and [Taqqu, 1979]. As 
in Theorem 1.1.8 we get a dichotomy between a central and a noncentral limit theorem de-
pending on how strong the long range dependence is and on the Hermite index. However, in 
our result the limit also depends on a third parameter, the moment index of the distribution. 
Depending on the choice of these three parameters the limit is either a long range depen-
dent Hermite process with moments of all orders or a non-Gaussian stable law with infinite 
variance. 
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The major difficulty in extending the previous result was the lack of a Gaussian Hilbert 
space decomposition. Our techniques exploit the asymptotic independence of the extreme 
values by taking a conditional expectation which has finite variance. These can be handled 
using Theorem 1.1.8. The remainder is short range dependent and we show that it con-
verges to a-stable Levy motion. This approach may be applicable in other situations with 
asymptotically independent extreme values. 
Our original interest in this model was to understand the behavior of the fractal activity 
time from [Heyde and Leonenko, 2005] when it has infinite variance. As noted earlier there 
is significant evidence that some financial returns do not have fourth finite moments so their 
activity times must be modelled with infinite variance processes. This underlines the impor-
tance of limit theorems for infinite variance long range dependent processes. Our method of 
proof can be modified to explain the asymptotic behavior of the fractal activity time. We 
now state the result. 
4.1.1 Theorem. Let Xi be a stationary sequence of Gaussian random variables such that 
EX1 Xi f"-J /3i2H-2 _ ( 4.1) 
Let f : IR. f-t IR. satisfy 
E(f(X)) = 0, P(f(X) > x) f"-J b+x-a, P(f(X) < -x) f"-J b_x-a, b+ + b_ > 0 (4.2) 
as x ---* oo and with 1 < a < 2. Then there exists a positive integer d and a function g such 
that g(E(XilFi-d)) = E(f(Xi)I Fi-d) and Eg(E(Xil Fi-d)) 2 < oo. Let"" be the Hermite rank 
of g. Then if 1 - ""(1 - H ) > i 
LntJ 
n-(1-K(l-H)) ~ f (Xi) !!.+ CRK,l-K(l-H) (4.3) 
i=l 
where R"'(t) is the K,-th Hermite process. But if 1 - ""(1 - H ) < ¾ then 
( (b+ + b_)r(
2 
- a) cos((2 - a)))-¼ n-¼ ~ f(Xi) !!.+ R*(t) (4.4) 
a - 1 2 
i=l 
where R*(t) is a-stable Levy motion with R*( l ) :f!-:: Sa(l, ~:~~=, 0) following the notation of 
[Samorodnitsky and Taqqu, 1994]. 
As in Theorem 1.1.8 there is a cutoff between the central and non-central limits theorems, 
however, it is shined from 1-K,(1-H) =½to 1- K,(1-H) = ¾- With the heavy tails stronger 
long-range dependence, i.e. larger H is required to overcome the central lim.it theorems 
convergence. 
The proof of this result is motivated by two observations. The first is that even with long-
range dependence consecutive or clustered extreme values are unlikely. This was observed 
in the case of fractal activity time in the previous chapter but holds true more generally as 
can be seen in Lemma 4.2.4. The second observation is that for some d, E(f (Xi) IFi-d ) has 
finite variance and so Theorem 1. 1.8 can be applied. The proof follows by splitting f (Xi) into 
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f(Xi)J(IXil ~ en¼), E(f(Xi)I Fi-d) and two remainder terms and proving limit theorems 
separately. 
To extend the concept to infinite variance sequences [Heyde and Yang, 1997] defined long 
range dependence sequences in the sample Allen variance sense as those sequences Xi such 
that 
o:=;1 xr .£+ 00. ( 4.5) 
L i=lxi 
as n -* oo. It is a simple consequence of our results that f (Xi) is long range dependent 
in the sample Allen variance sense if 1 - ~(1 - H) > ¼ and short range dependent when 
1 - ~(1-H) < ¼-
Proposition 3 of [Heyde, 2002] showed that when X i are the increments of fractional 
Brownian motion with ¾ :s; H < l and r > 0 then 
n 
n 1- 2H I)1xi1r - Elxin ~ CR2,2H-1(l) (4 .6) 
i,=1 
as n-* oo. With Theorem 4.1.1 we can extend this result to show that equation ( 4.6) holds 
when 1_\H < r < 0 but that 
n 
n 1- 2H I)1xi1r - Elxin ~ CR*(t) (4.7) 
i=l 
when -1 < r < 1_\H. 
Interestingly [Vaiciulis, 2003] proved a limit theorem for a different sequence but ar-
rived at the same limit. The sequence in question was a polynomial function of long-range 
dependent moving average processes with heavy tailed innovations. 
Section 2 gives the proof of Theorem 4.1.1 while Section 3 discusses applications. 
4.2 Proof 
A collection of lemmas are required for the proof. The first is a general result which is a 
consequence of [Billingsley, 1968] Theorem 4.2 so we state it without proof. 
4.2.1 Lemma. For each 1 :s; k :s; K let Wk ,n be a sequence of random variables such that 
for each m ~ 1 we can write 
T,Vk,n = xk ,n,m + Yk ,n,m + z k,n,m· 
Suppose that 
z d k,n,m-* 0 
as n-* oo and 
limsup E !Yk,n,ml = hk,m 
n-,.oo 
and hk ,m -* 0 as m -* 0. Finally assume that 
(X1 ,n,m, X2 ,n,m, · · ·, XK,n,m) ~ (X{,m, x.;,m, · · ·, xK,m) 
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joint ly as n -t oo and that 
(x ;,m, X {rrii ... , x K,m) .5!:.+ (W1, W2, .. . , WK) 
joint ly as m -too. Then 
(Wi ,n , W2,n, ·. · , WK ,n) .5!:.+ (vVi, W 2, ... , WK ) 
jointly as n -too. 
4.2.2 Lemma. For a d such that 
and 0 < a - l. Then 
d E(X.Jri-d) = N(O , 0) 
E(E(f(X.i)l:F.i-d) )2 < 00. 
4.2.3 Lemma. Let K be the Hermite rank of E(XilFi-d ) and suppose that 1-K(l - H ) > ½-
Then 
Ln tJ 
r-? -K/ 2n-(l-K(l-H)) "' E(f'(X) IF ) .51:.+ R (t) /J 6 i '/,-d K, 1- K(l - H ) 
i= l 
as n -t oo where convergence is in finite dimensional distributions and RK,l-K( l - H) has 
distribution 
d kl. trrk H - 1 Rk ,H1 (t)=C · k J n ls-xii O 2dsdB(x1) . . . dB (xk) 
IR O ·i=l 
where Ho = 1 - 1-r' and 
C = (2r ( Ho - ½)cos(% (Ho-½)) )-1 
4.2.4 Lemma. Fix a c > 0 and A > 1. Define 
z . _ { I[cAl- 1n ¼ ~ f(X.i ) < cAln¼] l > 0, 
1
·,l - I [-cA-ln ¼ ~ f (X.i) < -cA-l - 1n ¼] l < 0. 
By equation (4. 2) we have EZi,l ""' µzn - 1 where µz = bz Ca A-l lla( N l'. - 1) and bz = b+ when 
l > 0 and bz = b_ when l < 0. Then for a < a' 
in probability as n -t oo. 
La'nJ 
E( L z i,zlF LanJ) -t µz(a' - a) 
i=LanJ+ l 
4.2 .5 Lemma. For any c > 0, 
LntJ t 
n-¼ L f (X i) I (l f (Xi) I ~ cniq .51:.+ J. 1 yN(dx, dy) 
•i=l IR\(-c,c) O 
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in finite dimensional distributions where N( dx, dy ) is an independently scattered Poisson 
measure with control measure 
n(dx, dy) = { a b+IYl- a-ldxdy y > 0, 
a b_ IYl- a-ldxdy y < 0. 
4.2.6 Lemma. For any t > 0 we have 
LntJ 
n-¼ L E(f(Xi )I (lf( X i)I 2 cn¼)IF i- d) - E (f( X i) I (lf( X i)I 2 en¼))~ 0 
i=l 
as n-+ oo. 
4.2.7 Lemma. For any t > 0 we have 
LntJ 
1 ~ 1 1 2 limsupE(n- 0 ~ f (Xi) I (l f (Xi)I < cn°) - E(f(X i) I (l f (X i)I < cn a)I Fi- d)) 
n-->= i=l 
a -1 ~ d(b+ + b_ )--c2 - at. 
2- a 
Now we will give the proofs of the lemmas. 
Proof. (Lemma 4. 2.2) Let 1 < /3 < a such that 
Then when /3 < /31 < a, 
E /f (Xi)l/31 
/3 - 1 0 < --3 . 
~ L lf(x)/f11e- ~ dx 
1 r 2 ~ J!I?.l f (x)e - t ,e11P1 dx < 00 
x2 x2 
and so it follows that lf (x)e - 2 ,e1 1/31 is integrable and so h(x) = f (x)e - 2/3 is also integrable. 
For all x E IR, 
x2 (x - s )2 s2 
- - --- < -----2/3 2(1 - 0) - 2(/3 - (1 - 0)) 
so 
I J2(11_ B)1r 1 f(x)e- \(c:1; dxl :; J 2(1~ 1 lh(x)le.¾e- \(c:1; dx 
s 2 
~ Ce 2c,e - c1-0)) . 
Hence 
E(E(f (Xi) IFi-d) )2 ~ 1 [ J2(11- 0),r 1 f (x)e-,,f~,,d{ e-~ds 
< 1 r 2 2 s 2 2 
- ~ JR C e2 c,e - c1-0)) e-½e ds 
C2 /. s 2 (0+1- ,(3 ) ~ e wc,e -c1-0)) ds < oo 
V 201r JR · 
□ 
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Proof. (Lemma4. 2.3) Let Ui = 0-½E(f(Xi)l :Fi-d) and vVi = (l -0)-½(X;,-E(f(X;.)IF;,-d)) 
so EU? = EW} = l. Define g by 
g(0- 2x) = ----;::::::== f(y)e-~dy. 1 1 !. (y-x) 2 
J2(1 - 0)1r JR 
Now f(Xi ) ~ f(N(0 ½ U;,, l - 0)) and so 
E(f(X;,)I F i-d) = E(f(N(e ½u;,, 1 - e))IF ;,-d) = g(Ui)-
Let 
00 
g(UJ = L g,;, hk(U;,) . 
k=K 
Let p be an even integer such that 1 - p(l - H ) < ½- Then for k < p, by applying 
[Holden et al., 1996] Lemma D .1 , 
n 
E( L hk(X;,) - 0~ h1,:(U;,)) 2 
i=l 
n k-l ( ) 
E(~~ ; 0½(1 - 0)9-hJ(U,) hk-J(W,))2 
S Ckn 
since EHj(U;,)Hk-j(VV;,)Hj(Uz)Hk-j(Wz) = 0 when Ii - ll < d. Similarly 
n n 
E(L hp(Ui)) 2 E( L hp(Xi) + (hp(Ui) - hp(Xi))) 2 
·i=l ·i=l 
S Cpp!n. 
Then fork> p, 
n n n 
E(L hk(Ui )) 2 LLEhk(Ui) hk(Uj) 
i =l i= l j=l 
n n 
LL.k!(EUiUj)k 
i=l j=l 
n n 
s LL k!(EUiUj)P 
i=l j=l 
k' n 
---iE(L hp(Ui))2 
p. i =l 
S Cpk!n. ( 4.8) 
Hence 
n oo oo n E(L L gihk(Ui)) 2 L l(L hk(Ui)) 2 
i =l k=p k=p ·i=l 
00 
S L g,tCpk!n 
k=p 
00 
CpnE( L gihk (Ui) )2 . (4.9) 
k=p 
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Then 
( 
n [p-1 00 ] ) 2 E n - (l-K(l-H)) ~ ~ gk(hk(Ui ) - e-~ hk(Xi )) + ~ gi hk(Ui ) ----+ 0 
7,- 1 k-K k-p 
and so by [Taqqu, 1979] 
LntJ p-1 
13- K/2n-(l-K(l-H)) LL gke-~ hk(Xi ) ~ gKe-~ RK,1-K(l-H)(t) 
i=l k=K 
which establishes the result. □ 
Proof. (Lemma 4.2.4) Define 
gn,z = ----;::=== I[cAl-ln <> :S; f(y) < CA n<>]e- 2 <1 - 0 ) dy , 1 /. 1 l 1 (y-x)
2 
J2(1 - 0)1r JR 
let Tn = (2ln(n))½ and let max((0)½, (1 - 0)½) < ,11 < ,12 < 1. Let Wn ,l be the measure of 
the set {y: CAz- 1n ¼ :S; f(y) < cA1n¼, /y/ :S; ')12Tn}- Clearly O :S; g < 1. Then 
("Y?rn)2 J_'Y2Tn l 1 1 1 1 - ( -Y2rn) 2 
wn,l e 2 I[cA - n<> :S; f(y) < CA n<>]e 2 dy 
- -y2Tn 
h F n) 2 r l 1 1 l 1 :::..i!... 
:S; e 2 }JR I[cA - n<> :S; f(y) < CA n<>]e 2 dy 
1 ("Y?rn)2 (21r) 2 e 2 EZi, l· 
("Y?rn) 2 2 1+ 2 
Since e 2 = n 'Y2 and nEZi,z ----+ µz, Wn,l :S; c1 n- 'Y2 . Then when Ix/ < ')11 Tn , 
gn, z(x ) 
:::;; 
:::;; 
and 'I/Jn----+ 0. Then 
_l __ f l-1 .!. 1 (y - x) 2 
J2(1 - 0)1r }JR I[cA n cx :::;; f (y) < CAln <> ]e- 2 ( 1 - 0 ) dy 
Wn ,l 2 loo 
J2(1 - 0)1r + J2(1 - 0)1r 'Y2Tn I[cAl-ln¼ :::;; f(y) < CAln¼ ' 
I I 
_ (y - x) 2 
y > ')12Tn]e 2 (1-0) dy 
c1n-1+~ri + 4n-~ 
J2(1 - 0)1r 
'I/Jn 
E (Zi,1IF i- d) 2 1 1 y2 ~ gn,z(y) 2e- 20 dy 
V 201r JR 
1 J_"fl Tn 2 2 l oo 2 
:S; 'I/Jn ~ gn,z(y)e-fiFdy + ~ e-fiFdy 
V 207r - -yl Tn V 207r 'Yl Tn 
2 100 2 :S; 'I/Jn EZi,z + ~ e-fiFdy. 
V 207r 'Yl Tn 
For large n 
-- 12_ ~ e- 20 dy< _ h J 7 n) 2 2 2 1 00 
V L,(77r 'Y1 Tn - e 20 = n - ~ 
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so var(E(Zi,1IFi-d)):::; E(Zi.1IFi-d) 2 :::; c2n-1- c where c2 depends on l but not on n. Let c3 
be a constant such that, 
max sup lhk(x)I:::; c3t P- 1 . 
l ::;k:Sp-1 lxl:St 
As E(Zi,1IFi-d) = 9n,1(E(Zi,1I Fi-d)) = 9n,l(e½ui) we have, 
IEhk(Ui) E (Zi,ll Fi-d) I I~ k hk(Y)9n,,(e½y)2e-,;. dyl 
< C3(ln n)P-1 j 'n n 
- _ ___:_~ 1 2 ~ -lnn9n,L(02y)2e-1fdy 
I 1 1.(X) 2 
' 0= hk(y )e-y dy 
Y L,7f In n 
< c3(lnn)P-lEzi l 1 (X) 
- , + r 2 ~ ~ Jinn hk(y)e-~ dy. 
For large n, ~ Ji~.,, hk(y)e-'4- :s; n-2 so for some c4 
IEhk(Ui)E(Zi ,1I Fi-d)I :::; c4(ln n)P- 1n-1 
when k < p. Now 
La'nJ p-1 l 
E( L L 7JE(hk(Ui) E(Zi,llFi-d))hk(Ui)) 2 
i=LanJ+d k:=l 
p-1 La'nJ l L E( L 7JE(hk(Ui)E(Z.i,ll:Fi-d))hk(Ui)) 2 
k=l 'i=LanJ +d 
p-l La'nJ 
:s; L E( L ~~ (ln n)P-ln- 1 hk(Ui))2 
k=l i=LanJ+d 
:::; cs(ln n)2(p-1)n2H-2 
--+ 0 
as n--+ oo. By equation (4.9) 
La'nJ oo 1 
E( L L k'.E(hk(Ui)E(Zi,zl Fi- .d))hk(Ui)) 2 
i = LanJ +d k=p 
(X) 1 
:s; nCp L E( k'.E(hk(Ui) E(Zi,1IFi- d)) hk (Ui)) 2 
k=p 
:s; nCpE(Zi,1I Fi_d) 2 
:s; Cpc2n- E 
--+ o. 
Hence 
La'nJ La'nJ L E (Zi,1IFi- d) - E ( L z i.1)--+ o 
i=LanJ +d i=LanJ+d 
4.2 Proof 
in probability as n ----+ oo. Clearly 
LanJ+d-1 
L z i, z----+O 
i=LanJ+l 
in probability as n----+ oo so by the Dominated Convergence Theorem, 
La'nj 
E( L z i, zl FLanj)----+ µz(a' - a). 
i=LanJ+l 
Proof. (Lemma 4.2.5) Fix an Mand for each natural number m define 
[ 
L n"'7 J J 
Vm,l = I L z i ,l > 0 . 
i=L n(~Jl ) J+l 
We will show that 
P(Vm l = OIFL n(m- l)J) ----+ exp(-µzM- 1 ). 
1 
NI 
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□ 
(4.10) 
as n----+ oo and that the Vm ,l are asymptotically independent. Partition [~1 , X?] as mMl = 
ao :::; a1 :::; ... :::; ak = X?· By Lemma 4.2.4 
LaH 1nJ 
P( L z i, l = OIFLajnJ) 
i=LajnJ+l 
LaH 1nJ 
2 1 - E( L z i,z lFLajnj) 
i=LajnJ+l 
----+ 1 - µz(a1+1 - aj) 
in probability as n----+ CX) , Let sk = I:7=LajnJ+l z i ,l· Then by Lemma 4.2.4 again 
LaH1nJ 
P( L z i, l > OIFLajnJ) 
i=LajnJ+l 
LaH1nJ 
L P(Zi, l = 1, s i- 1 = OIFLajnJ) 
i=LajnJ+l 
LaH 1nJ 
E(E( L z i,zf(Si-l = O)IFLajnj)) 
i=Lajnj+l 
LaH1nJ 
2 E(E( L Zi,zI(SLaH 1nJ = O)IFLajnj)) 
i=LajnJ+l 
LaH1nJ 
----+ P( L z i, l = OIFLaj nj)µz(aj+l - aj), 
i=LajnJ+l 
It follows that for all E > 0, 
and 
( 
LaH1nJ ) 
p P( L z i ,l = OIFLaj nJ) 2 µz(aj+l - aj ) - (µz(a_j+l - aj )) 2 - E 
i=LajnJ+l 
( 
Laj+1nJ ) 
P P( _ L z i, l = OIFLajnJ):::; µz(aj+l - aj) + E ----+ 1 
i=LajnJ+l 
----+ 1 
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as n -----+ oo. Since 
k-1 La5+1nJ I LainJ ) 
P(Vm,, =OIFL~J)= II P( L z,,,=0 L z ,,,=0,Fl~J 
J=O i=LainJ +l i=LaonJ+l 
we get equation (4.10) by taking progressively finer partitions of [11111, ·B-J. This shows 
that ½n,l converges in distribution to a Binomial distribution B(l, 1 - exp(-µLM-1 )). To 
show asymptotic independence we need to show that for any finite collection of variables 
Vmk ,lk, l :S k :S K , 
K 
P (½nk,lk = 0, l :S k :SK) -----t IT exp(-µlk11r1) . 
k=l 
as n -----+ oo. Suppose first that m = m 1 = m2 = . .. = mk and let 
[ 
Ln/1:;'J K l 
v;~ = I L L z i ,lk > o 
'i=L n(r~;;l ) J+l k=l 
By adapting the proof of equation (4 .10) we get that 
K 
P (V17~ = 0ll \ nc,~1-l) J) -----t exp(- L µlkM- 1 ). 
k=l 
as n -----+ oo and so 
K 
P (Vm,lrnk = 0, l :S k :S KIJ\ n(~-1 ) J) -----t IT exp(-µlkM-1 ). 
k=l 
(4.11 ) 
as n-----+ oo. Since the conditional probability converges to a constant in probability equation 
(4. 11) and asymptotic independence follows immediately. Now let O = to :S t1 :S ... :S tK be 
f . L -0 ~ Ltknj z > ~ LtkMJ TT Th a sequence o tunes. et vk ,l = L....., i=Ltk-i nJ +i i, l _ L....., i=Ltk-iMJ+l vm,l · en 
LtkMJ L ½n,l !!:+ B (ltkMJ - ltk-1.MJ, 1 - exp(-µl1Vr 1)) 
i=Ltk-1 .MJ+l 
as n-----+ oo and 
B (ltkMJ - ltk-1MJ, 1- eArp(-µL1Vr1)) !!:+ Poisson(( tk -tk-1)µL) 
as M-----+ oo . Noting that Vm,l is defined in terms of M we have 
Ltk J\I J 
EVk.1-E L 
i=Ltk-1MJ+1 
as n-----+ oo and 
½n,z-----+ µl( tk - tk-1) - (ltkMJ - ltk_1M j)( l - e-,qAr 1 ) 
µl(tk - tk-1) - M (tk - tk-1)(1 - e-J1•1 1"'r 1 ) -----+ O 
as j\J -----+ oo. Then by Lemma 4.2.1 
~ d Vk.l -----+ Poisson((tk - tk-1)µL) 
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as n ~ oo and the limits are asymptotically independent. We will write this result in terms 
of a Poisson measure. Let N(dx, dy ) be an independently scattered Poisson measure with 
control measure 
n(dx, dy ) = { ab+ /Y/- a- 1dxdy y > 0, 
ab_ /y/ - a- 1dxdy y < 0. 
Then for l > 0 
itk i c.>-
1 
Vk ,l ~ N(dx, dy) 
tk-1 CA!-l 
jointly. By equation ( 4.2) 
sup P ( nJax /J(Xi)/ > rcn¼ ) ~ 0 
n2':1 1:Si:Stkn 
as r ~ oo so 
f cA'-1 i:t, .'1:, 1'' 1= f c.\1- 1 I (cA'- 1 :Sy < cA'- 1 )N(dx, dy ) 
l=l tk-1 C l= l 
jointly as n ~ oo and as A ~ l 
t k 1= CXl r tk 1= l tk-1 c ~ CAl - 1 I (cAl- 1 :S y< CAl- l)N(dx, dy) ~ Jtk-1 c CAl- lyN(dx, dy) . 
Then since 
oo ltknj oo L CAL- 11\ ,l '.Sn- ¼ L J (X i) I (J(Xi) 2:: en¼) :SA L CAl - l h ,z 
l=l i = Ltk_ 1nj+l l= l 
it follows that 
1 
n - -;; 
Ltknj tk oo L J(Xi) I (J (X i) 2:: en¼)~ 1 1 yN(dx , dy ) 
i= Ltk_ 1nJ +l tk-1 c 
as n ~ oo and similarly 
1 
n - -;; 
LtknJ tk - c 
. L J(X i) I (- J (X i) 2:: en¼)~ 1 j_ yN(dx, dy) 
i= Ltk_ 1nj+l tk-1 oo 
and the result follows. □ 
Proof. (Lemma 4.2.6) Let max{l , H a} < /3 < a . Since hk (Ui) has moments of all order , 
E /J(Xi)/ 13 /hk(Ui)/ < oo and so 
/E (E(J (Xi) I (/ J (X i)/ 2:: cn¼)/Fi- d)hk(Ui)) / 
/E (E(J (Xi) I (/ J (X i) I 2:: en¼ )hk (Ui) /Fi- d)) I 
/E(f (X i) I (/ J (X i) I 2:: en¼ )hk(Ui)) I 
:S E ((cn¼) 1- 13 /J (X i)/ 13 I (/ J (X i)/ 2:: en¼) /hk(Ui)/) 
'.S c1 - /3 E (lf(Xi)/ 13 /hk(Ui)/)n¼ - ¾. 
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It follows that 
n t p-1 l 
E(n --¼ LL k!E(E(f(Xi )I(lf(Xi)I ~ cn -¼ )IFi-d)hk(Ui) )hk (Ui)) 2 :::; c6n2H-¥ t2H 
·i=l k=l 
which converges to Oas n----+ oo. By a modification of Lemma 4.2.2 E(E( lf(Xi)II F i-d)) 2 < oo 
and so by equation (4.9), 
nt = l 
E(n--¼ LL k!E(E(f(Xi) I (IJ(Xi )I ~ en-¼)IFi -d)hk(Ui ))hk (Ui)) 2 
i=l k=p 
::S Cpn1-¾ E(E(f(Xi)I(lf(Xi)I ~ en-¼)IF.i-d)) 2 
::S Cpn 1-¾ E(E(l f (Xi)IIFi -d)) 2 
which converges to 0 as n----+ oo and the result fo llows. 
Proof. (Lemma 4.2.7) By Karamata's Lemma (see [Embrechts et al., 1997]) , 
E(f(Xi) I (lf(Xi)I < en-¼)) 2 
(cn ¾- )2 1 P(f(Xi) 2 I (lf(Xi)I < en¼) > x)dx 
(cn¾-)2 r 1 1 2 1 Jo P(lf(Xi )I > x 2 )dx - (en°) P(lf(Xi )I > ena) 
a i i21 °' i2 i 
rv (b+ + 6-)(1 - - )- ((en°) ) -2 - (b+ + b_)(en°) (ena)-a 2 
a- 1 2 
--(b+ + 6-)e2-ana-1 
2-a 
as n----+ oo. Clearly 
E(f(Xi) I (lf(Xi)I < en¼) - E(f(Xi )I (lf(Xi)I < en -¼ )IFi -d)) = 0 
and when Ii - JI ~ d, 
E(J(Xi )I (IJ(Xi )I < en¼) - E(J(Xi )I (IJ(Xi )I < en-¼)IFi-d)) 
x (J ( X J) I (If ( X J) I < en¾ ) - E (J ( XJ) I (If ( X J) I < en¾ ) I Fj -d)) = 0 
so the result follows . 
Proof. (Theorem 4.1.1) Observe that f(Xi ) can be split up as follows, 
LntJ 
L f (X i) 
i =l 
LntJ 
L f(Xil F i-d ) 
·i=l 
LntJ 
+ L f(Xi) I( lf(Xi)I < en¼ ) - E(J (Xi) I (l f (Xi)I < en-¼)IF i-d) 
i =l 
LntJ 
+ L f (Xi) I (I J(X i)I ~ en¼) - Ef(Xi) I (l f (X i)I ~ en¾) 
i = l 
LntJ 
~ 1 1 + ~ Ef(X1) I (I J(X i)I ~ en°) - E(J(X ;) I (I J(Xi)I ~ en°)IF1-d) 
i =l 
A1 (t) + A2 (t ) + A3(t ) + A4(t ). 
□ 
□ 
4.3 Applications 
If 1 - K(l - H) > ¼ then by Lemmas 4.2.5, 4.2.6 and 4.2.7, 
n-(l-~(l-H)\A2(t) + A3(t) + A4(t)) ~ 0 
as n -t oo while Lemma 4.2.3 shows that, 
n-(l-~(l-H)) A (t) ~ CR (t) 1 ~,1-~(1-H) 
in finite dimensional distributions as n -too and so 
LntJ 
n-(l-~(l-H)) ~ J(X) ~ CR (t) D 7, K,,1 -~(1-H) · 
i=l 
On the other hand if 1 - K(l - H) < ¼ then by Lemmas 4.2.3 and 4.2.6, 
n -¾ ( A 1 ( t) + A4 ( t)) ~ 0 
as n -too. By Lemma 4.2.7, 
1 ✓ a-1 limsupn-;;-EIA2(t) -A2(s)I::; d-- (b+b_)c2-alt- si-
n-+= 2 - a 
By Lemma 4.2.5, 
n-¾ A 3 (t) ~ f ( yN(dx, dy) - E f ( yN(dx, dy) 
lo l~\(- c,c) lo l~\(-c,c) 
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in finite dimensional distributions as n -t oo and by Theorem 3.12.2 of 
[Samorodnitsky and Taqqu, 1994], 
( (b+ + b_)r(
2 
- a) cos((2 - a)))-¾ f f yN(dx, dy)-E f ( yN(dx , dy) ~ R*(t) 
a - l 2 lo l~\(-c,c) lo l~\(-c,c) 
in finite dimensional distributions as c -t O where R*(t) is alpha stable Levy motion. Now 
let O = to ::; t1 ::; ... ::; t K be a sequence of times. Set 
Xk ,n,m 
Yk ,n,m 
Zk ,n,m 
n-¾ (A3(tk) - A3(tk-1)) 
n-¾(A2(tk) -A2(tk-1)) 
n - ¾ ( A 1 ( t k) - A 1 ( t k-1 ) + A4 ( t k) - A4 ( t k - 1 ) ) 
with c = ¼,. Applying Lemma 4.2.1 shows that 
_.1. LntJ 
( (b+ + b_)f(2- a) cos(1r(
2
- a))) 0 n-¾ L J(Xi) ~ R*(t) 
a - l 2 i=l 
in finite dimensional distributions as n -too which completes the proof. 
4.3 Applications 
□ 
Our attempt to w1derstand the convergence of the fractal activity time defined in equation 
(3.24) when v = 3, 4 motivated the development of Theorem 4.1.1. However, the theorem 
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can not be directly applied as Tn - Tn-l - l is a function of v Gaussian random variables. 
Modifying the proof of the theorem to this example is straightforward and equation (3 .28) 
simplifies many of the estimates. From this modification we get that when v = 3, 
4 2 ,, LntJ 
( - )- 3 n-~ L Ti - Ti-1 - E(Ti - Ti-1IFi-1) ~ R*(t) 3 
·i=l 
(4. 12) 
where R*(t) is a-stable Levy motion with R*( l ) 1= Sa(l, 1, 0). It can also be shown that when 
V = 4, 
LntJ 
n-H L Ti -Ti-1 - E(Ti - Ti-1IFi-1) ~ 0 (4.13) 
·i=l 
as H > ½. Applying Theorem 2 of [Arcones, 2000] shows that 
LntJ 
n-H L E(Ti - Ti-1IF i-1) - l ~ CRco(t) (4.14) 
·i=l 
as n---+ oo where Rco(t) is the sum of v independent Rosenblatt processes. Hence if H > ~ 
then 
n-H (Tnt - nt) ~ CRco(t) 
w bile if v = 3 and H < ~ then 
( 4 )- 1 - l. (T t) d R* (t) - 3n " nt - n ---+ 
3 
in finite dimensional distributions as n---+ oo. 
On the other hand Theorem 4.1.1 can be directly applied to the modified activity time 
defined in equation (3 .25) . If H > t then 
n-H (Tnt - nt) ~ CBH(t) 
while if H < ~ then 
(
(~-l)"iI'(2-~) 1r(2-~) )-¼ 
-----=--:-:---:---....:__-----==..:....2 , ( 2 ) 2 d 
~(~-l)I'(%) cos 2 n-"v(Tnt-nt)---+R*(t) 
in finite dimensional distributions as n---+ oo. 
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