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Algoritmi euristici
Determinazione di “buone” soluzioni ammissibili in tempi “ra-
gionevoli”.
Classificazione:
1) Algoritmi di tipo “greedy” (goloso):
• costruiscono una soluzione operando una scelta alla volta (algo-
ritmi iterativi);
• ciascuna scelta e` la migliore rispetto ad un opportuno “score”
(punteggio), la cui definizione e` basata su valutazioni di “buon
senso”;
• le scelte operate non vengono rimesse in discussione.
2) Algoritmi basati su rilassamenti:
• simili agli algoritmi di tipo greedy, ma gli score sono definiti
utilizzando le informazioni ottenute dalla soluzione di problemi
rilassati.
3) Algoritmi di ricerca locale:
• partono da una soluzione ammissibile (“soluzione corrente”);
• finche` esiste una soluzione “vicina” a quella corrente di valore
migliore, tale soluzione diventa quella corrente.
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3) Algoritmo di ricerca locale:
Ric Loc:
1. Poni la soluzione corrente S uguale alla soluzione di partenza
(ad esempio determinata con uno dei precedenti algoritmi);
2. Considera tutte le soluzioni ammissibili della forma:
S ∪ {j} (con j 6∈ S),
S ∪ {j} \ {i} (con j 6∈ S, i ∈ S),
indicando con R la migliore di queste soluzioni;
3. Se
∑
j∈R
pj ≤ ∑
j∈S
pj, STOP (⇔ “ottimo locale”);
4. Poni S := R e vai a 2.
Es: n = 6; c = 85;
(pj) = ( 110, 150, 70, 80, 30, 5 )
(wj) = ( 40, 60, 30, 40, 20, 5 )
Ric Loc:
partendo dalla soluzione S = {3} (valore= 70),
le soluzioni considerate sono:
S = {1, 3} (val.= 180, aggiunto oggetto 1);
S = {1, 4} (val.= 190, aggiunto oggetto 4, eliminato oggetto 3);
S = {1, 4, 6} (val.= 195, aggiunto oggetto 6): ottimo locale.
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Esempio: SCP
1) Algoritmo di tipo greedy:
Greedy:
1. Inizializza:
S := ∅ (colonne selezionate),
M¯ := {1, . . . ,m} (righe non coperte dalle colonne selezionate);
2. Se M¯ = ∅ (⇔ tutte le righe coperte), STOP;
3. Determina la colonna j 6∈ S con rapporto
cj∑
i∈M¯
aij
minimo e poni S := S ∪ {j}, M¯ := M¯ \ {i : aij = 1}. Vai a 2.
“Una colonna e` buona se ha costo basso e copre molte righe tra
quelle ancora scoperte”.
Es: n = 10; m = 4;
(cj) = ( 45, 60, 75, 44, 60, 55, 70, 80, 80, 70 )
(aij) =

1 1 1 0 0 0 1 1 1 0
1 0 0 1 1 0 1 1 0 1
0 1 0 1 0 1 1 0 1 1
0 0 1 0 1 1 0 1 1 1

Greedy: S = {4, 3}, valore= 119.
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Esempio: KP01
1) Algoritmi di tipo greedy:
Greedy1:
1. Inizializza:
S := ∅ (oggetti selezionati),
c¯ := c (capacita` residua del contenitore);
2. Se wj > c¯ per ogni j 6∈ S, STOP;
3. Tra gli oggetti j 6∈ S conwj ≤ c¯, determina quello con rapporto
pj/wj massimo e poni S := S ∪ {j}, c¯ := c¯− wj. Vai a 2.
Greedy2:
1. Inizializza:
S := {1, . . . , n} (oggetti selezionati),
W :=
n∑
j=1
wj (peso degli oggetti selezionati);
2. Se W ≤ c (⇔ S ammissibile) STOP;
3. Tra gli oggetti j ∈ S, determina quello con rapporto pj/wj
minimo e poni S := S − {j}, W := W − wj. Vai a 2.
Es: n = 6; c = 85;
(pj) = ( 110, 150, 70, 80, 30, 5 )
(wj) = ( 40, 60, 30, 40, 20, 5 )
Greedy1: S = {1, 3, 6}, valore= 185.
Greedy2: S = {1}, valore= 110.
E` facile dimostrare che la soluzione di Greedy1 e` sempre migliore
di quella di Greedy2.
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Algoritmo euristico basato sul rilassamento continuo C(SCP):
Cont Eur:
1. Inizializza:
S := ∅ (colonne selezionate),
M¯ := {1, . . . ,m} (righe non coperte dalle colonne selezionate);
2. Se M¯ = ∅ (⇔ tutte le righe coperte), STOP;
3. Risolvi C(SCP) con i vincoli ulteriori xj = 1 (j ∈ S), indicando
con x∗ la corrispondente soluzione;
4. Determina la colonna j 6∈ S con x∗j massimo e poni
S := S ∪ {j}, M¯ := M¯ \ {i : aij = 1}. Vai a 2.
3) Algoritmo di ricerca locale:
Ric Loc:
1. Poni la soluzione corrente S uguale alla soluzione di partenza
(ad esempio determinata con uno dei precedenti algoritmi);
2. Considera tutte le soluzioni ammissibili della forma:
S \ {j} (con j ∈ S),
S \ {j} ∪ {i} (con j ∈ S, i 6∈ S),
indicando con R la migliore di queste soluzioni;
3. Se
∑
j∈R
cj ≥ ∑
j∈S
cj, STOP (⇔ “ottimo locale”);
4. Poni S := R e vai a 2.
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