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1 Overview
Crossing change is the basic notion in knot theory. Historically, the unknotting number
is one of the classical measures of the complexity of knots, and skein relations define
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knot polynomials: e.g. the Jones, HOMFLY-PT, Alexander-Conway polynomials. In
this paper, we categorify the notion of crossing change on Khovanov homology.
In 1990, Vassiliev [11] studied the stratified space of knots. The computation of the
associated spectoral sequence gives rise to a sort of classes of knot invariants, which are
called Vassiliev invariants. Vassiliev invariants are extended to link or braid invariants.
Many works have been carried out on Vassiliev invariants; in particular, it is known that
Vassiliev invariants are at least as powerful as all of the quantum group invariants of
knots (Birman [3]) and that they classify pure braids (Kohno [8]). In Vassiliev theory,
crossing change has a crucial role in defining the order that yields a filtration on the
space of Vassiliev invariants (aka. finite type invariants). Nowadays Vassiliev invariants
are defined as follows. Let us denote by Xr the set of ambient isotopy classes of singular
links with exactly r double points. For an abelian group A, and for an A-valued link
invariant v : X0 → A, the r-th derivative v(r) of v is a map Xr → A defined inductively
by v(0) = v and
v(r+1)
( )
= v(r)
( )
− v(r)
( )
. (1.1)
The equation (1.1) is called Vassiliev skein relation and the map v(r) is called the r-th
derivative of v. If v(r) = 0 while v(r−1) 6= 0, we call v a Vassiliev invariant of order
r. The formula (1.1) is natural from the following point of view: singular knots are
objects that keep track of crossing changes in a passage from one knot to a neighbor in a
stratified space
⋃
j (Mj − Σj), whereMj (resp. Σj) is the space of immersions S1 → S3
with exactly j transverse double points (resp. with at least j double points and other
singularities).
Vassiliev invariants and the Jones polynomial are related via Taylor expansion. More
precisely, let V˜ be the unnormalized Jones polynomial, with variable q, and
Ux(L) =
∞∑
n=0
vn(L)xn,
the Taylor expansion of V˜ (L)
∣∣∣
q=ex
. Then, each coefficient vn(L) is a Vassiliev invariant
of order n (cf. Birman-Lin [4]).
In 2000, Khovanov [7] obtained a categorification of the Jones polynomial; namely, he
constructed a bi-graded abelian group Kh∗,?(D;M) for each diagram D and an abelian
group M such that
(1) Kh∗,?(D;M) is invariant under Reidemeister moves so that it defines an invariant
for links;
(2) if k is a field, the graded Euler characteristic
[Kh(L; k)]q =
∑
i,j
(−1)iqj dimk Khi,j(L; k)
equals the unnormalized Jones polynomial V˜ (L).
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The construction is deeply involved with 2-dimensional topological quantum field theory.
In fact, Bar-Natan [1] generalized the construction of Khovanov in terms of a category
of cobordisms.
Our approach to crossing change on Khovanov homology is as follows: we consider a
cobordism of the form
: → .
It will turn out that applying it around a negative crossing, we get a chain map
Φ̂ : C
( )
⊗ F2 → C
( )
⊗ F2 , (1.2)
which we call the genus-1 map. With regard to Vassiliev skein relation, we define a
complex C(D;F2) for singular link diagram D by taking mapping cones of Φ̂ recursively.
Set Kh(D;F2) to be the homology of C(D;F2) (Definition 4.11), then our first main
result is described as follows.
Main Theorem A. Regarding Khovanov homology, we have the following isomor-
phisms:
Khi,j
 ;F2
 ∼= Khi,j
 ;F2
 , (1.3)
Khi,j
(
;F2
)
∼= Khi,j
(
;F2
)
, (1.4)
Khi,j
(
;F2
)
∼= Khi,j
(
;F2
)
. (1.5)
Consequently, Kh(–;F2) is an invariant of singular links.
Theorem B gives a “categorified Vassiliev skein relation".
Main Theorem B. Let L be a singular link with a double point b, and put L+ and L−
to be the (possibly singular) links obtained from L by resolving b to positive and negative
crossings respectively. Then, there is a long exact sequence
· · · → Khi−1,j(L;F2)→ Khi,j(L−;F2) Φ̂−→ Khi,j(L+;F2)→ Khi,j(L;F2)→ · · ·
for each j ∈ Z, where Φ̂ is the genus-1 map applying around b.
Corollary. For a singular link L with exactly r double points, we have
[Kh(L;F2)]q = V˜ (r)(L)
here V˜ (r) is the r-th derivative of the unnormalized Jones polynomial V˜ : Xr → Z[q, q−1].
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As it is well-known, Kontsevich [9] obtained a sequence of Vassiliev invariants whose
target space, denoted by A(S1), generated by chord diagrams. One of the relations is
called the FI relation: every chord diagram having an isolated chord vanishes. It means
that every Vassiliev invariant v of order n satisfies that v(L) = 0 for any singular link L
one of whose double points is of the form (1.6). We categorify it and obtain the following
result.
Main Theorem C. Khovanov homology satisfies the FI relation. More precisely, sup-
pose L is a singular link one of whose double points is of the form
. (1.6)
Then, we have Khi,j(L;F2) = 0 for all integers i and j.
The plan of this paper is as follows. After recalling the definition of Khovanov homol-
ogy for ordinary links in Section 2, we introduce the genus-1 map (1.2) in Section 3. Using
this, we build up a chain complex C(D;F2) for singular link diagrams D in Section 4.
The basic tools are cofiber sequences and their cubes [10, 5]; we give a brief introduc-
tion for them for the convenience of the readers. In Section 5, we show invariances of
Φ̂ to prove Main Theorem A. Finally, in Section 6, we investigate basic properties of
Khovanov homology on singular links. Main Theorem B and Main Theorem C will be
proved there.
2 Quick review of Khovanov homology
We quickly review the construction of Khovanov homology for ordinary links.
2.1 TQFT and Frobenius algebras
Definition 2.1. Let Cob2 be the 2-dimensional cobordism category. Let k be a com-
mutative ring. Then, a 2-dimensional topological quantum field theory (TQFT for short)
is a symmetric monoidal functor
Z : Cob2 →Modk ,
where Modk is the category of k-modules and k-homomorphisms.
A is well-known, a Frobenius algebra A gives rise to a 2-dimensional TQFT ZA with
ZA(S1) = A. The following are examples of TQFT operations ZA:
ZA
( )
= µ : A⊗k A→ A ; a1 ⊗ a2 7→ a1a2,
ZA
( )
= ∆ : A→ A⊗k A ; a 7→ a(1) ⊗ a(2).
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We here use Sweedler notation for the comultiplication. In this paper, we mainly consider
the Frobenius algebra A = Z[x]/(x2) with ∆(1) = x⊗ 1 + 1⊗ x,∆(x) = x⊗ x. In this
case, we give a grading on ZA(S1) ∼= A as deg 1 = 1 and deg x = −1.
2.2 Khovanov complex
For a link L ⊂ S3, fix its diagram D ⊂ R2, and put c(D) the set of crossings of D. Each
subset s ⊂ c(D) is called state on D; we write |s| the cardinality. For each state s on D,
we write Ds the closed 1-dimensional manifold obtained by smoothing all the crossings
of D according to s:
c /∈ s←−−−−−−−
0-smoothing
c c ∈ s−−−−−−−→
1-smoothing
.
For each integer i, define a graded abelian group Ci(D) by
Ci,j(D) :=
⊕
|s|=i
ZA(Ds)j−i ,
here, ZA(Ds)r is the homogeneous component of degree r of the graded abelian group
ZA(Ds). Then, for each c /∈ s, we write δc the map corresponding to a cobordism from
a 0-smoothing to a 1-smoothing for some j:
δc := ZA
  : ZA( )j → ZA( )j−1 .
The differential d is defined as follows:
d =
∑
c∈c(D)
±δc : Ci,j(D)→ Ci+1,j(D) ,
here we assume δc = 0 on ZA(Ds) with c ∈ s, and for the definitions of signs of δc, the
reader can refer to [7] and [1]. The resulting complex is called the unshifted Khovanov
complex of D. Considering the orientation on the diagram D, let us denote by n+ and by
n− the number of positive and negative crossings respectively. We define the Khovanov
complex C(D) by
Ci,j(D) := Ci+n−, j+2n−−n+(D)
with the same differential as C(D). We set
Khi,j(D) := H i(C∗,j(D))
and call it the Khovanov homology of D. One may also consider the version with
coefficients as
Khi,j(D;A) := H i(C∗,j(D)⊗ A)
for each abelian group A; we call it the Khovanov homology of D with coefficients in A.
Note that there is a canonical identification Khi,j(D) = Khi,j(D;Z).
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Theorem 2.2 (Khovanov [7]). Let L be an oriented link and D a diagram of L.
(1) If D′ is a diagram which is connected to D by a sequence of Reidemeister moves,
then there is a quasi-isomorphisms C(D)→ C(D′). In particular, for every abelian
group A, Khi,j(D;A) is an invariant for L, so it is safe to write Khi,j(L;A) :=
Khi,j(D;A).
(2) For any field k, the formal sum
[Kh(L; k)]q :=
∑
i,j
(−1)iqj dimk Khi,j(L; k)
equals the unnormalized Jones polynomial of L.
Notation 2.3. With regard to shifting on (bi)graded modules, it is convenient to use shift
operators. Namely, if W = {W i,j}i,j is a bigraded module, then we define a bigraded
module W [k]{l} by
W [k]{l}i,j := W i−k,j−l .
For example, we have C(D) = C(D)[−n−]{−2n− + n+} for a link diagram D.
2.3 Enhanced states
To investigate Khovanov complexes, it is convenient to describe them in terms of bases.
The following notion was well-known in the study of Kauffman brackets.
Definition 2.4. Let D be a link diagram with the set c(D) of crossings. Then, an
enhanced state on D is a pair (s, ρ) of a state s ⊂ c(D) and a map
ρ : pi0(Ds)→ {1, x} ,
here pi0(Ds) is the set of connected components of the 1-manifold Ds.
For an enhanced state (s, ρ), we define its degree by
deg(s, ρ) := #{α ∈ pi0(Ds) | ρ(α) = 1} −#{α ∈ pi0(Ds) | ρ(α) = x} .
To a given enhanced state (s, ρ) on D, we assign an element
v(s,ρ) :=
⊕
α∈pi0(Ds)
ρ(α) ∈ ZA(Ds)deg(s,ρ) = ZA(Ds){|s|}deg(s,ρ)+|s| ⊂ C |s|,deg(s,ρ)+|s|(D) .
The following is obvious.
Lemma 2.5. Let D be a diagram. Then, for each pair (i, j) of integers, the set{
v(s,ρ)
∣∣ (s, ρ): enhanced state with |s| = i and deg(s, ρ) = j − i}
forms a basis of the abelian group Ci,j(D).
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Remark 2.6. The use of enhanced states for Khovanov homology is due to Viro [13].
We depict an enhanced state (s, ρ) on the diagram D in the following way:
• for each crossing c ∈ c(D), draw a line segment in the direction of the smoothing
applied in Ds:
c
c
c /∈ s c ∈ s
,
here we use different colors to indicate different states;
• attach the label ρ(α) to a circle of D such that the corresponding circle in Ds is a
part of α.
3 Crossing change on Khovanov complexes
Let D be a diagram of a singular link with a double point b, and put D+ and D− the
diagrams obtained from D by resolving b into a positive and negative crossing respec-
tively. For a link invariant v, Vassiliev skein relation (1.1) asserts that the value v(D)
measures the effect of crossing change at b on v. In this section, we discuss an analogue
on Khovanov homology. More precisely, we define a chain map Φ̂ : C(D−) → C(D+)
and see how this categorifies the subtraction in Vassiliev skein relation.
3.1 Mapping cones as chain-level subtraction
We begin with a quick review on mapping cone construction on chain complexes.
Let A be an abelian category. Recall that, if f : X → Y is a chain map between chain
complexes in A, then the mapping cone Cone(f) is a chain complex with a short exact
sequence
0→ Y iY−→ Cone(f) pX−→ X[−1]→ 0
so that the following sequence is exact:
· · · (pX)∗−−−→ H i(X) f∗−→ H i(Y ) (iY )∗−−−→ H i(Cone(f)) (pX)∗−−−→ H i+1(X)→ · · · .
Specifically, in case where A is the category of vector spaces over a field k, we obtain
the following identity on the Euler characteristics as long as they make sense:
χ(X)− χ(Y ) + χ(Cone(f)) = 0 . (3.1)
In this point of view, we may say Cone(f) categorifies the subtraction χ(Y )− χ(X).
Actually, Cone(f) plays an important roles on the homotopy theory on chain com-
plexes. The following are the properties which characterize Cone(f) as a homotopy
cofiber of f .
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Lemma 3.1 ([12, Proposition 3.1.3]). Suppose we have a sequence
X
f−→ Y g−→ Z
of chain maps in an abelian category A. Then, there is a one-to-one correspondence
between the following data:
(a) chain homotopies from the composition gf to 0;
(b) chain maps ĝ : Cone(f)→ Z which makes the diagram below commute:
Y Z
Cone(f)
g
iY
ĝ
.
This motivates us to introduce the following notion.
Definition 3.2. Let A be an abelian category. Suppose we have a sequence of chain
complexes
X
f−→ Y g−→ Z (3.2)
in A together with a chain homotopy Ψ : gf ∼ 0. Then, we call it a cofiber sequence
if the induced map Cone(f) → Z is a quasi-isomorphism; i.e. it induces isomorphisms
on homology groups. In this case, we call the map Y → Z (or even Z itself by abuse of
notation) a homotopy cofiber of f .
Remark 3.3. The reader should note that, for a sequence (3.2), whether the induced
map Cone(f)→ Z is a quasi-isomorphism does depend on a chain homotopy Ψ.
Example 3.4. If X is a chain complex with a subcomplex X ′ ⊂ X, then the sequence
X ′
i
↪→ X p X/X ′ (3.3)
is a cofiber sequence.
Example 3.5. Let f : X → Y be a quasi-isomorphism between chain complexes. Then,
a complex Z is a cofiber of f if and only if all the homology groups H∗(Z) vanish.
The following results follow immediately from Definition 3.2.
Lemma 3.6. For every cofiber sequence X f−→ Y g−→ Z, there is a map δ : H∗(Z) →
H∗+1(X) so that the sequence below is exact:
· · · → H i(X) f∗−→ H i(Y ) g∗−→ H i(Z) δ−→ H i+1(X) f∗−→ H i+1(Y )→ · · · .
Corollary 3.7. If there is a cofiber sequence X → Y → Z of chain complexes over a
field k, then we have
χ(X)− χ(Y ) + χ(Z) = 0
provided the homology groups H∗(X), H∗(Y ), and H∗(Z) are all finite dimensional.
8
Finally, the homotopy invariance of cofiber sequences is sated as follows. The proof
will be found in [14] for example.
Proposition 3.8. Suppose we have a commutative diagram
X ′ Y ′ W ′
X Y W
f ′
u v
h′
w
f h
(3.4)
of chain maps. Suppose in addition that there are chain homotopies Ψ : gf ∼ 0 and
Ψ′ : g′f ′ ∼ 0 such that Ψu = wΨ′. Then, for every cofiber Y g−→ Z of f which factors
through the map h in (3.4), there is a commutative square:
Cone(f ′) W ′
Z W
ĥ′
s . (3.5)
Furthermore, the vertical arrows in (3.5) are quasi-isomorphisms as soon as so are those
in (3.4).
Remark 3.9. All the arguments above are dualizable. In particular, for a sequence X f−→
Y
g−→ Z of chain maps, the following data are equivalent (cf. Lemma 3.1):
(a) a chain homotopy from gf to 0;
(b) a chain map f : X → Cone(g)[1] which makes the diagram below commute:
Cone(g)[1]
X Y
pY
f
f .
3.2 Genus-1 map
We now define a chain map
Φ̂ : C
( )
→ C
( )
.
We first consider the chain map induced by the following cobordism:
: → .
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We denote by Φ the induced map on Khovaonv complexes. On the other hand, we also
have the following single saddle operations:
: → , : → .
We denote by δ− and δ+ respectively the map induced on Khovanov complexes. In terms
of the unshifted Khovanov complexes, we obtain the sequence of chain maps below:
C
( )
δ−−→ C
( )
{1} Φ−→ C
( )
{3} δ+{3}−−−→ C
( )
{4} (3.6)
where all maps are of bidegree (0, 0) thanks to the degree shifts.
Proposition 3.10. In the situation above, the compositions Φδ− and δ+Φ are zero after
tensored with the field F2.
Proof. Put A = Z[x]/(x2) and regard it as a graded abelian group as in Section 2.1. Note
that both maps Φδ− and δ+Φ are constructed by applying the TQFT ZA on cobordisms
of three saddles. Hence, to verify the statement, it suffices to show that both of the
compositions
µ ◦∆ ◦ µ : A⊗ A→ A , ∆ ◦ µ ◦∆ : A→ A⊗ A
vanish in characteristic 2, where µ and ∆ are the multiplication and the comultiplication
respectively. This is verified by the direct computations.
Corollary 3.11. The sequence (3.6) induces a chain map
Φ̂ : C
( )
⊗ F2 → C
( )
⊗ F2
of bidegree (0, 0).
Proof. Note that we have canonical identifications
Cone(δ−) = C
( )
[−1] , Cone(δ+) = C
( )
[−1] .
Hence, in view of Lemma 3.1 and Remark 3.9, Proposition 3.10 yields a chain map Φ̂
as required. As for its bidegree, the result follows from the direct computation of the
numbers of positive and negative crossings on the two diagrams.
In what follows, the map Φ̂ is referred to as the genus-1 map. In terms of enhanced
states (see Section 2.3), we have an explicit description. Namely, it is given by the
10
following local formula:
p Φ̂7−→ 0 , p q Φ̂7−→ (pq)(1) (pq)(2)
p
q
7→ 0 , p 7→ p(1)p(2)
,
here we use Sweedler notation for comultiplications in the Frobenius algebra structure.
We end the section by mentioning the relation to Vassiliev skein relation. Since the
genus-1 map Φ̂ is of bidegree (0, 0), by virtue of Lemma 3.6, we obtain an equation[
H∗(Cone(Φ̂))
]
q
=
[
Kh
( )]
q
−
[
Kh
( )]
q
.
This is why we regard Φ̂ as a chain-level realization of crossing change in Vassiliev skein
relation. Actually, in this point of view, we extend Khovanov homology to singular links
in Section 4.
4 Khovanov homology of singular knots and links
In the previous sections, we saw Vassiliev skein relation is categorified as the mapping
cone of the genus-1 map Φ̂. The goal of the section is to show this actually gives rise to
an extension of Khovanov homology to singular links.
4.1 Multiple mapping cone of cubes
To give an explicit description for Khovanov homology on singular knots, we use the
theory of multiple mapping cone, which was first developed in [5] as the dual of the
results in [10].
We concentrate on the case of chain complexes though the original one was discussed
in the case of topological spaces. More precisely, throughout the section, we fix an
abelian category A and discuss the category Ch(A) of chain complexes in A. In the
later section, we take A to be the category of graded modules to apply the theory to
Khovanov homology.
Definition 4.1. For a non-negative integer n, an n-cube of complexes in A is a family
X = {XA}A indexed by subsets A ⊂ 〈n〉 together with chain maps ϕs : XA → XA∪{s}
for s ∈ 〈n〉 \ A such that the square below commutes for each s, t ∈ 〈n〉 \ A with s 6= t:
XA XA∪{s}
XA∪{t} XA∪{s,t}
ϕs
ϕt ϕt
ϕs
.
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Definition 4.2. An n-cube of cofiber sequences in Ch(A) consists of
• a family Y = {YB,A}(B,A) of chain complexes in A indexed by pairs of disjoint
subsets AqB ⊂ 〈n〉;
• a cofiber sequence
YB,A
ϕi−→ YB,A∪{i} ψi−→ YB∪{i},A
for each i ∈ 〈n〉 \ (AqB);
such that the diagram below commutes
YB,A YB,A∪{i} YB∪{i},A
YB,A∪{j} YB,A∪{i,j} YB∪{i},A∪{j}
YB∪{j},A YB∪{j},A∪{i} YB∪{i,j},A
ϕi
ϕj
ψi
ϕj ϕj
ϕi
ψj
ψi
ψj ψj
ϕi ψi
for each distinct elements i, j ∈ 〈n〉 \ (AqB).
Note that if Y = {YB,A}(B,A) is an n-cube of cofiber sequences inCh(A), the subfamily
Y := {Y∅,A}A forms an n-cube of complexes. We are interested in the inverse direction:
we want to extend an n-cube of complexes to an n-cube of cofiber sequences.
Given an n-cube X of complexes, we define a chain complex X˜B,A so that
• the underlying graded object is given by
X˜B,A :=
⊕
S⊂B
XA∪S
[−|B \ S|] ,
where |–| denotes the cardinality;
• the differential diB,A : X˜ iB,A → X˜ i+1B,A is componentwisely given as
diB,A : XA∪S
[−|B \ S|]i = X i+|B\S|A∪S di;S,TB,A−−−→ X i+|B\T |+1A∪T = XA∪T [−|B \ T |]i+1
with
di;S,TB,A =

(−1)|B\S|di+|B\S|A∪S if S = T ,
(−1)ν(t;S)ϕi+|B\S|t if T = S ∪ {t} with t /∈ S ,
0 otherwise ,
here ν(t;S) := #{s ∈ S | s > t}.
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It is easily checked that (X˜B,A, dB,A) is a chain complex inA; in particular dB,A◦dB,A = 0.
Furthermore, for each s ∈ 〈n〉 \ (AqB), we have a canonical decomposition
X˜B∪{s},A =
(⊕
S⊂B
XA∪{s}∪S
[−|B \ S|])⊕(⊕
S⊂B
XA∪S
[−|B \ S|]) [−1]
= X˜B,A∪{s} ⊕ X˜B,A[−1] .(4.1)
With regard to the decomposition, the differential dB∪{s},A on X˜B∪{s},A is presented by
the following matrix:
diB∪{s},A =
(
diB,A∪{s} ϕ˜
i+1
s
0 −di+1B,A
)
, (4.2)
here ϕ˜is : X˜ iB,A → X˜B,A∪{s} is the sum of the chain maps
XA∪S
[−|B \ S|]i = X i+|B\S|A∪S
(−1)ν(s;S)ϕi+|B\S|s−−−−−−−−−−→ X i+|B\S|A∪{s}∪S = XA∪{s}∪S
[−|B \ S|]i .
On the other hand, we write ψ˜s : X˜B,A∪{s} → X˜B∪{s},A the canonical inclusion respecting
the decomposition (4.1). Then, the following result is obvious.
Lemma 4.3. In the above situation, the family {X˜B,A}(B,A) together with maps {ϕ˜s}s
and {ψ˜s}s forms an n-cube of cofiber sequences.
Since we have the canonical identification
X˜∅,A = XA
as complexes, it follows that every cube of complexes extends to that of cofiber sequences.
Definition 4.4. Let X be an n-cube of complexes in A. Then, the multiple mapping
cone of X, written MCone(X), is the complex X˜〈n〉,∅ where X˜ is the n-cube constructed
above.
Remark 4.5. For an n-cube X of complexes, there may be several choices of n-cubes
of cofiber sequences extending X. It however turns out that the homotopy type of the
multiple mapping cone MCone(X) is completely determined by X itself.
Example 4.6. A 1-cube X of complexes is nothing but a chain map ϕ : X∅ → X〈1〉. In
this case, the multiple mapping cone MCone(X) coincides with the ordinary mapping
cone Cone(ϕ).
Remark 4.7. In his paper [7], Khovanov defined a complex for cubes of abelian groups.
Actually, his construction essentially agrees with the multiple mapping cone (up to shift
of degrees).
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As in the case of ordinary mapping cones, for an n-cubeX of complexes, the homotopy
type of MCone(X) only depends on that of X. Indeed, a map of n-cubes α : X → Y is a
family of chain maps αA : XA → YA indexed by subsets A ⊂ 〈n〉 respecting the structure
maps of n-cubes. In particular, we call α a quasi-isomorphism of n-cubes if each αA is
a quasi-isomorphism. The following result is proved by recursive use of Proposition 3.8.
Proposition 4.8. If α : X → Y is a map of n-cubes, then it induces a chain map
α∗ : MCone(X)→ MCone(Y ) which makes the square below commute:
X〈n〉 MCone(X)
Y〈n〉 MCone(Y )
α〈n〉 α∗ .
Moreover, α∗ is a quasi-isomorphism as soon as so is α.
In Section 6, we are interested in vanishing of multiple mapping cone. The following
gives a simple criterion for it; the proof is easy so we leave it to the reader.
Lemma 4.9. Let Y = {YB,A}(B,A) be an n-cube of cofiber sequences. Suppose there is
an element s ∈ 〈n〉 such that, for each A ⊂ 〈n〉 \ {s}, the map Y∅,A → Y∅,A∪{s} is a
quasi-isomorphism. Then, the complex YB,A is null-homotopic provided s ∈ B.
Corollary 4.10. Let X = {XA}A be an n-cube of complexes. Suppose there is an
element s ∈ 〈n〉 such that the map XA → XA∪{s} is a quasi-isomorphism for every
subset A ⊂ 〈n〉 \ {s}. Then, the multiple mapping cone MCone(X) is null-homotopic.
4.2 Khovanov homology of singular links
We apply the results in Section 4.1 to build up Khovanov homology of singular links
from the mapping cone of the genus-1 map Φ̂. In the application, we take A = (VectF2)Z
the category of Z-graded F2-vector spaces, which is abelian.
Suppose D is a diagram of a singular link L, and put c](D) the set of double points
in D. For each subset A ⊂ c](D), put DA the diagram obtained from D so that
• double points which belong to A are resolved to positive crossings;
• double points outside of A are resolved to negative crossings:
b− b/∈A←−− b b∈A−−→ b+ .
For each b ∈ c](D) \A, applying the genus-1 map Φ̂ on the resolutions of b, we obtain a
chain map
Φ̂b : C(DA)⊗ F2 → C(DA∪{b})⊗ F2
between Khovanov chain complexes over F2. Note that, for distinct double points b and
b′, the maps Φ̂b and Φ̂b′ commute with each other. Hence, fixing a bijection c](D) ∼=
{1, . . . , r}, we obtain an r-cube {C(DA)⊗F2}A of complexes in (VectF2)Z with structure
maps {Φ̂b}b.
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Definition 4.11. Let D be a diagram of a singular link. We set
C(D;F2) := MCone({C(DA)⊗ F2}A, {Φ̂b}b)
Khi,j(D;F2) := H i
(
C∗,j(D;F2)
)
and call them the Khovanov complex and the Khovanov homology group of D respec-
tively.
Remark 4.12. By virtue of the results obtained in Section 5 and Remark 4.5, the Kho-
vanov homology groups Khi,j(D;F2) depends neither on the choices of a diagram D nor
on a bijection c](D) ∼= {1, . . . , r}. As a result, for a singular link L, then it is safe to
write
Khi,j(L;F2) := Khi,j(D;F2)
for an arbitrary diagram D of L.
The following is obvious.
Proposition 4.13. In the case of non-singular links, the definition above agrees with
the original one with coefficients in F2.
5 Invariance
In this section, we prove Main Theorem A that asserts the invariance of Kh(–;F2) of
singular links. We note that, according to [2], the moves of singular link diagrams are
generated by the following three moves in addition to Reidemeister moves:
↔ , ↔ ,
↔ .
(5.1)
Thus, it will suffice to show that we have isomorphisms on Khovanov homologies along
these moves.
The proof is essentially due to the following result. For explicit description for chain
maps associated to Reidemeister moves, we refer the reader to [13, Page 337], [1, Sec-
tion 4.3], and [6, Section 2].
Proposition 5.1. With regard to Khovanov complex for ordinary link diagrams, the
following hold:
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(1) There are zig-zags of quasi-isomorphisms connecting the following pairs of chain
maps:
C
 b−
⊗ F2 C
 b′−
⊗ F2
C
 b+
⊗ F2 C
 b′+
⊗ F2
∼
Φ̂b Φ̂b′
∼
, (5.2)
C
(
b−
)
⊗ F2 C
(
b′−
)
⊗ F2
C
(
b+
)
⊗ F2 C
(
b′+
)
⊗ F2
∼
Φ̂b Φ̂b′
∼
, (5.3)
where Φ̂∗ is the genus-1 map with respect to the crossing ∗;
(2) The following square is commutative:
C
(
b−
)
C
( )
C
(
b′−
)
C
(
b+
)
C
(
b′+
)Φ̂b
RII RII
Φ̂b′ (5.4)
where RII is the chain map associated with Reidemeister move of type II.
The proof of the part (1) in Proposition 5.1 relies on the invariance of Khovanov ho-
mology under Reidemeister move of type III. We technically divide it into some lemmas;
after preparing Notation 5.2, we start the proofs.
Notation 5.2. Recall that, for the TQFT ZA associated to the Frobenius algebra A =
Z[x]/(x2), each saddle point on a cobordism causes either multiplication or comultipli-
cation. In order to describe them in a unified way, we use the symbol
p q m or ∆7−−−−→
p : q
q : p
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to indicate the change of enhancements along a saddle operation (see Section 2.3). For
example, if p = q are the label on the same component, then comultiplication occurs so
that we have
(p : q)⊗ (q : p) = p(1) ⊗ p(2)
using Sweedler notation.
Lemma 5.3. The diagrams of chain maps below commute:
C
( )
C
( )
C
( )
{1} C
( )
{1} C
( )
{1}
δ− δ−
RII RII
, (5.5)
C
( )
C
( )
C
( )
C
( )
{1} C
( )
{1}
δ+
RII RII
δ+ , (5.6)
here δ+ and δ− are the map which appear in the sequence (3.6).
Proof. One may notice that the statement is essentially the same as the proof that the
isomorphism for the third Reidemeister move [6] is a chain map.
Lemma 5.4. For each pair (i, j) of integers, the diagram below commutes up to sign:
Ci,j
( )
Ci,j
( )
Ci,j
( )
Ci,j−2
( )
Ci,j−2
( )
Ci,j−2
( )Φ
RII RII
Φ
RII RII
,
here the map Φ is the one which appears in the sequence (3.6).
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Proof. In terms of enhanced states, the composition RII ◦Φ ◦ RII is given as follows:
p
q
r RII7−−→
p
q
r
+
p : q
q : p
1
r
Φ7−→
p
(q : r) : (r : q)
(r : q) : (q : r)
+
p : q
q : p
r(1)
r(2)
RII7−−→
p
(q : r) : (r : q)
(r : q) : (q : r)
+ (−1)i+2
(p : q) : (q : p)
(q : p) : (p : q)
r
.
Rotating all the pictures upside-down, we also obtain the other composition. Comparing
the two, we obtain the required commutativity.
Proof of Proposition 5.1. We first verify the part (1). Note that, by virtue of the sym-
metry of Frobenius calculus on the second Reidemeister move, (5.2) is proved in a similar
manner to (5.3), so we only show the latter. The genus-1 maps Φ̂ in (5.3) are induced
by the sequences below respectively as asserted in Corollary 3.11:
C
( )
δ−−→ C
( )
{1} Φ−→ C
( )
{3} δ+−→ C
( )
{4} ,
C
( )
δ−−→ C
( )
{1} Φ−→ C
( )
{3} δ+−→ C
( )
{4} .
On the other hand, Lemma 5.3 and Lemma 5.4 asserts that there is a zig-zag of quasi-
isomorphisms connecting these sequences. In view of Proposition 3.8, it gives rise to a
zig-zag of quasi-isomorphism as depicted in (5.3).
It remains to verify the part (2). In view of the explicit formula of the chain map RII,
it is easy to verify that both of the two compositions are given, in terms of enhanced
states, as follows:
p
q
7→
(p : q) : (q : p)
(q : p) : (p : q)
.
We are now ready to prove Main Theorem A.
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Proof of Main Theorem A. As mentioned in the beginning of the section, it suffices to
show invariance under the moves (5.1). Let D and D′ be two singular link diagrams
with exactly r double points such that they are related by one of the moves (5.1) or
Reidemeister moves; hence we have a canonical identification c#(D) = c#(D′). Put
{C(DA) ⊗ F2}A⊂c#(D) and {C(D′A) ⊗ F2}A⊂c#(D′) to be the r-cube constructed in Sec-
tion 4.2. Since Reidemeister moves and the moves (5.1) are realized as chain maps
induced by local operations of TQFT, using Proposition 5.1 and explicit descriptions in
Lemma 5.3 and Lemma 5.4, one sees that there is a zig-zag of quasi-isomorphisms of
r-cubes depicted as below:
{C(DA)⊗ F2}A⊂c#(D) {C(D′A)⊗ F2}A⊂c#(D′)∼ .
By Proposition 4.8, this induces an isomorphism on the homologies of multiple mapping
cones; namely,
Kh∗,?(D;F2) ∼= Kh∗,?(D′;F2) .
This completes the proof.
6 Properties of extended Khovanov homology
In this last section, we investigate properties of our extension of Khovanov homology.
In particular, the remaining results Main Theorem B and Main Theorem C are proved.
6.1 Categorified Vassiliev skein relation
We first give a proof of Main Theorem B that asserts Khovanov homology satisfies a
categorified version of Vassiliev skein relation. The proof relies on the general results on
multiple mapping cones.
Proof of Main Theorem B. Let D be a diagram of L, so we obtain an r-cube {C(DA)⊗
F2}A of complexes in the way described above. Let X˜ = {X˜B,A}(B,A) be an r-cube
of cofiber sequences extending {C(DA) ⊗ F2}A obtained in the way described before
Lemma 4.3. For the double point b ∈ c](D), we write D+ and D− the diagrams obtained
from D by resolving b to positive and negative crossings respectively. Then, unwinding
the construction of X˜ described in Section 4.1, one sees that we have a cofiber sequence
C(D−;F2)
Φ̂−→ C(D+;F2)→ C(D;F2) .
Taking the homology groups, we obtain the required long exact sequence.
As a consequence of Main Theorem B, the unnormalized Jones polynomial is recov-
ered from our extension of Khovanov homology. We write V˜ the unnormalized Jones
polynomial and V˜ (r) its r-th derivative.
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Corollary 6.1. For a singular link L with exactly r double points, we have
[Kh(L;F2)]q = V˜ (r)(L) .
Proof. We prove the statement by induction on the number r of double points. If r = 0,
i.e. L is an ordinary link, then the statement is exactly Theorem 2.2. Assume r > 0
and the statement is true for links with less than r double points and suppose L is
a link with exactly r double points. Take a double point b of L, and write L+ and
L− (possibly singular) links obtained from L by resolving b into positive and negative
crossings respectively. Then Main Theorem B implies that there is a long exact sequence
of the form
· · · → Khi−1,?(L;F2)→ Khi,?(L−;F2) Φ̂−→ Khi,j(L+;F2)→ Khi,?(L;F2)→ · · · .
Taking the Euler characteristics, we obtain the equations[
Khi,j(L;F2)
]
q
=
[
Khi,j(L+;F2)
]
q
− [Khi,j(L−;F2)]q . (6.1)
By induction hypothesis, (6.1) is exactly Vassiliev skein relation for the link L with re-
spect to the double point b. Thus, this completes the induction and hence the statement
for all links.
6.2 FI relation
We next show that Khovanov homology satisfies the FI relation. For a link invariant v
extended to singular links, Vassiliev skein relation (1.1) yields the equation
v
( )
= v
( )
− v
( )
= 0 .
We prove Main Theorem C by categorifying this equation.
Proof of Main Theorem C. Let D be a diagram of L, and suppose b ∈ c](D) is a double
point of the form (1.6). By the construction of the complex C(D;F2), and by virtue of
Corollary 4.10, it suffices to verify the statement only in the case c](D) = {b}.
Put D+ and D− the diagram obtained from D by resolving b to positive and negative
crossings respectively. We denote by Φ̂b : C(D−;F2) → C(D+;F2) the genus-1 map on
b and consider the following diagram:
C
(
;F2
)
C
(
;F2
)
C
(
;F2
)RI− RI+
Φ̂b
, (6.2)
20
where RI+ and RI− are the maps corresponding to the left-hand and right-hand Reide-
meister moves of type I respectively. According to [13], they are explicitly described in
terms of enhanced states (see Section 2.3) as follows:
RI−
(
p
)
= p 1 ,
RI+
(
p
)
= p x + px 1 .
It then turns out that the diagram (6.2) is commutative. In particular, since both RI−
and RI+ are quasi-isomorphisms, Φ̂b is also a quasi-isomorphism. On the other hand,
we have a cofiber sequence
C(D−;F2)
Φ̂b−→ C(D+;F2)→ C(D;F2) .
It follows that C(D;F2) is null-homotopic, and we obtain the result.
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