An edge orientation-based algorithm for multi-view object recognition is presented in this paper. 
Introduction
3-D object recognition from images is a challenging research topic in the field of computer vision. Over years, many approaches have been developed to solve this problem but at least so far, a general method is still not available. Each specific method is tailored to deal with some certain kind of problems and no single method will work in all situations. Some approaches are based on the study of the 3-D structure of objects, such as [3, 81 , in which a complete 3-D model for each object is built. Upon recognition, each candidate object model is examined to match with the unknown object image and the decision is made based on some probability hierarchy structure, such as a decision tree or graph. Appearance feature-based object recognition [5, 61 is another popular recognition methodology, in which each object is directly mapped to some feature sets corresponding to their possible projective images. The biggest issue with the feature-based recognition methods is that the projective images of each object may change greatly under different viewing angles and illumination conditions. Therefore, sel@ifp.uiuc.edu finding a feature set invariant to the change of viewing conditions is a "hot" research topic in recent years [4, 7] .
For both 3-D structure-based ancl appearance featurebased object recognition, a pre-built object database is necessary for most recognition approaches. Such a requirement may impose a greal limitation in real applications. For example, in our autonomous robot learning project, one of our goals is to teach the robot to learn the objects around him, as if teaching a child (or infant) to understand the world. In this case, no prior knowledge is available and the robot should learn, or in other words, memorize, the objecls introduced to him simply by a series of interactions wiih his supervisor. The more the robot is taught, the more he would learn and the more sophisticated his database would become.
This paper focuses on the study of single object recognition under simple backgrounds (slightly noisy edges are allowed). The system takes the distribution of edge point orientations and the normalized second moments of objects as feature vectors to build up the object database on-line through the interaction between human and computer (robot). For the recognition, each candidate object is assigned a likelihood weight according to the minimum distance between the unknown feature vector and its possible instance. The best match is evaluated with a convincing coefficient, which is defined to reflect the confidence of the correctness in the best match. A new observation from another random view angle will be taken if the best match can not provide sufficient confidence, which is our so-called multi-view decision scheme.
The remaining part of this paper is organized as follows: Section 2 will give a detailed description of our algorithm, including the feature extraction and the multiview recognition scheme.
Section 3 describes the experiments we have done with a set of eight natural objects. Finally, a brief conclusicln of our work will be given in the last section.
Algorithm Description
Our object recognition system consists of feature extraction and multi-view recognition two parts.
Feature Extraction
The feature extraction procedure is shown in Figure 
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Each object instance, represented by a feature vector and its corresponding object identity index, is a record in our object database. The database is initially set to be empty. Afterward, for each test object sample, a procedure of recognition (Figure 3) , followed by the database adjustment (Figure 4) , is carried out. where dmin is the smallest distance among all the candidate objects. Obviously, we have will where the best match has a weight equal to 1. For the best-matched object, a convincing coefficient c is computed as: where i indicates the sequential number of the try and w~,,,,~ is the second largest likelihood weight among all the objects for the current view. If the value of ci exceeds a pre-set threshold, e.g., 2.0, the best match is thought to be convincing and the corresponding object identity is accepted. Otherwise, the recognition decision can not be made right away and a new photo from another random view angle will be taken and another round of matching would occur. The matching and evaluating processes will be repeated until a convincing best match is found or the pre-determined maximum number of tries is reached. In case that no decision can be made after a certain number of views, the best match with a highest convincing coefficient among the previous tries will be accepted. Obviously, the multi-view decision procedure is somewhat similar to the decision process of human being. That is, if the information provided by the current view is too weak to make a decision, the human observer may try again from another view angle. In case that none of the best matches in several tries can reach the decision threshold, the most convincing one would be chosen.
Following the recognition stage, ii database adjustment process is performed, where the testing feature vector may be linked into the database as a new object instance. However, if the recognition is correct and the testing sample is "identical" to the corresponding best match (the distance between them is small enough), no new record will be built. In t h s case, we simply replace the record of the best-matched instance by the mean value of the two feature vectors. With such a scheme, the size of the database will not unlimitedly incrlzase even if a large amount of recognition tasks is done, as long as the size of the object set is limited.
Experiments
In our experiment, eight items: a bag, a cup, a stapler, a joystick, a remote controller, a pair (of sunglasses, a wallet and a data link are selected as the set of objects (Figure 4 ). Each object is randomly picked and observed from a random view angle. The goal of the experiment is to "teach" the computer (robot) to learn these objects simply based on what it observes. At the beginning of the experiment, the system database is (empty. After that, for each testing image, the system tries to decide which object it contains. If the best match is not convincing, a new photo will be automatically taken. 'The system will adjust its knowledge base correspondingly based on the correctness of the recognition. 320 images of the eight objects are picked as unknown test samples in the experiment. Under the multi-view schemes, not necessarily all of thle 320 object samples would result in a decision, because some of them may act as extra samples in case that the best matches in the previous tries are not sufficiently convincing. The feature weight ratio of the distribution of edge point orientations over the normalized second moments is set to be 2:l. The figure shows that the recognition error rate decreases with the changes of the maximum number of views from 1 to 5, and then keeps stable at a rate of about 8.5% for 5-9 views. In addition to this figure, we have other two observations regarding the experimental results:
The typical number of decisions made under 5-view scheme is about 180, which means that the total number of errors in this case is about 15 (with 8.5% error rate). Since the object database is empty at the beginning of the experiment, an error must occur for the fist test sample of each object. We call these errors as "compulsory errors", which mean that the error is inevitable and independent of the performance of the recognition algorithm. For our case, if we do not take the compulsory errors into account, the number of errors may decrease to about 7 in 170 recognition decisions.
Most recognition errors occur on the first several test samples and few errors are made after about 15 samples of each object under the 5-view scheme and 25 samples under the single view scheme. This means that, for each object, an average of 15 training samples under 5-view scheme is nearly sufficient to distinguish the object from others. That is, 15x24=360 floating point numbers is almost enough to describe any of the eight candidate objects.
Conclusions
In this paper, we present an edge orientation-based multi-view object recognition algorithm. The distribution of edge point orientations and the normalized second moments are introduced to describe object shapes. A feature vector of 24 floating point numbers is used to index object instance and an average correct recognition rate of 91.5% is achieved under the 25-view schemes in the experiment. The features of our approach can be briefly summed as follows:
No prior object knowledge required Immune to the changes of illumination, camera rotations and translations Small size of feature set (24 floatslrecord) and realtime processing 0 Multi-view decision scheme similar to the decision process of human being
