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a b s t r a c t
Let C be a closed convex subset of a real uniformly smooth and strictly convex Banach space
E. Consider the following iterative algorithm given by{x0 = x ∈ C arbitrarily chosen,
yn = βnxn + (1− βn)Wnxn,
xn+1 = αnf (xn)+ (1− αn)yn, ∀n ≥ 0,
where f is a contraction on C and Wn is a mapping generated by an infinite family of
nonexpansivemappings {Ti}∞i=1. Assume that the set of common fixed points of this infinite
family of nonexpansive mappings is not empty.
In this paper, we prove that the sequence {xn} generated by the above iterative
algorithm converges strongly to a common fixed point of {Ti}∞i=1, which solves some
variational inequality. Our results improve and extend the results announced by many
others.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Throughout this paper, we assume that E is a real Banach space with the normalized duality mapping J from E into 2E
∗
given by
J(x) = {f ∗ ∈ E∗ : 〈x, f ∗〉 = ‖x‖2, ‖f ‖ = ‖x‖}, ∀x ∈ E,
where E∗ denotes the dual space of E and 〈·, ·〉 denotes the generalized duality pairing.
We assume that C is a nonempty closed convex subset of E and T : C → C is a mapping. A point x ∈ C is a fixed point of
T provided Tx = x. Denote by F(T ) the set of fixed points of the mapping T , that is, F(T ) = {x ∈ C : Tx = x}.
Recall that T is a nonexpansive mapping if
‖Tx− Ty‖ ≤ ‖x− y‖, ∀x, y ∈ C .
A self-mapping f : C → C is a contraction on C if there exists a constant α ∈ (0, 1) such that
‖f (x)− f (y)‖ ≤ α‖x− y‖, ∀x, y ∈ C .
We useΠC to denote the collection of all contractions on C . That is,ΠC = {f |f : C → C a contraction}.
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One classical way to study nonexpansivemappings is to use contractions to approximate a nonexpansivemapping [1–3].
More precisely, take t ∈ (0, 1) and define a contraction Tt : C → C by
Ttx = tf (x)+ (1− t)Tx, ∀x ∈ C, (1.1)
where f ∈ ΠC . Then Banach’s Contraction Principle guarantees that Tt has a unique fixed point xt in C .
Xu [3] proved that, if E is a uniformly smooth Banach space, then {xt} converges strongly to a fixed point of T and the
limit defines the (unique) sunny nonexpansive retraction fromΠC onto F(T ).
The normal Mann iterative process was introduced by Mann [4] in 1953. Since then, construction of fixed points for
nonexpansive mappings via the normal Mann iterative process has been extensively investigated by many authors.
The normal Mann iterative process generates a sequence {xn} in the following manner:{
x1 ∈ C,
xn+1 = (1− αn)xn + αnTxn, ∀n ≥ 1, (1.2)
where {αn} is a sequence in the interval (0, 1).
If T is a nonexpansivemappingwith a fixed point and the control sequence {αn} is chosen so that∑∞n=0 αn(1−αn) = ∞,
then the sequence {xn} generated by the normal Mann iterative process (1.2) converges weakly to a fixed point of T (this is
also valid in a uniformly convex Banach space with the Fréchet differentiable norm [5]). However, this sequence has only
weak convergence even in a Hilbert space [6]. Therefore, many authors tried to modify the normal Mann iterative process
to have strong convergence for nonexpansive mappings (see [7–11] and the references therein).
Kim and Xu [7] introduced the following iterative process:{x0 = x ∈ C arbitrarily chosen,
yn = βnxn + (1− βn)Txn,
xn+1 = αnu+ (1− αn)yn, ∀n ≥ 0,
(1.3)
where T is a nonexpansive mapping of C into itself and u ∈ C is a given point, and proved that the sequence {xn} defined by
(1.3) converges strongly to a fixed point of T provided the control sequences {αn} and {βn} satisfy appropriate conditions.
Recently, Yao et al. [11] also modified the iterative algorithm (1.2) to have strong convergence by using the viscosity
approximation method. To be more precise, they considered the following iteration process:{x0 = x ∈ C arbitrarily chosen,
yn = βnxn + (1− βn)Txn,
xn+1 = αnf (xn)+ (1− αn)yn, ∀n ≥ 0,
(1.4)
where T is a nonexpansivemapping of C into itself and f ∈ ΠC , and proved that the sequence {xn} defined by (1.4) converges
strongly to a fixed point of T provided the control sequences {αn} and {βn} satisfy appropriate conditions.
The existence of common fixed points for a finite family of nonexpansivemappings has been considered bymany authors
(see [10,12–17] and the references therein). The well-known convex feasibility problem reduces to finding a point in the
intersection of the fixed point sets of a family of nonexpansive mappings (see [18,19]). The problem of finding an optimal
point that minimizes a given cost function over the common set of fixed points of a family of nonexpansive mappings is
of wide interdisciplinary interest and practical importance (see [13,20]). A simple algorithmic solution to the problem of
minimizing a quadratic function over the common set of fixed points of a family of nonexpansive mappings is of extreme
value in many applications including set theoretic signal estimation (see [20,21]).
In this paper, we consider the mappingWn defined by
Un,n+1 = I,
Un,n = γnTnUn,n+1 + (1− γn)I,
Un,n−1 = γn−1Tn−1Un,n + (1− γn−1)I,
· · ·
Un,k = γkTkUn,k+1 + (1− γk)I,
un,k−1 = γk−1Tk−1Un,k + (1− γk−1)I,
· · ·
Un,2 = γ2T2Uu,3 + (1− γ2)I,
Wn = Un,1 = γ1T1Un,2 + (1− γ1)I,
(1.5)
where γ1, γ2, . . . are real numbers such that 0 ≤ γn ≤ 1, T1, T2, . . . form an infinite family of nonexpansive mappings of C
into itself. Nonexpansivity of each Ti ensures the nonexpansivity ofWn.
ConcerningWn, we have the following lemmas which are important to prove our main results.
Lemma 1.1 ([16]). Let C be a nonempty closed convex subset of a strictly convex Banach space E. Let T1, T2, . . . be nonexpansive
mappings of C into itself such that
⋂∞
n=1 F(Tn) is nonempty and γ1, γ2, . . . be real numbers such that 0 < γn ≤ b < 1 for any
n ≥ 1. Then, for any x ∈ C and k ∈ N, the limit limn→∞ Un,kx exists.
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Using Lemma 1.1, one can define the mappingW of C into itself as follows:
Wx = lim
n→∞Wnx = limn→∞Un,1x, ∀x ∈ C . (1.6)
Such a mappingW is called theW -mapping generated by T1, T2, . . . and γ1, γ2, . . ..
Throughout this paper, we will assume that 0 < γn ≤ b < 1 for all n ≥ 1.
Lemma 1.2 ([16]). Let C be a nonempty closed convex subset of a strictly convex Banach space E. Let T1, T2, . . . be nonexpansive
mappings of C into itself such that
⋂∞
n=1 F(Tn) is nonempty and γ1, γ2, . . . be real numbers such that 0 < γn ≤ b < 1 for any
n ≥ 1. Then F(W ) =⋂∞n=1 F(Tn).
In this paper, motivated by Kim and Xu [7], Yao et al. [11], Shimoji and Takahashi [16], we study the following iterative
algorithm:{x0 = x ∈ C arbitrarily chosen,
yn = βnxn + (1− βn)Wnxn,
xn+1 = αnf (xn)+ (1− αn)yn, ∀n ≥ 0,
(1.7)
whereWn is amapping defined by (1.5) and f ∈ ΠC , and prove that, under certain appropriate assumptions on the sequences
{αn} and {βn}, the sequence {xn} defined by (1.7) converges to a common fixed point of an infinite family of nonexpansive
mappings. Our results improve and extend the recent ones announced by many others.
In order to prove our main results, we need the following definitions and lemmas.
Let S(E) = {x ∈ E : ‖x‖ = 1}. Then the norm of E is said to be Gâteaux differentiable if
lim
t→0
‖x+ ty‖ − ‖x‖
t
(1.8)
exists for each x, y ∈ S(E). In this case, E is said to be smooth. The norm of E is said to be uniformly Gâteaux differentiable
if, for each y ∈ S(E), the limit (1.8) is attained uniformly for x ∈ S(E). The norm of E is said to be Fréchet differentiable if,
for each x ∈ S(E), the limit (1.8) is attained uniformly for y ∈ S(E).
It is well known that (uniform) Fréchet differentiability of the norm of E implies (uniform) Gâteaux differentiability of
the norm of E.
Recall that, if C and D are nonempty subsets of a Banach space E such that C is nonempty closed convex and D ⊂ C ,
then a mapping Q : C → D is sunny [22,23] provided Q (x + t(x − Q (x))) = Q (x) for all x ∈ C and t ≥ 0 whenever
x+ t(x− Q (x)) ∈ C . A sunny nonexpansive retraction is a sunny retraction, which is also a nonexpansive mapping.
Lemma 1.3 ([3]). Let E be a uniformly smooth Banach space, C be a closed convex subset of E, T : C → C be a nonexpansive
mapping with F(T ) 6= ∅ and let f ∈ ΠC . Then the sequence {xt} defined by
xt = tf (xt)+ (1− t)Txt
converges strongly to a point in F(T ). If we define a mapping Q : ΠC → F(T ) by
Q (f ) := lim
t→0 xt , ∀f ∈ ΠC .
Then Q (f ) solves the following variational inequality:
〈(I − f )Q (f ), J(Q (f )− p)〉 ≤ 0, ∀f ∈ ΠC , p ∈ F(T ).
Lemma 1.4 ([24]). Let {xn} and {yn} be bounded sequences in a Banach space X and βn be a sequence in [0, 1] with 0 <
lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose xn+1 = (1− βn)yn + βnxn for all n ≥ 0 and
lim sup
n→∞
(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.
Then limn→∞ ‖yn − xn‖ = 0.
Lemma 1.5. In a Banach space E, the following inequality holds:
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, j(x+ y)〉, ∀x, y ∈ E,
where j(x+ y) ∈ J(x+ y).
Lemma 1.6 ([25]). Assume that {αn} is a sequence of nonnegative real numbers such that
αn+1 ≤ (1− γn)αn + δn, ∀n ≥ 0,
where {γn} is a sequence in (0, 1) and {δn} is a sequence such that:
(a)
∑∞
n=1 γn = ∞;
(b) lim supn→∞ δnγn ≤ 0 or
∑∞
n=1 |δn| < ∞.
Then limn→∞ αn = 0.
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2. Main results
Now, we are ready to give our main results in this paper.
Theorem 2.1. Let C be a closed convex subset of a uniformly smooth and strictly convex Banach space E. Let Ti be a nonexpansive
mapping from C into itself for i = 1, 2, . . .. Let F = ⋂∞i=1 F(Ti) 6= ∅ and f ∈ ΠC . Assume that the sequences {αn} and {βn} in
(0, 1) satisfy the following conditions:
(a)
∑∞
n=0 αn = ∞, limn→∞ αn = 0;
(b) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
Then the composite process {xn} defined by (1.7) converges strongly to x∗ ∈ F , which solves the following variational inequality:
〈x∗ − f (x∗), J(x∗ − p)〉 ≤ 0, ∀f ∈ ΠC , p ∈ F .
Proof. First, we observe that sequences {xn}∞n=0 and {yn}∞n=0 are bounded. Indeed, take a point p ∈ F and notice that
‖yn − p‖ ≤ βn‖xn − p‖ + (1− βn)‖Wnxn − p‖ ≤ ‖xn − p‖.
It follows that
‖xn+1 − p‖ = ‖αn(f (xn)− p)+ (1− αn)(yn − p)‖
≤ αnα‖xn − p‖ + αn‖f (p)− p‖ + (1− αn)‖xn − p‖
≤ [1− αn(1− α)]‖xn − p‖ + αn‖f (p)− p‖.
By simple inductions, we have
‖xn − p‖ ≤ max
{
‖x0 − p‖, ‖p− f (p)‖1− α
}
, ∀n ≥ 1,
which gives that the sequence {xn} is bounded and so is {yn}.
Next, we claim that
lim
n→∞ ‖xn+1 − xn‖ = 0. (2.1)
Put
ln = xn+1 − βnxn1− βn
and compute ln+1 − ln. Then we have
xn+1 = (1− βn)ln + βnxn, ∀n ≥ 0. (2.2)
Observing that
ln+1 − ln = αn+1f (xn+1)+ (1− αn+1)yn+1 − βn+1xn+11− βn+1 −
αnf (xn)+ (1− αn)yn − βnxn
1− βn
= αn+1(f (xn+1)− yn+1)
1− βn+1 −
αn(f (xn)− yn)
1− βn +Wn+1xn+1 −Wnxn,
we have
‖ln+1 − ln‖ ≤ αn+11− βn+1 ‖f (xn+1)− yn+1‖ +
αn
1− βn ‖yn − f (xn)‖ + ‖xn+1 − xn‖ + ‖Wn+1xn −Wnxn‖. (2.3)
Since Ti and Un,i are nonexpansive, from (1.5), it follows that
‖Wn+1xn −Wnxn‖ = ‖γ1T1Un+1,2xn − γ1T1Un,2xn‖
≤ γ1‖Un+1,2xn − Un,2xn‖
= γ1‖γ2T2Uu+1,3xn − γ2T2Un,3xn‖
≤ γ1γ2‖Uu+1,3xn − Un,3xn‖
≤ · · ·
≤ γ1γ2 · · · γn‖Un+1,n+1xn − Un,n+1xn‖
≤ M1
n∏
i=1
γi, (2.4)
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whereM1 ≥ 0 is a constant such that ‖Un+1,n+1xn − Un,n+1xn‖ ≤ M1 for all n ≥ 0. Substituting (2.4) into (2.3), we have
‖ln+1 − ln‖ − ‖xn+1 − xn‖ ≤ αn+11− βn+1 ‖f (xn+1)− yn+1‖ +
αn
1− βn ‖yn − f (xn)‖ +M1
n∏
i=1
γi.
Observing conditions (a), (b) and 0 < γn ≤ b < 1, we get
lim sup
n→∞
(‖ln+1 − ln‖ − ‖xn+1 − xn‖) ≤ 0.
Thus we can obtain limn→∞ ‖ln − xn‖ = 0 easily by Lemma 1.4. Observing (2.2) yields that
xn+1 − xn = (1− βn)(ln − xn).
Therefore, (2.1) holds. Observing that xn+1 − yn = αn(f (xn)− yn) and condition (a), we can easily get
lim
n→∞ ‖yn − xn+1‖ = 0. (2.5)
On the other hand, we have
‖yn − xn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − yn‖.
Combining (2.1) with (2.5), we have
lim
n→∞ ‖yn − xn‖ = 0. (2.6)
Notice that
‖Wnxn − xn‖ ≤ ‖xn − yn‖ + ‖yn −Wnxn‖
≤ ‖xn − yn‖ + βn‖xn −Wnxn‖.
This implies
(1− βn)‖Wnxn − xn‖ ≤ ‖xn − yn‖.
From condition (b) and (2.6), we obtain
lim
n→∞ ‖Wnxn − xn‖ = 0.
On the other hand, we have
‖Wxn − xn‖ ≤ ‖Wxn −Wnxn‖ + ‖Wnxn − xn‖.
From Remark 3.1 of [26], it follows that, for any  > 0, there is a positive integer N such that
‖Wx−Wnx‖ ≤ , ∀x ∈ {xn}, n ≥ N.
Therefore, we have ‖Wxn −Wnxn‖ → 0 as n →∞ and so
lim
n→∞ ‖Wxn − xn‖ = 0. (2.7)
Finally, we prove that xn → x∗ as n →∞.
First, we claim that
lim sup
n→∞
〈x∗ − f (x∗), J(x∗ − p)〉 ≤ 0, (2.8)
where x∗ = limt→0 xt with xt being the fixed point of the contraction
x 7→ tf (x)+ (1− t)Wx.
Then xt solves the fixed point equation xt = tf (xt)+ (1− t)Wxt . Thus we have
‖xt − xn‖ = ‖(1− t)(Wxt − xn)+ t(f (xt)− xn)‖.
It follows from Lemma 1.5 that
‖xt − xn‖2 = ‖(1− t)(Wxt − xn)+ t(f (xt)− xn)‖2
≤ (1− t)2‖Wxt − xn‖2 + 2t〈f (xt)− xn, J(xt − xn)〉
≤ (1− 2t + t2)‖xt − xn‖2 + fn(t)+ 2t〈f (xt)− xt , J(xt − xn)〉 + 2t〈xt − xn, J(xt − xn)〉, (2.9)
where
fn(t) = (2‖xt − xn‖ + ‖xn −Wxn‖)‖xn −Wxn‖ → 0 (n → 0). (2.10)
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It follows from (2.9) that
〈xt − f (xt), J(xt − xn)〉 ≤ t2‖xt − xn‖ +
1
2t
fn(t). (2.11)
Letting n →∞ in (2.11) and noting (2.10) yield that
lim sup
n→∞
〈xt − f (xt), J(xt − xn)〉 ≤ t2M2, (2.12)
whereM2 > 0 is a constant such thatM2 ≥ ‖xt − xn‖2 for all t ∈ (0, 1) and n ≥ 1. Taking t → 0 in (2.12), we have
lim sup
t→0
lim sup
n→∞
〈xt − f (xt), J(xt − xn)〉 ≤ 0. (2.13)
On the other hand, we have
〈f (x∗)− x∗, J(xn − x∗)〉 = 〈f (x∗)− x∗, J(xn − x∗)〉 − 〈f (x∗)− x∗, J(xn − xt)〉 + 〈f (x∗)− x∗, J(xn − xt)〉
− 〈f (x∗)− xt , J(xn − xt)〉 + 〈f (x∗)− xt , J(xn − xt)〉
− 〈f (xt)− xt , J(xn − xt)〉 + 〈f (xt)− xt , J(xn − xt)〉.
It follows that
lim sup
n→∞
〈f (x∗)− x∗, J(xn − x∗)〉 ≤ sup
n∈N
〈f (x∗)− x∗, J(xn − x∗)− J(xn − xt)〉 + ‖xt − x∗‖ lim sup
n→∞
‖xn − xt‖
+α‖x∗ − xt‖ lim sup
n→∞
‖xn − xt‖ + lim sup
n→∞
〈f (xt)− xt , J(xn − xt)〉.
Noticing that J is norm-to-norm uniformly continuous on bounded subsets of C , it follows from (2.13) that
lim sup
n→∞
〈f (x∗)− x∗, J(xn − x∗)〉 = lim sup
t→0
lim sup
n→∞
〈f (xt)− xt , J(xn − xt)〉
≤ 0.
Hence (2.8) holds. Now, from Lemma 1.5, we have
‖xn+1 − x∗‖2 = ‖(1− αn)(yn − x∗)+ αn(f (xn)− x∗)‖2
≤ ‖(1− αn)(yn − x∗)‖2 + 2αn〈f (xn)− x∗, J(xn+1 − x∗)〉
≤ (1− αn)2‖xn − x∗‖2 + 2αn〈f (xn)− f (x∗), J(xn+1 − x∗)〉 + 2αn〈f (x∗)− x∗, J(xn+1 − x∗)〉
≤ (1− αn)2‖xn − x∗‖2 + αnα(‖xn − x∗‖2 + ‖xn+1 − x∗‖2)+ 2αn〈f (x∗)− x∗, J(xn+1 − x∗)〉,
which implies that
‖xn+1 − x∗‖2 ≤ (1− αn)
2 + αnα
1− αnα ‖xn − x
∗‖2 + 2αn
1− αnα 〈f (x
∗)− x∗, J(xn+1 − x∗)〉
≤
[
1− 2αn(1− α)
1− αnα
]
‖xn − x∗‖2 + 2αn(1− α)1− αnα
[
1
1− α 〈f (x
∗)− x∗, J(xn+1 − x∗)〉 + αn2(1− α)M3
]
,
whereM3 is an appropriate constant such thatM3 ≥ supn≥1{‖xn − x∗‖2}. Put
jn = 2αn(1− α)1− αnα
and
tn = 11− α 〈f (x
∗)− x∗, J(xn+1 − x∗)〉 + αn2(1− α)M3.
Then we have
‖xn+1 − q‖2 ≤ (1− jn)‖xn − q‖ + jntn, ∀n ≥ 0. (2.14)
It follows from conditions (a), (b) and (2.8) that
lim
n→∞ jn = 0,
∞∑
n=1
jn = ∞, lim sup
n→∞
tn ≤ 0.
Therefore, applying Lemma 1.6 to (2.14), we have xn → x∗ as n →∞. This completes the proof. 
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Remark 2.1. Theorem 2.1 improves the results of Yao et al. [11] from a single nonexpansive mapping to an infinite family
of nonexpansive mappings.
Remark 2.2. Theorem 2.1 extends the results of Shang et al. [10] partially from a finite family of nonexpansive mappings to
an infinite family of nonexpansive mappings and from Hilbert spaces to Banach spaces, respectively.
If f (x) = u ∈ C for all x ∈ C in Theorem 2.1, then we have the following results.
Corollary 2.2. Let C be a closed convex subset of a uniformly smooth and strictly convex Banach space E. Let Ti be a nonexpansive
mapping from C into itself for i = 1, 2, . . .. Let F = ⋂∞i=1 F(Ti) 6= ∅. Assume that u ∈ C and the sequences {αn} and {βn} in
(0, 1) satisfy the following conditions:
(a)
∑∞
n=0 αn = ∞, limn→∞ αn = 0;
(b) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
Let {xn} be the composite process defined by{x0 = x ∈ C arbitrarily chosen,
yn = βnxn + (1− βn)Wnxn,
xn+1 = αnu+ (1− αn)yn, ∀n ≥ 0,
where Wn is a mapping defined by (1.5). Then {xn} converges strongly to x∗ ∈ F , where x∗ = PF (u) and PF : C → F is the unique
sunny nonexpansive retraction from C onto F .
Remark 2.3. Corollary 2.2 mainly improves Theorem 1 of Kim and Xu [7].
Remark 2.4. In Theorem 2.1 and Corollary 2.2, if Wn is a single nonexpansive mapping, then the strict convexity of E may
not be needed.
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