We report results on the explicit parameterisation of discrete Rossby-wave resonant triads of the CharneyHasegawa-Mima equation in the small-scale limit (i.e. large Rossby deformation radius), following up from our previous solution in terms of elliptic curves (Bustamante and Hayat, 2013) . We find an explicit parameterisation of the discrete resonant wavevectors in terms of two rational variables. We show that these new variables are restricted to a bounded region and find this region explicitly. We argue that this can be used to reduce the complexity of a direct numerical search for discrete triad resonances. Also, we introduce a new direct numerical method to search for discrete resonances. This numerical method has complexity O(N 3 ), where N is the largest wavenumber in the search. We apply this new method to find all discrete irreducible resonant triads in the wavevector box of size 5000, in a calculation that took about 10.5 days on a 16-core machine. Finally, based on our method of mapping to elliptic curves, we discuss some dynamical implications regarding the spread of quadratic invariants across scales via resonant triad interactions, in the form of sharp bounds on the size of the interacting wavevectors.
Governing equations
We shall consider a shallow layer of incompressible fluid, on a rotating planet like the Earth. We may reduce the complications of spherical geometry by using the so-called β-plane approximation. Under the consideration of quasigeostropic theory, the dynamics reduce to an equation expressing the conservation of potential vorticity. It is a single partial differential equation for the streamfunction ψ = ψ(x, y, t) (a real scalar field), reading ∂ ∂t (∇ 2 ψ − F ψ) + β ∂ψ ∂x + ∂ψ ∂x ∂∇ 2 ψ ∂y − ∂ψ ∂y
where the value of β is constant which shows the speed of rotation of the given system, and (0 ≤)F = 1/L R 2 , where L R is the Rossby deformation radius. The above equation is also known nowadays as Charney-HasegawaMima equation (CHM) because it was independently proposed (several years after the atmospheric context) in the context of plasma physics. It is easy to find linear wave-like solutions of the CHM equation, of the form ψ(x, y, t) = ψ 0 cos φ 0 + kx + ly − ω (k,l) t , where we introduce the wavevector (k, l) ∈ R 2 and the frequency ω (k,l) , satisfying the dispersion relation
This is the well-known Rossby wave formula. In this paper we will consider periodic boundary conditions on the spatial variables x and y. Setting (x, y) ∈ [0, 2π) 2 leads to the following restriction on the wavevectors: (k, l) ∈ Z 2 , which we assume from now on. When the nonlinear terms in the CHM equation are considered, it is possible to obtain a multi-scale solution in the limit of small amplitudes (i.e. small nonlinearity), of the form:
ψ(x, y; t, T ) = (k,l)∈C Ψ (k,l) (T ) exp i kx + ly − ω (k,l) 
where the set C is the so-called resonant set, defined as the set of all wavevectors that belong to at least one resonant triad, and the functions Ψ (k,l) (T ) satisfy a system of nonlinear differential equations in terms of the slow time T . A resonant triad is, by definition, a triad of wavevectors with integer components:
(k 1 , l 1 ), (k 2 , l 2 ), (k 3 , l 3 ) ∈ Z 2 that solve the so-called triad resonance equations:
where ω j ≡ ω (kj ,lj ) = − βkj k 2 j +l 2 j +F
. We remark that the resonance equations are to be satisfied by integers, which makes the problem a Diophantine equation. Solutions exist only if (0 ≤)F ∈ Q. If we set F = 0 (the so-called small-scale limit) then a mapping to an elliptic surface (and a subsequent mapping to quadratic forms) allows us to parameterise the solutions, as shown for the first time by Bustamante and Hayat (2013) and further developed by Kopp (2017) . See also a particular case discussed independently by Kishimoto and Yoneda (2017) . We take from here on the small-scale limit case F = 0 and follow the calculations done in Bustamante and Hayat (2013) . We can simplify the system of equations (3) by eliminating one of the wavevectors: k 2 = k 3 − k 1 , l 2 = l 3 − l 1 , and writing the equation involving frequencies as a polynomial, which leads to one Diophantine equation for 4 unknowns:
Notice that this equation is invariant under re-scaling of the wavevectors, which implies the solutions to this equation belong to a projective space. An explicit transformation from the wavevectors to a new set of variables (X, Y, D) ∈ Q 3 was done in detail in Bustamante and Hayat (2013) :
with k 3 = 0 (which can be assumed in general). This transformation's inverse is
Under this transformation, the resonance equation (4) becomes an equation defining an elliptic surface:
and this can be simplified further to
The LHS of the above equation is a sum of two squares. Similarly, the RHS can be written in diagonal form by introducing the transformation
We get
In summary, we have moved from the 4 variables (k 1 , k 3 , l 1 , l 3 ) satisfying the quintic Diophantine equation (4) to the 4 variables (m, n, Y, D) satisfying the quadratic equation (7). In (Bustamante and Hayat, 2013) , we used this quadratic equation to construct resonant triads via Fermat's Xmas theorem about sums of squares. In the next section, we avoid using this theorem by producing an explicit parameterisation of the quadratic equation.
An explicit new parameterisation for resonant triads
Consider equation (7) and define the obvious quantities
We obtain
We can always assume that one of the variables is non zero. Take n = 0, so this quadratic equation becomes
We introduce auxiliary parameters R, A, B via the formulas p/n = 1 + R, q/n = AR and m/n = BR. By substituting these values in the last equation we get
After simplification we get R 2 + R(1 + A 2 − 3B 2 ) = 0.
The case R = 0 gives the trivial solution (p = n, q = 0, m = 0) corresponding to resonant triad interactions involving zonal modes. We assume thus R = 0 and obtain
By plugging this value of R in p/n = 1 + R, q/n = AR and m/n = BR, we get
Finally we recover the general case by identifying numerators and denominator, obtaining
Our task is to write X, Y and D in terms of A and B. From equations (8) we obtain
and finally we get Y in terms of A and B from
In summary we get the explicit parameterisation
We can find an inverse of these relations, obtaining for A, B :
Notice that this inverse is not unique. One way to see this is to notice that the resonance condition 
The inverse of these, as explained above, is not unique. One inverse reads
Equations (12) and (13) summarise our explicit parameterisation of the resonant triads' wavevector ratios
3 in terms of the new parameters (A, B) ∈ Q 2 . In this context it is worth referring the interested reader to the work by Kopp (2017) , who found another parameterisation independently.
Finding a bounded domain in (A, B) plane
In Bustamante and Hayat (2013) we established that a direct search for resonant triads (using e.g. brute-force methods or more clever methods via parameterisations) could be simplified quite a bit by imposing some ordering convention on the wavevectors:
• The first idea is that the streamfunction is real, therefore if a wavevector (k, l) appears in the sum in equation (2), then its negative (−k, −l) must also appear, and in fact both contribute with exactly the same energy to the system. In other words, the wavevectors (k, l) and (−k, −l) are indistinguishable. Therefore, it is enough to consider a half plane, and we choose the convention 0 < k ∈ Z, l ∈ Z. Notice that the case k = 0 is important physically because it corresponds to the so-called zonal modes, but in the context of finding solutions to the resonant equation one can discard this case (solutions with k = 0 are easy to find).
• The second idea is that, in a resonant triad, the roles of (k 1 , l 1 ) and (k 2 , l 2 ) are interchangeable, so one can introduce a convention to avoid counting twice the same physical triad. Such a convention is, for example, k 1 ≤ k 2 , which was used in Bustamante and Hayat (2013) .
• The third idea is that the governing equation (1) is invariant under the mirror symmetry y → −y of the zonal coordinate, which implies that, given a resonant triad, the mirror image obtained by the mapping l j → −l j , j = 1, 2, 3 is another resonant triad (physically different). Therefore, in the direct search for triads, one can introduce a convention in order to pick only one resonant-triad representative of the mirror symmetry (and get its mirror image in post-processing). Such a convention is, for example, to impose l 1 < 0.
We have found, using the Mathematica command Reduce, that applying the simple ordering convention {0 < k 1 ≤ k 2 < k 3 , l 1 < 0} to the wavevector components given by our parameterisation in equation (12) is equivalent to the following conditions for the new (A, B) parameters:
where we have introduced the piecewise-differentiable continuous function B max (A), defined by
where A 1 , A 2 are the two real roots of the polynomial P (A) = 11A 4 + 20A 3 − 16A − 16, with A 1 < 0 < A 2 , and B 0 (A) is defined for A ∈ [A 1 , A 2 ] as the negative real root of the polynomial Q A (B) = 27B Figure 1 shows a plot of the region Ω where the parameters (A, B) must lie. The importance of this result is that it establishes that the parameters (A, B) are within a bounded open region, and this can be used to improve direct brute-force searches of resonant triads, with less than O(N 4 ) complexity, where N is the size of the box in wavevector space. In practice, if we produce grids within the region Ω having a small enough resolution ∆ N , the resonant triads obtained via equations (12) should be close enough to resonant triads located within a given box of size N , and could thus be found by rounding to nearest integers. The question is whether or not we can bound ∆ N from below, so that the complexity of the calculation can be kept smaller than O(N 4 ). One would hope to obtain O(N 3 ) complexity or even lower, but we will leave this discussion to a forthcoming paper. Open dots denote the values of (A, B) corresponding to all 472 irreducible resonant triads of CHM equation whose wavevectors (k, l) lie within the domain {0 < k ≤ 5000, −5000 ≤ l ≤ 5000}, and where we have used the following convention to avoid repeated counting of triads: 0 < k 1 ≤ k 2 < k 3 , and we have selected one representative of the mirror-image symmetry l → −l by imposing the condition l 1 < 0 (thus, there are 944 irreducible triads in reality). The bounded domain in the figure corresponds to these two conditions mapped to the (A, B) plane. The density plot is a smoothed probability density function obtained from the discrete set of points, using a least-squares cross validation method.
Improved brute-force numerical search algorithm
We present the results of our successful attempt to reduce the complexity of a brute-force direct numerical search for triad resonances of the CHM equation. The method uses the resonance equation (4) to reduce the complexity to O(N 3 ) where N is the wavevector box size. We implement the code as follows:
• Perform 3 nested loops: an outer loop over wavevector component k 1 from 1 to N/2 , a middle loop over k 3 from 2k 1 to N and an inner loop over l 1 from 1 to N .
• Use real numbers whenever possible and parallelise the loops to optimise the code.
• Within the loop, solve numerically the resonance equation (4) Post-processing work is required on the set of triads obtained:
• A selection process is easily applied to ensure that exact resonance is satisfied.
• Irreducible triads (defined by the condition that the components (k 1 , k 3 , l 1 , l 3 ) are coprime) can be easily selected; in view of the projective character of the transformations (12), this is desirable when looking for a unique representative in the (A, B) plane.
• As remarked earlier, this method gives rise to exactly half of the total set of resonant triads in a given wavevector box. The remaining half is obtained in post-processing by applying the mirror symmetry l → −l to these triads.
• Finally, notice that this method controls (by construction) the size of the components k 1 , k 2 , k 3 , l 1 to within the box of length N , but the size of the l 2 , l 3 components is not a priori controlled, so an extra selection in post-processing is needed to ensure |l 2 |, |l 3 | ≤ N .
As an example, for the box of size N = 5000 we find all irreducible resonant triads whose wavevectors satisfy 0 < k ≤ 5000, −5000 ≤ l ≤ 5000 and the conventions 0 < k 1 ≤ k 2 < k 3 , l 1 < 0. This gives a total of 472 triads (after mirror symmetry is applied, the number of irreducible triads doubles to 944). The calculation took about 10.5 days on a 16-core machine. These triads are shown explicitly in the Appendix, using the notation {k 1 , l 1 } {k 2 , l 2 } {k 3 , l 3 } and sorting the triads in terms of smallest k 1 and |l 1 |. We remark the fact that, with such an ordering for the resonant triads, the inequality l 2 > 0 follows necessarily, as can be demonstrated using the explicit parameterisation (12). Physically this implies that resonant interactions always involve positive and negative zonal components, leading to zig-zag patterns.
It is worth mentioning that our search method finds all irreducible resonant triads in a given wavevector box. This shows that there is room for improvement regarding the methods that use explicit parameterisations: Kopp (2017) found 463 triads (so just 9 triads missing) using his parameterisation and a simple algorithm to scan over the parameter space.
Dynamical issues and spread of quadratic invariants across scales
We have seen we can assume without loss of generality k 3 > k 1 > 0 and k 3 > k 2 > 0 but, in contrast to the convention used in the previous section, we will not assume the ordering k 1 ≤ k 2 . Rather, in this Section we will order the wavevectors according to their L 2 norm:
. By looking at the frequency resonance condition (12), we see it can be re-written as follows:
At this point it is worth recalling a well-known physical implication stemming from this latter inequality. Regarding the Charney-Hasegawa-Mima partial differential equation, this inequality means that k 3 , the wavevector in the resonant triad with the largest meridional component, has a modulus that is in between the moduli of the other two wavevectors in the triad. In physical terms: this wavevector's scale is in between the other two wavevectors' scales. Moreover, a direct inspection of the triad interaction coefficients leads to the conclusion that this mid-scale wavevector is active in the sense that the interaction conserves locally the positive-definite quadratic terms of the form
where Ψ k is a Fourier component of the original streamfunction field at wavenumber k:
Let us go deeper into the scale relations between the wavevectors in a resonant triad. Motivated by our direct search method to find whether a given wavevector belongs to one (or more) resonant triads, we have studied upper bounds for the largest wavevector modulus, k 2 , and also for the largest wavevector meridional component, k 3 . We have established the following sharp bounds:
, where r ≡ k1 k1 (≥ 1) and U (s) is the function determined by the unique real root of the sixth-order polynomial defined by the conditions
, where r and U (s) are defined in the previous point, and V (σ) is the function determined by the unique real root of the fourth-order polynomial defined by the conditions
Corollary 4.2. Under the same conditions of the above theorem, the following practical bounds hold:
These practical bounds provide an understanding of the maximum scale spread across wavevectors in a resonant triad, leading to the scalings
In a forthcoming revision we will provide a full proof of the above Theorem and Corollary, along with a direct numerical assessment of the sharpness of the bounds found.
Appendix: 472 Irreducible Triads in the box of size 5000. Notation: 
End of Appendix.
