Authors have proposed an asymmetrical associative neural network (NN) using variable hysteresis threshold and its learning and association algorithms. I t can drastically improve noise performance, t h a t is insensitivity t o noise,, In this paper, memory capacity bound and threshold optimization in this associative NN are f u r t h e r discussed. Binary random patterns are considered. First, relation between the number of patterns and the number of iterations; is investigated. The latter gradually increases until some number of patterns. After that, it suddenly increases. This is a very peculiar phenomenon. This turning point gives the memory capacity bound, t h a t is about 1.56N, where IY is the number of units. Next, threshold optimization is discussed. Relation between threshold and noise performance, and effects of connection weight distribution on noise performance are theoretically discussed. Based on thlese results, a ratio of step-size and the threshold is optimized t o be Q.5/(Np-1), where Np is the number of units on the pattern. Numerically statistical simulation demonstrates efficiency of the proposed methods.
I INTRODUCTION
An associative memory is one of useful applications of artificial neural rietworks (NNs). Connection weights are adjusted so t h a t the equilibrium staites express t h e patterns t o be memorized. Conventional methods include auto-correlation methods and orthogonal methods [ 11-[6] . These methods, however, assume symmetrical weights, and are effective only f o r lineally independent patterns o r orthogonal patterns. Therefore, a memory capacity and noise performance, t h a t is insensitivity t o noise, are strictly limited.
Authors have proposed an asymmetrical associative neural network using variable hysteresis threshold and its learning and association algorithms [7] , [8] . I t can drastically improve noise performance. In this paper, the memory capacity bound and threshold optimization are f u r t h e r discussed. Binary random patterns are taken into account.
II ASYMIWTRICAL RECURRENT NEURAL " W O R K
The asymmetrical recurrent NN proposed in [7] ,[8] is briefly described here.
The network transition is formulated as follows: Figure 1 shows t h e simulation 6000 results. The number of units N is 64. The threshold T is chosen t o be 10, 5000 20 and 30. The r e s u l t using T=20 is shown here. The other thresholds, provide t h e same results. The.g 3ooo number of iterations gradually in-.; creases up t o 80 patterns. After 2000 that, it suddenly increases. This is a very peculiar phenomenon. In the 1000 simulation, t h e training converges patterns could be increased a l i t t l e more. However, from t h e very sharp i t e r a t i o n s and t h e number of slope in Fig.1 , it is almost limited p a t t e r n s t o be memorized. Figure 2 shows simulation results using 50 patterns. From t h e s t a r t i n g point t o T=30, t h a t is r(n)=0.0167, t h e variance can decrease. Therefore, r(n) is not optimum in this interval. After this point, the variance is almost saturated. Therefore, t h e obtained weights are scaled versions of the weights obtained at t h e turning point r(n)=0.0167. Noise performance is not improved any more.
N e t w o r k Structure
Although a smaller r(n) than 0.0167 can guarantee a l i t t l e smaller variance, it requires a large number of computations. Taking both noise performance and computational load into account, the turning point gives t h e best selection.
In this simulation, Np=32, then change of the unit input at one iteration is 17 (n)(N-1)=15.5 f o r T=30. Actually, the change is smaller than 15.5 due t o interference by the other patterns. This relation w a s held f o r the different number of patterns. Therefore, the following condition on t h e step-size 77 (n) and the threshold T can be obtained.
V NOISE SENSITIVITP AND 7 (n)/T Noise performance is investigated based on t h e ratio 7 (n)/T. Conditions of the simulation are the same as in Sec. IV. Random noise is added. The state of 5-20% units, randomly selected, are changed. Figure 3 shows t h e simulation results. A s expected in the previous section, association rates increase until about T=30, t h a t is r(n)=0.0167. After that, they tend t o saturate. Thus, noise performance also s a t u r a t e a f t e r this turning point. The number of p a t t e r n s is 50.
VI CONCLUSIONS
The memory capacity bound f o r random patterns and the threshold optimization method have been proposed f o r the asymmetrical recurrent NN with variable hysteresis threshold. Efficiency of the proposed has been justified through numerically statistical simulation.
