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r˜ ∈ RNr˜ Regularisierungssto¨rung des quadratischen Unterproblems
rη ∈ RNrη Relaxierungssto¨rung des quadratischen Unterproblems
rˆ ∈ RNrˆ Regularisierungssto¨rung des nichtlinearen Problems
Σ ⊂ RNx Zula¨ssige Menge des nichtlinearen Problems
I(x), J(x) ⊂ RNx Mengen der aktiven Indizes
f : RNx → R Zielfunktion des nichtlinearen Problems
g : RNx → RNg Ungleichungsnebenbedingungen des nichtlinearen Problems
h : RNx → RNh Gleichungsnebenbedingungen des nichtlinearen Problems
fˆ : RNx × R→ R Zielfunktion des quadratischen Unterproblems
gˆ : RNx × R→ RNg Ungleichungsnebenbedingungen des quadratischen Unterproblems
hˆ : RNx × R→ RNh Gleichungsnebenbedingungen des quadratischen Unterproblems
∇xf : RNx → RNx Gradient der Funktion f
g′,∇xgT : RNx → RNg × RNx Jacobi-Matrix der Funktion f
∇2xxf : RNx → RNx × RNx Hesse-Matrix der Funktion f
L(x, λ, μ, z) : RNx × RNg × RNh × RNb → R Lagrange-Funktion des nichtlinearen Pro-
blems
Lˆ(d, δ, λˆ, μˆ, zˆδ) : R
Nx+1 × RNg × RNh × RNb → R Lagrange-Funktion des quadratischen
Unterproblems
1 Einleitung
Die nichtlineare Optimierung ist zu einer der Schlu¨sseltechnologien der angewandten
Mathematik geworden. Anwendungen gibt es zum Beispiel in Bereichen der Medizin, der
Wirtschaftswissenschaften, der Naturwissenschaften oder der Ingenieurwissenschaften.
Insbesondere in den Ingenieurwissenschaften hat sich im Feld der Luft- und Raumfahrt
die nichtlineare Optimierung als unverzichtbares Hilfsmittel erwiesen, als Beispiele sei-
en die Optimierung von Trajektorien, Auf- und Abstiegsbahnen und insbesondere die
Optimierung von Niedrigschubbahnen genannt.
Die Anwendungen, in denen nichtlineare Optimierung genutzt wird, sind so vielfa¨ltig,
dass es nicht mo¨glich ist, einen vollsta¨ndigen U¨berblick zu geben. In der Originalformu-
lierung sind viele der Anwendungsprobleme Optimalsteuerungsprobleme. Zum Lo¨sen
dieser Probleme haben sich zwei Verfahren durchgesetzt, die indirekten und direkten
Verfahren.
Indirekte Verfahren wenden das Minimumprinzip an und fu¨hren das Ausgangsproblem
auf ein Randwert-Problem zuru¨ck. Dabei sind jedoch Kenntnisse u¨ber die Theorie der
Optimalsteuerungsprobleme notwendig. Daru¨ber hinaus bestehen weitere Nachteile, die
diesen Lo¨sungsansatz in vielen Fa¨llen nicht praktikabel machen.
Bei den direkten Verfahren hingegen wird durch Diskretisierung ein nichtlineares Opti-
mierungsproblem erzeugt. Eine typische Eigenschaft diskretisierter Optimalsteuerungs-
prozesse ist die spezielle Struktur der Matrizen des entstehenden nichtlinearen Opti-
mierungsproblems. Die fu¨r die Optimierung notwendigen Ableitungen erster und zwei-
ter Ordnung sind große Matrizen. Der Hauptteil der Eintra¨ge der Matrix besitzt den
Wert Null. Solche Matrizen werden schwachbesetzt genannt. Die Gro¨ße der auftretenden
Matrizen hat in der Vergangenheit zu Problemen gefu¨hrt. Ein erster Optimierungsalgo-
rithmus von Wilson [63] fu¨r spezielle Klassen von nichtlinearen Optimierungsproblemen
konnten Probleme mit circa 100 Variablen und Nebenbedingungen lo¨sen. Ein Ansatz,
den viele Verfahren in der Vergangenheit gemein hatten, war auf die exakte Berechnung
der zweiten Ableitung zu verzichten. Fu¨r eine Berechnung dieser Ableitung mit ﬁniten
Diﬀerenzen sind viele Funktionsauswertungen no¨tig. Anstatt dieser zeitaufwendigen Be-
rechnung wurden sogenannte Update-Techniken genutzt, um eine Approximation der
Hesse-Matrix zu berechnen. Der entscheidende Vorteil dieser Technik liegt in der schnel-
len Berechnung der Approximation. Erste Update-Techniken wurden 1959 von Davidon
[20] vorgestellt. Die am meisten genutzte Technik ist das sogenannte BFGS-Update von
Broyden [5], Fletcher [24], Goldfarb [37] und Shanno [56].
Mit der rasanten Entwicklung der Computertechnologie wurden die Optimierungsver-
fahren weiterentwickelt, so dass die Methoden mit der Zeit in der Lage waren, Probleme
mit tausend und mehr Variablen und Nebenbedingungen zu lo¨sen. Dabei a¨nderte sich
wenig an den grundsa¨tzlich benutzten Techniken.
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4Neben vielen Vorteilen besaßen die Verfahren mit den BFGS-Update-Techniken auch
einen gravierenden Nachteil, die berechnete Approximation der Hesse-Matrix wird im
Allgemeinen eine dichte Matrix ergeben. Neben den Verfahren der nichtlinearen Opti-
mierung entwickelten sich die Anwendungen rasant weiter. Die Dimension der entste-
henden nichtlinearen Optimierungsprobleme wuchs in einem Maße, dass die Verfahren
mit Update-Methoden nicht mehr Schritt halten konnten. Neben dem bisher limitieren-
den Faktor der Rechenleistung kam der Gro¨ße des Arbeitsspeichers eine immer wichtiger
werdende Rolle zu.
Um neue Anwendungsprobleme eﬃzient lo¨sen zu ko¨nnen, ist es daher no¨tig, das Lo¨sungs-
verfahren von Grund auf darauf auszurichten, dass es die schwachbesetzte Struktur des
nichtlinearen Optimierungsproblems ausnutzt. Durch die Schwachbesetztheit der Pro-
bleme ist man dazu u¨bergegangen die exakte Hesse-Matrix zu nutzen, siehe Wa¨chter et
al. [62, 60, 61], Byrd et al. [16] oder Ulbrich et al. [57, 59].
Der Fokus dieser Dissertation liegt auf der Verbesserung eines bestehenden Verfah-
rens zur Lo¨sung nichtlinearer Optimierungsprobleme. Dazu werden die nichtlinearen
Optimierungsprobleme als sogenannte parametergesto¨rte, nichtlineare Optimierungs-
probleme betrachtet und bisher nicht genutzte Ergebnisse aus der Sensitivita¨tstheorie
genutzt. Bu¨skens [7] stellte 2002 erste Ergebnisse vor, die zeigen, wie mithilfe der Sen-
sitivita¨tsableitungen aus der Lo¨sung des ungesto¨rten Problems eine Approximation der
Lo¨sung eines gesto¨rten Problems berechnet werden kann. Der Ansatz von Bu¨skens wird
in dieser Arbeit in das bestehende Optimierungsverfahren WORHP eingebunden. Wei-
ter wird gezeigt, dass in WORHP die Sensitivita¨tsableitungen besonders eﬃzient be-
rechnet werden ko¨nnen. WORHP ist ein sogenanntes SQP-Verfahren und erzeugt eine
Folge von Iterierten, die gegen die Lo¨sung des Optimierungsproblems konvergiert. Die
erste Idee fu¨r ein SQP-Verfahren stammt von Wilson [63] aus dem Jahr 1963. Wieder
aufgegriﬀen und weiterentwickelt wurde sie 1976 von Han [39]. Seitdem za¨hlen diese
Verfahren zu denen am meist genutzten Methoden zum Lo¨sen von nichtlinearen Opti-
mierungsproblemen.
In Kapitel 2 werden alle notwendigen mathematischen Voraussetzungen fu¨r diese Arbeit
bereit gestellt. Zuerst werden die wichtigsten Ergebnisse der nichtlinearen Optimierung
zusammengefasst. Weiter wird kurz auf die parametergesto¨rte, nichtlineare Optimierung
eingegangen. Schließlich werden die notwendigen Resultate der Sensitivita¨tsanalyse for-
muliert.
Im Anschluss an Kapitel 2 werden in Kapitel 3 Methoden der nichtlinearen Optimierung
behandelt. Dort wird zuerst eine U¨bersicht und Einfu¨hrung u¨ber bestehende Lo¨sungs-
methoden fu¨r nichtlineare Optimierungsprobleme gegeben. Anschließend wird die nume-
rische Lo¨sung nichtlinearer Optimierungsprobleme am Beispiel des Verfahrens WORHP
erkla¨rt.
Das Kapitel 4 befasst sich mit der eigentlichen Korrekturidee. Dort wird zuna¨chst ge-
zeigt, wie es mit geringem Aufwand mo¨glich ist, Sensitivita¨tsableitungen innerhalb von
WORHP zu berechnen. Anschließend werden die Ideen fu¨r die Korrekturschritte deﬁ-
niert. Im Anschluss daran wird fu¨r diese Korrekturschritte hergeleitet, wie sie eﬃzient
berechnet werden ko¨nnen und welche Eigenschaften sie besitzen.
In Kapitel 5 wird WORHP mit aktuellen Verfahren zum Lo¨sen nichtlinearer Optimie-
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rungsprobleme verglichen. Die dabei erzielten Ergebnisse von WORHP werden in den
folgenden Abschnitten als Vergleichswerte benutzt, um die in Kapitel 4 vorgestellten
Ideen der Korrekturschritte zu testen.
Schließlich wird im 6. Kapitel ein Fazit gezogen sowie ein Ausblick auf mo¨gliche Erwei-
terungen gegeben.

2 Mathematische Grundlagen
In diesem Kapitel werden wir die mathematischen Grundlagen dieser Arbeit formu-
lieren. Dabei werden wir gro¨ßtenteils auf die Beweise verzichten und nur Quellen dazu
angeben. Eine Ausnahme bildet dabei der Sensitivita¨tssatz, da dieser eines der zentralen
Resultate ist, auf dem die Arbeit aufbaut.
2.1 Notationen
Sei f : RNx → R und x = (x1, . . . , xNx)T ∈ RNx . Der Gradient von f im Punkt x ist
deﬁniert als
∇xf(x) =
(
∂f(x)
∂x1
, . . . ,
∂f(x)
∂xNx
)T
.
Die Hesse-Matrix von f im Punkt x ist gegeben durch
∇2xxf(x) =
⎛
⎜⎜⎝
∂2f(x)
∂x1∂x1
· · · ∂2f(x)
∂x1∂xNx
...
. . .
...
∂2f(x)
∂xNx∂x1
· · · ∂2f(x)
∂xNx∂xNx
⎞
⎟⎟⎠ .
Sei f : RNx → RNf mit f = (f1, . . . , fNf )T und x = (x1, . . . , xNx)T ∈ RNx . Die Jacobi-
Matrix von f im Punkt x ist deﬁniert durch
f ′(x) =
⎛
⎜⎜⎝
∂f1(x)
∂x1
· · · ∂f1(x)
∂xNx
...
. . .
...
∂fNf (x)
∂x1
· · · ∂fNf (x)
∂xNx
⎞
⎟⎟⎠
und fu¨r die Notation mit ∇ ergibt sich
f ′(x)T = ∇xf(x) =
⎛
⎜⎜⎝
∂f1(x)
∂x1
· · · ∂fNf (x)
∂x1
...
. . .
...
∂f1(x)
∂xNx
· · · ∂fNf (x)
∂xNx
⎞
⎟⎟⎠ = (∇xf1(x), . . . ,∇xfNf (x)) .
Fu¨r einen Vektor x ∈ RNx bezeichnen wir mit ‖x‖ die euklidische Norm und mit ‖x‖∞
die Maximumsnorm des Vektors.
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2.2 Nichtlineare Optimierung
In diesem Abschnitt werden die wichtigsten Ergebnisse der nichtlinearen Optimierung
behandelt, ausgehend vom Standardproblem der nichtlinearen Optimierung bis zu den
notwendigen Bedingungen zweiter Ordnung.
2.2.1 Das Standardproblem der nichtlinearen Optimierung
Fu¨r die Funktion f : RNx → R kann das Standardproblem der nichtlinearen Optimie-
rung formuliert werden als
min
x∈RNx
f(x)
unter x ∈ Σ.
Dabei ist Σ ⊆ RNx und Σ = ∅.
Der Fokus dieser Arbeit liegt auf speziellen Gebieten Σ. Dazu betrachten wir die Funk-
tionen
g = (g1, . . . , gNg)
T : RNx → RNg ,
h = (h1, . . . , hNh)
T : RNx → RNh ,
und eine konvexe sowie abgeschlossene Menge S ⊆ RNx mit int(S) = ∅. Wir deﬁnieren
Σ := {x ∈ S | gi(x) ≤ 0, i = 1, . . . , Ng und hj(x) = 0, j = 1, . . . , Nh}.
Damit erhalten wir das Standardproblem der nichtlinearen Optimierung in der bekann-
ten Form
min
x∈RNx
f(x)
unter gi(x) ≤ 0, i = 1, . . . , Ng,
hj(x) = 0, j = 1, . . . , Nh,
x ∈ S.
(NLP)
Bekannte Spezialfa¨lle des Problems (NLP) sind lineare Optimierungsprobleme (line-
ar programming), quadratische Optimierungsprobleme (quadratic programming, QP),
diskrete Optimalsteuerungsprobleme oder restringierte, nichtlineare kleinste-Quadrate-
Probleme.
In der folgenden Deﬁnition werden alle beno¨tigen Begrifﬂichkeiten der Problemformu-
lierung (NLP) erla¨utert.
Deﬁnition 2.2.1. (Grundbegriffe)
i. Die zu minimierende Funktion f wird Zielfunktion genannt.
ii. Ein Punkt x heißt zula¨ssig, wenn x ∈ Σ gilt. Σ wird zula¨ssige Menge genannt.
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iii. x ∈ Σ wird globales Minimum von f genannt, wenn
f(x) ≤ f(x), x ∈ Σ.
iv. x ∈ Σ wird streng globales Minimum von f genannt, wenn
f(x) < f(x), x ∈ Σ, x = x.
v. x ∈ Σ wird lokales Minimum von f genannt, wenn fu¨r ε > 0 eine Umgebung
Uε(x) := {x ∈ S | ‖x− x‖ < ε}
von x existiert mit
f(x) ≤ f(x), x ∈ Uε(x) ∩ Σ. (2.1)
vi. x wird streng lokales Minimum von f genannt, wenn in Gleichung (2.1) strenge
Ungleichheit gilt fu¨r alle x ∈ Uε(x) ∩ Σ, x = x.
Des Weiteren wird die Deﬁnition der aktiven Indexmengen beno¨tigt.
Deﬁnition 2.2.2. Sei x ∈ Σ. Eine Nebenbedingung gi(x) ≤ 0 heißt aktiv im Punkt x,
wenn gi(x) = 0 gilt, und inaktiv, wenn gi(x) < 0. Die Mengen
I(x) := {i ∈ {1, ..., Ng} | gi(x) = 0}
und
J(x) := I(x) ∪ {1, ..., Nh}
werden Mengen der aktiven Indizes genannt.
Bei der weiteren Betrachtung des Problems (NLP) erweisen sich die folgenden Begriffe
als nu¨tzlich.
Deﬁnition 2.2.3. Sei x ∈ Σ. Weiter seien die Funktionen g und h stetig differenzierbar
bezu¨glich x in einer Umgebung von x. Der Punkt x heißt regula¨r, wenn die folgenden
Bedingungen erfu¨llt sind:
i. Die Gradienten ∇xhj(x), j = 1, . . . , Nh sind linear unabha¨ngig.
ii. Es existiert ein Vektor dˆ ∈ int(S − {x}) mit
∇xgi(x)T dˆ < 0, i ∈ I(x) und ∇xhj(x)T dˆ = 0, j = 1, . . . , Nh.
Bemerkung 2.2.4. Die Bedingungen aus Deﬁnition 2.2.3 wurden erstmals von Man-
gasarian und Fromowitz [47] vorgestellt und werden Mangasarian-Fromowitz-Bedin-
gungen genannt. In der Literatur ist es durchaus u¨blich, die Regularita¨t auf eine andere
Weise zu deﬁnieren. Im Falle eines konvexen Problems kann gezeigt werden, dass die
Bedingungen von Mangasarian-Fromowitz gleichwertig zu der Slater-Bedingung sind.
Bei der Slater-Bedingung wird fu¨r die Gradienten ∇xhj(x), j = 1, . . . , Nh keine lineare
Unabha¨ngigkeit gefordert.
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Deﬁnition 2.2.5. Sei x ∈ Σ. Die Funktionen g und h seien stetig differenzierbar
bezu¨glich x in einer Umgebung von x. Der Punkt x heißt normal oder streng regula¨r
wenn die folgenden Bedingungen erfu¨llt sind:
i. x ∈ int(S).
ii. Die Gradienten ∇xgi(x), i ∈ I(x) und ∇xhj(x), j = 1, . . . , Nh sind linear un-
abha¨ngig.
Bemerkung 2.2.6. Die Bedingung aus Deﬁnition 2.2.5 wird auch Linear Independence
Constraint Qualiﬁcation (LICQ) genannt.
Bemerkung 2.2.7. Neben den vorgestellten Regularita¨tsbedingungen gibt es zahlrei-
che weitere Bedingungen, zum Beispiel die Bedingungen nach Robinson [51, 52] oder
Guignard [38].
2.2.2 Notwendige Optimalita¨tsbedingungen erster Ordnung
Notwendige Optimalita¨tsbedingungen fu¨r nichtlineare Optimierungsprobleme bilden die
Basis fu¨r alle weiteren Ansa¨tze und Betrachtungen in dieser Arbeit. Sie sind vielfach in
der Literatur besprochen und hergeleitet worden. Neben den eingefu¨hrten Begriffen aus
Abschnitt 2.2.1 werden dabei die Lagrange-Funktion sowie die Lagrange-Multiplikatoren
beno¨tigt.
Deﬁnition 2.2.8. (Lagrange-Funktion) Sei l0 ∈ R, λ ∈ RNg und μ ∈ RNh . Dann
wird die Funktion
L(l0, x, λ, μ) := l0f(x) + λ
Tg(x) + μTh(x) = l0f(x) +
Ng∑
i=1
λigi(x) +
Nh∑
j=1
μjhj(x)
Lagrange-Funktion genannt. l0 sowie die Vektoren λ und μ heißen Lagrange-Multiplika-
toren.
Satz 2.2.9. (Fritz-John-Bedingungen)
Der Punkt x ∈ RNx sei lokales Minimum von (NLP). Die Menge S sei abgeschlossen
und konvex mit int(S) = ∅. Die Funktionen f, g und h seien stetig differenzierbar. Dann
existieren l0 ∈ R und Lagrange-Multiplikatoren λ ∈ RNg und μ ∈ RNh mit (l0, λ, μ) = 0,
so dass die folgenden Bedingungen erfu¨llt sind:
i. Vorzeichenbedingungen:
l0 ≥ 0, λi ≥ 0, i = 1, . . . , Ng (2.2)
ii. Optimalita¨tsbedingung:
∇xL(l0, x, λ, μ)(x− x) ≥ 0, x ∈ S, (2.3)
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iii. Komplementarita¨tsbedingungen:
λigi(x) = 0, i = 1, . . . , Ng, (2.4)
iv. Zula¨ssigkeit:
x ∈ Σ. (2.5)
Beweis. Einen Beweis ﬁndet man unter anderem in Gill, Murray, Saunders und Wright
[35].
Fu¨r den Fall l0 = 0 erhalten wir einen sogenannten entarteten Fall, bei dem die Ziel-
funktion in der Lagrange-Funktion nicht beru¨cksichtigt wird.
Der folgende Satz ist nach Karush, Kuhn und Tucker benannt und gibt Auskunft
daru¨ber, in welchen Fa¨llen l0 = 1 gilt. Karush hat 1939 als erster dieses Ergebnis
in seiner unvero¨ffentlichten Arbeit [41] beschrieben. Vero¨ffentlicht wurde das Ergebnis
1951 von Kuhn und Tucker in [44].
Satz 2.2.10. (KKT-Bedingungen)
Es gelten die Voraussetzungen von Satz 2.2.9.
i. Ist x regula¨r, so gilt Satz 2.2.9 mit l0 = 1.
ii. Gilt sogar, dass x normal ist, so folgt zusa¨tzlich die Eindeutigkeit von λ und μ.
Durch dieses Resultat ist es mo¨glich ein Kriterium zu formulieren das numerisch aus-
gewertet werden kann.
Satz 2.2.11. Der Punkt x ∈ RNx sei lokales Minimum von (NLP). Die Menge S
sei abgeschlossen und konvex mit int(S) = ∅. Die Funktionen f, g und h seien stetig
differenzierbar. Dann existieren Lagrange-Multiplikatoren λ ∈ RNg und μ ∈ RNh mit
(l0, λ, μ) = 0 so, dass die folgenden Bedingungen erfu¨llt sind:
i. Vorzeichenbedingungen:
λi ≥ 0, i = 1, . . . , Ng (2.6)
ii. Optimalita¨tsbedingung:
∇xL(1, x, λ, μ) = ∇xf(x) +
Ng∑
i=1
λi∇xgi(x) +
Nh∑
j=1
μj∇xhj(x) = 0. (2.7)
iii. Komplementarita¨tsbedingungen:
λigi(x) = 0, i = 1, . . . , Ng, (2.8)
iv. Zula¨ssigkeit:
x ∈ Σ. (2.9)
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Verku¨rzt ko¨nnen wir in diesem Fall im Folgenden fu¨r die Lagrange-Funktion
∇xL(x, λ, μ) := ∇xL(1, x, λ, μ)
schreiben.
Bemerkung 2.2.12. Die U¨berpru¨fung der Bedingung (2.7) ist durch Auswerten der
ersten Ableitungen der Zielfunktion und Nebenbedingen mo¨glich. Dieses Kriterium bil-
det die Grundlage des in dieser Arbeit behandelten Algorithmus.
Deﬁnition 2.2.13. (Kritischer Punkt, Extremalpunkt, KKT-Punkt)
Ein Punkt x ∈ RNx zusammen mit seinen Lagrange-Multiplikatoren λ ∈ RNg und
μ ∈ RNh wird kritischer Punkt, Extremalpunkt oder KKT-Punkt genannt, wenn die
Bedingungen (2.6), (2.7), (2.8) und (2.9), erfu¨llt sind.
Nicht jeder kritische Punkt des Problems (NLP) ist auch ein lokales Minimum. So
stimmen die Bedingungen fu¨r einen kritischen Punkt der Probleme
min
x∈RNx
f(x)
unter h(x) = 0
und
max
x∈RNx
f(x)
unter h(x) = 0
u¨berein. Die Betrachtung von Bedingungen zweiter Ordnung kann hier Abhilfe schaffen.
2.2.3 Notwendige und hinreichende Optimalita¨tsbedingungen
zweiter Ordnung
In diesem Kapitel werden wir die notwendigen und hinreichenden Optimalita¨tsbedin-
gungen zweiter Ordnung diskutieren.
Deﬁnition 2.2.14. Sei (x, λ, μ) ein KKT-Punkt des Standardproblems der Optimie-
rung (NLP) mit S = RNx . Der kritische Kegel ist deﬁniert als
TC(x) := {d ∈ RNx | ∇xgi(x)d ≤ 0, i ∈ I(x), λi = 0,
∇xgi(x)d = 0, i ∈ I(x), λi > 0,
∇xhj(x)d = 0, j = 1, . . . , Nh}.
Mit dem kritischen Kegel ist es mo¨glich, die notwendigen Bedingungen zweiter Ordnung
zu formulieren.
Satz 2.2.15. (Notwendige Bedingungen zweiter Ordnung)
Der Punkt x ∈ RNx sei normal und zula¨ssig. Weiter erfu¨lle er mit seinen Lagrange-
Multiplikatoren λ ∈ RNg und μ ∈ RNh die KKT-Bedingungen fu¨r das Standardopti-
mierungsproblems (NLP). Sind f, g und h zweimal stetig differenzierbare Funktionen in
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einer Umgebung von x und S = RNx, so folgt:
dT∇2xxL(x, λ, μ)d ≥ 0 fu¨r alle d ∈ TC(x).
Beweis. Ein Beweis la¨sst sich zum Beispiel bei Spellucci [58] oder Fiacco und McCor-
mick [23] ﬁnden.
Dieses Ergebnis fu¨hrt zu hinreichenden Bedingungen fu¨r ein lokales Minimum.
Satz 2.2.16. (Hinreichende Bedingungen zweiter Ordnung)
Der Punkt x ∈ RNx sei normal und zula¨ssig. Weiter erfu¨lle er mit seinen Lagrange-
Multiplikatoren λ ∈ RNg und μ ∈ RNh die KKT-Bedingungen fu¨r das Standardopti-
mierungsproblems (NLP). Sind f, g und h zweimal stetig differenzierbare Funktionen in
einer Umgebung von x und S = RNx und gilt
dT∇2xxL(x, λ, μ)d > 0 fu¨r alle d ∈ TC(x), d = 0,
so existiert eine Umgebung U von x und ein α > 0 so, dass gilt
f(x) ≥ f(x) + α‖x− x‖2, x ∈ Σ ∩ U.
Beweis. Erneut kann ein Beweis bei Spellucci [58] oder Fiacco und McCormick [23]
nachgelesen werden.
Um ein lokales Minimum zu erhalten, muss gepru¨ft werden, ob die Hesse-Matrix der
Lagrange-Funktion im kritischen Punkt x positiv deﬁnit auf dem kritischen Kegel TC(x)
ist.
2.3 Parametergesto¨rte nichtlineare Optimierung
2.3.1 Das Standardproblem der parametergesto¨rten
nichtlinearen Optimierung
Analog zu Abschnitt 2.2.1 wird das Standardproblem der parametergesto¨rten nichtli-
nearen Optimierung deﬁniert. Nachfolgend gilt S = RNx .
Deﬁnition 2.3.1. Sei x ∈ RNx , p ∈ P ⊂ RNp . Weiterhin seien die Zielfunktion f :
R
Nx × RNp → R, sowie Nebenbedingungen g = (g1, . . . , gNg)T : RNx × RNp → RNg , h =
(h1, . . . , hNh)
T : RNx × RNp → RNh gegeben. Dann wird
min
x∈RNx
f(x, p),
unter gi(x, p) ≤ 0, i = 1, . . . , Ng,
hj(x, p) = 0, j = 1, . . . , Nh,
(NLP(p))
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das Standardproblem der parametergesto¨rten nichtlinearen Optimierung genannt. Es sei
Σ(p) := {x ∈ RNx | gi(x, p) ≤ 0, i = 1, . . . , Ng und hj(x, p) = 0, j = 1, . . . , Nh}.
Ein Punkt x ∈ RNx heißt zula¨ssig, wenn x ∈ Σ(p) gilt. Σ(p) wird zula¨ssige Menge
genannt. Weiter werden die Mengen
I(x, p) := {i ∈ {1, ..., Ng} | gi(x, p) = 0}
und
J(x, p) := I(x, p) ∪ {1, ..., Nh}
Mengen der aktiven Indizes genannt.
Die Grundbegriffe aus Deﬁnition 2.2.1 ko¨nnen ebenso auf das Problem (NLP(p)) u¨ber-
tragen werden.
2.3.2 Notwendige und hinreichende Optimalita¨tsbedingungen
erster und zweiter Ordnung
Die Ergebnisse aus Abschnitt 2.2 ko¨nnen direkt auf das Standardproblem der parame-
tergesto¨rten nichtlinearen Optimierung (NLP(p)) u¨bertragen werden. Dies fu¨hrt auf die
folgenden Aussagen.
Satz 2.3.2. (Notwendige Bedingungen erster Ordnung)
Sei x ∈ RNx ein lokales Minimum des Standardproblems der parametergesto¨rten nicht-
linearen Optimierung (NLP(p0)) zur Sto¨rung p0 ∈ P ⊂ RNp. Weiter seien f eine
differenzierbare Funktion bezu¨glich x sowie g und h stetig differenzierbare Funktionen
bezu¨glich x in einer Umgebung von x. Dann gilt:
i. Ist x regula¨r, so existieren λ = (λ1, . . . , λNg)
T ∈ RNg und μ = (μ1, . . . , μNh)T ∈
R
Nh mit (λ, μ) = 0 so, dass fu¨r die Lagrange-Funktion
L(x, λ, μ, p0) := f(x, p0) + λ
T g(x, p0) + μ
Th(x, p0)
gilt
λi ≥ 0, i = 1, . . . , Ng, (2.10)
∇xL(x, λ, μ, p0) = 0, (2.11)
λigi(x, p0) = 0, i = 1, . . . , Ng. (2.12)
ii. Ist x normal, so gilt i. und die Lagrange-Multiplikatoren λ und μ sind eindeutig
bestimmt.
Satz 2.3.3. Sei x ∈ RNx ein zula¨ssiger Punkt des Standardproblems der parame-
tergesto¨rten nichtlinearen Optimierung (NLP(p0)) zur Sto¨rung p0 ∈ P ⊂ RNp und
zusa¨tzlich normal. Weiter sei f eine zweimal stetig differenzierbare Funktion bezu¨glich
x sowie g und h zweimal stetig differenzierbare Funktionen bezu¨glich x in einer Umge-
bung von x. Dann gilt:
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i. (Hinreichende Bedingungen zweiter Ordnung)
Existieren fu¨r den kritischen Kegel, deﬁniert durch
TC(x, p0) := {d ∈ RNx | ∇xgi(x, p0)d ≤ 0, i ∈ I(x), λi = 0,
∇xgi(x, p0)d = 0, i ∈ I(x), λi > 0,
∇xhj(x, p0)d = 0, j = 1, . . . , Nh},
Lagrange-Multiplikatoren λ = (λ1, . . . , λNg)
T ∈ RNg und μ = (μ1, . . . , μNh)T ∈
R
Nh mit
λi ≥ 0, i ∈ I(x, p0) und λi = 0, i ∈ I(x, p0), (2.13)
∇xL(x, λ, μ, p0) = 0, (2.14)
dT∇2xxL(x, λ, μ, p0)d > 0 ∀d ∈ TC(x, p0) \ {0}, (2.15)
so existieren ε(p0) > 0 und α(p0) > 0, fu¨r die gilt
f(x, p0) ≥ f(x, p0) + α(p0)‖x− x‖2, x ∈ Σ(p0) ∩ Uε(p0)(x). (2.16)
ii. (Strenge hinreichende Bedingungen zweiter Ordnung)
Existieren λ = (λ1, . . . , λNg)
T ∈ RNg und μ = (μ1, . . . , μNh)T ∈ RNh, so dass die
Bedingungen (2.13)-(2.15) mit λi > 0 fu¨r alle i ∈ I(x, p0) erfu¨llt sind, so gilt
(2.16), und der kritische Kegel TC(x, p0) vereinfacht sich zu
TC(x, p0) = ker ({∇xgi(x, p0) | i ∈ I(x, p0)} ∪ {∇xhi(x, p0), i = 1, . . . , Nh}) .
2.3.3 Parametrische Sensitivita¨tsanalyse
Dieser Abschnitt bildet die Grundlage fu¨r das Kapitel 4 dieser Arbeit. Wir werden als
erstes den Sensitivita¨tssatz formulieren. Da wir spa¨ter auf diesem Satz aufbauen, werden
wir ihn im Anschluss beweisen. Der Beweis orientiert sich an den Beweisen des Sensiti-
vita¨tssatzes aus den Bu¨chern von Spellucci [58], Fiacco und McCormick [23] und Fiacco
[22]. Eine besondere Version des Nachweises, die sich auf die aktiven Nebenbedingungen
beschra¨nkt, kann in Bu¨skens [11] nachgelesen werden.
Satz 2.3.4. (Sensitivita¨tssatz)
Der Punkt x ∈ RNx sei ein zula¨ssiger Punkt des Standardproblems der parameter-
gesto¨rten nichtlinearen Optimierung (NLP(p0)) zur Sto¨rung p0 ∈ P ⊂ RNp, welcher
zusammen mit den Lagrange-Multiplikatoren λ ∈ RNg und μ ∈ RNh die strengen hinrei-
chenden Bedingungen zweiter Ordnung aus Satz 2.3.3 erfu¨llt. Weiter seien f, g und h
zweimal stetig differenzierbare Funktionen bezu¨glich x in einer Umgebung von x. Eben-
so seien ∇xf,∇xg,∇xh und die Funktionen g und h stetig differenzierbar bezu¨glich p
in einer Umgebung von p0. Dann existieren eine Umgebung P0 ⊂ P von p0 und stetig
differenzierbare Funktionen x : P0 → RNx , λ : P0 → RNg und μ : P0 → RNh mit
i. x(p0) = x, λ(p0) = λ, μ(p0) = μ,
ii. die Menge der aktiven Indizes bleibt unvera¨ndert
J(x(p), p) ≡ J(x, p0) ∀p ∈ P0,
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iii. fu¨r alle p ∈ P0 sind
∇xgi(x(p), p), i ∈ I(x(p), p) und ∇xhj(x(p), p), j = 1, . . . , Nh
linear unabha¨ngig,
iv. fu¨r alle p ∈ P0 erfu¨llt der Punkt x(p) zusammen mit λ(p), μ(p) die strengen hin-
reichenden Bedingungen zweiter Ordnung aus Satz 2.3.3 mit der Sto¨rung p, das
heißt, x(p) ist ein streng lokales Minimum des Problems (NLP(p)) mit Lagrange-
Multiplikatoren λ(p) und μ(p). Weiter gilt⎛
⎜⎝
dx
dp
(p0)
dλ
dp
(p0)
dμ
dp
(p0)
⎞
⎟⎠ = −M−1
⎛
⎝∇2xpL(x, λ, μ, p0)Δ∇pg(x, p0)
∇ph(x, p0)
⎞
⎠ , (2.17)
wobei
M =
⎛
⎝∇2xxL(x, λ, μ, p0) ∇xg(x, p0) ∇xh(x, p0)Δ∇xg(x, p0)T Γ 0
∇xh(x, p0)T 0 0
⎞
⎠ (2.18)
mit Γ = diag(g1(x, p0), . . . , gNg(x, p0)) und Δ = diag(λ1, . . . , λNg) ist.
Beweis. Aus den KKT-Bedingungen des Problems (NLP(p0)) ergibt sich das im Allge-
meinen nichtlineare Gleichungssystem
F (x, λ, μ, p0) :=
⎛
⎝ ∇xL(x, λ, μ, p0)diag(λ1, . . . , λNg) · g(x, p0)
h(x, p0)
⎞
⎠ = 0.
Aus den Voraussetzungen folgt die Existenz der beiden Umgebungen Uδ(x, λ, μ) ⊂
R
Nx+Ng+Nh und U(p0) ⊂ P , so dass F stetig differenzierbar bezu¨glich (x, λ, μ) auf
Uδ(x, λ, μ)× U(p0) ist. Als erstes wird gezeigt werden, dass der Hauptsatz u¨ber impli-
zite Funktionen auf die Gleichung F (x, λ, μ, p0) = 0 (lokal) angewendet werden kann.
Dazu muss gezeigt werden, dass die Matrix d
d(x,λ,μ)
F (x, λ, μ, p0) invertierbar ist. Es ist
dF
d(x, λ, μ)
(x, λ, μ, p0) =
⎛
⎝∇2xxL(x, λ, μ, p0) ∇xg(x, p0) ∇xh(x, p0)Δ∇xg(x, p0)T Γ 0
∇xh(x, p0)T 0 0
⎞
⎠ (2.19)
mit Γ = diag(g1(x, p0), . . . , gNg(x, p0)) und Δ = diag(λ1, . . . , λNg). Ist I(x) = ∅ so ergibt
sich (2.19), aufgrund der strengen hinreichenden Bedingungen zweiter Ordnung, zu
dF
d(x, λ, μ)
(x, λ, μ, p0) =
⎛
⎝∇2xxL(x, λ, μ, p0) ∇xg(x, p0) ∇xh(x, p0)0 Γ 0
∇xh(x, p0)T 0 0
⎞
⎠ . (2.20)
Im Fall I(x) = ∅ sei o.B.d.A. I(x) = {l + 1, . . . , Ng}. Erneutes Ausnutzen der strengen
hinreichenden Bedingungen zweiter Ordnung aus Satz 2.3.3 bei Sto¨rung p0 fu¨hrt auf
Δ =
(
0 0
0 Δ2
)
, mit Δ2 = diag(λl+1, . . . , λNg) invertierbar,
Γ =
(
Γ1 0
0 0
)
, mit Γ1 = diag(g1(x, p0), . . . , gl(x, p0)) invertierbar.
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Wir setzen
A := ∇2xxL(x, λ, μ, p0),
B :=
(∇xg1(x, λ, μ, p0), . . . ,∇xgl(x, λ, μ, p0)) ,
N :=
(∇xgl+1(x, λ, μ, p0), . . . ,∇xgm(x, λ, μ, p0),∇xh(x, λ, μ, p0))
und erhalten damit⎛
⎝INx+l 0 00 Δ−12 0
0 0 INh
⎞
⎠ dF
d(x, λ, μ)
(x, λ, μ, p0) =
⎛
⎝ A B N0 Γ1 0
NT 0 0
⎞
⎠ .
Sei ω = (ω1, ω2, ω3)
T ∈ RNx+Ng+Nh mit ω1 ∈ RNx , ω2 ∈ Rl und ω3 ∈ RNg−l+Nh . Dann ist
dF
d(x,λ,μ)
(x, λ, μ, p0)ω = 0 a¨quivalent zu
Aω1 + Bω2 + Nω3 = 0,
Γ1ω2 = 0,
NTω1 = 0.
Aufgrund der strengen hinreichenden Bedingungen zweiter Ordnung ist ω2 = 0. Aus
der ersten Gleichung folgt somit
ωT1 Aω1 = −ωT1 Nω3. (2.21)
Da NTω1 = 0, folgt ω
T
1 N = 0 und damit aus (2.21)
ωT1 Aω1 = 0.
Also ist insgesamt ωT1 Aω1 = 0 und N
Tω1 = 0 und daher folgt ω1 = 0. Somit ist
Nω3 = 0. Da nach Voraussetzung N spaltenregula¨r ist, ergibt sich ω3 = 0 und daher
insgesamt ω = 0.
Im Fall, dass keine der Ungleichungsnebenbedingungen aktiv ist, folgt aus der Glei-
chung dF
d(x,λ,μ)
(x, λ, μ, p0)ω = 0 mit (2.20), dass ebenso ω = 0 gilt. Damit ist insge-
samt die Invertierbarkeit von dF
d(x,λ,μ)
(x, λ, μ, p0) gezeigt und auch die Anwendbarkeit
des Hauptsatzes u¨ber implizite Funktionen.
Es folgt, dass fu¨r p ∈ U(p0) genau ein (x(p), λ(p), μ(p)) ∈ Uδ(x, λ, μ) existiert, so dass
F (x(p), λ(p), μ(p), p) = 0
gilt. Weiter ha¨ngt (x(p), λ(p), μ(p)) differenzierbar von p ab, daher gilt
d
dp
(x, λ, μ) = −
(
dF
d(x, λ, μ)
(x, λ, μ, p0)
)−1
dF
dp
(x, λ, μ, p0).
Es bleibt zu zeigen, dass x(p) die strengen hinreichenden Bedingungen zweiter Ordnung
fu¨r das Problem (NLP(p)) erfu¨llt. Hierbei beschra¨nken wir uns auf den interessanteren
Fall I(x(p), p) = ∅, das heißt I(x) = {l + 1, . . . , Ng}. Der Fall I(x(p), p) = ∅ verla¨uft
analog. Da λl+1, . . . , λm > 0 und g1(x, p0), . . . , gl(x, p0) > 0, bleibt fu¨r p hinreichend
nah an p0 aufgrund der Stetigkeit auch
λ(p)l+1, . . . , λ(p)m > 0 und g1(x(p), p), . . . , gl(x(p), p) < 0.
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Wegen F (x(p), λ(p), μ(p), p) = 0 ergibt dies
gl+1(x(p), p) = . . . = gNg(x(p), p) = 0,
λ1(p) = . . . = λl(p) = 0.
Weiter gilt h(x(p), p) = 0 und somit x(p) ∈ Σ(p) und J(x(p), p) ≡ J(x, p0). Damit
ist (x(p), λ(p), μ(p)) ein KKT-Punkt des Problems (NLP(p)). Wegen der Stetigkeit
der Ableitungen bleiben die Vektoren ∇xgi(x(p), p), i ∈ J(x(p), p) und ∇xhj(x(p), p),
j = 1, . . . , Nh fu¨r p hinreichend nah an p0 auch linear unabha¨ngig. Bleibt zu zeigen,
dass gilt
dT∇2xxL(x(p), λ(p), μ(p), p)d > 0 ∀d ∈ TC(x(p), p) \ {0}.
Angenommen, diese Behauptung ist falsch. Dann existieren Folgen (pi)i∈N ⊂ R und
(di)i∈N ⊂ RNx mit pi i→∞−→ p0, di ∈ TC(x(pi), pi) und ||di|| = 1, fu¨r die gilt
dTi ∇2xxL(x(pi), λ(pi), μ(pi), pi)di ≤ 0.
Da die Einheitskugel kompakt ist, existiert eine konvergente Teilfolge (dik)k∈N ⊂ R der
Folge (di)i∈N mit lim
k→∞
dik = d˜. Mit der Stetigkeit von x(·), λ(·), μ(·) und ∇2xxL(·) folgt
lim
k→∞
dTikL(x(pik), λ(pik), μ(pik), pik)dik = d˜
TL(x, λ, μ, p0)d˜ ≤ 0. (2.22)
Wegen dik ∈ TC(x(pik , pik) folgt mit der Stetigkeit der ersten Ableitungen, dass der Vek-
tor d˜ Element des kritischen Kegels TC(x, p0) ist, was ein Widerspruch zur Ungleichung
(2.22) ist. Damit erfu¨llt der Punkt x(p) zusammen mit den Lagrange-Multiplikatoren
λ(p) und μ(p) die strengen hinreichenden Bedingungen zweiter Ordnung.
In den beiden folgenden Abschnitten wollen wir Anwendungen des Sensitivita¨tssatzes
diskutieren. Diese werden eine weitere zentrale Grundlage dieser Arbeit bilden.
2.3.4 Lineare Sto¨rungen in den Nebenbedingungen und der
Zielfunktion
Durch (2.17) ist eine Berechnung der Sensitivita¨tsableitungen mo¨glich. Die Berechnung
vereinfacht sich im Falle von linear auftretenden Sto¨rungen erheblich. Sei x ∈ RNx ein
lokales Minimum des Problems (NLP). Betrachten wir linear auftretende Sto¨rungen
p := q in den aktiven Nebenbedingungen, das heißt q ∈ RNp = RNg + RNh
gj(x, p) := gj(x)− qj, j ∈ I(x),
gl(x, p) := gl(x), l ∈ I(x),
hi(x, p) := hi(x)− qNg+i, i = 1, . . . , Nh
(2.23)
und f(x, p) := f(x). Fu¨r q0 ∈ RNp gilt
gj(x)− q0j = 0, j ∈ I(x),
q0l = 0, l ∈ I(x),
hi(x)− q0Ng+i = 0, i = 1, . . . , Nh.
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Es ergibt sich
∇2xpL(x, λ, μ, p0) = 0
und
∇plgi(x, p0) = −δli, i ∈ I(x, p0), l = 1, . . . , Np
∇plgj(x, p0) = 0, j ∈ I(x, p0), l = 1, . . . , Np,
∇plhk(x, p0) = −δl(Ng+k), k = 1, . . . , Nh, l = 1, . . . , Np,
wobei δij das Kronecker-Delta ist. Wir erhalten mit (2.17) das System⎛
⎝∇2xxL(x, λ, μ, p0) ∇xg(x, p0) ∇xh(x, p0)Δ∇xg(x, p0)T Γ 0
∇xh(x, p0)T 0 0
⎞
⎠
⎛
⎜⎝
dx
dp
(p0)
dλ
dp
(p0)
dμ
dp
(p0)
⎞
⎟⎠ = −
⎛
⎝ 0 0ΔA 0
0 −INh
⎞
⎠ (2.24)
wobei A ∈ RNg×Ng eine Diagonalmatrix ist mit Eintra¨gen
aii :=
{
−1, wenn i ∈ I(x, p0)
0, sonst
, i = 1, . . . , Ng.
Da λi = 0, i ∈ I(x, p0), ergibt sich sofort, dass
dλi
dpj
(p0) = 0, i ∈ I(x, p0), j = 1, . . . , Np
gilt. Mit ∇xga(x, p0) bezeichnen wir nachfolgend die Jacobimatrix der aktiven Unglei-
chungsnebenbedingungen und mit λa den dazugeho¨rigen Vektor der Lagrange-Multipli-
katoren, sowie n(x) := |I(x, p0)|. Dann la¨sst sich (2.24) ku¨rzer schreiben als⎛
⎜⎝
dx
dp
(p0)
dλa
dp
(p0)
dμ
dp
(p0)
⎞
⎟⎠ = −
⎛
⎝∇2xxL(x, λ, μ, p0) ∇xga(x, p0) ∇xh(x, p0)∇xga(x, p0)T 0 0
∇xh(x, p0)T 0 0
⎞
⎠−1
⎛
⎝ 0 0−In(x) 0
0 −INh
⎞
⎠
(2.25)
und fu¨r
(m˜i,j)i,j=1,...,Nx+|I(x,p0)|+Nh =
⎛
⎝∇2xxL(x, λ, μ, p0) ∇xga(x, p0) ∇xh(x, p0)∇xga(x, p0)T 0 0
∇xh(x, p0)T 0 0
⎞
⎠−1
ergeben sich die Sensitivita¨tsableitungen direkt zu
dxi
dpj
(p0) = m˜i,Nx+j, i = 1, . . . , Nx, j = 1, . . . , Nh + |I(x, p0)|,
dλai
dpj
(p0) = m˜Nx+i,Nx+j, i ∈ I(x, p0), j = 1, . . . , Nh + |I(x, p0)|,
dμi
dpj
(p0) = m˜Nx+|I(x,p0)|+i,Nx+j, i = 1, . . . , Nh, j = 1, . . . , Nh + |I(x, p0)|.
Betrachten wir wiederum das Beispiel einer linearen Sto¨rung, diesmal aber in der Ziel-
funktion, das heißt
f(x, p) := f(x) + p,
g(x, p) := g(x),
h(x, p) := h(x).
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Wir erhalten
∇2xpL(x, λ, μ, p0) = 0,
∇ph(x, p0) = 0,
∇pg(x, p0) = 0.
Dies fu¨hrt direkt auf
dx
dp
(p0) = 0,
dλ
dp
(p0) = 0,
dμ
dp
(p0) = 0.
Eine U¨berraschung ist das Ergebnis nicht, da eine linear auftretende Sto¨rung der Ziel-
funktion keinen Einﬂuss auf die optimale Lo¨sung des Problems hat.
2.3.5 Echtzeitapproximation
Mit Hilfe der Sensitivita¨tsdifferrentiale dx
dp
(p0) und der Lo¨sung x = x(p0) ist es uns
mo¨glich, den Wert der gesto¨rten Lo¨sung x(p) durch eine Taylor-Approximation erster
Ordnung, in einer Umgebung P0 um p0, anzuna¨hern:
x(p) ≈ x˜(p) := x0 + dx
dp
(p0)(p− p0), p ∈ P0 (2.26)
Ein Vorteil dieser Approximation ist, dass sie in Echtzeit nur mit Hilfe einer Matrix-
Vektor-Multiplikation durchgefu¨hrt werden kann. Die Sensitivita¨tsableitungen dx
dp
(p0)
ko¨nnen
”
off-line“ berechnet werden. Sobald eine Sto¨rung des Parameters p vom Aus-
gangswert p0 festgestellt wird, kann die Gleichung (2.26) benutzt werden, um eine ”
on-
line“ Approximation durchzufu¨hren. Ebenso kann auch eine Na¨herung der Lagrange-
Multiplikatoren λ(p), μ(p) per Taylor-Approximation durchgefu¨hrt werden. Mit der Lo¨-
sung λ, μ und der Kenntnis der zugeho¨rigen Sensitivita¨tsableitungen erhalten wir
λ(p) ≈ λ˜(p) := λ+ dλ
dp
(p0)(p− p0),
μ(p) ≈ μ˜(p) := μ+ dμ
dp
(p0)(p− p0).
(2.27)
Bu¨skens [7] ist es gelungen, die folgende Fehlerabscha¨tzung zu beweisen:
Satz 2.3.5. Es seien die Voraussetzungen des Satzs 2.3.4 erfu¨llt und die Funktionen
f, g und h seien dreimal stetig differenzierbar. Dann gibt es eine Umgebung U(p0) von
p0, so dass fu¨r alle p ∈ U(p0) mit p = p0 +Δp die Fehlerabscha¨tzung gilt:
‖x(p)− x˜(p)‖ = O(‖Δp‖2),
‖f(x(p), p)− f(x˜(p), p)‖ = O(‖Δp‖2),
‖gi(x˜(p), p)‖ = O(‖Δp‖2), i ∈ I(x(p), p)
‖λj(p)− λ˜j(p)‖ = O(‖Δp‖2), j ∈ I(x(p), p)
‖h(x˜(p), p)‖ = O(‖Δp‖2),
‖μ(p)− μ˜(p)‖ = O(‖Δp‖2),
‖∇xL(x˜(p), λ˜(p), μ˜(p), p)‖ = O(‖Δp‖2).
(2.28)
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Beweis. Siehe [7].
Betrachten wir anstelle des Problems (NLP(p)) das modiﬁzierte Problem
min
x∈RNx
f(x, p),
unter gi(x, p)− q1 ≤ 0, i = 1, . . . , Ng,
hj(x, p)− q2 = 0, j = 1, . . . , Nh,
(2.29)
mit der zusa¨tzlichen Sto¨rung q ∈ RNg+Nh , q := (q1, q2)T . Wir sehen, dass es sich bei
der Sto¨rung um die in Abschnitt 2.3.4 diskutierte linear auftretende Sto¨rung in den
Nebenbedingungen handelt. Weiter ko¨nnen wir annehmen, dass (p0, q0) = (p0, 0) gilt.
Fu¨hren wir eine Approximation
x(p) ≈ x˜[1](p) := x(p0) + dx
dp
(p0)(p− p0) (2.30)
fu¨r die Sto¨rung (p, 0) durch, so erhalten wir nach Satz 2.3.5 einen Fehler der Gro¨ßenord-
nung O(||Δp||2). Diesen ko¨nnen wir bestimmen durch:
gi(x˜
[1](p), p) = εi, i ∈ I(x˜[1](p0)),
hj(x˜
[1](p), p) = εj, j = 1, . . . , Nh.
Eine bessere Approximation als (2.30) ist gegeben durch
x(p) ≈ x˜[2](p) := x(p0, 0) + dx
dp
(p0, 0)(p− p0)− dx
dq
(p0, 0)(ε− 0) (2.31)
= x˜[1](p)− dx
dq
(p0, 0)(ε− 0) (2.32)
Fu¨r diese Approximation konnte Bu¨skens [7] das folgende Resultat nachweisen.
Satz 2.3.6. Es seien die Voraussetzungen des Satzs 2.3.4 erfu¨llt und die Funktionen
f, g und h seien dreimal stetig differenzierbar. Dann gibt es eine Umgebung U(p0) von
p0, so dass fu¨r alle p ∈ U(p0) mit p = p0+Δp die folgenden Ausagen gelten. Betrachten
wir fu¨r die Menge
T := ker ({∇xgi(x, p0) | i ∈ I(x, p0)} ∪ {∇xhi(x, p0), i = 1, . . . , Nh})
die orthogonale Zerlegung
1
2
(Δp)T
d2x
dp2
(p0, 0)Δp = v + w,
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mit v ∈ T ⊂ RNx und w ∈ T ⊥ ⊂ RNx, so gelten die Fehlerabscha¨tzungen
‖v‖ = O(‖Δp‖2),
‖x(p)− x˜[2](p)‖ = ‖v‖+O(‖Δp‖3),
‖f(x(p), p)− f(x˜[2](p), p)‖ = O(‖Δp‖3),
‖gi(x˜[2](p), p)‖ = O(‖Δp‖3), i ∈ I(x(p), p)
‖λj(p)− λ˜[2]j (p)‖ = O(‖Δp‖2), j ∈ I(x(p), p)
‖h(x˜[2](p), p)‖ = O(‖Δp‖3),
‖μ(p)− μ˜[2](p)‖ = O(‖Δp‖2),
‖∇xL(x˜[2](p), λ˜[2](p), μ˜[2](p), p)‖ = O(‖Δp‖2).
(2.33)
Beweis. Siehe [7].
3 Methoden der nichtlinearen
Optimierung
Methoden der nichtlinearen Optimierung haben in den letzten Jahren immer mehr an
Bedeutung gewonnen. Anwendern ist es mo¨glich geworden immer kompliziertere und
gro¨ßere Probleme zu beschreiben. Es existieren viele verschiedene Methoden, um nicht-
lineare Optimierungsprobleme zu lo¨sen. Angelehnt an das Buch von Gill, Murray und
Wright [36] werden wir in Abschnitt 3.1 einen kurzen U¨berblick u¨ber die meistgenutzten
Verfahren und deren Entstehung geben. Im anschließenden Abschnitt 3.2 werden wir
dann eine Einfu¨hrung in die Optimierungsmethode WORHP geben.
3.1 Optimierungsverfahren in der Literatur
Es existieren verschiedene Ansa¨tze, um ein nichtlineares Optimierungsproblem mit
nichtlinearen Nebenbedingungen zu lo¨sen. Im Folgenden werden wir die wichtigsten
kurz vorstellen.
3.1.1 Bestrafungsfunktionen
Einer der klassischen Ansa¨tze besteht darin, eine Funktion zu konstruieren, deren un-
beschra¨nktes Minimum x gleichzeitig auch das Minimum des Problems mit den nichtli-
nearen Beschra¨nkungen ist oder in einer bekannten Art und Weise mit ihm verbunden
ist. Einer der meistgenutzten Ansa¨tze dieser Art beruht auf einer quadratischen Be-
strafungsfunktion. Die erste Erwa¨hnung in einer mathematischen Vero¨ffentlichung wird
Courant [18] zugeschrieben. Die Lo¨sung des Ausgangsproblems wird durch das Lo¨sen
einer Reihe unbeschra¨nkter Unterproblemen erreicht. Die quadratische Bestrafungs-
funktion wird deﬁniert als
PQ(x, ρ) := f(x) +
ρ
2
c(x)T c(x).
Dabei entha¨lt die Funktion c(x) alle Nebenbedingungen, die im Punkt x nicht einge-
halten werden. Nach Deﬁnition ko¨nnen Gleichungsnebenbedingungen nie eingehalten
werden. Der nichtnegative Term ρ wird
”
penalty parameter“ und der Term c(x)T c(x)
”
penalty term“ genannt.
Bestrafungsfunktionen haben eine entscheidende Schwa¨che: Darauf basierende Metho-
den sind in der Lage, nicht zula¨ssige Punkte zu berechnen. Dieses fu¨hrt dazu, dass solche
Methoden nicht auf Probleme angewendet werden ko¨nnen, bei denen die Zula¨ssigkeit in
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jeder Iteration garantiert werden muss. Abhilfe fu¨r dieses Problem ko¨nnen sogenannte
”
barrier“ Funktionen schaffen.
3.1.2 Innere-Punkt-Verfahren
Die Idee der
”
barrier“ Funktionen ist sehr a¨hnlich zu der Idee der Bestrafungsfunktio-
nen: Es wird eine Serie von nicht beschra¨nkten nichtlinearen Optimierungsproblemen
erzeugt, deren Lo¨sungen gegen die Lo¨sung x des Ausgangsproblems konvergieren.
Im Allgemeinen liegt das unbeschra¨nkte Minimum der Funktion f(x) an einem nicht
zula¨ssigen Punkt. Damit die modiﬁzierte Zielfunktion keine unzula¨ssigen Punkte er-
zeugt, muss die Funktion einen Term beinhalten, der es den Iterierten nicht erlaubt,
unzula¨ssig zu werden. Dieses ist der Unterschied zu den Bestrafungsfunktionen, bei
denen nur ein Strafterm zu der Zielfunktion hinzu addiert wird, falls eine Iterierte un-
zula¨ssig ist.
Es wird eine
”
Schwelle“ erzeugt, indem zur Zielfunktion f(x) eine gewichtete Summe
von stetigen Funktionen, mit einer positiven Singularita¨t auf der Grenze zum zula¨ssigen
Gebiet, addiert wird. Aufgrund dieser Singularita¨t muss das unbeschra¨nkte Minimum
einer solchen Funktion strikt zula¨ssig sein. Durch sukzessives Verringern des Gewich-
tungsfaktors in Richtung 0 wird durch das Lo¨sen der unbeschra¨nkten Probleme eine
Folge von zula¨ssigen Iterierten erzeugt, die gegen das beschra¨nkte Minimum konver-
giert. Dieser Ansatz kann nur fu¨r Ungleichungsnebenbedingungen eingesetzt werden,
da die Iterierten gezwungen werden im Inneren des zula¨ssigen Bereichs zu bleiben und
damit echt zula¨ssig sind. Daher kann der Ansatz nicht direkt auf Gleichungsnebenbe-
dingungen angewandt werden.
Ein Beispiel fu¨r eine
”
barrier“ Funktion ist die sogenannte
”
logarithmic barrier functi-
on“. Im Falle des leicht modiﬁzierten Standardproblems der nichtlinearen Optimierung
min
x∈RNx
f(x)
unter gi(x) ≤ 0, i = 1, . . . , Ng
mit Nh = 0, ergibt sich der Ansatz zu
B(x, r) := f(x)− r
Ng∑
i=1
ln(−gi(x)). (3.1)
Dabei wird der Gewichtungsfaktor r > 0
”
barrier“ Parameter genannt. Unter bestimm-
ten Bedingungen existieren Lo¨sungen x(r) des Problems
min
x∈RNx
B(x, r)
mit
lim
r→0
x(r) = x.
Der Ansatz der
”
barrier“ Funktionen wurde modiﬁziert, um auch Probleme mit Glei-
chungsnebenbedingungen zu behandeln. Das folgende vereinfachte nichtlineare Opti-
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mierungsproblem
min
x∈RNx
f(x)
unter hi(x) = 0, i = 1, . . . , Nh,
xj ≤ 0, j = 1, . . . , Nx
kann in das
”
logarithmic barrier problem“
min
x∈RNx
f(x)− r
Nx∑
i=1
ln(−xi)
unter hi(x) = 0, i = 1, . . . , Nh
transformiert werden.
Der Ansatz der Funktion aus (3.1) ist fu¨r nichtlineare Funktionen gi(x) problematisch,
da es sehr schwierig ist, in jedem Schritt die Zula¨ssigkeit sicherzustellen. Daher werden
Ungleichungen der Form gi(x) ≤ 0 unter Zuhilfenahme von Schlupfvariablen si ∈ R in
Gleichungsnebenbedingungen der Form
gi(x) + si = 0, si ≥ 0, i = 1, . . . , Ng
umgewandelt. Die zusa¨tzlichen Ungleichungsnebenbedingungen fu¨r die Schlupfvariablen
werden zur
”
barrier“ Funktion hinzu addiert. Das so entstehende Problem hat nur
Gleichungsnebenbedingungen. Methoden, die diesen Ansatz verfolgen, werden Innere-
Punkt-Verfahren (interior point methods) genannt. Beispiele fu¨r solche Verfahren sind
IPOPT [62], KNITRO [16] oder IPFILTER [57, 59].
3.1.3 Sequentielle quadratische Programmierung
Ein weiterer klassischer Ansatz ist es, quadratische Unterprobleme mit linearisierten
Nebenbedingungen zu lo¨sen, um eine Lo¨sung des allgemeinen nichtlinearen Problems
zu berechnen. Wilson [63] hat 1963 als erster vorgeschlagen, linearisierte Nebenbedin-
gungen zu benutzen, um eine spezielle Klasse von konvexen Problem zu lo¨sen. In seinem
Algorithmus wird in jeder Iteration ein ungleichungsbeschra¨nktes, quadratisches Unter-
problem gelo¨st mit linearen Nebenbedingungen
∇xg(x[k])Td[k] ≤ −g(x[k]), (3.2)
wobei x[k] die Iterierte und d[k] die Lo¨sung des Unterproblems in der k-ten Iterati-
on ist. Die Lagrange-Funktion wird approximiert von einer quadratischen Funktion,
in welcher die zweiten Ableitungen von f(x) und g(x) enthalten sind. Die Lagrange-
Multiplikatoren des quadratischen Unterproblems der vorherigen Iteration werden als
Scha¨tzung der Lagrange-Multiplikatoren fu¨r das allgemeine Problem benutzt. Die neue
Iterierte wird dann berechnet durch
x[k+1] = x[k] + d[k].
Wilson hat den Algorithmus in FORTRAN implementiert und ihm den Namen
”
SOL-
VER“ gegeben. Beale [1] hat den Algorithmus beschrieben und ausgefu¨hrt, dass der
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Code Probleme der Gro¨ßen mit bis zu 100 Variablen und Nebenbedingungen lo¨sen
konnte.
Die Idee von Wilson wurde von Han [39] im Jahre 1976 wiederbelebt. Han schla¨gt eben-
falls einen Algorithmus vor, der auf dem Lo¨sen von Unterproblemen mit Ungleichungs-
nebenbedingungen der Form (3.2) basiert. Erneut werden die Lagrange-Multiplikatoren
des quadratischen Unterproblems als Scha¨tzung fu¨r die Lagrange-Multiplikatoren des
nichtlinearen Problems benutzt. Im Gegensatz zu der Methode von Wilson schla¨gt Han
die Benutzung eines
”
Quasi-Newton“ Updates vor, um die zeitintensive Berechnung der
exakten zweiten Ableitung der Lagrange-Funktion in jeder Iteration zu sparen. Um glo-
bale Konvergenz zu erreichen, empﬁehlt Han eine Liniensuche mit Bestrafungsfunktion
wie die exakte
”
penalty function“
L(x, η) = f(x) + η
(
Nh∑
i=1
|hi(x)|+
Ng∑
j=1
|max (gj(x), 0)|
)
,
zu benutzen. Weiter war er auch in der Lage zu zeigen, dass der Algorithmus, un-
ter bestimmten Voraussetzungen, superlinear konvergiert. Diese Klasse von Methoden
werden SQP (Sequential Quadratic Programming) Algorithmen genannt. Aufgrund ih-
rer Robustheit und guten Konvergenzeigenschaften geho¨rt diese Klasse von Methoden
seitdem zu den am meisten genutzten Algorithmen zum Lo¨sen praktischer Optimie-
rungsprobleme. Die meisten SQP-Verfahren nutzen Quasi-Newton-Methoden, um die
zweite Ableitung der Lagrange-Funktion zu approximieren.
3.1.4 Quasi-Newton-Methoden
Quasi-Newton Methoden wurden 1959 von Davidon [20] als erstes fu¨r unbeschra¨nkte
Optimierungsprobleme beschrieben. Fletcher und Powell [30] verbesserten 1963 Da-
vidons Algorithmus, was zu der sogenannten
”
DFP“-Formel fu¨hrte. 1970 entdeckten
Broyden [5], Fletcher [24], Goldfarb [37] und Shanno [56] unabha¨ngig voneinander die
BFGS-Formel. Seitdem haben eine Vielzahl von Optimierungsmethoden die BFGS-
Formel benutzt, um Approximationen der Hesse-Matrix der Lagrange-Funktion zu be-
rechnen. Neben dem Einsparen von Rechenzeit, ergibt sich als weiterer Vorteil, dass
nur streng konvexe, quadratische Unterprobleme gelo¨st werden mu¨ssen. Dieser Ansatz
funktioniert gut fu¨r kleine bis mittelgroße Probleme, hat aber einen entscheidenden
Nachteil bei großen, schwachbesetzten Problemen. Durch die Update Technik wird die
Hesse-Matrix von einer schwachbesetzten Matrix in eine dichtbesetzte umgewandelt.
Um große, schwachbesetzte Probleme lo¨sen zu ko¨nnen, wird die Benutzung der exak-
ten Hesse-Matrix der Lagrange-Funktion von Vorteil sein. Dadurch ist es aber unter
Umsta¨nden notwendig, nicht konvexe, quadratische Unterprobleme zu lo¨sen, was wie-
derum den Aufwand des Lo¨sens der Unterprobleme erho¨ht.
Um die klassischen Nachteile eines BFGS-Updates auszugleichen, gibt es verschiede-
ne erweiterte Ansa¨tze wie das
”
limited memory“ BFGS-Update oder schwachbesetzte
Update-Formeln, wie sie Fletcher [25] vorstellt. Nachteile dieser Ansa¨tze sind ihre lokal
begrenzten Konvergenzeigenschaften. Daher mu¨ssen spezielle Globalisierungstechniken
eingefu¨hrt werden, um den Konvergenzradius zu erweitern.
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3.2 Numerische Lo¨sung von NLP-Problemen
Die Software WORHP (We Optimize Really Huge Problems) wurde entworfen, um
hochdimensionale, schwachbesetzte nichtlineare Optimierungsprobleme zu lo¨sen. Um
Probleme mit mehreren Millionen Variablen und Nebenbedingungen zu lo¨sen, ist es
notwendig, so viele Informationen wie mo¨glich aus der schwachbesetzten Struktur des
Problems zu extrahieren. WORHP ist von Grund auf angelegt, diese Schwachbesetztheit
auszunutzen. Daher ist es dem Algorithmus mo¨glich, Probleme in der Gro¨ßenordnung
von mehreren Hundert Millionen Variablen und Nebenbedingungen auf handelsu¨blichen
Computern eﬃzient zu lo¨sen.
Ein weiteres Ziel bei der Entwicklung von WORHP war es, die Vorteile von SQP- und
Innere-Punkte-Verfahren zu vereinigen. Damit wurde ein Algorithmus geschaﬀen, der
in der Lage ist große, schwachbesetzte NLP Probleme mit mehreren hundert Millionen
Variablen und Nebenbedingungen zu lo¨sen.
Der Algorithmus von WORHP ist ein SQP-Algorithmus. Im Falle der Konvergenz pro-
duziert WORHP eine Folge von Iterierten
{
x[k]
}
k=0,1,2,...
mit x[k]
k→∞−→ x durch
x[k+1] = x[k] + α[k]d[k]. (3.3)
Der Vektor d[k] ∈ RN ist dabei die Lo¨sung eines quadratischen Unterproblems in der
k-ten Iteration und α[k] ∈ (0, 1] eine geeignet gewa¨hlte Schrittweite. Zum Lo¨sen des
quadratischen Unterproblems wird ein Inneres-Punkte-Verfahren eingesetzt. Zur For-
mulierung des Unterproblems wird die Hesse-Matrix der Lagrange-Funktion sowie die
Jacobi-Matrix der Nebenbedingungen beno¨tigt. Als Approximation der Hesse-Matrix
der Lagrange-Funktion kann die exakte Matrix mit ﬁniten Diﬀerenzen berechnet oder
eine Approximation per Update-Technik benutzt werden.
In den folgenden Abschnitten werden wir die einzelnen Schritte erarbeiten, die notwen-
dig fu¨r ein SQP-Verfahren sind.
3.2.1 Das Konzept von WORHP
Im Gegensatz zu den meisten Verfahren basiert WORHP auf einer
”
reverse communica-
tion“ Architektur, siehe Abbildung 3.1. Der Benutzer besitzt damit die volle Kontrolle
u¨ber den gesamten Optimierungsprozess.
Der Algorithmus ist so konzipiert, dass er dem Benutzer die gro¨ßtmo¨gliche Einﬂussnah-
me gewa¨hrt. Wa¨hrend der Entwicklung war eines der Ziele, vo¨llig auf interne Schleifen
und Spru¨nge zu verzichten. Abbildung 3.2 zeigt, dass jeder Aufruf des Programms zu ei-
ner Durchfu¨hrung einer Anzahl von festgelegten Befehlen fu¨hrt. Mehrere dieser Aufrufe
zusammen ergeben die Hauptiterationen des SQP-Algorithmus:
i. Pru¨fe, ob die Iterierte x[k] die Abbruchkriterien erfu¨llt.
ii. Approximiere das nichtlineare Problem durch ein quadratisches Problem im Punkt
x[k] und benutze die Lo¨sung d[k] als Suchrichtung.
iii. Bestimme eine Schrittweite α[k] durch Liniensuche.
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(a) Herko¨mmlicher Aufruf eines NLP Algorith-
mus (“Fire and Forget”).
(b) Reverse Communication.
Abbildung 3.1: Aufrufmo¨glichkeiten eines NLP Lo¨sers.
Abbildung 3.2:
”
Minor Iterations“ in WORHP.
iv. Berechne die neue Iterierte durch (3.3), erho¨he k und gehe zu i.
Im Allgemeinen ist das Datenﬂussdiagramm von WORHP aus Abbildung 3.3 einem
herko¨mmlichen SQP-Verfahren immer noch sehr a¨hnlich.
Neben dem normalen Optimierungsmodus besitzt WORHP die Mo¨glichkeit, zuna¨chst
nach einem zula¨ssigen Punkt zu suchen und von dort aus die Optimierung wie gewohnt
zu starten.
ja
3.2.2 Abbruchkriterien
Um zu pru¨fen, ob eine Iterierte x[k]
”
optimal“ ist, werden wir die notwendigen Bedingun-
gen erster Ordnung (2.6), (2.7), (2.8) und (2.9) ausgewerten. Dafu¨r ist es notwendig, den
Gradienten der Zielfunktion und die Jacobi-Matrix der Nebenbedingungen im Punkt
x[k] zu berechnen. Der Benutzer hat die Mo¨glichkeit, diese Ableitungen von WORHP
berechnen zu lassen, so wie es in Abschnitt 3.2.10 vorgestellt wird, oder sie selbst zur
Verfu¨gung zu stellen. Als erstes wollen wir die klassischen Abbruchbedingungen zum
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Abbildung 3.3: Datenﬂussdiagramm von WORHP.
numerischen Lo¨sen nichtlinearer Optimierungsprobleme betrachten.
3.2.2.1 Klassische Abbruchbedingungen
Die Iterierte x[k] wird als optimal bezeichnet, wenn sie den folgenden Bedingungen
genu¨gt
‖∇xL(x[k], λ[k], μ[k])‖∞ ≤ 
opti, (3.4)
λ
[k]
i ≥ −
comp, i ∈ I(x[k]), (3.5)
|λ[k]j | ≤ 
comp, j ∈ J(x[k]), (3.6)
und
gi(x
[k]) ≤ 
feas, i = 1, . . . , Ng,
|hj(x[k])| ≤ 
feas, j = 1, . . . , Nh.
(3.7)
Die Toleranzen 
feas, 
comp > 0 und 
opti > 0 werden dabei vom Benutzer vorgegeben.
Erfu¨llt die Iterierte x[k] die Bedingung (3.7), so ist sie zula¨ssig. Zusammen mit der
U¨berpru¨fung der Bedingungen (3.4) - (3.6) entspricht dies dem Testen der Vorausset-
zungen fu¨r die Existenz eines KKT-Punktes aus Deﬁnition 2.2.13.
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3.2.2.2 Skalierte Abbruchbedingungen
Neben der U¨berpru¨fung der notwendigen Bedingungen erster Ordnung bietet WORHP
auch die Mo¨glichkeit der U¨berpru¨fung der Optimalita¨t mit Hilfe einer skalierten Version.
Sei x ∈ RNx die optimale Lo¨sung des Problems (NLP) mit Lagrange-Multiplikatoren
λ ∈ RNg und μ ∈ RNh . Da es fu¨r den Benutzer schwierig ist, die Bedingung (3.4) zu
interpretieren, ist das Ziel dieses Ansatzes, den Fehler in der Optimierung
|f(x)− f(x[k])|
direkt zu kontrollieren und so
|f(x)− f(x[k])| ≤ 
tol (3.8)
sicherzustellen. Durch eine Taylor-Approximation der Zielfunktion ergibt sich
f(x)− f(x[k]) ≈ f(x[k]) + (x− x[k])T∇xf(x[k])− f(x[k]) = (x− x[k])T∇xf(x[k]) (3.9)
und wenn (3.8) erfu¨llt ist, folgt
∣∣(x− x[k])T∇xf(x[k])∣∣ ≤ 
tol. (3.10)
Durch eine Taylor-Approximation bezu¨glich g erhalten wir
λ
T
g(x) =
Ng∑
i=1
λigi(x)
≈
Ng∑
i=1
(
λ
[k]
i gi(x
[k]) + (λi − λ[k]i )gi(x[k]) + (x− x[k])Tλ[k]i ∇xgi(x[k])
)
=
Ng∑
i=1
(
λigi(x
[k]) + (x− x[k])Tλ[k]i ∇xgi(x[k])
)
.
Da λ
T
g(x) = 0 gilt, folgt
∣∣∣λTg(x[k])∣∣∣ ≈
∣∣∣∣∣(x− x[k])T
Ng∑
i=1
(
λ
[k]
i ∇xgi(x[k])
)∣∣∣∣∣ . (3.11)
Analog ergibt sich weiter
∣∣μTh(x[k])∣∣ ≈
∣∣∣∣∣(x− x[k])T
Nh∑
j=1
(
μ
[k]
j ∇xhj(x[k])
)∣∣∣∣∣ . (3.12)
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Insgesamt erhalten wir mit (3.10), (3.11) und (3.12):
∣∣(x− x[k])T∇xL(x[k], λ[k], μ[k])∣∣ =
∣∣∣∣∣(x− x[k])T∇xf(x[k])
+ (x− x[k])T
Ng∑
i=1
(
λ
[k]
i ∇xgi(x[k])
)
+ (x− x[k])T
Nh∑
j=1
(
μ
[k]
j ∇xhj(x[k])
)∣∣∣∣∣
≤ ∣∣(x− x[k])T∇xf(x[k])∣∣
+
∣∣∣∣∣(x− x[k])T
Ng∑
i=1
λ
[k]
i ∇xgi(x[k])
∣∣∣∣∣
+
∣∣∣∣∣(x− x[k])T
Nh∑
j=1
μ
[k]
j ∇xhj(x[k])
∣∣∣∣∣
 
tol +
∣∣∣λT g(x[k])∣∣∣+ ∣∣μTh(x[k])∣∣
(3.13)
Benutzen wir anstatt des absoluten Fehlers (3.8) den relativen Fehler∣∣∣∣f(x)− f(x[k])f(x)
∣∣∣∣ ≤ 
tol, (3.14)
so ergibt sich (3.13) zu∣∣(x− x[k])T∇xL(x[k], λ[k], μ[k])∣∣ ≤ 
tol|f(x)|+ ∣∣∣λTg(x[k])∣∣∣+ ∣∣μTh(x[k])∣∣ . (3.15)
Aus der Ungleichung (3.15) haben wir das Abbruchkriterium
‖∇xL(x[k], λ[k], μ[k])‖∞ ≤ 
opt ·max (1, |f(x
[k])|) + ‖λ[k]T g(x[k])‖∞ + ‖μ[k]Th(x[k])‖∞
‖d[k]‖∞
(3.16)
konstruiert. Wir benutzen max (1, |f(x[k])|) anstatt |f(x)|, um insbesondere die Pro-
bleme mit einem großen Zielfunktionswert vernu¨nftig zu behandeln und fu¨hren damit
eine Art Skalierung ein. Weiter nutzen wir die Maximumsnorm und nicht die eukli-
dische Norm, da mit der euklidischen Norm ungewollte Effekte auftreten ko¨nnen. So
ko¨nnen wir mit der Maximumsnorm die U¨berpru¨fung auf Zula¨ssigkeit der Iterierten
(3.7) ersetzen durch die U¨berpru¨fung von
‖ν(x[k])‖∞ ≤ 
feas. (3.17)
Der Vektor ν ∈ RNg+Nh beinhaltet die Verletzung der Nebenbedingungen. Damit mu¨ssen
wir anstatt Ng+Nh Bedingungen nur eine u¨berpru¨fen. Die Benutzung der euklidischen
Norm in Bedingung (3.17) wu¨rde auch die Zula¨ssigkeit der Iterierten sicherstellen, wu¨rde
aber
gi(x
[k]) = 
feas, i = 1, . . . , Ng,
|hj(x[k])| = 
feas, j = 1, . . . , Nh.
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gelten, so wu¨rden wir
‖ν(x[k])‖ > 
feas.
erhalten. Die Benutzung der euklidischen Norm zwingt uns die Nebenbedingungen ge-
nauer einzuhalten als wir es wollen, daher ist es sinnvoll die Maximumsnorm zu benut-
zen.
3.2.2.3 Alternative Abbruchbedingungen
Trotz des modiﬁzierten Abbruchkriteriums kann es, zum Beispiel aufgrund von nume-
risch inexakten Ableitungen, vorkommen, dass WORHP sehr lange iteriert, um (3.16)
zu erfu¨llen, wobei in jeder Iteration nur wenig Fortschritt erzielt wird. Um nach einer
angemessen Anzahl von Iterationen aufzuho¨ren, ist ein Tiefpassﬁlter implementiert.
Unter anderem werden dabei die Werte
χ
[k]
obj = αf objf(x
[k]) + (1− αf obj)χ[k−1]obj
und
χ[k]con = αf con‖G(x[k])‖∞ + (1− αf con)χ[k−1]con
in jeder Iteration berechnet. Erfu¨llt eine Iterierte x[k] nicht die Abbruchbedingungen
(3.4)-(3.7) oder die modiﬁzierte Version (3.5)-(3.7) und (3.16), so werden fu¨r ein vorge-
gebenes 
χ > 0 die Bedingungen
|χ[k]obj − χ[k−1]obj |
max(1, |χ[k]obj|)
< 
χ und
|χ[k]con − χ[k−1]con |
max(1, |χ[k]con|)
< 
χ (3.18)
u¨berpru¨ft. Ist (3.18) erfu¨llt und die Iterierte x[k] zula¨ssig, dann wird der Punkt als
optimal betrachtet. Ist der Punkt hingegen unzula¨ssig, wird der
”
feasibility mode“ aus
Abschnitt 3.2.7 aktiviert.
Neben der Pru¨fung auf optimale Punkte besitzt WORHP eine Reihe von Heuristiken,
um Minima fu¨r mo¨glicherweise nicht mathematisch korrekt formulierte Probleme zu
ﬁnden. Dazu geho¨rt unter anderem das Aufﬁnden von Minima an Stellen, an denen die
Funktionen nicht hinreichend oft stetig differenzierbar sind, oder das Feststellen der
Unbeschra¨nktheit des Minimums im zula¨ssigen Gebiet Σ.
3.2.3 Lo¨sen von quadratischen Unterproblemen
Damit wir quadratische Unterprobleme formulieren ko¨nnen, ist es notwendig, dass wir
u¨ber Informationen zweiter Ordnung der Lagrange-Funktionen verfu¨gen. Dabei ist es
unerheblich, ob es sich um die exakte Hesse-Matrix oder um eine geeignet gewa¨hlte
Approximation, die zum Beispiel mit Hilfe einer BFGS Update Formel bestimmt wur-
de, handelt. Weiterhin mu¨ssen wir die Jacobi-Matrix der Nebenbedingungen berechnen.
Hierbei ist es WORHP mo¨glich, sa¨mtliche Informationen gema¨ß der Ableitungsberech-
nung aus Abschnitt 3.2.10 selbst zu berechnen.
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3.2.3.1 Das quadratische Unterproblem
Deﬁnition 3.2.1. Sei x[k] eine Approximation der optimalen Lo¨sung in der k-ten Itera-
tion und Q[k] eine geeignete Approximation der Hesse-Matrix der Lagrange-Funktion.
Dann ist das assoziierte quadratische Teilproblem zu (NLP) im Punkt x[k] gegeben
durch:
min
d[k]∈RNx
1
2
d[k]TQ[k]d[k] +∇xf(x[k])Td[k]
unter gi(x
[k]) +∇xgi(x[k])Td[k] ≤ 0, i = 1, . . . , Ng,
hj(x
[k]) +∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh.
(3.19)
Zum Lo¨sen des gerade aufgestellten Problems wird ein Primal-Dual Inneres-Punkte-
Verfahren verwendet. Damit das Problem (3.19) in ein geeignet formuliertes Problem
u¨berfu¨hrt werden kann, werden Schlupfvariablen s ∈ RNh eingefu¨hrt, um die linearen
Ungleichungsbeschra¨nkungen zu eliminieren. Damit ergibt sich das Problem
min
{d[k],s}∈RNx+Nh
1
2
d[k]TQ[k]d[k] +∇xf(x[k])Td[k]
unter ∇xgi(x[k])Td[k] + si = −gi(x[k]), i = 1, . . . , Ng,
∇xhj(x[k])Td[k] = −hj(x[k]), j = 1, . . . , Nh,
si ≥ 0, i = 1, . . . , Ng.
Diese Problem la¨sst sich abstrakter formulieren als
min
{d[k],s}∈RNx+Nh
1
2
d[k]TQd[k] + cTd[k]
unter Ad[k] = b,
Cd[k] + s = d,
s ≥ 0
(3.20)
mit Q=Q[k], c=∇xf(x[k]), A=∇xh(x[k])T , C=∇xg(x[k])T , b=−h(x[k]) und d=g(x[k]).
Mit dem
”
barrier parameter“ ν ∈ R+ ergibt sich das
”
logarithmic barrier problem“
min
{d[k],s}∈RNx+Nh
1
2
d[k]TQd[k] + cTd[k] − ν
Nh∑
i=1
log(si)
unter Ad[k] = b,
Cd[k] + s = d.
(3.21)
Die KKT-Bedingungen fu¨r das Problem (3.21) ergeben sich zu:
Qd[k] + AT μˆ+ CT λˆ = −c (3.22)
Ad[k] = b (3.23)
Cd[k] + s = d (3.24)
− ν
si
+ λˆi = 0, i = 1, . . . , Ngs (3.25)
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Die Gleichung (3.25) kann dabei als das sogenannte
”
Komplementarita¨ts-Maß“ formu-
liert werden
sT λˆ
Nh
= ν.
Mit λˆi, i = 1, . . . , Ng und μˆj, j = 1. . . . , Nh bezeichnen wir dabei die Lagrange-Multi-
plikatoren der linearisierten Nebenbedingungen.
3.2.3.2 Lo¨sen der Gleichungen
Zum Lo¨sen der Gleichungen (3.22) - (3.25) wird ein iterativer Mehrotra Predictor-
Corrector Algorithmus benutzt, vergleiche Gertz und Wright [32]. In jeder Iteration i
des QP-Lo¨sers werden dabei streng zula¨ssige Schlupfvariablen s[i] > 0 und dual zula¨ssige
Lagrange-Multiplikatoren λˆ[i] > 0 erzeugt, so dass das Komplementarita¨ts-Maß ν [i] =
s[i]T λˆ
Nh
gegen Null konvergiert. Weiterhin werden d[k][i] und μˆ[i] berechnet, so dass die
Werte
r
[i]
Q := Qd
[k][i] + AT μˆ[i] + CT λˆ[i] + c,
r
[i]
A := Ad
[k][i] − b,
r
[i]
C := Cd
[k][i] + s[i] − d
ebenfalls gegen Null konvergieren.
Wa¨hrend der Iterationen des Algorithmus mu¨ssen zwei lineare Gleichungssysteme mit
der Matrix ⎛
⎜⎜⎝
Q AT CT 0
A 0 0 0
C 0 0 INg
0 0 S Z
⎞
⎟⎟⎠
gelo¨st werden, wobei S = diag(s1, . . . , sNg), Z = diag(λˆ1, . . . , λˆNg) und INg die Einheits-
matrix der Dimension Ng ist. Das System hat den Vorteil, dass die Matrix schwachbe-
setzt ist, aber es besitzt die Nachteile unsymmetrisch und groß zu sein. Um die Gro¨ße
zu reduzieren, wird die dritte Gleichung direkt gelo¨st und in die vierte eingesetzt, was
zu der Matrix ⎛
⎝ Q AT CTA 0 0
−ZC 0 S
⎞
⎠
fu¨hrt. Diese Matrix besitzt nun eine erheblich reduzierte Gro¨ße, ist allerdings noch im-
mer unsymmetrisch. Durch Multiplizieren von −Z−1 zur letzten Zeile, dies ist mo¨glich,
da fu¨r die Lagrange-Multiplikatoren λˆi > 0, i = 1, . . . , Ng gilt, ergibt sich die schwach-
besetzte und symmetrische Matrix
⎛
⎝Q AT CTA 0 0
C 0 −Z−1S
⎞
⎠ . (3.26)
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Im Falle, dass das quadratische Teilproblem nicht konvex ist, werden Regularisierungs-
techniken nach Levenberg-Marquardt angewandt, um ein konvexes Problem zu erzeu-
gen. Diese werden wir im Abschnitt 3.2.6 genauer erla¨utern.
3.2.3.3 Inkonsistente Nebenbedingungen
Weitere Probleme ko¨nnen durch inkonsistente Nebenbedingungen entstehen. Betrachten
wir das folgende Beispiel.
Beispiel 3.2.2. Gegeben sei die Nebenbedingung
g(x) = 2 + x2 ≤ 0
im Startpunkt x[0] = 0. Die linearisierte Nebenbedingung ergibt sich zu
g(x[0]) + g′(x[0]) · d[0] = 2 + 0 · d[0] = 2 ≤ 0. (3.27)
Diese Nebenbedingung kann offensichtlich nie erfu¨llt werden. Somit ko¨nnte an dieser
Stelle keine Lo¨sung des quadratischen Teilproblems berechnet werden und der SQP-
Algorithmus wu¨rde hier versagen.
Um solche inkonsistenten quadratischen Teilproblemen zu vermeiden, schlug Powell [50]
vor, anstatt des Problems (3.19) das relaxierte Problem
min
d[k]∈RNx ,δ[k]∈[0,1]
1
2
d[k]TQ[k]d[k] +∇xf(x[k])Td[k] + ηr2
(
δ[k]
)2
unter gi(x
[k])(1− σiδ[k]) +∇xgi(x[k])Td[k] ≤ 0, i = 1, . . . , Ng,
hj(x
[k])(1− δ[k]) +∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh,
(3.28)
zu lo¨sen. δ[k] bezeichnet dabei die zusa¨tzliche Relaxierungsvariable, σi ist deﬁniert durch
σi =
{
0, wenn gi(x
[k]) < 0,
1, wenn gi(x
[k]) ≥ 0, i = 1, . . . , Nh (3.29)
und ηr ∈ R+ ist der Relaxationsstrafterm. Anstelle von (3.27) ergibt sich die Nebenbe-
dingung
g(x[0])(1− δ[0]) + g′(x[0]) · d[0] = 2(1− δ[0]) + 0 · d[0] = 2(1− δ[0]) ≤ 0,
deren zula¨ssige Menge ungleich der leeren Menge ist, denn d = 0 und δ = 1 ist immer
eine Lo¨sung des Problems (3.28). Diese Lo¨sung fu¨hrt allerdings zu keinem Fortschritt
in der Optimierung.
Der maximale Wert der Relaxationsvariablen δ[k] wird durch einen vom Benutzer fest-
gelegten Wert δmax < 1 begrenzt, um nicht zu sehr von der Ausgangsnebenbedingung
abzuweichen. Gilt
δ[k] ≥ δmax,
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so wird der Relaxationsstrafterm durch
ηr = ηr · ρr
erho¨ht. Dabei ist ρr > 1 ein geeignet zu wa¨hlender Faktor.
Durch die Relaxierung kann es vorkommen, dass die Lo¨sung des relaxierten Problems
stark von der Lo¨sung des urspru¨nglichen quadratischen Problems (3.19) abweicht, was
das gesamte Verfahren dazu veranlassen ko¨nnte, weit mehr Iterationen zu beno¨tigen.
Um diesen Fall abzufangen, wird fu¨r jede einzelne Nebenbedingung eine einzelne Rela-
xationsvariable eingefu¨hrt.
Beispiel 3.2.3. Betrachten wir die folgenden, gegebenen Nebenbedingungen
g1(x) = 2− (x1 − 1)2 ≤ 0,
g2(x) = 1 + (x1 − 1)2x2 ≤ 0,
h1(x) = 1 + x1 + (x3 − 5)2 = 0,
(3.30)
im Startpunkt x[0] = (1, 2, 3). Die linearisierten Nebenbedingungen ergeben sich zu
g1(x
[0]) +∇xg1(x[0])T · d[0] = 2 + (0, 0, 0) · d[0] = 2 ≤ 0,
g2(x
[0]) +∇xg2(x[0])T · d[0] = 1 + (2, 0, 0) · d[0] = 1 + 2d[0]1 ≤ 0,
h1(x
[0]) +∇xh1(x[0])T · d[0] = 6 + (1, 0,−4) · d[0] = 6 + d[0]1 − 4d[0]3 = 0.
(3.31)
Nach der Relaxation ergibt sich das System
2(1− δ[0]) ≤ 0,
1(1− δ[0]) + 2d[0]1 ≤ 0,
6(1− δ[0]) + d[0]1 − 4d[0]3 = 0.
Daraus folgt zwingend, dass δ[0] = 1 gelten muss. Eine damit berechnete Lo¨sung d[0]
muss nicht die linearisierten Nebenbedingungen von g2 und h1 erfu¨llen. Anstatt einer
skalaren Relaxationsvariable setzen wir einen Vektor von Relaxationsvariablen an. Da-
mit ergibt sich
2(1− δ[0]1 ) ≤ 0,
1(1− δ[0]2 ) + 2d[0]1 ≤ 0,
6(1− δ[0]3 ) + d[0]1 − 4d[0]3 = 0.
Fu¨r den Vektor δ[0] ko¨nnen wir δ
[0]
1 = 1 und δ
[0]
2 = δ
[0]
3 = 0 wa¨hlen. Eine damit berechnete
Lo¨sung d˜[0] erfu¨llt nun auch die linearisierten Nebenbedingungen von g2 und h1.
Neben Vorteilen besitzt dieser Relaxationsansatz auch Nachteile, so erhalten wirNg+Nh
zusa¨tzliche Optimierungsvariablen anstatt nur einer. Ausformuliert lautet dann das
quadratische Problem
min
d[k]∈RNx ,δ[k]∈[0,1]Ng+Nh
1
2
d[k]TQ[k]d[k] +∇xf(x[k])Td[k] +
Ng+Nh∑
i=1
ηri
2
(
δ
[k]
i
)2
unter gi(x
[k])(1− σiδ[k]i ) +∇xgi(x[k])Td[k] ≤ 0, i = 1, . . . , Ng,
hj(x
[k])(1− δ[k]Ng+j) +∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh.
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Durch die Ng + Nh neuen Optimierungsvariablen erzeugen wir Ng + Nh zusa¨tzliche
Eintra¨ge in der Hesse-Matrix der Lagrange-Funktion, im Gegensatz zur skalaren Re-
laxation, bei der nur ein zusa¨tzlicher Eintrag beno¨tigt wird. Bei der Jacobi-Matrix
der Nebenbedingungen hingegen werden in beiden Fa¨llen Ng + Nh zusa¨tzliche Ein-
tra¨ge erzeugt, der Unterschied liegt in der erzeugten Struktur. Ist die Struktur der
Jacobi-Matrix gegeben durch die Matrix J , so ergibt sich die Struktur der relaxierten
Probleme im Falle einer Relaxationsvariable zu (J |ν(x[k])). Im anderen Fall ergibt sich
(J |ν(x[k]) ·INg+Nh), wobei ν(x[k])) der Vektor der Verletzung der Nebenbedingungen ist.
Kommen wir wieder auf das Beispiel 3.2.3 zuru¨ck. Die Struktur der Jacobi-Matrix der
relaxierten Nebenbedingungen aus (3.30) ist im skalaren Fall gegeben durch⎛
⎝× 0 0 ×× × 0 ×
× 0 × ×
⎞
⎠ ,
sowie im zweiten Fall durch ⎛
⎝× 0 0 × 0 0× × 0 0 × 0
× 0 × 0 0 ×
⎞
⎠ .
Die farbigen × repra¨sentieren dabei die zusa¨tzlich eingefu¨gten, von Null verschiedenen
Eintra¨ge.
3.2.3.4 Scha¨tzung der Lagrange-Multiplikatoren
Am Anfang des Optimierungsprozesses besteht im Allgemeinen keinerlei Kenntnis u¨ber
die Lagrange-Multiplikatoren des nichtlinearen Optimierungsproblems. Eine gute Start-
scha¨tzung der Lagrange-Multiplikatoren kann aber entscheidend in Hinblick auf den Er-
folg der gesamten Optimierung sein. Daher besteht die Mo¨glichkeit, durch Berechnung
der Lo¨sung, bezeichnet mit (d[0], δ[0], λˆ[0], μˆ[0]), des quadratischen Problems
min
d[0]∈RNx ,δ[0]∈[0,1]
1
2
d[0]T INxd
[0] +∇xf(x[0])Td[0] + ηr2
(
δ[0]
)2
unter gi(x
[0])(1− σiδ[0]) +∇xgi(x[0])Td[0] ≤ 0, i = 1, . . . , Ng,
hj(x
[0])(1− δ[0]) +∇xhj(x[0])Td[0] = 0, j = 1, . . . , Nh
und Setzen von
λ[0] = λˆ[0],
μ[0] = μˆ[0]
eine gute Startscha¨tzung zu erhalten.
Ein a¨hnliches Problem wird im ersten der sogenannten
”
feasibility modes“ gelo¨st. Dort
wird nach einer zula¨ssigen Iterierten gesucht. Dabei wird f(x) = 0 gesetzt, um so eine
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Konzentration auf die Zula¨ssigkeit zu erreichen. Das quadratische Problem sieht wie
folgt aus:
min
d[k]∈RNx ,δ[k]∈[0,1]
1
2
d[k]T INxd
[k] + η
r
2
(
δ[k]
)2
unter gi(x
[k])(1− σiδ[k]) +∇xgi(x[k])Td[k] ≤ 0, i = 1, . . . , Ng,
hj(x
[k])(1− δ[k]) +∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh.
Die Schrittweite wird, wie in Abschnitt 3.2.7 erla¨utert, u¨ber den Fortschritt bei der
Verletzung der Nebenbedingungen gemessen.
3.2.4 Bewertungsfunktionen
Um globale Konvergenz zu erreichen, ist es notwendig, eine geeignete Schrittweite
α[k] zur Suchrichtung d[k], der Lo¨sung des quadratischen Teilproblems, zu bestimmen.
Wa¨hrend des Optimierungsprozesses mu¨ssen wir in sinnvoller Art und Weise den Fort-
schritt messen. Bei unbeschra¨nkten Problemen ist dies ohne Weiteres durch Auswerten
der Zielfunktion mo¨glich. Bei Problemen mit Beschra¨nkungen mu¨ssen wir zusa¨tzlich
auch die Verletzung der Nebenbedingungen einbeziehen. Damit eine sinnvolle Gewich-
tung zwischen Fortschritt in der Zielfunktion und einer Verbesserung der Verletzung
der Nebenbedingungen gefunden werden kann, mu¨ssem wir Gebrauch von einer Be-
wertungsfunktion, auch
”
merit function“ genannt, machen. Von WORHP unterstu¨tzte
Bewertungsfunktionen sind die L1-penalty Funktion
L1(x; η) := f(x) +
Nh∑
i=1
ηi|hi(x)|+
Ng∑
i=1
ηNh+imax{0, gi(x)} (3.32)
und die erweiterte Lagrange-Funktion, auch
”
augmented Lagrangian“ genannt,
La(x, λ, μ; η) :=f(x) +
Nh∑
i=1
λihi(x) +
1
2
Nh∑
i=1
ηih
2
i (x)
+
1
2ηi
Ng∑
i=1
((
max {0, μi + ηNh+igi(x)}
)2 − μ2i),
(3.33)
wobei η ∈ RNg+Nh mit ηi ≥ 0, i = 1, . . . , Ng +Nh, ein Bestrafungsvektor ist.
3.2.5 Update der Penaltyparameter
Ein wesentlicher Unterschied bei der Verwendung der in Abschnitt 3.2.4 vorgestellten
Bewertungsfunktion besteht in der Wahl der jeweiligen Bestrafungsvektoren η. Schon
bei der Verwendung der einfachen L1-Bestrafungsfunktion aus (3.32) muss ein Bestra-
fungsvektor η geeignet gewa¨hlt werden. Selbst bei einer umsichtigen Wahl von η ist es
mo¨glich, unerwu¨nschtes Verhalten, wie Kreisen, zu erhalten. Ein Beispiel hierfu¨r ist der
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Algorithmus von Powell, vorgestellt in [50]. Wie WORHP ist der vorgestellte Algorith-
mus ein SQP-Verfahren mit Liniensuche. Zur Liniensuche in der k-ten Iteration wird
die L1-Bestrafungsfunktion
φk(α; η[k]) := L1(x
[k]+αd[k]; η[k]) =f(x[k]+αd[k]) +
Nh∑
i=1
η
[k]
i |hi(x[k]+αd[k])|
+
Ng∑
i=1
η
[k]
Ng+i
max{0, gi(x[k]+αd[k])},
(3.34)
mit der Armijo Bedingung
φk(α; η[k]) ≤ φk(0; η[k]) + 0.1 · α · φkα(0; η[k]) (3.35)
benutzt, wobei φkα die Richtungsableitung von φ
k in Richtung α ist. Der Bestrafungsterm
η[k] muss dabei die Bedingungen
η
[k]
i ≥ |λˆi|, i = 1, . . . , Ng,
η
[k]
Ng+j
≥ |μˆj|, j = 1, . . . , Nh, (3.36)
erfu¨llen, dabei sind die Vektoren λˆ ∈ RNg und μˆ ∈ RNh die Lagrange-Multiplikatoren
des entsprechenden quadratischen Unterproblems. In der ersten Iteration werden die
Bestrafungsterme gewa¨hlt als
η
[0]
i := |λˆi|, i = 1, . . . , Ng,
η
[0]
Ng+j
:= |μˆj|, j = 1, . . . , Nh
und in jeder weiteren Iteration als
η
[k]
i := max
(
|λˆi|, 12
(
η
[k−1]
i + |λˆi|
))
, i = 1, . . . , Ng,
η
[k]
Ng+j
:= max
(
|μˆj|, 12
(
η
[k−1]
Ng+j
+ |μˆj|
))
, j = 1, . . . , Nh.
(3.37)
Diese Formel zum Update der Bestrafungsterme wird auch im Fall des Gebrauchs der
L1-Bestrafungsfunktion in WORHP benutzt.
Als Approximation der Hesse-Matrix in der k+1-ten Iteration wird die BFGS-Update-
Formel benutzt
B[k+1] = Q[k] +
γγT
γT d˜
− (Q
[k]d˜)(Q[k]d˜)T
d˜TQ[k]d˜
,
wobei d˜ := x[k+1] − x[k] ist und γ die A¨nderung im Gradienten der Lagrange Funktion,
siehe auch Abschnitt 3.2.10.
Das folgende Beispiel von Chamberlain [17] eignet sich gut zur Demonstration, wie
trotz einer Wahl von η, die der Bedingung (3.36) genu¨gt, der Algorithmus ins Kreisen
geraten kann.
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Beispiel 3.2.4. Gegeben sei das folgende, nichtlineare Optimierungsproblem
min
x∈R2
x2,
unter 2x21 − x31 − x2 ≤ 0,
2(1− x1)2 − (1− x1)3 − x2 ≤ 0.
Als Startpunkt wird der Punkt x = (0, 0) gewa¨hlt. B[0] ist die Einheitsmatrix. Als
Lo¨sung des quadratischen Teilproblems ergibt sich der Vektor d[0] = (1, 0) mit Lagrange-
Multiplikatoren μˆ1 = 0 und μˆ2 = 1. Entsprechend ergeben sich die Bestrafungsterme
zu η
[0]
1 = 0 und η
[0]
2 = 1. Damit ergibt sich die L1-Bestrafungsfunktion aus (3.34) zu
L1(α; η
[0]) = 2(1− α)2 − (1− α)3.
Die Schrittweite α[0] = 1 erfu¨llt die Bedingung (3.35) und somit lautet die neue Iterierte
x[1] = (1, 0). Da es keine Vera¨nderung in der Zielfunktion gibt, ergibt sich γ = (1, 0)
und somit
B[1] = B[0] +
γγT
γTd[0]
− (B
[0]d[0])(B[0]d[0])T
(d[0])TB[0]d[0]
= B[0].
Als Lo¨sung des zweiten quadratischen Unterproblems erhalten wir d[1] = (−1, 0) mit
μˆ = (1, 0). Aus (3.37) ergeben sich die Bestrafungsterme zu η
[1]
1 = 1 und η
[1]
2 = 0. Wieder
erfu¨llt die Schrittweite α[1] = 1 die Bedingung (3.35). Als neue Iterierte erhalten wir
somit x[2] = (0, 0). Ebenfalls bleibt die Approximation der Hesse-Matrix unvera¨ndert
B[2] = B[1],
womit der Algorithmus wieder am Ausgangspunkt angekommen ist.
Anstatt der L1-Bestrafungsfunktion kann WORHP die erweiterte Lagrange-Funktion
sowie die exakte Hesse-Matrix benutzen. Beide Optionen wu¨rden das Kreisen bei diesem
Beispiel verhindern.
Fu¨r die erweiterte Lagrange-Funktion besteht die Auswahl zwischen zwei verschiedenen
Ansa¨tzen fu¨r die Bestrafungsterme. Der erste Ansatz benutzt anstatt eines Vektors von
Straftermen nur einen Wert, dass heißt es gilt
η
[k]
i = η˜
[k], i = 1, . . . , Ng +Nh
fu¨r ein η˜[k] ∈ R. Die folgende Idee stammt von Schittkowski [53]. Mit λˆ[k] beziehungs-
weise μˆ[k] werden die Lagrange-Multiplikatoren des quadratischen Unterproblems in der
k-ten Iteration bezeichnet. Fu¨r das Update wird η[−1] := η, ρ[−1] := 1 gesetzt und weiter
mu¨ssen die beiden folgenden Werte berechnet werden:
ρ[k] := min
(
(d[k])TQ[k]d[k]
||d[k]||2 , ρ
[k−1]
)
r[k] :=
{ ||d[k]||2
||(λˆ[k]−λ[k],μˆ[k]−μ[k])||2 , wenn (λˆ
[k], μˆ[k]) = (λ[k], μ[k]),
r, sonst.
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Dabei ist r < 1 ein geeignet gewa¨hlter Parameter. Weiterhin sei i[k] die kleinste positive
ganze Zahl, fu¨r die gilt
1
ηi[k]
<
1
4
r[k]ρ[k]
(
1− ρ[k]
4
)
,
wobei η > 1 ein geeignet zu wa¨hlender Startwert der Bestrafungsterme ist. Damit ergibt
sich das Update zu
η˜[k] := max(η˜[k−1], ηi[k]).
Der zweite Ansatz stammt ebenfalls von Schittkowski [54]. Bei diesem wird der Vek-
tor der Bestrafungsterme komponentenweise aktualisiert. Dafu¨r wird zuna¨chst τ [k] ∈
R
Ng+Nh deﬁniert als
τ
[k]
j := min
⎛
⎝1, k√
η
[k]
j
⎞
⎠ , j = 1, . . . , Ng +Nh.
Damit ergibt sich die Updateformel zu
η
[k+1]
j := max
(
τ
[k]
j η
[k]
j ,
2(Ng +Nh)(λˆ
[k]
j − λ[k]j )2
(1− δ[k])(d[k])TQ[k]d[k]
)
, j = 1, . . . , Ng
und entsprechend
η
[k+1]
j+Ng
:= max
(
τ
[k]
j+Ng
η
[k]
j+Ng
,
2(Ng +Nh)(μˆ
[k]
j − μ[k]j )2
(1− δ[k])(d[k])TQ[k]d[k]
)
, j = 1, . . . , Ng.
δ[k] ist dabei die Relaxierungsvariable des Problems (3.28).
3.2.6 Regularisierung der Hesse-Matrix
Damit wir die Eindeutigkeit und somit das gewu¨nschte Ergebnis der Optimierung ga-
rantieren ko¨nnen, muss die Hesse-Matrix HL = (hij)i,j ∈ RNx×Nx , nach Satz 2.2.16,
positiv deﬁnit beziehungsweise positiv deﬁnit auf dem Kern der Jacobi-Matrix sein
muss. Um dies zu erreichen, werden wir die modiﬁzierte Hesse-Matrix
H = HL + τ(|σG|+ 1)I, (3.38)
benutzen, vergleiche Betts [4]. Fu¨r den Parameter τ ∈ R gilt 0 ≤ τ ≤ 1. Dabei ist σG
die Gerschgorin-Grenze fu¨r den kleinsten, negativen Eigenwert von HL, das heißt
σG = min
1≤i≤n
{
hii −
Nsx∑
j=1,j =i
|hij|
}
.
Die Idee hierzu stammt von Levenberg [45]. Er benutzte die Matrix τI als Approxima-
tion der Hesse-Matrix eines
”
kleinste-Quadrate-Problems“.
Die Wahl von τ ist entscheidend fu¨r die Geschwindigkeit der Konvergenz des gesamten
Algorithmus. Mit τ = 1 wird eine positiv deﬁnite Hessematrix garantiert, dies fu¨hrt
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aber zu einer niedrigen Konvergenzgeschwindigkeit, da sie zu einer großen Abweichung
der urspru¨nglichen Hesse-Matrix fu¨hrt. Auf der anderen Seite fu¨hrt τ = 0 zum eben
geschilderten Problem. Die Idee von Betts besteht aus der Benutzung eines Vergleiches
zwischen dem Wert der aktuellen Bewertungsfunktion und einer Vorhersage des Wertes
der Bewertungsfunktion der na¨chsten Iteration. τ wird erniedrigt, wenn der vorher-
gesagte Wert mit dem tatsa¨chlichen Wert der Bewertungsfunktion u¨bereinstimmt. Ist
dies nicht der Fall, wird τ erho¨ht. Im Folgenden wird mit M [k](x[k], λ[k], μ[k]) der Wert
einer der Bewertungsfunktionen aus Abschnitt 3.2.4 in der k-ten Iteration bezeichnet.
Die folgenden Werte mu¨ssen fu¨r die Wahl von τ berechnet werden, die tatsa¨chliche
Verbesserung
ρ1 = M
[k−1](x[k−1], λ[k−1], μ[k−1])−M [k](x[k], λ[k], μ[k]) (3.39)
und die vorhergesagte Verbesserung
ρ2 = M
[k−1](x[k−1], λ[k−1], μ[k−1])− M˜ [k](x[k], λ[k], μ[k])
= −M ′0(x[k], λ[k], μ[k])−
1
2
d[k]THd[k].
(3.40)
Dabei ist M˜ [k](x[k], λ[k], μ[k]) der vorhergesagte Wert der Bewertungsfunktion in der k-
ten Iteration und M ′0(x
[k], λ[k], μ[k]) die Ableitung der Bewertungsfunktion bezu¨glich der
Schrittweite α ausgewertet in α[k] = 0. Als letztes wird die Vera¨nderungsrate der Norm
des Gradienten der Lagrange-Funktion beno¨tigt
ρ3 =
‖ϑ[k]‖∞
‖ϑ[k−1]‖∞ . (3.41)
Dabei ist
ϑ[k] = ∇xf(x[k]) +
(∇xg(x[k]))T μ[k] + (∇xh(x[k]))T λ[k]
der Fehler im Gradienten der Lagrange-Funktion. Ist ρ1 ≤ 0, 25ρ2, so wird τ erho¨ht
durch
τ [k+1] = min(θ · τ [k], 1),
dabei ist θ > 1 ein geeignet zu wa¨hlender Parameter. Gilt ρ1 ≥ 0, 75ρ2, so wird die
erzielte Verbesserung als zufriedenstellend betrachtet und τ durch
τ [k+1] = τ [k]min
(
1
θ
, ρ3
)
erniedrigt. Diese Formeln garantieren nicht die Voraussetzungen von Satz 2.2.16. Es
kann daher notwendig werden, die Inertia, also die Anzahl der positiven, negativen
und Null-Eigenwerte der Matrix (3.26) zu u¨berpru¨fen. Diese Informationen stehen aber
automatisch nach Lo¨sen des quadratischen Teilproblems zur Verfu¨gung.
Neben der Bewertungsfunktion werden wir in Abschnitt 3.2.8 eine weitere Technik
vorstellen, die zur Bestimmung einer geeigneten Schrittweite α[k] eingesetzt werden
kann. Diese Technik verzichtet auf die Verwendung einer Bestrafungsfunktion, trotzdem
wird weiterhin eine Regularisierung der Hesse-Matrix in Form (3.38) vorgenommen.
Durch den Verzicht auf die Bewertungsfunktion ko¨nnen wir nicht die Werte ρ1, ρ2 und
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ρ3 bestimmen. Das in diesem Abschnitt vorgestellte Verfahren ist also nicht direkt
verwendbar, sondern muss modiﬁziert werden. Dabei werden wir als Vorhersagen die
linearen Approximationen −f ′(x[k])Td[k],−∇xg(x[k])d[k] und −∇xh(x[k])d[k] benutzen.
Neben dieser modiﬁzierten Technik ko¨nnen wir weiter eine von Wa¨chter und Biegler
[62] vorgestellte Regularisierungsstrategie verwenden.
3.2.7 Liniensuche
Nach Bestimmung der Suchrichtung d[k] besteht der na¨chste Schritt eines SQP-Verfah-
rens in der Suche einer geeigneten Schrittweite α[k] ∈ [0, 1] zur gefundenen Suchrichtung.
WORHP benutzt hierbei eine Liniensuche mit der Armijo Regel. Wir deﬁnieren
φ(α) := M(x[k] + αd[k], λ[k+1](α), μ[k+1](α), η[k]), (3.42)
wobei λ(α) und μ(α) die neuen Lagrange-Multiplikatoren in Abha¨ngigkeit von α sind.
Eine mo¨gliche Wahl ist
λ[k+1](α) = (αmax − α)λ[k] + (α + 1− αmax)λQP ,
μ[k+1](α) = (αmax − α)μ[k] + (α + 1− αmax)μQP .
Die Funktion M ist eine der in Abschnitt 3.2.4 eingefu¨hrten Bewertungsfunktionen. Die
optimale Wahl fu¨r α ist durch die Lo¨sung des nichtlinearen Optimierungsproblems
min
α∈R
φ(α)
unter α ∈ [0, 1] (3.43)
gegeben. Obwohl dieses Problem nur eindimensional ist, ist die Berechnung einer ex-
akten Lo¨sung, gerade fu¨r hochdimensionale Probleme, zu zeitaufwa¨ndig. Daher werden
wir nach der gro¨ßten Schrittweite α suchen, welche die Armijo-Bedingung
φ(α) < φ(0)︸︷︷︸
=M(x[k],λ[k],μ[k],η[k])
+σαφ′(0)
erfu¨llt. Dabei ist σ ∈ R+ ein geeignet zu wa¨hlender Faktor und φ′ die Ableitung von
φ bezu¨glich α. Da die exakte Lo¨sung auch wieder ein eindimensionales, nichtlineares
Optimierungsproblem ist, werden wir auch hier auf eine exakte Berechnung der Lo¨sung
verzichten. Wir werden mit Hilfe einer maximalen Schrittweite αmax ∈ (0, 1] und einem
Parameter βarmijo ∈ (0, 1) die mo¨glichen Schrittweiten
Θ :=
{
αj = β
jαmax | j = 0, 1, 2, . . . , lmax
}
, (3.44)
erzeugen. Dabei ist lmax = max{l ∈ N | βlαmax ≥ αmin} und αmin die kleinste erlaubte
Schrittweite. Als ersten Kandidaten werden wir α0 = αmax testen. Ist die Armijo-
Bedingung
φ(αj) ≤ φ(0) + σαjφ′(0), (3.45)
nicht erfu¨llt, werden wir α1 = β
1α0 berechnen und erneut (3.45) pru¨fen. Diesen Ablauf
werden wir so lange wiederholen, bis wir ein αi gefunden haben, das die Bedingung
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(3.45) erfu¨llt oder die Liniensuche gescheitert ist, das heißt αi < αmin gilt. In diesem
Fall besitzt WORHP eine Vielzahl von Strategien, die an dieser Stelle angesetzt wer-
den ko¨nnen, um einen erfolglosen Abbruch zu vermeiden, und die in Abschnitt 3.2.11
beschrieben werden.
Der Liniensuchalgorithmus wurde um eine neue Funktionalita¨t erweitert. Die Idee hier-
bei ist die Schrittweite αmax zu akzeptieren, obwohl sie nicht die Bedingung (3.45)
erfu¨llt. Denn wa¨hrend der Optimierung ist es mo¨glich, dass die Schrittweite αmax ver-
worfen wird, obwohl mit der neuen Iterierten
x[k+1] = x[k] + αmaxd
[k]
eine Verbesserung der Verletzung der Nebenbedingungen und vielleicht sogar eine Ver-
besserung der Zielfunktion einhergeht. Diese Tatsache kann mehrere Ursachen haben.
Am Anfang des Optimierungsprozesses bilden die Lagrange-Multiplikatoren der quadra-
tischen Teilprobleme noch keine guten Approximationen der Lagrange-Multiplikatoren
des nichtlinearen Problems. Weiterhin kann es vorkommen, dass der Vektor der Straf-
terme η[k] der Bestrafungsfunktion ebenfalls nicht passend gewa¨hlt ist.
Verwirft der Liniensuchalgorithmus αmax und gilt zusa¨tzlich
M(x[k] + αmaxd
[k], λ[k+1](αmax), μ
[k+1](αmax), η
[k+1]) ≥ M(x[k], λ[k], μ[k], η[k+1]),
so werden wir einen Vektor ν ∈ RNg+Nh erzeugen mit
νj =
{
|gj(x[k] + αmaxd[k])|, wenn gj(x[k] + αmaxd[k]) > 0
0, sonst,
fu¨r j = 1, . . . , Ng, sowie
νNg+i = |hi(x[k] + αmaxd[k])|,
fu¨r i = 1, . . . , Nh, dessen Eintra¨ge die Verletzung der Nebenbedingungen beinhalten.
Mit ξ[k] sei der Vektor der aktuellen Verletzung der Nebenbedingungen der Iterierten
x[k] in der k-ten Iteration bezeichnet. αmax akzeptieren wir als Schrittweite, wenn die
Bedingung
σfeas · ||ν||∞ < ||ξ[k]||∞
erfu¨llt ist, wobei σfeas ∈ R mit σfeas > 1 ein geeignet zu wa¨hlender Faktor ist.
Eine a¨hnliche Bedingung werden wir pru¨fen, wenn WORHP innerhalb einer der
”
feasibi-
lity modes“ nach einer geeigneten Schrittweite sucht. Da in dem Fall nur die Verletzung
der Nebenbedingungen von Interesse ist, werden wir nicht Bedingung (3.45) pru¨fen,
sondern werden ein Vektor ν(α) ∈ RNg+Nh erzeugen, mit
νj(α) =
{
|gj(x[k] + αd[k])|, wenn gj(x[k] + αmaxd[k]) > 0
0, sonst,
fu¨r j = 1, . . . , Ng, sowie
νNg+i(α) = |hi(x[k] + αd[k])|,
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fu¨r i = 1, . . . , Nh, dessen Eintra¨ge erneut die Verletzung der Nebenbedingungen in
Abha¨ngigkeit von der Schrittweite α beinhalten. Am Anfang werden wir den Vektor
ν(αmax) berechnen und pru¨fen, ob mit dieser Schrittweite eine Verringerung der Verlet-
zung der Nebenbedingungen einherging. Es wird also gepru¨ft, ob
||ν(αmax)||∞ < ||ξ[k]||∞
erfu¨llt ist. Ist dies der Fall, werden wir die Schrittweite akzeptieren, ansonsten werden
wir die na¨chste Schrittweite αj aus der Menge Θ aus (3.44) ausgewa¨hlen, dazu ν(αj)
berechnen und anschließend
||ν(αj)||∞ < ||ξ[k]||∞
pru¨fen. Im Falle, dass αj die minimale Schrittweite αmin unterschreitet, werden die
Rettungsstrategien aktiviert. Diese werden wir na¨her in Abschnitt 3.2.11 behandeln.
Scheitert die Berechnung einer Schrittweite im dualen Zula¨ssigkeitsmodus, so geho¨rt
dieser nicht zu der Menge der erlaubten Rettungsstrategien.
3.2.8 Filter
Neben der Liniensuche mit Hilfe einer Bewertungsfunktion haben sich in den letzten
Jahren versta¨rkt Filter-Techniken zur Bewertung einer Schrittweite etabliert. Vorge-
stellt wurden erste Ideen zu Filter-Methoden 1996 von Fletcher, eine Beschreibung
der Implementierung seiner Ideen ﬁndet man in [26]. Fletcher und Leyffer [27] waren
in der Lage, einen ersten Konvergenzbeweis fu¨r SLP-Methoden (sequential linear pro-
gramming) zu fu¨hren. Dieser Beweis konnte dann spa¨ter in [28] auf SQP-Methoden
erweitert werden. Eine scho¨ne U¨bersicht zur Geschichte der Filterverfahren ﬁndet man
in [29]. Filter-Methoden erfreuen sich seitdem einer wachsenden Beliebtheit. Sie sind
Gegenstand vielfa¨ltiger Untersuchungen [59, 60, 61] und haben Einzug in Optimierungs-
software wie IPOPT oder IPFILTER gehalten.
In diesem Abschnitt werden wir einen U¨berblick u¨ber die Implementierung des 2D-
Filters in WORHP geben, vergleiche auch [42]. Der Filter beru¨cksichtigt den Wert
der Zielfunktion an der Stelle der aktuellen Iterierten f(x[k]) und die Verletzung der
Nebenbedingungen, bezeichnet mit ν(x[k]). Der 2D-Ansatz kann durch Hinzufu¨gen eines
weiteren sinnvollen Wertes zu einem 3D-Ansatz erweitert werden.
Das Grundprinzip eines Filters F besteht aus dem Prinzip der Dominanz. Ein Punkt
(x1, y1) ∈ R2 wird von einem Punkt (x2, y2) ∈ R2 dominiert, wenn gilt
x2 ≤ x1 und y2 ≤ y1.
Der Filter besteht nun aus Punkten (f(x), ν(x)) ∈ R2, von denen kein Punkt von einem
anderen Punkt des Filters dominiert wird. In der Abbildung 3.4 sehen wir so einen Filter
in der ν-f -Ebene visualisiert. Das eingefa¨rbte Gebiet markiert den Bereich, der von den
Eintra¨gen des Filters, mit schwarzen Punkten markiert, dominiert wird.
Wir akzeptieren die Schrittweite α, wenn die Testiterierte x[k]+αd[k] vom Filter akzep-
tiert wird. Dies ist der Fall, wenn sie von keinem Punkt des Filters dominiert wird. Ak-
zeptieren wir die Schrittweite α, so wird der Punkt (f(x[k+1]), ν(x[k+1])) der zugeho¨rigen
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ν
f
Abbildung 3.4: 2D-Filter
Iterierten x[k+1] in den Filter aufgenommen. Nach Aufnahme eines neuen Punktes wer-
den sa¨mtliche Eintra¨ge des Filters gelo¨scht, die von dem neuen Punkt dominiert werden.
Damit wir Konvergenz garantieren ko¨nnen, mu¨ssen wir diese Grundidee eines Filters
um einige Methoden erweitern. So ist es zum Beispiel mo¨glich, dass wir eine unzula¨ssige
Folge von Iterierten erzeugen, die in jedem Schritt die Zielfunktion etwas verbessert.
Auf der anderen Seite ist es aber auch mo¨glich, dass die Iterierten gegen einen beliebigen
zula¨ssigen Punkt konvergieren, indem in jedem Schritt die Verletzung der Nebenbedin-
gungen etwas reduziert wird. Um diesen Pha¨nomenen vorzubeugen, gibt es verschiedene
Ansa¨tze. Wir wollen kurz zwei Erweiterungen vorstellen, die in WORHP benutzt wer-
den.
Fu¨r die Implementierung dieser Ansa¨tze, ist es notwendig, dass wir den Zeitpunkt der
Aufnahme eines Punktes in den Filter um eine Iteration nach hinten verschieben. Suchen
wir die Schrittweite α[k+1], so werden wir am Ende der Schrittweitensuche entscheiden,
ob der Punkt (f(x[k]), ν(x[k])) in den Filter aufgenommen wird oder nicht.
Der erste Ansatz verscha¨rft das Kriterium, wann ein Punkt vom Filter akzeptiert wird,
indem eine Hu¨lle um den Filter erzeugt wird. Wir akzeptieren die Schrittweite α, wenn
eine der Bedingungen
ν(x[k] + αd[k]) ≤ (1− γν)ν(x) (3.46)
oder
f(x[k] + αd[k]) + γfν(x
[k] + αd[k]) ≤ f(x) (3.47)
fu¨r alle Punkte (f(x), ν(x)) ∈ F des Filters erfu¨llt ist. Dabei sind γν , γf ∈ (0, 1) geeignet
zu wa¨hlende Konstanten. In Abbildung 3.5 sehen wir einen Filter mit einer so erzeugten
Hu¨lle.
Diese Erweiterung alleine kann allerdings immer noch nicht fu¨r eine Konvergenz gegen
einen KKT-Punkt garantieren. Es ist trotzdem mo¨glich, dass eine Serie von Iterierten
entsteht, die gegen eine zula¨ssige Lo¨sung konvergiert, indem in jedem Schritt die Be-
dingung (3.46) erfu¨llt wird. Es ist also notwendig, einen gewissen Fortschritt in der
Zielfunktion zu verlangen, wenn die Iterierten sich dem zula¨ssigen Bereich na¨hern. Dies
werden wir in der zweiten Erweiterung sicherstellen. Wird der Punkt x[k] + αd[k] vom
Filter akzeptiert und gilt
ν(x[k]) ≤ νmin, (3.48)
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Abbildung 3.5: 2D-Filter mit Hu¨lle
so u¨berpru¨fen wir die sogenannte Switching-Condition
α∇xf(x[k])Td[k] < 0 und α(−∇xf(x[k])Td[k])sf > δ(ν(x[k]))sν , (3.49)
dabei sind δ > 0 und sf , sν > 1 erneut geeignet zu wa¨hlende Konstanten. νmin wird
dabei in Abha¨ngigkeit der Verletzung der Nebenbedingungen am Startpunkt ν(x[0])
gewa¨hlt.
Die Bedingung (3.49) u¨berpru¨ft, ob die Suchrichtung eine Abstiegsrichtung der Ziel-
funktion ist und ob ein hinreichend starker Abstieg im Verha¨ltnis zu der Verletzung
der Nebenbedingungen vorliegt. Ist die Bedingung (3.49) erfu¨llt, so pru¨fen wir fu¨r die
Testiterierte auch die Armijo-Bedingung bezu¨glich f , na¨mlich
f(x[k] + αd[k]) ≤ f(x[k]) + σα∇xf(x[k])Td[k]. (3.50)
Ist diese Bedingung auch erfu¨llt, so akzeptieren wir die Schrittweite, ohne den Punkt
(f(x[k]), ν(x[k])) in den Filter aufzunehmen. Ist (3.50) nicht erfu¨llt, so werden wir die
Schrittweite nicht akzeptieren und eine neue Testiterierte erzeugen.
Erfu¨llt die Testiterierte nicht die Bedingung (3.48), so pru¨fen wir, ob die Bedingungen
(3.46) und (3.47) im Punkt (f(x[k]), ν(x[k])) fu¨r den Punkt (f(x[k]+αd[k]), ν(x[k]+αd[k]))
erfu¨llt sind. Ist dies nicht der Fall, erzeugen wir eine neue Testiterierte. Akzeptieren wir
den Punkt, so akzeptieren wir auch die Schrittweite. Zudem pru¨fen wir die Switching-
Condition (3.49) und die Armijo-Bedingung (3.50). Der Punkt (f(x[k]), ν(x[k])) wird nur
dann in den Filter aufgenommen, wenn eine der beiden Bedingungen nicht erfu¨llt ist.
Wie bei der Liniensuche mit einer Bewertungsfunktion kann es auch hier vorkommen,
dass alle Testiterierten vom Filter nicht akzeptiert werden und so schließlich die Grenze
αmin erreicht wird. Eine Mo¨glichkeit ist, dass der zula¨ssige Bereich noch zu weit von der
aktuellen Iterierten entfernt ist. Um sich diesem Bereich zu na¨hern, fu¨hren wir einen
Schritt durch, der nur die Verletzung der Nebenbedingungen verbessert. Dieser Schritt
wird Restaurierungsschritt genannt. Es wird dabei keine Methode vorgegeben, wie diese
Restaurierung geschehen soll. Da wir in WORHP mit dem dualen Zula¨ssigkeitsmodus
schon ein Verfahren besitzen, welches diese Anforderungen erfu¨llt, ko¨nnen wir es direkt
als Restaurierungsstrategie einbinden. Dem Benutzer obliegt dabei die Entscheidung,
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ob nur ein Schritt in Richtung Zula¨ssigkeit gemacht oder eine Iterierte x erzeugt werden
soll, die
ν(x) ≤ 
feas
erfu¨llt.
Durch die gemachten A¨nderungen wird die von der Zula¨ssigkeitsrestaurierung erzeugte
Iterierte x[k+1] vom Filter akzeptiert. Damit das Verfahren nicht an diesen kritischen
Punkt zuru¨ckkehrt, wird der Punkt (f(x[k]), ν(x[k])) auch in den Filter aufgenommen,
wenn fu¨r die Suchrichtung d[k] keine Schrittweite gefunden werden konnte und ein Re-
staurierungsschritt durchgefu¨hrt werden muss.
3.2.9 Die Strategie der schwach-aktiven Menge
Sehr große Probleme aus Anwendungen besitzen typischerweise sehr viele Ungleichungs-
beschra¨nkungen. Dabei ist es durchaus mo¨glich, dass Ng  Nx gelten kann. Im Laufe
der Optimierung werden viele dieser Nebenbedingungen inaktiv. Das Ziel in diesem
Abschnitt ist es, ein Verfahren einzufu¨hren, das es mo¨glich macht, viele dieser nicht
aktiven Nebenbedingungen zu streichen, um so die Gro¨ße des zugrunde liegenden, linea-
ren Gleichungssystems zu reduzieren und somit Rechenzeit einzusparen. Das Verfahren
orientiert sich dabei an bestehenden Strategien der aktiven Mengen. Diese Strategien
sind ein gern genutztes Mittel zur Reduzierung der Dimensionen und werden aktuell
noch immer genutzt, siehe zum Beispiel [55] oder [15]. Dabei werden wir nicht mit der
aktiven Menge I(x) arbeiten, sondern eine leicht modiﬁzierte Menge betrachten. In die-
sem Abschnitt werden wir nur unrelaxierte quadratische Teilprobleme betrachten, dies
gewa¨hrleistet eine besser U¨bersicht und die Relaxierung kann direkt aus Abschnitt 3.2.3
u¨bernommen werden.
Deﬁnition 3.2.5. Sei x ∈ Σ und δw ∈ R mit δw ≥ 0 vorgegeben. Eine Nebenbedingung
gi(x) ≤ 0 heißt schwach-aktiv in x, wenn −δw ≤ gi(x) ≤ 0 gilt und stark-inaktiv in x,
wenn gi(x) < −δw. Die Mengen
Iw(x, δw) := {i ∈ {1, ..., Ng} | − δw ≤ gi(x) ≤ 0}
und
Jw(x, δw) := Iw(x, δw) ∪ {1, ..., Nh}
werden Mengen der schwach-aktiven Indizes genannt.
Bemerkung 3.2.6. Es gilt I(x) ⊆ Iw(x, δw) und somit J(x) ⊂ Jw(x, δw). Wird δw = 0
gewa¨hlt, so erhalten wir I(x) = Iw(x, 0).
Sei δw > 0 vorgegeben, x
[k] eine Approximation der optimalen Lo¨sung in der k-ten Itera-
tion und Q[k] eine geeignete Approximation der Hesse-Matrix der Lagrange-Funktion.
So lo¨sen wir anstelle des quadratischen Problems (3.19) das reduzierte quadratische
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Problem
min
d[k]∈RNx
1
2
d[k]TQ[k]d[k] +∇xf(x[k])Td[k]
unter gi(x
[k]) +∇xgi(x[k])Td[k] ≤ 0, i ∈ Iw(x[k], δw),
hj(x
[k]) +∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh.
(3.51)
Neben dem quadratischen Unterproblem muss natu¨rlich auch die Schrittweitensuche
entsprechend modiﬁziert werden. Keine der stark-inaktiven Nebenbedingungen darf an
der Stelle der neuen Iterierten verletzt werden. Dazu ist es notwendig, dass wir das
Problem (3.51) zu dem Problem
min
d[k]∈RNx
1
2
d[k]TQ[k]d[k] +∇xf(x[k])d[k]
unter gi(x
[k]) +∇xgi(x[k])Td[k] ≤ 0, i ∈ J (x[k], δw),
hj(x
[k]) +∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh
(3.52)
erweitern. Hierbei ist J (x[k], δw) eine Indexmenge mit J (x[k], δw) ⊇ Iw(x[k], δw). Anstelle
des Optimierungsproblems (3.43) aus Abschnitt 3.2.7 mu¨ssen wir fu¨r die Schrittweiten-
suche das Problem
min
α[k]∈R
φ(α[k])
unter α[k] ∈ [0, 1],
gi(x
[k] + α[k]d[k]) ≤ 0, i ∈ J (x[k], δw)
lo¨sen. Erneut verzichten wir auf eine exakte Lo¨sung des Problems. Fu¨r eine Schrittweite
α ∈ Θ aus (3.44) pru¨fen wir zusa¨tzlich zur Armijo-Bedingung
φ(α) ≤ φ(0) + σαφ′(0) (3.53)
noch die Bedingung
gi(x
[k] + αd[k]) ≤ 0, i ∈ J (x[k], δw). (3.54)
Wird eine der stark-inaktiven Nebenbedingungen wa¨hrend der Schrittweitensuche ver-
letzt, so wird diese Nebenbedingung der Menge J (x[k+1], δw) hinzugefu¨gt. Dazu deﬁ-
nieren wir
N (α) := {i ∈ {1, . . . , Ng} \ J (x[k], δw) | gi(x[k] + αd[k]) > 0} .
Gilt nach dem erfolgreichen Aufﬁnden der Schrittweiten αi
i⋃
l=1
N (αl) = ∅,
so wird die schwach-aktive Menge in der na¨chsten Iteration um die Indizes der Mengen
N (αl), l = 1, . . . , i erweitert, das heißt
J (x[k+1], δw) = Iw(x[k+1], δw) ∪
i⋃
l=1
N (αl).
Es wird als Startwert J (x[0], δw) = Iw(x[0], δw) gesetzt. Zusammenfassend ko¨nnen wir
den folgenden erweiterten Algorithmus zur Schrittweitensuche beschreiben:
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Algorithmus 3.2.7. Gegeben sei die aktuelle Iterierte x[k], die Lo¨sung d[k] des asso-
ziierten quadratischen Teilproblems (3.52) zum Niveau δw > 0, die Parameter βarmijo ∈
(0, 1), αmin ∈ (0, 1) , αmax ∈ (0, 1] mit αmin < αmax und die Menge der schwach-aktiven
Indizes Iw(x
[k], δw) .
A-1: Setze i = 1 und α1 = αmax.
A-2: Pru¨fe, ob die Bedingungen (3.53) und (3.54) fu¨r αi erfu¨llt sind. Ist dies der Fall,
gehe zu A-5 ansonsten gehe zu A-3.
A-3: Bestimme N (αi), setze i = i+ 1 sowie αi = αmaxβi.
A-4: Ist αi < αmin fu¨hre eine Rettungsstrategie aus, ansonsten gehe zu A-2.
A-5: Setze x[k+1] = x[k] + αid[k]. Ist αi = αmax, setze J (x[k+1], δw) = Iw(x[k+1], δw)
ansonsten setze J (x[k+1], δw) = Iw(x[k+1], δw) ∪
i⋃
l=1
N (αl).
Der Algorithmus 3.2.7 bricht nach einer endlichen Anzahl an Durchla¨ufen ab, denn nach
einer endlichen Anzahl von Schritten sind entweder die Bedingungen (3.53) und (3.54)
fu¨r αi erfu¨llt oder es gilt αi < αmin. Im zweiten Fall wird der Algorithmus verlassen und
eine Rettungsstrategie aktiviert.
Schittkowski hat in [54] einen Konvergenzbeweis fu¨r eine sehr a¨hnliche Strategie der
aktiven Menge gefu¨hrt. Zusa¨tzlich werden, bei der von ihm verwendeten Strategie, die
Lagrange-Multiplikatoren der Nebenbedingungen beru¨cksichtigt.
3.2.10 Ableitungen
In diesem Abschnitt werden wir eine kurze Einfu¨hrung in die von WORHP benutz-
ten Methoden zur Berechnung von Ableitungen erster und zweiter Ordnung sowie der
Berechnung von Approximationen der Hesse-Matrix geben. Auf einen tieferen Einblick
wird an dieser Stelle verzichtet, mehr Details ko¨nnen in [40] nachgelesen werden.
3.2.10.1 Erste Ableitungen
Der herko¨mmliche Weg, eine Ableitung numerisch zu bestimmen, ist es, ﬁnite Dif-
ferenzen zu benutzen. Fu¨r den Gradienten einer Funktion F : RNx → R an der Stelle
x[k] erhalten wir fu¨r ein vorgegebenes 
 > 0 die Approximation
(∇xF (x[k]))i ≈ F (x
[k] + 
ei)− F (x[k])


, i = 1, . . . , Nx. (3.55)
Mit ei sei dabei der i-te Einheitsvektor bezeichnet. Fu¨r jeden Eintrag des Gradienten,
der von Null verschieden ist, beno¨tigen wir eine erneute Auswertung der Funktion F
an der Stelle x[k] + 
ei.
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Beispiel 3.2.8. Gegeben seien die folgenden Nebenbedingungen:
g1(x) := x1 + x2 ≤ 0
g2(x) := x
2
1 − 2x2x3 ≤ 0
g3(x) := 2x2x3x4 ≤ 0
g4(x) := x
4
3 − 7x24x5 ≤ 0
g5(x) := 3x
4
4x
3
5 + 2x6 ≤ 0
g6(x) := x
6
5 − 7x36 ≤ 0
Fu¨r die Jacobi-Matrix ergibt sich dann die Struktur
∇xg =
⎛
⎜⎜⎜⎜⎜⎜⎝
× ×
× × ×
× × ×
× × ×
× × ×
× ×
⎞
⎟⎟⎟⎟⎟⎟⎠ , (3.56)
wobei × einen Eintrag ungleich Null symbolisiert. Ko¨nnten wir den Vektor der Ne-
benbedingungen g(x) = (g1(x), . . . , g6(x))
T komponentenweise auszuwerten, so wa¨re es
mo¨glich ∇xg(x[k]) efﬁzient mit ﬁniten Differenzen zu bestimmen.
Im Allgemeinen ist dies eine sehr starke Einschra¨nkung an die Formulierung des Opti-
mierungsproblems. In der Praxis werden viele der entstehenden Nebenbedingungen aus
physikalischen Modellen entstehen und daher ist es oftmals nicht mo¨glich nur einzelne
Komponenten auszuwerten. Daher mu¨ssen wir davon ausgehen, dass der Vektor der Ne-
benbedingungen nur als Ganzes auswertbar ist. Fu¨r das Beispiel mit der Struktur (3.56)
bedeutet das, dass wir fu¨r die Auswertung der Jacobi-Matrix die sechs Funktionsaus-
wertungen g(x[k] + 
e1), . . . , g(x
[k] + 
e6) machen mu¨ssen. Der Ansatz besteht daraus,
mo¨glichst viele Sto¨rungen der Komponenten in einer Gruppe zusammenzufassen. Ins-
gesamt mo¨chten wir die minimale Anzahl von Gruppen bestimmen, die notwendig ist,
um alle Sto¨rungen zu gruppieren. Da die Struktur der Matrix schwachbesetzt ist, la¨sst
sich so der Rechenaufwand bei der Ableitungsbestimmung stark reduzieren.
Beim Beispiel ko¨nnen wir gleichzeitig in Richtung e1 und e4 sto¨ren, da es keine Zeile
in der Matrix (3.56) gibt, die gleichzeitig x1 und x4 beinhaltet. x1 und x4 bilden dann
eine Gruppe. Fu¨r das Beispiel ergeben sich drei Gruppen gegeben durch
∇xg =
⎛
⎜⎜⎜⎜⎜⎜⎝
× ×
× × ×
× × ×
× × ×
× × ×
× ×
⎞
⎟⎟⎟⎟⎟⎟⎠ .
Bei dem Beispiel 3.2.8 ist es also mo¨glich, die Ha¨lfte der Auswertungen einzusparen,
indem wir nur noch g(x[k] + 
e1 + 
e4), g(x
[k] + 
e2 + 
e5) und g(x
[k] + 
e3 + 
e6) aus-
werten. Das Aufﬁnden der optimalen Anzahl von Gruppen war bei diesem Beispiel
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sehr einfach, im Allgemeinen ist dies allerdings nicht der Fall. Es kann gezeigt wer-
den, dass das Problem des Findens der minimalen Anzahl von Gruppen a¨quivalent zum
sogenannten
”
graph coloring problem“ aus der Graphentheorie ist, bei dem fu¨r einen
vorgegebenen Graphen eine Fa¨rbung mit mo¨glichst wenigen Farben gefunden werden
soll. Die Struktur der Jacobi-Matrix ist a¨quivalent zum Graphen in der Abbildung 3.6.
Das Problem, einen vorgegebenen Graphen mit mo¨glichst wenigen Farben zu fa¨rben,
Abbildung 3.6: A¨quivalenter Graph zur Matrix (3.56)
ist NP vollsta¨ndig. Daher existiert kein Algorithmus, der in der Lage ist, die optimale
Lo¨sung in einer akzeptablen Zeitspanne zu bestimmen. In WORHP sind daher ver-
schiedene Routinen implementiert, die eine Scha¨tzung der optimalen Gruppen in einer
annehmbaren Zeit bestimmen ko¨nnen.
3.2.10.2 Zweite Ableitungen
Bei der Bestimmung der zweiten Ableitung, also der Hesse-Matrix der Lagrange-Funk-
tion, besteht die Mo¨glichkeit, zwischen einer
”
exakten“ Berechnung mit ﬁniten Dif-
ferenzen oder einer Approximation zu wa¨hlen. Ein Eintrag der Hesse-Matrix, per ﬁniten
Differenzen, ist gegeben durch
(∇2xxL(x[k]))i,j ≈
L(x[k] + 
(ei + ej))− L(x[k] + 
ei)− L(x[k] + 
ej) + L(x[k])

2
.
Der Za¨hler la¨sst sich weiter unterteilen in die Auswertungen der Zielfunktion
f(x[k] + 
(ei + ej))− f(x[k] + 
ei)− f(x[k] + 
ej) + f(x[k]),
der Ungleichungsnebenbedingungen
Ng∑
l=1
λl(gl(x
[k] + 
(ei + ej))− gl(x[k] + 
ei)− gl(x[k] + 
ej) + gl(x[k]))
und der Gleichungsnebenbedingungen
Nh∑
k=1
μk(hk(x
[k] + 
(ei + ej))− hk(x[k] + 
ei)− hk(x[k] + 
ej) + hk(x[k])).
Wir stellen fest, dass bei einer Berechnung der Hesse-Matrix sa¨mtliche Auswertungen
vorgenommen werden, die auch zur Berechnung des Gradienten der Zielfunktion und
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der Jacobi-Matrix der Nebenbedingungen beno¨tigt werden. Die Jacobi-Matrix der Ne-
benbedingungen und der Gradient der Zielfunktion ko¨nnen wir somit einfach aus bereits
bekannten Werten zusammensetzen.
Ko¨nnen wir die Nebenbedingungen wieder nur als Ganzes auswerten, ist es erneut mit
Hilfe der Gruppen mo¨glich, Auswertungen der Form g(x[k] + 
ei) zu sparen. Keine
Einsparungen ko¨nnen damit allerdings bei den Auswertungen der Form g(x[k]+
(ei+ej))
gemacht werden. Um bei diesen Auswertungen zu sparen, ko¨nnen wir den Ansatz der
Gruppen auf Paargruppen erweitern, siehe [40].
Ein anderer Weg ist es die Hesse-Matrix mittels einer Update-Formel zu bestimmen.
Einer der meist genutzten Ansa¨tze ist die sogenannte BFGS-Formel nach Broyden,
Fletcher, Goldfarb und Shanno, siehe [5, 24, 37, 56]. Die Approximation der Hessematrix
initialisieren wir mit
Q[0] = INx .
In jeder weiteren Iteration berechnen wir ein Update der Matrix. Dafu¨r werden wir die
A¨nderungen in der Iterierten
d˜ := x[k+1] − x[k]
und im Gradienten der Lagrange-Funktion
γ := ∇xL(x[k+1], λ[k+1], μ[k+1])−∇xL(x[k], λ[k], μ[k])
beno¨tigen. Damit wird das Update deﬁniert durch
Q[k+1] = Q[k] +
γγT
γT d˜
− (Q
[k]d˜)(Q[k]d˜)T
d˜TQ[k]d˜
.
Das Update der Matrix Q[k] hat den entscheiden Nachteil, die Schwachbesetztheit der
Originalmatrix ∇2xxL(x, λ, μ) nicht auszunutzen und eine dichte Approximationen zu
erzeugen. Um diesen Nachteil auszugleichen, sind Update-Techniken entwickelt wor-
den, welche die Schwachbesetztheit der Hesse-Matrix beru¨cksichtigen ko¨nnen. Insge-
samt ko¨nnen wir zwischen verschiedenen Update-Techniken wa¨hlen. Diese Techniken
werden wir am Beispiel einer Hesse-Matrix mit einer Bandstruktur erla¨utern.
i. Das herko¨mmliche BFGS-Update erzeugt eine dichtbesetzte Matrix. Dabei werden
sa¨mtliche Null-Eintra¨ge zu Eintra¨gen ungleich Null gemacht, siehe Abbildung 3.7.
ii. Das Verfahren mit fester Blockgro¨ße erzeugt eine Matrix mit Block-Struktur,
siehe Abbildung 3.8. Ein Vorteil dieser Technik ist, dass in der Approximation
deutlich weniger von Null verschiedene Elemente (
”
ﬁll-in “) als beim herko¨mm-
lichen Update erzeugt wurden. Auf der anderen Seite ist es mo¨glich durch die
feste Blockgro¨ße Informationen der Ausgangsmatrix zu verlieren.
iii. Das Update mit U¨berschneidungen versucht alle Eintra¨ge der Hessematrix zu
beru¨cksichtigen und auf der anderen Seite die Blockgro¨ße so klein wie mo¨glich zu
halten. Wa¨hlen wir in WORHP die Parameter BFGSminblockSize und BFGS-
maxblockSize passend, tauchen sa¨mtliche in der Originalstruktur vorhandenen
Eintra¨ge auch in der berechneten Approximation auf. Hierbei ko¨nnen wir aller-
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(a) Ausgangsmatrix (b) Approximation der Hesse-Matrix
Abbildung 3.7: Standard BFGS-Update.
(a) Ausgangsmatrix (b) Approximation der Hesse-Matrix
Abbildung 3.8: BFGS mit fester Blockgro¨ße.
(a) Ausgangsmatrix (b) Approximation der Hesse-Matrix
Abbildung 3.9: BFGS mit U¨berschneidungen der Blo¨cke.
dings deutlich mehr ﬁll-in erzeugen als beim Update mit fester Blockgro¨ße, siehe
Abbildung 3.9. Es ist aber auch mo¨glich durch eine geeignete Wahl von BFGS-
minblockSize und BFGSmaxblockSize keinen zusa¨tzlichen ﬁll-in zu produzieren,
was auf der anderen Seite zu einem mo¨glichen Verlust von Informationen fu¨hrt,
vergleiche dazu Abbildung 3.10.
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(a) Ausgangsmatrix (b) Approximation der Hesse-Matrix
Abbildung 3.10: BFGS mit U¨berschneidungen und vorgegebener Gro¨ße der Blo¨cke.
3.2.11 Rettungsstrategien
Es gibt vielfa¨ltige Gru¨nde dafu¨r, dass der Liniensuch-Algorithmus nicht in der Lage
sein kann, eine geeignete Schrittweite zu bestimmen. Um einen erfolglosen Abbruch des
gesamten Algorithmus zu vermeiden, ist es ratsam, sogenannte
”
Rettungsstrategien“
einzufu¨hren. Innerhalb von WORHP gibt es unter anderem die folgenden Ansa¨tze:
i. Suche nach einem zula¨ssigen Punkt und starte die Optimierung von diesem Punkt
neu.
ii. Benutze die Einheitsmatrix als Approximation der Hesse-Matrix und nicht die
exakte Hesse-Matrix oder eine BFGS-Approximation.
iii. Erlaube der Bewertungsfunktion, schlechtere Werte anzunehmen.
iv. Erzwinge einen Schritt mit einer gewissen Schrittweite.
3.2.11.1 Gradientenschritt
Diese Strategie ist von den klassischen Gradienten-Methoden motiviert. Anstatt der ex-
akten Hesse-Matrix oder einer BFGS-Approximation wollen wir die Einheitsmatrix INx
der Dimension Nx benutzen. Dass Problem (3.28) werden wir durch das quadratische
Problem
min
d[k]∈RNx ,δ[k]∈[0,1]
1
2
d[k]T INxd
[k] +∇xf(x[k])Td[k] + ηr2 δ[k]
unter gi(x
[k])(1− σiδ[k]) + ∇xgi(x[k])Td[k] ≤ 0, i = 1, . . . , Ng,
hj(x
[k])(1− δ[k]) + ∇xhj(x[k])Td[k] = 0, j = 1, . . . , Nh,
ersetzen.
3.2.11.2 Dualer Zula¨ssigkeitsmodus
Das Ziel dieses Modus ist es, einen zula¨ssigen Punkt zu ﬁnden. Dazu bestimmen wir
zuerst die Menge der aktiven Indizes J(x) = I(x)∪{1, . . . , Nh}. Mit∇xga(x) bezeichnen
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wir die Jacobi-Matrix der aktiven Ungleichungsnebenbedingungen, das heißt in den
Zeilen der Matrix ∇xga(x) stehen die Gradienten ∇xgi(x) mit i ∈ I(x). Weiter ist ga(x)
der Vektor der verletzten Ungleichungsnebenbedingungen. Um einen zula¨ssigen Punkt
zu ﬁnden, muss
gi(x) = 0, i ∈ I(x),
hj(x) = 0, j = 1, . . . , Nh
erfu¨llt werden, was, wie im Abschnitt 3.2.3 beschrieben, auf das Lo¨sen der linearisierten
Nebenbedingungen
∇xgi(x)Td+ gi(x) = 0, i ∈ I(x),
∇xhj(x)Td+ hj(x) = 0, j = 1, . . . , Nh (3.57)
fu¨hrt. Das Lo¨sen des linearen Systems (3.57) ist a¨quivalent zur Berechnung des Mini-
mums des unbeschra¨nkten linearen Optimierungsproblems
min
d∈RNx
‖Ad− b‖2, (3.58)
wobei A und b durch
A =
(∇xga(x)T
∇xh(x)T
)
und b =
(
ga(x)
h(x)
)
gegeben sind. Die Lo¨sung dieses Optimierungsproblem ko¨nnen wir direkt durch Lo¨sen
der Normalengleichung
ATAd = AT b (3.59)
bestimmen. Dazu bezeichnen wir mit Na := |I(x)| die Anzahl der aktiven Nebenbedin-
gungen. Wir formulieren das folgende quadratische Problem:
min
q∈RNa
1
2
qINaq
unter AT q = −AT b
Das zugrundeliegende KKT-System ist gegeben durch(
INa A
AT 0
)(
q
y
)
=
(
0
−AT b
)
. (3.60)
Dabei ist y ∈ RNx der Vektor der Lagrange-Multiplikatoren. Auflo¨sen von (3.60) fu¨hrt
zu
INaq + Ay = 0,
AT q = −AT b,
und somit ist y die Lo¨sung der Normalengleichung (3.59) des Optimierungsproblems
(3.58). Fu¨r die gefundene Lo¨sung y werden wir die in Abschnitt 3.2.7 beschriebene
Suche der Schrittweite durchgefu¨hrt. Die neue Iterierte ergibt sich zu
x[k+1] = x[k] + α[k]y.
Als Rettungsstrategie ist der duale Zula¨ssigkeitsmodus solange aktiv, bis die Verletzung
der Nebenbedingungen das Niveau 
feas unterschreitet, das heißt bis∥∥∥∥
(
ga(x)
h(x)
)∥∥∥∥
∞
≤ 
feas
gilt.
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3.2.11.3 Nicht monotone Bewertungsfunktion
Fu¨r die Berechnung der Schrittweite α ist es notwendig, dass die neue Iterierte die
Armijo Bedingung (3.45) erfu¨llt, das heißt
φ(α) = M(x[k] + αd[k], λ[k+1](α), μ[k+1](α), η[k+1])
< φ(0) + σαφ′(0)
= M(x[k], λ[k], μ[k], η[k+1]) + σαφ′(0)
(3.61)
gilt. Erneut ist M(·) eine Bewertungsfunktion und η[k] ∈ RNg+Nh der Vektor der Straf-
terme. Fu¨r den Ansatz der nicht monotonen Bewertungsfunktion , werden wir einen
Tief-Pass-Filter einfu¨hren. Bei einer erfolgreichen Berechnung einer Schrittweite wer-
den wir den Tief-Pass-Filter folgendermaßen aktualisieren
Filter[k]mer = αf merM(x
[k+1], λ[k+1], μ[k+1], η[k+1]) + (1− αf mer)Filter[k−1]mer
Dabei ist αf mer ∈ (0, 1) ein vom Benutzer geeignet zu wa¨hlender Parameter. Im Falle,
dass die Strategie der nicht monotonen Bewertungsfunktion aktiviert wird, wird die
Bedingung (3.61) abgea¨ndert zu
M(x[k] + αd[k], λ[k+1](α), μ[k+1](α), η[k+1]) < Filter[k]mer + σαφ
′(0).
Fu¨r diese modiﬁzierte Bedingung werden wir erneut die komplette Liniensuche durch-
fu¨hren. Da im Laufe des Iterationsprozesses die Werte der Bewertungsfunktion fallen,
wird im Allgemeinen in der k-ten Iteration
Filter[k]mer ≥ M(x[k], λ[k], μ[k], η[k+1])
gelten, was die Berechnung einer Schrittweite vereinfacht.
3.2.11.4 Erzwingen einer Schrittweite
Diese Strategie werden wir als letzte Option wa¨hlen bevor der Gesamtalgorithmus schei-
tert. Sie wird nur aktiv, wenn die anderen Rettungsstrategien nicht in der Lage waren
eine Schrittweite zu bestimmen. In ihr wird ein Schritt mit einer gewissen Schrittweite
erzwungen, unabha¨ngig davon, was die Kriterien der Liniensuche sagen. Damit WOR-
HP durch diese Strategie nicht bis zur maximalen Anzahl der Iterationen la¨uft, ohne
irgendeinen Fortschritt zu erzielen, werden wir die maximale Anzahl der Schritte dieser
Strategie durch den Parameter Maxforce beschra¨nken. Gilt, dass die aktuelle Zahl der
durchgefu¨hrten erzwungen Schritte kleiner ist als Maxforce, sowie
‖d[k]‖∞ = 0,
so wird ein Schritt erzwungen mit
x[k+1] = x[k] +
αmax
‖d[k]‖∞d
[k]
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sowie den Lagrange-Multiplikatoren
λ[k+1] =
(
αmax − αmax‖d[k]‖∞
)
λ[k] +
(
αmax
‖d[k]‖∞ + 1− αmax
)
λˆ[k],
μ[k+1] =
(
αmax − αmax‖d[k]‖∞
)
μ[k] +
(
αmax
‖d[k]‖∞ + 1− αmax
)
μˆ[k]
oder
λ[k+1] = λˆ[k],
μ[k+1] = μˆ[k].
3.2.12 Das Verfahren WORHP
Der vollsta¨ndige Algorithmus des implementierten Lo¨sers mit normaler Liniensuche
kann wie folgt zusammengefasst werden:
Algorithmus: Gegeben sei ein Startpunkt x[0] sowie 
opti, 
feas > 0, 
comp > 0, ε >
0, βarmijo ∈ (0, 1) , αmax ∈ (0, 1] , ρr > 1.
A-1: Initialize. Setze den Iterationsza¨hler k = 0.
A-2: Check-KKT. Pru¨fe die Abbruchkriterien.
A-3: Create-QP. Setze die Matrix Q[k]. Ist Q[k] = INx , gehe zu A-5, ansonsten gehe zu
A-4.
A-4: Hessian-Regularization. Update der Hesse-Matrix nach Abschnitt 3.2.6.
A-5: Solve-QP.
A-5.1: Wenn das quadratische Teilproblem nicht erfolgreich gelo¨st wurde, pru¨fe,
ob τ∑ < 1 gilt. Ist dies der Fall, gehe zu A-4.
A-5.2: Ist die Startscha¨tzung der Lagrange-Multiplikatoren aktiv, setze λ[0] = λˆ[0]
und μ[0] = μˆ[0] und gehe zu A-3.
A-5.3: Ist das quadratische Teilproblem erfolgreich gelo¨st worden, gehe zu A-6.
A-6: Post-QP.
A-6.1: Ist δ ≥ min (1, δmax), erho¨he ηr durch ηr = ρrηr und gehe zu A-5.
A-6.2: Gilt ‖d[k]‖2 <
√
ε, pru¨fe, ob es mo¨glich ist, den
”
feasibility mode“ zu
aktivieren. Ist dies mo¨glich, gehe zu A-7, ansonsten breche ab mit einer
Fehlermeldung.
A-6.3: Gehe zu A-8.
A-7: Feasibility Mode.
A-7.1: Bestimme die Menge der aktiven Indizes.
A-7.2: Berechne eine Suchrichtung d[k] durch Lo¨sen eines gleichungsbeschra¨nkten
quadratischen Problems.
A-7.3: Bestimme eine Schrittweite α[k], so dass an der Stelle der neuen Iterierten
eine geringere Verletzung der Nebenbedingungen vorhanden ist.
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A-7.4: Ist die Verletzung der Nebenbedingungen gro¨ßer als 
feas, gehe zu A-7.2.
A-7.5: Gehe zu A-2.
A-8: Linesearch.
A-8.1: Setze α[k] = αmax und gehe zu A-9.
A-8.2: Wenn Armijo Bedingung (3.45) erfu¨llt ist, gehe zu A-11
A-8.3: Setze α[k] = α[k] ·βarmijo. Ist α[k] ≤ αmin, gehe zu A-10, ansonsten zu A-9.
A-9: Update Point.
A-9.1: Berechne die neue Iterierte x[k+1] = x[k] + αd[k].
A-9.2: Aktualisiere die Lagrange-Multiplikatoren λ[k] und μ[k].
A-9.3: Gehe zu A-8.2.
A-10: Recovery Strategies. Starte ausgewa¨hlte Rettungsstrategie und gehe zu A-8.
A-11: Finalize.
A-11.1: Berechne ρ1 durch (3.39).
A-11.2: Erho¨he k um 1.
A-11.3: Gehe zu A-2.

4 Korrekturverfahren
In diesem Kapitel bescha¨ftigten wir uns mit Korrekturschritten, die den bestehenden
Lo¨ser WORHP verbessern sollen. Als theoretische Grundlage dient uns der Abschnitt
2.3.3.
Wir werden zeigen, dass es mo¨glich ist, ohne erneutes Lo¨sen eines linearen Gleichungs-
systems die Sensitivita¨tsableitungen des quadratischen Unterproblems fu¨r eine Sto¨rung
p0 zu berechnen. Diese ko¨nnen wie in Abschnitt 2.3.4 benutzt werden, um eine Appro-
ximation einer gesto¨rten Lo¨sung mit Sto¨rung p zu berechnen. Nach Lo¨sen des quadra-
tischen Teilproblems in der k-ten Iteration werden wir versuchen die Suchrichtung d[k]
durch eine Taylorapproximation erster Ordnung
d[k](p) ≈ d[k]app(p) := d[k] +
dd
dp
(p0)(p− p0)
zu verbessern. Damit erhalten wir anstatt
x[k+1] = x[k] + α[k]d[k]
die korrigierte Version
x[k+1] = x[k] + α[k]
(
d[k] +
dd
dp
(p0)(p− p0)
)
= x[k] + α[k]d[k](p).
Zuerst werden wir in Abschnitt 4.1.1, herleiten welche Informationen nach Lo¨sen des
quadratischen Unterproblems zur Verfu¨gung stehen. Wir werden anschließend in Ab-
schnitt 4.1.2 zeigen, dass wir mit diesen Ergebnissen die Sensitivita¨tsableitungen des
quadratischen Unterproblems eﬃzient berechnen ko¨nnen.
Wir werden drei verschiedene Sto¨rungen des quadratischen Unterproblems betrachten.
Als erstes werden wir in Abschnitt 4.1.3 eine linear auftretende Sto¨rung in den Nebenbe-
dingungen erzeugen. Die zugeho¨rige Korrekturtechnik stellen wir in Abschnitt 4.2.1 vor.
Die Regularisierung der Hesse-Matrix werden wir in Abschnitt 4.1.4 als Sto¨rung behan-
deln, der Korrekturschritt dieser Sto¨rung folgen in Abschnitt 4.2.2. Als letzte Sto¨rung
des Unterproblems werden wir in Abschnitt 4.1.5 die Relaxierung der Nebenbedingun-
gen betrachten. Die Durchfu¨hrung des Korrekturverfahrens werden wir anschließend in
Abschnitt 4.2.3 beschreiben.
Im Anschluss werden wir in 4.3.1 pru¨fen, ob die Sensitivita¨tsableitungen des nichtlinea-
ren Problems mit den Ergebnissen aus Abschnitt 4.1.1 bestimmt werden ko¨nnen. In den
Abschnitten 4.3.2 und 4.3.3 werden wir linear auftretende Sto¨rungen und die Sto¨rung
der Hesse-Matrix sowie die zugeho¨rigen Korrekturschritte beschreiben.
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4.1 Efﬁziente Berechnung von
Sensitivita¨tsableitungen bei quadratischen
Optimierungsproblemen
In diesem Abschnitt werden wir zeigen, dass wir durch Lo¨sen des quadratischen Pro-
blems (3.19) in der Lage sind, die Sensitivita¨tsableitungen des Problems zu berechnen,
ohne erneut ein lineares Gleichungssystem zu lo¨sen. Dazu werden wir in Abschnitt 4.1.1
zuerst herleiten welche Informationen nach dem Lo¨sen des quadratischen Unterproblems
zur Verfu¨gung stehen. In Abschnitt 4.1.2 werden wir anschließend die efﬁziente Berech-
nung der Sensitivita¨tsableitungen zeigen.
4.1.1 Das quadratische Unterproblem
Es sei x ∈ RNx eine beliebige Iterierte des Verfahrens WORHP. Um die Darstellung
so u¨bersichtlich wie mo¨glich zu halten, verzichten wir in diesem Abschnitt auf das
mitfu¨hren eines Iterationsza¨hlers und werden den Fall mit einer Relaxationsvariable
behandeln. Analoge Aussagen lassen sich im Falle von Ng + Nh Relaxationsvariablen
erzielen.
4.1.1.1 Der allgemeine Fall
Wir rufen uns das quadratische, relaxierte Teilproblem im Punkt x sowie die entspre-
chenden Bezeichnungen aus Abschnitt 3.2.3 in Erinnerung:
min
{d,δ}∈RNx+1
fˆ(d, δ) = 1
2
dTQd+∇xf(x)Td+ ηr2 δ2
unter gˆi(d, δ) = ∇xgi(x)Td+ gi(x)(1− σiδ) ≤ 0, i = 1, . . . , Ng,
hˆj(d, δ) = ∇xhj(x)Td+ hj(x)(1− δ) = 0, j = 1, . . . , Nh,
bˆδ,1(d, δ) = δ − 1 ≤ 0,
bˆδ,2(d, δ) = −δ ≤ 0.
(4.1)
Dabei ist die Matrix Q durch
Q = ∇2xxL(x, λ, μ) + τ(|σG|+ 1)INx oder Q = Q˜
gegeben, wobei Q˜ eine Approximation durch Update-Techniken ist.
Das Lo¨sen des quadratischen Problems (4.1) fu¨hrt wie in Abschnitt 3.2.3.2 beschrieben
auf ein lineares Gleichungssystem mit der Matrix
M˜ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Q 0 ∇xg(x) ∇xh(x) 0 0
0 ηr −σ · g(x)T −h(x)T 1 −1
∇xg(x)T −σ · g(x) −Δˆ−1Γˆ 0 0 0
∇xh(x)T −h(x) 0 0 0 0
0 1 0 0 − sˆδ,1
zˆδ,1
0
0 −1 0 0 0 − sˆδ,2
zˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (4.2)
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Die Matrizen Δˆ und Γˆ sind Diagonalmatrizen mit
Δˆ =
⎛
⎜⎝λˆ1 . . .
λˆNg
⎞
⎟⎠
und
Γˆ =
⎛
⎜⎝−gˆ1(d, δ) . . .
−gˆNg(d, δ)
⎞
⎟⎠ .
Fu¨r i = 1, 2 bezeichnen wir mit zˆδ,i die Lagrange-Multiplikatoren und mit sˆδ,i die
Schlupfvariablen der Nebenbedingungen bˆδ,i(d, δ), i = 1, 2.
Nach der Lo¨sung des Problems (4.1) steht eine LU-Faktorisierung der Matrix M˜ zur
Verfu¨gung.
Bemerkung 4.1.1. Nach dem Lo¨sen des quadratischen Unterproblems (4.1) im Punkt
x des Verfahrens WORHP erhalten wir eine LU-Zerlegung der Matrix M˜ , gegeben durch
eine untere Dreiecksmatrix LM˜ ∈ R(Nx+1+Ng+Nh+2)×(Nx+1+Ng+Nh+2) und eine obere Drei-
ecksmatrix UM˜ ∈ R(Nx+1+Ng+Nh+2)×(Nx+1+Ng+Nh+2) mit
LM˜ · UM˜ = M˜.
4.1.1.2 Efﬁziente Behandlung von Boxschranken
Der Fall mit sogenannten Boxbeschra¨nkungen an die Optimierungsvariablen bedarf
einer genaueren Untersuchung. Wir ko¨nnen die Boxschranken direkt auﬂo¨sen. Dadurch
erreichen wir eine Verringerung der Gro¨ße des linearen Gleichungssystems und sind
somit in der Lage das Problem efﬁzienter zu lo¨sen.
Fu¨r das nichtlineare Optimierungsproblem mit Boxschranken existiert eine Indexmenge
I ⊆ {j | j ∈ {1, . . . , Nx}} .
Wir setzen Nb := |I|. Weiter existiert ein Vektor c ∈ RNb und die Boxbeschra¨nkungen
xi − ci ≤ 0, i ∈ I. (4.3)
Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir annehmen, dass Beschra¨nkungen an
die ersten Nb Optimierungsvariablen existieren. Beschra¨nkungen an die Optimierungs-
variablen der Form
x− c ≥ 0
ko¨nnen wir in Beschra¨nkungen der Form
−x+ c ≤ 0
transformieren. Wir werden nur Beschra¨nkungen der Form (4.3) betrachten. Im Fall,
dass sich Besonderheiten fu¨r Optimierungsvariablen mit Beschra¨nkungen nach oben
und unten ergeben, werden wir explizit darauf eingehen.
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Wir formulieren das nichtlineare Optimierungsproblem mit Boxschranken
min
x∈RNx
f(x)
unter gi(x) ≤ 0, i = 1, . . . , Ng,
hj(x) = 0, j = 1, . . . , Nh,
xl − cl ≤ 0, l = 1, . . . , Nb.
(4.4)
Durch die Erga¨nzung der Boxschranken
bˆi(d, δ) := di + xi − ci, i = 1, . . . , Nb
ergibt sich das quadratische Teilproblem von (4.4) im Punkt x zu
min
{d,δ}∈RNx+1
1
2
dTQd+∇xf(x)Td+ ηr2 δ2
unter ∇xgi(x)Td+ gi(x)(1− σiδ) ≤ 0, i = 1, . . . , Ng,
∇xhj(x)Td+ hj(x)(1− δ) = 0, j = 1, . . . , Nh,
dl + xl − cl ≤ 0, l = 1, . . . , Nb,
δ − 1 ≤ 0,
−δ ≤ 0.
(4.5)
Um die Ungleichungsnebenbedingungen dl + xl − cl ≤ 0, l = 1, . . . , Nb zu eliminieren,
werden wir, zusa¨tzlich zu den Schlupfvariablen s ∈ RNg und sˆδ ∈ R2, weitere Schlupfva-
riablen sˆ ∈ RNb einfu¨hren. Somit erhalten wir das quadratische Innere-Punkte-Problem
min
{d,s,sˆ,δ,sˆ}∈RNx+Ng+Nb+1+2
1
2
dTQd+∇xf(x)Td
−ν
(
Ng∑
i=1
log(si) +
2∑
i=1
log(sˆδ,i) +
Nb∑
i=1
log(sˆi)
)
+ η
r
2
δ2
unter ∇xgi(x)Td+ gi(x)(1− σiδ) + si = 0, i = 1, . . . , Ng,
∇xhj(x)Td+ hj(x)(1− δ) = 0, j = 1, . . . , Nh,
dl + xl − cl + sˆl = 0, l = 1, . . . , Nb,
δ − 1 + sˆδ,1 = 0,
−δ + sˆδ,2 = 0.
Die folgenden abku¨rzenden Schreibweisen werden wir im Weiteren benutzen
∇xgT := ∇xg(x)T ,
∇xhT := ∇xh(x)T .
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Weiter ist σg ∈ RNg der Vektor mit den Eintra¨gen σi·gi(x), i = 1, . . . , Ng. Die Lagrange-
Multiplikatoren der Nebenbedingungen dl+xl− cl+ sˆl = 0, l = 1, . . . , Nb sind gegeben
durch den Vektor zˆ ∈ RNb . Wir deﬁnieren zur vereinfachten Darstellung eine Matrix
B ∈ RNb×Nx durch
B := (INb | 0Nb×(Nx−Nb)) ,
wobei fu¨r n,m ∈ N die Matrix 0n×m die 0-Matrix mit n Zeilen und m Spalten bezeich-
net. Das lineare Gleichungssystem ist nach Abschnitt 3.2.3 gegeben durch das folgende
System,⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q 0 ∇xg ∇xh 0 BT 0 0 0 0 0
0 ηr −σTg −hT 0 0 0 1 −1 0 0
∇xgT −σg 0 0 INg 0 0 0 0 0 0
∇xhT −h 0 0 0 0 0 0 0 0 0
0 0 Γˆ 0 Δˆ 0 0 0 0 0 0
B 0 0 0 0 0 INb 0 0 0 0
0 0 0 0 0 Sˆ Zˆ 0 0 0 0
0 1 0 0 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 sˆδ,1 0 zˆδ,1 0
0 0 0 0 0 0 0 0 sˆδ,2 0 zˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
︸ ︷︷ ︸
=:MQP
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δd
Δδ
Δλˆ
Δμˆ
Δs
Δzˆ
Δsˆ
Δzˆδ,1
Δzˆδ,2
Δsˆδ,1
Δsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
rq
rδ
rg
rh
rs
rzˆ
rsˆ
rzˆδ,1
rzˆδ,2
rsˆδ,1
rsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.6)
mit
Zˆ =
⎛
⎜⎝zˆ1 0 00 . . . 0
0 0 zˆNb
⎞
⎟⎠ und Sˆ =
⎛
⎜⎝−d1 − x1 + c1 0 00 . . . 0
0 0 −dNb − xNb + cNb
⎞
⎟⎠ . (4.7)
Dabei repra¨sentieren 0 Eintra¨ge 0-Matrizen der entsprechenden Dimensionen. Die Zeile
BΔd+Δsˆ = −rzˆ
ko¨nnen wir direkt nach Δsˆ auﬂo¨sen, was zu
Δsˆ = −(rzˆ + BΔd) (4.8)
fu¨hrt. Dies ko¨nnen wir einsetzen und erhalten damit das reduzierte System⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q 0 ∇xg ∇xh 0 BT 0 0 0 0
0 ηr −σTg −hT 0 0 1 −1 0 0
∇xgT −σg 0 0 INg 0 0 0 0 0
∇xhT −h 0 0 0 0 0 0 0 0
0 0 Γˆ 0 Δˆ 0 0 0 0 0
−ZˆB 0 0 0 0 Sˆ 0 0 0 0
0 1 0 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 0 0 1
0 0 0 0 0 0 sˆδ,1 0 zˆδ,1 0
0 0 0 0 0 0 0 sˆδ,2 0 zˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δd
Δδ
Δλˆ
Δμˆ
Δs
Δzˆ
Δzˆδ,1
Δzˆδ,2
Δsˆδ,1
Δsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
rq
rδ
rg
rh
rs
rsˆ − Zˆrzˆ
rzˆδ,1
rzˆδ,2
rsˆδ,1
rsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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Da durch das Innere-Punkte-Verfahren sˆl > 0, l = 1, . . . , Nb gilt, ist es uns mo¨glich, die
sechste Zeile des neuen Systems nach Δzˆ aufzulo¨sen, was
Δzˆ = Sˆ−1(−(rsˆ − Zˆrzˆ) + ZˆBΔd) (4.9)
ergibt. Eingesetzt in das System erhalten wir⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q+ Z 0 ∇xg ∇xh 0 0 0 0 0
0 ηr −σTg −hT 0 1 −1 0 0
∇xgT −σg 0 0 INg 0 0 0 0
∇xhT −h 0 0 0 0 0 0 0
0 0 Γˆ 0 Δˆ 0 0 0 0
0 1 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 0 1
0 0 0 0 0 sˆδ,1 0 zˆδ,1 0
0 0 0 0 0 0 sˆδ,2 0 zˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δd
Δδ
Δλˆ
Δμˆ
Δs
Δzˆδ,1
Δzˆδ,2
Δsˆδ,1
Δsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r˜q
rδ
rg
rh
rs
rzˆδ,1
rzˆδ,2
rsˆδ,1
rsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.10)
mit
r˜q := rq − BT Sˆ−1(rsˆ − Zˆrzˆ) (4.11)
und
Z := BT Sˆ−1ZˆB. (4.12)
Dieses System la¨sst sich weiter vereinfachen durch Auflo¨sen der dritten Zeile der Matrix
nach Δs, was zu
Δs = −(rg +∇xg d− σg) (4.13)
fu¨hrt. Durch Einsetzen in die fu¨nfte Zeile erhalten wir⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q+ Z 0 ∇xg ∇xh 0 0 0 0
0 ηr −σTg −hT 1 −1 0 0
−Δˆ∇xgT Δˆσg Γˆ 0 0 0 0 0
∇xhT −h 0 0 0 0 0 0
0 1 0 0 0 0 1 0
0 −1 0 0 0 0 0 1
0 0 0 0 sˆδ,1 0 zˆδ,1 0
0 0 0 0 0 sˆδ,2 0 zˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δd
Δδ
Δλˆ
Δμˆ
Δzˆδ,1
Δzˆδ,2
Δsˆδ,1
Δsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
r˜q
rδ
rs − Δ˜rg
rh
rzˆδ,1
rzˆδ,2
rsˆδ,1
rsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Wu¨rden wir an dieser Stelle die dritte Zeile direkt nach Δλˆ auflo¨sen, was mo¨glich ist,
da Γˆ > 0 gilt, wu¨rde sich
Δλˆ = Γˆ−1
(
−rs + Δˆrg + Δˆ∇xgTΔd− ΔˆσgΔδ
)
ergeben. Eingesetzt wu¨rde dies in das System⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
Qˆ −∇xgΓˆ−1Δˆσg ∇xh 0 0 0 0
−σTg Γˆ−1Δˆ∇xgT ηr + σTg Γˆ−1Δˆσg −hT 1 −1 0 0
∇xhT −h 0 0 0 0 0
0 1 0 0 0 1 0
0 −1 0 0 0 0 1
0 0 0 sˆδ,1 0 zˆδ,1 0
0 0 0 0 sˆδ,2 0 zˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
Δd
Δδ
Δμˆ
Δzˆδ,1
Δzˆδ,2
Δsˆδ,1
Δsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
ˆ˜rq
rˆδ
rh
rzˆδ,1
rzˆδ,1
rsˆδ,2
rsˆδ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
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mit
Qˆ := ∇2xxL+ Z +∇xgΓˆ−1Δˆ∇xgT
sowie
ˆ˜rq := r˜q −∇xgΓˆ−1(rz − Δˆrg) und rˆδ := rδ − σTg Γˆ−1(rz − Δˆrg)
resultieren. Dieses System besitzt eine reduzierte Gro¨ße, aber im Allgemeinen wird
die Matrix Qˆ durch den Ausdruck ∇xgΓˆ−1Z∇xgT eine dichtbesetzte Nx × Nx Matrix
ergeben. Daher ist es nicht sinnvoll diesen Ansatz zu verfolgen.
Das erhaltene System (4.10) ko¨nnen wir allerdings noch um die Schlupfvariablen und
Lagrange-Multiplikatoren der Ungleichungsnebenbedingungen fu¨r die Relaxationsvaria-
ble reduzieren, indem wir erneut nach Δsˆi auﬂo¨sen und so
Δsˆδ,1 = −rzˆδ,1 −Δδ,
Δsˆδ,2 = −rzˆδ,2 +Δδ
(4.14)
erhalten. Einsetzen und auflo¨sen nach Δzˆi ergibt
Δzˆδ,1 =
1
sˆδ,1
(−rsˆδ,1 − zˆδ,1(−rzˆδ,1 −Δδ)) =
1
sˆδ,1
(−rsˆδ,1 + zˆδ,1rzˆδ,1 + zˆδ,1Δδ),
Δzˆδ,2 =
1
sˆδ,2
(−rsˆδ,2 − zˆδ,2(−rzˆδ,2 +Δδ)) =
1
sˆδ,2
(−rsˆδ,2 + zˆδ,2rzˆδ,2 − zˆδ,2Δδ).
(4.15)
Dies ist mo¨glich, da sˆδ,1, sˆδ,2 > 0 ist. Wir setzen
r˜δ := rδ − 1
sˆδ,1
(−rsˆδ,1 + zˆδ,1rzˆδ,1)+ 1sˆδ,2 (−rsˆδ,2 + zˆδ,2rzˆδ,2) (4.16)
und erhalten so⎛
⎜⎜⎜⎝
Q+ Z 0 ∇xg ∇xh
0 ηr +
zˆδ,1
sˆδ,1
+
zˆδ,2
sˆδ,2
−σTg −hT
−Δˆ∇xgT Δˆσg Γˆ 0
∇xhT −h 0 0
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
Δd
Δδ
Δλˆ
Δμˆ
⎞
⎟⎟⎠ = −
⎛
⎜⎜⎝
r˜q
r˜δ
rs − Δ˜rg
rh
⎞
⎟⎟⎠ . (4.17)
Da λˆi > 0, i = 1, . . . , Ng gilt, ist die Matrix Δ˜
−1 invertierbar und wir ko¨nnen aus dem
System (4.17) das symmetrisches, schwachbesetztes System⎛
⎜⎜⎜⎝
Q+ Z 0 ∇xg ∇xh
0 ηr +
zˆδ,1
sˆδ,1
+
zˆδ,2
sˆδ,2
−σTg −hT
∇xgT −σg −Δˆ−1Γˆ 0
∇xhT −h 0 0
⎞
⎟⎟⎟⎠
⎛
⎜⎜⎝
Δd
Δδ
Δλˆ
Δμˆ
⎞
⎟⎟⎠ = −
⎛
⎜⎜⎝
r˜q
r˜δ
−Δˆ−1rs + rg
rh
⎞
⎟⎟⎠ . (4.18)
erzeugen. Wir deﬁnieren
M˜b :=
⎛
⎜⎜⎜⎝
Q+ Z 0 ∇xg ∇xh
0 ηr +
zˆδ,1
sˆδ,1
+
zˆδ,2
sˆδ,2
−σTg −hT
∇xgT −σg −Δˆ−1Γˆ 0
∇xhT −h 0 0
⎞
⎟⎟⎟⎠ . (4.19)
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Bemerkung 4.1.2. Nach dem Lo¨sen des quadratischen Unterproblems (4.5) im Punkt
x des Verfahrens WORHP erhalten wir eine LU-Zerlegung der Matrix M˜b, gegeben
durch eine untere Dreiecksmatrix LM˜b ∈ R(Nx+1+Ng+Nh+Nb+2)×(Nx+1+Ng+Nh+Nb+2) und
eine obere Dreiecksmatrix UM˜b ∈ R(Nx+1+Ng+Nh+Nb+2)×(Nx+1+Ng+Nh+Nb+2) mit
M˜b = LM˜b · UM˜b .
4.1.2 Allgemeine Sensitivita¨tsableitungen fu¨r QP-Probleme
In diesen Abschnitt werden wir die Ergebnisse des vorherigen Abschnittes 4.1.1 nutzen,
um die Sensitivita¨tsableitungen des quadratischen Problems (4.1) efﬁzient zu berechnen.
4.1.2.1 Der allgemeine Fall
Wir betrachten das parametergesto¨rte quadratische Problem von (4.1):
min
{d,δ}∈RNx+1
fˆ(d, δ, p)
unter gˆi(d, δ, p) ≤ 0, i = 1, . . . , Ng,
hˆj(d, δ, p) = 0, j = 1, . . . , Nh,
bˆδ,k(d, δ, p) ≤ 0, k = 1, 2.
(4.20)
Die Lagrange-Funktion des quadratischen Problems ist gegeben durch
Lˆ(d, δ, λˆ, μˆ, zˆδ, p) := fˆ(d, δ, p) + λˆ
T gˆ(d, δ, p) + μˆT hˆ(d, δ, p) + zˆTδ bˆδ(d, δ, p).
Es sei (d, δ) ein zula¨ssiger Punkt des Problems (4.20), welcher mit den Lagrange-
Multiplikatoren λˆ, μˆ und zˆ die strengen hinreichenden Bedingungen zweiter Ordnung
aus Satz 2.3.3 fu¨r die Sto¨rung p0 erfu¨llt. Weiter seien die Voraussetzungen von Satz 2.3.4
erfu¨llt. Dann existiert eine Umgebung P0 ⊂ RNp und stetig differenzierbare Funktionen
d : P0 → RNx , δ : P0 → R, λˆ : P0 → RNg , μˆ : P0 → RNh und zˆδ : P0 → R2 mit
d(p0) = d,
δ(p0) = δ,
λˆ(p0) = λˆ,
μˆ(p0) = μˆ,
zˆδ(p0) = zˆδ.
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Nach Satz 2.3.4 ergeben sich die Sensitivita¨tsableitungen des Problems (4.20) fu¨r die
Sto¨rung p0 als Lo¨sung des matrixwertigen linearen Gleichungssystems
Mˆ ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dd
dp
(p0)
dδ
dp
(p0)
dλˆ
dp
(p0)
dμˆ
dp
(p0)
dzˆδ,1
dp
(p0)
dzˆδ,2
dp
(p0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∇2dpLˆ(d(p0), δ(p0), λˆ(p0), μˆ(p0), p0)
∇2δpLˆ(d(p0), δ(p0), λˆ(p0), μˆ(p0), p0)
Δˆ∇pgˆ(d(p0), δ(p0), p0)
∇phˆ(d(p0), δ(p0), p0)
zˆδ,1∇pbˆδ,1(d(p0), δ(p0), p0)
zˆδ,2∇pbˆδ,2(d(p0), δ(p0), p0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.21)
mit
Mˆ :=
⎛
⎜⎜⎜⎜⎜⎝
∇2ddLˆ(·, p0) 0 ∇dgˆ(·, p0) ∇dhˆ(·, p0) 0
0 ηr ∇δgˆ(·, p0)T ∇δhˆ(·, p0)T ∇δ bˆδ(·, p0)T
Δˆ∇dgˆ(·, p0)T Δˆ∇δgˆ(·, p0) Γˆ′ 0 0
∇dhˆ(·, p0)T ∇δhˆ(·, p0) 0 0 0
0 zˆδ∇δ bˆδ(·, p0) 0 0 ∇δ bˆδ(·, p0)
⎞
⎟⎟⎟⎟⎟⎠
und
Δˆ′ =
⎛
⎜⎜⎝
λˆ1 0 0
0
. . . 0
0 0 λˆNg
⎞
⎟⎟⎠ sowie Γˆ′ =
⎛
⎜⎝gˆ(d, p0)1 0 00 . . . 0
0 0 gˆ(d, p0)Ng
⎞
⎟⎠ .
Die Funktionen innerhalb der Matrix Mˆ sind dabei in den Punkten (d, δ) beziehungswei-
se (d, δ, λˆ, μˆ, zˆδ) ausgewertet. Fu¨r die Matrix Mˆ erhalten wir, unter der Voraussetzung,
dass gilt
∇2ddLˆ(d, δ, λˆ, μˆ, zˆδ, p0) = Q (4.22)
sowie
∇dgˆ(d, δ, p0) = ∇xg(x),
∇dhˆ(d, δ, p0) = ∇xh(x).
(4.23)
und
∇δgˆ(d, δ, p0) = −σg(x),
∇δhˆ(d, δ, p0) = −h(x),
∇dbˆδ,i(d, δ, p0) = 0, i = 1, 2
∇δ bˆδ,1(d, δ, p0) = 1,
∇δ bˆδ,2(d, δ, p0) = −1,
(4.24)
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die folgende vereinfachte Darstellung
Mˆ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
Q 0 ∇xg(x) ∇xh(x) 0 0
0 ηr −σg(x)T −h(x)T 1 −1
Δˆ∇xg(x)T −Δˆσg(x) Γˆ′ 0 0 0
∇xh(x)T −h(x) 0 0 0 0
0 zˆδ,1(p0) 0 0 δ − 1 0
0 −zˆδ,2(p0) 0 0 0 −δ
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
. (4.25)
Wir beﬁnden uns in der Ausgangslage, dass wir fu¨r die Sto¨rung p0 das quadratische
Problem (4.20) gelo¨st haben. Wir erhalten eine Zerlegung der Matrix M˜ aus (4.2). Es
gilt Γˆ′ = −Γˆ, Δˆ = Δˆ, zˆδ(p0) = zˆδ sowie −sˆδ,1 = δ − 1 und −sˆδ,2 = −δ. So erhalten wir
fu¨r M˜
M˜ = Iˆ · Mˆ
mit
Iˆ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
INx 0 0 0 0 0
0 1 0 0 0 0
0 0 Δˆ
−1
0 0 0
0 0 0 INh 0 0
0 0 0 0 zˆ
−1
δ,1 0
0 0 0 0 0 zˆ
−1
δ,2
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Wir deﬁnieren die Matrizen A˜, B˜ ∈ R(Nx+1+Ng+Nh+2)×Np durch
B˜ :=
⎛
⎜⎜⎜⎜⎜⎝
∇2dpLˆ(d, δ, λˆ, μˆ, zδ, p0)
∇2δpLˆ(d, δ, λˆ, μˆ, zδ, p0)
∇pgˆ(d, δ, p0)
∇phˆ(d, δ, p0)
∇pbˆδ(d, δ, p0)
⎞
⎟⎟⎟⎟⎟⎠
und
A˜ :=
⎛
⎜⎜⎜⎜⎝
A˜1
A˜2
A˜3
A˜4
A˜5
⎞
⎟⎟⎟⎟⎠ .
Dabei gilt fu¨r die Teilmatrizen A˜1 ∈ RNx×Np , A˜2 ∈ R1×Np , A˜3 ∈ RNg×Np , A˜4 ∈ RNh×Np
und A˜5 ∈ R2×Np . Wir ko¨nnen damit das folgende Resultat formulieren.
Satz 4.1.3. Der Punkt (d, δ) erfu¨lle die Voraussetzungen von Satz 2.3.4 fu¨r das qua-
dratische Problem (4.20) zur Sto¨rung p0, das heißt er ist ein zula¨ssiger Punkt, welcher
zusammen mit den Lagrange-Multiplikatoren λˆ, μˆ und zˆδ die strengen hinreichenden
Bedingungen zweiter Ordnung aus Satz 2.3.3 erfu¨llt. Es gelten die Bedingungen (4.22)
- (4.24). Nach Lo¨sen des quadratischen Problems (4.20) liegt eine LU-Zerlegung der
Matrix M˜ mit
M˜ = LM˜ · UM˜ ,
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vor. Wir ko¨nnen das matrixwertige Gleichungssystem M˜ ·A˜ = −B˜ durch Vorwa¨rts- und
Ru¨ckwa¨rtseinsetzen
LM˜ · Y˜ = B˜, UM˜ · A˜ = Y˜
lo¨sen. Somit erhalten wir die Sensitivita¨tsableitungen des quadratischen Unterproblems
(4.20) zur Sto¨rung p0 als
A˜1 =
dd
dp
(p0), A˜2 =
dδ
dp
(p0), A˜3 =
dλˆ
dp
(p0), A˜4 =
dμˆ
dp
(p0), A˜5 =
dzˆδ
dp
(p0).
Bemerkung 4.1.4. Die Bedingungen (4.22) - (4.24) werden bei den von uns be-
trachteten Sto¨rungen automatisch erfu¨llt sein, daher bilden sie keine weiteren Ein-
schra¨nkungen.
Bemerkung 4.1.5. Zum Berechnen der Sensitivita¨tsableitungen des quadratischen
Problems ist es nicht notwendig die exakte zweite Ableitung der Lagrange-Funktion
des nichtlinearen Ausgangsproblems zu benutzen, allein eine Auswertung der Jacobi-
Matrix der Nebenbedingungen wird beno¨tigt.
4.1.2.2 Boxschranken
In diesem Abschnitt wollen wir u¨berpru¨fen, ob wir im Falle des Auﬂo¨sens der Box-
schranken weiter in der Lage sind, die Sensitivita¨tsableitungen durch Benutzung der
vorhandenen LU-Zerlegung zu berechnen.
Wir betrachten das parametergesto¨rte quadratische Problem von (4.5):
min
{d,δ}∈RNx+1
fˆ(d, δ, p)
unter gˆi(d, δ, p) ≤ 0, i = 1, . . . , Ng,
hˆj(d, δ, p) = 0, j = 1, . . . , Nh,
bˆδ,k(d, δ, p) ≤ 0, k = 1, 2,
bˆl(d, δ, p) ≤ 0, l = 1, . . . , Nb.
(4.26)
Die Lagrange-Funktion dieses quadratischen Problems ist gegeben durch
Lˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p) = fˆ(d, δ, p) + λˆ
T gˆ(d, δ, p) + μˆT hˆ(d, δ, p) + zˆTδ bˆδ(d, δ, p) + zˆ
T bˆ(d, δ, p).
Der Vektor zˆ ∈ RNb bezeichne dabei die Lagrange-Multiplikatoren der Nebenbedingung-
en bˆi, i = 1, . . . , Nb.
Es sei (d, δ) ein zula¨ssiger Punkt des Problems (4.26), welcher mit den Lagrange-
Multiplikatoren λˆ, μˆ, zˆδ und zˆ die strengen hinreichenden Bedingungen zweiter Ordnung
aus Satz 2.3.3 fu¨r die Sto¨rung p0 erfu¨llt. Weiter seien die Voraussetzungen von Satz 2.3.4
erfu¨llt. Dann existiert eine Umgebung P0 ⊂ RNp und stetig differenzierbare Funktionen
d : P0 → RNx , δ : P0 → R, λˆ : P0 → RNg , μˆ : P0 → RNh , zˆδ : P0 → R2 und zˆ : P0 → RNb
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mit
d(p0) = d,
δ(p0) = δ,
λˆ(p0) = λˆ,
μˆ(p0) = μˆ,
zˆδ(p0) = zˆδ,
zˆ(p0) = zˆ.
Es gelten erneut die Bedingungen (4.22) - (4.24), sowie zusa¨tzlich
∇ddˆ(d(p0), δ(p0), p0) = INb ,
∇δdˆ(d(p0), δ(p0), p0) = 0.
(4.27)
Nach Satz 2.3.4 ergeben sich unter diesen Voraussetzungen die Sensitivita¨tsableitungen
fu¨r die Sto¨rung p0 als Lo¨sung des matrixwertigen, linearen Gleichungssystems
Mˆb ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
dd
dp
(p0)
dδ
dp
(p0)
dλˆ
dp
(p0)
dμˆ
dp
(p0)
dzˆδ,1
dp
(p0)
dzˆδ,2
dp
(p0)
dzˆ
dp
(p0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∇2dpLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p0)
∇2δpLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p0)
Δˆ∇pgˆ(d, δ, p0)
∇phˆ(d, δ, p0)
zˆδ,1∇pbˆδ,1(d, δ, p0)
zˆδ,2∇pbˆδ,2(d, δ, p0)
Zˆ∇pbˆ(d, δ, p0)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.28)
Mit den Vereinfachungen aus den Bedingungen (4.22) - (4.24) und (4.27) ergibt sich die
Matrix Mˆb zu
Mˆb =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q 0 ∇xg(x) ∇xh(x) 0 0 BT
0 ηr −σg(x)T −h(x)T 1 −1 0
Δˆ∇xg(x)T −Δˆσg(x) Γˆ′ 0 0 0 0
∇xh(x)T −h(x) 0 0 0 0 0
0 zˆδ,1(p0) 0 0 −δ + 1 0 0
0 −zˆδ,2(p0) 0 0 0 δ 0
ZˆB 0 0 0 0 0 Γˆ′b
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.29)
Dabei ist Zˆ = diag(zˆ1, . . . , zˆNb sowie Sˆ = diag(d1+x1− c1, . . . , dNb +xNb − cNb). Wie in
Abschnitt 4.1.1 beschrieben, ko¨nnen wir aus dem System (4.28) die zu den Boxschranken
geho¨rigen Zeilen auﬂo¨sen. Dies fu¨hrt auf das reduzierte System
Mˆ ′b ·
⎛
⎜⎜⎜⎜⎝
dd
dp
(p0)
dδ
dp
(p0)
dλˆ
dp
(p0)
dμˆ
dp
(p0)
⎞
⎟⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎜⎜⎝
∇2dpLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p0) + X
∇2δpLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p0) + Y
Δˆ∇pgˆ(d, δ, p0)
∇phˆ(d, δ, p0)
⎞
⎟⎟⎟⎟⎟⎠ (4.30)
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mit
Mˆ ′b =
⎛
⎜⎜⎜⎝
Q+ Z ′ 0 ∇xg(x) ∇xh(x)
0 ηr − zˆδ,1
δ−1 −
zˆδ,2
−δ −σg(x)T −h(x)T
Δˆ′∇xg(x)T −Δˆσg(x) Γˆ′ 0
∇xh(x)T −h(x) 0 0
⎞
⎟⎟⎟⎠ . (4.31)
Dabei ist
X = −BTΓ′−1b Zˆ ′∇pbˆ(d, δ, p0),
Y = − zˆδ,1∇pbˆδ,1(d, δ, p0)
δ − 1 −
zˆδ,2∇pbˆδ,2(d, δ, p0)
−δ
(4.32)
und
Z ′ = −BT Sˆ ′−1Γˆ′bB.
Wir beﬁnden uns in der Ausgangslage, dass wir fu¨r die Sto¨rung p0 das quadratische
Problem (4.20) gelo¨st haben. Wir erhalten eine Zerlegung der Matrix M˜ aus (4.2). Es
gilt p0 Γˆ
′ = −Γˆ, Δˆ = Δˆ, zˆδ = zˆδ, −sˆδ,1 = δ − 1, −sˆδ,2 = −δ, Zˆ = Zˆ und Γˆ′b = −Sˆ. Mit
der Matrix
Iˆb :=
⎛
⎜⎜⎜⎝
INx 0 0 0
0 1 0 0
0 0 Δˆ
−1
0
0 0 0 INh
⎞
⎟⎟⎟⎠
erhalten wir fu¨r die Matrix M˜b schließlich
M˜b = Iˆb · Mˆ ′b. (4.33)
Da wir die LU-Zerlegung der Matrix M˜b und den Zusammenhang (4.33) zur Matrix Mˆ
′
b
kennen, ko¨nnen wir die Sensitivita¨tsableitungen efﬁzient berechnen.
Die beiden Matrizen Aˆ, Bˆ ∈ R(Nx+1+Ng+Nh)×Np deﬁnieren wir mithilfe von X und Y aus
(4.32) durch
Bˆ :=
⎛
⎜⎜⎜⎝
∇2dpLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p0) + X
∇2δpLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, p0) + Y
∇pgˆ(d, δ, p0)
∇phˆ(d, δ, p0)
⎞
⎟⎟⎟⎠ (4.34)
und
Aˆ :=
⎛
⎜⎜⎜⎝
Aˆ1
Aˆ2
Aˆ3
Aˆ4
⎞
⎟⎟⎟⎠ .
Dabei gilt fu¨r die Teilmatrizen Aˆ1 ∈ RNx×Np , Aˆ2 ∈ R1×Np , Aˆ3 ∈ RNg×Np und Aˆ4 ∈
R
Nh×Np . Wir ko¨nnen damit das folgende Resultat formulieren.
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Satz 4.1.6. Der Punkt (d, δ) erfu¨lle die Voraussetzungen von Satz 2.3.4 fu¨r das qua-
dratische Problem (4.26) zur Sto¨rung p0, das heißt er ist ein zula¨ssiger Punkt, welcher
zusammen mit den Lagrange-Multiplikatoren λˆ
′
, μˆ
′
und zˆ die strengen hinreichenden
Bedingungen zweiter Ordnung aus Satz 2.3.3 erfu¨llt. Es gelten die Bedingungen (4.22)
- (4.24) und (4.27). Nach Lo¨sen des quadratischen Problems liegt eine LU-Zerlegung
der Matrix M˜b mit
M˜b = LM˜b · UM˜b ,
vor. Wir ko¨nnen das matrixwertige Gleichungssystem M˜b · Aˆ = −Bˆ durch Vorwa¨rts-
und Ru¨ckwa¨rtseinsetzen
LM˜b · Yˆ = Bˆ, UM˜b · Aˆ = Yˆ
lo¨sen. Somit erhalten wir die Sensitivita¨tsableitungen des quadratischen Unterproblems
(4.26) zur Sto¨rung p0 als
Aˆ1 =
dd
dp
(p0), Aˆ2 =
dδ
dp
(p0), Aˆ3 =
dλˆ
dp
(p0), Aˆ4 =
dμˆ
dp
(p0)
und nach (4.15) ergeben sich weiter
dzˆδ,1
dp
(p0) = −sˆ−1δ,1
(
−∇pbˆδ,1(d, δ, p0)− zˆδ,1dδ
dp
(p0)
)
,
dzˆδ,2
dp
(p0) = −sˆ−1δ,2
(
−∇pbˆδ,2(d, δ, p0) + zˆδ,2dδ
dp
(p0)
)
und nach (4.9)
dzˆ
dp
(p0) = −Sˆ−1
(
−∇pbˆ(d, δ, p0)− ZˆBdd
dp
(p0)
)
. (4.35)
4.1.3 Sto¨rungen in den Nebenbedingungen
In der k-ten Iteration wird eine Suchrichtung d[k] durch Lo¨sen des quadratischen Pro-
blems (3.28) im Punkt x[k] bestimmt. Wir wollen einen Korrekturschritt durchfu¨hren,
der die Verletzung der Nebenbedingungen verbessern soll. Daher nehmen wir an, dass
die Iterierten x[k] und x[k+1] = x[k] + d[k] nicht zula¨ssig sind, das heißt es existieren
εg ∈ RNg mit εg ≥ 0 und εh ∈ RNh mit
g(x[k+1]) ≤ εg,
h(x[k+1]) = εh.
Diese Abweichung wollen wir als Fehler interpretieren. Wir wissen, dass es einen Vektor
qˆ ∈ RNg+Nh und eine Indexmenge H ⊂ {1, . . . , Ng} \ I(x[k+1]) gibt mit
qˆi = −gi(x[k+1]), i ∈ H,
qˆi = 0, i ∈ H,
qˆNg+j = −hj(x[k+1]), j = 1, . . . , Nh.
(4.36)
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Umformuliert haben wir also eine linear auftretende Sto¨rung in den Nebenbedingungen,
vergleiche (2.23). Wieso wir in (4.36) die Sto¨rung qˆ so wa¨hlen, wird ersichtlich wenn
wir das folgende parametergesto¨rte quadratische Problem betrachten
min
{d[k],δ}∈RNx+1
1
2
d[k]TQd[k] +∇xf(x[k])Td[k] + ηr2 δ2
unter ∇xgi(x[k])Td+ gi(x[k])(1− σiδ)− qˆi ≤ 0, i = 1, . . . , Ng,
∇xhj(x[k])Td+ hj(x[k])(1− δ)− qˆNg+j = 0, j = 1, . . . , Nh,
d
[k]
l + x
[k]
l − cl ≤ 0, l = 1, . . . , Nb,
δ − 1 ≤ 0,
−δ ≤ 0.
(4.37)
Um eine Verbesserung der Ungleichungsnebenbedingungen zu erzielen, das heißt den
Fehler εg zu verkleinern, beno¨tigen wir qˆi ≤ 0, i = 1, . . . , Ng. Dies ist durch die Bedin-
gung (4.36) sichergestellt.
Die Dimension der linear auftretenden Sto¨rung ist gegeben durch Nqˆ = Ng + Nh und
der nominelle Sto¨rwert ist qˆ0 = 0. Wir haben eine ungesto¨rte Zielfunktion
fˆ(d, δ, qˆ) := fˆ(d, δ) (4.38)
und eine linear auftretende Sto¨rung in den Nebenbedingungen gˆ und hˆ
gˆi(d, δ, qˆ) := gˆ(d, δ)− qˆi, i = 1, . . . , Ng,
hˆj(d, δ, qˆ) := hˆ(d, δ)− qˆNg+i, j = 1, . . . , Nh,
bˆδ(d, δ, qˆ) := bˆδ(d, δ),
bˆ(d, δ, qˆ) := bˆ(d, δ).
(4.39)
Wir erhalten
∇2ddLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, qˆ) = Q (4.40)
und
∇dgˆ(d, δ, qˆ) = ∇xg(x),
∇dhˆ(d, δ, qˆ) = ∇xh(x),
∇δgˆ(d, δ, qˆ) = −σg(x),
∇δhˆ(d, δ, qˆ) = −h(x),
(4.41)
sowie
∇dbˆδ,i(d, δ, qˆ) = 0, i = 1, 2
∇δ bˆδ,1(d, δ, qˆ) = 1,
∇δ bˆδ,2(d, δ, qˆ) = −1,
∇dbˆ(d, δ, qˆ) = INb ,
∇δ bˆ(d, δ, qˆ) = 0.
(4.42)
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Durch (4.40) - (4.42) erfu¨llen wir die Bedingungen (4.22) - (4.24) und (4.27). Weiter
erhalten wir
∇2dqˆLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, qˆ) = 0,
∇2δqLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, qˆ) = 0,
∇qˆi gˆj(d, δ, qˆ) = −δij, i = 1, . . . , Nq, j = 1, . . . , Ng,
∇qˆihˆj(d, δ, qˆ) = −δi(j+Ng), i = 1, . . . , Nq, j = 1, . . . , Nh,
∇qˆ bˆδ(d, δ, qˆ) = 0
∇qˆ bˆ(d, δ, qˆ) = 0.
(4.43)
Die Sensitivita¨tsableitungen berechnen wir nach Satz 4.1.6 als Lo¨sung des Systems
(4.30). Die rechte Seite Bˆ des Systems ergibt sich aus (4.34) mit (4.43) fu¨r i = 1, . . . , Ng
zu
Bˆ =
⎛
⎜⎜⎝
0Nx
0
ei
0Nh
⎞
⎟⎟⎠ . (4.44)
und fu¨r j = Ng + 1, . . . , Nh
Bˆ =
⎛
⎜⎜⎝
0Nx
0
0Nh
ej−Ng
⎞
⎟⎟⎠ . (4.45)
4.1.4 Sto¨rungen durch Update der Hesse-Matrix
Wir wollen jetzt den Fall betrachten in dem die Matrix Q durch
Q = ∇2xxL(x, λ, μ) + τ(|σG|+ 1)INx
gegeben ist. Der Fall, dass die Matrix Q durch eine Approximation mittels Update-
Techniken gegeben ist, ist fu¨r uns nicht interessant. In diesem Fall ist die positive Deﬁ-
nitheit der Matrix Q sichergestellt und daher wird keine Regularisierung durchgefu¨hrt.
Die Regularisierung wollen wir als Sto¨rung in der Zielfunktion des quadratischen Un-
terproblems auffassen.
Wir deﬁnieren die gesto¨rte Zielfunktion des quadratischen Problems als
fˆ(d, δ, r˜) :=
1
2
dT∇2xxL(x, λ, μ)d+∇xf(x)Td+
ηr
2
δ2 +
1
2
dT (r˜I) d. (4.46)
In den Nebenbedingungen gibt es hingegen keine Sto¨rungen
gˆ(d, δ, r˜) := gˆ(d, δ),
hˆ(d, δ, r˜) := hˆ(d, δ),
bˆδ(d, δ, r˜) := bˆδ(d, δ),
bˆ(d, δ, r˜) := bˆ(d, δ).
(4.47)
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Damit erhalten wir
∇2dr˜Lˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, r˜) = d,
∇2δr˜Lˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, r˜) = 0,
∇r˜gˆ(d, δ, r˜) = 0,
∇r˜hˆ(d, δ, r˜) = 0,
∇r˜bˆδ(d, δ, r˜) = 0,
∇r˜bˆ(d, δ, r˜) = 0
(4.48)
und
∇dbˆδ,i(d, δ, r˜) = 0, i = 1, 2,
∇δ bˆδ,1(d, δ, r˜) = 1,
∇δ bˆδ,2(d, δ, r˜) = −1,
∇dbˆ(d, δ, r˜) = INb ,
∇δ bˆ(d, δ, r˜) = 0.
(4.49)
Es ist Nr˜ = 1 und die nominelle Sto¨rung ist gegeben durch r˜0 = τ(|σG|+1). Damit und
durch (4.46) - (4.49) erfu¨llen wir die Bedingungen (4.22) - (4.24) und (4.27). Weiter
wollen wir eine Approximation fu¨r die Sto¨rung r˜ = 0 berechnen.
Die dazu notwendigen Sensitivita¨tsableitungen berechnen wir nach Satz 4.1.6 als Lo¨sung
des Systems (4.30). Die rechte Seite Bˆ des Systems ergibt sich aus (4.34) mit (4.48) zu
Bˆ =
⎛
⎜⎜⎝
d
0
0Ng
0Nh
⎞
⎟⎟⎠ . (4.50)
4.1.5 Sto¨rungen durch Relaxierung
4.1.5.1 Ansatz fu¨r eine Relaxationsvariable
Als letzte Sto¨rung wollen wir die Relaxierung des quadratischen Problems untersuchen.
Wir beﬁnden uns in einer beliebigen Iteration des Verfahrens WORHP. Die Suchrich-
tung d wird durch Lo¨sen des quadratischen Problems (3.28) im Punkt x bestimmt:
min
{d,δ}∈RNx+1
1
2
dTQd+∇xf(x)Td+ ηr2 δ[k]2
unter ∇xgi(x)Td+ gi(x)(1− σiδ) ≤ 0, i = 1, . . . , Ng,
∇xhj(x)Td+ hj(x)(1− δ) = 0, j = 1, . . . , Nh,
dl + xl − cl ≤ 0, l = 1, . . . , Nb,
δ − 1 ≤ 0,
−δ ≤ 0.
(4.51)
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Dabei ist die Matrix Q durch
Q = ∇2xxL(x, λ, μ) + τ(|σG|+ 1)INx oder Q = Q˜
gegeben, wobei Q˜ eine Approximation durch Update-Techniken ist. Das eigentliche
quadratische Problem, welches wir lo¨sen wollen, ist
min
d∈RNx
1
2
dT [k]Qd+∇xf(x)Td
unter ∇xgi(x)Td+ gi(x) ≤ 0, i = 1, . . . , Ng,
∇xhj(x)Td+ hj(x) = 0, j = 1, . . . , Nh,
dl + xl − cl ≤ 0, l = 1, . . . , Nb.
Wir suchen daher fu¨r das Problem (4.51) eine Lo¨sung (d, δ) ∈ RNx+1 mit δ ∈ R
mo¨glichst nahe bei 0. Das gewu¨nschte Verhalten soll durch einen großen Strafterm ηr
in der Zielfunktion sichergestellt werden. In Abschnitt 3.2.3 haben wir die dazugeho¨rige
Heuristik vorgestellt. Erhalten wir fu¨r ein vorgegebenes δmax ∈ (0, 1), dass
δ[k] > δmax (4.52)
gilt, so erho¨hen wir den Strafterm durch
ηr = ηr · ρr,
wobei ρr > 1 ein geeignet zu wa¨hlender Faktor ist. Anschließend lo¨sen wir, mit dem
angepassten Strafterm ηr, erneut das quadratische Problem (4.51). Der Wahl des Para-
meters ρr kommt dabei eine entscheidende Bedeutung zu. Ist der Wert zu klein gewa¨hlt,
so besteht die Mo¨glichkeit, dass nach dem Lo¨sen des neuen, quadratischen Teilproblems
weiter
δ[k] > δmax
gilt. Somit mu¨ssten wir erneut ein quadratisches Problem lo¨sen, was eine Erho¨hung
der Rechenzeit zur Folge ha¨tte. Ist hingegen ρr zu groß gewa¨hlt, wird der Einﬂuss des
Bestrafungsterms auf die Zielfunktion mit der Zeit dominierend.
Selbst wenn die Bedingung (4.52) erfu¨llt ist, wa¨re es vielleicht mo¨glich gewesen, eine
Lo¨sung mit einem kleinerem δ zu ﬁnden. Wir wollen daher jetzt den Strafterm ηr
als Sto¨rung interpretieren und eine Korrektur der Suchrichtung d und der Lagrange-
Multiplikatoren durchfu¨hren.
Wir deﬁnieren die gesto¨rte Zielfunktion
fˆ(d, δ, rη) :=
1
2
dTQd+∇xf(x)Td+ rη
2
δ2.
In den Nebenbedingungen treten hingegen keine Sto¨rungen auf
gˆi(d, δ, rη) := gˆi(d, δ), i = 1, . . . , Ng,
hˆj(d, δ, rη) := hˆj(d, δ), j = 1, . . . , Nh,
bˆl(d, δ, rη) := bˆl(d, δ), l = 1, . . . , Nb,
bˆδ,m(d, δ, rη) := bˆδ,m(d, δ), m = 1, 2.
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Dann ist Nrη = 1. Der nominelle Sto¨rwert rη 0 ist gegeben durch rη 0 = η
r. Wir erhalten
weiter
∇2ddLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, rη) = Q
und
∇dgˆ(d, δ, rη) = ∇xg(x),
∇dhˆ(d, δ, rη) = ∇xh(x),
∇δgˆ(d, δ, rη) = −σg(x),
∇δhˆ(d, δ, rη) = −h(x),
sowie
∇dbˆδ,i(d, δ, rη) = 0, i = 1, 2,
∇δ bˆδ,1(d, δ, rη) = 1,
∇δ bˆδ,2(d, δ, rη) = −1,
∇dbˆ(d, δ, rη) = INb ,
∇δ bˆ(d, δ, rη) = 0.
Wir erfu¨llen damit die Bedingungen (4.22) - (4.24) und (4.27). Somit ko¨nnen wir die
Ergebnisse des Abschnittes 4.1.2.2 zur Berechnung der Sensitivita¨tsableitungen anwen-
den.
Fu¨r die Ableitungen ergibt sich
∇2drη Lˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, rη) = 0Nx ,
∇2δrη Lˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, rη) = δ,
∇rη gˆi(d, δ, rη) = 0, i = 1, . . . , Ng,
∇rη hˆj(d, δ, rη) = 0, j = 1, . . . , Nh,
∇rη bˆk(d, δ, rη) = 0, k = 1, . . . , Nb.
(4.53)
Die zur Durchfu¨hrung des Korrekturschrittes notwendigen Sensitivita¨tsableitungen be-
rechnen wir nach Satz 4.1.6 als Lo¨sung des Systems (4.30). Die rechte Seite Bˆ des
Systems ergibt sich aus (4.34) mit (4.53) zu
Bˆ =
⎛
⎜⎜⎝
0Nx
δ
0Ng
0Nh
⎞
⎟⎟⎠ . (4.54)
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4.1.5.2 Ansatz fu¨r mehrere Relaxationsvariablen
Den Fall mit Ng +Nh Relaxationsvariablen wollen wir gesondert betrachten. Das qua-
dratische Teilproblem (4.51) vera¨ndert sich zu
min
{d,δ}∈RNx+Ng+Nh
1
2
dTQd+∇xf(x)Td+
Ng+Nh∑
i=1
ηri
2
δ2i
unter ∇xgi(x)Td+ gi(x)(1− σiδi) ≤ 0, i = 1, . . . , Ng,
∇xhj(x)Td+ hj(x)(1− δNg+j) = 0, j = 1, . . . , Nh,
dl + xl − cl ≤ 0, l = 1, . . . , Nb,
δm − 1 ≤ 0, m = 1, . . . , Ng +Nh,
−δm ≤ 0, m = 1, . . . , Ng +Nh.
Wir deﬁnieren
bˆδ,i(d, δ) := δi − 1, i = 1, . . . , Ng +Nh,
bˆδ,Ng+Nh+j(d, δ) := −δj, j = 1, . . . , Ng +Nh.
Wir deﬁnieren die gesto¨rte Zielfunktion
fˆ(d, δ, rη) :=
1
2
dTQd+∇xf(x)Td+
Nrη∑
i=1
rη
2
δ2i .
In den Nebenbedingungen haben wir erneut keine Sto¨rung
gˆi(d, δ, rη) := gˆi(d, δ), i = 1, . . . , Ng,
hˆj(d, δ, rη) := hˆj(d, δ), j = 1, . . . , Nh,
bˆl(d, δ, rη) := bˆl(d, δ), l = 1, . . . , Nb,
bˆδ,m(d, δ, rη) := bˆδ,m(d, δ), m = 1, . . . , 2 · (Ng +Nh).
Es ist Nrη = Ng +Nh. Der nominelle Sto¨rwert rη 0 ist wieder durch rη 0 := η
r gegeben.
Wir erhalten die Vereinfachungen
∇2ddLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, rη) = Q
sowie
∇dgˆ(d, δ, rη) = ∇xg(x),
∇dhˆ(d, δ, rη) = ∇xh(x),
∇δgˆ(d, δ, rη) = −σg(x),
∇δhˆ(d, δ, rη) = −h(x),
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und
∇dbˆδ,i(d, δ, rη) = 0, i = 1, . . . , Ng +Nh,
∇δ bˆδ,j(d, δ, rη) = 1, j = 1, . . . , Ng +Nh,
∇δ bˆδ,k(d, δ, rη) = −1, k = Ng +Nh + 1, . . . , 2 · (Ng +Nh),
∇dbˆ(d, δ, rη) = INx ,
∇δ bˆ(d, δ, rη) = 0.
Wir erfu¨llen damit die Bedingungen (4.22)-(4.24) und (4.27). Fu¨r die Ableitungen
bezu¨glich der Sto¨rung ergeben sich fu¨r l = 1, . . . , Nrη
∇2d(rη)lLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, rη) = 0Nx ,
∇(rη)l gˆi(d, δ, rη) = 0, i = 1, . . . , Ng,
∇(rη)lhˆj(d, δ, rη) = 0, j = 1, . . . , Nh,
∇(rη)l bˆk(d, δ, rη) = 0, k = 1, . . . , Nb
(4.55)
und
∇2δi(rη)lLˆ(d, δ, λˆ, μˆ, zˆδ, zˆ, rη) =
{
δl, l = i,
0, l = i, , i = 1, . . . , Ng +Nh.
Die zur Durchfu¨hrung des Korrekturschrittes notwendigen Sensitivita¨tsableitungen fu¨r
l = 1, . . . , Nrη berechnen wir nach Satz 4.1.6 als Lo¨sung des Systems (4.30). Die rechte
Seite Bˆ des Systems ergibt sich aus (4.34) mit (4.53) zu
Bˆ =
⎛
⎜⎜⎝
0Nx
δ · el
0Ng
0Nh
⎞
⎟⎟⎠ , l = 1, . . . , Nrη . (4.56)
4.2 Korrekturverfahren nichtlinearer
Optimierungsverfahren
Nachfolgend werden wir nur den Fall mit einer zusa¨tzlichen Relaxationsvariablen be-
handeln. Sa¨mtliche der folgenden Aussagen und vorgestellten Korrekturschritte lassen
sich auf den Fall mit Ng +Nh zusa¨tzlichen Relaxationsvariablen u¨bertragen. Die Aus-
nahme bildet der Abschnitt 4.2.3. Da dort die Relaxierung als Sto¨rung behandelt wird,
werden wir auf beide Mo¨glichkeiten der Relaxierung eingehen.
4.2.1 Sto¨rungen in den Nebenbedingungen
Wir beﬁnden uns in der k-Iteration des Verfahrens WORHP. Gegeben sei die aktuelle
Iterierte x[k]. Wie in Abschnitt 4.1.3 beschrieben betrachten wir das parametergesto¨rte
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quadratische Problem im Punkt x[k]
min
{d[k],δ[k]}∈RNx+1
fˆ(d[k], δ[k], qˆ)
unter gˆi(d
[k], δ[k], qˆ) ≤ 0, i = 1, . . . , Ng,
hˆj(d
[k], δ[k], qˆ) = 0, j = 1, . . . , Nh,
bˆδ,k(d
[k], δ[k], qˆ) ≤ 0, k = 1, 2,
bˆl(d
[k], δ[k], qˆ) ≤ 0, l = 1, . . . , Nb.
(4.57)
Wir haben in Abschnitt 4.1.4 nachgewiesen, dass wir die Sensitivita¨tsableitungen des
Problems (4.67) fu¨r die Sto¨rung q0 = 0 efﬁzient berechnen ko¨nnen. Wir wollen eine
Korrektur der Suchrichtung zur Sto¨rung qˆ durchfu¨hren durch
d[k](0) ≈ d[k]app(0) := d[k] +
dd
dqˆ
(0)(qˆ − 0),
δ[k](0) ≈ δ[k]app(0) := δ[k] +
dδ
dqˆ
(0)(qˆ − 0),
λˆ[k](0) ≈ λˆ[k]app(0) := λˆ[k] +
dλˆ
dqˆ
(0)(qˆ − 0),
μˆ[k](0) ≈ μˆ[k]app(0) := μˆ[k] +
dμˆ
dqˆ
(0)(qˆ − 0),
zˆ[k](0) ≈ zˆ[k]app(0) := zˆ[k] +
dzˆ
dqˆ
(0)(qˆ − 0).
(4.58)
4.2.1.1 Eigenschaften der Sensitivita¨tsableitungen
Fu¨r die linear auftretende Sto¨rung der Nebenbedingungen ist es uns mo¨glich, einige
Eigenschaften der Sensitivita¨tsableitungen herzuleiten. Mit (d, δ) ∈ RNx+1 bezeichnen
wir die Lo¨sung des quadratischen Problems (4.57) und mit (λˆ, μˆ, zˆδ, zˆ) ihre Lagrange-
Multiplikatoren.
Fu¨r die Ungleichungsnebenbedingung
gˆi(d
[k], δ[k], qˆ) ≤ 0, i = 1, . . . , Ng
ergeben sich fu¨r die Sensitivita¨tsableitungen der Lagrange-Multiplikatoren dλˆi
dqˆj
(0) fu¨r
j = 1, . . . , Nqˆ nach (4.30) die folgenden Gleichungen
λˆi∇xgi(x)T dd
dqˆj
(0)− λˆiσigi(x) dδ
dqˆj
(0) + gˆi(d, δ, 0) · dλˆi
dqˆj
(0) = −λˆi∇qˆj gˆi(d, δ, 0).
Gilt λˆi = 0, das heißt die Nebenbedingung gˆi(d
[k], δ[k], qˆ) ist inaktiv, so erhalten wir
wegen gˆi(d, δ) < 0 insgesamt
dλi
dqˆj
(0) = 0, j = 1, . . . , Nqˆ.
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Im Falle einer inaktiven Nebenbedingung gˆi(d, δ, qˆ) < 0 ko¨nnen wir weitere Aussagen
treffen. Die rechte Seite des, zur Bestimmung der Sensitivita¨tsableitungen notwendigen,
Systems (4.67) ist gleich Null. Da die Matrix Mˆ ′b regula¨r ist, erhalten wir somit
dd
dqˆi
(0) = 0,
dλˆ
dqˆi
(0) = 0,
dμˆ
dqˆi
(0) = 0,
dzˆ
dqˆi
(0) = 0.
Somit mu¨ssen wir fu¨r inaktive Nebenbedingungen keine Korrektur der Suchrichtung
berechnen. Dieses Ergebnis ist nicht u¨berraschend, denn Satz 2.3.4 sagt aus, dass die
Menge der aktiven Indizes unvera¨ndert bleibt. Durch die Benutzung der Strategie der
schwach-aktiven Menge werden keine Korrekturen fu¨r stark-inaktive Nebenbedingungen
vorgenommen.
Betrachten wir die Boxschranken, sowie die zugeho¨rigen Sensitivita¨tsableitungen der
Lagrange-Multiplikatoren etwas genauer. Aus der Berechnungsvorschrift (4.35) aus Satz
4.1.6 erhalten wir die Gleichung
−Sˆdzˆ
dqˆ
(0) + ZˆBdd
dqˆ
(0) = −∇qˆ bˆ(d, δ, 0).
Fu¨r eine inaktive Boxnebenbedingung bˆj(d
[k], δ[k], qˆ) < 0 folgt, da ∇qˆ bˆ(d, δ, 0) = 0Nb×Nqˆ
gilt, aufgrund der strengen Komplementarita¨t
ddj
dqˆ
(0) = 01×Nqˆ .
Ist die Nebenbedingung bˆj(d
[k], δ[k], qˆ) hingegen aktiv, so erhalten wir, ebenfalls aufgrund
der strengen Komplementarita¨t,
dλˆj
dqˆ
(0) = 01×Nqˆ .
4.2.1.2 Berechnung des Korrekturterms
In diesem Abschnitt werden wir die Berechnung des Korrekturterms beschreiben. Wie
im vorherigen Abschnitten betrachten wir das quadratische Unterproblem (4.57) in der
k-ten Iteration. Die aktuelle Iterierte sei gegeben durch x[k]. Die Matrix Q[k] sei entweder
durch eine Approximation oder durch die exakte Hesse-Matrix der Lagrange-Funktion
H [k] := ∇2xxL(x[k] λ[k], μ[k]) gegeben. Weiter sei (d[k], δ[k]) zusammen mit den Lagrange-
Multiplikatoren (λˆ[k], μˆ[k], zˆ
[k]
δ , zˆ
[k]) die Lo¨sung des quadratischen Teilproblems (4.57) zur
Sto¨rung 0. Es ist δw > 0 vorgegeben und es gelte, dass x
[k] und x[k+1] = x[k] + d[k] keine
zula¨ssigen Punkte des nichtlinearen Optimierungsproblems mit Boxschranken (NLP)
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sind. Wir wollen die Strategie der schwach-aktiven Menge nutzen, um unno¨tige Berech-
nungen von Sensitivita¨tsableitungen zu sparen. Ist eine nichtlineare Nebenbedingung
gi(x
[k]) stark-inaktiv, so wissen wir, dass λ[k] = 0 gilt. Mit Abschnitt 4.2.1.1 erhalten
wir λ[k+1] = 0.
Wir setzen Na := |Iw(x[k], δw)|. Dabei nehmen wir an, dass es schwach-aktive nichtli-
neare Beschra¨nkungen gibt sowie schwach-aktive Beschra¨nkungen der Optimierungsva-
riablen. Wir deﬁnieren
Nag := |Iwg(x[k], δw)| :=
∣∣{i ∈ {1, . . . , Ng} : −δw ≤ gi(x[k]) ≤ 0}∣∣ ,
Nbg := |Iwb(x[k], δw)| :=
∣∣{i ∈ {1, . . . , Nb} : −δw ≤ bi(x[k]) ≤ 0}∣∣ .
Es gilt somit Na = Nag + Nbg. Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir
annehmen, dass Iwg(x
[k], δw) = {1, . . . , Nag} und Iwb(x[k], δw) = {1, . . . , Nab} gilt.
Damit ergeben sich nach (4.30) die Sensitivita¨tsableitungen der Sto¨rung qi fu¨r i =
1, . . . , Nag als Lo¨sung des linearen Systems
M˜b ·
⎛
⎜⎜⎜⎜⎝
dd
dqˆi
(0)
dδ
dqˆi
(0)
dλˆa
dqˆi
(0)
dμˆ
dqˆi
(0)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
0Nx
0
ei
0Nh
⎞
⎟⎟⎟⎟⎠ , (4.59)
beziehungsweise fu¨r j = 1, . . . , Nh
M˜b ·
⎛
⎜⎜⎜⎜⎝
dd
dqˆj
(0)
dδ
dqˆj
(0)
dλˆa
dqˆj
(0)
dμˆ
dqˆj
(0)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
0Nx
0
0Nag
ej
⎞
⎟⎟⎟⎟⎠ . (4.60)
Sei ek ∈ RNag+Nh der k-te Einheitsvektor, dann schreiben wir fu¨r (4.59) und (4.60)
M˜b ·
⎛
⎜⎜⎜⎜⎝
dd
dqˆj
(0)
dδ
dqˆj
(0)
dλˆa
dqˆj
(0)
dμˆ
dqˆj
(0)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎝0Nx0
ek
⎞
⎟⎠ , k = 1, . . . , Nq. (4.61)
Dabei bezeichnet der Vektor λˆa ∈ RNag die Lagrange-Multiplikatoren der schwach-
aktiven Ungleichungsnebenbedingungen. Nach (4.35) ergeben sich die Sensitivita¨tsab-
leitungen der Lagrange-Multiplikatoren zˆa ∈ RNab der Boxbeschra¨nkungen der Opti-
mierungsvariablen zu
dzˆa
dqˆi
(0) = Sˆa−1ZˆaBa dd
dqˆi
(0), i = 1, . . . , Nq.
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Die Matrizen Sˆa, Zˆa und Ba sind dabei die an die Strategie der schwach-aktiven Menge
angepassten Versionen der Matrizen Sˆ, Zˆ und B in der k-ten Iteration. Die Korrektur
fu¨r die Suchrichtung ergibt sich zu
d[k]app(qˆ) = d
[k] +
Nag+Nh∑
i=1
dd
dqˆi
(0)(qˆi − 0),
δ[k]app(qˆ) = δ
[k] +
Nag+Nh∑
i=1
dδ
dqˆi
(0)(qˆi − 0),
sowie fu¨r die Lagrange-Multiplikatoren zu
λˆ[k]app(qˆ) = λˆ
[k] +
Nag+Nh∑
i=1
dλˆ
dqˆi
(0)(qˆi − 0),
μˆ[k]app(qˆ) = μˆ
[k] +
Nag+Nh∑
i=1
dμˆ
dqˆi
(0)(qˆi − 0),
zˆa[k]app (qˆ) = zˆ
a[k] +
Nag+Nh∑
i=1
dzˆa
dqˆi
(0)(qˆi − 0).
Auf die Korrektur der Lagrange-Multiplikatoren zˆδ verzichten wir dabei, da sie keinerlei
Einﬂuss auf das Verhalten des SQP-Verfahrens WORHP besitzen. Um die Korrektur-
terme zu berechnen, sind Na +Nh Lo¨sungen des Systems (4.61) notwendig. Es ist aber
mo¨glich, den Aufwand auf nur eine Berechnung eines linearen Gleichungssystems zu
reduzieren. Fu¨r i = 1, . . . , Nqˆ deﬁnieren wir
Ki(qˆ) :=
⎛
⎜⎜⎜⎜⎝
dd
dqˆi
(0)
dδ
dqˆi
(0)
dλˆa
dqˆi
(0)
dμˆ
dqˆi
(0)
⎞
⎟⎟⎟⎟⎠ · (qˆi − 0)
und damit
K(qˆ) :=
Nag+Nh∑
i=1
Ki(qˆ)
sowie
Pin := (qi − 0) · In.
Wir multiplizieren das System (4.61) mit Pi(Nx+1+Nag+Nh) und erhalten dadurch
Pi(Nx+1+Nag+Nh) · M˜b ·
⎛
⎜⎜⎜⎜⎝
dd
dqˆi
(0)
dδ
dqˆi
(0)
dλˆa
dqˆi
(0)
dμˆ
dqˆi
(0)
⎞
⎟⎟⎟⎟⎠ = M˜b · Ki(qˆ) =
⎛
⎝ 0Nx0
ei(qˆi − 0)
⎞
⎠ .
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Es ist ⎛
⎜⎜⎜⎜⎝
dd
dqˆi
(0)
dδ
dqˆi
(0)
dλˆa
dqˆi
(0)
dμˆ
dqˆi
(0)
⎞
⎟⎟⎟⎟⎠ (q − 0Nq) =
Nag+Nh∑
i=1
Ki(qˆ) = K(qˆ)
und somit erhalten wir
M˜b ·
Nag+Nh∑
i=1
Ki(qˆ) =
Nag+Nh∑
i=1
M˜b · Ki(qˆ) =
Nag+Nh∑
i=1
⎛
⎝ 0Nx0
ei(qˆi − 0)
⎞
⎠ =
⎛
⎝ 0Nx0
q − 0Nq
⎞
⎠ .
Daher ergibt sich der Korrekturterm K(qˆ) als Lo¨sung des linearen Systems
M˜b · K(qˆ) =
⎛
⎝ 0Nx0
qˆ − 0Nqˆ
⎞
⎠ . (4.62)
Bisher haben wir den Korrekturterm der Lagrange-Multiplikatoren zˆ nicht betrachtet.
Wir mu¨ssen pru¨fen, ob es mo¨glich ist, nur durch die Kenntnis von K(qˆ) den Term zˆa[k]app (qˆ)
zu berechnen. Dazu deﬁnieren wir
Kx(qˆ) := (K(qˆ)1, . . . ,K(qˆ)Nx)T .
Aus der Deﬁnition von zˆ
a[k]
app (qˆ) ergibt sich
zˆa[k]app (qˆ) = zˆ
a[k] +
Nag+Nh∑
i=1
Sˆa−1ZˆaBa dd
dqˆi
(0)(qˆi − 0).
Ausklammern von Sˆa−1ZˆaBa fu¨hrt auf
zˆa[k]app (qˆ) = zˆ
a[k] + Sˆa−1ZˆaBaKx(qˆ).
Daher sind wir in der Lage, allein aus K(qˆ) sa¨mtliche Korrekturterme bestimmen zu
ko¨nnen. Fu¨r die Bestimmung von K(qˆ) beno¨tigen wir nur eine Lo¨sung des linearen
Gleichungssystems (4.62).
4.2.1.3 Umsetzung
Um festzustellen, ob der Korrekturschritt erfolgreich war, mu¨ssen wir eine Auswertung
der Nebenbedingungen vornehmen. Ist der Fehler, die Verletzung der Nebenbedingun-
gen, mit der korrigierten Suchrichtung
x[k+1]app (qˆ) = x
[k] + d[k]app(qˆ)
kleiner als der Fehler an der Stelle
x[k+1] = x[k] + d[k],
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so akzeptieren wir den Korrekturschritt. Das heißt, wir erstellen einen Vektor ν ∈
R
Ng+Nh mit Eintra¨gen
νi(x) =
{
gi(x), gi(x) ≥ 0
0, sonst
, j = 1, . . . , Ng
und
νNg+j(x) = hj(x), j = 1, . . . , Nh.
Dann pru¨fen wir, ob
‖ν(x[k+1]app (qˆ))‖∞ < ‖ν(x[k+1](0))‖∞ (4.63)
erfu¨llt ist. Ist dies nicht der Fall, so wird mit der unkorrigierten Suchrichtung d[k]
weitergerechnet. Der Fehler in den Nebenbedingungen im Punkt x[k+1] gibt auch die
Gro¨ßenordnung der Sto¨rung q. Ist diese Sto¨rung zu groß, ko¨nnen wir nicht mehr davon
ausgehen, dass die Sto¨rung q Element der Umgebung P0 ist. Die Gro¨ße der Umgebung
P0 ist im Allgemeinen unbekannt. Bu¨skens [7] hat dazu Abscha¨tzungen aufgestellt, die
auf den Arbeiten von Beltracci und Gabriele, siehe [2] und [3], basieren. Fu¨r einen
vorgegebenen Wert δf > 0 erhalten wir mit
‖ν(x[k+1])‖∞ ≤ δf (4.64)
ein Kriterium, ob wir einen Korrekturschritt durchfu¨hren wollen oder nicht. Weiter
wollen wir den Korrekturschritt nur durchfu¨hren, wenn u¨berhaupt eine Verletzung der
Nebenbedingungen vorliegt, also
‖ν(x[k+1])‖∞ > 
feas (4.65)
gilt.
Zusammenfassend ergibt sich
Algorithmus 4.2.1. Gegeben sei die aktuelle Iterierte x[k] und die Lo¨sung d[k] des
assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Pru¨fe, ob (4.65) erfu¨llt ist. Ist dies der Fall, gehe zu A-2, ansonsten zu A-6.
A-3: Werte die Nebenbedingungen aus.
A-2: Berechne Korrekturterm K(qˆ).
A-4: Ist Bedingung (4.63) erfu¨llt, gehe zu A-5, ansonsten zu A-6.
A-5: Setze d[k] = d[k]app(qˆ) und die Lagrange-Multiplikatoren entsprechend und gehe zu
A-6.
A-6: Fu¨hre WORHP normal fort mit der Suche nach einer geeigneten Schrittweite α[k].
Im Allgemeinen wird nach dem Korrekturschritt weiter
‖ν(x[k] + d[k]app(qˆ))‖∞ > 
feas
gelten. Daher ko¨nnen wir einen erneuten Korrekturschritt durchfu¨hren. Fu¨r die erneute
Berechnung des Korrekturterms wird keine erneute Auswertung der Nebenbedingungen
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beno¨tigt, da die notwendige Auswertung an der Stelle x[k] + d
[k]
app(qˆ) schon vorhanden
ist.
Danach ko¨nnen wir erneut pru¨fen, ob wir einen weiteren Korrekturschritt durchfu¨hren
ko¨nnen. Dies ko¨nnen wir solange fortfu¨hren, bis entweder die Bedingung (4.63) nicht
mehr erfu¨llt werden kann, eine vorher festgelegte Fehlergrenze unterschritten ist, also
‖ν(x[k+1])‖∞ < 
corr (4.66)
fu¨r eine Grenze 
corr > 0 erfu¨llt ist, oder eine bestimme Anzahl lmax von Korrektur-
schritten durchgefu¨hrt worden ist. Dies fu¨hrt dann auf den Algorithmus
Algorithmus 4.2.2. Gegeben sei die aktuelle Iterierte x[k] und die Lo¨sung d[k] des
assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Pru¨fe, ob l < lmax, (4.64) und (4.65) erfu¨llt sind. Ist dies der Fall, gehe zu A-2,
ansonsten zu A-7.
A-3: Werte die Nebenbedingungen aus.
A-2: Berechne Korrekturterm K(qˆ).
A-4: Ist (4.63) erfu¨llt, gehe zu A-5, ansonsten zu A-7.
A-5: Setze d[k] = d[k]app(qˆ) und die Lagrange-Multiplikatoren entsprechend. Ist (4.66)
erfu¨llt, gehe zu A-6, ansonsten gehe zu A-7.
A-6: Setze q0 = ν(x[k+1]), l = l + 1 und gehe zu A-2.
A-7: Fu¨hre WORHP normal fort mit der U¨berpru¨fung der Abbruchkriterien.
Die Berechnung des Korrekturterms besteht im Algorithmus 4.2.1 aus dem Lo¨sen des
linearen Gleichungssystems (4.62). Im Algorithmus 4.2.2 kann der Korrekturterm eben-
falls durch Lo¨sen des Systems (4.62) berechnet werden. Werden viele Iterationen durch-
gefu¨hrt und sind nur wenige Nebenbedingungen aktiv, so kann es von Vorteil sein, die
Sensitivita¨tsableitungen durch Nqˆ Lo¨sungen des Systems (4.61) zu berechnen. Fu¨r jede
Berechnung des Korrekturterms K(q0) ist dann nur eine Matrix-Vektor-Multiplikation
notwendig.
Der Nachteil besteht darin, dass die Sensitivita¨tsableitungen explizit gespeichert werden
mu¨ssen. Im schlechtesten Fall fu¨hrt dies auf das Speichern einer dichtbesetzten (Nx +
Nag +Nh +Nb)×Nqˆ-Matrix.
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4.2.2 Sto¨rungen durch Update der Hesse-Matrix
Wir beﬁnden uns in der k-Iteration des Verfahrens WORHP. Wie in Abschnitt 4.1.4
beschrieben betrachten wir das parametergesto¨rte quadratische Problem
min
{d[k],δ[k]}∈RNx+1
fˆ(d[k], δ[k], r˜)
unter gˆj(d
[k], δ[k], r˜) ≤ 0, i = 1, . . . , Ng,
hˆj(d
[k], δ[k], r˜) = 0, j = 1, . . . , Nh,
bˆδ,k(d
[k], δ[k], r˜) ≤ 0, k = 1, 2,
bˆl(d
[k], δ[k], r˜) ≤ 0, l = 1, . . . , Nb.
(4.67)
Wir haben in Abschnitt 4.1.4 nachgewiesen, dass wir die Sensitivita¨tsableitungen des
Problems (4.67) fu¨r die Sto¨rung r˜0 efﬁzient berechnen ko¨nnen. Wir wollen eine Korrek-
tur der Suchrichtung zur Sto¨rung 0 durchfu¨hren durch
d[k](0) ≈ d[k]app(0) := d[k] +
dd
dr˜
(r˜0)(0− r˜0),
δ[k](0) ≈ δ[k]app(0) := δ[k] +
dδ
dr˜
(r˜0)(0− r˜0),
λˆ[k](0) ≈ λˆ[k]app(0) := λˆ[k] +
dλˆ
dr˜
(r˜0)(0− r˜0),
μˆ[k](0) ≈ μˆ[k]app(0) := μˆ[k] +
dμˆ
dr˜
(r˜0)(0− r˜0),
zˆ[k](0) ≈ zˆ[k]app(0) := zˆ[k] +
dzˆ
dr˜
(r˜0)(0− r˜0).
(4.68)
Dadurch erhoffen wir eine Verbesserung der Suchrichtung des quadratischen Unterpro-
blems zu erreichen. Auf eine Korrektur der Lagrange-Multiplikatoren der Boxschranken
fu¨r die Relaxationsvariable δ ko¨nnen wir verzichten, da diese fu¨r das SQP-Verfahren
nicht beno¨tigt werden.
4.2.2.1 Eigenschaften der Sensitivita¨tsableitungen
Wie schon in Abschnitt 4.2.1.1 gezeigt, erhalten wir fu¨r eine inaktive Nebenbedingung
gˆj(d
[k], δ[k], r˜) fu¨r einen Index i ∈ {1, . . . , Ng}, dass
dλˆj
dr˜
(r˜0) = 0.
gilt. Ist eine Boxbeschra¨nkung bˆj(d
[k], δ[k], r˜) aktiv, so gilt
ddj
dr˜
(r˜0) = 0.
Ist die Nebenbedingung bˆj(d
[k], δ[k], r˜) hingegen aktiv, so erhalten wir
dλˆj
dr˜
(r˜0) = 0.
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4.2.2.2 Berechnung des Korrekturterms
Gegeben sei das nichtlineare Optimierungsproblem (4.67) in der k-ten Iteration. Die
aktuelle Iterierte sei gegeben durch x[k], und die exakte Hessematrix der Lagrange-
Funktion H [k] := ∇2xxL(x[k] λ[k], μ[k]) stehe zur Verfu¨gung. Weiter sei d[k] die Lo¨sung des
quadratischen Teilproblems (4.5) und δw > 0 vorgegeben. Die Bezeichnungen sind wie
in Abschnitt 4.2.1.2 gewa¨hlt, und erneut gilt Nag, Nab > 0.
Nach Lo¨sen des Systems (4.30) mit rechter Seite (4.50) ergibt sich der Korrekturterm
zu
KHQ(r˜0) :=
⎛
⎜⎜⎜⎝
dd
dr˜
(r˜0)
dδ
dr˜
(r˜0)
dλˆa
dr˜
(r˜0)
dμˆ
dr˜
(r˜0)
⎞
⎟⎟⎟⎠ · (0− r˜0).
Die korrigierten Lagrange-Multiplikatoren zˆa werden direkt durch
zˆa[k]app (0) = zˆ
a[k] + Sˆa−1ZˆaBadd
dr˜
(r˜0)(0− r˜0).
berechnet.
4.2.2.3 Umsetzung
Die Gro¨ße der Umgebung P0 ist unbekannt. Fu¨r einen großen Nominalwert r˜0 ko¨nnen
wir nicht davon ausgehen, dass die Sto¨rung 0 noch in der Umgebung P0 liegt. Daher
fu¨hren wir vor dem Korrekturschritt fu¨r das Update
r˜0 = τ(|σG|+ 1)
den Test
τ ≤ δu (4.69)
durch. Dieser Test soll sicher stellen, dass die Sto¨rung 0 nicht zu weit entfernt von der
nominalen Sto¨rung r˜0 liegt.
Es la¨sst sich damit der folgende Algorithmus formulieren:
Algorithmus 4.2.3. Gegeben sei die aktuelle Iterierte x[k] und die Lo¨sung d[k] des
assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Falls (4.69) erfu¨llt ist, gehe zu A-2, ansonsten zu A-5.
A-2: Berechne Korrekturterm KHQ(r˜0).
A-3: Setze d[k] = d[k]app(0) sowie fu¨r die Lagrange-Multiplikatoren λˆa[k] = λˆ
a[k]
app(0), μˆ[k] =
μˆ
[k]
app(0) und zˆa[k] = zˆ
a[k]
app (0).
A-4: Fu¨hre WORHP normal fort mit Berechnung der Schrittweite.
Falls die Liniensuche der Schrittweite fu¨r die korrigierte Suchrichtung scheitert, ko¨nnte
eine mo¨gliche Rettungsstrategie sein, d[k] wieder auf die unkorrigierte Suchrichtung
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zuru¨ckzusetzen und die Liniensuche fu¨r diese Suchrichtung erneut zu starten. Dabei
wu¨rden wir allerdings im schlimmsten Fall, wenn auch fu¨r die unkorrigierte Suchrichtung
keine Schrittweite bestimmt werden kann, insgesamt doppelt so viele Auswertungen der
Zielfunktion und Nebenbedingungen beno¨tigen.
4.2.3 Sto¨rungen durch Relaxierung
Wir beﬁnden uns in der k-Iteration des Verfahrens WORHP. Wie in Abschnitt 4.1.5
beschrieben betrachten wir das parametergesto¨rte quadratische Problem
min
{d[k],δ[k]}∈RNx+1
fˆ(d[k], δ[k], rη)
unter gˆj(d
[k], δ[k], rη) ≤ 0, i = 1, . . . , Ng,
hˆj(d
[k], δ[k], rη) = 0, j = 1, . . . , Nh,
bˆδ,k(d
[k], δ[k], rη) ≤ 0, k = 1, 2,
bˆl(d
[k], δ[k], rη) ≤ 0, l = 1, . . . , Nb.
(4.70)
Wir haben in Abschnitt 4.1.5 nachgewiesen, dass wir die Sensitivita¨tsableitungen des
Problems (4.70) fu¨r die Sto¨rung rη0 efﬁzient berechnen ko¨nnen. Wir wollen eine Kor-
rektur der Suchrichtung zur Sto¨rung ηr, im Gegensatz zu Abschnitt 4.2.2, durchfu¨hren
durch
d[k](0) ≈ d[k]app(0) := d[k] +
dd
drη
(rη0)(rη − rη0),
δ[k](0) ≈ δ[k]app(0) := δ[k] +
dδ
drη
(rη0)(rη − rη0),
λˆ[k](0) ≈ λˆ[k]app(0) := λˆ[k] +
dλˆ
drη
(rη0)(rη − rη0),
μˆ[k](0) ≈ μˆ[k]app(0) := μˆ[k] +
dμˆ
drη
(rη0)(rη − rη0),
zˆ[k](0) ≈ zˆ[k]app(0) := zˆ[k] +
dzˆ
drη
(rη0)(rη − rη0).
(4.71)
Erneut ko¨nnen wir auf die Korrektur der Lagrange-Multiplikatoren der Boxschranken
von δ verzichten.
4.2.3.1 Eigenschaften der Sensitivita¨tsableitungen
Wie bei den vorherigen Korrekturschritten ergibt sich auch hier
dλˆj
drη
(rη 0) = 0,
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fu¨r eine inaktive Nebenbedingung gˆj(d
[k], δ[k], rη). Ist der Punkt x
[k] ein zula¨ssiger Punkt
des nichtlinearen Ausgangsproblems, so vera¨ndert sich die zur Berechnung der Sensiti-
vita¨tsableitungen notwendige Matrix Mˆb aus (4.29) zu
Mˆb =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q 0 ∇xg(x[k]) ∇xh(x[k]) 0 0 BT
0 ηr 0 0 1 −1 0
Δˆ∇xg(x[k])T 0 Γˆ′ 0 0 0 0
∇xh(x)T 0 0 0 0 0 0
0 zˆδ,1(p0) 0 0 −δ + 1 0 0
0 −zˆδ,2(p0) 0 0 0 δ 0
ZˆB 0 0 0 0 0 Γˆ′b
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Da die rechte Seite (4.54) nur von Null verschiedene Eintra¨ge in den zu δ[k] zugeho¨rigen
Komponenten besitzt, erhalten wir
dλˆj
drη
(rη 0) = 0, i = 1, . . . , Ng,
dμˆj
drη
(rη 0) = 0, j = 1, . . . , Nh,
dzˆl
drη
(rη 0) = 0, l = 1, . . . , Nb
und
dd
drη
(rη 0) = 0Nx .
In diesem Fall ist es daher nicht notwendig eine Korrektur der Suchrichtung durch-
zufu¨hren.
4.2.3.2 Berechnung des Korrekturterms
Die aktuelle Iterierte sei gegeben durch x[k] und entweder die exakte Hessematrix der
Lagrange-Funktion H [k] := ∇2xxL(x[k] λ[k], μ[k]) oder eine Approximation Q[k] der Hesse-
Matrix stehe zur Verfu¨gung. Weiter sei (d[k], δ[k]) die Lo¨sung des quadratischen Teilpro-
blems (4.5) und δw > 0 vorgegeben. Die Bezeichnungen sind wie in Abschnitt 4.2.1.2
gewa¨hlt und erneut gilt Nag, Nab > 0.
Nach Lo¨sen des Systems (4.30) mit rechter Seite (4.54) ergibt sich der Korrekturterm
zu
KRQ(rη 0) :=
⎛
⎜⎜⎜⎜⎝
dd
drη
(rη 0)
dδ
drη
(rη 0)
dλˆa
drη
(rη 0)
dμˆ
drη
(rη 0)
⎞
⎟⎟⎟⎟⎠ · (rη − rη 0). (4.72)
Es ist KRQ(rη 0) ∈ RNg+1+Nag+Nh und die korrigierten Lagrange-Multiplikatoren zˆa wer-
den direkt durch
zˆa[k]app (rη) = zˆ
a[k] + Sˆa−1ZˆaBa dd
drη
(rη 0)(rη − rη 0)
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berechnet.
Im Fall Nrη = Ng +Nh gilt KRQ(rη 0) ∈ RNg+2·(Nag+Nh) und aus (4.72) ergeben sich die
Komponenten des Korrekturterms zu
KRQ(rη 0)i =
Np∑
j=1
((rη)j − (rη 0)j) ddj
d(rη)j
(rη 0), i = 1, . . . , Nx,
und
KRQ(rη 0)Nx+i =
Np∑
j=1
((rη)j − (rη 0)j) dδj
d(rη)j
(rη 0), i = 1, . . . , Np (4.73)
sowie den entsprechenden Termen fu¨r die Lagrange-Multiplikatoren.
4.2.3.3 Umsetzung
Im Gegensatz zu den Korrekturschritten aus dem vorherigen Abschnitt 4.2.2 wollen
wir keinen Korrekturterm fu¨r die Sto¨rung 0 berechnen. Unser Ziel ist es, ηr so groß zu
wa¨hlen, dass zum einen
δ[k]app ≈ 0
gilt, aber zum anderen auch weiterhin die Nebenbedingung
δ[k]app ≥ 0
eingehalten wird. Wenden wir uns zuerst dem Fall Nηr = 1 zu. Die korrigierte Relaxa-
tionsvariable ergibt sich zu
δ[k]app = δ
[k] +
dδ
drη
(rη 0)(rη − rη 0). (4.74)
Hier setzen wir δ
[k]
app = 0 an und setzen dies in die Gleichung (4.74) ein. Im na¨chsten
Schritt lo¨sen wir diese Gleichung nach rη auf. Wir erhalten
rη = rη 0 − δ[k]
(
dδ
drη
(rη 0)
)−1
.
Dieser Ausdruck ist unser Kandidat fu¨r die Sto¨rung rη. Damit wir eine Verringerung
der Relaxationsvariablen δ[k] erzielen ko¨nnen, muss
dδ
drη
(rη 0) < 0 (4.75)
gelten. Weiterhin du¨rfen wir die Sto¨rung rη nicht zu groß wa¨hlen, da die Gro¨ße der
Umgebung P0 um rη 0 unbekannt ist. Als zweites Kriterium erhalten wir somit
rη ≤ rmaxη (4.76)
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fu¨r eine geeignet gewa¨hlte Grenze rmaxη > 0. Daher bestimmen wir die zu verwendende
Sto¨rgro¨ße rη durch
rη := min
(
rmaxη , rη 0 − δ[k]
(
dδ
drη
(rη 0)
)−1)
. (4.77)
Es la¨sst sich damit der folgende Algorithmus formulieren:
Algorithmus 4.2.4. Gegeben sei die aktuelle Iterierte x[k] und die Lo¨sung (d[k], δ[k])
des assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Berechne den Korrekturterm KRQ(rη 0).
A-2: Berechne die Sto¨rung rη nach (4.77).
A-3: Falls (4.75) erfu¨llt ist, gehe zu A-4, ansonsten zu A-5.
A-4: Setze d[k] = d[k]app(rη) und δ[k] = δ
[k]
app(rη) sowie fu¨r die Lagrange-Multiplikatoren
λˆa[k] = λˆ
a[k]
app(rη), μˆ
[k] = μˆ
[k]
app(rη) und zˆ
a[k] = zˆ
a[k]
app (rη).
A-5: Fu¨hre WORHP normal fort mit Berechnung der Schrittweite.
Im Fall Nrη = Ng+Nh ist es uns unter einer zusa¨tzlichen Bedingung mo¨glich, die Formel
(4.77) herzuleiten, um eine Scha¨tzung der Sto¨rung rη zu erstellen. Es gilt
(
δ[k]app
)
j
= δ
[k]
j +
Nrη∑
j=1
dδj
d(rη)j
(rη 0)((rη)j − (rη 0)j), i = 1, . . . , Ng +Nh. (4.78)
Nehmen wir an, dass
(rη)j − (rη 0)j = (rη)i − (rη 0)i, i = 1, . . . , Ng +Nh, j = 1, . . . , Ng +Nh (4.79)
gilt, so ko¨nnten wir wie in Abschnitt 4.2.1.2 beschrieben, den Term
Nrη∑
j=1
dδj
d(rη)j
(rη 0) direkt
als Lo¨sung von nur einem linearen Gleichungssystem (4.62) berechnen. Die rechte Seite
(4.56) vera¨ndert sich dabei zu
Bˆ =
⎛
⎜⎜⎝
0Nx
δ[k]
0Ng
0Nh
⎞
⎟⎟⎠ .
Somit wu¨rde sich (4.77) zu
rj := (rη 0)j − δ[k]
⎛
⎝Nrη∑
j=1
dδj
d(rη)j
(rη 0)
⎞
⎠−1 (4.80)
ergeben. Damit haben wir jetzt Ng + Nh Kandidaten fu¨r die Auswahl der Sto¨rung rη.
Damit wir weiter die Nebenbedingung(
δ[k]app
)
j
≥ 0, i = 1, . . . , Ng +Nh
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erfu¨llen, wa¨hlen wir
rη := min
(
rmaxη ,min
i
rj
)
. (4.81)
Die Bedingung (4.75) a¨ndert sich zu
(rη − (rη 0)k)
Nrη∑
j=1
dδj
d(rη)j
(rη 0) < 0, k = 1, . . . , Ng +Nh. (4.82)
Damit wir die Voraussetzung (4.79) und die Bedingung (4.82) erfu¨llen, mu¨ssen wir das
Update der Strafterme modiﬁzieren. Bisher geschieht das Update komponentenweise.
Wir setzen
ηrj = η
r
j · ρr,
wenn
d
[k]
j ≤ δmax (4.83)
nicht erfu¨llt ist fu¨r ein i ∈ {1, . . . , Ng + Nh}. Im Falle (rη)j − (rη 0)j = (rη)i − (rη 0)i
mu¨ssten wir die Sensitivita¨tsableitungen dδ
d(rη)j
(rη 0) fu¨r j = 1, . . . , Ng+Nh jeweils einzeln
berechnen und danach eine Lo¨sung rη ∈ RNrη der Gleichungen
0 = δ
[k]
1 +
Nrη∑
j=1
dδ1
d(rη)j
(rη 0) ((rη)j − (rη 0)j)
...
...
0 = δ
[k]
Nrη
+
Nrη∑
j=1
dδNrη
d(rη)j
(rη 0) ((rη)j − (rη 0)j)
(4.84)
bestimmen. Aufgrund des Speicherplatzbedarfs der Sensitivita¨tsableitungen und des
Aufwandes bei der Bestimmung einer Lo¨sung des Systems (4.84) ist dieser Ansatz nicht
praktikabel.
Um den Korrekturschritt durchzufu¨hren, ist es also notwendig die Bedingung (4.79) zu
erfu¨llen. Daher muss auch das Update der Relaxationsstrafterme angepasst werden. Ist
fu¨r einen Index i ∈ {1, . . . , Ng +Nh} die Bedingung (4.83) nicht erfu¨llt ist, so wird der
komplette Vektor der Relaxationsstrafterme durch
ηr = ηr · ρr (4.85)
erho¨ht. Damit ko¨nnen wir den folgenden Algorithmus aufstellen.
Algorithmus 4.2.5. Gegeben sei die aktuelle Iterierte x[k] und die Lo¨sung (d[k], δ[k])
des assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw. Der Vektor der
Relaxationsstrafterme sei durch die modifzierte Vorschrift (4.85) gegeben.
A-1: Berechne den Korrekturterm KRQ(rη 0).
A-2: Berechne die Sto¨rung rη nach (4.80) und (4.81).
A-3: Falls (4.82) erfu¨llt ist, gehe zu A-4, ansonsten zu A-5.
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A-4: Setze d[k] = d[k]app(rη) und δ[k] = δ
[k]
app(rη) sowie fu¨r die Lagrange-Multiplikatoren
λˆa[k] = λˆ
a[k]
app(rη), μˆ
[k] = μˆ
[k]
app(rη) und zˆ
a[k] = zˆ
a[k]
app (rη).
A-5: Fu¨hre WORHP normal fort mit Berechnung der Schrittweite.
4.2.3.4 Erweiterte Verwendung der Sensitivita¨tsableitung
Die Heuristik zur Bestimmung eines geeigneten Strafterms fu¨r die Relaxationsvariable δ
ha¨ngt im Wesentlichen von der Wahl des Parameters ρr ab. Ist dieser zu klein gewa¨hlt,
so muss unter Umsta¨nden mehr als ein zusa¨tzliches quadratisches Unterproblem gelo¨st
werden. Ist der Wert hingegen zu groß, kann er auch das Lo¨sungsverhalten negativ
beeinﬂussen. Wir wollen einen Ansatz vorstellen, der mithilfe der Sensitivita¨tsableitung
dδ
drη
(rη 0) eine Scha¨tzung des Strafterms η
r vornimmt.
Gegeben sei die Lo¨sung des quadratischen Unterproblems (4.70) zur Sto¨rung ηη0 in der
k-ten Iteration d[k] und δ[k]. Es gelte
δ[k] > δmax.
Die Sensitivita¨t dδ
drη
(rη 0) im Punkt rη 0 = η
r ko¨nnen wir, wie gezeigt, nach Satz 4.1.6
efﬁzient berechnen. Wir wollen den Ansatz des vorherigen Abschnittes 4.2.3.3
0 = δ[k] +
dδ
drη
(rη 0)(rη − ηr)
verwenden. Das Auflo¨sen nach der Sto¨rung rη fu¨hrt erneut auf
rη = η
r − δ[k]
(
dδ
drη
(rη 0)
)−1
.
Damit erhalten wir eine neue Formel zur Berechnung des Strafterms
ηr = min
(
ηrmax, η
r − δ[k]
(
dδ
drη
(rη 0)
)−1)
. (4.86)
Dabei ist auch wieder dδ
drη
(rη 0) < 0 zu u¨berpru¨fen, um u¨berhaupt eine Erho¨hung des
Strafterms zu erhalten. Im Falle vonNg+Nh Relaxationsvariablen kann auch der Ansatz
aus Abschnitt 4.2.3.3 u¨bernommen werden. Nach der Bestimmung des Vektors r durch
(4.80) haben wir mehr Freiheiten fu¨r die Wahl der neuen Strafterme ηr. Eine, bezu¨glich
der Gro¨ße, konservative Wahl ist durch
ηrj = min
(
ηrmax,min
j
rj
)
, i = 1, . . . , Ng +Nh
gegeben, eine weiter mo¨gliche Wahl ist
ηrj = min
(
ηrmax,max
j
rj
)
, i = 1, . . . , Ng +Nh.
Dieser Update-Algorithmus erfu¨llt die Voraussetzungen, dass ηj = ηj gilt fu¨r i, j =
1, . . . , Ng + Nh und ist damit mit dem Korrekturschritt aus Abschnitt 4.2.3.3 kombi-
nierbar. Weiterhin ist es auch mo¨glich, die Korrekturschritte aus den Abschnitten 4.2.1
und 4.2.2 zu benutzen. Dabei ist insbesondere der Korrekturschritt aus Abschnitt 4.2.1
von Interesse, denn beide zielen auf eine Verbesserung der Nebenbedingungen ab.
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4.3 Zusammenhang der Sensitivita¨tsableitungen
QP-NLP
Bisher haben wir uns mit den Sensitivita¨tsableitungen des quadratischen Unterproblems
bescha¨ftigt. Dieses Kapitel behandelt die Sensitivita¨tsableitungen des nichtlinearen Pro-
blems. Im ersten Abschnitt 4.3.1 werden wir zeigen, dass mithilfe der Zerlegung des
quadratischen Problems die Sensitivita¨tsableitungen des nichtlinearen Optimierungs-
problems berechnet werden ko¨nnen.
In den folgenden zwei Abschnitten werden wir Ideen fu¨r Korrekturschritte herleiten
und, wenn es mo¨glich ist, eine Verbindung zu den Korrekturschritten des vorherigen
Kapitels 4.2 ziehen.
4.3.1 Efﬁziente Behandlung von Boxschranken
Wir formulieren das nichtlineare Optimierungsproblem mit Boxschranken
min
x∈RNx
f(x, p)
unter gi(x, p) ≤ 0, i = 1, . . . , Ng,
hj(x, p) = 0, j = 1, . . . , Nh,
bk(x, p) ≤ 0, k = 1, . . . , Nb.
(4.87)
Es sei x ein zula¨ssiger Punkt des Problems (4.87), welcher mit den Lagrange-Multipli-
katoren λ, μ und z die strengen hinreichenden Bedingungen zweiter Ordnung aus Satz
2.3.3 fu¨r die Sto¨rung p0 erfu¨llt. Weiter seien die Voraussetzungen von Satz 2.3.4 erfu¨llt.
Dann existiert eine Umgebung P0 ⊂ RNp und stetig differenzierbare Funktionen x :
P0 → RNx , λ : P0 → RNg , μ : P0 → RNh und z : P0 → R2 mit
x(p0) = x,
λ(p0) = λ,
μ(p0) = μ,
z(p0) = z.
Nach Satz 2.3.4 ergeben sich Sensitivita¨tsableitungen fu¨r die Sto¨rung p0 als Lo¨sung des
matrixwertigen, linearen Gleichungssystems
Mb ·
⎛
⎜⎜⎜⎜⎝
dx
dp
(p0)
dλ
dp
(p0)
dμ
dp
(p0)
dz
dp
(p0)
⎞
⎟⎟⎟⎟⎠ = −
⎛
⎜⎜⎜⎜⎝
∇2dpLˆ(x, λ(p0), μ(p0), p0)
Δˆ′∇pgˆ(x, p0)
∇phˆ(x, p0)
Z ′∇pbˆ(x, p0)
⎞
⎟⎟⎟⎟⎠ (4.88)
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mit
Mb =
⎛
⎜⎜⎝
∇2xxL(x, λ, μ, p0) ∇xg(x) ∇xh(x) BT
Δ′∇xg(x)T Γ′ 0 0
∇xh(x)T 0 0 0
Z ′B 0 0 Γ′b
⎞
⎟⎟⎠ . (4.89)
Wir lo¨sen die letzte Zeile auf. Dadurch erhalten wir
Mb =
⎛
⎝∇2xxL(x, λ, μ, p0) + Z ′ ∇xg(x) ∇xh(x)Δ′∇xg(x)T Γ′ 0
∇xh(x)T 0 0
⎞
⎠
mit
Z ′ = −BTΓ′bZ ′B.
Die Matrix M˜b aus (4.19) ergibt sich im Punkt x zu
M˜b :=
⎛
⎜⎜⎜⎝
Q+ Z 0 ∇xg(x) ∇xh(x)
0 ηr +
zˆδ,1
sˆδ,1
+
zˆδ,2
sˆδ,2
0 0
∇xgT (x) 0 −Δˆ−1Γˆ 0
∇xhT (x) 0 0 0
⎞
⎟⎟⎟⎠ .
Fu¨r p0 gilt Γ
′ = −Γˆ, Δ′ = Δˆ, Z ′ = Zˆ und Γ′b = −Γˆb.
Wir deﬁnieren die Matrizen A,B ∈ R(Nx+1+Ng+Nh+2+Nb)×Np durch
B :=
⎛
⎜⎜⎝
∇2dpL(x, λ, μ, z, p0)− BTΓ
′−1
b Z
′∇pb(x, p0)
0
∇pg(x, p0)
∇ph(x, p0)
⎞
⎟⎟⎠ (4.90)
und
A :=
⎛
⎜⎜⎝
A1
A2
A3
A4
⎞
⎟⎟⎠ .
Dabei gilt fu¨r die Teilmatrizen A1 ∈ RNx×Np , A2 ∈ R1×Np , A3 ∈ RNg×Np und A4 ∈
R
Nh×Np . Um das folgende Resultat formulieren zu ko¨nnen, beno¨tigen wir eine weitere
Voraussetzung. Im Gegensatz zu der Berechnung der Sensitivita¨tsableitungen des qua-
dratischen Unterproblems in Abschnitt 4.1.2 beno¨tigen wir die exakte Hesse-Matrix der
Lagrange-Funktion ∇2xxL(x, λ, μ, p0) im Punkt x.
Satz 4.3.1. Der Punkt x erfu¨lle die Voraussetzungen von Satz 2.3.4 fu¨r das nichtli-
neare Problem (4.87), das heißt er ist ein zula¨ssiger Punkt, welcher zusammen mit den
Lagrange-Multiplikatoren λ
′
, μ′ und z die strengen hinreichenden Bedingungen zweiter
Ordnung aus Satz 2.3.3 fu¨r die Sto¨rung p0 erfu¨llt. Liegt nach Lo¨sen des quadratischen
Unterproblems, mit ∇2xxL(x, λ, μ, p0), in x eine LU-Zerlegung der Matrix M˜b mit
M˜b = LM˜b · UM˜b
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vor, so ko¨nnen wir das matrixwertige Gleichungssystem M˜b · Aˆ = −Bˆ durch Vorwa¨rts-
und Ru¨ckwa¨rtseinsetzen
LM˜b · Yˆ = Bˆ, UM˜b · Aˆ = Yˆ
lo¨sen. Damit erhalten wir die Sensitivita¨tsableitungen des nichtlinearen Problems (4.87)
zur Sto¨rung p0 als
Aˆ1 =
dx
dp
(p0), Aˆ3 =
dλ
dp
(p0), Aˆ4 =
dμ
dp
(p0)
und
dz
dp
(p0) = −Sˆ−1ZˆBdx
dp
(p0). (4.91)
4.3.2 Sto¨rungen in den Nebenbedingungen
4.3.2.1 Ansatz
Um den Satz 4.3.1 aus dem vorherigen Abschnitt 4.3.1 zu verwenden, beno¨tigen wir eine
optimale Lo¨sung des nichtlinearen Optimierungsproblems. Dies steht im Gegensatz zu
denen in Abschnitt 4.2 vorgestellten Korrekturverfahren der Suchrichtung. Dort wird
nur eine Lo¨sung des quadratischen Unterproblems beno¨tigt. Diese Lo¨sung steht nach
jeder Iteration des Verfahrens WORHP zur Verfu¨gung, wa¨hrend wir erst am Ende des
kompletten Algorithmus eine Lo¨sung des nichtlinearen Problems erhalten.
Wir wollen, wie in Abschnitt 4.1.3, eine linear auftretende Sto¨rung in den Nebenbedin-
gungen betrachten. Im Unterschied zu Abschnitt 4.1.3 fu¨hren wir die Sto¨rung in den
nichtlinearen Nebenbedingungen ein
gi(x)− qi = 0, i = 1, . . . , Ng,
hj(x)− qNg+j = 0, j = 1, . . . , Nh. (4.92)
Wir deﬁnieren daher Nq := Ng +Nh sowie
gi(x, q) := gi(x)− qi, i = 1, . . . , Ng,
hj(x, q) := hj(x)− qNg+j, j = 1, . . . , Nh,
bl(x, q) := bl(x), l = 1, . . . , Nb
(4.93)
und
f(x, q) := f(x).
Damit ergibt sich insgesamt das gesto¨rte nichtlineare Optimierungsproblem
min
x∈RNx
f(x, q)
unter gi(x, q) ≤ 0, i = 1, . . . , Ng,
hj(x, q) = 0, j = 1, . . . , Nh,
xl ≤ 0, l = 1, . . . , Nb.
(4.94)
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Es gilt
∇2xjqiL(x, λ, μ, q) = 0, i = 1, . . . , Nq, j = 1, . . . , Nx,
∇qigj(x, q) = −δij, i = 1, . . . , Nq, j = 1, . . . , Ng,
∇qihj(x, q) = −δi(j+Ng), i = 1, . . . , Nq, j = 1, . . . , Nh,
∇qibl(x, q) = 0, i = 1, . . . , Np, l = 1, . . . , Nb.
(4.95)
Die Sensitivita¨tsableitungen des Problems 4.94 fu¨r q0 ergeben sich nach Satz 4.3.1, fu¨r
i = 1, . . . , Ng, als Lo¨sung des Gleichungssystems
M˜b ·
⎛
⎜⎜⎜⎜⎝
dx
dqi
(q0)
A2
dλ
dqi
(q0)
dμ
dqi
(q0)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
0Nx
0
ei
0Nh
⎞
⎟⎟⎟⎟⎠ (4.96)
und fu¨r j = Ng + 1, . . . , Ng +Nh
M˜b ·
⎛
⎜⎜⎜⎜⎝
dx
dqj
(q0)
A2
dλ
dqj
(q0)
dμ
dqj
(q0)
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
0Nx
0
0Ng
ej−Ng
⎞
⎟⎟⎟⎟⎠ . (4.97)
Die Sensitivita¨tsableitungen dz
dqi
(q0) der Lagrange-Multiplikatoren der Boxnebenbedin-
gungen ko¨nnen wir per Berechnungsvorschrift (4.91) berechnen. Eine Approximation
der Lo¨sung fu¨r die Sto¨rung q erhalten wir durch
x(q) ≈ xapp(q) := x+ dx
dq
(q0)(q − q0),
λ(q) ≈ λapp(q) := λ+ dλ
dq
(q0)(q − q0),
μ(q) ≈ μapp(q) := μ+
dμ
dq
(q0)(q − q0),
z(q) ≈ zapp(q) := z + dz
dq
(q0)(q − q0).
(4.98)
4.3.2.2 Eigenschaften der Sensitivita¨tsableitungen
Die Eigenschaften der Sensitivita¨tsableitungen ko¨nnen direkt aus Abschnitt 4.2.1.1
u¨bertragen werden. Wir erhalten
dλi
dqˆj
(0) = 0, j = 1, . . . , Np
fu¨r eine inaktive Nebenbedingung gi(x, q). Im Falle einer inaktiven Nebenbedingung
gˆi(d, δ) < 0 ko¨nnen wir weitere Aussagen treffen. Die rechte Seite des, zur Bestimmung
KAPITEL 4. KORREKTURVERFAHREN 101
der Sensitivita¨tsableitungen notwendigen, Systems (4.88) ist gleich Null. Da die Matrix
M˜b regula¨r ist, erhalten wir somit
dx
dqi
(q0) = 0,
dλ
dqi
(q0) = 0,
dμ
dqi
(q0) = 0,
dz
dqi
(q0) = 0.
Weiter gilt, dass fu¨r eine inaktive Boxnebenbedingung bj(x, q0) < 0, aufgrund der stren-
gen Komplementarita¨t
dxj
dq
(q0) = 01×Nq .
Ist die Nebenbedingung bj(x, q0) hingegen aktiv, so erhalten wir, ebenfalls aufgrund der
strengen Komplementarita¨t,
dλj
dq
(q0) = 01×Nq .
4.3.2.3 Berechnung des Korrekturterms
Um den Korrekturterm berechnen zu ko¨nnen, mu¨ssen wir Nq Gleichungsysteme (4.96)
beziehungsweise (4.97) lo¨sen. In Abschnitt 4.2.1.2 haben wir gezeigt, dass es mo¨glich
ist den Aufwand auf das Lo¨sen eines linearen Gleichungssystems zu reduzieren. Die
Idee la¨sst sich auf die Berechnung des Korrekturschrittes der nichtlinearen Sensiti-
vita¨tsableitungen u¨bertragen. Daher ergibt sich der Korrekturterm KNLP(q) als Lo¨sung
des linearen Systems
M˜b · KNLP(q) =
⎛
⎝ 0Nx0
q − q0
⎞
⎠ . (4.99)
Fu¨r die Sensitivita¨tsableitungen der Boxbeschra¨nkungen erhalten wir mit der Deﬁnition
von
KNLPx (q) :=
(KNLP(q)1, . . . ,KNLP(q)Nx)T .
die Vorschrift
zaapp(q) = z
a + Sˆa−1ZˆaBaKNLPx (q).
Wie in den anderen Abschnitten berechnen wir nur Korrekturterme fu¨r schwach-aktive
Nebenbedingungen, da nach sich Abschnitt 4.3.2.2 die Lagrange-Multiplikatoren inak-
tiver Nebenbedingungen nicht vera¨ndern.
4.3.2.4 Umsetzung
Die Voraussetzungen fu¨r Satz 4.3.1 sind sehr stark und wu¨rden nur einen Korrektur-
schritt nach dem Finden einer optimalen Lo¨sung zulassen. Dies widerspricht aber gerade
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der von uns formulierten Idee, einer Korrektur der Nebenbedingungen durchzufu¨hren.
Auf der anderen Seite erhalten wir durch das numerische Verfahren nur eine Na¨herung
der Sensitivita¨tsableitungen. Daher wollen wir auch schon die Sensitivita¨ten berechnen,
obwohl der Algorithmus noch nicht am Optimum angelangt ist.
Die Gro¨ße des Updates der Hesse-Matrix
αr = τ(|σG|+ 1),
nehmen wir als einen Indikator wie weit wir vom Optimum entfernt sind. Daher pru¨fen
wir, ob der Parameter τ kleiner als eine festgelegte Toleranz δu > 0.
Die aktuelle Iterierte sei gegeben durch x[k], und die exakte Hesse-Matrix der Lagrange-
Funktion H [k] := ∇2xxL(x[k] λ[k], μ[k]) stehe zur Verfu¨gung. Weiter sei d[k] die Lo¨sung des
quadratischen Teilproblems (4.5), α[k] die zugeho¨rige Schrittweite. Es ist δw > 0 vorge-
geben und es gelte, dass x[k] und x[k+1] keine zula¨ssigen Punkte des Problems (4.4) sind.
Es sei H(x[k+1]) ⊂ {1, . . . , Ng} die Menge der Indizies der verletzten Ungleichungsne-
benbedingungen im Punkt x[k+1] dann ist
q0i := gi(x
[k+1]), i ∈ H(x[k+1]),
q0i := 0, i ∈ H(x[k+1]),
q0(Ng+j) := hj(x
[k+1]), j = 1, . . . , Nh.
Wir wollen dann eine Korrektur zur Sto¨rung 0 durchfu¨hren.
Ob ein Korrekturschritt erfolgreich war oder nicht, ko¨nnen wir mit einer Auswertung
der Nebenbedingung feststellen. Ist der Fehler, die Verletzung der Nebenbedingungen,
an der Stelle der korrigierten Iterierten
x[k+1]app (0) = x
[k] + α[k]d[k] +
dx
dq
(q0)(0− q0)
kleiner als der Fehler an der Stelle x[k+1], so wird der Korrekturschritt akzeptiert. Das
heißt, wir erstellen einen Vektor ν ∈ RNg+Nh mit Eintra¨gen
νi(x) =
{
gi(x), gi(x) ≥ 0
0, sonst
, j = 1, . . . , Ng
und
νNg+j(x) = hj(x), j = 1, . . . , Nh.
Dann pru¨fen wir, ob
‖ν(x[k+1]app (0))‖∞ < ‖ν(x[k+1])‖∞ (4.100)
erfu¨llt ist. Ist dies nicht der Fall, so fahren wir mit der unkorrigierten Iterierten x[k+1]
fort. Fu¨r eine große Sto¨rung q0 ko¨nnen wir nicht mehr davon ausgehen, dass 0 Element
der Umgebung P0 ist. Fu¨r einen vorgegebenen Wert δf > 0 erhalten wir mit dem Test
‖ν(x[k+1])‖∞ ≤ δf (4.101)
ein weiteres Kriterium. Weiter wollen wir den Korrekturschritt nur durchfu¨hren, wenn
eine Verletzung der Nebenbedingungen vorliegt, also
‖ν(x[k+1])‖∞ > 
feas (4.102)
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gilt.
Zusammenfassend ergibt sich
Algorithmus 4.3.2. Gegeben sei die aktuelle Iterierte x[k+1] und die Lo¨sung d[k] des
assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Pru¨fe, ob τ ≤ δu, (4.101) und (4.102) erfu¨llt sind. Ist dies der Fall, gehe zu A-2,
ansonsten zu A-6.
A-2: Berechne Korrekturterm K(0).
A-3: Werte die Nebenbedingungen aus.
A-4: Ist Bedingung (4.100) erfu¨llt, gehe zu A-5, ansonsten zu A-6.
A-5: Setze x[k+1] = x[k+1]app (0) und die Lagrange-Multiplikatoren entsprechend und gehe
zu A-6.
A-6: Fu¨hre WORHP normal fort mit U¨berpru¨fung der Abbruchkriterien.
Im Allgemeinen wird nach dem Korrekturschritt weiter
‖ν(x[k+1]app (0))‖∞ > 
feas
gelten. Daher ko¨nnen wir einen erneuten Korrekturschritt durchfu¨hren. Fu¨r die erneute
Berechnung des Korrekturterms werden keine zusa¨tzlichen Auswertungen beno¨tigt, da
die notwendige Auswertung der Nebenbedingungen schon vorhanden ist. Wir ko¨nnen
die Korrekturschritte solange fortfu¨hren bis entweder die Bedingung (4.100) nicht mehr
erfu¨llt werden kann, eine vorher festgelegte Fehlergrenze unterschritten ist, also
‖ν(x[k+1])‖∞ < 
corr (4.103)
fu¨r eine Grenze 
corr > 0 erfu¨llt ist, oder eine bestimme Anzahl lmax von Korrektur-
schritten durchgefu¨hrt worden ist. Dies fu¨hrt auf den Algorithmus
Algorithmus 4.3.3. Gegeben sei die aktuelle Iterierte x[k+1] und die Lo¨sung d[k] des
assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Pru¨fe, ob τ ≤ δu, l < lmax, (4.101) und (4.102) erfu¨llt sind. Ist dies der Fall, gehe
zu A-2, ansonsten zu A-7.
A-2: Berechne Korrekturterm K(q0).
A-3: Werte die Nebenbedingungen aus.
A-4: Ist (4.100) erfu¨llt, gehe zu A-5, ansonsten zu A-7.
A-5: Setze x[k+1] = x[k+1]app (0) und die Lagrange-Multiplikatoren entsprechend. Ist (4.103)
erfu¨llt, gehe zu A-6, ansonsten gehe zu A-7.
A-6: Setze q0 = ν(x[k+1]), l = l + 1 und gehe zu A-2.
A-7: Fu¨hre WORHP normal fort mit der U¨berpru¨fung der Abbruchkriterien.
Die Berechnung des Korrekturterms besteht im Algorithmus 4.3.2 aus Lo¨sen des linea-
ren Gleichungssystems (4.99). Fu¨r Algorithmus 4.3.3 kann der Korrekturterm ebenfalls
104 4.3. ZUSAMMENHANG DER SENSITIVITA¨TSABLEITUNGEN QP-NLP
so berechnet werden. Werden allerdings viele Iterationen durchgefu¨hrt und sind nur
wenige Nebenbedingungen aktiv, so kann es unter Umsta¨nden von Vorteil sein, die Sen-
sitivita¨ten zu berechnen und abzuspeichern und nicht, wie in Abschnitt 4.3.2.3 beschrie-
ben, den Korrekturterm direkt zu berechnen. Fu¨r jede Berechnung des Korrekturterms
K(q0) ist nur eine Matrix-Vektor-Multiplikation notwendig. Der Nachteil besteht darin,
dass die Sensitivita¨tsableitungen explizit abgespeichert werden mu¨ssen. Dies fu¨hrt im
schlechtesten Fall auf das Speichern einer dichtbesetzten (Nx + Ng + Nh + Nb) × Nq-
Matrix.
Ein weiterer Ansatz ko¨nnte sein, nicht den Korrekturschritt mit Schrittweite 1, son-
dern eine Schrittweitensuche fu¨r den Korrekturterm durchzufu¨hren. Die korrigierten
Optimierungsvariablen wu¨rden sich dann zu
x[k+1]app (αapp, 0) = x
[k+1] + αapp
Na+Nh∑
i=1
dx
dpi
(q0)(0− q0i)
ergeben, die Lagrange-Multiplikatoren μ
[k+1]
app (αapp, 0), λ
[k+1]
app (αapp, 0), λ˜
[k+1]
app (αapp, 0) ent-
sprechend. Bei der Schrittweitensuche wa¨re im Gegensatz zu der Schrittweitensuche fu¨r
die Suchrichtung d[k] allerdings nicht eine Verringerung des Funktionswertes der Bewer-
tungsfunktion M das Ziel, sondern eine Verbesserung der Verletzung der Nebenbedin-
gungen. Ein Nachteil dieser Strategie besteht in dem erho¨hten Bedarf an Auswertungen
der Nebenbedingungen.
4.3.2.5 Zusammenhang zum quadratischen Unterproblem
Wir wollen jetzt einen Zusammenhang zu der in Abschnitt 4.2.1 vorgestellten Strategie
zur Verbesserung der Suchrichtung herstellen. Da Boxbeschra¨nkungen an die Optimie-
rungsvariablen bei dieser Sto¨rung nicht besonders beru¨cksichtigt werden, werden sie
nicht gesondert auffu¨hren.
Die rechten Seiten der Gleichungssysteme, gegeben im nichtlinearen Fall durch (4.96)
und (4.97) ), und im quadratischen Fall durch (4.59) und (4.60), sind gleich. Da wir
zur Berechnung der Sensitivita¨tsableitungen in beiden Fa¨llen dieselbe Matrix benutzen,
erhalten wir
dd
dp
(
qQP0
)
=
dx
dp
(
qNLP0
)
,
dλˆ
dp
(
qQP0
)
=
dλ
dp
(
qNLP0
)
,
dμˆ
dp
(
qQP0
)
=
dμ
dp
(
qNLP0
)
(4.104)
Fu¨r die nominellen Sto¨rparameter qQP0 und q
NLP
0 gilt q
QP
0 = 0 und
qNLP0i = gi(x
[k] + d[k]), i = 1, . . . , Ng,
qNLP0(Ng+j) = hj(x
[k] + d[k]), j = 1, . . . , Nh.
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Weiter ist qNLP = 0 und
qQPi = −gi(x[k] + d[k]), i = 1, . . . , Ng,
qQPNg+j = −hj(x[k] + d[k]), j = 1, . . . , Nh.
Damit gilt
qQP = −qNLP0 . (4.105)
Weiter fu¨hren fu¨r die Sto¨rung qQP eine Korrektur der Suchrichtung durch
d[k]
(
qQP
) ≈ d[k]app (qQP) := d[k] + dddp (0) (qQP − 0) ,
δ[k]
(
qQP
) ≈ δ[k]app (qQP) := δ[k] + dδdp (0) (qQP − 0) ,
λˆ[k]
(
qQP
) ≈ λˆ[k]app (qQP) := λˆ[k] + dλˆdp (0) (qQP − 0) ,
μˆ[k]
(
qQP
) ≈ μˆ[k]app (qQP) := μˆ[k] + dμˆdp (0) (qQP − 0) ,
z˜[k]
(
qQP
) ≈ z˜[k]app (qQP) := z˜[k] + dz˜dp (0) (qQP − 0) .
Einsetzen in die Vorschrift zum berechnen der neuen Iterierten ergibt fu¨r die primalen
Variablen
x[k+1] = x[k] + α[k]d[k](qQP) = x[k] + α[k]
(
d[k] +
dd
dp
(0)(qQP − 0)
)
. (4.106)
Gilt α[k] = 1 so erhalten wir aus (4.106)
x[k+1] = x[k] + d[k] +
dd
dp
(0)
(
qQP − 0) ,
einsetzen von (4.104) ergibt
x[k+1] = x[k] + d[k] +
dx
dp
(
qNLP0
) (
qQP − 0) ,
Nutzen wir jetzt auch (4.105), so erhalten wir insgesamt
x[k+1] = x[k] + d[k] +
dx
dp
(
qNLP0
) (
0− qNLP) ,
was gleichbedeutend zu der Berechnung der Korrektur im nichtlinearen Fall (4.98) aus
Abschnitt 4.3.2.1 ist. Dort war bisher eine der Voraussetzungen fu¨r die Durchfu¨hrbarkeit
des Korrekturschrittes, dass x[k] hinreichend nah an der optimalen Lo¨sung ist und daher
die Verletzung der Nebenbedingungen entsprechend klein ist. Durch die hier in diesem
Abschnitt hergestellte Verbindung sehen wir, dass auf diese Voraussetzung verzichtet
werden kann, da fu¨r die Berechnung der Sensitivita¨tsableitungen des quadratischen
Problems keine optimale Lo¨sung des nichtlinearen Problems notwendig ist.
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4.3.3 Sto¨rungen durch Update der Hesse-Matrix
4.3.3.1 Ansatz
Wie im quadratischen Fall in Abschnitt 4.2.2 wollen wir die Benutzung der vera¨nderten
Hesse-Matrix der Lagrange-FunktionH aus (3.38) als Sto¨rung ansehen. Wir formulieren
das nichtlineare Problem
min
x∈RNx
f(x) + 1
2
xT (rˆINx) x
unter gi(x) ≤ 0, i = 1, . . . , Ng,
hj(x) = 0, j = 1, . . . , Nh,
bl(x) ≤ 0, l = 1, . . . , Nb
(4.107)
Die gesto¨rte Zielfunktion deﬁnieren wir als
f(x, rˆ) := f(x) +
1
2
xT (rˆ · INx) x
und die, bezu¨glich rˆ ungesto¨rten, Nebenbedingungen
gi(x, rˆ) := gi(x), i = 1, . . . , Ng,
hj(x, rˆ) := hj(x), j = 1, . . . , Nh,
bl(x, rˆ) := bl(x), l = 1, . . . , Nb.
Damit erhalten wir Nrˆ = 1. Weiter setzen wir
rˆ0 = τ(|σG|+ 1).
Wir erhalten
∇2xrˆL(x, λ, μ, rˆ) = x,
∇2rˆgi(x, rˆ) = 0, i = 1, . . . , Ng,
∇rˆhj(x, rˆ) = 0, j = 1, . . . , Nh,
∇rˆbl(x, rˆ) = 0, l = 1, . . . , Nb.
Ist xquer ein zula¨ssiger Punkt der die Bedingungen aus Satz 4.3.1 fu¨r das Problem
(4.107) mit Sto¨rung rˆ0 erfu¨llt, so ko¨nnen wir die Sensitivita¨tsableitungen efﬁzient be-
rechnen.
4.3.3.2 Eigenschaften der Sensitivita¨tsableitungen
Gewisse Sensitivita¨tsableitungen ko¨nnen wir erneut direkt bestimmen. So erhalten wir,
dass fu¨r alle inaktiven Nebenbedingungen gi(x)
dλi
drˆ
= 0
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gilt. Ist weiter eine Boxbeschra¨nkung der Optimierungsvariablen xi aktiv, so folgt
dxi
drˆ
= 0.
Ist die Beschra¨nkung nicht aktiv, so ist
dzi
drˆ
= 0.
Im Fall Nh ≥ Nx beziehungsweise rank(∇gh(x, p)) ≥ Nx, ergibt sich insbesondere
dx
drˆ
= 0.
4.3.3.3 Berechnung des Korrekturterms
Im Gegensatz zu Abschnitt 4.3.2 haben wir es in diesem Abschnitt nur mit einer Sto¨rung
der Dimension 1 zu tun. Zum Berechnen des Korrekturterms mu¨ssen wir einmal den
Satz 4.3.1 anwenden. Mit den Sensitivita¨tsableitungen ergibt sich der Korrekturterm
direkt zu
KHN(0) :=
⎛
⎜⎝
dx
drˆ
(rˆ0)
dλa
drˆ
(rˆ0)
dμ
drˆ
(rˆ0)
⎞
⎟⎠ · (0− rˆ0) (4.108)
und somit die Korrektur zu⎛
⎜⎝ x
[k+1]
app (0)
λ
a[k+1]
app (0)
μ
[k+1]
app (0)
⎞
⎟⎠ =
⎛
⎜⎝ x
[k+1]
λa[k+1]
μ[k+1]
⎞
⎟⎠+KHN(0). (4.109)
Die Sensitivita¨tsableitung der Lagrange-Multiplikatoren za ist gegeben durch
dza
drˆ
(rˆ0) = Sˆ
a−1ZˆaBadx
drˆ
(rˆ0)
und damit erhalten wir die korrigierten Lagrange-Multiplikatoren
za[k+1]app (0) = z
a[k+1] + Sˆa−1ZˆaBadx
drˆ
(rˆ0)(0− rˆ0).
4.3.3.4 Umsetzung
Gegeben sei das nichtlineare Optimierungsproblem (4.107) in der k-ten Iteration. Die
aktuelle Iterierte sei gegeben durch x[k], und die exakte Hessematrix der Lagrange-
Funktion H [k] := ∇2xxL(x[k] λ[k], μ[k]) stehe zur Verfu¨gung. Weiter sei d[k] die Lo¨sung
des quadratischen Teilproblems (4.5), α[k] die zugeho¨rige Schrittweite und δw > 0
vorgegeben. Die Bezeichnungen sind wie in Abschnitt 4.2.1.2 gewa¨hlt und erneut gilt
Nag, Nab > 0.
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Da wir den Satz 4.3.1 anwenden, wollen wir wie in Abschnitt 4.2.1.3 die Korrektur nur
durchfu¨hren, wenn bestimmte Voraussetzungen erfu¨llt sind. Weiterhin ist die Gro¨ße
der Umgebung P0 unbekannt, so dass fu¨r einen großen Nominalwert rˆ0 nicht davon
ausgegangen werden kann, dass die Sto¨rung 0 noch in der Umgebung P0 liegt. Daher
fu¨hren wir vor dem Korrekturschritt fu¨r das Update
αr = τ(|σG|+ 1)
erneut den Test
τ ≤ δu (4.110)
durch. Dieser hat im Gegensatz zu Abschnitt 4.2.1.3 nicht nur den Zweck sicherzustellen,
dass wir uns nicht zu weit von der optimalen Lo¨sung entfernt beﬁnden, sondern er
beschra¨nkt auch die Gro¨ße des Fehlers p0.
Es la¨sst sich damit der folgende Algorithmus formulieren:
Algorithmus 4.3.4. Gegeben sei die aktuelle Iterierte x[k+1] und die Lo¨sung d[k] des
assoziierten quadratischen Teilproblems (3.51) zur Toleranz δw.
A-1: Ist (4.110) erfu¨llt, gehe zu A-2, ansonsten zu A-4.
A-2: Berechne Korrekturterm KHN(0).
A-3: Setze x[k+1] = x[k+1]app (0) und die Lagrange-Multiplikatoren entsprechend.
A-4: Fu¨hre WORHP normal fort mit U¨berpru¨fung der Abbruchkriterien.
5 Numerische Ergebnisse
In diesem Kapitel werden die numerischen Ergebnissen dieser Arbeit vorgestellt. Im
Folgenden werden wir die in Kapitel 4 vorgestellten algorithmischen Erga¨nzungen zum
NLP Lo¨ser WORHP testen. Als Grundlage dienen uns dabei zwei Sammlungen von
Beispielen, die CUTEr- und die COPS-Sammlung. In der CUTEr-Bibliothek sind ins-
gesamt 920 Testprobleme enthalten. Sie beinhaltet kleine, dichte Probleme genauso wie
große, schwachbesetzte Probleme. Die COPS-Bibliothek beinhaltet insgesamt 68 weitere
Testbeispiele. Im Gegensatz zur CUTEr-Sammlung sind die COPS-Probleme durchge-
hend mittelgroße bis große Probleme. Die genauen Beschreibungen der Probleme sowie
ein Vergleich von Ergebnissen a¨lterer Lo¨ser ko¨nnen in dem Bericht von Dolan, More´
und Munson [21] eingesehen werden.
Alle Beispiele sind in der Sprache AMPL implementiert. AMPL ist in der Lage, die
genaue Struktur des Problems auszugeben, sowie analytische Ableitungen ersten und
zweites Grades bereitzustellen. Damit ko¨nnen wir in allen Beispielen auf die exakte
Hesse-Matrix der Lagrange-Funktion zuru¨ckgreifen.
Die Berechnungen wurden auf einem Linux System mit einem Intel(R) Core(TM)2 Quad
CPU Q6600 @ 2.40GHz und 8GB RAM durchgefu¨hrt. Als erstes werden wir WORHP
mit den Programmen KNITRO, IPOPT und SNOPT vergleichen. KNITRO steht dabei
in den Versionen 6.0.0 und 7.0.0 zur Verfu¨gung. Weiter wurden die Versionen 3.8.1 und
3.9.2 von IPOPT getestet, sowie SNOPT in der Ausfu¨hrung 7.2-8.
WORHP unterstu¨tzt verschiedene Pakete, die zum Lo¨sen der linearen Gleichungssys-
teme verwendet werden ko¨nnen. Zur Auswahl stehen MA57, MA86, SuperLU, PARDI-
SO, WSMP und LAPACK. Diese Pakete haben alle verschiedene Vor- und Nachteile,
manche sind besonders geeignet um kleine, dichtbesetzte Probleme zu lo¨sen, wa¨hrend
andere Vorteile bei großen, schwachbesetzten Beispielen besitzen. Mit der Bibliothek
MA57 ko¨nnen die besten Ergebnisse erzielt werden. Wa¨hrend der Testrechnungen wird
WORHP daher in der Kombination mit MA57 benutzt. Bei IPOPT wird als lineare
Algebra Software ebenfalls MA57 eingebunden, damit eine Vergleichbarkeit gegenu¨ber
WORHP gegeben ist. Die Versionsnummer von WORHP ist 1.0-r1694.
Die Lo¨ser besitzen bis auf SNOPT eine eingebaute Zeitmessung. Um eine Vergleichbar-
keit der einzelnen Lo¨ser sicherzustellen, wird mit einem Skript die Userzeit der einzelnen
Prozesse gemessen.
Im Laufe der folgenden Abschnitte wird WORHP in den Graﬁken ohne Korrekturtech-
niken durch die Farbe Blau gekennzeichnet.
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5.1 Vergleich aller Lo¨ser
Das Ziel dieses Abschnittes ist es alle verwendeten Lo¨ser unter vergleichbaren Bedin-
gungen zu testen. Die Nebenbedingungen mu¨ssen mit einer Genauigkeit von 10−6 ein-
gehalten werden. Um die Vergleichbarkeit zu gewa¨hrleisten, ist bei allen Algorithmen
die Skalierung der Verletzung der Nebenbedingungen, falls vorhanden, deaktiviert. Das
jeweilige Optimalita¨tskriterium muss ebenso mit der Genauigkeit 10−6 erfu¨llt werden.
Die maximale Rechenzeit eines einzelnen Beispiels betra¨gt 30 Minuten und die maxi-
male Anzahl der Iterationen wird auf 10.000 gesetzt. Ansonsten wird die vorgegebene
Standardsetzung der jeweiligen Lo¨ser benutzt.
5.1.1 CUTEr-Sammlung
WORHP besitzt eine Vielzahl von Parametern, insgesamt mehr als 150, und bietet da-
her eine große Anzahl an Variationsmo¨glichkeiten. Wir werden Liniensuche mit Bewer-
tungsfunktion sowie Liniensuche mit einem Filter mit den anderen Lo¨sern vergleichen.
Beide Varianten werden auch mit der schwach-aktiven Mengenstrategie getestet, dabei
wird δw = 1 gesetzt. Nachfolgend werden wir diese Varianten mit dem Ku¨rzel WAS
kennzeichnen. In der Tabelle 5.1 ﬁnden sich die Ergebnisse zusammengefasst. Wir se-
Filter Filter WAS Merit Merit WAS
Insgesamt gelo¨st 918 914 917 910
Optimal gelo¨st 911 907 909 901
Akzeptabel gelo¨st 7 7 8 9
Nicht gelo¨st 2 6 3 10
Prozentzahl 99,78 99,35 99,67 98,91
Laufzeit 5.059,66s 5.126,77s 6.040,71s 7.596,47s
Tabelle 5.1: Vergleich von verschiedenen WORHP Einstellungen auf der CUTEr-
Sammlung.
hen, dass WORHP in allen Fa¨llen in der Lage ist, u¨ber 909 Probleme zu lo¨sen. Am
besten schneidet dabei die Liniensuche mit dem Filter ab, sie kann insgesamt 918 Pro-
bleme lo¨sen, was u¨ber 99, 78% der Probleme der Sammlung entspricht. Die anderen
Varianten beﬁnden sich bezu¨glich der Rechenzeit in einem sehr a¨hnlichem Rahmen.
In der Tabelle 5.2 stehen die Ergebnisse von IPOPT, KNITRO und SNOPT. Keine
Version der Lo¨ser ist in der Lage, u¨ber 900 Probleme zu lo¨sen. Die Versionen von
KNITRO und IPOPT lo¨sen zwischen 95, 3% und 96, 5% der Probleme. SNOPT ist
das einzige Programm, dass es nicht schaﬀt mehr als 90% der Probleme zu lo¨sen. Bei
IPOPT 3.9.2 und KNITRO 6.0.0 sind jeweils neun Probleme in den Timeout gelaufen,
was eine Rechenzeit von 16.200s ergibt. Bei einer erho¨hten Maximalrechenzeit besteht
die Chance, dass diese Probleme gelo¨st werden. Bei KNITRO 7.0.0 verbrauchen 14
Timeout-Probleme 25.200s Rechenzeit.
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IPOPT IPOPT KNITRO KNITRO SNOPT
Version 3.8.1 3.9.2 6.0.0 7.0.0 7.2-8
Insgesamt gelo¨st 877 877 883 887 827
Optimal gelo¨st 866 869 879 882 (810)
Akzeptabel gelo¨st 11 8 4 5 (17)
Nicht gelo¨st 43 43 37 33 93
Prozentzahl 95,33 95,33 95,98 96,41 89,89
Laufzeit 15.253,93s 27.055,52s 34.588,44s 32.791,69s (79.569,10s)
Tabelle 5.2: Ergebnisse von IPOPT, KNITRO und SNOPT auf der CUTEr-Sammlung.
Die Gesamtlaufzeit von SNOPT ist nur eingeschra¨nkt mit der der anderen Lo¨ser zu
vergleichen. Da SNOPT keinen eingebauten Timeout besitzt, konnte SNOPT nur auf
einer um vier Beispiele geku¨rzten CUTER-Bibliothek getestet werden. Bei den vier
Beispielen ubh1, ubh5, orthrgds, scosine war SNOPT selbst nach mehr als 90 Stunden
nicht in der Lage eine Lo¨sung oder einen Abbruch zu liefern. Zur Rechenzeit von SNOPT
werden 4·1800 Sekunden hinzugerechnet werden. Diese Rechnung ist nur bedingt richtig,
da es Beispiele gibt, die mit einer Fehlermeldung abbrechen aber insgesamt als 1800
Sekunden gerechnet haben. Ebenso werden zwei der 810 optimal gelo¨sten Probleme
nicht innerhalb des vorgegebenen Zeitrahmens gelo¨st.
Festzustellen bleibt, dass alle WORHP Variationen deutlich mehr Probleme lo¨sen und
die Gesamtrechenzeiten der anderen Methoden deutlich unterboten werden.
Nachfolgend betrachten wir die sortierte Menge L, in ihr werden die erfolgreich gelo¨sten
Probleme nach der Zeit sortiert, die beno¨tigt wurde, um sie zu lo¨sen. Die Funktion L(t)
gibt die Anzahl der bis zum Zeitpunkt t erfolgreich gelo¨sten Probleme aus. In Abbildung
5.1 sehen wir auf der y-Achse die Prozentzahl der erfolgreich gelo¨sten Beispiele zum
Zeitpunkt t
y(t) =
L(t)
920
· 100.
KNITRO 7.0.0 ist in der Lage, u¨ber 60% der Probleme in unter 0,02s zu lo¨sen. Dicht
dahinter liegt WORHP mit den verschiedenen Varianten. Bei circa 30% folgt IPOPT
in der Version 3.8.1. SNOPT, KNITRO 6.0.0 und IPOPT 3.9.2 bilden den Schluss mit
knapp unter 20%.
SNOPT ist der einzige Lo¨ser, der nicht mit der exakten zweiten Ableitung der Lagrange-
Funktion arbeitet und daher auf eine Approximation durch Update-Techniken angewie-
sen ist. Bei kleinen bis mittelgroßen Problemen ist dieses noch kein Nachteil. Werden
die Probleme jedoch gro¨ßer, so wird SNOPT u¨berdurchschnittlich mehr Zeit als die
anderen Verfahren zum Lo¨sen der Probleme beno¨tigen.
Um eine genauere Analyse vorzunehmen, ist es sinnvoll, Betrachtungen in Abha¨ngigkeit
von der Gro¨ße der Probleme vorzunehmen. Eine sinnvolle Einteilung ist zum Beispiel
112 5.1. VERGLEICH ALLER LO¨SER
10−2 10−1 100 101 102 103 104
20
40
60
80
100
Zeit in s
A
n
za
h
l
d
er
ge
lo¨
st
en
P
ro
b
le
m
e
in
%
Leistungsvergleich
WORHP Merit
WORHP Merit WAS
WORHP Filter
WORHP Filter WAS
Ipopt 3.8.1
Ipopt 3.9.2
KNITRO 6.0.0
KNITRO 7.0.0
SNOPT 7.2-8
Abbildung 5.1: Vergleich der Lo¨ser.
gegeben durch die Betrachtung der Probleme in Abha¨ngigkeit von der Anzahl der Va-
riablen n. Wir werden die Probleme in die folgenden vier Kategorien einteilen:
i. Probleme mit weniger als 500 Variablen,
ii. Probleme mit mehr als 500 aber weniger als 1000 Variablen,
iii. Probleme mit mehr als 1000 aber weniger als 5000 Variablen,
iv. Probleme mit mehr als 5000 Variablen.
Weiter ist auch eine Aufteilung der Probleme in Abha¨ngigkeit der Anzahl der Neben-
bedingungen m sinnvoll, sowie die Aufteilung nach der Summe n+m.
In der Tabelle 5.3 sehen wir die Anzahl der Probleme in der jeweiligen Kategorie. Wir
x x ≤ 500 500 < x ≤ 1000 1000 < x ≤ 500 5000 < x
n 711 49 69 91
m 752 31 65 72
n+m 669 35 94 122
Tabelle 5.3: Anzahl der CUTEr-Probleme, sortiert nach der jeweiligen Gro¨ße.
betrachten zuerst die Sortierung nach der Anzahl der Variablen. In der Tabelle 5.4 sehen
wir eine Zusammenfassung der Ergebnisse der jeweils besten Version der verschiedenen
Lo¨ser WORHP Filter, IPOPT 3.8.1, KNITRO 7.0.0 und SNOPT. In den folgenden
Abbildungen werden auch die jeweiligen anderen Varianten der Lo¨ser betrachtet.
WORHP belegt bezu¨glich der Robustheit, der Anzahl der erfolgreich gelo¨sten Pro-
bleme, in jeder Kategorie den Spitzenplatz. SNOPT hingegen lo¨st in jeder Kategorie
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WORHP IPOPT KNITRO SNOPT
n ≤ 500 gelo¨st 709/711 688/711 696/711 671/711
Laufzeit 91,20s 778,28s 391,41s 205,64s
500 < n ≤ 1000 gelo¨st 49/49 46/49 48/49 30/49
Laufzeit 121,92s 807,44s 1567,84s 1214,02s
1000 < n ≤ 5000 gelo¨st 69/69 68/69 69/69 57/69
Laufzeit 364,90s 269,85s 318,06s 3507,78s
5000 < n
gelo¨st 91/91 75/91 74/91 (69)/91
Laufzeit 4481,64s 13398,36s 30514,38s (74641,66s)
Tabelle 5.4: Gesamtrechenzeiten in den einzelnen Kategorien, sortiert nach n.
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(a) Probleme mit n ≤ 500.
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(b) Probleme mit 500 < n ≤ 1000.
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(c) Probleme mit 1000 < n ≤ 5000.
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(d) Probleme mit n > 5000.
Abbildung 5.2: Optimal gelo¨ste Probleme nach der Dimension n sortiert. (Legende siehe
Abbildung 5.1)
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WORHP IPOPT KNITRO SNOPT
m ≤ 500 gelo¨st 750/752 728/752 729/752 692/752
Laufzeit 422,21s 4868,81s 12719,16s 51696,40s
500 < m ≤ 1000 gelo¨st 31/31 28/31 30/31 28/31
Laufzeit 31,06s 107,21s 1298,81s 77,96s
1000 < m ≤ 5000 gelo¨st 65/65 63/65 65/65 (48)/65
Laufzeit 404,79s 956,77s 314,68s (8943,25s)
5000 < m
gelo¨st 72/72 58/72 63/72 (59)/72
Laufzeit 4.201,60s 9321,11s 18459,04s (18851,49s)
Tabelle 5.5: Gesamtrechenzeiten in den einzelnen Kategorien, sortiert nach m.
am wenigsten Probleme. In drei der vier Kategorien liegt WORHP auch bezu¨glich
der Gesamtrechenzeit vorne. KNITRO und IPOPT sind hinsichtlich der Robustheit
und Rechenzeit nahezu gleichauf. KNITRO beno¨tigt fu¨r die kleinen Probleme weniger
Rechenzeit, wa¨hrend IPOPT in der na¨chsten Kategorie weniger Zeit beno¨tigt. Die Ge-
samtrechenzeit von SNOPT in den ersten beiden Kategorien ist durchaus vergleichbar
mit den Zeiten von IPOPT und KNITRO. In der dritten Kategorie sehen wir, dass
SNOPT aber schon deutlich hinter die anderen Lo¨ser zuru¨ckfa¨llt, die alle auf einem
a¨hnlichem Niveau sind. In der letzten Kategorie hat WORHP in der Robustheit sowie
auch in der Gesamtrechenzeit einen deutlichen Vorsprung vor den anderen Lo¨sern.
Da in die Rechenzeit auch die nichtgelo¨sten Probleme eingehen, werden fu¨r eine detail-
liertere Analyse erneut nur die Rechenzeiten der gelo¨sten Probleme betrachtet. Diese
Rechenzeiten werden nach der Gro¨ße sortiert und erneut in die Liste L eingetragen.
Der Zeit t stellen wir die Prozentzahl der bis zum dem Zeitpunkt gelo¨sten Probleme
L(t)/920 · 100 gegenu¨ber.
Wir sehen in der Abbildung 5.2(a), dass KNITRO 7.0.0 und mit etwas Abstand die
WORHP Varianten am schnellsten im Lo¨sen der ganz kleinen Probleme sind. Die rest-
lichen Lo¨ser sind aber in der Lage am Ende aufzuschließen, so dass alle Lo¨ser auf einem
vergleichbaren Niveau liegen. Dies gilt mit Ausnahme fu¨r SNOPT auch fu¨r die Ab-
bildung 5.2(c). In der Abbildung 5.2(b) sehen wir hingegen schon etwas deutlichere
Unterschiede zwischen den verschiedenen Lo¨sern. In Abbildung 5.2(d) sehen wir, dass
bis circa 70% der Beispiel der Kategorie der Probleme mit mehr als 5000 Variablen
fast alle Lo¨ser, die Ausnahme ist SNOPT, vergleichbar sind. Ab circa 70% der Beispiel
beno¨tigen KNITRO und IPOPT durchschnittlich mehr Zeit als die WORHP Varianten
um ein Problem erfolgreich zu lo¨sen. Weiter ko¨nnen sie nicht alle Probleme dieser Ka-
tegorie erfolgreich lo¨sen. WORHP ist als einziger Lo¨ser in der Lage in dieser Kategorie
100% der Probleme erfolgreich zu lo¨sen.
Betrachten wir die Einteilung nach der Anzahl der Nebenbedingungen. In Tabelle 5.5
sind die Ergebnisse zusammengefasst. Die meiste Zeit beno¨tigt SNOPT in der Kategorie
der Probleme mit nicht mehr als 500 Nebenbedingungen. Aus der Tabelle 5.4 konnten
KAPITEL 5. NUMERISCHE ERGEBNISSE 115
wir entnehmen, dass die Gesamtrechenzeit von SNOPT bei Problemen mit nicht mehr
als 1000 Variablen noch vergleichbar mit den anderen Lo¨sern war und sich die Rechen-
zeit erst mit der Gro¨ße der Probleme u¨berdurchschnittlich stark erho¨hte. Wir schließen,
dass SNOPT Schwierigkeiten mit dem Lo¨sen von Problem hat, die eine große Anzahl
von Variablen besitzen aber nur eine geringe Anzahl oder sogar keine Nebenbedingun-
gen. In der letzten Kategorie bleibt WORHP weiter an der Spitze, da KNITRO und
IPOPT fu¨r circa 25% der Probleme dieser Kategorie Probleme mit dem Lo¨sen haben.
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(a) Probleme mit m ≤ 500.
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(b) Probleme mit 500 < m ≤ 1000.
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(c) Probleme mit 1000 < m ≤ 5000.
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(d) Probleme mit m > 5000.
Abbildung 5.3: Optimal gelo¨ste Probleme nach m sortiert. (Legende siehe Abbildung
5.1)
Weiter betrachten wir die Aufteilung nach der Summe n + m. Die Ergebnisse stehen
zusammengefasst in Tabelle 5.6. WORHP besitzt in allen vier Kategorien einen Vor-
sprung bezu¨glich der Robustheit und Gesamtrechenzeit. Weiter ist in Abbildung 5.4(a)
erkennbar, dass mit Ausnahme von KNITRO 6.0.0 auf den kleinen Problemen nur ein
marginaler Unterschied in der Gesamtzeit aller Lo¨sern besteht. Weiter sehen wir in Ab-
bildung 5.4(b), dass WORHP einen kleinen Vorteil bezu¨glich der Geschwindigkeit in
dieser Kategorie besitzt. In den letzten beiden Abbildungen 5.4(c) und 5.4(d) besta¨tigt
sich die zuvor gewonnene Erkenntnis: IPOPT, KNITRO und WORHP beﬁnden sich
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WORHP IPOPT KNITRO SNOPT
n+m ≤ 500 gelo¨st 668/669 650/669 655/669 637/669
Laufzeit 34,51s 98,47s 334,32s 186,96s
500 < n+m ≤ 1000 gelo¨st 34/35 32/35 34/35 23/35
Laufzeit 92,09s 612,57s 186,31s 1038,89s
1000 < n+m ≤ 5000 gelo¨st 94/94 90/94 93/94 71/94
Laufzeit 397,67s 1035,00s 1684,05s 3461,02s
5000 < n+m
gelo¨st 122/122 105/122 105/122 (96)/122
Laufzeit 4535,39s 13507,89s 30586,01s (74950,23s)
Tabelle 5.6: Gesamtrechenzeiten in den einzelnen Kategorien, sortiert nach n+m.
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(a) Probleme mit n+m ≤ 500.
10−2 10−1 100 101 102 103
0
50
100
Zeit in s
A
n
za
h
l
d
er
g
el
o¨
st
en
P
ro
b
le
m
e
in
%
(b) Probleme mit 500 < n+m ≤ 1000.
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(c) Probleme mit 1000 < n+m ≤ 5000.
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(d) Probleme mit n+m > 5000.
Abbildung 5.4: Optimal gelo¨ste Probleme nach n+m sortiert. (Legende siehe Abbildung
5.1)
KAPITEL 5. NUMERISCHE ERGEBNISSE 117
auf einem hohen, vergleichbaren Niveau mit Vorteilen in der Robustheit fu¨r WORHP,
wa¨hrend SNOPT ab Problemen mit mehr als 500 Variablen und Nebenbedingungen
nicht mehr mit den anderen Lo¨sern vergleichbar ist.
5.1.2 COPS-Sammlung
Die COPS-Sammlung besitzt deutlich weniger Probleme als die CUTEr-Bibliothek, die
vorhandenen Probleme sind im Durchschnitt aber bedeutend gro¨ßer als die CUTEr-
Beispiele. Es wird daher durchschnittlich deutlich mehr Rechenzeit fu¨r ein COPS-
Problem beno¨tigt, als fu¨r ein Testproblem der CUTEr-Sammlung.
Wir testen erneut fu¨r WORHP die Variante mit einem Filter und Liniensuche, sowie
in der Variante Bewertungsfunktion mit Liniensuche. Ebenso wird auch jeweils die
schwach-aktive Menge Variante mit δw = 1 getestet. In Tabelle 5.7 sind die Ergebnisse
der verschiedenen WORHP Varianten aufgefu¨hrt.
Mit zwei der vier Varianten ko¨nnen wir 100% der Probleme zu lo¨sen. In Tabelle 5.8
ﬁnden wir die Ergebnisse von IPOPT, KNITRO und SNOPT.
Filter Filter WAS Merit Merit WAS
Insgesamt gelo¨st 68 67 68 64
Optimal gelo¨st 67 65 64 59
Akzeptabel gelo¨st 1 2 4 5
Nicht gelo¨st 0 1 0 4
Prozentzahl 100,00 98,53 100,00 94,12
Laufzeit 1.463,14s 2.521,66s 1.298,54s 11.313,06s
Tabelle 5.7: WORHP Ergebnisse auf der COPS-Sammlung.
IPOPT IPOPT KNITRO KNITRO SNOPT
Version 3.8.1 3.9.2 6.0.0 7.0.0 7.2-8
Insgesamt gelo¨st 68 68 64 64 (67)
Optimal gelo¨st 68 68 64 64 (64)
Akzeptabel gelo¨st 0 0 0 0 3
Nicht gelo¨st 0 0 4 4 (4)
Prozentzahl 100,00 100,00 94,12 94,12 (98,53)
Laufzeit 793,95s 5.682,28s 7.120,86s 6.351,91s (18.057,96s)
Tabelle 5.8: COPS Ergebnisse von IPOPT, KNITRO und SNOPT.
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Abbildung 5.5: Vergleich der Lo¨ser.
Wir sehen, dass beide IPOPT Versionen in der Lage sind, 100% der Probleme zu lo¨sen.
Zwischen der Version 3.8.1 und 3.9.2 besteht aber ein deutlicher Unterschied in der
Gesamtrechenzeit. Ein a¨hnliches Ergebnis haben wir bereits fu¨r die CUTEr-Bibliothek
erhalten. Weiter sehen wir, dass die neue KNITRO Version einen Geschwindigkeitsvor-
teil gegenu¨ber der a¨lteren Version 6.0.0 besitzt. Im Gegensatz zur CUTEr-Sammlung
ist SNOPT in der Lage vergleichbar viele Probleme wie die anderen Verfahren erfolg-
reich zu lo¨sen. . Dabei sind die 67 gelo¨sten Beispiele aber erneut ohne Zeitbegrenzung
gerechnet worden. Eines der Beispiele wird nicht in der vorgegebenen Zeit gelo¨st, son-
dern beno¨tigt etwas u¨ber 11.000s. Das Ersetzen dieser Rechenzeit mit der maximal
zugelassenen Rechenzeit von 1800s wu¨rde SNOPT eine vergleichbare Gesamtrechenzeit
mit KNITRO bringen.
Betrachten wir erneut die Rechenzeiten der optimal gelo¨sten Probleme, erhalten wir Re-
sultate, die in Abbildung 5.5 dargestellt sind. Dort sehen wir einen leichten Geschwin-
digkeitsvorteil von beiden KNITRO Versionen und der IPOPT Version 3.8.1 gegenu¨ber
den WORHP Varianten und IPOPT 3.9.2. In der COPS-Testsammlung beﬁnden sich
kaum Probleme mit vielen Variablen und wenig Nebenbedingungen vorhanden. Weiter
ist bei den meisten Problemen der dominierende Anteil der Nebenbedingungen durch
Gleichungsnebenbedingungen gegeben. Daher ist es SNOPT mo¨glich vergleichbare viele
Problem erfolgreich zu lo¨sen, wie die anderen Verfahren.
Wie im vorherigen Abschnitt wollen wir eine detailliertere Analyse durchfu¨hren. Wir
wollen die Zeit, die zum Lo¨sen gebraucht wird, in Abha¨ngigkeit von der Problemgro¨ße
betrachten. Da kaum kleine Probleme vorhanden sind, unterteilen wir die Probleme in
die folgenden zwei Kategorien:
i. Probleme mit weniger als 5000 Variablen,
ii. Probleme mit mehr als 5000 Variablen.
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x x ≤ 5000 5000 < x
n 57 11
m 54 14
n+m 29 39
Tabelle 5.9: Anzahl der COPS-Probleme, sortiert nach der jeweiligen Gro¨ße.
Weiter unterteilen wir die Probleme nach der Anzahl der Nebenbedingungen m, sowie
nach der Summe der Variablen und Nebenbedingungen n + m. Tabelle 5.9 gibt eine
U¨bersicht u¨ber die Anzahl der Probleme in der entsprechenden Kategorie. Es folgen
in Tabelle 5.10 die Ergebnisse, aufgeteilt nach der Anzahl der Variablen. Wa¨hrend
in den Abbildungen alle Lo¨ser beru¨cksichtigt wurden, sind in den Tabellen WORHP
Filter, IPOPT 3.8.1, KNITRO 7.0.0 und SNOPT aufgefu¨hrt. Die Robustheit bei allen
Lo¨sern ist, wie durch die gute Robustheit insgesamt zu erwarten war, vergleichbar gut.
Deutliche Unterschiede gibt es in der Geschwindigkeit. IPOPT ist mit Abstand der
schnellste der aufgefu¨hrten Lo¨ser, gefolgt von WORHP sowie fast gleichauf KNITRO
und SNOPT, wenn das Problem mit den 11.000s Rechenzeit herausgerechnet wird.
WORHP IPOPT KNITRO SNOPT
n ≤ 5000 gelo¨st 57/57 57/57 54/57 56/57
Laufzeit 753,20s 200,51s 3912,85s 4316,96s
5000 < n
gelo¨st 11/11 11/11 10/11 (11)/11
Laufzeit 1463,14s 593,44s 2439,06s (13741,00s)
Tabelle 5.10: Vergleich der vier Programme an den Beispielen der COPS-Sammlung.
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(a) Probleme mit n ≤ 5000.
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(b) Probleme mit n > 5000.
Abbildung 5.6: Optimal gelo¨ste Probleme nach n sortiert. (Legende siehe Abbildung
5.5)
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(a) Probleme mit m ≤ 5000.
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(b) Probleme mit m > 5000.
Abbildung 5.7: Optimal gelo¨ste Probleme nach m sortiert. (Legende siehe Abbildung
5.5)
WORHP IPOPT KNITRO SNOPT
m ≤ 5000 gelo¨st 54/54 54/54 52/54 (53)/54
Laufzeit 1309, 93s 755, 05s 2584, 87s (17338, 16s)
5000 < m
gelo¨st 14/14 14/14 12/14 14/14
Laufzeit 153, 21s 38, 9s 3767, 04s 719, 8s
Tabelle 5.11: Vergleich der vier Programme an den Beispielen der COPS-Sammlung.
Diese Reihenfolge besta¨tigt sich bei der Betrachtung der Abbildungen 5.6(a) und 5.6(b)
nicht ganz. In Abbildung 5.6(a) sehen wir, dass beide KNITRO Versionen fu¨r circa
80% der Beispiele dieser Kategorie am schnellsten sind. Erstmalig sehen wir etwas
deutlichere Unterschiede in den verschiedenen WORHP Varianten. Die Variante mit
der Bewertungsfunktion hat einen leichten Geschwindigkeitsvorteil gegenu¨ber der Filter
Version. Die beiden Varianten mit der schwach-aktiven Menge Strategie fallen am Ende
gegenu¨ber den Standardvarianten deutlicher ab, als dies bei der CUTEr-Bibliothek zu
erkennen war. In der Abbildung 5.6(b) sehen wir ein etwas vera¨ndertes Bild. Zwar lo¨st
KNITRO am Anfang viele Beispiele schneller als WORHP, doch erleiden beide KNITRO
Versionen, die Version 7.0.0. nicht ganz so stark wie die 6.0.0, einen Einbruch ab knapp
der Ha¨lfte der Beispiele. Ebenso hat die WORHP Variante mit der schwach-aktiven
Menge und der Bewertungsfunktion Probleme beim Lo¨sen der Beispiele mit mehr als
5000 Variablen.
Teilen wir die Probleme nach der Anzahl der Nebenbedingungen auf, sehen wir die
Ergebnisse in Tabelle 5.11. Erneut kristallisiert sich IPOPT als schnellster Lo¨ser
vor WORHP heraus. Bei den Problemen bis 5000 Nebenbedingungen folgt KNITRO,
wa¨hrend bei den gro¨ßeren Problemen SNOPT sich vor KNITRO behaupten kann.
Die großen Probleme mit wenigen Nebenbedingungen bereiten SNOPT wieder deutlich
mehr Schwierigkeiten als den anderen Lo¨sern. KNITRO beno¨tigt dieses Mal u¨berdurch-
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(a) Probleme mit n+m ≤ 5000.
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(b) Probleme mit n+m > 5000.
Abbildung 5.8: Optimal gelo¨ste Probleme nach n+m sortiert. (Legende siehe Abbildung
5.5)
WORHP IPOPT KNITRO SNOPT
n+m ≤ 5000 gelo¨st 29/29 29/29 28/29 29/29
Laufzeit 408,91s 126,82s 243,63s 1460,66s
5000 < n+m
gelo¨st 39/39 39/39 36/39 (38)/39
Laufzeit 1054,23s 667,13s 6108,28s (16597,30s)
Tabelle 5.12: Vergleich der vier Programme an den Beispielen der COPS-Sammlung.
schnittlich viel Rechenzeit bei Problemen mit mehr als 5000 Nebenbedingungen. Um zu
pru¨fen, ob dies an den nicht gelo¨sten Problemen liegt oder ob die einzelnen Probleme
tatsa¨chlich u¨berdurchschnittlich viel Rechenzeit beno¨tigen, betrachten wir die erfolg-
reich gelo¨sten Probleme in Abha¨ngigkeit ihrer Rechenzeit. In der Abbildung 5.7(a) sehen
wir erneut, dass KNITRO am Anfang die Probleme schneller als die anderen Verfahren
lo¨st. KNITRO 7.0.0 wird gegen Ende von IPOPT 3.8.1 u¨berholt. WORHP in den Filter
Varianten und der normalen Version mit der Bewertungsfunktion zeigen am Ende eine
bessere Performance als KNITRO 6.0.0. Die WORHP Version mit der Bewertungsfunk-
tion und der schwach-aktiven Menge haben einen sta¨rkeren Einbruch auf den letzten
knapp 20% der Probleme.
Abbildung 5.7(b) zeigt am deutlichsten den Unterschied der einzelnen Lo¨ser. Die KNI-
TRO Versionen besitzen Vorteile in der Geschwindigkeit gegenu¨ber IPOPT, schaffen
es aber nicht alle Probleme zu lo¨sen. Alle vier WORHP Varianten liegen am Anfang
gleich auf. Am Ende beno¨tigen beide Varianten mit der schwach-aktiven Menge mehr
Rechenzeit als die Varianten ohne. Es folgt mit einigem Abstand SNOPT.
Betrachten wir die vierte Problemklasse. Tabelle 5.12 fasst die Ergebnisse zusammen. In
den Abbildungen 5.8(a) und 5.8(b), besta¨tigt sich das Bild der vorherigen Ergebnisse:
IPOPT vor KNITRO, gefolgt von WORHP und am Ende SNOPT.
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Als Gesamtfazit ko¨nnen wir ziehen, dass WORHP in allen vier getesteten Varianten
in der Lage ist, mit der derzeitig verfu¨gbaren Optimierungssoftware zu konkurrieren.
Die Robustheit liegt dabei u¨ber der der Konkurrenz. Weiter ist die Rechengeschwindig-
keit auf einem sehr hohem Niveau, so dass wir sagen ko¨nnen, dass WORHP ein sehr
konkurrenzfa¨higer Lo¨ser von nichtlinearen Optimierungsproblemen ist.
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5.2 WORHP mit Korrekturschritten
In diesem Abschnitt werden die numerischen Ergebnisse der in Kapitel 4 vorgestell-
ten Korrekturschritte pra¨sentiert. Als Vergleichswerte dienen dazu die im vorherigen
Abschnitt 5.1 vorgestellten Ergebnisse. In den jeweiligen Abschnitten werden wir die
Methoden auf den zur Verfu¨gung stehenden CUTEr- und COPS-Beispielen testen. Im
Allgemeinen wird man aus diesen Ergebnissen allerdings schwer auf das Potenzial des
einzelnen Korrekturschrittes schließen ko¨nnen. Das Hauptaugenmerk soll daher einem
einzelnen Vergleich der Beispiele liegen. Weiter untersuchen wir, ob es Beispiele gibt,
die schneller oder langsamer konvergieren. Wenn nicht anders angegeben, wird WORHP
dabei mit die von AMPL gelieferten exakten Ableitungen erster und zweiter Ordnung
benutzen.
5.2.1 Sto¨rungen in den Nebenbedingungen
Als erstes wollen wir den Korrekturschritt testen, der linear auftretende Sto¨rungen
in den Nebenbedingungen behandelt. Als Vergleichswerte dienen uns die Ergebnisse
der WORHP Varianten aus Abschnitt 5.1. Wir testen den Korrekturschritt mit der
Liniensuche und einem Filter sowie der schwach-aktiven Menge Strategie zum Niveau
δw = 1,0. Um den Korrekturschritt durchfu¨hren zu ko¨nnen, mu¨ssen zwei Bedingungen,
die wir kurz wiederholen wollen, erfu¨llt sein. Als erstes pru¨fen wir, ob eine Verletzung
der Nebenbedingungen vorliegt, das heißt
||ν(x[k+1])||∞ > 
feas.
Ist dies der Fall, testen wir weiter, ob diese Verletzung eine bestimmte Grenze nicht
u¨berschreitet
||ν(x[k+1])||∞ ≤ δf .
Weiter wird nach jeder Iteration des Korrekturschrittes gepru¨ft, ob die Bedingung
||ν(x[k+1]app )||∞ < 
corr
erfu¨llt ist. Fu¨r die Wahl von 
corr wa¨hlen wir

corr = 
feas = 10
−6.
Die Parameter δu, δf sowie die maximale Anzahl der Korrekturschritte lmax werden wir
variieren und so sehen, welchen Einﬂuss sie haben.
Wir werden ein weiteres Kriterium einfu¨hren. Dieses Kriteriums kann verhindern, dass
der Korrekturschritt zu weit entfernt von der optimalen Lo¨sung durchgefu¨hrt wird. Ein
Anhaltspunkt wie weit die aktuelle Iterierte von der optimalen Lo¨sung entfernt ist, ist
durch die Gro¨ße des Update
τ(|σG|+ 1)INx
der Hesse-Matrix der Lagrange-Funktion gegeben. Fu¨r δu ∈ (0, 1] pru¨fen wir, ob
τ ≤ δu
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erfu¨llt ist. Wird δu = 1,0 gewa¨hlt, so wird unabha¨ngig von der Gro¨ße des Updates der
Korrekturschritt ausgefu¨hrt.
Als erstes wollen wir die CUTEr-Bibliothek betrachten.
5.2.1.1 CUTEr-Bibliothek
In Tabelle 5.13 sehen wir die einzelnen Ergebnisse zusammengefasst. Die Werte δf =
lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50,0 ∼ 1,53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3,59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Insgesamt gelo¨st 906 908 913 906 914
Optimal gelo¨st 901 902 905 900 907
Akzeptabel gelo¨st 5 6 8 7 6
Nicht gelo¨st 14 12 7 14 6
Prozentzahl 98,48 98,70 99,24 98,48 99,35
Laufzeit 5.607,78s 3.867,30s 4.419,87s 3.619,63s 4.959,03s
Tabelle 5.13: Ergebnisse auf der CUTEr-Sammlung.
50,0 und δu = 1,0 haben sich im Laufe der Entwicklung des Korrekturschrittes als eine
gute Wahl herauskristallisiert. Durch die Erho¨hung der maximalen Anzahl der Kor-
rekturschritte waren wir in der Lage, das Ergebnis zu verbessern. Um festzustellen, ob
dieses Ergebnis weiter verbessert werden kann, wurden auf einer Teilmenge der CUTEr-
Bibliothek 200 verschiedene Rechnungen mit Werte aus einem fest vorgegebenen Bereich
fu¨r den Parameter δf gestartet. Das Ergebnis fu¨hrte zu dem Wert δf = 4 · 10−3. Fu¨r
die Standardsetzungen haben wir anschließend einen Testlauf mit lmax = 100 durch-
gefu¨hrt. Am Ende wurden durch systematisches Testen, die Parameter lmax, δf und δu
so bestimmt, dass mo¨glichst viele Probleme gelo¨st werden ko¨nnen.
Zum Vergleich dient uns WORHP mit der Filter Liniensuche und schwach-aktiven Men-
gen Strategie. WORHP Filter WAS lo¨st 914 Probleme in 5.126,77s, siehe Tabelle 5.1.
Diesen Wert u¨bertrifft der letzte Lauf mit Korrekturschritten. Der Gesamtu¨bersicht ist
aber nicht zu entnehmen, inwiefern die anderen La¨ufe nicht vielleicht auch fu¨r einen
Teil der Probleme besser geeignet sind. Betrachten wir daher die Abbildung 5.9, welche
die erfolgreich gelo¨sten Probleme in Relation zur beno¨tigten Zeit setzt. Wir stellen fest,
dass kaum Unterschiede zu erkennen sind.
Betrachten wir weiter die Unterteilung der Probleme in die Summe der Anzahl der
Variablen und Nebenbedingungen. Doch selbst in den Abbildungen 5.10(a)-5.10(d) sind
kaum Unterschiede auszumachen, insbesondere in den Abbildungen 5.10(b)-5.10(d) ko¨n-
nen wir nur schwer einen Unterschied ausmachen.
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Abbildung 5.9: Vergleich von WORHP mit den Korrekturschritten
lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50,0 ∼ 1,53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3,59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Insgesamt 38.362 37.442 33.062 35.817 32.532 36.861
Mittelwert 41,97 41,33 36,41 39,23 35,91 40,33
Median 8 7 6 7 6 8
Tabelle 5.14: Vergleich der Hauptiterationen.
Die Unterschiede in Abbildung 5.10(a) lassen sich durch den erho¨hten Rechenzeitbe-
darf erkla¨ren, der zur Berechnung der Sensitivita¨tsableitungen notwendig ist. Dieses
Ergebnis la¨sst sich mit der Beschaffenheit der Probleme und AMPL erkla¨ren. Wir ha-
ben bisher die Rechenzeiten verglichen. Unter AMPL sind Funktionsauswertungen sehr
schnell mo¨glich und daher nicht zeitintensiv. Da die durchschnittliche Rechenzeit pro
Iteration gering ist, werden sich Einsparungen von wenigen Iterationen bei kleinen und
mittelgroßen Problemen kaum in einer Ersparnis der Gesamtrechenzeit niederschlagen.
Daher ist es in diesem Fall schwierig, eine Bewertung des Korrekturschrittes auf Grund-
lage der Rechenzeit durchzufu¨hren. Es ist daher sinnvoller, einen Vergleich auf Basis
der Anzahl der Iteration vorzunehmen.
Schauen wir uns dazu in der Tabelle 5.14 einen Vergleich der insgesamt gebrauchten
Iterationen an, dabei werden nur erfolgreich gelo¨ste Probleme beru¨cksichtigt. In der
ersten Spalte der Tabellen beﬁnden sich die Vergleichswerte von WORHP Filter WAS
ohne Korrekturschritt. Bei der Interpretation der Ergebnisse mu¨ssen wir vorsichtig sein.
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(a) Probleme mit n+m ≤ 500.
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(b) Probleme mit 500 < n+m ≤ 1000.
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(c) Probleme mit 1000 < n+m ≤ 5000.
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(d) Probleme mit n+m > 5000.
Abbildung 5.10: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.9)
Ein Unterschied von maximal ∼ 5.000 Iterationen in der Gesamtzahl der Iterationen
erscheint viel, doch schon ein paar erfolgreich gelo¨ste Beispiele mehr ko¨nnten diesen Un-
terschied erkla¨ren. Der Mittelwert ist ebenso anfa¨llig fu¨r Beispiele die viele Iterationen
beno¨tigen. Mehr Aussagekraft besitzt der Median.
Wir sehen, dass WORHP mit den Korrekturschritten in der Lage ist, viele Iterationen
einzusparen. Fu¨r zwei der Varianten sind wir in der Lage den Median um zwei Iteratio-
nen zu senken. Weitere zwei Varianten besitzen einen Median von 7 Hauptiterationen.
Die Varianten mit den kleinsten Werten fu¨r die Parameter des Korrekturschrittes be-
sitzt den gleichen Median wie WORHP Filter WAS. Zusammengefasst sehen wir in
Tabelle 5.15 wie viele Beispiele insgesamt weniger oder mehr Iterationen beno¨tigen.
Fu¨r lmax = 50 gibt es insgesamt 366 und fu¨r lmax = 100 erhalten wir 367 Beispiele,
die weniger Iterationen beno¨tigen. Weiter stabilisiert sich auch die Anzahl der Beispiele
mit mehr Iterationen. Aus Tabelle 5.14 ist ebenfalls ersichtlich, dass die Steigerung von
lmax = 50 zu lmax = 100 zu keiner signiﬁkanten Verbesserung des Verfahrens mehr fu¨hrt.
Wir betrachten die Abbildung 5.11. Dort werden die Iterationen Beispiel fu¨r Beispiel
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lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50,0 ∼ 1, 53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3, 59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Weniger Iter. 329 367 280 366 230
Mehr Iter. 75 67 23 68 11
Tabelle 5.15: Differenz der Hauptiterationen zu WORHP Filter WAS.
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Abbildung 5.11: Vergleich der Iterationen fu¨r den ersten Korrekturschritt. (Legende
siehe Abbildung 5.9)
verglichen. Mit Null werden dabei Beispiele bewertet, die nicht vonWORHP Filter WAS
und der jeweiligen Korrekturschrittmethode gleichzeitig erfolgreich gelo¨st worden sind.
Die durchgezogenen Linien repra¨sentieren Beispiele die weniger Iterationen beno¨tigten,
wa¨hrend die gepunkteten Linien Beispielen mit mehr Iterationen entsprechen.
Wir sehen, dass es bei allen Korrekturschritten deutlich mehr Beispiele gibt, die weniger
Iterationen beno¨tigt haben. Die Fla¨che unter den durchgezogenen Graphen entspricht
der Gesamtzahl der insgesamt eingesparten Iterationen. Wa¨hrend die Fla¨che unter den
gepunkteten Graphen die Gesamtzahl der mehr beno¨tigten Iterationen angibt. Wir se-
hen, dass bei allen fu¨nf Korrekturschritt Varianten die Fla¨che unter den durchgezogenen
Graphen gro¨ßer ist.
Neben den positiven Beispielen wollen wir natu¨rlich auch pru¨fen, inwiefern es Beispiele
gibt, die mehr Iterationen beno¨tigen. Wir ko¨nnen insgesamt feststellen, dass keiner der
La¨ufe bei mehr als 80 Problemen mehr Iterationen als WORHP Filter WAS braucht.
Damit haben wir fu¨r alle Varianten insgesamt viel mehr positive als negative Beispiele.
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Abbildung 5.12: Vergleich der Einzelzeiten fu¨r den ersten Korrekturschritt. (Legende
siehe Abbildung 5.9)
Interessanterweise ist es der Lauf mit lmax = 1 der mit den meisten negative Beispiele,
insgesamt 75.
Wir ko¨nnen fu¨r diesen Korrekturschritt eine sehr positive Bilanz ziehen. Bisher haben
wir nicht untersucht wie viele der 920 Beispiele der Korrekturschritt u¨berhaupt ver-
bessern kann. Dazu wollen wir die die Beschaffenheit der einzelnen Probleme genauer
untersuchen. Insgesamt gibt es 920 Beispiele. Von diesen 920 Beispielen sind 236 Pro-
bleme unbeschra¨nkt. Bei diesen Problemen wird der Korrekturschritt nicht angewendet,
somit verbleiben 684 beschra¨nkte Probleme. Von diesen Problemen lo¨st WORHP Filter
WAS weitere 30 in einer Iteration. Damit ist die Iterierte x[1] aber insbesondere zula¨ssig
und somit wird nach dem Lo¨sen des quadratischen Unterproblems kein Berechnen des
Korrekturschrittes angeregt, daher verbleiben 654 Probleme auf denen Korrekturschritt
u¨berhaupt einen Effekt haben kann. Von diesen 654 Problemen werden weitere 51 in
zwei Iterationen gelo¨st. Den Einﬂuss, den der Korrekturschritt auf diese Beispiele neh-
men kann, ist daher sehr gering und wir erwarten bei diesen Beispielen keine großen
Verbesserungen. So schaffen sa¨mtlich Korrekturschritte nur bei drei dieser Beispiele eine
Verbesserung. Dem gegenu¨ber steht ein Beispiel, dass eine Iteration mehr beno¨tigt.
Insgesamt sehen wir, dass wir es selbst mit den sehr konservativ bestimmten Parame-
tern lmax = 2, δf ≈ 1,53 · 10−2 und δu ≈ 3,59 · 10−3 schaffen bei ∼ 35,2% der Beispiele
das Problem mit weniger Iterationen zu lo¨sen. Bei deutlich gro¨ßer gewa¨hlten Parame-
tern schaffen wir dies sogar bei ∼ 56,1% der Beispiele. Nach diesen guten Ergebnissen
wollen wir die Beispiele im Einzelvergleich auf mo¨gliche Zeitersparnisse u¨berpru¨fen. Wir
erhalten die Abbildung 5.12. In ihr werden nur Beispiele beru¨cksichtigt, die gleichzeitig
von WORHP Filter WAS und dem jeweiligen Korrekturschritt erfolgreich gelo¨st wor-
den sind und jeweils eine Rechenzeit von mehr als 0,02s besaßen. Wir sehen, dass bei
vielen Beispielen Rechenzeit eingespart wird, es existieren aber fast anna¨hernd genauso
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Abbildung 5.13: Vergleich der Funktionsauswertungen fu¨r den ersten Korrekturschritt.
(Legende siehe Abbildung 5.9)
viele Beispiele, die mehr Zeit beno¨tigen. Es u¨berwiegt weiter leicht die Fla¨che unter den
Graphen mit den durchgezogenen Linien und somit haben wir einen leichten Vorteil der
Korrekturschritte im direkten Zeitvergleich. Das mehr Beispiele mit la¨ngerer Rechenzeit
als Beispiele mit mehr Iterationen existieren, la¨sst sich mit dem zusa¨tzlichen Aufwand
der Korrekturschritte erkla¨ren.
Als letztes betrachten wir die Differenz der Funktionsauswertungen, dargestellt in Ab-
bildung 5.13. Dort sehen wir jetzt deutlich, dass die Fla¨che unter den gepunkteten Gra-
phen dominiert. Dies ist allerdings nicht verwunderlich, so werden fu¨r die Einstellungen
lmax = 50 und lmax = 100 maximal 50 beziehungsweise 100 zusa¨tzliche Funktionsaus-
wertungen, pro Iteration zugelassen. So ist es durchaus mo¨glich, dass es Beispiele gibt
die weniger Iterationen beno¨tigen, aber deutlich mehr Funktionsauswertungen bei der
Suche nach einer geeigneten Schrittweite erforderlich sind.
Alles in allem ko¨nnen wir fu¨r den Korrekturschritt, der linear auftretende Sto¨rungen in
den Nebenbedingungen behandelt, ein positives Fazit ziehen. Wir sind in der Lage, je
nach Variante sogar in u¨ber 50% der Beispiele, Iterationen einzusparen und ko¨nnen bei
manchen Beispielen sogar einen Zeitgewinn verzeichnen.
5.2.1.2 COPS-Bibliothek
Die Ergebnisse fu¨r die Beispiele der COPS-Sammlung sehen wir zusammengefasst in
Tabelle 5.16. Als direkter Vergleich dient erneut WORHP Filter WAS. Diese Variante
lo¨ste von den 68 Problemen 67 erfolgreich, in einer Gesamtrechenzeit von 2.521,66s. Wir
sehen, dass von der Robustheit sa¨mtliche Parametersetzungen dieses Ergebnis ebenso
erreichen ko¨nnen und sogar u¨bertreffen. Selbst bei der Gesamtrechenzeit sehen wir, dass
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lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50,0 ∼ 1,53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3,59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Insgesamt gelo¨st 68 68 67 67 67
Optimal gelo¨st 66 68 67 66 66
Akzeptabel gelo¨st 2 0 0 1 1
Nicht gelo¨st 0 0 1 1 1
Prozentzahl 100,00 100,00 98,53 98,53 98,53
Laufzeit 1.976,18s 2.403,45s 2.595,80s 2.506,92s 2.318,40
Tabelle 5.16: Ergebnisse auf der COPS-Sammlung.
lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50,0 ∼ 1,53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3,59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Ingesamt 9637 4996 4967 11542 2650 7949
Mittelwert 143,84 73,47 73,04 172,28 39,57 118,66
Median 26 15 10 14,5 9,5 18
Differenz 4742 4771 -1906 7068 1687
Tabelle 5.17: Differenz der Hauptiterationen zu WORHP Filter WAS.
die Korrekturschritte ebenso schnell sind wie WORHP Filter WAS.
In Abbildung 5.14 ﬁnden wir die Rechenzeiten der erfolgreichen gelo¨sten Probleme,
sortiert, aufsummiert und der Prozentzahl der gelo¨sten Probleme gegenu¨bergestellt.
Wir sehen einen leichten Vorteil der WORHP Varianten mit Korrekturtechniken.
Diesen Vorteil ko¨nnen wir ebenso auf den Abbildungen 5.15(a) und 5.15(b) erkennen.
Dort sehen wir, dass die Kurven der Korrekturschritte alle oberhalb der Kurve von
WORHP Filter WAS liegen. Betrachten wir Tabelle 5.17. Dort sind die Anzahl der
Hauptiteration sowie der Mittelwert und Median der erfolgreich gelo¨sten Beispiele auf-
gefu¨hrt. In der ersten Spalte ﬁnden wir die Vergleichswerte von WORHP Filter WAS.
Interessanterweise stellen wir fest, dass der Lauf mit lmax = 50 und δf = 4 · 10−3 insge-
samt mehr Iterationen beno¨tigt, ebenso ist der Mittelwert dieser Variante ho¨her. Der
Median allerdings zeigt, dass auch diese Variante Iterationen einspart. Die anderen Va-
rianten der Korrekturtechnik besitzen ebenfalls einen niedrigeren Median als WORHP
Filter WAS. Fu¨r die Setzung lmax = 100 erhalten wir einen Median von 9,5.
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Abbildung 5.14: Vergleich von WORHP mit den Korrekturschritten.
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(a) Probleme mit n+m ≤ 5000.
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(b) Probleme mit n+m > 5000.
Abbildung 5.15: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.14)
In Abbildung 5.16 stellen wir die Anzahl der Iterationen wieder im Einzelvergleich
gegenu¨ber. Wir sehen, dass es fu¨r alle Parametersetzungen u¨ber 20 Beispiele gibt,
die weniger Iterationen beno¨tigen. Es gibt fu¨r die Setzung lmax = 100 insgesamt 42
Beispiele die weniger Iterationen beno¨tigen, davon werden bei 26 Beispielen zehn oder
mehr Iterationen eingespart und bei 14 Beispielen 50 und mehr. Im Gegensatz zu den
Ergebnissen aus Abschnitt 5.2.1.1 erhalten wir, dass zwischen den Varianten mit lmax =
50 und lmax = 100 ein deutlicher Unterschied erkennbar ist.
Betrachten wir auf der anderen Seite die Beispiele, die mehr Iterationen beno¨tigen. Wir
stellen fest, dass sich dieses Mal der Lauf mit lmax = 1 als derjenige Lauf herausstellt,
der die meisten negativen Beispiele hat, insgesamt 13. Der Lauf mit lmax = 100 hat im
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Abbildung 5.16: Vergleich der Iterationen fu¨r den ersten Korrekturschritt. (Legende
siehe Abbildung 5.14)
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Abbildung 5.17: Vergleich der Einzelzeiten fu¨r den ersten Korrekturschritt. (Legende
siehe Abbildung 5.14)
Gegensatz nur vier Beispiele fu¨r die mehr Iterationen erforderlich sind.
In Abbildung 5.17 ﬁnden wir die Rechenzeiten der einzelnen Beispiel im direkten Ver-
gleich. Wie bei der Betrachtung der CUTEr-Sammlung in Abschnitt 5.2.1.1 ist das
Verha¨ltnis von positiven und negativen Beispielen sehr ausgeglichen. Die einzige Va-
riante mit einer deutlichen Zeitersparnis ist diejenige mit den Werten lmax = 2, δf ≈
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Abbildung 5.18: Vergleich der Funktionsauswertungen fu¨r den ersten Korrekturschritt.
(Legende siehe Abbildung 5.14)
lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50,0 ∼ 1, 53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3, 59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Weniger Iter. 34 40 28 42 24
Mehr Iter. 13 8 7 4 6
Tabelle 5.18: Differenz der Hauptiterationen zu WORHP Filter WAS.
1,53 · 10−2 und δu ≈ 3,59 · 10−3.
Betrachten wir hingegen Abbildung 5.18, so erhalten wir erneut das nicht u¨berraschende
Ergebnis, dass die Korrekturschritte deutlich mehr Funktionsauswertungen beno¨tigen.
Dies haben wir bereits in Abschnitt 5.2.1.1 untersucht und erkla¨ren ko¨nnen.
Betrachten wir weiterhin, auf welche Beispiele der Korrekturschritt u¨berhaupt einen
Einﬂuss haben kann. Von den insgesamt 68 Beispielen ist keines unbeschra¨nkt. Fu¨nf
der Beispiele lo¨st WORHP Filter WAS in einer Iteration, somit ist die Iterierte x[1]
insbesondere zula¨ssig, so dass der Korrekturschritt in diesen Beispielen keinen Einﬂuss
hat. Damit bleiben 63 Beispiele u¨brig, die der Korrekturschritt beschleunigen kann. Von
diesen 63 Problemen werden weitere 6 Beispiele in nur 2 Iterationen von WORHP Filter
WAS gelo¨st. Der Einﬂuss des Korrekturschrittes auf diese Probleme kann also hier nur
gering sein. In Tabelle 5.18 ﬁnden wir eine U¨bersicht u¨ber die Anzahl der Beispiele, die
mehr oder weniger Iterationen beno¨tigen.
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Wir stellen fest, dass wir im schlechtesten Fall einen positiven Einﬂuss auf 44,44%
der Probleme haben und im besten Fall sogar auf 66,67%. Die sechs Beispiele mit
nur jeweils zwei Iterationen werden auch mit den Korrekturschritten in jeweils zwei
Iterationen gelo¨st. Bereinigen wir die Statistik um diese sechs Probleme so erhalten wir
im schlechtesten Fall sogar 49,12% und im besten Fall erho¨ht sie sich auf 73,68%.
Insgesamt ko¨nnen wir fu¨r den Korrekturschritt der linearen Sto¨rungen in den Neben-
bedingungen eine sehr positive Bilanz ziehen. Da die Probleme der COPS-Sammlung
gro¨ßer sind, tritt deutlicher das Einsparungspotenzial des Korrekturschrittes hervor. Im
Gegensatz zur CUTEr-Bibliothek sehen wir bei diesen Problemen einen Unterschied ob
wir jetzt lmax = 50 oder lmax = 100 wa¨hlen.
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5.2.2 Sto¨rung durch Update der Hesse-Matrix
In diesem Abschnitt betrachten wir die numerischen Ergebnisse des Korrekturschrittes,
der Sto¨rungen in der Hesse-Matrix behandelt. In Abschnitt 4.3.3 haben wir den Korrek-
turschritt beschrieben, der die Regularisierung als Sto¨rung des nichtlinearen Problems
beschreibt und wir eine Korrektur der Iterierten vornehmen. In Abschnitt 4.2.2 hinge-
gen haben wir die Regularisierung als Sto¨rung des quadratischen Teilproblems interpre-
tiert und korrigieren daher die Suchrichtung. Im Gegensatz zu den Korrekturschritten
bezu¨glich der Nebenbedingungen besteht zwischen den Varianten kein Zusammenhang.
Die Variante mit der Korrektur der Iterierten bedarf einer optimalen Lo¨sung des nicht-
linearen Problems und ist daher nur in der Na¨he des Optimums durch die Theorie
abgesichert. Beide Korrekturschritte wollen wir im Folgenden auf der CUTEr- sowie
der COPS-Bibliothek testen.
5.2.2.1 CUTEr-Bibliothek
Als erstes wenden wir uns der CUTEr-Bibliothek zu. In Tabelle 5.19 ﬁnden wir die
Ergebnisse des Korrekturschrittes in der nichtlinearen Version und in Tabelle 5.20 sind
die Ergebnisse der quadratischen Version aufgelistet.
NLP NLP NLP
δu 1,0 1 · 10−3 ∼ 10−6
Insgesamt gelo¨st 802 852 901
Optimal gelo¨st 786 840 892
Akzeptabel gelo¨st 16 12 9
Nicht gelo¨st 118 68 19
Prozentzahl 87,17 92,61 97,93
Laufzeit 7.715,07s 5.374,21s 5.368,59s
Tabelle 5.19: Ergebnisse auf der CUTEr-Sammlung fu¨r die Korrektur der Iterierten.
Fu¨r die Setzung δu = 1,0 sehen wir sofort einen deutlichen Abfall der Robustheit
bei beiden Korrekturschritten. Die Setzung δu = 1,0 ist aber in diesem Fall nicht zu
empfehlen, denn wie in Abschnitt 5.2.1 erla¨utert bedeutet dies, dass fu¨r sa¨mtliche Fehler
der Gro¨ße
τ(|σG|+ 1)
probiert wird ein Korrekturschritt durchzufu¨hren. Eine Verringerung des Parameters
auf einen Wert von 10−3 fu¨hrt bei beiden Korrekturverfahren zu einer spu¨rbaren Stabi-
lisierung. Der Korrekturschritt im nichtlinearen Fall schneidet weiter deutlich schlechter
ab. Selbst wenn wir den Parameter auf ∼ 10−6 verringern, erhalten wir nur 901 erfolg-
reich gelo¨ste Probleme. Dabei ist dieser Wert fu¨r δu schon so niedrig, dass wir erwarten
das nur in den wenigsten Fa¨llen die Bedingung erfu¨llt ist.
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QP QP QP
δu 1, 0 1 · 10−3 ∼ 1,2 · 10−5
Insgesamt gelo¨st 888 905 914
Optimal gelo¨st 869 895 908
Akzeptabel gelo¨st 19 10 6
Nicht gelo¨st 32 15 6
Prozentzahl 96,52 98,37 99,35
Laufzeit 12.562,66s 9.026,84 4.955,27s
Tabelle 5.20: Ergebnisse auf der CUTEr-Sammlung fu¨r die Korrektur der Suchrichtung.
Wir wollen analysieren, wieso so viel weniger Probleme erfolgreich gelo¨st werden. Dazu
betrachten wir die Sensitivita¨tsableitungen im nichtlinearen und quadratischen Fall.
Im nichtlinearen Fall ergeben sich die Sensitivita¨tsableitungen in der k-ten Iteration als
Lo¨sung eines Systems
A[k] ·
(
dx[k]
drˆ
(rˆ0)
dμ[k]
drˆ
(rˆ0)
)
= −
(
x[k]
0
)
. (5.1)
Wir nehmen an, dass wir nur Gleichungsnebenbedingungen haben. Wird das Problem
erfolgreich gelo¨st, so gilt fu¨r die Folge von Iterierten x[k], dass sie gegen die optimale
Lo¨sung x konvergiert. Ebenso na¨hern sich die Matrizen A[k] der Hesse-Matrix A im
Optimum an. Gilt, dass x = 0, A regula¨r und Nx > Nh ist, so ko¨nnen wir aus (5.1)
dx
drˆ
(rˆ0) = 0
schließen. Ebenso erhalten wir fu¨r x[k] = 0, dass auch dx[k]
drˆ
(rˆ0) = 0 gilt und weiter fu¨r
die Sensitivita¨tsableitungen dx
[k]
drˆ
(rˆ0) → dxdrˆ (rˆ0). Fu¨r unseren nominellen Sto¨rwert rˆ0 gilt
nach Abschnitt 4.3.3
rˆ
[k]
0 = τ
[k](|σG|+ 1).
Wir erwarten, dass τ [k] → 0 gilt. Fu¨r den Fehler folgt ebenso rˆ[k]0 → 0. Betrachten wir
das Beispiel hs006. Es lautet
min
x∈R2
(1− x1)2
unter 10(x2 − x21) = 0.
Die Lo¨sung dieses Problem lautet f(x) = 0 mit x1 = x2 = 1 und fu¨r den Lagrange-
Multiplikator ergibt sich μ = 0. Die Hesse-Matrix im Optimum lautet
A =
(
2 0
0 0
)
und der kritische Kegel ist gegeben durch
TC(x) =
{
d ∈ R2 | d1 = 1
2
d2
}
.
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WORHP Filter
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NLP, δu = 10
−3
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Abbildung 5.19: Vergleich von WORHP mit den Korrekturschritten.
Die Hesse-Matrix ist positiv deﬁnit auf dem kritischen Kegel, aber auf R2 nur positiv
semideﬁnit. Fu¨r die Gerschgorin-Kreis σG erhalten unabha¨ngig von x immer 0. Um eine
eindeutige Lo¨sung im quadratischen Unterproblem zu erhalten wird WORHP daher eine
Regularisierung der Hesse-Matrix vornehmen und τ = 0 setzen. Wie im Abschnitt 3.2.6
beschrieben, basieren die Algorithmen zur Wahl von τ auf Heuristiken, dadurch werden
wir selbst im Falle eines erfolgreichen Abbruches nicht τ = 0 erreichen. Im Falle des
Beispiels hs006 gilt im numerisch bestimmten Optimum x˜
rˆ0 = τ(|σG|+ 1) ≈ 6 · 10−4,
obwohl wir schon einen Zielfunktionswert von f(x˜) = 8 · 10−14 erreicht haben. Da
dx[k]
drˆ
(rˆ0) = 0 gilt, ko¨nnen wir schließen, dass wir selbst im Optimum einen Korrekturterm
KHN(0) = 0
erhalten. Aus der Theorie wissen wir aber, dass KHN(0) = 0 gelten muss. Dieser Um-
stand macht es dem Korrekturschritt im nichtlinearen Fall extrem schwer Probleme
erfolgreich zu lo¨sen. Wir sehen, dass eine Verringerung des Parameters δu dieses Pro-
blem einschra¨nken kann, aber ga¨nzlich verhindern kann sie es nicht.
Im quadratischen Fall stellt sich die Lage etwas anders dar. Die Sensitivita¨tsableitungen
ergeben sich als Lo¨sung des Systems
A[k] ·
(
dd[k]
dr˜
(r˜0)
dμˆ[k]
dr˜
(r˜0)
)
= −
(
d[k]
0
)
. (5.2)
Wir wissen, dass fu¨r die Suchrichtungen d[k] → 0 gilt. Sind die Matrizen A[k] regula¨r so
folgt auch dd
[k]
dr˜
(r˜0) → 0 und somit insbesondere KHN(0) → 0. Dies gilt auch fu¨r τ = 0.
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(a) Probleme mit n+m ≤ 500.
10−2 10−1 100 101 102
0
50
100
Zeit in s
A
n
za
h
l
d
er
g
el
o¨
st
en
P
ro
b
le
m
e
in
%
(b) Probleme mit 500 < n+m ≤ 1000.
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(c) Probleme mit 1000 < n+m ≤ 5000.
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(d) Probleme mit n+m > 5000.
Abbildung 5.20: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.19)
Aus diesen Betrachtungen heraus ist der Ansatz des quadratischen Korrekturschrittes
dem nichtlinearen Ansatz u¨berlegen.
Weiter wollen wir uns Gedanken machen, wann es sinnvoll ist den Korrekturschritt
durchzufu¨hren. Sind wir weit entfernt von der optimalen Lo¨sung ist der Korrektur-
schritt mo¨glicherweise kontraproduktiv, denn dort wird die Regularisierung beno¨tigt.
Eine Korrektur des Updates der Hesse-Matrix ko¨nnte dazu, dass deutlich mehr Ite-
rationen beno¨tigt werden. In der Na¨he des Optimums werden die Sto¨rungen r˜ und rˆ
allerdings klein werden, so dass der Korrekturterm klein wird und kaum einen Effekt
haben wird.
Schauen wir uns die Abbildungen 5.19 und 5.20 an. Dort sehen wir den Vergleich der
Korrekturschritte mit WORHP Filter WAS und WORHP Filter. Wir sehen, dass leider
keine der Varianten mit Korrekturschritten in der Lage ist die Leistung von WORHP
Filter WAS zu erreichen. Betrachten wir weiter den detaillierten Vergleich der Itera-
tionen in Abbildung 5.21. Dort wird erneut die Differenz der Iteration fu¨r erfolgreich
gelo¨ste Probleme verglichen. Alle Beispiele, die weniger Iterationen gebraucht haben,
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Abbildung 5.21: Vergleich der Iterationen fu¨r den zweiten Korrekturschritt. (Legende
siehe Abbildung 5.19)
beﬁnden sich auf dem durchgezogenen Graphen. Die negativ Beispiele werden durch die
gepunkteten Graphen repra¨sentiert. Wir sehen, dass fu¨r alle Varianten deutlich mehr
negative als positive Beispiele gibt. Fu¨r kleine Werte von δu gibt es immer weniger ne-
gative oder positive Beispiele, trotzdem bleibt auch fu¨r den Fall τ = 10−3 ein deutlicher
U¨berschuss an negativen Beispielen.
Ein a¨hnliches Bild ergibt sich in Abbildung 5.22, wenn wir die Einzelzeiten Beispiel
fu¨r Beispiel vergleichen. Wir sehen selbst fu¨r den Korrekturterm der Suchrichtung mit
δu ≈ 1,2 · 10−5 ein deutliches U¨bergewicht der negativen Beispiele.
Noch deutlicher wird dies allerdings, wenn wir in Abbildung 5.23 die Anzahl der Funk-
tionsauswertungen Beispiel fu¨r Beispiel gegenu¨ber stellen.
Es bleibt die Frage, wieso ein so großer Nachteil, auch beim quadratischen Korrektur-
schritt, besteht. Dazu rufen wir uns die Deﬁnition des Korrekturschrittes der Suchrich-
tung
d[k]app(0) = d
[k] +
dd
drˆ
(rˆ0)(0− rˆ0) (5.3)
in Erinnerung. Bisher haben wir den Korrekturschritt mit der Schrittweite 1 durch-
gefu¨hrt. Wir haben in Kapitel 4 darauf hingewiesen, dass die Gro¨ße der Umgebung P0
unbekannt ist. Die Sto¨rung 0 ko¨nnte daher nicht mehr Element der Umgebung P0 sein.
Wir modiﬁzieren (5.3) und erhalten mit δp ∈ (0, 1] den neuen Korrekturschritt als
d[k]app(0) = d
[k] +
dd
drˆ
(rˆ0)(0− rˆ0)δp.
Fu¨r den so erweiterten Korrekturschritt erhalten wir die folgenden, in Tabelle 5.21
dargestellten, Ergebnisse. Der Parameter δu wird auf den Wert δu = 1 · 10−3 gesetzt.
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Abbildung 5.22: Vergleich der Einzelzeiten fu¨r den zweiten Korrekturschritt. (Legende
siehe Abbildung 5.19)
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Abbildung 5.23: Vergleich der Funktionsauswertungen fu¨r den zweiten Korrektur-
schritt. (Legende siehe Abbildung 5.19)
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QP QP QP
δu 1 · 10−3 1 · 10−3 1 · 10−3
δp 0,1 0,25 ∼ 3,6 · 10−2
Insgesamt gelo¨st 910 908 912
Optimal gelo¨st 902 895 902
Akzeptabel gelo¨st 8 13 10
Nicht gelo¨st 10 12 8
Prozentzahl 98,91 97,70 99,13
Laufzeit 6.036,17s 5.994,60 6.963,41s
Tabelle 5.21: Ergebnisse auf der CUTEr-Sammlung fu¨r die erweiterte Korrektur der
Suchrichtung.
Dieser Wert bildet einen Kompromiss. Fu¨r gro¨ßere Werte sind wir zu weit vom Opti-
mum entfernt, fu¨r kleinere Werte erwarten wir, dass nur sehr wenige Korrekturschritte
ausgefu¨hrt werden. Fu¨r den Parameter δp wa¨hlen wir die Werte 0,1 und 0,25. Der letzte
Wert von ∼ 3,6 · 10−2 wurde durch systematisches Testen bestimmt.
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Abbildung 5.24: Vergleich von WORHP mit den Korrekturschritten.
Wir sehen eine Verbesserung der Stabilita¨t des Verfahrens in allen drei Fa¨llen. In Ab-
schnitt 4.2.2.3 wurde noch eine weitere Rettungsstrategie vorgeschlagen. Kann fu¨r die
korrigierte Suchrichtung keine Schrittweite bestimmt werden, so wird die Korrektur der
Suchrichtung ru¨ckga¨ngig gemacht und fu¨r die unkorrigierte Suchrichtung eine Linien-
suche durchgefu¨hrt. Tests mit dieser Rettungsstrategie haben ergeben, dass sie keine
Verbesserung der Robustheit gegenu¨ber den erweiterten Korrekturschritten bringt. Da
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diese Strategie aber mo¨glicherwiese viele zusa¨tzliche Funktionsauswertungen beno¨tigt,
werden wir sie im Weiteren nicht anwenden.
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(a) Probleme mit n+m ≤ 500.
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(b) Probleme mit 500 < n+m ≤ 1000.
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(c) Probleme mit 1000 < n+m ≤ 5000.
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(d) Probleme mit n+m > 5000.
Abbildung 5.25: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.24)
Betrachten wir Abbildung 5.24. Dort sehen wir, dass ebenfalls bezu¨glich der Rechenge-
schwindigkeit Fortschritte erzielt wurden. Es besteht weiter ein Vorteil der Varianten
ohne Korrekturschritt gegenu¨ber den WORHP Varianten mit Korrekturschritt. Be-
trachten wir die gelo¨sten Probleme aufgeteilt nach ihrer Gro¨ße.
Wir sehen in Abbildung 5.25, dass auf allen vier Abbildungen die Kurve in Magenta,
die der Variante mit der Schrittweite eins entspricht, jeweils unter den letzten zu ﬁnden
ist. Dagegen sehen wir, dass die Setzung δp ≈ 3,6 · 10−2 zu einer Verbesserung der
Leistung gefu¨hrt hat. Dabei ist der Leistungsgewinn allerdings nicht so groß ausgefallen
wie erwartet.
Betrachten wir die Beispiele im direkten Vergleich. In Abbildung 5.26 sehen wir, dass
die erweiterten Korrekturschritte ein besseres Verha¨ltnis von positiven zu negativen
Beispielen besitzen, im Gegensatz zum Korrekturschritt mit La¨nge eins. Bei allen Va-
rianten des erweiterten Korrekturschrittes ist immer noch ein deutlicher U¨berschuss an
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Abbildung 5.26: Vergleich der Iterationen fu¨r die Erweiterung des zweiten Korrektur-
schritts. (Legende siehe Abbildung 5.24)
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Abbildung 5.27: Vergleich der Einzelzeiten fu¨r die Erweiterung des zweiten Korrektur-
schritts. (Legende siehe Abbildung 5.24)
negativen Beispielen gegeben. Beim direkten Vergleich der Einzelzeiten in Abbildung
5.27, fa¨llt der Vergleich ebenfalls positiver aus. Es ist zu erkennen, dass die erweiter-
ten Korrekturschritte weniger Beispiele besitzen, die mehr Rechenzeit beno¨tigen. Fu¨r
δp ≈ 3,6 · 10−2 sehen wir weiter ein erho¨hte Menge an positiven Beispielen, trotzdem
u¨berwiegt auch hier der Anteil der negativ Beispiele. Betrachten wir letztendlich in
Abbildung 5.28 die Differenz der Funktionsauswertungen. Dort sehen wir, dass in al-
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Abbildung 5.28: Vergleich der Funktionsauswertungen fu¨r die Erweiterung des zweiten
Korrekturschritts. (Legende siehe Abbildung 5.24)
len Fa¨llen die Anzahl der negativen Beispiele dominant ist. Die Anzahl der Probleme
mit weniger Funktionsauswertungen ist bei allen Varianten, sowohl beim erweiterten
Korrekturschritt, als auch beim Korrekturschritt der La¨nge eins, vergleichbar. Etwas
deutlicher variiert hingegen die Anzahl der negativen Beispiele. Die meisten besitzt der
Korrekturschritt der La¨nge eins, die wenigsten hingegen der erweiterte Korrekturschritt
mit δp ≈ 3,6 · 10−2.
5.2.2.2 COPS-Bibliothek
Wir wollen jetzt u¨berpru¨fen, inwiefern die Ergebnisse der CUTEr-Sammlung auf die
COPS-Bibliothek u¨bertragen werden ko¨nnen. Wir werden den erweiterten Korrektur-
schritt ebenfalls fu¨r die Korrektur der Iterierten anwenden, die Ergebnisse sind in Ta-
belle 5.22 zusammengefasst.
Wir ko¨nnen erkennen, dass fu¨r δu = 10
−3 die Korrektur mit Schrittweite eins einen
starken Einbruch in der Robustheit erleidet und nur noch etwas u¨ber 57% der Beispiele
erfolgreich gelo¨st werden. Dieser Effekt schwa¨cht sich etwas ab, wenn wir die Schrittwei-
te auf 0,1 reduzieren. Die Variante mit dem Korrekturschritt lo¨st so 52 der insgesamt
68 Probleme erfolgreich. Dieser Wert ist, im Vergleich zu den bisherigen Ergebnissen
der Korrekturschritte, deutlich zu niedrig und selbst ein weiteres Erniedrigen von δp auf
∼ 3,6 · 10−2 fu¨hrt zu keiner signiﬁkanten Verbesserung der Robustheit des Verfahrens.
Diese Werte sind so schlecht, dass wir im weiteren Verlauf den Korrekturschritt der
Iterierten nicht weiter analysieren wollen.
Betrachten wir hingegen in Tabelle 5.23 die Korrektur der Suchrichtung an, so sehen
wir, dass sich diese Varianten, selbst mit der Schrittweite eins, deutlich robuster verhal-
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NLP NLP NLP
δu 1 · 10−3 1 · 10−3 1 · 10−3
δp 1,0 0,1 ∼ 3,6 · 10−2
Insgesamt gelo¨st 39 52 56
Optimal gelo¨st 37 46 54
Akzeptabel gelo¨st 2 6 2
Nicht gelo¨st 29 16 12
Prozentzahl 57,35 76,47 82,35
Laufzeit 6.185,10s 8, 131,17s 5.195,04s
Tabelle 5.22: Ergebnisse auf der COPS-Sammlung fu¨r die Korrektur der Iterierten.
QP QP QP
δu 1,0 1 · 10−3 ∼ 1,2 · 10−5
δp 1,0 1,0 1,0
Insgesamt gelo¨st 67 66 66
Optimal gelo¨st 62 64 64
Akzeptabel gelo¨st 5 2 2
Nicht gelo¨st 1 2 2
Prozentzahl 98,53 97,06 97,06
Laufzeit 8.092,20s 3.713,42s 3.628,27s
Tabelle 5.23: Ergebnisse auf der COPS-Sammlung fu¨r die Korrektur der Suchrichtung.
ten als die Korrekturschritte der Iterierten. Interessanterweise scheint fu¨r die Beispiele
der COPS-Bibliothek der Wahl des Parameters δu eine deutlich geringere Bedeutung
zuzukommen, als dies bei der CUTEr-Bibliothek der Fall war. Die Robustheit ist fu¨r al-
le drei Setzungen von δu vergleichbar mit WORHP Filter WAS. Einen Unterschied gibt
es hingegen in der Gesamtrechenzeit. Die Zeit von WORHP Filter WAS von 2.521, 66s
wird von keiner der Varianten erreicht.
Betrachten wir die Korrekturschritte mit einer Schrittweite kleiner eins fu¨r δu = 10
−3.
In Tabelle 5.24 sehen wir, dass wir mit einer Schrittweite von 0,1 sogar zwei Beispiele
mehr lo¨sen und so 100% der COPS-Sammlung. Erho¨hen wir die Schrittweite auf 0,25
oder verringern wir sie weiter, so verlieren wir allerdings zwei beziehungsweise drei
erfolgreich gelo¨ste Beispiele.
In Abbildungen 5.29 und 5.30 sehen wir den Leistungsvergleich einmal auf die gesamte
Test-Sammlung bezogen und in der zweiten Abbildung aufgeteilt nach der Anzahl der
Optimierungsvariablen und Nebenbedingungen. Wir stellen fest, dass in Abbildung 5.29
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QP QP QP
δu 1 · 10−3 1 · 10−3 1 · 10−3
δp 0,1 0,25 ∼ 3,6 · 10−2
Insgesamt gelo¨st 68 64 63
Optimal gelo¨st 67 63 62
Akzeptabel gelo¨st 1 1 1
Nicht gelo¨st 0 4 5
Prozentzahl 100,00 94,12 92,65
Laufzeit 3.495,81s 3.587,52 6.009,75s
Tabelle 5.24: Ergebnisse auf der COPS-Sammlung fu¨r die erweiterte Korrektur der
Suchrichtung.
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Abbildung 5.29: Vergleich von WORHP mit den Korrekturschritten.
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(a) Probleme mit n+m ≤ 5000.
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(b) Probleme mit n+m > 5000.
Abbildung 5.30: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.29)
zwischen allen Varianten des Korrekturschrittes kaum Unterschiede festzustellen sind.
Einzig der erweiterte Korrekturschritt mit δp ≈ 3,6 · 10−2 ist in der Lage eine a¨hnliche
Performance wie WORHP Filter WAS zu leisten. Auf den letzten 20% der Beispiele
bekommt diese Variante aber Probleme und sie lo¨st, wie aus Tabelle 5.24 ersichtlich,
nicht so viele Probleme erfolgreich wie WORHP Filter WAS.
Noch weniger Unterschieder lassen sich in Abbildung 5.30(a) ausmachen. Etwas gro¨ßere
Unterschiede sind dagegen in Abbildung 5.30(b) zu sehen. Dabei ist erneut der erwei-
terte Korrekturschritt mitδp ≈ 3,6 · 10−2, der Leistungstechnisch fast gleichauf mit
WORHP Filter WAS liegt. Um einer detaillierte Beurteilung auf der COPS-Sammlung
vorzunehmen, betrachten wir erneut die Iterationen, die Zeit und die Anzahl der Funk-
tionsauswertungen der erfolgreich gelo¨sten Probleme im direkten Vergleich, Beispiel fu¨r
Beispiel.
Wir sehen in Abbildung 5.31, dass sich das Verha¨ltnis der negativen und positiven
Beispielen im Gegensatz zur CUTEr-Bibliothek deutlich verbessert hat. Erneut fa¨llt
der erweiterte Korrekturschritt mit δp ≈ 3,6 · 10−2 positiv auf. Zwar gibt es fu¨r diesen
Korrekturschritt ein negatives Beispiel mehr, aber der Abbildung entnehmen wir aber,
dass insgesamt die Anzahl der eingesparten Iterationen u¨berwiegt.
Getru¨bt wird dieses positive Ergebnis etwas, wenn wir in den Abbildungen 5.32 und
5.33 die Differenz der Einzelzeiten und Funktionsauswertungen betrachten. Dort sehen
wir in beiden Abbildungen einen deutlichen U¨berschuss an Beispielen, die mehr Zeit
und mehr Funktionsauswertungen beno¨tigen.
Wollen wir ein Fazit ziehen, so ko¨nnen wir sagen, dass der Korrekturschritt der Iterierten
sich nicht bewa¨hrt hat. In beiden Testbibliotheken haben wir gesehen, dass sich die Ro-
bustheit einen starken Einbruch erleidet und nur fu¨r sehr kleine Werte von δu u¨berhaupt
eine zufriedenstellende Stabilita¨t erreicht werden kann. Dies ist aber fast gleichbedeu-
tend mit dem Ausschalten des Korrekturschrittes. Es gibt verschiedene Faktoren, die
sich negativ auf ihn auswirken. Durch die Theorie ist eine sinnvolle Berechnung der
Sensitivita¨tsableitungen nur in unmittelbarer Na¨he der optimalen Lo¨sung gegeben. An-
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Abbildung 5.31: Vergleich der Iterationen fu¨r den zweiten Korrekturschritt. (Legende
siehe Abbildung 5.29)
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Abbildung 5.32: Vergleich der Einzelzeiten fu¨r den zweiten Korrekturschritt. (Legende
siehe Abbildung 5.29)
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Abbildung 5.33: Vergleich der Funktionsauswertungen fu¨r den zweiten Korrektur-
schritt. (Legende siehe Abbildung 5.29)
hand der im Verfahren WORHP zur Verfu¨gung stehenden Mittel ist es nur schwierig
mo¨glich eine verla¨ssliche Einscha¨tzung zu geben, wie weit eine Iterierte von der opti-
malen Lo¨sung entfernt ist. Der zweite negativ auswirkende Faktor ist die Heuristik zur
Bestimmung des Parameters τ . Sie liefert teilweise eine zu kleine Verringerung, so dass
wir in der Na¨he des Optimums einen zu großen Fehler erhalten.
Besser stellt sich die Lage fu¨r die Korrektur der Suchrichtung dar. Fu¨r diesen Korrektur-
schritt hat sich herausgestellt, dass es notwendig ist eine Erweiterung einzufu¨hren. So
ist es nicht ratsam den Korrekturschritt mit Schrittweite eins durchzufu¨hren, sondern
nur einen Schritt gewisser La¨nge zu machen. Die im vorigen Abschnitt besprochenen
Faktoren haben aber auch einen negativen Einﬂuss auf diese Variante. Die Theorie aus
Abschnitt 4.2.2 sichert, dass wir nach jeder Lo¨sung des quadratischen Unterproblems
die Sensitivita¨tsableitungen berechnen ko¨nnen. Sind wir weit entfernt von der optima-
len Lo¨sung es ist mo¨glich, dass eine Korrektur des Updates der Hesse-Matrix einen
negativen Einﬂuss auf die Globalisierungsstrategie hat.
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5.2.3 Sto¨rung durch Relaxierung
In diesem Abschnitt wollen wir den Korrekturschritt fu¨r die Sto¨rung durch Relaxie-
rung testen, sowie das modiﬁzierte Update der Relaxationsstrafterme. Im Folgenden
Abschnitt 5.2.4 werden wir das Update der Relaxationsstrafterme zusammen mit dem
ersten Korrekturschritt, der Sto¨rungen in den Nebenbedingungen behandelt, testen. Da
es mo¨glich ist, den Korrekturschritt durchzufu¨hren, wenn anstelle der exakten Hesse-
Matrix Update-Techniken benutzt werden, werden wir analysieren, wie sich der Kor-
rekturschritt in diesen Fa¨llen verha¨lt. Anders als beim Korrekturschritt bezu¨glich der
Nebenbedingungen werden zur Berechnung der entsprechenden Korrekturterme keine
Auswertungen der Ziel- und/oder Nebenbedingungen beno¨tigt.
5.2.3.1 CUTEr-Bibliothek
Zuerst betrachten wir die CUTEr-Bibliothek. In Tabelle 5.25 sehen wir die Ergebnisse
Korrekturschr. Korrekturschr. Korrekturschr. Update
pmax 1 · 106 1 · 103 ∼ 1,8 · 108 -
Insgesamt gelo¨st 902 898 904 911
Optimal gelo¨st 895 889 894 903
Akzeptabel gelo¨st 7 9 10 8
Nicht gelo¨st 18 22 16 9
Prozentzahl 98,04 97,61 98,26 99,02
Laufzeit 3.949,06s 6.562,69s 6.241,16s 5.437,18s
Tabelle 5.25: Ergebnisse auf der CUTEr-Sammlung.
des Korrekturschrittes sowie des neuen Update-Verfahrens zusammengefasst. Fu¨r den
Parameter pmax wurden die Werte 1 ·106, 1 ·103 und ∼ 1,8 ·108 getestet. Der letzte Wert
wurde dabei wieder durch systematisches Testen auf einem Teil der CUTEr-Bibliothek
bestimmt.
Wir sehen, dass von der Robustheit keine der Varianten die 914 gelo¨sten Beispiele von
WORHP Filter WAS erreicht. Die Prozentzahlen der gelo¨sten Probleme liegen u¨ber den
Werten von IPOPT, KNITRO und SNOPT. Um eine Bewertung des Korrekturschrittes
vorzunehmen, ist es aber notwendig, eine detaillierte Analyse vorzunehmen.
Betrachten wir in Abbildung 5.34 den Vergleich der gelo¨sten Probleme im Verha¨ltnis
zur Gesamtrechenzeit an. Wie bei den anderen Korrekturschritten ist in dieser Dar-
stellungsart kaum ein Unterschied zu erkennen. Teilen wir in Abbildung 5.35 wieder
die Probleme nach der Anzahl ihrer Variablen und Nebenbedingungen auf, sehen wir
erneut keine deutlichen Unterschiede. Auf Bild 5.35(a) ist nur der Unterschied des
zusa¨tzlichen Zeitaufwandes zur Bestimmung der Sensitivita¨tsableitungen zu erkennen.
In der Abbildung 5.35(c) sehen wir, dass WORHP mit den Korrekturschritten und dem
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Abbildung 5.34: Vergleich von WORHP mit den Korrekturschritten.
Korr. Korr. Korr. Update
pmax - 1 · 106 1 · 103 ∼ 1,8 · 108 -
Insgesamt 38.362 37.303 36.479 40.390 44.161
Mittelwert 41,97 41,36 40,62 44,68 48,48
Median 8 7 7 7 7
Tabelle 5.26: Differenz der Hauptiterationen zu WORHP Filter WAS.
modiﬁzierten Update in dieser Problemklasse ganz leichte Vorteile gegenu¨ber WORHP
Filter WAS hat.
Wir vergleichen daher jetzt die Iterationen erneut Beispiel fu¨r Beispiel. In Abbildung
5.36 repra¨sentieren die durchgezogenen Graphen die Beispiele, die weniger Iterationen
beno¨tigen. Die gepunkteten Graphen entsprechen den Beispielen mit mehr Iterationen.
Wir sehen, dass mehr Beispiele existieren, bei denen Iterationen gespart werden, als
Beispiele die mehr Iterationen beno¨tigen. Beim Betrachten der Abbildung 5.36 fa¨llt
weiter auf, dass fu¨r die ersten knapp 100 Beispiele die gepunkteten Graphen der nega-
tiven Beispiele u¨ber den durchgezogenen Graphen der positiven Beispiele liegen. Der
deutliche Vorsprung der positiven Beispiele entsteht erst durch die vielen Beispiele,
bei denen fu¨nf oder weniger Iterationen gespart werden. Das Verha¨ltnis der positiven
und negativen Beispiele fa¨llt hingegen beim modiﬁzierten Update deutlich positiver
aus. Dieses Ergebnis ist durchaus u¨berraschend, denn durch das modiﬁzierte Update
haben wir nicht erwartet Iterationen einzusparen sondern vor allem Zeit, da ein er-
neutes Lo¨sen des quadratischen Unterproblems verhindert werden soll. In Tabelle 5.26
ﬁnden wir einen Vergleich der Gesamtiterationen der erfolgreich gelo¨sten Beispiele, des
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(a) Probleme mit n+m ≤ 500
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(b) Probleme mit 500 < n+m ≤ 1000.
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(c) Probleme mit 1000 < n+m ≤ 5000.
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(d) Probleme mit n+m > 5000.
Abbildung 5.35: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.34)
Mittelwerts sowie des Medians.
Betrachten wir Abbildung 5.37 mit dem Vergleich der Einzelzeiten, so sehen wir, dass
das modiﬁzierte Update eine deutliche Zeitersparnis bei den erfolgreich gelo¨sten Proble-
men bringt. Die Korrekturschritte besitzen auch alle eine leicht positive Bilanz, wobei
der deutlichste Gewinn fu¨r den Parameter pmax = 10
−3 auszumachen ist.
Zum Abschluss wollen wir den Vergleich der Funktionsauswertungen betrachten. Da
fu¨r die Korrekturschritte und das modiﬁzierte Update keinerlei zusa¨tzliche Funktions-
auswertungen beno¨tigt werden, ist zu erwarten, dass die Graphen der Differenz der
Funktionsauswertungen ungefa¨hr den Graphen aus Abbildung 5.36, dem Iterationsver-
gleich, entsprechen. Betrachten wir Abbildung 5.38. Dort sehen wir, dass bei den ersten
100 negativen wie positiven Beispielen kaum ein Unterschied vorhanden ist. Allerdings
gibt es eine große Anzahl von Problemen, bei denen zehn oder weniger Funktionsaus-
wertungen eingespart werden. Dies stimmt mit der Erkenntnis u¨berein, die wir aus
Abbildung 5.36 gewonnen haben. Dort haben wir festgestellt, dass es bei den Korrek-
turschritten viele Beispiele gibt, in denen wenige Iterationen eingespart werden. Fu¨r das
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Abbildung 5.36: Vergleich der Iterationen fu¨r den dritten Korrekturschritt. (Legende
siehe Abbildung 5.34)
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Abbildung 5.37: Vergleich der Einzelzeiten fu¨r den dritten Korrekturschritt. (Legende
siehe Abbildung 5.34)
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Abbildung 5.38: Vergleich der Funktionsauswertungen fu¨r den dritten Korrekturschritt.
(Legende siehe Abbildung 5.34)
modiﬁzierte Update sehen wir, dass es ebenfalls einen leichten U¨berschuss an positiven
Beispielen gibt.
Wie der Korrekturschritt, der linear auftretende Sto¨rungen in den Nebenbedingun-
gen behandelt, hat dieser Korrekturschritt nur Auswirkungen auf beschra¨nkte Proble-
me. Von den 920 Beispielen sind aber 236 Probleme unbeschra¨nkt. Daher ko¨nnen die
Korrekturschritt-Varianten nur einen Einﬂuss auf 684 Probleme haben. Die bisher er-
zielten Ergebnisse deuten an, dass dieser Korrekturschritt und das modiﬁzierte Update
eine sinnvolle Erga¨nzung sind.
Bisher haben wir immer, die von AMPL zur Verfu¨gung gestellte, exakte Hesse-Matrix
der Lagrange-Funktion genutzt. Da eine Korrektur der Suchrichtung des quadratischen
Teilproblems durchgefu¨hrt wird, ko¨nnen wir diese auch anwenden, wenn die Hesse-
Matrix der Lagrange-Funktion durch Update-Techniken approximiert wird. Wir werden
daher auf einer Teilmenge der CUTEr-Bibliothek pru¨fen, inwiefern der Korrekturschritt
in diesem Fall Verbesserungen erzielen kann. Die Teilmenge der CUTEr-Bibliothek be-
steht aus allen Problemen mit ho¨chstens 300 Variablen und 300 nichtlinearen Neben-
bedingungen. Insgesamt erhalten wir so 672 Probleme. Als Approximation der Hesse-
Matrix nutzen wir das Standard-BFGS-Verfahren, wie wir es in Abschnitt 3.2.10 be-
schrieben haben.
In Tabelle 5.27 sehen wir die Ergebnisse zusammengefasst. Wir stellen fest, dass die
Korrekturschritte einen leichten Vorteil in der Robustheit besitzen. Betrachten wir in
Abbildung 5.39 den Leistungsvergleich, so sehen wir keinen großen Unterschied. Trotz
des zusa¨tzlichen Aufwands, der durch die Sensitivita¨tsberechnung entsteht, haben sich
alle drei Korrekturschritt-Varianten am Ende einen kleinen Vorsprung vor WORHP
Filter WAS erarbeitet.
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Filter WAS Korrekturschr. Korrekturschr. Korrekturschr.
pmax - 1 · 106 1 · 103 ∼ 1,8 · 108
Insgesamt gelo¨st 657 659 661 659
Optimal gelo¨st 646 638 637 637
Akzeptabel gelo¨st 11 21 24 22
Nicht gelo¨st 15 13 11 13
Prozentzahl 97,77 98,07 98,36 98,07
Laufzeit 233,53s 412,24s 246,79s 410,81s
Tabelle 5.27: Ergebnisse auf der CUTEr-Sammlung.
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Abbildung 5.39: Vergleich von WORHP mit den Korrekturschritten.
Wenn wir in Abbildung 5.40 die Differenz der Iterationen pro Beispiel betrachten, so
sehen wir einen deutlichen Vorteil der Korrektur-Verfahren auf den ersten 20 Beispielen.
Weiter sehen wir, dass es mehr Beispiele gibt, die weniger Iterationen brauchen als
Beispiele, die mehr Iterationen beno¨tigen. Fu¨r eine detailliertere Analyse der Iterationen
betrachten wir Tabelle 5.28. Wir stellen fest, dass alle drei Korrekturschritt-Varianten
deutlich weniger Hauptiterationen beno¨tigen, obwohl mehr Probleme erfolgreich gelo¨st
werden. Weiter erhalten wir auch einen kleineren Median.
Betrachten wir, wie in Abbildung 5.40 dargestellt, die Differenz der Iterationen fu¨r die-
jenigen Beispiele, die erfolgreich vom jeweilige Korrekturschritt-Verfahren und WORHP
Filter WAS gelo¨st wurden, so vergro¨ßert sich der Abstand sogar. Dabei ist diese Sta-
tistik sogar etwas verfa¨lscht. Das Beispiel s395 beno¨tigt bei WORHP Filter WAS 341
Iterationen, fu¨r pmax = 10
6 ist das Problem nicht erfolgreich gelo¨st worden, wa¨hrend
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Filter WAS Korrekturschr. Korrekturschr. Korrekturschr.
pmax - 1 · 106 1 · 103 ∼ 1,8 · 108
Insgesamt 45.710 27.269 35.851 34.563
Mittelwert 69,57 41,38 54,24 52,45
Median 14 13 13 12,5
Tabelle 5.28: Vergleich der Hauptiterationen.
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Abbildung 5.40: Vergleich der Iterationen fu¨r den dritten Korrekturschritt mit BFGS.
(Legende siehe Abbildung 5.39)
fu¨r pmax = 10
3 und pmax ≈ 1,8 · 108 das Problem zwar erfolgreich gelo¨st werden konnte,
dafu¨r aber 7977 beziehungsweise 8240 Iteration beno¨tigt wurden. Somit la¨sst es die
Korrekturschritte mit pmax = 10
3 und pmax ≈ 1,8 · 108 etwas schlechter aussehen, als
den Korrekturschritt mit pmax = 10
6.
Wenn wir uns Abbildung 5.41 zuwenden, so sehen wir ein U¨bergewicht an Beispielen,
die mehr Zeit beno¨tigen und zwar fu¨r alle drei Korrekturschritt-Varianten. Dies ist nicht
u¨berraschend, denn in der getesteten Teilmenge der CUTEr-Bibliothek befanden sich
in der Hauptsache kleine Probleme. Selbst durch die Verwendung des dichtbesetzten
BFGS-Update-Verfahren ist der Zeitaufwand fu¨r die Berechnung der Korrekturschritte
ho¨her als die Zeit, die durch das Einsparen weniger Iterationen gewonnen wird.
Bei der Differenz der Funktionsauswertungen ist das Ergebnis allerdings wieder posi-
tiver. So sehen wir in Abbildung 5.42, dass das Verha¨ltnis von Beispielen, die weniger
Funktionsauswertungen und denjenigen Beispielen, die mehr Auswertungen brauchen,
sehr ausgeglichen ist und der Verlauf der Graphen ungefa¨hr denen aus Abbildung 5.40
entspricht.
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Abbildung 5.41: Vergleich der Einzelzeiten fu¨r den dritten Korrekturschritt mit BFGS.
(Legende siehe Abbildung 5.39)
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Abbildung 5.42: Vergleich der Funktionsauswertungen fu¨r den dritten Korrekturschritt
mit BFGS. (Legende siehe Abbildung 5.39)
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Um die Gu¨te der Korrekturschritte bei Benutzung von Update-Techniken zu beurteilen,
analysieren wir zuerst wie viele der 672 Beispiele verbessert werden ko¨nnen. Von den
672 Beispielen sind 505 Beispiele beschra¨nkt. Von diesen 505 Beispielen werden weitere
15 Beispiele in einer Iteration gelo¨st. Es verbleiben also insgesamt 490 Beispiele, die
verbessert werden ko¨nnen. Wir stellen fest, dass alle drei Korrekturschritt-Varianten
insgesamt zu einer deutlich Verminderung der Gesamtanzahl der Iterationen gefu¨hrt
haben, sowie in mindestens 35% der Beispiele eine Verringerung der beno¨tigten Itera-
tionen. Weiter haben wir gesehen, dass die Varianten mit Korrekturschritt in diesem
Fall sogar eine leichte erho¨hte Robustheit besitzen.
Das Fazit fu¨r die CUTEr-Bibliothek fa¨llt insgesamt positiv aus. Wir haben gesehen,
dass das modiﬁzierte Update in der Lage ist, Iterationen, Zeit und Auswertungen zu
sparen. Fu¨r die Varianten mit Korrekturschritt ergibt sich, dass mit ihnen es mo¨glich
ist, Iterationen einzusparen. Weiter ergibt sich ein leichter Vorteil, was die Rechenzeit
und Funktionsauswertungen betrifft. Fu¨r eine Teilmenge der CUTEr-Sammlung haben
wir weiter gesehen, dass der Korrekturschritt bei der Benutzung von Update-Techniken
fu¨r die Hesse-Matrix der Lagrange-Funktion an Effektivita¨t gewinnt. Durch die Benut-
zung von BFGS-Approximation werden im Durchschnitt mehr Iteration pro erfolgreich
gelo¨stem Problem beno¨tigt.
5.2.3.2 COPS-Bibliothek
Wir betrachten die COPS-Sammlung. Tabelle 5.29 gibt die Ergebnisse der Varianten
mit Korrekturschritt und des modiﬁzierten Updates wieder. Wir sehen, dass bis auf das
Korrekturschr. Korrekturschr. Korrekturschr. Update
pmax 1 · 106 1 · 103 ∼ 1,8 · 108 -
Insgesamt gelo¨st 65 63 63 68
Optimal gelo¨st 59 58 58 66
Akzeptabel gelo¨st 6 5 5 2
Nicht gelo¨st 3 5 5 0
Prozentzahl 95,59 92,65 92,65 100,00
Laufzeit 6.536,59s 6.316,87s 6.392,53s 1.944,71s
Tabelle 5.29: Ergebnisse auf der COPS-Sammlung.
modiﬁzierte Update alle Setzungen fu¨r pmax dazu fu¨hren, dass nicht mehr 100% der Test-
beispiele gelo¨st werden, sondern nur ho¨chstens 95,7%. Wie auf der CUTEr-Sammlung
sehen wir bei den Korrekturschritten eine reduzierte Robustheit. Schauen wir uns in Ab-
bildung 5.43 die aufsummierte Zeit der erfolgreich gelo¨sten Probleme im Verha¨ltnis zur
Prozentzahl der insgesamt gelo¨sten Probleme an. Interessanterweise sehen wir dort, dass
nach dem Start die Korrekturschritt-Varianten und das modiﬁzierte Update sich einen
kleinen Vorsprung gegenu¨ber WORHP Filter WAS erarbeiten ko¨nnen. Nach aber un-
gefa¨hr 60% der Probleme bekommen die Korrekturschritte Schwierigkeiten beim Lo¨sen.
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Abbildung 5.43: Vergleich von WORHP mit den Korrekturschritten.
Sie beno¨tigen dann pro Problem deutlich mehr Zeit als das modiﬁzierte Update oder
WORHP Filter WAS. Das modiﬁzierte Update hingegen ist in der Lage den Vorsprung
vor WORHP Filter WAS zu halten.
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(a) Probleme mit n+m ≤ 5000.
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(b) Probleme mit n+m > 5000.
Abbildung 5.44: Optimal gelo¨ste Probleme nach n +m sortiert. (Legende siehe Abbil-
dung 5.43)
Betrachten wir Abbildung 5.44. Dort sehen wir diesen Leistungsvergleich aufgeteilt in
zwei Kategorien. In der Abbildung 5.44(a) sehen wir die Probleme mit nicht mehr als
5000 Variablen und Nebenbedingungen. In dieser Abbildung ist das modiﬁzierte Update
vergleichbar mit WORHP Filter WAS. Die Varianten mit Korrekturschritt sind bis
ungefa¨hr 60% dieser Probleme vergleichbar, fallen dann aber deutlich ab. Ein a¨hnliches
Bild ergibt sich in Abbildung 5.44(b). Der Einbruch der Korrekturschritt-Varianten
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Abbildung 5.45: Vergleich der Iterationen fu¨r den dritten Korrekturschritt. (Legende
siehe Abbildung 5.43)
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Abbildung 5.46: Vergleich der Einzelzeiten fu¨r den dritten Korrekturschritt. (Legende
siehe Abbildung 5.43)
erfolgt dabei erst bei ungefa¨hr 90% der Probleme. Vorher hatten sie sich einen kleinen
Vorteil gegenu¨ber WORHP Filter WAS und dem modiﬁzierten Update verschafft.
Vergleichen wir in Abbildung 5.45 die Iterationen Beispiel fu¨r Beispiel sehen wir, dass
fu¨r die Varianten mit Korrekturschritt und das modiﬁzierte Update mehr positive als
negative Beispiele existieren. Im Gegensatz zur CUTEr-Bibliothek ist der Unterschied
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Abbildung 5.47: Vergleich der Funktionsauswertungen fu¨r den dritten Korrekturschritt.
(Legende siehe Abbildung 5.43)
zwischen positiven und negativen Beispielen auch fu¨r die Korrekturschritt-Varianten
deutlich erkennbar. In Tabelle 5.30 ﬁnden wir eine U¨bersicht u¨ber die Gesamtanzahl
der Iterationen, dem Mittelwert und dem Median. Wir sehen, dass alle Varianten einen
kleineren Median besitzen.
Korr. Korr. Korr. Update
pmax - 1 · 106 1 · 103 ∼ 1,8 · 108 -
Insgesamt 9.637 4.969 5.594 4.397 7.803
Mittelwert 143,84 86,06 78,87 59,79 114,75
Median 26 19,5 18 20 23,5
Tabelle 5.30: Differenz der Hauptiterationen zu WORHP Filter WAS.
Betrachten wir hingegen in Abbildung 5.46 den Vergleich der Einzelzeiten stellen wir
fest, dass es kaum einen Unterschied zwischen den einzelnen Varianten gibt. Fu¨r pmax =
103 und das modiﬁzierte Update gibt es allerdings mehr negative als positive Beispiele.
Bei der Betrachtung der Abbildung 5.47 erhalten wir ein a¨hnliches Bild. Fu¨r die Korrek-
turschritte ist das Verha¨ltnis von positiven und negativen Beispielen sehr ausgeglichen,
lediglich fu¨r das modiﬁzierte Update-Verfahren ergibt sich ein deutlicher Vorsprung der
positiven Beispiele.
Als Fazit ergibt sich, dass das modiﬁzierte Update-Verfahren eine Alternative zum
herko¨mmlichen Update bietet. Auf der CUTEr-Bibliothek werden zwar ein paar Bei-
spiele weniger gelo¨st, aber die Leistung insgesamt unter CUTEr und COPS ist besser als
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die des Standard Updates-Verfahrens. Fu¨r die Korrekturschritte fa¨llt das Fazit eben-
falls positiv aus. Auf der COPS-Sammlung sich das Einsparungspotenzial allerdings
deutlicher gezeigt als auf der CUTEr-Sammlung. Deutlich besser funktioniert hat der
Korrekturschritt bei der Benutzung einer Approximation der Hesse-Matrix. Insgesamt
ist der Korrekturschritt eine Bereicherung des Verfahrens mit dem es dem Benutzer
mo¨glich ist, bei bestimmten Probleme Iterationen und Rechenzeit zu sparen.
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5.2.4 Kombination von verschiedenen Techniken
In diesem Abschnitt wollen wir zwei der vorgestellten Techniken kombinieren und testen,
inwiefern sich dadurch weitere Verbesserungen ergeben. Dazu nehmen wir das modi-
ﬁzierte Update der Strafterme der Relaxationsvariablen und kombinieren es mit dem
Korrekturschritt, der linear auftretende Sto¨rungen in den Nebenbedingungen behandelt.
Die Parameter fu¨r den Korrekturschritt bezu¨glich der Nebenbedingungen wa¨hlen wir
wie in Abschnitt 5.2.1. Die Ergebnisse des Abschnittes 5.2.1 dienen uns als Vergleichs-
werte. Wir wollen herausﬁnden, ob es mo¨glich ist, die Variante mit Korrekturschritt
durch das modiﬁzierte Update weiter zu verbessern.
5.2.4.1 CUTEr-Bibliothek
In der Tabelle 5.31 sehen wir die Ergebnisse auf der CUTEr-Bibliothek. Es sind nur
lmax 1 50 50 100 2
δf 50,0 50,0 4 · 10−3 50.0 ∼ 1,53 · 10−2
δu 1,0 1,0 1,0 1,0 ∼ 3,59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Insgesamt gelo¨st 911 908 912 908 911
Optimal gelo¨st 903 903 906 903 905
Akzeptabel gelo¨st 8 5 6 5 6
Nicht gelo¨st 9 12 8 12 8
Prozentzahl 99,02 98,70 99,13 98,70 99,13
Laufzeit 6.179,63s 4.308,63s 4.889,26s 4.444,23s 6.829,80s
Tabelle 5.31: Ergebnisse auf der CUTEr-Sammlung.
kleine Vera¨nderungen in der Robustheit der Varianten festzustellen. Den gro¨ßten Zu-
wachs an erfolgreich gelo¨sten Beispielen hat die Variante mit dem Parameter lmax = 1,
dort erhalten wir weitere fu¨nf erfolgreich gelo¨ste Probleme. Fu¨r lmax = 100 ergeben
sich zwei weitere erfolgreich gelo¨ste Probleme. Keine Vera¨nderungen erhalten wir fu¨r
lmax = 50, δu = 1, 0 und δf = 50, 0. Der Lauf mit dem angepassten Wert von δf = 4·10−3
verliert ein erfolgreich gelo¨stes Beispiel und der Lauf mit lmax = 2 verliert sogar drei
erfolgreich gelo¨ste Beispiele.
Betrachten wir in Abbildung 5.48 die Iterationen im Einzelvergleich. Wir stellen fest,
dass es keinerlei signiﬁkante Unterschiede zwischen den einzelnen Varianten gibt. Be-
trachten wir hingegen in Abbildung 5.49 die Einzelzeiten pro Beispiel im direkten Ver-
gleich, stellen wir fest, dass es zumindest fu¨r lmax = 50 und lmax = 100 mehr Beispiele
gibt, die weniger Rechenzeit beno¨tigen.
Als letztes betrachten wir in Abbildung 5.50 den Vergleich der Funktionsauswertungen.
Da wir schon keine großen Unterschiede bei den Iterationen festgestellt haben, erwarten
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(a) Vergleich Korrekturschritt lmax = 1.
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(b) Vergleich Korrekturschritt lmax = 50.
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(c) Vergleich Korrekturschritt lmax = 50 und δf =
4 · 10−3.
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(d) Vergleich Korrekturschritt lmax = 100.
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(e) Vergleich Korrekturschritt lmax = 2.
Abbildung 5.48: Korrekturschritte kombiniert, Iterationsvergleich.
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(a) Vergleich Korrekturschritt lmax = 1.
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(b) Vergleich Korrekturschritt lmax = 50.
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(c) Vergleich Korrekturschritt lmax = 50 und
δf = 4 · 10−3.
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(d) Vergleich Korrekturschritt lmax = 100.
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(e) Vergleich Korrekturschritt lmax = 2.
Abbildung 5.49: Korrekturschritte kombiniert, Zeitvergleich.
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(a) Vergleich Korrekturschritt lmax = 1.
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(b) Vergleich Korrekturschritt lmax = 50.
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(c) Vergleich Korrekturschritt lmax = 50 und
δf = 4 · 10−3.
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(d) Vergleich Korrekturschritt lmax = 100.
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(e) Vergleich Korrekturschritt lmax = 2.
Abbildung 5.50: Korrekturschritte kombiniert, Vergleich der Funktionsauswertungen.
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wir hier auch keine großen Differenzen. So ist es auch keine U¨berraschung, dass sich ein
sehr ausgewogenes Bild zwischen den Beispielen mit weniger und mehr Funktionsaus-
wertungen ergibt, bis auf Abbildung 5.50(c) ist das Verha¨ltnis sehr ausgeglichen.
5.2.4.2 COPS-Bibliothek
Kommen wir zu den Ergebnissen auf der COPS-Bibliothek. Diese sind in Tabelle 5.32
zusammengefasst. Wir erkennen, dass bis auf die Einstellung mit lmax = 1 alle Varianten
lmax 1 50 50 100 2
δf 50.0 50.0 4 · 10−3 50.0 ∼ 1,53 · 10−2
δu 1.0 1.0 1.0 1.0 ∼ 3,59 · 10−3

corr 10
−6 10−6 10−6 10−6 10−6
Insgesamt gelo¨st 67 68 68 68 68
Optimal gelo¨st 67 67 67 66 68
Akzeptabel gelo¨st 0 1 1 2 0
Nicht gelo¨st 1 0 0 0 0
Prozentzahl 98,53 100,00 100,00 100,00 100,00
Laufzeit 2.941,08s 2.388,27s 1.180,04s 2.509,4s 1.330,74s
Tabelle 5.32: Ergebnisse auf der COPS-Sammlung.
in der Lage sind 100% der Probleme erfolgreich zu lo¨sen. Bei den Rechenzeiten sehen wir
aber im Gegensatz zu den Ergebnissen aus Abschnitt 5.2.1 einen deutlichen Ru¨ckgang
der Gesamtrechenzeit fu¨r die Einstellungen von lmax = 2 und lmax = 50 sowie δf =
4 · 10−3. Ob dieses aber auf eine ku¨rzere Rechenzeit pro Beispiel zuru¨ckzufu¨hren ist
oder durch einige wenige Beispiele verursacht wurde, muss genauer analysiert werden.
Wir vergleichen erneut in Abbildung 5.51 die Iterationen Beispiel fu¨r Beispiel. Wir
sehen, dass wir insbesondere bei den schon angesprochenen Einstellungen von lmax = 2
und lmax = 50 sowie δf = 4 · 10−3 einen deutlichen U¨berschuss an positiven Beispielen
haben. Bei den restlichen Varianten ist das Verha¨ltnis sehr ausgeglichen.
Betrachten wir hingegen die Einzelzeiten im direkten Vergleich, so ergibt sich in Ab-
bildung 5.52 ein etwas anderes Bild. Fu¨r die Parametersetzung von lmax = 50 und den
Standardsetzungen fu¨r δf und δu ergeben sich deutlich mehr Beispiele, die weniger Zeit
beno¨tigen als mehr. Fu¨r lmax = 100 ergibt sich ein ausgeglichenes Verha¨ltnis, wa¨hrend
beim Rest der Varianten mehr negative Beispiele existieren. Weiter sehen wir, dass sich
die deutlich reduzierte Gesamtrechenzeit der Variante mit lmax = 2 und lmax = 50 sowie
δf = 4 · 10−3 durch die sehr stark reduzierte Rechenzeit eines Einzelbeispiels ergibt.
In beiden Fa¨llen handelt es sich dabei um das Problem camshape.par3 sowie um eine
Reduktion der Rechenzeit um mehr als 900s.
Vergleichen wir die Funktionsauswertungen, so ergibt sich in Abbildung 5.53 ein ver-
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(a) Vergleich Korrekturschritt lmax = 1.
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(b) Vergleich Korrekturschritt lmax = 50.
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(c) Vergleich Korrekturschritt lmax = 50 und δf =
4 · 10−3.
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(d) Vergleich Korrekturschritt lmax = 100.
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(e) Vergleich Korrekturschritt lmax = 2.
Abbildung 5.51: Korrekturschritte kombiniert, Iterationsvergleich.
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(a) Vergleich Korrekturschritt lmax = 1.
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(b) Vergleich Korrekturschritt lmax = 50.
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(c) Vergleich Korrekturschritt lmax = 50 und δf =
4 · 10−3.
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(d) Vergleich Korrekturschritt lmax = 100.
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(e) Vergleich Korrekturschritt lmax = 2.
Abbildung 5.52: Korrekturschritte kombiniert, Zeitvergleich.
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(a) Vergleich Korrekturschritt lmax = 1.
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(b) Vergleich Korrekturschritt lmax = 50.
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(c) Vergleich Korrekturschritt lmax = 50 und δf =
4 · 10−3.
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(d) Vergleich Korrekturschritt lmax = 100.
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(e) Vergleich Korrekturschritt lmax = 2.
Abbildung 5.53: Korrekturschritte kombiniert, Vergleich der Funktionsauswertungen.
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gleichbares Bild wie beim Vergleich der Iterationen in Abbildung 5.51. Fu¨r die Variante
mit lmax = 2 und lmax = 50, δf = 4 · 10−3 erhalten wir ein leichtes U¨bergewicht der
postiven Beispielen. Fu¨r die Variante mit lmax = 50 und lmax = 100 aber Standardset-
zungen fu¨r δf und δu sehen wir ein ausgeglichenes Verha¨ltnis zwischen positiven und
negativen Beispielen. Fu¨r die Setzung lmax = 1 erhalten wir einen deutlichen U¨berhang
an negativen Beispielen. In Abbildung 5.52(a) erkla¨rt dies den erho¨hten Anteil der Bei-
spiele die mehr Rechenzeit beno¨tigen. Da wir in Abbildung 5.51(a) sehen konnten, dass
das Verha¨ltnis bei den Iterationen noch ausgeglichen war, kann dieser U¨berschuss nur
durch Probleme bei der Schrittweitensuche aufgetreten sein.
Insgesamt ko¨nnen wir sagen, dass die kombinierten Techniken eine sinnvolle Erga¨nzung
darstellen. Die Vorteile, die sich durch die Verwendung des Korrekturschrittes bezu¨glich
der Nebenbedingungen ergeben haben, bleiben auch durch eine Kombination des Kor-
rekturschrittes mit der modiﬁzierten Update-Methode fu¨r die Relaxationsstrafterme
bestehen. Weiter hat sich gezeigt, dass fu¨r einzelne Probleme ein großes Einsparungs-
potenzial bezu¨glich der Rechenzeit gegeben ist.

6 Fazit und Ausblick
In der vorliegenden Arbeit wurden verschiedene Techniken vorgestellt und analysiert,
um ein bestehendes Verfahren zur Lo¨sung nichtlinearer Optimierungsprobleme zu ver-
bessern.
Methoden, die zur Lo¨sung nichtlinearer Optimierungsprobleme eingesetzt wurden, ha-
ben in der Vergangenheit vielfach Update-Techniken benutzt, um eine Approximation
der Hesse-Matrix der Lagrange-Funktion zu erhalten. Ein Nachteil ist der stark erho¨hte
Speicherplatzbedarf und Zeitaufwand bei hochdimensionalen Problemen. Durch den an-
gestiegenen Bedarf an hochdimensionalen Problemen verwenden aktuelle Verfahren die
exakte Hesse-Matrix der Lagrange-Funktion. Durch die Betrachtung der nichtlinearen
Optimierungsprobleme als parametergesto¨rte nichtlineare Optimierungsprobleme waren
wir in der Lage Resultate aus der Sensitivita¨tstheorie anzuwenden.
Das vorgestellte Verfahren WORHP ist ein SQP-Verfahren. Diese Verfahren sind ite-
rative Verfahren, die in jeder Iteration ein quadratisches Teilproblem mit linearen Ne-
benbedingungen lo¨sen. Durch die lineare Approximation der Nebenbedingungen werden
die Iterierten im Allgemeinen die nichtlinearen Nebenbedingungen erst im spa¨teren Ver-
lauf des Lo¨sungsprozesses erfu¨llen. Die Verletzung der Nebenbedingungen haben wir als
linear auftretende Sto¨rung in den Nebenbedingungen interpretiert. Mithilfe der Sensiti-
vita¨tsableitungen wird eine Verbesserung der Lo¨sung des quadratischen Unterproblems
bestimmt. Dabei konnte nachgewiesen werden, dass die Sensitivita¨tsableitungen eﬃzient
berechnet werden ko¨nnen. In einer numerischen Testkampagne haben wir nachgewiesen,
dass mithilfe dieses Korrekturschrittes WORHP weniger Iterationen beno¨tigt.
Die quadratischen Teilprobleme, die fu¨r die Berechnung des nichtlinearen Optimums
notwendig sind, mu¨ssen bestimmte Voraussetzungen erfu¨llen. Eine dieser Vorausset-
zungen besagt, dass das Teilproblem konvex sein muss. Dies wird erreicht, indem die
Hesse-Matrix der Lagrange-Funktion regularisiert wird. Dieses Regularisierungsupdate
haben wir als Sto¨rung interpretiert. Zum einen als Sto¨rung des nichtlinearen Problems
und zum anderen als Sto¨rung des quadratischen Teilproblems. Bei der ersten Inter-
pretation haben wir einen Korrekturschritt erhalten, der die aktuelle Iterierte anpasst,
wa¨hrend wir bei der zweiten Auslegung eine Korrektur der Lo¨sung des quadratischen
Teilproblems erhalten haben. Bei den numerischen Auswertungen haben wir gesehen,
dass die Korrektur der Iterierten unter einem erheblichen Verlust der Robustheit lei-
det. Eine Erkla¨rung dafu¨r ist durch die heuristische Wahl des Parameters τ , der einen
entscheidenden Einﬂuss auf die Gro¨ße Regularisierungsupdate besitzt, gegeben. Eine
mo¨glicherweise bessere Abscha¨tzung dieses Parameters ko¨nnte mit einer alternativen
Verwendung der Sensitivita¨tsableitung erreicht werden. Dies wurde in der vorliegen-
den Arbeit jedoch nicht untersucht und wu¨rde sich daher fu¨r weitere Untersuchungen
eignen.
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Eine weitere Besonderheit ist das Behandeln inkonsistenter Nebenbedingungen inner-
halb des quadratischen Teilproblems. Um einen erfolglosen Abbruch zu vermeiden, wer-
den die linearisierten Nebenbedingungen relaxiert. Je nach Ansatz werden dabei eine
oder mehrere zusa¨tzliche Optimierungsvariablen erzeugt. Diese Relaxierung haben wir
als Sto¨rung aufgefasst und dafu¨r eine Korrektur der Lo¨sung des quadratischen Teil-
problems entwickelt. In den numerischen Ergebnissen hat sich gezeigt, dass WORHP
mit dieser Technik in der Lage ist, Iterationen einzusparen. Dieses Einsparpotenzial
hat sich ebenfalls bei der Benutzung von Update-Techniken fu¨r die Hesse-Matrix der
Lagrange-Funktion gezeigt.
Weitere spannende Fragen ergeben sich direkt im Anschluss. Welchen Einﬂuss hat die
Benutzung der exakten Hesse-Matrix auf das Einsparpotenzial der Korrekturschritte?
Vergro¨ßert sich dieses Potenzial durch die Verwendung von BFGS-Update-Techniken
oder der Einheitsmatrix als Approximation der Hesse-Matrix? Eine genaue Untersu-
chung dieser Fragen ko¨nnte ein weiteres Kriterium liefern, wann es sinnvoll ist einen
Korrekturschritt durchzufu¨hren.
Weiter sind viele der in WORHP vorgestellten Techniken nicht nur in SQP-Verfahren
einsetzbar. Interessant wa¨re eine Untersuchung, inwiefern zum Beispiel fu¨r ein Innere-
Punkte-Verfahren, die vorgestellten Korrekturtechniken u¨bertragbar sind. Nachgewie-
sen haben wir in der vorliegenden Arbeit, dass fu¨r das untersuchte SQP-Verfahren
WORHP durch die vorgestellten Korrekturtechniken eine Verbesserung des Verfahrens
erreicht werden kann. Aussagen zu den Konvergenzeigenschaften eines so modiﬁzierten
SQP-Verfahrens wurden in der vorliegenden Arbeit nicht getroﬀen und ko¨nnten daher
Gegenstand weiterer Untersuchungen sein.
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