In this paper we classify bijective mappings ψ on the space of block upper triangular matrices such that both ψ and ψ −1 preserve pairs of matrices whose differences have rank one. Applications to rank one preservers and semi-isomorphisms are considered.
Introduction
The study of bijective coherence invariant mappings on spaces of matrices was initiated by Hua in middle forties. He defined two n × n matrices A and B to be coherent if A − B is of rank one. A bijective mapping ψ from a vector space of matrices to another is said to be coherence invariant if both ψ and ψ −1 send coherent pairs of matrices to coherent pairs of matrices. Hua studied bijective coherence invariant mappings on four types of matrices: rectangular matrices, symmetric matrices, skewsymmetric matrices and Hermitian matrices. For the space of all m × n matrices over a field with more than two elements, Hua [7] showed that such a mapping is a composition of some or all of the following basic mappings: (i) A → A + R for some matrix R.
(ii) A → PAQ for some nonsingular matrices P , Q. (iii) A → A σ , induced by an automorphism a → a σ of the underlying field. (iv) A → A t , where m = n, and A t denotes the transpose of matrix A. He obtained this result by studying maximal sets of rank one and establishing a fundamental theorem of affine geometry. Later on, his work has been followed by many mathematicians. Jacob [8] generalized his result to tensor product spaces of arbitrary dimension. Wan and Wang [18] showed that the same result holds true when the underlying field has only two elements. For the space of n × n symmetric matrices over a field of characteristic not equal to 2, Hua [6] proved that every bijective coherence invariant mapping is of the form
where λ is a scalar, P is a nonsingular matrix, R is a symmetric matrix, and σ is an automorphism of the underlying field. Wan [15, 16] showed that the same result holds for n × n symmetric matrices over fields of characteristic equal to 2 for n > 3, and when n = 3, there is an additional type of bijective coherence invariant mappings. Hua obtained his theorem by the construction of involutions while Wan proved his result by studying maximal sets of rank one and maximal sets of rank two. For work done on this research area, see the book "Geometry of Matrices" by Wan [17] .
In this paper, we study the group of bijective coherence invariant mappings on the space of block upper triangular matrices. The result obtained is quite different from and more complicated than the corresponding theorem on spaces of rectangular matrices. In addition to four types of basic mappings described above, we identify another three types of basic mappings. In the final section, applications to rank one preservers and semi-isomorphisms are discussed.
We remark that recently there has been considerable interest in studying preserver problems on block triangular matrices. This includes linear rank one preservers [3, 13] , commutativity preservers [12, 13] , numerical range preservers [9] and rank one nonincreasing mappings [4] on upper triangular matrices; additive surjective rank one preservers [1] and generalized numerical range preservers [2] on block triangular matrices. For a survey of linear preserver problems see [10, 14] .
Let us now introduce some notation and terminology that will be required throughout our discussion. Let k, m and n be positive integers with m, n 2, and let F be an arbitrary field. Let M m,n (F ) denote the vector space of all m × n matrices over F, and as usual M n (F ) = M n,n (F ) where A ij ∈ M m i ,n j (F ) for all 1 i, j k. We shall call such a vector space T (m i ,n i ;k) a block triangular matrix space. In particular, when m i = n i for all 1 i k, the space T (n i ,n i ;k) is abbreviated to T (n i ;k) , and if m i = n i = 1 for all i, then it forms the algebra of all n × n upper triangular matrices and will be abbreviated to T n . Given two vectors u = (u i ) ∈ M m,1 (F ) and v = (v j ) ∈ F n , we shall denote by u⊗v the m × n matrix uv whose (i, j )th entry is u i v j . It is obvious that a matrix A ∈ M m,n (F ) is of rank one if and only if A = u ⊗ v for some nonzero vectors u ∈ M m,1 (F ), v ∈ F n . As usual, we will denote the elements of the standard bases of M m,1 (F ) and F n by e 1 , . . . , e m and f 1 , . . . , f n , respectively. We also use the common notation E ij = e i ⊗ f j for the matrix units in M m,n (F ) . Furthermore, we use u 1 , . . . , u r to denote the subspace generated by the vectors u 1 , . . . , u r . With a block triangular matrix space T (m i ,n i ;k) , we associate two chains of subspaces
where
and
for all 1 i k. Moreover, for each 1 i k, we use U * i and V * i to denote the subsets of U i and V i , respectively, such that
Rank and coherence
We denote the rank function by ρ. To establish our main result, we start with the following two lemmas, the first of which can be obtained by slightly modifying the proof of Lemma 4.1 in [3] and that of Lemma 1.3 in [8] . 
Lemma 2.1. Let r be a positive integer min{m, n}, and let A ∈ T (m i ,n i ;k) . Then ρ(A)
and there is no shorter chain with this property.
The proof of Lemma 2.2 follows easily from Lemma 2.1. We remark that every bijective coherence invariant mapping on T (m i ,n i ;k) preserves the rank of the difference of any pair of matrices.
Maximal sets of rank one
In this section, we introduce the concept of maximal sets of rank one on T (m i ,n i ;k) which is an important tool in the study of coherence invariant mappings on block triangular matrices. We fix some notation which we shall require in the discussion. Let R r denote the set of all rank r matrices in M m,n (F ). Let U and V be subspaces of M m,1 (F ) and F n , respectively. If x ∈ M m,1 (F ), y ∈ F n , we shall define
It is clear that both x ⊗ V and U ⊗ y are subspaces of M m,n (F ). Definition 3.1. A nonempty set M contained in T (m i ,n i ;k) is said to be a maximal set of rank one if every pair of elements of M is coherent and there is no other element outside M, which is coherent to each element of M.
Lemma 3.2. A subset M of T (m i ,n i ;k) is a maximal set of rank one containing the zero element if and only if it is either of the form
some nonzero vector y ∈ V i . Hence x ⊗ V i is a maximal set of rank one containing zero element.
Necessity part. Since M contains the zero element, it follows that every nonzero element of M is of rank one. Let A be a nonzero element of M. By Lemma 2.1, A = x ⊗ y for some x ∈ U * i , y ∈ V * j with 1 i j k. Since m, n 2, there exists an element B ∈ M such that either (i) B = x ⊗ v for some v ∈ V i with v / = y ; or (ii) B = u ⊗ y for some u ∈ U j with u / = x . We consider case (i) as case (ii) can be proved similarly. Therefore for any nonzero element w ⊗ z of M, we have either z / = y or z / = v . Thus, we deduce that w = x , and by the maximality of M, we have M = x ⊗ V i with i / = k only when n k = 1. 
Proof. Since M and N are two maximal sets of rank one containing the zero element in common, it follows from Lemma 3.2 that we have (a) M = x 1 ⊗ V i for some x 1 ∈ U * i , 1 i k and i / = k only when n k = 1, or (b) M = U i ⊗ y 1 for some y 1 ∈ V * i , 1 i k and i / = 1 only when m 1 = 1; and (a) N = x 2 ⊗ V j for some x 2 ∈ U * j , 1 j k and j / = k only when n k = 1, or (b) N = U j ⊗ y 2 for some y 2 ∈ V * j , 1 j k and j / = 1 only when m 1 = 1. We distinguish the following four cases:
We may assume without loss of generality that i j . Then V j ⊆ V i , and
Hence we can conclude that M and N have only the zero element in common when x 1 , x 2 are linearly independent. We see that x 1 ⊗ f n and x 2 ⊗ f n is a pair of nonzero coherent elements contained in M and N, respectively.
Using the similar arguments as in the proof of case 1, we conclude that if y 1 , y 2 are linearly independent, then M and N are maximal sets of rank one which have only the zero element in common. Again we see that e 1 ⊗ y 1 and e 1 ⊗ y 2 is a pair of nonzero coherent elements contained in M and N, respectively.
Case
Observe that
It is easy to see that either M and N have only the zero element in common, or there exists a pair of nonzero coherent elements, one from M and another from N, but not both. Hence this is not the desired result.
This case can be treated similarly as case 3. This completes our proof.
Preliminary and basic results
Throughout, we let m, n, p, q, h and k be positive integers with m, n, p, q 2. It may be useful to keep in mind that we designate T (m i ,n i ;k) and T (p i ,q i ;h) to be the block triangular matrix spaces of M m,n (F ) and M p,q (F ), respectively. Recall that {U 0 , U 1 , . . . , U k } and {V 1 , V 2 , . . . , V k+1 } are the chains of subspaces as defined in (1) and (2) . Analogously, with the block triangular matrix space T (p i ,q i ;h) , we associate two chains of subspaces
where 
Proof. We argue by induction on r, with the result being trivial for r = 1. Now we assume that r > 1 and assertion (3) is true for all rank less than r. Let A = r i=1 x i ⊗ y i . In view of Lemmas 2.1 and 2.2, it is clear that ψ(A) is of rank r. Accordingly we may write 
for all 1 i < j r, and
Clearly, A is of rank r. By Lemma 4.1, there exist linearly independent vectors w 1 , . . . , w r ∈ F n such that
Since s i s j for all i j , it follows that for each 1 i r, and for any fixed positive integer t such that i < t r, we have
are of rank r − 1. Thus,
for all 1 i r, and
for all 1 i < t. By (5) and (6), we obtain y t ∈ w j | 1 j r, j / = i for all 1 i < t, Hence
In particular, y r ∈ w r and w r − y r ∈ w 1 , . . . , w r−1 . Therefore, w r = y r . Also, in view of (5) and (7) 
Assume that r 3. By the above discussion, we can easily conclude that for each 1 i < j r, there exists ξ ij ∈ F such that
To complete the proof, we will show that ξ ij = λ ij for all i < j. Consider the element
which is of rank r − 2. Thus
In view of (8) and (9), for each 1 i < j r, we have
Thus (λ ij − ξ ij )w j ∈ w s | 1 s r, s / = i, j , and hence ξ ij = λ ij for all 1 i < j r. Accordingly, this completes our proof.
Then it is readily verified that A ∼ = J n A t J m , where J n is the n-square matrix with 1's on the second diagonal and 0's elsewhere. Furthermore, if S is a subspace of M m,n (F ), then by S ∼ we denote the subspace of M n,m (F ) such that 
and for each y ∈ V * j , 1 j k with j / = 1 only when
Proof. Since ψ leaves invariant maximal sets of rank one, leaves invariant intersection of maximal sets of rank one and carries zero onto zero, it follows from Lemmas 3.2 and 3.3 that either (I) for each x ∈ U * i (1 i k with i / = k only when n k = 1), there exist u ∈ X * j
(1 j h with j / = h only when q h = 1) such that 
We first consider (I). We prove only (10) since (11) can be treated similarly. The proof is by induction on i. (10) is true for i = 1. We now assume that i > 1, and (10) is true for i − 1. Let x 1 be any element of U * i . We distinguish between two cases: Case 1: i k and n i + · · · + n k 2. Since x 1 ⊗ V i is a maximal set of rank one, it follows that there exists
Since ψ −1 is bijective coherence invariant we have by the induction hypothesis that j i.
Thus r < i. By the induction hypothesis, this is a contradiction. Hence j = i.
Case 2: i = k and n k = 1. Suppose that q k 2. Then u 2 ⊗ Y k is a maximal set of rank one for some u 2 ∈ X * k , and so there exists
Again, by the induction hypothesis, this is a contradiction. Thus q k = 1, and so h = k. Hence (10) is proved.
We now consider (II). Let ϕ :
Evidently, ϕ is a bijective coherence invariant mapping satisfying (I). Applying the same argument to ϕ, we have h = k, and (b) holds true. Hence the lemma is proved.
Proof. The result for the cases (i, m 1 ) = (1, 1) and (i, n k ) = (k, 1) follows directly from Lemma 4.3. In the sequel, we proceed to prove the other cases. Let A ∈ U i ⊗ V i be a nonzero matrix of rank r. Then there exist x j ∈ U * s j
(1 s j i) and y j ∈ V * t j
and both x j ⊗ V s j and U t j ⊗ y j are maximal sets of rank one for all 1 j r, it follows from Lemma 4.3 that either
We consider case (a) as case (b) can be shown similarly. In view of Lemma 4.1, we get
This completes our proof.
Coherence invariant mappings
In this section, we characterize coherence invariant mappings acting on block triangular matrix spaces. We will see that three special types of basic mappings are identified in Examples 5.2, 5.3, 5.7 and 5.11.
Then the following statements are equivalent:
Proof. We omit the proof of (ii) ⇒ (iii) and (iii) ⇒ (i), and consider (i) ⇒ (ii). Since
Remarks.
1. Let P and Q be nonsingular matrices satisfying the equivalent statements (i)-(iii) in Lemma 5.1. Then the inverses of P and Q also satisfy a similar set of equivalent statements.
Throughout, we will use T * (m i ,n i ;k) to denote the block triangular matrix space T (m i ,n i ;k) of M m,n (F ) such that n 1 = 1 when m 1 = 1, and m k = 1 when n k = 1. Let s, t be integers such that 1 s n, 1 t m. Let T s,t denote the subspace of T (m i ,n i ;k) consisting of all matrices (a ij ) for which a ij = 0 for all 1 i m, 1 j s − 1, and a ij = 0 for all t + 1 i m, 1 j n.
Example 5.2. Let µ 1 , . . . , µ n be mappings from F into F such that µ 1 is bijective and µ i (0) = 0 for all i, and let θ : F → F \{0} be a mapping such that θ(0) = 1. Let
We define a mapping
, and hence L (µ 1 ,...,µ n ,θ ) is bijective. Also, it is easily shown that 
Next we recall the definition of semi-linear mappings, and we state the fundamental theorem of the geometry of rectangular matrices. We will use it in our proof.
Definition 5.4. Let U, V be vector spaces over F. A mapping ϕ : U → V is said to be semi-linear if it is additive and there exists an automorphism σ :
Theorem 5.5. Let m, n, p and q be integers 2. Then ψ : M m,n (F ) → M p,q (F ) is bijective coherence invariant if and only if either (p, q) = (m, n) or (p, q) = (n, m) and ψ is a composition of some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ M m (F ) and Q ∈ M n (F ).
This is present only when (p, q) = (n, m).
Theorem 5.5 is due to Hua [7] except for the case when |F | = 2. Later, Wan and Wang supplemented the result by giving a proof for the case |F | = 2 in [18] .
and ψ|R 1 is a composition of some or all of the following mappings:
Proof. In view of Theorem 5.5, the result is clear when k = 1. Assume that k 2. We consider only the case m 1 = n k = 1 as the other cases can be shown similarly. 
Thus, we have
Similarly,
Therefore, α i is a scalar multiple of α k−1 |U i , and β i is a scalar multiple of β 2 |V i for all 2 i k − 1. Thus for each 2 i k − 1, there exists a nonzero
, it follows that all λ i 's are equal. Without loss of generality we may assume that λ i = 1. Hence we have
We now extend the mappings α k−1 and β 2 to the semi-linear mappings α k :
with ϕ(A) = A for every rank one matrix A ∈ T 2,m−1 . By Lemma 4.3, we have
Next, we show that there exist mappings µ 1 , . . . , µ n : F → F with µ 1 is bijective and µ i (0) = 0 for all 1 i n, and θ : F → F \{0} with θ(0) = 1 such that
for all y = (y i ) ∈ V 1 ; and there exist mappings η 1 , . . . , η m : F → F with η 1 is bijective and η i (0) = 0 for all 1 i m, and ϑ : F → F \{0} with ϑ(0) = 1 such that
for all x = (x i ) ∈ U k . We shall only focus on the proof of (13) as (14) can be shown similarly. Given any nonzero element a ∈ F , we let
We first establish that there exists a fixed nonzero element γ a ∈ F such that
Clearly, the result holds true when v = af 1 . We next consider any v = (v i ) ∈ V a with v / = af 1 , and letv = v − af 1 . In view of Lemma 4.1, there exist linearly independent vectors w 1 , w 2 such that ϕ(e 1 ⊗ v + e 2 ⊗v) = e 1 ⊗ w 1 + e 2 ⊗ w 2 . Since ϕ(A) = A for every rank one matrix A ∈ T 2,m−1 , it follows that w 1 ∈ V * 1 and w 2 ∈ V 2 . Moreover, since ϕ(e 1 ⊗ v + e 2 ⊗v) − ϕ(e 2 ⊗v) = e 1 ⊗ w 1 + e 2 ⊗ (w 2 −v) ∈ R 1 , it follows that w 2 −v = w 1 . Thus w 2 =v. Similarly, since
there exists λ ∈ F such that w 1 = β(v) + λv. Hence, we conclude that
Since ϕ(
, it follows that there exists a nonzero scalar γ v ∈ F such that
We now consider v = (v i ) ∈ V a such that v s , v t / = 0 for some 2 s < t n. Applying the similar arguments as in the proof of (16) we have
where i = s, t, for some λ s , λ t ∈ F , and since
are of rank one, there exist nonzero scalars γ v,s , γ v,t ∈ F such that
By (17) and (18), it is easy to see that γ u = γ v for all u, v ∈ V a such that u, v / = af 1 . Hence, assertion (15) is proved. Moreover, since β is the identity on V 2 , we define a mapping θ : F → F \{0} such as
In view of (15), we deduce that
and β(0) = 0, it follows that for each a ∈ F , we have β(af 1 ) = (µ 1 (a), µ 2 (a) , . . . , µ n (a)) for some mappings µ 1 , . . . , µ n : F → F such that µ i (0) = 0 for all 1 i n. We now show that µ 1 is bijective. By (19) and the surjectivity of β, it is clear that µ 1 is surjective. Suppose that µ 1 (a) = µ 1 (b). Then we have β(af 1 ) = (µ 1 (b), µ 2 (a), . . . , µ n (a) ). On the other hand, by (19) we obtain
By the injectivity of β, we get a = b. This completes the proof of (13). Hence we have
..,µ n ,θ ) , and this completes our proof of case (a). We now consider case (b). Define a mapping φ : T * 
Consequently, for each X = (x ij ) ∈ S s,t , we have
Thus it is easy to verify that AXA ∈ T (m i ,n i ;k) for every A ∈ T (m i ,n i ;k) , AXA = 0 for all rank one matrix A ∈ T (m i ,n i ;k) , and 
for all A ∈ T (m i ,n i ;k) and all X i ∈ S s,t i , i = 1, 2. Similarly, for any 1 s 1 , s 2 < t k,
for all A ∈ T (m i ,n i ;k) and all X i ∈ S s i ,t , i = 1, 2. Given any 1 s < t k, and any fixed X ∈ S s,t , we now define a mapping
Clearly, X is the identity on all rank one matrices of T (m i ,n i ;k) , and by (20) we see
for all A ∈ T (m i ,n i ;k) . Consequently, we conclude that X is bijective since
. We now claim that X is a coherence invariant mapping on T 
Proof. Note that 
< p c s and d t−1 < q d t , and ψ(A) =
Proof. We first establish that for any vectors u = w + e q ∈ U * t and v = f p + z ∈ V * s , where w = u 1 e 1 + · · · + u q−1 e q−1 and z = v p+1 f p+1 + · · · + v n f n , there exists a scalar λ vu ∈ F such that
for all x ∈ U s , y ∈ V t . The result is clear when x = 0 or y = 0. In the sequel, we assume that x, y / = 0. Since x ⊗ v + u ⊗ y ∈ R 2 , by Lemma 4.2, there exists α ∈ F such that ψ(x ⊗ v + u ⊗ y) = x ⊗ v + u ⊗ y + α(x ⊗ y). Since m 1 , n k 2, we suppose that x 1 , x 2 and y 1 , y 2 are linearly independent vectors of U s and V t , respectively. Let x 3 = x 1 + x 2 , and y 3 = y 1 + y 2 . Clearly x i / = x j and y i / = y j for all 1 i / = j 3. By Lemma 4.2, for any distinct pair 1 i, j 3,
for some λ 1 , λ 2 ∈ F . We now consider the rank two matrix
In view of (27)-(29), since both
are of rank one, it follows from Lemma 5.7 that we have λ 1 = λ 3 = λ 2 . Moreover, since x / = x i and y / = y i for some 1 i 3, we may repeat the above argument to reach the desired conclusion α = λ vu . The proof of (26) is complete. In particular, there exists λ pq ∈ F such that
for all x ∈ U s , y ∈ V t . We now show that
for all x ∈ U s , y ∈ V t , and v = f p + z ∈ V * s with z = v p+1 f p+1 + · · · + v n f n . Again, the result is clear when either x, y or z is a zero vector. In what follows, we assume that x, y, z / = 0. We devide our proof into the following cases: Case 1: z ∈ V t . Since n k 2, there existsv ∈ V t such that v / = z . By (26), there exists λ vq ∈ F such that ψ(x ⊗ v + e q ⊗ w) = x ⊗ v + e q ⊗v + λ vq (x ⊗v). Since
is of rank one, it follows that
is of rank one. In view of Lemma 5.7, we have λ vq = λ pq as desired.
Case 2: z / ∈ V t . Since m 1 2 there existsū ∈ U s such that ū / = x . Clearly, we have x ⊗ f p + u ⊗ z + e q ⊗ y ∈ R 3 . By the assumption on ψ, we obtain
and in view of (26), we have ψ(x ⊗ f p + e q ⊗ y) = x ⊗ f p + e q ⊗ y + λ pq (x ⊗ y), and ψ(x ⊗ v + e q ⊗ y) = x ⊗ v + e q ⊗ y + λ vq (x ⊗ y) for some λ vq ∈ F . By Lemma 4.2, we get y) is of rank one, and hence λ vq = λ pq .
Since m 1 , n k 2, by using similar arguments as in the proof of (30) we show that ψ(x ⊗ v + u ⊗ y) = x ⊗ v + u ⊗ y + λ pq (x ⊗ y) for all x ∈ U s , y ∈ V t , u = w + e q ∈ U * t with w = u 1 e 1 + · · · + u q−1 e q−1 , and v = f p + z ∈ V * s with z = v p+1 f p+1 + · · · + v n f n . We consider any nonzero rank r matrix A = (a ij ) ∈ T p,q . Clearly, if A ∈ T p+1,q ∪ T p,q−1 , then ψ(A) = A, and the result follows. We now suppose that a i p / = 0, a q j / = 0 for some 1 i d s , c t−1 < j n. Write A 1 = (a 1 p , . . . , a m p ) t and A 2 = (a q 1 , . . . , a q n ) . Then we have
for some y = f p + y p+1 f p+1 + · · · + y n f n , x = x 1 e 1 + · · · + x q−1 e q−1 + e q , and u i ⊗ v i ∈ T p+1,q−1 (2 i r − 1). By the assumption on ψ, it is clear that
for all 2 i r − 1, and ψ(
. In view of Lemma 4.2, we have
A for all A ∈ T p,q . This completes our proof.
Lemma 5.9. Let k, s, t be integers such that k 2 and 1 s < t k. Let ψ : T (m i ,n i ;k) → T (m i ,n i ;k) be a bijective coherence invariant mapping with ψ(A) =
A for all A ∈ T c s−1 +1,d t−1 ∪ T c s +1,d t .
Then there exists a fixed matrix X ∈ S s,t (F ) such that
Proof. We let p = c s and q = d t−1 . Firstly, our task is to show that there exist scalars λ p q+1 , . . . , λ p q+m t ∈ F such that
for all A ∈ T p,q+m t . By our assumption on ψ, we get ψ(A) = A for all A ∈ T p,q ∪ T p+1,q+1 . By Lemma 5.8, we can easily deduce that there exists λ p q+1 ∈ F such that ψ(A) = A + A(λ p q+1 E * p q+1 )A for all A ∈ T p,q+1 . If m t = 1, then the proof of (31) is complete. Now, suppose m t > 1. We define a mapping φ 1 : (21) and (22), we see that
. Continuing in this manner, it is easy to check that (31) holds true. If n s = 1, then we are done. Suppose n s > 1. Again, we define a mapping
. By repeating the similar arguments as in the proof of (31), we can show that
for all A ∈ T p−1,q+m t . Again, in view of (21) and (22), we deduce that
for all A ∈ T p−1,q+m t . Continuing in this manner, finally, we conclude that
Example 5.10. Let k, s, t be integers such that k 2 and 1 s < t k. Let X be any n × m matrix of s,t . By (25), we see that X is uniquely represented in the form X = s i<j t X ij , where X ij ∈ S i,j for all s i < j t. We now define a mapping X,s,t :
, where for each s + 1 j t, X,s,j is the mapping on T (m i ,n i ;k) given by
In view of (21)- (24), we have
Hence X,s,t is a bijective coherence invariant mapping on T (m i ,n i ;k) with X,s,t (A) = A for every rank one matrix A ∈ T (m i ,n i ;k) . Moreover, by (21) and (22), we can easily conclude that for any s i < j t, and any X, Y ∈ s,t , we have
Theorem 5.11. A mapping ψ : T (m i ,n i ;k) → T (p i ,q i ;h) is bijective coherence invariant if and only if T (p i ,q i ;h) = T (m i ,n i ;k) or T (p i ,q i ;h) = (T (m i ,n i ;k) ) ∼ and ψ is a composition of some or all of the following mappings:
(i) The mapping A → PAQ for some nonsingular matrices P ∈ M m (F ), Q ∈ M n (F ) described in Lemma 5. Proof. The sufficiency part is clear. We prove the necessity below. Let ψ(0) = R. We now define a mapping ϕ :
Hence ϕ is bijective coherence invariant with ϕ(0) = 0. Applying Lemma 5.6 we have i ,n i ;k) ) ∼ , and ϕ|R 1 is a composition of some or all the bijective coherence invariant mappings described in (i), (ii) and (v) of Lemma 5.6. We consider only the case T (p i ,q i ;k) = T (m i ,n i ;k) as the second case, i.e., T (p i ,q i ;k) = (T (m i ,n i ;k) ) ∼ can be treated in the same way. Consequently, we may assume without loss of generality that ϕ(A) = A for every rank one matrix A ∈ T (m i ,n i ;k) . In view of Theorem 5.5, we have
Consequently, when k = 1, we are done. We now suppose that k 2. In the next step, we proceed to show that for each 1 < s k, there exist matrices X pq ∈ S p,q for all 1 p < q s such that
where for each 1 < j s, 1,j is the mapping on T (m i ,n i ;k) given by
We proceed by induction on s, with the result being trivial for s = 2 by (32) and Lemma 5.9. We now assume that s > 2, and assertion (33) holds true for s − 1. Let
In view of (20), we see that for each 2 j s
Again by (20), we see that
In particular, we have ( 
Similarly, we deduce that (
Continuing in this manner, finally, we deduce that
for all A ∈ T 1,d s , and hence ( 
Proof. We consider only assertions (a) and (c) as assertion (b) can be treated similarly as (a). Firstly, we shall concentrate on assertion (a). We first establish that there exist mappings α 2 , . . . , α m : F → F with α i (0) = 0 for all 2 i m, such that for each e s ∈ U * j , 2 j k,
for all y = (y i ) ∈ V 1 , and v ∈ V j . Obviously, (34) holds true when y 1 = 0 or v = 0. We now consider nonzero vector v ∈ V j and y ∈ V *
. By Lemma 4.2, there exists
Let v be any vector in V j such that v / = f n . By Lemma 4.2 again, there exists λ ∈ F such that
Since (e 1 ⊗ y + e s ⊗ f n + λ y,s (e 1 ⊗ f n )) − (e 1 ⊗ y + e s ⊗ v + λ(e 1 ⊗ v)) ∈ R 1 , it follows from Lemma 5.7 that λ = λ y,s . Hence, we deduce that for each e s ∈ U * j (2 j k), and y ∈ V * 1 , there exists λ y,s ∈ F such that ψ (e 1 ⊗ y + e s ⊗ v) = e 1 ⊗ y + e s ⊗ v + λ y,s (e 1 ⊗ v)
for all v ∈ V j . We next claim that for each 2 s m, λ y,s = λ y 1 f 1 ,s for all y = (y i ) ∈ V * 1 . Let y = y 1 f 1 + z be any vector in V * 1 with z ∈ V 2 \{0}. We will distinguish our proof into the following two cases:
Then there exist linearly independent vectors w 1 , w 2 ∈ V 2 such that w 1 − w 2 = z. In view of (35) λ y 1 f 1 ,s (e 1 ⊗ w 2 ) for some λ y,s , λ y 1 f 1 ,s ∈ F . Since
is of rank one, it follows from Lemma 5.7 that we prove λ y,s = λ y 1 f 1 ,s .
Case 2: 1 + m 2 < s m.
Let w be any vector in V k such that w, z are linearly independent. Then ψ(e 2 ⊗ z + e s ⊗ w) = e 2 ⊗ z + e s ⊗ w, and by (35) and the result of case 1, there exist 
By Lemma 4.2, we deduce that
Hence, (34) is proved.
We are now in a position to show that there exist mappings α 2 , . . . , α m : F → F with α i (0) = 0 for all 2 i m, such that
for all y = (y i ) ∈ V 1 , v ∈ V j and u = u 2 e 2 + · · · + u m e m ∈ U j (2 j k). Again, by the assumption on ψ, it is clear that (36) is true when either
In what follows, we assume that u, v / = 0, and
Hence (36) is proved for u = u 2 e 2 . We now suppose that (36) holds true for any u = u 2 e 2 + · · · + u h e h ∈ U j with h 2. Since n k 2, we consider any z ∈ V j with z / = v . Given any nonzero u h+1 ∈ F and u = u 2 e 2 + · · · + u h e h ∈ U j , it is clear that e 1 ⊗ y + u ⊗ v + u h+1 e h+1 ⊗ z ∈ R 3 . Similarly,
By our induction hypothesis and Lemma 4.2, we have
By Lemma 4.2 again, there exists λ ∈ F such that
Since
is of rank one, it follows that λ = h+1 i=2 α i (y i )u i as required. Hence we complete the proof of assertion (a) by induction.
To prove assertion (c) we consider any nonzero scalars a, b ∈ F . By Lemma 4.2, there exists λ a,b ∈ F such that
We define a mapping δ :
Hence we have
for all y 1 , x m ∈ F . We next verify that
is true when w = 0 or x m = 0. We now assume that w, x m / = 0. By Lemma 4.2, we have ψ(e 1 ⊗ y 1 f 1 + x ⊗ f n ) = e 1 ⊗ y 1 f 1 + x ⊗ f n + λ(e 1 ⊗ f n ) for some λ ∈ F . We distinguish between two cases:
Case 1: w ∈ U * j for some 2 j k − 1. By the assumption on ψ, we see that
By Lemma 4.2 again, we see that
Hence λ = δ(y 1 , x m ) as asserted. Case 2: w ∈ U * 1 . Let w = x 1 e 1 , and let z 1 = −x 1 (e 1 + e 2 ) and z 2 = −x 1 e 2 + x m e m . By case 1, we have
Hence we have λ = δ(y 1 , x m ). Analogously, by using arguments similar as in the proof of assertion (37), we obtain
Hence the lemma is proved.
Example 5.13. Let m, n be integers 2. Let each of α 2 , . . . , α m , β 2 , . . . , β n be a mapping from F into F such that α i (0) = 0 for all 2 i m, and β j (0) = 0 for all 2 j n. For each 2 i m, 2 j n, and for any a ∈ F , we denote P (α 2 ,...,α i ) (a) and Q (β 2 ,...,β j ) (a) to be the m × m matrix and n × n matrix, respectively Let either m 1 = 1 or n k = 1. Define a mapping : T *
, where δ is the mapping from F 2 into F with δ(a, 0) = δ(0, a) = 0 for all a ∈ F . For each 2 i m, 2 j n, we define a mapping
Hence is a bijective mapping on T * (m i ,n i ;k) . We next claim that is a coherence invariant mapping. We consider only the case m 1 = n k = 1, as the other cases can be shown much easily. Let A = (a ij ) and B = (b ij ) be any pair of coherent elements of T * (m i ,n i ;k) . We will distinguish our proof into the following cases:
Case 
Case 2 
By Lemma 5.12(a), we see that for each 2 i r, 
Thus, we are done.
Case 3: Suppose m 1 2 and n k = 1. By using similar arguments as in the proof of case 2, we show that there exist mappings β 2 , . . . , β n : F → F with β i (0) = 0 for all 2 i n, and X ∈ 1,k−1 such that (
Firstly, we consider the mapping ϕ|T 2,m−1 . Applying Theorem 5.11, we see that
for some matrix X ∈ 2,k−1 . Next we consider the restriction of the mapping of 
We define mappings
. Clearly, the mappings σ 1 and σ 2 are both bijective coherence invariant with σ 1 (A) = A for all A ∈ T 2,m , and σ 2 (A) = A for all A ∈ T 1,m−1 , and
which is a bijective coherence invariant mapping, is the identity on all of T 1,m−1 ∪ T 2,m . Let A = (a ij ) be any rank r matrix of T * (m i ,n i ;k) such that a 11 , a mn are both nonzero scalars, and let u 1 = (a 11 , . . . , a 1n−1 , 0) and u 2 = (a 1n , . . . , a mn ) t . Then there exists a rank r − 2 matrix B ∈ T 2,m−1 such that A = e 1 ⊗ u 1 + B + u 2 ⊗ f n . Since φ(e 1 ⊗ u 1 + B) = e 1 ⊗ u 1 + B, and φ(B + u 2 ⊗ f n ) = B + u 2 ⊗ f n , it follows from Lemmas 4.2 and 5.12(c) that
where δ : F 2 → F is a mapping such that δ(0, a) = δ(a, 0) = 0 for all a ∈ F . Hence we conclude that
. This completes our proof.
In particular, we have the following. 
where R ∈ T 2 , α and β are bijective mappings on F with α(0) = β(0) = 0, and f a,c 's are bijective mappings on F with f 0,0 (0) = 0.
Proof. The sufficiency part is clear. We consider the necessity part. Suppose that ψ(0) = R. We define a mapping ϕ :
Clearly, ϕ is bijective coherence invariant with ϕ(0) = 0. Let 
it follows that s = s . Therefore, there exists a bijective mapping α : F → F with α(0) = 0 such that
Similarly, there exists a bijective mapping β : F → F with β(0) = 0 such that
It follows that For algebraically closed fields, the following theorem gives a necessary and sufficient condition for the existence of singular linear rank one preservers on block triangular matrices. Then it is easily checked that ψ is a singular linear rank one preserver. The case for m > n can be proved similarly.
Remarks.
1. The assumption that F is algebraically closed is only needed for the necessity part of the theorem. holds for all a, b ∈ R 1 . One can easily check that T (n i ;k) constitutes a subalgebra of M n (F ). We now study the structure of semi-isomorphisms on T (n i ;k) , and begin with the following lemmas: Lemma 6.4. Let A be an idempotent matrix of T (n i ;k) . Then there exists a nonsingular matrix P ∈ T (n i ;k) such that PAP −1 is a diagonal idempotent. . . .
when s 1. We let
Then it is easy to verify that PAP −1 is a diagonal idempotent matrix. This completes our proof. Proof. We first prove the necessity. By Lemma 2.1, there exist nonsingular matrices P , Q ∈ T (n i ;k) such that PAQ = E st for some E st ∈ T (n i ;k) . Let E = P −1 E ss P . Clearly E is rank one idempotent of T (n i ;k) . A direct verification yields (I n − E)A (I n − E) = 0 and (A − EAE) 2 = 0.
Conversely, let A = (a ij ) ∈ T (n i ;k) . By Lemma 6.4, we may assume without loss of generality that E = E ss for some 1 s n. If (I n − E)A(I n − E) = 0, then
Since (A − EAE) 2 = 0, we have either a is = 0 for all 1 i / = s n; or a si = 0 for all 1 i / = s n. Hence A is of rank one, and we are done.
Remark. The statement and the proof of Lemma 6.5 are analogous with the corresponding result on the space of m × n matrices; see [7] . for all a, b, c ∈ F . We are done.
As an immediate consequence of Theorem 6.6, we have the following result, which is an extension of [12, Corollary 7] . 
