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We consider the oscillatory behavior of solutions of the equation 
(PY’>‘+qY=o (1.1) 
on the interval [0, a), u < co. Throughout this paper we assume that the 
coefficients p and q are real-valued, piecewise continuous and p > 0. Below, 
by a solution we mean a non-trivial solution. A solution is oscillatory if it 
has an infinite number of zeros. 
Numerous oscillation criteria are known and diversified approaches have 
proved fruitful. Among these is the use of the associated Riccati equation. 
Although the theory of differential and integral inequalities has been used by 
some investigators, see, e.g., Hartman [4, 71, the authors believe that it has 
not been fully exploited. The non-oscillation of (1.1) is equivalent to the 
existence of a solution of the associated Riccati equation on a half line. Thus 
one technique of proving oscillation is to show that any solution of the 
Riccati equation diverges to i-co at a finite point. The theory of differential 
and integral inequalities comes in handy in the estimation of the growth of 
such a solution. 
Below we describe some known results that are relevant to results 
established in this paper. Although these are stated here for the case (I = co, 
in the rest of the paper we consider both cases a < 0~) and a = 00. 
It is well known that if q is large in the mean then (1.1) is oscillatory. A 
typical example of such a criterion is due to Fite, Leighton and Wintner. 
If 
i 
m 
i 
I 
p-‘(t) dt = lim q(s) ds = co 
0 t-03 0 
(1.2) 
then (1.1) is oscillatory. Fite [3] 1917, first proved this criterion for p = 1 
and q > 0. Wintner [ 151 removed the second restriction and Leighton [ 111 
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1952 proved the more general result. This type of criterion allows q to be 
negative but generally Q(t) = Ik q(s) ds has to be eventually “large”. 
The condition lim,,, Ii q(s) ds = co is obviously not necessary for 
oscillation and many criteria have been established for the case when 
lim,, Ji 4( s 1 d s is finite. Hille [8] showed that if we let Q(C) = j-p” q(s) ds 
then 
(q(t) 2 0) limkf tQ(t) > l/4 (l-3) -+ 
implies oscillation. It was later observed that the restriction q(t) > 0 can be 
removed. Opial [ 131 extended this result to 
I ta Q’(s) ds > + Q(t) > 0 
for some E > 0 and all large t implies oscillation. For other results of this 
sort, consult Wong [ 161 and Willett [ 141. 
Although there are results in the above two categories that cover cases 
when Q and Q take on both positive and negative values, there is no unified 
and effective approach to treat such cases. In Section 3 we give a 
surprisingly useful construction, which we name the “telescoping principle” 
that, roughly speaking, allows us to trim off the negative parts or suitably 
restrict troublesome parts of Q or Q and apply any known criteria to the 
remaining parts. It can also be used to generate oscillatory equations from 
any given oscillatory equation. This principle is a simple corollary of a 
comparison theorem which is easily established using the combined 
approach of the Riccati equation and differential inequalities as outlined 
above. 
We believe that this principle can supplement the classical Sturm 
Comparison Theorem and greatly extends its applicability in the study of 
second order oscillations. 
Our next result in Section 4 is an extension of the Fite-Leighton-Wintner 
criterion proved using the Comparison Theorem established in Section 3. 
Instead of requiring that Q be “eventually” large, it suffices to require that Q 
assumes large values on “sufficiently” large subsets of [0, co). These subsets 
may be of finite Lebesgue measure. 
It is also known that when p = 1 and under mild restrictions on q, say, q is 
bounded, Olech et al. [ 121, or 
sup lri’p(t)dr l/(1 +u) as u--,0, Hartman [5], 
ue[o,m) u 
18 MAN KAM KWONG AND ZETTL 
then 
lim e(t) does not exist 
t-a0 (1.5) 
is sufficient for oscillation. These results are covered by Willett’s observation 
[ 141 that if there exist two real numbers I < ,U such that the sets 
{t: o(t) > P} and {t: o(t) < A} have infinite measure (1.6) 
then (1.1) is oscillatory. In Section 5 we prove a result that extends (1.6). 
Zlamal [ 181 showed that when p = 1, 
(1.7) 
implies oscillation. This is a different extension of (1.2). In Section 6 we 
show that Zlamal’s result is still true when the weight s” is replaced by more 
general functions. 
The theory of differential and integral inequalities plays a fundamental 
role in all our proofs. 
2. DIFFERENTIAL AND INTEGRAL INEQUALITIES : RICCATI’S EQUATIONS 
We refer the readers to [4] for standard results concerning differential and 
integral inequalities. See also [lo]. Specifically we will use slightly 
strengthened versions of Theorem 4.1 and Corollary 4.4 on pages 26, 29, 
respectively, of [4], in which we only require U(t, u) to be piecewise 
continuous (instead of continuous) in t and continuous in II on an open 
(t, u)-set. This modification is needed to accommodate Eqs. (1.1) with 
piecewise continuous coefficients and it can be established without much 
difficulty. The following facts are also well known. Suppose that (1.1) has a 
solution y which is of one sign in an interval [a, /I) c [0, a). The substitution 
r = -py’/y yields from (1.1) the following equivalent equations 
and 
r’(t) = m/Pw + 40) tE b9B) (2.1) 
r(t) = (’ q(s) ffs + r. + JI g ds, 
a 
(2.2) 
where r. = r(a). 
The solution y has a zero at p if and only if r(f) + +m as t + /I-. 
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Equation (1.1) is oscillatory if for any numbers a > 0 and r,,, the unique 
solution r of (2.2) satisfies r(t) + +a0 as t + fi- for some B < a. In employing 
the latter equivalent condition in the proof of certain oscillation criterion we 
can often assume, without loss of generality, that a = 0. 
3. A TELESCOPING PRINCIPLE-AN OSCILLATION 
PRESERVING CONSTRUCTION 
A very general and rather useful principle is established in this section as 
a simple consequence of the well known facts stated in Section 2. 
Let D, denote the set of real-valued piecewise continuous functions on 
[0, a), a Q co. We henceforth assume for the sake of simplicity that the coef- 
ficients of (1.1) are in D, . This restriction allows us to use standard results 
in differential and integral inequalities. As far as the theory of differential 
equations is concerned it is sufficient to assume that l/p and q are locally 
integrable. It is possible to strengthen results in differential and integral 
inequalities to cover such equations but we prefer to keep the presentation 
simple. 
Let S = Uy=i (a,, bi) be a finite (n < co) or infinite (n = co) union of 
disjoint open intervals. To start, we assume that 
0 < Ui < bi < Ui+ 1 and that the set {ai} has no finite accumulation points. 
(3.1) 
These restrictions can easily be removed by a continuity argument. Thus 
Theorem 1 below holds without condition (3.1). 
Let 
r = r(t) = m( [O, t] - S), (3.2) 
where m denotes the usual linear Lebesgue measure, and let 
A = r(a), Ai = t(a,), i = 1, 2 )...) n. (3.3) 
[0, A) is obtained from [0, a) by shrinking each interval (ai, bi) to its left 
endpoint. 
We construct a class of transformations T,: D, -+ D, as follows: Let 
f E D,. Then F = T,(f) is defined by 
F(r) = f @I if r=r(t) t#A, 
(FVt) =f(ai))* 
The function F is obtained from f by collapsing each interval (ui, bi) to a 
20 MANKAMKWONGANDZETTL 
point. If (3.1) is not satisfied, F = 7’,(f) can be defined by a limiting 
process. 
Our first result is a type of comparison theorem. 
THEOREM 1. Let S = Uy=, (ai, b,), where the intervals (at, bi) are 
mutually disjoint, be any open subset of (0, a), a < co. 
Assume 
I 
bi 
q(t) dt 2 0, i = 1, 2, 3 ,... . (3.4) 
ai 
Let A,, A be given by (3.2), (3.3). Let p, q be in D, with p > 0. Let 
p, = T,(p), q, = T,(q). Suppose z is a solution of 
(p*z’)’ + q,z = 0 on [OVA) (3.5) 
such that z(t) # 0 for 0 < t < C and z(C) = 0 for some C <A. Zf y is a 
solution of (1.1) such that y(0) # 0, p(0) y’(O)/y(O) < p,(O) z’(O)/z(O) then 
y(c) = 0 for some c < a. More precisely, if C < A,., then there exists a c < a, 
such that y(c) = 0, i = 1,2,3 ,... . 
Remark. Equivalently, if the solution of the Riccati equation 
tends to co at a point C <A,, then the solution of the Riccati equation 
r(t) = Q(t) + 1: $ ds + r(0) 
tends to co at a point c < ai, as long as r(0) > r,(O). Herep E D, and Q is a 
continuous function on [0, a). 
Proof: It suffices to establish the Theorem under the additional condition 
(3.1) since the general case follows from a continuity argument. The proof is 
by induction on n. Let rl = -p,z’/z, r = -py’/y. Then 
ri = rh + q1 on [0, C). (3.6) 
If C <A, = a,, then on [0, C), r satisfies the same equation (3.6), since 
p1 =p, q, = q on [0, a,)= [O,A,). By hypothesis r(0) > r,(O). Hence by 
Theorem 4.1 of [4], r(t) > rl(t) for 0 < t < C. Since z(C) = 0, rl(t) + co as 
t + C-. Therefore r(t) --t co as t + c- for some c < C, implying that y has a 
zero at c. 
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If A, (CGA,, then arguing as above we obtain r(a,)>r,(a,)=r,(A,). 
Integrating (2.1) and using (3.4) we get 
(3.7) 
Hence 
Since p,, q1 are simply the functions p and q translated to the left by 
t t-+ t - (b, - a,), r and r, satisfy the same Riccati equation on the intervals 
[b,, C + (b, -a,)), [A,, C) respectively. By Theorem 4.1 of [4] and (3.8) we 
conclude that whenever and ri are defined 
r(t + @, - al>) > r1(t), A,<t<C. 
As above, we see that r(t) + co as t --) c- for some c < C + (b, - a,) implying 
that y has a zero at c. This completes the proof of the case n = 1. The proof 
of the inductive step from n to n + 1 is similar and hence omitted. 
COROLLARY 1 (Telescoping Principle). Under the conditions of 
Theorem 1, if (3.5) is oscillatory then so is (1.1). 
ProoJ Let z be a solution of (3.5) with z(0) # 0. Let y be a solution of 
(1.1) satisfying y(0) # 0 and p(0) y’(O)/y(O) < p,(O) z/(0)/z(O). By 
Theorem 1, y(c) = 0 for some c < a. Now working with the half-line 
[c + 1, a) instead of [0, a) and proceeding as before one shows that y must 
have a zero to the right of c. Continuing this process leads to the conclusion 
that y is oscillatory and hence all solutions of (1.1) oscillate. 
This principle can be applied to get many new examples of oscillatory 
equations. We use a process which is the reverse of construction (3.2)-(3.5) 
in Theorem 1. Start with any known oscillatory equation (3.5). Choose a 
sequence of points Ai + A. Cut the plane at each vertical line t = Ai and pull 
the two half-planes apart forming a gap of arbitrary length. Now fill the gap 
with an arbitrary positive piecewise continuous function p and any piecewise 
continuous function q whose integral over the length of the gap is non- 
negative. Do this at each point Ai and denote the new coefficients by p, q. 
Then Eq. (1.1) is oscillatory. 
The telescoping principle is also useful in extending various known 
oscillation criteria. It implies that any sufficient oscillation condition need 
only be verified on “intervals,” namely, on lJ E I (bi, a,, ,) (only the case 
n = co is of interest here), while on the complementary intervals the coef- 
ficients p and q can be arbitrary as long as p > 0 and q has a non-negative 
integral over each such interval. 
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As illustrations we give extensions of two well known oscillation criteria. 
(I) Z. Opial’s result (1.4) does not apply to cases when Q takes on 
negative values. Corollary 1 leads to the following extension: 
Letp=l,a=co. 
Let Q+(t) = max{O, Q(C)}. If Q+(t) $0 in [to, co) for any t, and 
(3.9) 
then (1.1) is oscillatory. Note that (3.9) holds automatically at each t when 
Q(t) < 0. 
Let S be the open set {t: Q(t) < 0). By shrinking each open component of 
S to a point we obtain a telescoped equation on [0, A), the coefftcient of 
which, r,(Q), is exactly Q+ with the independent argument properly tran- 
slated and Opial’s original conditions are satisfied by 2”,(Q). The only other 
thing we have to show is that A = co. This follows from (3.9). Indeed if 
A < 00, we have 
where k = (1 + &)/4 and Q, = r,(Q), Q,(A) = 0. Using Corollary 4.4 of [4] 
to solve the integral inequality (after reflecting the interval [to, A] to an 
interval whose left end point corresponds to A), we obtain Q,(t) < 0. Hence 
Q,(t) = 0 for all t, a contradiction. Since the telescoped equation is 
oscillatory, so is the original one. 
(II) Let p = 1, a = co. P. Hartman [6] has shown that if with Q 
defined as in Opial’s criterion-see (1.3). 
lomexp (-kliQ(s)ds)dl< co for some k < 4 (3.10) 
then (1.1) is oscillatory. This result is improved in [4], p. 368, with Q 
replaced by Q, and k by 4. 
An application of the telescoping principle gives a further improvement: 
Let S= (t E [0, co): Q(t) > 0). If there exists a closed set TX S such that 
m(T) = co and 
then (1.1) is oscillatory. 
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In particular if m(S) = co then 
(3.12) 
implies oscillation. 
This extension is proved by applying the improved Hartman criterion to 
the telescoped equation obtained by shrinking the complement of T. 
That the above is a true improvement can be illustrated by examples 
constructed from the oscillatory equation y” + (t” sin t)~ = 0, -1 < a < 0, 
by creating sufficiently long gaps (letting 4 = 0 in these gaps) at appropriate 
points using the telescoping principle. 
The telescoping process can be applied in a more general way. In fact, the 
following discussion applies to all oscillation criteria based on the function Q 
or Q. Suppose the graph of Q(Q) is as shown. Usually a sufficiency criterion 
is not satisfied because of the presence of deep troughs (or high peaks) in the 
graph. The telescoping principle allows us to trim off any troublesome 
troughs (peaks), perhaps at different levels for different roughs (peaks), and 
to apply the sufficiency criterion to the telescoped equation. 
S=(o,.b) UCa,,b,) U (a3.b3) U 
4. MORE OSCILLATION CONDITIONS-&) Is LARGE OFTEN ENOUGH 
THEOREM 2. Let e(t) =Ikq(s)ds. Let ,!?(A)= {tE [O,a): cZ<t) >A}. If 
there exists an increasing sequence of numbers A, < AZ < . . . < A,, < m.. + 00 
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such that 
then (1.1) is oscillatory. 
ProoJ: It is sufficient to establish the condition equivalent o oscillation 
in Section 2 only for a = 0. Suppose that this condition is not satisfied. Then 
there exists a solution r of (2.2) with r(0) = r0 defined on [0, a). We first 
show that 
1 
a r*(t) 
-dt= 00. 
0 p(t) 
By passing to a subsequence if necessary, we may assume that 1, > -2r,. 
Then from (2.1) 
t r*(s) 
r(t)>&/2 +joxdS 
2412 for all t E S(A,). 
By hypothesis there exists a finite number ci such that 
(4.2) 
A1 Ln,o.c,, p-‘(s) ds = l/2. 
It follows from (4.2) that 
Next we may assume that 1, is so large that A2 > maxto,,,l{&t)}. Then 
,@,) c [c,, a). Repeating the above arguments we obtain a finite c, such 
that 
p-‘(s) ds = l/2 
and so 
I 
c2 r*(s) 
-ds >$A, 
Cl p(s) 
as before. The divergence of (i r*(s) p-‘(s) ds then follows easily as the 
same arguments can be repeated for each n. 
BY 
union 
Let1 
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definition, $(,$J is a closed set. Thus its complement is a countable 
of relatively open sets of the form [0, b) U Uy= 1 (ai, b,), N finite or co. 
be one of the A., with n large enough that 
P r*(s) -ds>-r,+ 1 0 p(s) 
(since b increases to infinity with n). Rewrite (2.2) as 
44 = 8(t) + (j. p(s) br2(s)I+ro) +j;%ds. 
Consider the telescoped equation on [b,A) obtained by shrinking each 
(a,, bi) of the open set S = Uy=, (ai, bi) to a point: 
rl(r) = (r,@(r) + job f$ds + ro) + j; (;‘;;ts, ds 
>n+1+ 
’ 
t E [b, A). 
By solving this integral inequality using Corollary 4.4 of [4] we obtain 
r&) > [ 1 - (A + 1) j; (Ts;)(s) ]--I. 
Since 
rl(r)-+ co as t+ C for some point C <A. By the Comparison Theorem, 
r(t) + co at a finite point to the right of b. This contradicts our assumption 
that r is defined on the whole of [0, a). 
Remarks. Note that Theorem 2 does not even require Ii p-‘(t) dt = 00 
as does Leighton’s criterion. 
If q satisfies the hypothesis of Theorem 2, the the function obtained by 
perturbing q with the addition-of ql, such that (bq,(s)ds is bounded or 
grows much less rapidly that Q(t), e.g., q,(t) = te’* sin(e”), 0 Q t < co, also 
satisfies the hypothesis. 
COROLLARY 2 If j Scn, p-‘(t) dt= cn for all A > 0, then (1.1) is 
oscillatory. 
In the case p = 1, condition (4.1) becomes: 
for some increasing sequence of real numbers A, -+ co, m,.?(A,) > l/A,. 
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In particular, when u = co, p = 1, m,?(A) = co for each A > 0 implies that 
(1.1) is oscillatory. The latter special case can be derived from the oscillation 
criterion developed by Coles and Willett [l] which involves taking suitable 
weighted means of 0, We omit the straightforward proof. 
In the case a < co or g(A) has finite measure for some A, the following 
simple criterion holds. 
COROLLARY 3. Let p = 1. If for some I, the set s(A) has j?nite measure, 
but for some constant a E (0, l), 
(4.3) 
then (1.1) is oscillatory. 
Proof. Condition (4.1) of Theorem 2 is a consequence of (4.3). 
EXAMPLE 1. The equation y” + t”g(t)y = 0, t E [0, co), where d is 
periodic of period T and li 4(t) dt > 0 is oscillatory if a > -1. The case of 
a = 0 is well known; see also Theorem 3 below. The case -1 < a < 0 is also 
known, e.g., it is implied by (II) of Section 3; see exercises 7.7(b), 7.8(a), pp. 
367-368, and Remark, p. 365 of [4]. The case a > 0 is in fact trivial since 
there are intervals in which q(t) = tab(t) is larger than any constant. Let us, 
however, derive this from the above results which imply more than just 
oscillation but a stability of the oscillatory property under perturbation by 
adding to q a q1 such that Ik q,(s) ds = o(F). In view of the classical Sturm 
Comparison Theorem, it suffices to prove the result when J”,‘@(t) dt = 0. Let 
@W = J-i 4(s) d s f or a suitable choice of c E [0, 7). Then @ is a periodic 
function of period T. Furthermore it follows from the mean value theorem 
for integrals that the number c can be chosen such that 
I 
T 
Q(t) dt = 0. 
0 
We have, using integration by parts twice, 
e(t) = e(l) + f sad(s) ds = e(l) - G(1) + P@(t) - 1: as”-‘@(s) ds 
1 
=k+F@(l)-at”-‘Y(t)+j:a(a- l)s*-‘!P(s)ds 
= k + t*(@(t) + o(l)), 
,.where k=e(I)-@(l)+a!P(l) is a fixed constant and Y(t)=J{@(s)ds is 
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periodic. It is easy to see that g(A) has infinite measure for all I > 0, since 
a > 0. 
EXAMPLE 2. The equation y” + [(l - t)* sin(l/( 1 - t))] y = 0, 0 < r ( 1, 
a < -3 satisfies (4.3) and is therefore oscillatory. 
5. MORE OSCILLATION CONDITIONS-“~SCILLATORY~' 
In this section we assume p = 1, and a = co. The next theorem shows that 
if 0 is in a sense “oscillatory,” then (1.1) is oscillatory. 
THEOREM 3. Let o(t) = lf, q(s) ds. If there exists a real number Iz such 
that the set 
and 
f(A) = {t E [0, 00): &(t) > A} has infinite measure (5.1) 
I [8(s) - 4’ ds = ~0, s(1) (5.2) 
where S(A) is the complement of g(A) in [0, oo), then (1.1) is oscillatory. 
Intuitively the conditions on 0 mean that 0 assumes values larger than or 
equal to 1 often enough and, on the other hand, it also assumes values less 
than 1 enough “in the L* mean.” Note that it is not required that S(A) has 
infinite measure. 
It is clear that Theorem 3 applies to such classical examples as 
q(t) = cos t, or any periodic function with zero mean value, and 
q(t) = t cos t*. 
EXAMPLE 3. Let f(t) be a non-negative function such that 
JSf2(t) dt = co, where S is the set U,“=, ((2n - 1)7c, 2nn). Then o(t) = 
f(t) sin t satisfies the hypothesis of Theorem 3. 
Proof of Theorem 3. It suffices to establish the equivalent condition in 
Section 2 only for a = 0. Suppose that the condition does not hold, i.e., there 
exists a solution r of (2.1) on [0, co). There are two possible cases according 
to whether lim t+ao ji r*(s) ds + r,, > -1 or not. 
In the former case, let b E s(A) be large enough so that (i r*(s) ds + 
r0 > -A + E for some E > 0. Rewrite (2.2) as 
r(t) = (Q(t) + r. + 11 r’(s) ds) + 11 r*(s) ds. 
28 
It follows that 
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i 
t 
r(t) > E + r*(s) ds for t E S(A). (5.3) 
b 
The Comparison Theorem (Theorem 1) and the assumption that .!?(A) has 
infinite measure allow us to assume without loss of generality that (5.3) 
holds for all t > b. Solving this inequality we see that r(t)-+ co before t 
reaches b + E-‘. This is a contradiction. 
In the remaining case lim,,, lir’(s) ds + r,, < -A, it follows that r(t) < 
Q(t) -A. In particular for all t E s(A) 
r(t) < Q(t) - II < 0. 
Thus 
r*(t) > [&(t) -J]‘, t E S(A). 
Integrating over S(i) yields 1,” r’(s) ds > lscA, [Q(t) - A]’ dt = co. This is 
also a contradiction. The proof of Theorem 3 is complete. 
COROLLARY 4 (Willett [ 141). If there exist two real numbers A < p such 
that the sets f(a) = (t E [0, 00): o(t) >p} and T(A) = (t E [0, 03): e(t) <A} 
are of infinite measure, then (1.1) is oscillatory. 
ProoJ: Choose 1 E (A,,D). Then the hypothesis of Theorem 3 is satisfied 
with 2 in place of 1. 
COROLLARY 5. If for each E > 0, there exists a 6 > 0 such that for each 
interval Z c [0, m) of length 6, either I, q+(s) ds < E or (, q-(s) ds < E, then 
-co < limbf Q(t) < lim s,“p Q(t) < co + + (5.4) 
is suflcient for (1.1) to be oscillatory. Here q+(t) = max{q(t), 0) and q-(t) = 
maxI-q(t), 0)). 
Proof: Choose any finite A and p-so that 
By definition there exist E > 0 and two increasing sequences of numbers 
aJ<a2<---,andb,<b2< . ..suchthatai+co.bi+co,Q(ai)<k-sand 
Q(bJ > A + E for all i. Let _S be the number corresponding to E as in the 
hypotheses. We claim that Q(t) <A either for all t E [ai - 6/2, ai] or for all 
t E [ai, a,, +6/2]. Similarly Q(t) >,u either for all t E [bi, -d/2, bi] or for all 
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t E [b,, b, + a/2]. It then follows easily that the hypotheses of Corollary 3 
are satisfied and thus (1.1) is oscillatory. We only give the proof for the first 
assertion, that for the second being similar. In I = [ai - 6/2, a, + 6/2], either 
1, q+(s) ds < E or jIq-(s) ds < E. In the former case, for t E [ai, a, + 6/2] 
< 
I 
’ q+(s)ds<j q+(s)ds<e, 
(21 I 
implying that G(t) < L In the latter case, for all t E [ai - J/2, ai], 
&(ti) - O(u,) = -/,I’ q(S) ds 
# 
< i 
ai 
q-(s)ds< eq-(s)ds<~, 
Ii 
1 I 
also implying that o(t) < L 
As pointed out in Section 1, various special cases of this corollary are 
known. A further example is that there exist constants a E (1, co) and M > 0 
so that for each integer n > 0 either j-i+’ q”+(t) dt < it4 or Ii” q’?(t) df < M. 
6. MORE OSCILLATION CRITERIA-ZLAMAL-TYPE CONDITIONS 
In this section we give an extension of Zlamal’s result as promised in 
section 1. Throughout this section we let p = 1. 
THEOREM 4. Let f: [0, a) + (0, ao) be a C2 function and g(t) = if”(t) + 
f(t) q(t) -f’*(f)/4f(t). Then (1.1) with p = 1 is oscillatory if and only g the 
equation 
W) z’(O)’ + g(t) 44 = 0 (6-l) 
is oscillatory. 
Proof The change of variable f”*(t) z(t) = y(t) transforms (1.1) into 
(6.1). 
Thus any oscillation criterion when applied to (6.1) gives a new criterion 
for the oscillatory of (1.1). In particular Theorem 2 leads almost at once to 
the following result. 
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THEOREM 5. Zf there exists a C’ function f: [0, a) + (0, co) such that the 
function 
G(t) = +f’(r) + j-i [f(s) 4(s) - ‘$1 dS 
satisfies the following condition: 
For some increasing sequence of numbers An+ 00, 
where ,?(A) is the set {t E [0, a): G(t) > A} 
(6.2) 
Then (1.1) is oscillatory. 
Proof: What is not completely trivial is the fact that the smoothness off 
can be weakened to C’ instead of C* as required in Theorem 4. An alter- 
native way of proving the theorem is to use Riccati integral equations. The 
substitution r(t) = -f(t) y’(t)/y(t) yields from (1. l), 
r(t) = r(0) + i,’ f ‘(‘) ‘$) r2(s) ds + J’f (s) q(s) ds 
f’(s) + r(s)]* ds + J: [f(s) q(s) - ‘$1 ds. 
Letting R(t) = f f ‘(t) + r(t), we have 
R(t) = r(0) + G(t) + ji $$ ds 
which is the standard Riccati integral equation. Since the proof of Theorem 2 
depends on the Riccati integral equation rather than the original differential 
equation (l.l), the same conclusion holds for (6.3). 
Theorem 5 has the following interesting corollaries. We suppose a = 03. 
COROLLARY 6. Let f be a positive non-increasing C’ function, then 
f(s)q(s)+]ds=m 
implies oscillation. In particular tf we further assume 
s 
“f’2(s)ds < ~ 
0 f(s) ’ 
then lim tea, lif (s) q(s) = co is suficient for oscillation of (1.1). 
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Proof: Let L > 0. Let t be large enough that 
f(s) q(s) - fg ] ds > 0, 
and t & $(A). Then, since G(t) < 1, f’(t) < -21. This implies that &I) has 
infinite measure. Thus (6.2) is satisfied. 
Remark. That 
is necessary in the second assertion of the corollary can be seen by choosing 
q(t) =f’*(t)/4f*(t). Examples off satisfying such a condition are ta(a < 0) 
and eea’(a > 0). 
COROLLARY 1. If f is a positive, non-decreasing C’ function such that 
jr (dt/f(t)) = 00, then 
’ lim 
J[ L’oo 0 
f(s)q(s)ds-s]ds= 00 
implies oscillation of (1.1) (with p = 1, a = 00). 
In particular 
I 
I 
lim 
t-cc 0 sq(s) ds - a In t = co 
implies oscillation. 
If we further assume 
(6.4) 
then 
lim 
I 
‘f(s) q(s)‘ds = 00 
t+co0 
is suficient for oscillation. 
We are indebted to Professor James S. W. Wong for pointing out that the 
last assertion has been established in [ 17, see Corollary 71 for a more 
general class of nonlinear equations using an entirely different method 
without assuming that 
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Let us suppose that IF (&/f(t)) < co. Then Schwartz’s inequality gives 
jam 1% 1 ds< (jornf~ds)“’ (j;-$))“* <03. 
Thus lim,,, lnf(t) exists and is finite. In particular f(t) > c > 0 for some 
constant c. This, however, contradicts the assumption that 
I 
* ds 
-<Co 
0 f(s) 
A large number of functions f satisfying the conditions in the last 
assertion of Corollary 7 can be obtained with the help of the following 
lemma. 
LEMMA. Zff(t) = t/g(t), where g(r) is u non-decreasing C’ function such 
that 
j 
m ds 
-<CO 
0 Q(S) 
and t(d/dt)[ln g(t)] is bounded, then f satisfies (6.4). 
ProoJ Since 
we have 
Q’(t) = 
-s’(t) 1 g’(t) 2 L-1 g(t) 
=& (I + (11Wl)i’]. 
By hypotheses the last expression is integrable. Hence f’2(f)/‘(f) is 
integrable. 
Each of the following is an example of such a function for any a < -1. 
f(t) = t(ln t)” 
f(t) = t(ln t)- ’ (In In t)” 
f(t) = t(ln t In In t) - ’ (ln In In t)“, etc. 
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