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Abstract
Research data management is a relevant topic for academic research which is why
many concepts and technologies emerge to face the challenges involved, such as
data growth, reproducibility, or heterogeneity of tools, services, and standards.
The basic concept of research data management is a research data product; it
has three dimensions: the data, the metadata describing them, and the services
providing both. Traditionally, the assessment of a research data product has been
carried out either manually via peer-review by human experts or automated by
counting certain events. We present a novel mechanism to assess research data
products.
The current state-of-the-art of machine-actionable assessment of research data
products is based on the assumption that its quality, impact, or relevance are linked
to the likeliness of peers or others to interact with it: event-based metrics include
counting citations, social media interactions, or usage statistics. The shortcomings
of event-based metrics are systematically discussed in this thesis; they include
dependance on the date of publication and the impact of social effects.
In contrast to event-based metrics benchmarks for research data products sim-
ulate technical interactions with a research data product and check its compliance
with best practices. Benchmarks operate on the assumption that the effort in-
vested in producing a research data product increases the chances that its quality,
impact, or relevance are high. This idea is translated into a software architecture
and a step-by-step approach to create benchmarks based on it.
For a proof-of-concept we use a prototypical benchmark on more than 795,000
research data products deposited at the Zenodo repository to showcase its effective-
ness, even with many research data products. A comparison of the benchmark’s
scores with event-based metrics indicate that benchmarks have the potential to
complement event-based metrics and that both weakly correlate under certain cir-
cumstances. These findings provide the methodological basis for a new tool to
answer scientometric questions and to support decision-making in the distribution
of sparse resources. Future research can further explore those aspects of bench-
marks that allow to improve the reproducibility of scientific findings.
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Kurzfassung
Dass das Management von Forschungsdaten ein relevantes Thema ist, zeigt sich an
der Vielzahl an konzeptioneller und technischer Antworten auf die damit einherge-
henden Herausforderungen, wie z.B. Datenwachstum, Reproduzierbarkeit oder
Heterogenität der genutzten Tools, Dienste und Standards. Das Forschungsdaten-
produkt ist in diesem Kontext ein grundlegender, dreiteilig aufgebauter Begriff:
Daten, Metadaten und Dienste, die Zugriffe auf die beiden vorgenannten Kom-
ponenten ermöglichen. Die Beurteilung eines Forschungsdatenprodukts ist bisher
händisch durch den Peer Review oder durch das Zählen von bestimmten Ereignis-
sen realisiert.
Der heutige Stand der Technik, um automatisiert Qualität, Impact oder Rele-
vanz eines Forschungsdatenprodukts zu beurteilen, basiert auf der Annahme, dass
diese drei Eigenschaften mit der Wahrscheinlichkeit von Interaktionen korrelieren.
Event-basierte Metriken umfassen das Zählen von Zitationen, Interaktionen auf
sozialen Medien oder technische Zugriffe. Defizite solcher Metriken werden in
dieser Arbeit systematisch erörtert; besonderes Augenmerk wird dabei auf deren
Zeitabhängigkeit und den Einfluss sozialer Mechanismen gelegt.
Benchmarks sind Programme, die Interaktionen mit einem Forschungsdaten-
produkt simulieren und dabei die Einhaltung guter Praxis prüfen. Benchmarks
operieren auf der Annahme, dass der Aufwand, der in die Erzeugung und Wartung
von Forschungsdatenprodukte investiert wurde, mit deren Qualität, Impact und
Relevanz korreliert. Diese Idee wird in dieser Arbeit in eine Software-Architektur
gegossen, für deren Implementierung geeignete Hilfsmittel bereitgestellt werden.
Ein prototypischer Benchmark wird auf mehr als 795.000 Datensätzen des Zen-
odo Repositorys evaluiert, um die Effektivität der Architektur zu demonstrieren.
Ein Vergleich zwischen Benchmark Scores und event-basierten Metriken legt nahe,
dass beide unter bestimmten Umständen schwach korrelieren. Dieses Ergebnis
rechtfertigt den Einsatz von Benchmarks als neues szientrometrisches Tool und als
Entscheidungshilfe in der Verteilung knapper Ressourcen. Der Einsatz von Bench-
marks in der Sicherstellung von reproduzierbaren wissenschaftlichen Erkenntnissen
ist ein vielversprechender Gegenstand zukünftiger Forschung.
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This chapter provides the necessary background to state and motivate the re-
search question. In Section 1.1 the main concepts are introduced. The research
question is presented in Section 1.2 and motivated in Section 1.3 by examples
of challenges involved in the context of assessing research data products. These
considerations underline the central role of the concept of a research data prod-
uct. The chapter closes with a tabular overview of the contents of the remaining
chapters of this thesis (Section 1.4).
2 1. Introduction
1.1 Definitions of Basic Concepts
This section introduces the main concepts involved in the assessment of a research
data product;1 they are explicated to finally phrase the research question in the
next section. The systematic introduction of terms is meant to fix their usage
throughout this thesis, especially for terms which are unfortunately not disam-
biguated in parts of the relevant literature. The following two subsections are or-
dered from basic concepts up to the concepts which constitute the building blocks
of the title and the research question of this thesis.
1.1.1 Research Data Product
Research denotes academic activities in the context of science and the humanities.
“Science” has not been chosen to be the basic term, since in English-speaking
countries it typically only refers to the natural sciences, whereas the term research
is more inclusive (e.g. regarding social sciences and the humanities).
Research data are understood as all forms of digitized content that is input for
or output of those activities of researchers, that are necessary to produce or verify
knowledge ([WK18]). In our work, this concept has a broader sense compared
to the literature, where it is typically used to differentiate supplemented material
(e.g. tabular data) from publications in the classical sense (books and articles).
Instead, we consider all of the above to be research data.
A research data service is a service providing access to either research data,
metadata describing these data, or both. A research data service can be uniquely
identified by an endpoint and a protocol.
A research data product is a composite of four components :
• a Persistent Identifier (PID)
• research data
• metadata describing the research data
• research data services hosting research data and their metadata
The PID is a small but essential component, since it provides a mechanism to
unambiguously identify a research data product and therefore decide whether two
research data products are identical (by comparing their PIDs). This is necessary,
since the identity of the other three components are only a necessary, but not a
sufficient criterion for identity of two research data products.
1The introduced concepts are highlighted in italics.
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Figure 1.1: Schematic view of a research data product (including challenges for
each component)
Figure 1.1 shows a schematic view of a research data product; it is meant to
depict the interplay of the components and is to be read inwards to outwards: The
circle in the middle depicts the PID of the research data product. The triangular
jigsaw pieces arranged around the PID-circle symbolize the three other components
of a research data product; they have logical interfaces to each other: the flow
of information is represented by tabs (source of information) and blanks (sink
of information). The triangle stands for the research data product as a whole.
The quadratic jigsaw pieces around the schematic of the research data product
exemplify challenges in the handling of research data products:
• Data (see Subsection 1.3.1):
– size of a research data product
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– number of research data products
• Metadata (see Subsection 1.3.2):
– crosswalks between two metadata formats
– qualified links to other entities (e.g. citations)
• Services (see Subsection 1.3.3):
– access to metadata with a standardized protocol
– orchestration of access methods to the research data
1.1.2 Machine-Actionable Assessment
Before explaining the concept of an assessment of a research data product, the
dimensions need to be specified along which such an assessment is carried out:
these dimensions are captured by the terms “quality”, “impact”, and “relevance”
of a research data product; these concepts unfortunately have no commonly agreed
upon meaning throughout the literature.2 We thus propose a working definition
of the terms to enable consistent usage in the following:
• The quality of a research data product is understood as the chance of a
research data product to be (re-)used for tasks similar to the one for which the
research data product was originally created.3 The aptness of the research
data product for this original task is an edge case included in this definition.
• The impact of a research data product is understood as the chance of a
research data product to influence the direction of research of a peer in the
same or a similar field.
• The relevance of a research data product is understood as the chance of
a research data product to influence an audience beyond the field of the
creator(s). This includes outreach outside the scope of academic research.
An assessment of a research data product is the task to map a research data
product to R+ according to its quality, impact, and/or relevance; low numbers
indicate a lower quality, impact, and/or relevance. If unspecified, our considera-
tions apply to all three contexts. If only one of the three contexts is of interest,
it is specified accordingly. The value a research data product is mapped onto is
2Take as an example, how [ALW19] and [SD19] treat impact and relevance to be dimensions of
quality, whereas [Gam+20] and [FW17] treat quality and relevance as independent and distinct
features.
3Use and reuse cannot be easily separated on a conceptual level, see [San+19]
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called a score of a research data product. Assessments of research data products
are not functions in the strict mathematical meaning of the term, since the score of
a research data product can vary depending on the time and date the assessment
is carried out.
A task is machine-actionable if a machine can correctly process the task with-
out human interaction [Wil+16]. An assessment of a research data product is
therefore machine-actionable if a machine only needs an initial configuration to
map the specified research data products to their scores.
Our work concentrates on two ways to assess research data products:
1. Event-based metrics (state-of-the-art)
2. Benchmarks (as developed by this thesis)
An event-based metric is understood to be an assessment of a research data prod-
uct based on the documentation of events of interactions with the research data
product. The frequency of citations, mentions, or downloads are examples for
event-based metrics’ scores. Event-based metrics work on the assumption that the
frequency of certain events correlates with the quality, impact, and/or relevance
of a research data product.4
Event-based metrics are state-of-the-art assessments of research data products
in the context of scientific governance (in the time of writing). Event-based metrics
are discussed in-depth in Chapter 3.
A benchmark for a research data product is understood to be an assessment of
a research data product based on simulated interactions with the research data
product: a computer program is used to check those characteristics of the research
data product which are taken as signals for the effort put into its creation and
curation. Examples for these characteristics are the compliance to data standards,
the completeness of metadata, or the accessibility of the research data product
via research data services. The benchmark’s score of a research data product is
determined by a combination of the checks’ outcomes. Benchmarks follow the
idea that the effort put into the creation and curation of a research data product
correlates with its quality, impact, and/or relevance. This is a central assumption
of this thesis and it is justified by related findings in the literature, e.g. the fact
that publishing primary data as a supplement to a publication increases the impact
of the publication ([PV13]), and that improving infrastructure services facilitate
data reuse ([BK17]).
4The term article-level metric is a subclass of event-based metrics, it was not used
in this thesis, since it is used only for articles in journals or conference proceedings
([LF13], [DM14], [BH18b]) and not for other research data
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Benchmarks for research data products are a novel approach in the time of writ-
ing and their role is yet to be determined (see Section 2.2 for a discussion of current
approaches to benchmark research data products). A conceptual architecture for
benchmarks for research data products is discussed in Chapter 4.
1.2 Research Question and Contributions
With the basic concepts defined in the previous section, the research question of
this thesis can be formulated:
RQ Why and how should research data products be benchmarked?
This question is answered along the discussion of the state-of-the art for assess-
ments of research data products, namely event-based metrics for research data
products: it is systematically determined, whether benchmarks for research data
products have the potential to complement event-based metrics. These consider-
ations entail a couple of Sub-Questions (SQ):
SQ-1 What are the common shortcomings of event-based metrics in use?
SQ-2 What architecture for benchmarks is induced by these shortcomings?
SQ-3 How can an architecture for benchmarks be instantiated?
SQ-4 Do the scores of a prototypical benchmark correlate with event-based met-
rics?
SQ-5 Can benchmarks for research data products complement event-based met-
rics?
The answers to these questions form the Main Contributions (MC) of this
thesis:
MC-1 Systematic discussion of shortcomings of event-based metrics (Chapter 3):
the discussion is based on a reproducible analysis of commonly reported prob-
lems with event-based metrics for research data product. These problems are
classified, most importantly with regard to viable mitigations. The main re-
sult is the insight which shortcomings are in principle non-mitigatable.
MC-2 A common architecture for benchmarks for research data products (Chap-
ter 4): this architecture is motivated by the challenges discussed below and
the non-mitigatable shortcomings of event-based metrics. The architecture
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is a blueprint for benchmarks; this blueprint needs a specific use case to fully
identify all requirements for an implementation.
MC-3 A recipe to implement benchmarks for research data products and a pro-
totype (Chapter 5): the recipe offers a procedure to realize the architecture
presented in MC-2. The prototype is based on the use case to explore the
contents of the Zenodo repository for research data products.
MC-4 Empirical evidence for a weak correlation of the scores of a benchmark for
a research data product and event-based metrics (Section 6.2): This corre-
lation underlines the assumption, that event-based metrics and benchmarks
measure similar features of research data products but are affected by differ-
ent types of noise.
MC-5 Empirical evidence for the ability of a benchmark for a research data prod-
uct to complement event-based metrics (Section 6.3): This final finding jus-
tifies the continued development of benchmarks for research data products
to complement event-based metrics in different usage scenarios, such as sci-
entometric research or service proliferation.
The following section sketches the challenges involved in answering the research
question and its sub-questions, and gives a rationale why they cannot be answered
component-wise (PID, data, metadata, services), but must be tackled from a holis-
tic stance, that is, with the concept of a research data product at heart.
1.3 Challenges in the Assessment of Research Data Prod-
ucts
This section emphasizes why the importance of the research question and states
which challenges need to be addressed in answering it. Assessments of research
data products are necessary to decide on the distribution of resources, such as
access to funds, to services of infrastructure providers, and to publication oppor-
tunities; they are therefore one of the tasks involved in research data management;
research data management is considered a high-priority topic in scientific and polit-
ical discourse alike ([Pat16], [Ayr+16]); these are three of the challenges involved:
• The growth of research data is too fast for important resources (experts,
funding, etc.) to keep pace. ([Lyn08], [BHS09]).
• The heterogeneity of technical solutions developed to manage research data
is a challenge [WS18], especially across borders of fields of study [Gru+17].
8 1. Introduction
• The absence of conventions that prescribe the orchestration of the technolo-
gies used to integrate research data across different sources.5
Each of the following three subsections discusses one of these challenges, and
its implications for the assessment of research data products; the discussions mo-
tivate the research question presented above. These challenges (among others)
are also discussed in international associations of experts, such as the Research
Data Alliance (RDA)6 or the Committee on Data for Science and Technology
(CODATA).7 For an in-depth discussion of the challenges and related topics, the
above-mentioned organizations and their output (e.g. recommendations or pro-
ceedings of conferences) should be consulted. Especially the human-related aspect
of the challenges is not the focus of this thesis; there are excellent contributions
discussing social aspects of research data management (e.g. [San+19] on the se-
mantics of “(re)using data” and the study carried out in [Gre+20] which proposes
the evidence-based concept of data communities, called “community of use”). Our
work is a contribution to the intersection of computer science and scientometrics
and therefore concentrates on machine-related challenges, but societal aspects are
discussed where they directly influence said challenges (see Subsection 7.2.4 for an
example).
1.3.1 Growth of Research Data
The expression “growth of research data” can have several meanings, among them
the growth of the total amount of data measured in *Bytes8 and the growth of
the number of research data products. Both define challenges for assessments of
research data products and will be discussed in the following.
Growth in *Bytes
Although there is common agreement, that the growth of research data in *Bytes
is both positive and very dynamic, (e.g. [SG06], [Coo+15], [RS16]) there is no
easy way to precisely quantify this growth, let alone characterize it as exponen-
tial. Evidence for said growth of research data in *Bytes has to be collected over
distributed sources:
5While the first two challenges are described in the literature, the third is a practical problem
which, to our knowledge, has only recently been identified; on the one hand by the experience
gained during research projects such as the DFG-funded project GeRDI (Generic Research Data
Infrastructure), on the other hand by discussions in the context of the RDA.
6https://rd-alliance.org
7https://codata.org
8Since storage systems’ capacities grow so fast that replacing the star with the “largest” Greek
prefix used in the time of writing might make the following considerations look obsolete, the star
is used to stress the fact that these considerations apply regardless of the current scale.
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• Extrapolations and/or estimations can be found in literature:
– 1 petabyte of data per year in particle physics and astronomy [BHS09]
– 24 petabyte of data per year in particle physics and biology [Gru+15]
Ignoring the partial mismatch in fields of study, both point estimates from
2009 and 2015 can be modelled as exponential growth in the 6 years with a
growth rate of approximately 1.7.
• Technical reports of infrastructure providers sometimes include historical
data or estimations of the expected demand:
– The Royal Society ([Bou+12]), reports growth rates of approximately
250 gigabytes per year for a large institutional research data reposi-
tory such as the DSpace installation at the Massachusetts Institute of
Technology (MIT). This would indicate linear growth.
– The annual report of the Leibniz Supercomputing Centre (LRZ) ([Lei17])
reports more than 50 million gigabytes of used archive space in 2017,
which is more than 7,229 times the amount used in 1997. Figure 1.2
displays the overall development of the storage capacity of the LRZ;
the y-axis displays the capacity in gigabytes, the x-axis shows the de-
velopment over time in years and the name of the storage solution if
a new system is purchased that year. The meaning of the three colors
is described in the figure. The numbers reported can be modelled as
exponential growth with a growth rate of about 1.56.
• It is also an option to infer growth rates of research data from estimations
of global data growth:
– ScienceDaily claimed that 90 percent of all data in 2013 were produced
in the last two years [SIN13].
– The International Data Corporation predicts a global data growth from
33 zettabytes (2018) to 175 zettabytes (2025) [RGR18], which can be
taken as an indication for a modest exponential growth of research
data.9
Even if we assume that there is no conclusive evidence for exponential growth
of all research data in *Bytes, the provided sources indicate that the growth of
research data in *Bytes is positive, and a linear model of growth probably under-
estimates it.
9175 = 33(1.26901858187), hence a growth rate of about 1.27, which would result in approxi-
mately 225 zettabytes in 2026.
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Figure 1.2: Growth of used archive and backup storage at the Leibniz Supercom-
puting Centre 1995–2017, adapted version from [Lei17]
The following challenge for both research data management and assessments of
research data products is a result of the above articulated insights in data growth:
the expected upper bound for the size of a research data product is moving beyond
the capacities of the technical infrastructure currently available. To manage this
issue, it is not sufficient to point to the ever-growing availability of storage space
— these systems need proper maintenance by human experts and the curation of
large data depositions are also bound to manual work (e.g. to annotate or formally
publish the research data). Additionally, all these systems are in the need of
funding, which is also a finite resource. Furthermore, it is not sufficient to only
store and curate the data to guarantee the reproducibility of results: if researchers
wish to analyze the depositions, they need sufficient bandwidth, memory, and
computing power to reproduce the claims based on the data; these resources need
to scale with the amount of research data in *Bytes.
While this is a known challenge for research data management in general (e.g.
[BHS09]), the implication for assessments of research data products needs to be
spelled out: machine-actionable solutions to assess research data products have
to scale well with the size of the data to be assessed; this means that the time
and the resources necessary for the assessment of a research data product should
not grow at the same pace as research data in *Bytes, but instead substantially
slower. To illustrate this point to the extreme: An assessment should be possible
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on standard desktop hardware in a reasonable amount of time, even if the research
data product fills an entire tape library.10
While these considerations apply to those fields of study which are traditionally
counted amongst the “big sciences” (such as astronomy, genomics, or particle
physics), they might be less interesting for the fields of the “long tail of science”,
meaning fields which are not known to depend on the newest IT infrastructure and
its performance. Below, another growth-related challenge will be characterized
which applies to all fields of study.
Growth in Number of Research Data Products
As with the growth in *Bytes, there is no canonical and all-embracing method
to quantify the growth in number of research data products; but the literature
indicates, that the growth has comparable dynamics:
• In [Pet+17] it is reported that “all research data repositories have witnessed
an exponential growth of data deposits”.11
• [Jin10] presents methods to quantify and estimate the growth of scientific
publications and estimated that the 50 millionth article has been published
by the end of 2008. The assumed doubling rate is under 24 years for articles.
• The growth rates of the Software Heritage archive is reported to be expo-
nential over a period of over 40 years [RCZ19].
Publicly available numbers of infrastructure providers allow to add further
evidence: The number of records available via the interface for the Open Archives
Initiative Protocol for Metadata Harvesting (OAI-PMH) of the DataCite index
changed from more than 7.44 million records in April 2016 [Rob+17] to more than
18.75 million records in September 2019 [Web+20]; this growth can be modeled
with an exponential function with a growth rate of almost 2.12
The growth in numbers of research data products creates a similar but not
identical challenge than the one sketched in the subsection above. One major
difference is the context of the growth: there is no evidence that the growth in re-
search data products is limited to fields of study typically clustered as “big science”
(astronomy, life sciences, particle physics). Traditional means to guarantee quality
in the bigger part of science and the humanities include manual reviews [WC14].
10The current (2020) used space for archive and backup in the tape library of the Leibniz
Supercomputing Centre is about 102 million Gigabytes as of May 2020.
11This statement does not hold for all repositories today, confirm growth difference between
2018 and 2019 in Table 6.2.
12Inference from the global growth as in the previous paragraph is not feasible, since evidence
for growth of global data is typically specified in *Bytes, not in discrete data products.
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Therefore, the central challenge from this type of growth is that it is not to be
expected that the number of persons qualified to assess a research data product
grows at the same pace as the number of research data products [Cro14].
1.3.2 Heterogeneity of Metadata for Research Data
After the discussion of growth in terms of *Bytes and number of research data
products as a challenge for assessments of research data products, this section
presents another challenge: heterogeneity in the context of metadata. One way
to deal with the growth discussed in the previous subsection is to concentrate
on the metadata component of a research data product. Metadata are typically
much more lightweight in terms of *Bytes and content than the whole research
data product. The argument of this subsection describes two exemplary services
based on metadata and continues by sketching the metadata-related challenge for
research data management and assessments of research data products.
The following two services are examples for services with a large stock of data,13
or services with a very dynamic growth rate,14 respectively:
• the Bielefeld Academic Search Engine (BASE)15 offers an index to
more than 165 million documents (called research data products in this the-
sis) from 7,888 sources as of April 2020.
• the DataCite index of research data16 includes almost 20 million records
of research data products in January 2020 (growth rates are discussed in the
previous section).
Both services are built upon a general-purpose metadata standard that enables
the service in the first place:
• Dublin Core17 is the basis for BASE and a common standard.18 Am-
biguities and semantic overlaps are the greatest weaknesses of this stan-
dard [PC09].
• The DataCite metadata standard19 is the basis for the service with the
same name. Although this standard is less criticized for ambiguities and
13The COnnecting REpositories (CORE) search engine (https://core.ac.uk) is another
example





18It is mandatory to distribute Dublin Core on a compliant OAI-PMH server.
19https://schema.datacite.org/
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semantic overlaps than Dublin Core, it still needs additional clarification
and specification [Küm+19].
Both services operate on mechanisms to guarantee a minimum of metadata
quality,20 e.g. they manage ambiguities or guarantee minimal provenance-related
information. BASE developed a harvesting, cleaning, and enrichment process over
years [Bäc+17]. DataCite uses a strategy of incentives: A valid set of mandatory
metadata is a requirement to use the DataCite DOI assignment service.
Another shared feature of both services is that they target a general scientific
audience and are not designed to foster discipline-specific searches. Although both
underlying metadata standards allow to add domain-specific information by using
specialized controlled vocabularies, the heterogeneity of the available solutions
define the limits of such interdisciplinary services and are therefore good examples
of challenges caused by the heterogeneity of the metadata ecosystem:
Table 1.1: Selection of metadata standards in OAI-PMH compliant repositories
listed in re3data.org in March 2018 (n=2093, selection criteria: at least 3 reposi-
tories, multiple standards can be supported by one repository) [Web18a]
Standard # of repositories Standard # of repositories
DublinCore 90 METS 32
RDF 28 DIDL 26
UKETDC 24 OLAC 19
MODS 17 DCMI-Terms 16
SlimMARC21 15 ORE 10
Datacite 10 ETDMS 10
DIM 8 XOAI 6
DDI 4 Epicur 4
GMD 4 XmetaDissPlus 4
RIOXX 4 Dif 3
ISO2146 3 – –
• The number of metadata standards is a known problem in the meta-
data ecoystem [Lan11]. Crosswalks from one standard to another are possi-
ble solution for this challenge, but crosswalks are rarely canonized, seldom
machine-actionable, and often in principle impossible without the loss of
information. The challenge becomes clear when it is considered how many
20Metadata quality is a much-discussed topic — we roughly follow [BH04], who name com-
pleteness, accuracy, provenance, conformance to expectations, logical consistency and coherence,
timeliness and accessibility as the main characteristics of quality metadata.
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standards a service provider aggregating research data across different repos-
itories needs to support if full coverage of the landscape is the goal. Table 1.1
shows a selection of the fifty standards that could be found in March 2018
at re3data.org [Web18a], a registry for research data repositories.21 The
columns labeled as ”Standard” show the name of the metadata standard
and the columns labeled as ”# of repositories” show the number of reposito-
ries providing metadata compliant to this standard. The table is ordered by
number of repositories from top to bottom and left to right (in that order).
• The number of different and inconsistent link targets when meta-
data are enriched with qualified links is another challenge; links typically
direct to curated content such as controlled vocabularies or ontologies. The
diversity and number of available options makes aggregation over different
sources a challenge, since the metadata ecosystem is in a status of “creoliza-
tion” [WS18]. The following examples add evidence to this claim:
– In May 2019 five different schemes to specify the field(s) of study
of a research data product22 were in broad use in the DataCite in-
dex [Web+20].23 These schemes are not consistent with each other and
there are no canonical and machine-actionable crosswalks between the
schemes. More than 1,700 lines of code were necessary to build cross-
walks to map them to a minimal scheme of fields of study [WF19].
– The affiliation of a creator of a research data product can be specified
by the ISNI number24, the ROR-ID25, the workInfoHomepage attribute
of the FOAF-ontology26, the identifier provided by wikidata27, or the
identifier provided by the German National Library28. There are no
simple means to automatically translate one of these formats into an-
other and the list is certainly not exhaustive. Similar problems arise
when individual researchers or research projects need to be identified.
The challenge for research data management is to cope with this heterogeneity,
meaning to pick the best fit for a use case out of the diversity of candidates
available. The challenge for aggregating research data across repositories and for
21http://re3data.org
22Dewey Decimal Scheme, Australian and New Zealand Standard Research Classification, Nar-
cis Classification, Basisklassifikation, Linsearch Classification, Bepress Classification
23“broad” is defined as used by more than 4,000 records
24https://www.isni.org
25https://ror.org
26Friend Of A Friend, http://xmlns.com/foaf/spec/
27https://www.wikidata.org
28https://www.dnb.de
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assessing research data products alike is to deal with these choices. Assessment
mechanisms that directly evaluate the metadata of a research data product must
be based on detailed knowledge of both general-purpose and discipline-specific
metadata best practices.
1.3.3 Missing Conventions in Using Research Data Ser-
vices
After discussing challenges related to the data and metadata component of a re-
search data product, we now focus on a third challenge that is related to the service
component.
Research data products having a service component is not a wide-spread idea in
literature and hence not broadly discussed. This is probably due to the fact, that
resolving citations to books is the paradigm in information retrieval: it begins with
a search based on metadata (from the citation) and ends with the manual retrieval
of the cited resource.29 Giving machine-actionable access to information resources
is not a central part of this paradigm. The previous considerations about growth
suggests that this manual “book paradigm” becomes less feasible in a digital world
and the considerations about heterogeneity suggests the challenges involved in such
a paradigm shift.
Scientific information retrieval as a machine-actionable task presupposes a ser-
vice component of a research data product: information retrieval in the scientific
context boils down to navigating linked research data products and retrieving the
data and metadata components of these research data products. While interopera-
ble metadata are necessary for the former task, research data services are necessary
for the latter: to retrieve data and metadata without human interaction is only
possible if querying and retrieval of these components is specified via a protocol,
each component has a dedicated (technical) endpoint,30 and if it is clear, under
which circumstances which protocol should be used.
The main challenge for assessing research data products related to research
data services is missing awareness of this dimension. This challenge is part social,
part technical. The social part is not in the scope of this thesis, but nevertheless
an important issue.31 The technical part is to uniformly specify how a machine
can query and access research data products.
29Clicking on a link is considered to be a manual retrieval as well, as it is often not machine-
actionable (the clicking might be machine-actionable, but the identification of the right link
normally is not.)
30Strictly speaking, not each component needs a dedicated endpoint, but each content presen-
tation of it, e.g. metadata can be presented in different formats.
31A central question would be whether a person, team, or institution is responsible for the
quality, impact, and/or relevance of a research data product.
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In general there is no need for additional protocols or standards to access
research data and their metadata, but uniform orchestration of the available
options, among them OAI-PMH or ResourceSync for metadata and HTTP or
FTP for data.32 The challenge of missing conventions to uniformly access data is
greater compared to the same challenge for metadata; OAI-PMH33 captures the
semantics of retrieving all or some of the metadata of a repository in a machine-
actionable manner and is in wide use, despite its conceptual and technical short-
comings [Bor14b].
1.3.4 Research Data Product as the Object of Investiga-
tion
Above, 3 challenges for assessments of research data products have been presented
and discussed: growth, heterogeneity, and missing conventions. These challenges
make assessments of research data products a mission with a moving target in a
shifting landscape. While previous considerations were theoretical in nature and
could therefore address these challenges individually, they are often met all at
once in practical tasks of research data management [Gru+17]. One way to mirror
this experience for our RQ, is to bundle all relevant aspects into a single object
of investigation: the research data product. All three components of a research
data product affect the mechanisms to control and to assure quality, impact, and
relevance of digitized research output. Discussing them in isolation would be an
unwarranted simplification.
The idea of a research data product is found in the literature, but under dif-
ferent names, e.g. “research object”34 or “digital object” [Cla+19]. The usage of
“product” instead of “object” in our approach stresses the service component of a
research data product: a product needs a distribution channel.
Additionally, the term “product” underlines the different roles involved in the
creation, curation and eventual deprovision of research data products. The per-
spective of a researcher as the originator and primary user of research data is
typically central to descriptions of research data management, although there are
more than one role responsible for the quality, relevance, and impact of a research
data product (see e.g. [Pen+16] for different “stewards” in the context of research
data management) and many sources for research data product do not have their
origin in scientific activities in the narrow sense (e.g. statistical data of demo-
graphic agencies or measurement and simulation data provided by weather and
32At the 13th Research Data Alliance plenary in Philadelphia an international working
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forecasting services).
An important differentiation is our last argument to conceptualize problems
and solutions with a composite rather than with its constituent parts: the separa-
tion between the characteristics and features of a research data product on the one
hand and machine-actionable tasks (such as assessment of a research data prod-
uct) on the other hand. Complex tasks, such as the research of available resources,
the integration of different data sources to reproducibly answer a specific scientific
question, or the assessment of a research data product, have one commonality:
they are successfully realized semi-automatically or entirely manually by human
actors and the involved procedures are customized to the use case at hand (e.g.
for a research a specific search engine can be used and only titles of research data
products are of interest). Automation on the other hand is only feasible, when a
concise model allows to generalize over single instances of interactions. While suc-
cessful interactions of humans with a research data product are facilitated by the
human capacity to sub-consciously bridge conceptual gaps (e.g. a title can occur
more than once and a PID is probably unique) machines need a built-in model of
the entities involved, their capacities, dependencies, and limitations. This built-in
model has to cover all eventualities. The concept of a research data product fulfills
this “holistic” requirement.
1.4 Outline of the Thesis
The outline of the thesis is described in Table 1.2. The table follows the order of
the subsequent chapters, each row contains a reference to a chapter and a short
summary of its content. It allows to follow the scientific narrative of this thesis
from a bird’s eye view.
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Table 1.2: Outline of thesis
Chapter Title Content
Chapter 1 Introduction Introduction of the necessary back-
ground to state and motivate the re-
search question
Chapter 2 Methodological Approach
and Related Work
Presentation of the methodology to an-
swer the research question in the con-
text of related and preliminary work
Chapter 3 Event-Based Metrics Classification of event-based metrics
and discussion of their common short-
comings
Chapter 4 An Architecture for
Benchmarks for Research
Data Products
Discussion of the concept of bench-
marks for research data products along
the common features of such bench-
marks and their description in the form
of a software architecture
Chapter 5 Implementing Benchmarks
for Research Data Products
Presentation of a recipe to realize the
architecture for benchmarks for re-
search data products and the prototyp-
ical implementation of a benchmark for
a research data product
Chapter 6 Evaluation based on the
Prototypical Benchmark
Empirical evaluation of the prototype
in comparison with event-based metrics
Chapter 7 Conclusions and Future
Work
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This chapter introduces the methodology applied throughout this thesis to an-
swer RQ and its sub-questions (SQ1 to SQ5). These considerations are embedded
in the context of related and preliminary work. Section 2.1 presents the system-
atic review to identify and examine shortcomings of existing event-based metrics.
How to design benchmarks for research data products is the subject of Section 2.2.
Section 2.3 discusses the empirical evaluation of the relation between event-based
metrics and benchmarks for research data products. These first three sections
include considerations of both methodological issues and related work. In Sec-
tion 2.4, the author’s own preliminary work is presented and set into relation to
the content of this thesis along with an assessment of the author’s contributions
to these publications.
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The first three sections of this chapter discuss methodological issues which occurr
in the course of answering one or two sub-questions of the research question. The
order of these sections is aligned with both the order of the sub-questions and the
order of later chapters of this thesis as indicated by Table 2.1. This table shows
a row for each of the following three sections and maps each section to the sub-
questions of the research question, the contributions achieved by answering the
question, and the chapters of this thesis, where said contributions are presented.
The abbreviations for sub-questions and main contributions are defined in Sec-
tion 1.2. The table is meant to ease the navigation through this chapter and to
give an overview of the relations of its content to other chapters.
Table 2.1: Mapping of sections of Chapter 2 to sub-questions of the research
question (see Section 1.2), main contributions and chapters of this thesis
Section Sub-question(s) Main Contribution(s) Chapter(s)
Section 2.1 SQ-1 MC-1 Chapter 3
Section 2.2 SQ-2 & SQ-3 MC-2 & MC-3 Chapter 4 & 5
Section 2.3 SQ-4 & SQ-5 MC-4 & MC-5 Chapter 6
The following scheme is applied to the sections 2.1 to 2.3:
(1) What is the desired outcome produced by answering the sub-question(s)?
(2) What is our methodological approach to produce this outcome?
(3) How is the outcome and the approach linked to related work?
Step (1) includes a discussion, what quality criteria must be fulfilled by a method
producing the desired outcome. The proposed method in Step (2) will be eval-
uated in Chapter 7. The following General Quality Criteria (GQC) are derived
from the considerations in Section 1.3 and can be applied to all sub-questions and
approaches, respectively. Step (3) includes an evaluation of existing work to assess
the contribution of this thesis along these GQC and quality criteria specific for the
sub-question(s) at hand:
GQC-1 Does the approach concern research data as opposed to data in general?
GQC-2 Does the approach concern publications, code, other data, or a combi-
nation thereof?
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2.1 Categorize Event-Based Metrics and their Shortcom-
ings
Desired Outcome
This section presents our approach to answer the first sub-question (SQ-1) of the
research question: What are common shortcomings of event-based metrics in use?
The desired outcome in answering this sub-question is the systematic discussion
of shortcomings of event-based metrics (MC-1). This objective can be achieved in
three steps:
1. A classificatory scheme to describe and structure different event-based met-
rics
2. The systematic identification of shortcomings of event-based metrics
3. The discussion which shortcomings cannot be technically mitigated
This outcome is necessary to motivate benchmarks for research data products:
their design should tackle those shortcomings, that cannot be met by event-based
metrics. Point 3 of the outcome thus becomes input for the architectural design
for benchmarks for research data products (see Section 2.2 and Chapter 4).
Methodological approaches producing the desired outcome should fulfill the
following, additional Shortcomings-Discussion Quality Criteria (SQC):
SQC-1 They discuss all types of event-based metrics, not only one group.
SQC-2 The set of shortcomings can be reproduced and is systematically extend-
able.
These quality criteria are stipulated by the introduction of the concept of event-
based metrics and justified by an analysis of related work (see below). Examples
for groups of event-based metrics are citation-based metrics, social media metrics
or usage metrics (see Section 3.1).
Methodological Approach
The methodological approach chosen to achieve the desired outcome consists of
a review of available literature and the discussion of intermediate results with
experts.
The review of available literature is carried out along these steps:
1. A set of 21 publications is compiled, based on prior research. With this base
set,
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9 types of re-occurring shortcomings of event-based metrics are iden-
tified.
2. The base set is extended by a literature research using the following search
engines: The Bielefeld Academic Search Engine (BASE), a general-purpose
scientific from more than 7000 sources,1 and google scholar2, another general
purpose search engine in wide use which has been described as the largest
academic search engine with an estimation of 389 million records [Gus19].
The search term used to query the search engines above is a Boolean combi-
nation of the following classes, which have been compiled based on the titles
of the base set of publications:
• A class of terms for research data products and their context:
academia, academic, article, code, data, humanities, paper, publication,
research, scholar, science, scientific
• A class of terms indicating a critical discussion:
assess, discussion, evaluation, evaluate, examine, meaning, shortcoming
• A class of terms for event-based metrics:
altmetrics, citation, download, impact, metric, ranking, usage, view
The three topics (in bold above) were present in almost all titles of the
base set. The final search term consists of a Boolean conjunction of each
class, which itself is represented as a disjunction of all members of the class,
i.e. from all three classes, at least one term must match.
The search excludes publications which are not in English or which are too
old to realistically discuss modern approaches: all publications prior to 2000
have been excluded. The first 250 search results ranked by relevance have
been evaluated; after scanning the titles of these 250 search results, no new
additions to the corpus were found, so this limit was set to keep the results
relevant.
This results in an extended corpus of 62 publications (41 more com-
pared to the base set).
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• The publication is excluded if it does not discuss shortcomings of event-
based metrics.
• The publication is excluded if it discusses mainly metrics applied to
journals, institutions or researchers and not research data products.
21 of the publications have been excluded based on these criteria, the
extended and cleaned corpus therefore consisted of 41 papers after this
step.
4. Publications are furthermore added by the “snowball method”: follow a refer-
ence of an already selected publication if the referenced publication promised
to add previously not discussed shortcomings, or such shortcomings with only
a few references (less than 2).
Ten publications have been added by this method. the final corpus of
selected literature therefore consists of 51 publications.
5. The corpus of selected literature is analyzed and passages describing the
shortcomings of event-based metrics are extracted. Only those shortcomings
are considered, that can be generalized to all event-based metrics, excluding
for example those shortcomings that only apply to social media metrics.
The initial model of 9 shortcomings of event-based metrics has been
extended by a tenth shortcoming (coverage, COV) during the analysis
of the final corpus.
6. In a conclusive analysis, those shortcomings are identified, that cannot be
mitigated technically in principle.
The list of publications and a table with the extracted passages and the map-
ping to the shortcomings is published along this thesis (see Section I, in the ap-
pendix).
Intermediate results of the outcome have been discussed on two occasions with
international experts:
• 13th Research Data Alliance (RDA) plenary in Philadelphia, USA (April
2019)3
3https://www.rd-alliance.org/wg-data-usage-metrics-rda-13th-plenary-meeting
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• 14th RDA plenary in Helsinki, Finland (October 2019)4
Feedback from these events has been considered while the final presentation of
shortcomings of event-based metrics has been compiled in Chapter 3.
Related Work
In these paragraphs below, four publications are discussed which produced an
outcome comparable to the desired outcome described above. After this discus-
sion, some work is presented that proposes classificatory schemes for event-based
metrics.
[Gru14] is a commentary (SQC-2) on shortcomings of metrics in the context
of assessing the impact of research (GQC-1), focusing on publications (GQC-2). It
is not limited to a certain type of metric (SQC-1) and is therefore in parts broader,
than the considerations of Chapter 3. Beside the general skepticism regarding any
quantitative approach to assess research, the paper includes a detailed discussion
of citation-based metrics (a subset of event-based metrics).
[Cro14] shares this skeptical stance concerning (alt)metrics (SQC-1) as an
evaluative tool for scholarly output (GQC-1), focusing on publications (GQC-2).
In contrast to [Gru14], this work points out possible beneficial use cases (faster
results compared to citations and measuring societal relevance). It is also an opin-
ion piece without a dedicated section which explains the methodological approach
(which would allow its reproduction (SQC-2)).
[Bor14a] discusses advantages and disadvantages of altmetrics (SQC-1) in the
context of assessment of publications (GQC-1, GQC-2) and identifies commercial-
ization, data quality, missing evidence, and manipulation as major shortcomings.
How this list is methodically compiled is not explained in the paper (SQC-2), but
each claimed shortcoming is supported by a reference (it is also part of the final
corpus used in this thesis).
[Hau16] discusses heterogeneity, data quality and dependencies as challenges
for altmetrics (SQC-1). The context of this publication is scholarly communication
(GQC-1), the authors include all type of research data into their considerations
(GQC-2). The approach to collect and cluster the challenges seems to be based on
prior experience, which is our interpretation — the approach to compile the above-
named challenges is not discussed in-depth (SQC-2). The authors furthermore dif-
ferentiate between bibliometrics (as the application of citation-based metrics) and
altmetrics (other event-based metrics); this differentiation is not as fundamental
for this thesis as for [Hau16]. This publication names eight shortcomings, but not
the entire set of shortcomings found by us; compared to the other publications it
was the most extensive.
4https://vimeo.com/367997861
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An overview of how the four discussed publications fulfill the quality criteria is
given in Table 2.2. Each row stands for one of the above discussed publications;
the columns indicate whether they fulfill the quality criteria (checkmark) or not
(cross).
None of the list of shortcomings compiled by the above publications allows to
be systematically enhanced (SQC-2, only crosses in the last column of the table);
this is the main reason why Chapter 3 fills a gap in the literature. In the course
of the review ten types of shortcomings of event-based metrics were identified and
none of the reviewed publications discusses all of them; this gap is also filled in
Chapter 3. The approach proposed in this thesis is evaluated in Chapter 7 using
the same criteria.
Table 2.2: Evaluation of related work for SQ-1
Related Work GQC-1 GQC-2 SQC-1 SQC-2
[Gru14] X × X ×
[Cro14] X × × ×
[Bor14a] X × × ×
[Hau16] X X × ×
[LF13] and [HBC16] propose a taxonomy for event-based metrics or a subset
thereof. Their focus lies on the application of the metrics, not their (technical)
origin. The approach chosen in Chapter 3 focuses on the technical creation of the
scores of research data products and therefore leads to a similar, but slightly dif-
ferent taxonomy. Where possible, the proposed nomenclature of both publications
have been used.
2.2 Design Benchmarks for Research Data Products
In the previous section the desired outcome of SQ-1, the methodological approach
to achieve this outcome, and related work is discussed; this chapter follows the
same three-fold structure for SQ-2 and SQ-3.
Desired Outcome
This section discusses approaches to answer the second and third sub-questions
of the research question: What architecture for benchmarks is induced by the
shortcomings of event-based metrics (SQ-2)? How can an architecture for bench-
marks of research data products be instantiated (SQ-3)? The desired outcome
is a common architecture for these benchmarks (MC-2), a recipe to implement
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a benchmark, and a prototype as a proof-of-concept (MC-3). This outcome is
achieved by following these steps:
1. Compiling a list of features a benchmark of research data products must
have.
2. Designing an architecture for benchmarks based on these requirements.
3. A recipe how to create a benchmark based on this architecture.
4. A prototype to proof the viability of the design and the recipe.
These steps are necessary to show how benchmarks for research data products
can be realized in principle and how a specific benchmark can be created for
empirical evaluation.
Approaches producing this outcome should fulfill the following, additional
Quality Criteria (BQC):
BQC-1 Do the requirements mirror the concept of machine-actionability?
BQC-2 Is the design flexible enough to support different assessment frameworks?
BQC-3 Does the design include all components of a research data product?
BQC-4 Has a prototype been implemented and is its source code available?
BQC-5 Is the prototype evaluated against shortcomings of event-based metrics?
These quality criteria are either derived from considerations about research data
products (see Section 1.3), adapted from existing work (see next subsection), or a
consequence of the discussion of shortcomings of event-based metrics (see Chap-
ter 3).
While the bigger part of the criteria (BQC-1, BQC-3, BQC-4, BQC-5) should
be straightforward, BQC-2 needs additional context: A prominent example for a
assessment framework, as phrased in BQC-2, are the FAIR guiding principles for
scientific data management and stewardship (Findability, Accessibility, Interoper-
ability, and Reusability, [Wil+16], again discussed in [Mon+17]). In general, an
assessment framework stipulates or even defines what characteristics of a research
data product are considered essential for its quality, impact, or relevance. If the
design of a benchmark is too heavily tight to one assessment framework, a change
of it might break its design. Benchmarks for research data products should support
such frameworks, but the design should separate the chosen framework from the
technical aspects of benchmarking, thus making the chosen assessment framework
explicit, but interchangeable.
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Methodological Approach
The methodological approach chosen in this thesis to achieve the desired outcome
is aligned with the following scheme:
1. A requirement analysis based on Chapter 1, Chapter 3, and the literature.
2. Presentation of a resulting architecture based on these requirements.
3. A recipe to implement this architecture.
4. A prototypical implementation following the recipe.
5. Discussion of the prototype and publication of its source code.
Related Work
Three related projects/publications are discussed in the following, all of which
produced an outcome similar to the desired outcome described above.
The authors of [Wil+18b]5 introduce both a framework for measurable
FAIRness (BQC-2) of meta(data) (BQC-3) in the context of research data (GQC-
1, GQC-2) and tools for semi-automatic assessment; the requirement analysis has
been executed through seven interviews (BQC-1). Since the FAIR principles do
explicitly target data and metadata components of a research data product, but
the service component only in an implicit way, BQC-3 is only partially fulfilled.
The framework allows to provide additional, possibly community-specific metrics.
Currently 14 examples for such metrics are described in [Wil+18a] and the source
code is available (BQC-4).6 The approach is not evaluated against shortcomings
of event-based metrics (BQC-5) since this was not the focus of the authors.
The project MetaData Improvements and Guidance - MetaDIG [Hab19]
also suggests a benchmarking system. Unfortunately, there we could not find a
requirement analysis (BQC-1), nor an in-depth description of the architecture of
the benchmark. Some hints can be obtained from the source code, which is openly
available (BQC-4).7 The MetaDig project targets solely the FAIRness (BQC-2)
of metadata (BQC-3) of research data (GQC-1), also called research objects (to
stress the variability of data formats (GQC-2)). There is currently no evaluation
available which assesses the approach against the shortcomings of event-based
metrics (BQC-5).
5Again discussed in [Wil+19]
6https://github.com/FAIRMetrics/Metrics
7https://github.com/NCEAS/metadig
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[Cla+19] presents the work of the FAIRshake project, which also targets the
FAIR principles as a framework for assessments of research data products (GQC-
1, BQC-2), The quality of a research data product is explicitly separated from
its FAIRness, but the projects and its deliverables concentrate only on the latter.
The proposed solution is not only a methodology to assess FAIRness of “digital
resources” (GQC-2), with a prototype, but also web services, colored insignia indi-
cating the score of the assessment and technical documentation. It was developed
to meet the requirements of the biomedical research community (BQC-2). The
software allows to manually or automatically (BQC-1) execute the assessment of
data and metadata (BQC-3) and is openly available (BQC-4).8 There was no
evaluation against the shortcomings of event-based metrics (BQC-5).
An overview of how the discussed related work fulfills the defined criteria is
given in Table 2.3. The rows represent the three discussed approaches, the columns
the general quality criteria and the quality criteria for benchmarks described above.
A checkmark depicts the fulfillment of a criterion, a cross its opposite. The tilde
stands for partial fulfillment.
All three approaches share the characteristic, that their target audience are
mainly repository providers and creators of research data products; the sciento-
metric perspective is not their focus, hence the concentration on the FAIR guiding
principles. It is therefore not surprising that none of the related publications
evaluate their benchmarks against considerations of shortcomings of event-based
metrics. But the main gap identified in the available systems is another one: A
design that is not solely targeted at the fulfillment of the FAIR principles. Those
two conceptual gaps are bridged by this thesis. The approach of this thesis will be
evaluated in Chapter 7 using the same criteria.
Table 2.3: Evaluation of related work for SQ-2 and SQ-3
Related Work GQC-1 GQC-2 BQC-1 BQC-2 BQC-3 BQC-4 BQC-5
[Wil+18b] X X X × ∼ X ×
[Hab19] X X ∼ × × X ×
[Cla+19] X X X × ∼ X ×
2.3 Evaluate Correlation and Complementarity
In the previous section the desired outcome of SQ-2 and SQ-3, the methodological
approach to achieve this outcome, and related work is discussed; this chapter
8https://github.com/MaayanLab/FAIRshake
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follows the same three-fold structure for SQ-4 and SQ-5.
Desired Outcome
This section discusses approaches to answer the fourth and fifth sub-questions
of the research question: Do the scores of a prototypical benchmark correlate
with event-based metrics (SQ-4)? Can benchmark for a research data product
complement event-based metrics (SQ-5)? The desired outcome is evidence for the
(non-)existence of a correlation between benchmarks for research data products
and event-based metrics (MC-4) and for the complementarity of the two (MC-5).
The desired outcome of this chapter can be split into three components:
• A sample drawn from a collection of research data products.
• An analysis of the correlation between the scores of research data products
for event-based metrics and benchmarks for research data products (using
the sample).
• Indicators for the complementarity of benchmarks for research data products
to event-based metrics (in the sample), that is, whether they can mitigate
some or all of the shortcomings identified in Chapter 3.
If evidence for a weak correlation and complementarity between event-based
metrics and benchmarks for research data products is available, further research
is motivated, e.g. how benchmarks for research data products can be used to sys-
tematically mitigate shortcomings of event-based metrics in other contexts as the
context of the prototype and the sample. Approaches producing this desired out-
come concerning this evaluation should fulfill the following, additional Evaluation
Quality Criteria (EQC):
EQC-1 The sample is drawn reproducibly from a large collection.
EQC-2 The sample is statistically described to manage the effect of hidden vari-
ables.
EQC-3 The correlation should be measured by a statistic that does not assume
a linear transformation between the spaces of the compared metrics.
EQC-4 The indicators of complementarity are rooted in one or several of the
shortcomings described in chapter 3.
These quality criteria have been compiled based on discussions of the literature
(see above).
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Methodological Approach
The methodological approach to achieve the desired outcome follows this scheme:
1. A sample of research data products is drawn at-large out of a snapshot of
the Zenodo repository (February 2020) comprised of more than 1.5 million
research data products. “At-large” means that all research data products
are added to the sample, that fulfill the following conditions:
• They have a DOI assigned by zenodo.
• They are de-duplicated.
• The prototypical benchmark presented in Section 5.3 can run success-
fully on them.
The sample is comprised of 795,363 research data products
More details to the sampling at-large is given in Subsection 6.1.2. The sam-
pling at-large has been chosen to demonstrate the scalability of benchmark
performance with the number of research data products. It furthermore al-
lows to apply descriptive methods of statistics instead of using inferential
methods.
2. Event-based metrics are retrieved:
• Usage metrics, that is counts of views and downloads, are part of the
snapshot. They correspond to the state when the snapshot was made
(March 2020).
• Social media metrics as provided by altmetrics:9
– Tweeters: number of twitter accounts that have tweeted about the
research data product.
– Readers: number of accounts in citeulike, Mendeley, or Connotea
that marked the research data product as read.
– Facebook Walls: number of pages that have shared information
about the research data product on Facebook.
– Feeds: number of blogs that have mentioned the research data prod-
uct.
– Posts: number of online documents with one or more links or men-
tions to the research data product
9https://www.altmetric.com
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– Altmetric Score: the altmetric score is an aggregate value calcu-
lated by all social media metrics available to altmetric. While the
altmetric score includes all previous social-media metrics it is still
not redundant, since it furthermore includes fields that were not ex-
ploited for the evaluation, such as videos, reddit threads, or news
sources10 and has the highest coverage.
The score, i.e. the tweeters count, readers count, etc. correspond to the
state when the altmetric API was called (April and June 2020)11
3. The sample and the population is described statistically with the following
variables:
• type of resource (such as publication, image, data set, software etc.),
and
• year of publication
• field of study12
• scores of event-based metrics: usage metrics (views and downloads) and
social media metrics (see above).13 These types of event-based metrics
are introduced in Chapter 3.
4. The Spearman rank correlation coefficient is calculated for all combinations
of scores from the retrieved event-based metrics and those obtained by the
prototype, respectively.14 This coefficient quantifies the correlation of ranks
and is defined as the covariance of the ranks of the two variables divided
through the multiplication of both standard deviations of the variables. Its
value range is [−1, 1], with -1 denoting perfect negative correlation, 0 no
correlation and 1 perfect positive correlation.
Since only the ranks of the variables are used, the comparison is only ordinal
(not metric), i.e. the distances of the values of the variables are not used,
only the order induced by them. There is no proof, nor a reasonable argu-
ment for the claim that there is a linear transformation between the metric
10These have been excluded since they could be retrieved for but a small number of Zenodo
depositions.
11Social media metrics for 19 research data products were retrieved in June, since they were
missing in the original set, the rest was retrieved in April.
12The model and our approach assume that a research data product can belong to more than
one discipline of research.
13Citation-based metrics currently have too low of a coverage of research data products de-
posited in Zenodo (see e.g. [Pet+17]) which does not allow to meaningful compare them to the
scores of benchmarks for research data products; they are therefore excluded from the evaluation.
14The Spearman rank correlation coefficient is a standard measure for correlation of variables
[Spe04], in fact “one of the oldest statistics based on ranks” [Zar05].
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spaces of event-based metrics and benchmarks; the spearman rank correla-
tion coefficient is thus the best fit for a correlation quantification, since the
comparison of ranks only uses the induced order, not the distances between
the scores. Another correlation measure is Kendall’s correlation [Ken38]
which also solely uses ranks; it is computationally more complex without a
corresponding gain in information and therefore not used in this thesis.
5. The list of shortcomings of event-based metrics which cannot be mitigated
in principle is taken as a basis to evaluate the complementarity of event-
based metrics and benchmarks for research data products. This is either
done by a priori reasoning or by a quantitative analysis of the distributions
of scores of event-based metrics and benchmarks. There are two edge cases
of complementarity, when we take benchmarks for research data products to
be to a corrective factor of event-based metrics:15
• Low scores in event-based metrics and high scores in benchmarks for
research data products. In this case the score of the benchmark can be
taken to be an indicator for a “sleeping beauty” [Raa04], i.e. a research
data product that may not have received the attention it deserved due
to its quality, impact, or relevance.16
• High scores in event-based metrics and low scores in benchmarks for
research data products. In this case the score of the benchmark can
be taken to be an indicator for a “bad example”, i.e. a research data
product that had received more attention than can be justified by its
quality, impact, or relevance.
Related Work
No publications were found that discuss the comparison between event-based met-
rics and benchmarks for research data products. This can be explained by the
rather recent upcoming of benchmarks for research data products. Chapter 6
closes this gap.
Unlike the previous section, the related work of this section will hence not be
clustered along their fulfillment of requirements EQC-1 to EQC-4 (these quality
criteria will be used in Chapter 7). Instead, this subsection is organized as follows:
After an overview, we will shortly present papers who either are exemplary for
15These two edge cases are similar to Case II and Case III of [Hau+14b], which makes a similar
complementarity analysis between twitter coverage and citations of papers.
16There might, of course, be other interpretations, such as the benchmark’s result not corre-
sponding to quality, impact, or relevance in a specific instance; but it still seems more probable
to find “sleeping beauties” in the set of low event-based scores and high benchmark scores than
in randomized samples of the whole population.
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their sample technique, their selection of correlation indicators, or their discussion
of complementarity.
Overview: Related work discussed in the following consists mainly of papers com-
paring different types of event-based metrics. There are two approaches to explain
the weak or missing correlation of different types of event-based metrics [Sug+17]:
On the one hand is the assumption that different types of event-based metrics
indicate different features of research data products such as quality, impact, or
relevance of a research data product ([LF13], [HBC16]). On the other hand, event-
based metrics can also be taken to be receivers of one signal (i.e. one feature) and
the imperfect correlation between their scores can be explained by their ability
to filter out different types of noise ([AR13], [CZW15], [HCL15]). According to
this view, event-based metrics (and benchmarks for research data products) are
imperfect measurement devices, that could complement each other in the task to
assess research data products. A very similar conclusion in the context of jour-
nals is drawn in [Hau12] and a blueprint for general assessements is sketched in
[MH15]. This view is also the underlying view of this thesis and Chapter 6 will
provide evidence for such a perspective.
Sampling Methods: In [TJR14] and [Pet+16], the Thomson Reuters Data Ci-
tation Index (DCI) is used as a data source for data citations. Although it offers
a single point of entry, we did not use this service: it is part of the service “Web
of Science” which is not open for researchers without a paid subscription; this
hinders reproducibility. Open alternatives (e.g. the event-API of DataCite) have
too low of a coverage and are only in an experiential state as of the time of writing.
Citation-based metrics are therefore excluded in the evaluation.
Correlation Measures: An overview of comparisons of event-based metrics is
given in [Sug+17] (paragraph ”Social Media Metrics”). [Pet+17] uses the Pearson
correlation coefficient to state a correlation between event-based metrics based on
Twitter and Mendeley, respectively. This coefficient is not used in this thesis, since
it presupposes linear transformability between the different metric spaces. The
Spearman rank correlation coefficient is also used in the literature ([Kra+15a],
[HCL15]) and is only based on the order induced by the metric spaces (not the
distances). It is therefore a good choice to answer SQ-4.
Indicators of Complementarity: [Ke+15] proposes a method to identify “sleep-
ing beauties” without the need of specifying arbitrary parameters, such as the
necessary time for a research data product to be discovered. Unfortunately, this
method works only after the fact, i.e. it only enables the identification of sleeping
34 2. Methodological Approach and Related Work
beauties after a period of time has passed and enough citation data are avail-
able. The proposed indicators in Chapter 6 are not tied to this time-dependence
problem.
2.4 Own Preliminary Work
In this section, the author’s own publications and their relation to this thesis are
presented. This section also includes software and other data published. The two
main objectives are to indicate which parts of this thesis are directly or indirectly
based on previous work, and to identify the author’s contributions to this prior
work in comparison with co-authors.
Publications
In the following all peer-reviewed publications until today of the author of this
thesis are listed in order of date of publication. Each publication is briefly summa-
rized by its abstract, copied from its original publication. A short paragraph after
the abstract comments on the relation of the publication with this thesis. The
author’s contribution is assessed on par with the Contributor Roles Taxonomy
(CRediT).17 This standard is designed to make contributions of authors transpar-
ent and comparable beyond the writing, revision or editing of manuscripts [Hol19].
The taxonomy includes 14 roles that are typically contributing to a publication,
and short descriptions of these roles to foster uniform and consistent application
of the taxonomy.
17https://casrai.org/credit
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Challenges in Creating a Sustainable Generic Research Data Infrastruc-
ture ([Gru+17])
Authors : Richard Grunzke, Tobias Adolph, Christoph Biardzki, Arndt Bode,
Timo Borst, Hans-Joachim Bungartz, Anja Busch, Anton Frank, Christian Grimm,
Wilhelm Hasselbring, Anastasia Kazakova, Atif Latif, Fidan Limani, Mathis Neu-
mann, Nelson Tavares de Sousa, Jakob Tendel, Ingo Thomsen, Klaus Tochtermann,
Ralph Müller-Pfefferkorn, and Wolfgang E. Nagel
Abstract : Research data management is of the utmost importance in a world
where research data is created with an ever increasing amount and rate and with
a high variety across all scientific disciplines. This paper especially discusses soft-
ware engineering challenges stemming from creating a long-living software system.
It aims at providing a reference implementation for a federated research data in-
frastructure including inter-connected individual repositories for communities and
an overarching search based on metadata. The challenges involve a high variety
of evolving requirements, the management and development of the distributed
and federated infrastructure that are based on existing components, the piloting
within the use cases, the efficient training of users, and how to enable the future
sustainable operation.
Relation to thesis : The ideas of this paper influenced the description of chal-
lenges in Section 1.3 and are remotely connected to the discussion of features in
Chapter 4.
Author’s contribution: Conceptualization, Writing - original draft (this publi-
cation was published under the birth name of the author: Adolph)
How FAIR Can you Get? Image Retrieval as a Use Case to Calculate
FAIR Metrics ([WK18])
Authors : Tobias Weber and Dieter Kranzlmüller
Abstract : Many providers of research data services officially embrace the FAIR
guiding principles for scientific data management and stewardship. To assess the
compliance of their services to these principles and to indicate possible improve-
ments, use-case-centric metrics are needed as an addendum to existing approaches.
The retrieval of spatially and temporally annotated images can exemplify such a
use case. A prototypical benchmark based on that use case indicates that currently
no research data repository achieves the full score according to the proposed metric.
Suggestions on how to increase the score include automatic annotation based on
the metadata inside the image file and support for content negotiation to retrieve
the research data. This can lead to an improvement of data integration workflows,
resulting in a better and more FAIR approach to manage research data.
Relation to thesis : This paper is a conceptual predecessor of the architecture
presented in Chapter 4.
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Author’s contribution: Conceptualization, Data curation, Formal analysis, In-
vestigation, Methodology, Software, Validation, Visualization, Writing - original
draft, Writing - review & editing
Addressing knowledge and know-how biases in the environmental sci-
ences with modern data and compute services ([Wei+18])
Authors : Jens Weismüller, Stephan Hachinger, Hai Nguyen, and Tobias Weber
Abstract : In their daily work, environmental scientists typically need to ac-
cess data from a variety of sources, analyze and process them with different tools,
and model the data using heterogeneous IT systems. Gathering all the neces-
sary knowledge and executing the corresponding workflows repeatedly consumes
a lot of the researcher’s time, which leads to a problem we call the ”knowledge
and know-how bias”: Scientists will generally prefer data from sources they are
familiar with, and focus on computational methods and tools they know. This
undesirable situation can be improved by services that help them with their core
workflows in data-driven research. Typically, these have to focus on creating inter-
faces between heterogeneous data sources and heterogeneous computational tools
and methods. We believe that optimizing scientific workflows – which in the en-
vironmental sciences typically involve data and metadata in diverse formats, as
well as a vast variety of software stacks and libraries for data analysis – should
not be the primary task of a scientist, but rather a central service of modern
scientific data and computing centers. A key prerequisite to efficiently use het-
erogeneous computational tools on a variety of data is interoperability: technical
aspects such as data repositories and file formats need to be considered as well
as metadata and organizational aspects. With their expertise in this area, scien-
tific computing centers can provide scientists with specifically tailored, yet flexible
solutions. With this aim in mind, we exemplarily discuss efforts to set up closer
collaborations between scientists and the Leibniz Supercomputing Centre (LRZ,
Garching, Germany). High-level IT services developed in such contexts should
enable environmental scientists to reduce the knowledge and know-how biases in
their research.
Relation to thesis : This paper includes thoughts loosely related to the chal-
lenges discussed in Section 1.3.
Author’s contribution: Conceptualization, Methodology, Writing - original draft,
Writing - review & editing
Designing a Generic Research Data Infrastructure Architecture with
Continuous Software Engineering ([Sou+18]
Authors : Nelson Tavares de Sousa, Wilhelm Hasselbring, Tobias Weber, and
Dieter Kranzlmüller
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Abstract : Long-living software systems undergo a continuous development in-
cluding adaptions due to altering requirements or the addition of new features.
This is an even greater challenge if neither all users nor requirements are known
at an initial design phase. In such a context, complex restructuring activities are
much more probable, if the challenges are not taken into account from the begin-
ning. We introduce a combination of the concepts of domain-driven design and
self-contained systems to meet these challenges within the system’s architecture
design. We show the merits of this approach by designing an architecture for a
generic research data infrastructure, a use case where the mentioned challenges
can be found. Embedding this approach within continuous software engineering,
allows to implement and integrate changes continuously, without neglecting other
crucial properties such as maintainability and scalability.
Relation to thesis : The proposed design in this paper influenced the scalability
disucssion in Chapter 4.
Author’s contribution: Writing - original draft, Writing - review & editing
Methods to Evaluate Lifecycle Models for Research Data Management
([WK19])
Authors : Tobias Weber and Dieter Kranzlmüller
Abstract : Lifecycle models for research data are often abstract and simple.
This comes at the danger of oversimplifying the complex concepts of research data
management. The analyses of 90 different lifecycle models lead to two approaches
to assess the quality of these models. While terminological issues make direct
comparisons of models hard, an empirical evaluation seems possible.
Relation to thesis : The relevance of this paper for the thesis is indirect: in
this publication evidence is collected to sustain the claim that the concept of a
data-lifecycle is currently neither mature, nor consistent enough to be a scientific
object of investigation. As a consequence, the concept of a research data product
is the main object of investigation for this thesis.
Author’s contribution: Conceptualization, Data curation, Formal analysis, In-
vestigation, Methodology, Software, Validation, Visualization, Writing - original
draft, Writing - review & editing
Using supervised learning to classify metadata of research data by field
of study ([Web+20])
Authors : Tobias Weber, Dieter Kranzlmüller, Michael Fromm, and Nelson
Tavares de Sousa
Abstract : Many interesting use cases of research data classifiers presuppose
that a research data item can be mapped to more than one field of study, but for
such classification mechanisms, reproducible evaluations are lacking. This paper
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closes this gap: It describes the creation of a training and evaluation set com-
prised of labeled metadata, evaluates several supervised classification approaches,
and comments on their application in scientometric research. The metadata were
retrieved from the DataCite index of research data, pre processed, and compiled
into a set of 613,585 records. According to our experiments with 20 general fields
of study, multi layer perceptron models perform best, followed by long short-term
memory models. The models can be used in scientometric research, for example
to analyze interdisciplinary trends of digital scholarly output or to characterize
growth patterns of research data, stratified by field of study. Our findings allow
us to estimate errors in applying the models. The best performing models and the
data used for their training are available for re use.
Relation to thesis : The results of this paper influenced the discussion of chal-
lenges in Section 1.3 (especially with regard to heterogenity). The described model
is furthermore used to describe the distribution of fields of study in the sample in
Chapter 6.
Author’s contribution: Conceptualization, Data curation, Formal analysis, In-
vestigation, Methodology, Software, Visualization, Writing - original draft, Writing
- review & editing
Standardizing a Standard: Why and how a Best Practice Guide for the
DataCite Metadata Schema was created ([Küm+20])
Authors: Sonja Kümmet, Stephan Lücke, Julian Schulz, Martin Spenger, and
Tobias Weber
Abstract : In order to promote the FAIRness of research data, the use of a
widespread metadata schema is recommended to describe the data. The DataCite
Metadata Schema published by the consortium of the same name has meanwhile
established itself as a model used worldwide. However, the evaluation of DataCite
XML files created by project managers at the IT Group Humanities of the LMU
Munich and at the Leibniz Supercomputing Centre revealed the need to extend the
standard. Against this background, representatives of data creators, data curators
and data aggregators participated in the development of a best practice guide for
DataCite in order to increase the interoperability of (meta-)data through a stronger
standardization. This paper describes the development process towards the now
published Best Practice Guide, discusses the reasons for its development, and
presents the main features of the guide and the potential of its future application.
Relation to thesis : This publication and the described best practice guide are
the sources for the creation of the prototype along the recipe presented in Chap-
ter 5.
Author’s contribution: Conceptualization, Investigation, Methodology, Writing
- original draft, Writing - review & editing
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Shortcomings of Usage Metrics for Research Data ([Web20])
Authors: Tobias Weber
Abstract : The FAIR assessment of research data is a hard task, both for techni-
cal and social reasons. Usage metrics are a central pillar in solving these problems.
However, usage statistics are not without shortcomings, which are presented and
classified in this paper; technical and organizational mitigations exist or are in
development, but there are still issues demanding further research. A list of such
open challenges is another contribution of this paper. Facing these challenges will
contribute to open and transparent scientometric research and fair assessment of
digital scholarly output.
Relation to thesis : This publication is a subset of the considerations in Sec-
tion 3.2 for usage metrics. It is planned as an RDA recommendation and output
of the working group “Data Usage Metrics” — and is currently in preparation.
Author’s contribution: Conceptualization, Data curation, Formal analysis, In-
vestigation, Methodology, Writing - original draft, Writing - review & editing
Data, Code and Technical Reports
The following data and code publications are supplementary material to articles
presented in the previous subsection or grey literature (non-peer reviewed articles).
They are listed here, since they are produced by the author of this thesis:
• [WK18]
– Data Publication accompanying the paper ”Methods to Evaluate Life-
cycle Models for Research Data Management” ([Web18a])
– Software Publication accompanying the paper ”How FAIR can you get?
Image Retrieval as a Use Case to calculate FAIR Metrics” ([Web18c])
• [WK19]
– Data Publication accompanying the paper ”Methods to Evaluate Life-
cycle Models for Research Data Management” ([Web18b])
• [Web+20]
– Source Code and Configurations for Publication ”Using Supervised Learn-
ing to Classify Metadata of Research Data by Discipline of Research”
([WF19])
– s-sized Training and Evaluation Data for Publication ”Using Super-
vised Learning to Classify Metadata of Research Data by Discipline of
Research” ([Web19d])
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– m-sized Training and Evaluation Data for Publication ”Using Super-
vised Learning to Classify Metadata of Research Data by Discipline of
Research” ([Web19b])
– l-sized Training and Evaluation Data for Publication ”Using Supervised
Learning to Classify Metadata of Research Data by Discipline of Re-
search” ([Web19a])
– Raw Data for Publication ”Using Supervised Learning to Classify Meta-
data of Research Data by Discipline of Research” ([Web19c])
– Statistics and Evaluation Data for Publication ”Using Supervised Learn-
ing to Classify Metadata of Research Data by Discipline of Research”
([WFS19])
• [Küm+20]
– DataCite Best Practice Guide ([Küm+19])
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This chapter presents a classification of event-based metrics and discusses their
shortcomings. In Section 3.1 a short overview of event-based metrics is given,
including examples for these metrics. The result of a literature review concerning
shortcomings of event-based metrics is presented in Section 3.2. Based on these
findings, principal shortcomings are identified in Section 3.3, which cannot be
technically mitigated.
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Figure 3.1: A Taxonomy for Event-based Metrics
3.1 Overview of Event-based Metrics
An event-based metric is understood to be an assessment of a research data prod-
uct based on the documentation of events of interactions with the research data
product. The frequency of citations, mentions, or downloads are examples for
event-based metrics’ scores. Although the concept “event-based metric” is to our
knowledge coined by this thesis, the idea to point out and discuss similarities be-
tween citation-based metrics, social media metrics, and usage-based metrics is not
new [WC12], [Ham14], [Hau16], [May+17], [Rav+17], [Sug+17].1 All these publi-
cations propose or presuppose a collective term for a set of metrics beyond simple
citation-based metrics, while none of them sets this collective into relation to an-
other type of metric, as is done in our work with the comparison of event-based
metrics with benchmarks for research data products.
We concentrate on three main types of event-based metrics:
• Citation-based Metrics (Subsection 3.1.1)
• Social Media Metrics (Subsection 3.1.2)
• Usage Metrics (Subsection 3.1.3)
Figure 3.1 shows the taxonomy induced by these three types: The figure shows
a taxonomic tree and is to be read from top to bottom: The root stands for all
1The most similar term to event-based metrics is “scholarly metrics” in [Sug+17]: “scholarly
metrics are thus defined as indicators based on recorded events of acts (e.g., viewing, reading,
saving, diffusing, mentioning, citing, reusing, modifying) related to scholarly documents (e.g.,
papers, books, blog posts, datasets, code) or scholarly agents (e.g., researchers, universities, fun-
ders, journals).” This term has not been chosen for this thesis for two reasons: First, it is more
extensive than event-based metrics: It also includes metrics solely based on artificially produced
events (as in the context of benchmarks), while event-based metrics is derived from events which
have already happened and are not produced for the sake of the assessment of a research data
product. Secondly, the term “scholarly metrics” focuses on the context of the metrics (scholarly
communication) and not on their origin (events).
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event-based metrics, the first layer below the root depicts the three types discussed
in this thesis and the last layer exemplifies the events that are captured by each
metric. The figure gives an overview of the types of event-based metrics relevant
to this thesis without any claim to completeness.
From a conceptual point of view, all presented event-based metrics share a
common anatomy:
1. The basic building blocks are events, meaning real-world phenomena (i.e.
not artificially created) happening at a discrete point in time in relation to
a research data product. Examples for events include somebody citing a
research data product or tweeting about it.
2. The occurrences of a selection of events are documented in a log ; the log
can be actually realized (by a file or a database), but it could also be just a
conceptual ensemble of all events of a certain type.
3. The score for a given research data product is then the mapping from the
log to a number, e.g. by counting how often a certain type of event occurred
in the log.
4. The last layer of this scheme must be clearly separated from the other three:
the application of the metric. The application adds an interpretation to the
score, such as “many clicks mean high quality”.
The event, the log, the score, and the application can be understood as layers
of a scheme that abstracts from events by documentation, then from the log by
quantification and finally from the score by evaluation. The layered scheme of
event-based metrics is depicted by Figure 3.2. In the first row, screenshots give
examples for events: references in an article, tweets about a code base and down-
loads of data sets. The second row shows conceptual logs (for citations and tweets)
and a logfile recording access to a research data product. The third row shows
how the logs are mapped to a score of a research data product and the last row
shows an application. The direction from top to bottom stands for the stepwise
abstraction from events via documentation, quantification, and evaluation.
One of the most discussed use cases for event-based metrics is their application
to measure some sort of “scientific success”, especially in situations in which deci-
sions are made regarding funding or hiring. Before we discuss the three main types
of event-based metrics in the remainder of the section, a word of caution is due
applying to all quantitative models used in these contexts: Assessing individuals
or deciding which research project is worth funding is always more than a mere
calculation — or to rephrase a passage from the Leiden Manifesto for research
metrics: evaluation should be led by judgements, not data [Hic+15]. This does
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Figure 3.2: Examples of event-based metrics and their different stages
not entail that metrics cannot support decisions, but all metrics have limitations
and are in the need of contextualization.
To our knowledge, this analysis of identical features of event-based metrics has
not been carried out systematically in related work, although conceptual prede-
cessors include:
• [Cro01] discusses the application of the same methodology used at citation
analysis to resources of the “web” and focus on the “science in action”, i.e.
science as a system of interconnected events.
• [BI04] introduces a classification of different events, but not based on their
origin but based on the fields scrutinizing the events (*metrics, including
infometrics, cybermetrics and webometrics).
• [HBC16] discusses efforts to find a synthesis of altmetrics (see Subsection 3.1.2),
i.e. a conceptual interpretation of their meaning and application.
The layered model can also be considered as a contribution of this thesis to sci-
entometrics, although its objective is external to scientometrics: to describe the
commonalities of the state-of-the-art way to assess research data products to iden-
tify common shortcomings that can be (partially) remedied by a new approach,
i.e. by benchmarks for research data products.
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3.1.1 Citation-based Metrics
Citations are references to other research data products in the data or metadata
component of a research data product. A citation can also be considered as an
event, since the research data product is published at a discrete point in time, which
is identical with the point in time the citation comes into existence. Citation-based
metrics are thus assessments of research data products based on an aggregation of
citations.
Citation-based metrics are often described with economical metaphors: they
are called the “gold standard” of scholarly metrics [Sug+17], a “currency” [Opp15],
or “central to the incentive system” by constituting “an underlying sense of dis-
tributive justice” [Mer88]. Their importance in the assessment of publications is
the reason other forms of research data strive to be part of this system of distribu-
tive justice: there are principles for “data citation”2 [Dat14] and a roadmap for
repositories which strive for technically compliance to these principles [Fen+19];
the same endeavor is discussed for citations of software [SKN16]. The meaning
and limitations of citation-based metrics have been discussed extensively in the
1970s and 1980s (see [ALW19] for an overview and primary sources). Avant la
lettre, similarities in referencing relations across different types of research data
products have been described as early as 2001 (see e.g. [Cro01]).
The simplest citation-based metric is built on counting as an aggregation func-
tion: the sum of all available citations of a research data product determines the
score of a research data product; but there are other metrics such as the journal
impact factor [Gar55] or the h-index [Hir05]. Both are also based on counting cita-
tions. These types of metrics have been criticized, especially when a researcher is
evaluated by a metric designed to evaluate journals3 or when decisions in academia
are only supported by quantitative evaluations, without any qualitative consider-
ations (see above).4 Since both metrics do not assess research data products, but
journals and researchers respectively, they are out of the scope of this thesis; but
the critique for these types of metrics influenced this work both technically and
ethically: the claim that assessments of research data products have to be both
transparent and adaptable is a technical design principle for the architecture pro-
posed in Chapter 4 as well as a dimension along which our results are critically
appraised.
2meaning research data that are not code nor publications
3e.g. the San Francisco Declaration on Research Assessment, initialized on the Annual Meeting
of The American Society for Cell Biology (ASCB) in San Francisco in December 2012, https:
//sfdora.org/read, see also [Gam+20]
4e.g. The Leiden Manifesto for research metrics [Hic+15]
46 3. Event-Based Metrics
3.1.2 Social Media Metrics
One reaction to many of the critical discussions of citation-based metrics was
the development of alternative metrics, or altmetrics for short [PGT12].5 Social
media metrics is a subset of these altmetrics; the term “social media metrics” is
used in this thesis as it is described in [Sug+17]: “[. . . ] metrics, which have a
clear focus on social functions; that is, [which are derived from] those platforms
which allow users to connect and interact with each other; create and reuse content;
and comment on, like, and share user-provided content.” Exploiting logs of social
interactions to assess research data items (beyond the formal communication of
peer-reviewed findings) promises to include societal relevance to the assessment of
a research data product [BH18b].
Since the events needed to derive social media metrics are mainly happening
on platforms which are run by private companies, the logs are also in private
hands. APIs to services such as the microblogging service Twitter6 or the reference
manager Mendeley7, allow for ad hoc analyses; but typically, social media metrics
are provided by private companies as a service.8
As with citations, metaphors to make social media metrics understandable
often involve economic imagery; In [HBC16], the authors propose three theories
to better understand altmetrics, two of which bear clear economical reference:
social capital and attention economics.9 Despite the theoretical issues with the
meaning of these metrics, it was disputed whether altmetrics in general and so-
cial media metrics in special could replace citation-based metrics. Several studies
could only find weak ([Zuc+15], [CZW15]) or no correlation ([Pet+16]) between
citation-based metrics and altmetrics. The dominant conclusion in the sciento-
metric literature is therefore that citation-based metrics and social media metrics
measure different characteristics of research data products.
3.1.3 Usage Metrics
Usage metrics are often considered a subclass of altmetrics ([Dor13],[MT14]).
Metaphorically speaking, they are differentiated from social media metrics by the
events on which they are based: while social media metrics are based on conver-
sations about research data products, usage metrics are based on interactions with




8The same applies to citation-based metrics, with the prominent exception of the Initiative
for Open Citations (I4OC, https://i4oc.org/).
9The third theory, impression management, has its roots rather in dramaturgy.
3.2 Shortcomings of Event-based Metrics 47
data product is considered usage in this thesis.
Canonical examples for such interactions are “views”, which are visits on the
landing page of a research data product, and “downloads” which is the retrieval
of the data or metadata of a research data product via its services. Usage metrics
therefore differ in a crucial point from the other event-based metrics since they
potentially honor all three components of a research data product.
Providers of repositories for research data products collect these interactions
with a research data product on their system; metrics can be calculated by ap-
plying web analytics. The COUNTER10 standard for publishers of articles has
been introduced to make these metrics more comparable and to offer a unified
approach to tackle technical problems, such as “double clicks” or denial-of-service
attacks [She04]. A similar standard for data sets has also been proposed [Fen+18].
3.1.4 Other Event-Based Metrics
The list of event-based metrics presented so far is most probably not exhaustive,
instead citation-based metrics, social media metrics and usage metrics are the
dominant examples in the relevant literature. In the future, more event types
might provide the basis for other event-based metrics: e.g. the performance of
research data products on reproducibility platforms such as PopperCI [Jim+17]11
or decentralized recommendation systems such as plaudit.12
Since the role of these less frequently used event-based metrics is yet to be
determined, the empirical evaluation in Chapter 6 exclusively takes two out of
the three aforementioned types into account, but all theoretical considerations,
especially the following concerning common shortcomings of event-based metrics,
should apply to all other types as well.
3.2 Shortcomings of Event-based Metrics
This section summarizes the results of a systematic literature review to find and
cluster common shortcomings of event-based metrics (as mentioned in Section 2.1).
Some shortcomings referenced in literature only apply to one type of event-based
metrics13 or one type of research data product.14 These were excluded from the fol-




13e.g. the problem how to count events in usage-based metrics (double-clicks, sessions), see
[Fen+18]
14e.g. it is currently an unsolved problem how to aggregate event counts in the case of research
data that are composites of other research data.
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for research data products could contribute to mitigate the common shortcomings
of all event-based metrics.
Ten types of shortcomings of event-based metrics have been identified. Ta-
ble 3.1 shows each of these shortcomings in one row; the columns contain informa-
tion about the shortcoming (from left to right): an identifier for the shortcoming,
its name, a short description, the number of sources referencing the shortcoming
and a reference to a table with details for that shortcoming. The tables displaying
the details (Table A.1 to Table A.10) can be found in the appendix; they provide
additional background, classification information and a list of the publications ref-
erencing the shortcoming. The rows are displayed in decreasing order of number
of sources referencing the shortcomings.
“Data quality” is a shortcoming that has been discussed by some of the publi-
cations in the corpus, namely [ZC18], [Hau16], and [Hic+15]. It was not added to
this list as an own type of shortcoming for two reasons: first, it is doubtful that
publications using the term “data quality” share a common understanding of that
term. Second, the term is too coarse-grained: several shortcomings presented in
this chapter can be subsumed under this concept, such as COV (the log of events
has low quality since it does cover too many or too few events) or TRST (the log
of events includes providers of event data that are not trustworthy).
Despite the heading of this section, a quick remark about the advantages of
event-based metrics might be warranted: they are easy and cost-efficient to imple-
ment, scrutinized by scientometric research and agnostic to any technology applied
in the creation of a research data product. The empirical nature of collecting and
counting events to assess the output of research might be a reason why event-based
metrics are so wide-spread in current evidence-based fields of research.15 Another
advantage of event-based metrics is that they can be used for machine-actionable
assessments of research data products: If it is specified which scores are considered
thresholds or indicators of quality, impact, or relevance of a research data product,
no human interaction is necessary to carry out an assessment.
3.3 Ways to Mitigate Shortcomings of Event-based Met-
rics
The shortcomings presented in the previous section are classified below to identify
shortcomings which can be most informative in the creation of an architectural
design of benchmarks for research data products: the requirements presented in
Chapter 4 are based on these flaws of event-based metrics which cannot be easily
mitigated. The objective of this section is not to discuss all aspects of mitigation
15A word of caution is phrased in the fifth main finding of [Wil+17]: “measure what matters”
instead of measuring those features that are easy to collect.
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Table 3.1: Shortcomings of event-based metrics
Identifier Name Description # Details
COV Missing
coverage
A score of an event-based metric is





Correlation with quality, impact, or
relevance of a research data product
is doubtful.
27 Table A.2
NORM Normalization The scores of two research data
products are not comparable, since
they must be normalized.
23 Table A.3
GAME Gaming The score of a research data product
is too high, since it has been artifi-





The score of a research data prod-
uct is too high (to correlate with
quality, impact, relevance of a re-
search data product) since social ef-
fects, such as the Matthews effect or





The score of a research data product
is only available after a certain pe-






The scores of two research data
products cannot be compared, since
the one source adding to the log of





The score of a research data product
cannot be used to assess the quality,
impact, or relevance since necessary
context is missing.
8 Table A.8
DUP Duplication The score of a research data prod-
uct is too low since the research data
product is duplicated over different
service providers.
2 Table A.9
VER Versioning The score of a research data product
is too low, since its predecessors or
successors are not accounted for.
2 Table A.10
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in-depth, but to give the right amount of context to justify the classification of the
shortcomings of event-based metrics along the following classes:
1. Simple shortcomings can be mitigated easily, i.e. the technical solutions are
available, they can be implemented from an organizational point of view, and
their mitigation does not increase the negative impact of other shortcomings.
2. Normal shortcomings can be mitigated, but this mitigation comes at a cost:
the technical solutions need (further) research and development, their imple-
mentation is hard from an organizational point of view, or they can only be
mitigated at the cost of increasing the negative impact of other shortcomings.
3. Principal shortcomings cannot be mitigated at all, i.e. there is in principle no
technical solution available other than complementing event-based metrics
with metrics that are not based on events.
The remainder of this section is aligned with these three categories: firstly, mitiga-
tions for three simple shortcomings will briefly be sketched. Secondly, five normal
shortcomings will be discussed, i.e. it will be argued why these shortcomings are
not simple and what available technical or organizational options for mitigations
exist. Lastly, it will be argued that TIME and BAND are principal shortcomings.
3.3.1 Mitigations of Simple Shortcomings
Missing Context (CTXT)
The mitigation of CTXT is straightforward: providing the missing context. This
shortcoming applies to the format of the log of event, i.e. what is recorded. Candi-
dates to add to a log can be directly read from the presentation of the shortcoming
in table A.8:
• Engagement with the research data product could be provided by qualified
references in the case of citations (how or why the research data product is
cited), context of the social interaction on a platform (e.g. along the three
categories proposed in [HBC16]: access, appraise, apply), or details about
the usage (e.g. who used it, or to what end).
• Differentiating technical processing from human interaction is addressed in
the COUNTER code of practice [She04], [Fen+18].16
16The proposed solution might be in the need of an overhaul, when technical processing be-
comes more sophisticated than today. At the moment it consists of evaluating the user agent
field of an HTTP request.
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Duplication (DUP)
From a technical point of view, DUP is a solved problem awaiting implementa-
tion: persistent identifiers like Digitial Object Identifiers (DOI)17 allow to un-
ambiguously identify digital resources such as research data products. Persistent
identifiers for other resources, such as researchers (e.g. ORCID IDs18) or academic
institutions (e.g. the Research Organization Registry (ROR)19) furthermore allow
to link solutions of this problem to solutions of CTXT, as proposed in projects
like FREYA.20
If every research data product is unambiguously identifiable, event-based met-
rics can be aggregated accordingly and the score of a research data product is not
skewed by duplicates.
Versioning (VER)
As with DUP, VER is a technically solved issue, that awaits implementation: Ver-
sioning semantics has been standardized in the software community and its results
can be re-used in the context of research (e.g. semantic versioning21). Metadata
standards like DataCite allow to create machine-actionable links from one version
of a research data product to another, thus documenting the version history.22
Usage of these machine-actionable solutions allows users of event-based metric
to implement applications of these metrics that take a version history into account
when appropriate or aggregate over all versions in other cases.
3.3.2 Mitigation Strategies for Normal Shortcomings
This subsection discusses normal shortcomings. While GAME and NORM are
each discussed in a dedicated paragraph, the mitigation of COV and COR on the
one hand, and COV and TRST on the other hand are intertwined and therefore
discussed together in the last two paragraphs of this subsection.
Gaming (GAME)
“Goodheart’s law” as phrased by Marilyn Strathern, says that “[w]hen a measure






22see the relation types “isVersionOf”, “isNewVersionOf”, and “isPreviousVersionOf” in stan-
dard 4.3 [Dat19]
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this stance, at least not in its radical form, that a targeted measure cannot be a
suitable tool for scientometricians, it provides the motivation to constantly check
incentive systems for false play.
Some authors suggest that altmetrics are easier to game than citation-based
metrics [Bor14a], 23 but at the same time the incentive for a malevolent actor is
much greater for citation-based metrics at the time of writing.24 Work to mitigate
the effects of self-citation [BK11] and citation cartels [FP16] has been published.
Citation “theft” is also an issue, considering e.g. that review article receive more
citation than the work reviewed [Gru14].
Since social media metrics and usage-based metrics are not (yet) a considerable
part of the academic incentive system, detection methods for unethical scientific
behavior on social platforms, or countermeasures thereof have not received the
same attention in research as compared to gaming of citation-based metrics. Many
of the countermeasures in other fields, such as the study of political discourse on
social media platforms, is adaptable to the context of assessment of a research
data product, e.g. the detection of social bots [Wan10].
In general, the strategy to harden event-based metrics against gaming is to
constantly invest in research and technology to identify occurrences of misbehavior
and find systematic countermeasures. While this policy is possible in principle, it
still requires additional resources and intellectual work, which is why GAME has
been classified as a normal shortcoming.
Normalization (NORM)
[BH18b] suggests applying “established normalization processes” to altmetrics.
The review carried out in [Wal16] references at least two types of normalization
procedures (average citation count and highly cited publications) to achieve nor-
malization. This is evidence that there actually is not a commonly agreed upon or
standardized way to normalize citations as indicated by the authors of [BH18b].25
Further technical issues with proposed normalization procedures are yet unsolved,
including but not limited to: missing robustness,26 the arbitrary choice of dimen-
23Unsurprisingly, the altmetric manifesto claims the opposite, see [Pri+10].
24Academic hiring and tenure decisions are often based on citation-based metrics
25See [ALW19] for an overview of citation-based normalization procedures and their discussion
26Normalizations are often based on the mean (see e.g. [CLB10]), not the median of distribu-
tions of citations (or other types of events). This can be criticized for only softening, but not
erasing the effect of skewed distributions, see [ALW19].
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sions to normalize against,27 and the open scale of the normalized scores.28
These technical issues need to be addressed to mitigate NORM. The further
need for research and development is why NORM is classified as a normal short-
coming.
Missing Coverage vs Missing Correlation (COV/COR)
Considered in isolation, COV has a straightforward solution: Make the log record-
ing the events as inclusive as possible. A target conflict arises, when mitigation
strategies for COR are considered: If only those events are included in the log
which are considered to be indicators of quality, impact, or relevance of a research
data product, the question whether event-based metrics correlate with these would
be solved.29 COV and COR thus cannot be mitigated without increasing their re-
spective negative impact: if the log is compiled in a manner that is very inclusive,
quality issues might arise and vice versa, if it is handled too restrictive, relevant
events might be excluded. These considerations justify the classification of COV
and COR as normal shortcomings.
Missing Coverage vs Missing Trustworthiness (COV/TRST)
A similar situation to COV and COR can be described, when considering the ef-
fects of mitigations of COV and TRST: The straightforward solution to mitigate
trustworthiness issues is to restrict the event log to those sources for which trust
could be established (e.g. by means of certification), which directly effects the neg-
ative impact of COV. Therefore, TRST is also classified as a normal shortcoming.
3.3.3 Principal Shortcomings
This subsection finally discusses those shortcomings which should be most infor-
mative for the architectural design of benchmarks for research data products, since
there is no technical mitigation.
27Canonical example for such a dimension is the field of study, for which a big number of
schemes is available (see [Web+20] for a selection). The choice of the classification scheme has
a crucial impact to the results of normalization, but is often dictated by the tools and services
available, e.g. the classification of the service “Web of Science”, see e.g. [Wal+11b].
28Even normalization against ”highly-cited publications” (see [Wal16]) does not allow to define
an upper bound, since there is (currently) no reasonable and robust candidate for an upper bound
for the number of events.
29This mitigation of COR might deprive event-based metrics of their possibility to be the
basis of machine-actionable assessments of research data products, since these selections are
often manual.
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Social Effects (BAND)
All types of events listed in Section 3.1 mirror social interaction, since the ba-
sic intuition behind event-based metrics is that the frequency with which humans
interact with a research data product correlates with its quality, impact, or rel-
evance. But human behavior is much more complicated than suggested by this
intuition: “People do behave in the same manner towards things, not because these
things are identical in a physical sense, but because they have learnt to classify
them as belonging to the same group, because they can put them to the same use
or expect from them what to the people concerned is an equivalent effect.” [Hay73]
Two consequences can be drawn from this statement, which are of importance for
the usage of event-based metrics for assessments of research data products:
1. What is measured by a score of an event-based metric is heavily dependent
on the “measurement device”, that is the specific event-based metric: ac-
tors in research will adapt their behavior to meet the expectations.30 As
an example, if many tweets about a research data product are desirable for
a researcher, his or her behavior will change, thus leading to a situation in
which a scientometrician faces methodological “dilemmatics”: the sciento-
metrician cannot optimize generalizability, precision, and realistic conditions
of empricial observance at the same time (see [McG81]).
2. The (social) events are not mutually independent: almost all reported distri-
butions of citations, social interactions or usage are skewed towards high
scores (see e.g. [Sug+17], [Pet+16]); research data products with higher
scores are more likely to collect even higher scores.31 This phenomenon has
multiple names, among them Matthew effect [Hau16], power law [Zuc+15],
or bandwagon effect.32
Since social norms effect event-based metrics and there is no known way to mitigate
them without begging the question, BAND is classified as a principal shortcoming.
Timeliness (TIME)
While some types of event-based metrics, like social media metrics, allow to assess
research data products “soon” after their publications [BH18b], [Gam+20], for
others, like citations, years must pass [SD19]. Although event-based metrics differ
in the length of this ”time gap” between publication and assessment [WHH15],
30This is related to GAME, since social motivation to comply to perceived standards might in
border cases be indistinguishable from attempts to game event-based metrics.
31[BD08] is even bold enough to describe this effect mathematically: “[...] the expected number
of future citations is a linear function of the current number [...]
32https://en.wikipedia.org/wiki/Bandwagon_effect
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they all have one characteristic in common: a research data product cannot be
assessed by event-based metrics in a machine-actionable way before it has been
published. Measurable interactions with a research data product can only occur
after the world had been granted access to it. These considerations justify the
classification of TIME as a principal shortcoming.
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Chapter 4
An Architecture for Benchmarks
for Research Data Products
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This chapter discusses the concept of benchmarks for research data products
in depth. Section 4.1 derives the features every benchmark must meet. The
architecture derived from these features is presented in Section 4.2.
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4.1 Feature Extraction
The considerations of this section do not constitute a requirement analysis in the
traditional sense: they do not (fully) specify what a concrete implementation of
a benchmark must fulfill. Instead, they specify which features must be shared by
all possible implementations to be subsumed under the concept of a benchmark
for a research data product. The discussion of the features in this section and the
design presented in the next section are thus mainly an explication of the term
“benchmark”.
Although the following subsections are not meant to carry out requirement
engineering, they include some of the activities of “requirement elicitation” and
“requirement analyses” as defined in [BF+14]: identification of the sources for fea-
tures and their discussion (characterization, classification, discussion of conflicts).
But these steps are taken without specific values for the typical bounding param-
eters of a software project (project’s scope and resources, customers, and other
stakeholders, etc.).
The result of this section is thus a blueprint that can be completed with a
full-fledged elicitation and analysis of requirements with further additions, as pro-
posed in Section 5.1. The primary goal of this thesis is not an implemented system
that a specific stakeholder needs for a certain purpose, but the specification of a
scientific measurement device anybody can rebuild.
The features are extracted from the following sources:
1. The general domain of this thesis, i.e. the challenges involved in assessments
of research data products — this domain and the challenges have been in-
troduced in Section 1.3. This source is discussed in Subsection 4.1.1.
2. The methodological quality criteria for the design of benchmarks for research
data products, as discussed in the context of related work (Section 2.2) —
this source is discussed in Subsection 4.1.2.
3. Shortcomings of event-based metrics which are hard or impossible to mitigate
with the means of event-based metrics alone — these have been identified in
Section 3.2. This source is discussed in Subsection 4.1.3
4. Best practices for benchmarks in other domains, such as performance mea-
surements in High-Performance Computing (HPC), or validation and verifi-
cation benchmarks for computational simulations — this source is discussed
in Subsection 4.1.4
These four types of sources define the structure of the following subsections, in
which the derived features are discussed. Each feature is summarized in a dedicated
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table since they are typically motivated by more than one source. Additionally,
these tables include an identifier for each feature, to reference them unambiguously.
The section closes with a discussion of conflicting features.
4.1.1 Based on the General Domain of the Thesis
There is a basic intuition why benchmarks are suited to assess research data prod-
ucts: the effort put into the creation and curation of a research data product
correlates with its quality, impact, and relevance. If benchmarks provide a means
to quantify this effort they can be used as a quantitative indicator for these three
qualities.
The main feature for an architecture of benchmarks is thus that its building
blocks allow to model specific interactions with research data products — namely
those interactions that are informative of the effort put into their creation and
curation. These building blocks form the body of the architecture, since the main
features can be derived from them:
F-D1 a common and generic interface for research data products1
F-D2 a model for interactions with a research data product
F-D3 the mapping of the behavior of a research data product to R+
F-D4 the orchestration of all components of the architecture
The following paragraphs comment on each of these features.
F-D1: An Interface for Research Data Products
This feature targets two of the three challenges discussed in Section 1.3, namely
heterogeneity and missing conventions:
• The interface should abstract from the heterogeneity if this is possible without
arbitrary choices (F-D1/1).
An example for such an abstraction is the mapping of the fields “originator”
of metadata standard A and “author” of metadata standard B to a common
attribute “creator” of the interface.
• If neither abstraction nor commonly accepted conventions allow to define the
interface — that is, an “homogenization” is not possible — the selection of a
standard or technique should be configurable (F-D1/2); this means that the
1The identifier F-D1 is to be read as “1st Feature derived from the general Domain”.
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necessary choices can be delayed until the context of the interaction with the
research data products is given (see next paragraph).
An example for such a configuration would be the specification of a field of
study of the research data product, for which a lot of different, partly incon-
sistent standards exist: the interface for research data products should offer
the possibility to check for one or several standards, without favoring a spe-
cific standard; this includes the possibility that none of the tested standards
is supported.
Table 4.1: F-D1: An Interface for Research Data Products
Details
F-D1/1 The interface should abstract from heterogeneity
F-D1/2 The interface should support the configuration of dif-
ferent technical solution in cases in which a choice for a
specific technical solution is arbitrary.
F-D1/3 The interface should support all four components of a
research data product (PID, data, metadata, and services).
F-D1/4 The interface should support the option to access the
research data product through an authorization and au-
thentication layer.
Motivation
• Heterogeneity (Section 1.3)
• Missing conventions (Section 1.3)
• BQC-2 (Section 2.2)
• BQC-3 (Section 2.2)
• TIME (Section 3.2)
• CTXT (Section 3.2)
These considerations are not limited to the metadata component (as might be
inferred by the examples given) — PIDs, data, and services should be handled
in an analogous manner. Table 4.1 offers a tabular overview over feature F-D1,
including sub-features motivated by following considerations. The table lists the
components of a feature (Details) and the justifications for this feature (Motiva-
tion). It summarizes the considerations distributed all over Section 4.1 in one place
and are meant to provide an overview of the displayed feature. The following ta-
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bles (Table 4.2, Table 4.3, Table 4.4, Table 4.5) have the same structure and serve
the same purpose for the other features.
FD-2: A Model for Interactions with a Research Data Product
Heterogeneity and missing conventions are also motivations for this feature, but in
this instance the interface should allow to model best practices, thus setting them
apart from the multitude of other interactions with equal or similar outcome:
• The model for interactions with research data products should allow to en-
capsulate best practices (F-D2/1). If a research data product is compliant to
best practices, it probably was created and is curated with a certain effort.
For example [Küm+19] prescribes to use geonames2 to uniquely identify
geolocations, thus identifying this curation style of geolocations as a best
practice, although other services offer the same or similar functionalities.
The model for interactions with a research data product should provide the
means to encapsulate the check whether a geoname was used to specify a
geolocation.
• Only those interactions should be supported by the model that can be fully
automated (F-D2/2). This feature of the model for interactions with a re-
search data product is motivated by the growth dynamics of research data
products: This ensures that no manual steps are necessary to carry out the
assessment of a research data product.
Re-using the example above, whether a geolocation is specified by a valid
geoname is an automatable test.
• The possibility to model interactions as independent as possible is necessary
to facilitate parallel execution (F-D2/3); this sub-feature is also motivated
by the growth dynamics of research data products, since parallel execution
of benchmarks allows to score a larger number of research data products in
the same time.
While checking geonames is an example that is easily parallelized on the
client side, limitations and bottlenecks have to be considered regarding the
requested service.
Table 4.2 offers a tabular overview over feature F-D2.
2https://www.geonames.org
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Table 4.2: F-D2: A Model for Interactions with Research Data Products
Details
F-D2/1 The model allows to encapsulate best practices.
F-D2/2 The model should demand that the interactions are au-
tomated, i.e. they should be machine-actionable tasks.
F-D2/3 The specific interactions should be as independent as
possible to enable parallel execution.
Motivation
• Heterogeneity (Section 1.3)
• Missing conventions (Section 1.3)
• BQC-1 (Section 2.2)
• BAND (Section 3.2)
• CTXT (Section 3.2)
F-D3: Mapping of the behavior of a Research Data Product onto R+
The architecture should include the logic to map the behavior of a research data
product onto values in R+(F-D3) The main motivation for F-D3 is comparability
to event-based metrics, which also have metric output. Such a mapping to R+
does not entail a linear transformation from the metric space of benchmark scores
to the metric space of scores of event-based metrics.3 From the general domain of
this thesis, only one feature can be derived:
• The mapping must be realized with uniform and clear semantics (F-D3/1).
An example for such a mapping is to define 0 to signal the worst possible
quality, impact, or relevance, while 1 is the best grade. All values in between
would indicate a tendency corresponding to their distance to 1 (or 0).
Table 4.3 offers a tabular overview over feature F-D3, including sub-features
motivated by following considerations.
FD-4: Orchestration of Execution, Components, and Values
The fourth and last feature derived from the general domain of the thesis is that
the architecture should allow to orchestrate the execution, the composition of its
components and the aggregation of the values onto which the behavior of the
research data products is mapped. (F-D4):
3It is not assumed that the distances in both spaces have the same “meaning”. The purely
ordinal nature of the comparison is discussed in Section 2.3 and exemplified in Section 6.2.
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Table 4.3: F-D3: Mapping the behavior of a research data product onto R+
Details
F-D3/1 The mapping should have uniform and clear semantics.
F-D3/2 The mapping should only be loosely coupled to the
model for interactions with research data products.
F-D3/3 The range of possible values should be bounded.
Motivation
• Comparability to event-based metrics (Section 1.3)
• BQC-2 (Section 2.2)
• NORM (Section 3.2)
• CTXT (Section 3.2)
• Since the interactions should be as independent as possible (F-D2/3), the
architecture should allow to orchestrate the execution of interactions with
the research data products (F-D4/1) to enable parallelization and an asyn-
chronous communication paradigm.
An example for an orchestration of the execution is to run all interactions
of the benchmarks in parallel for one research data product or to run the
benchmark in parallel for multiple research data products.
• The architecture should allow to orchestrate its components, i.e. interactions
with research data products and mappings from behavior to R+, (F-D4/2);
this should include the possibility to skip certain combinations if they are
not suitable for a research data product (F-D4/3). The motivation for this
sub-feature is to cope with another aspect of the heterogeneity of research
data products, since it allows to adapt the benchmark to a specific research
data product, as well as to the use case at hand.
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As an example, an interaction that checks whether the language of the re-
search data product is specified, makes no sense, if the language of the re-
search data product is irrelevant, as in the case of images (which are not
figures at the same time).
• The architecture should also allow to orchestrate the mapped values, so that
a single, weighted score of a research data product is the result of the bench-
mark (F-D4/4). This weighted score should mirror the holistic stance re-
garding research data management.
An example is to calculate the arithmetic mean of all mappings as a result
of the benchmark.
Table 4.4 offers a tabular overview over F-D4, including sub-features motivated by
following considerations.
Table 4.4: F-D4: Orchestration of Execution, Components, and Values
Details
F-D4/1 The orchestration should provide enable parallel execu-
tion.
F-D4/2 The orchestration should provide means to compose the
components of the benchmark.
F-D4/3 The orchestration should allow to skip interactions if
suitable.
F-D4/4 The orchestration should provide variing functionality
to aggregate the values onto which the behavior of research
data products is mapped.
Motivation
• Growth dynamics (Section 1.3)
• Heterogeneity (Section 1.3)
• Holistic stance towards research data management (Sec-
tion 1.3)
• BQC-3 (Section 2.2)
• COV (Section 3.2)
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4.1.2 Based on the Evaluation of Related Work
The second source for features is the discussion of the methodology of and related
work to this thesis in Section 2.2. Three out of the five quality criteria are relevant:4
• BQC-1: The features should mirror the concept of machine-actionability,
which is already captured by F-D2/2.
• BQC-2: The architectural design should be flexible enough to support differ-
ent assessment frameworks (such as the FAIR principles). This requirement
can be honored by extending F-D3 with the additional sub-feature that the
mapping of the behavior of research data products to R+ should be only
loosely coupled to the model for interactions with research data products
(F-D3/2). This means to separate the concern of modeling interactions from
the concern to “grade” a certain behavior
Another sub-feature affected by BQC-2 is F-D4/2 since it prescribes the
possibility to (re)-arrange checks and evaluations which facilitates a flexibility
towards different assessment frameworks.
The last sub-feature affected by BQC-2 is F-D4/4, the weighting of different
evaluations into one score of a research data product; this weighting must
be configurable to support a broad bandwidth of assessment frameworks.
• BQC-3: All components of a research data product should be included in
the architectural design; this sub-feature is partially captured by F-D4. The
additional sub-feature F-D1/3 applies BQC-3 to the interface of research
data products, namely, to support all four components of an research data
product (PID, data, metadata, and services).
4.1.3 Based on the Shortcomings of Event-Based Metrics
The third source for features is the discussion of shortcomings of event-based
metrics in Section 3.2: since sub-question SQ-5 of the research question asks
whether benchmarks can complement event-based metrics, the architecture has
to be aligned to major shortcomings of event-based metrics to deliver promising
answers to that question. From a system architect’s point of view, the discussion
of shortcomings in this context is to learn from the problems of other solutions.
The following shortcomings from Section 3.2 are sources for features:
• BAND: as argued in Subsection 3.3.3, the effects of social dynamics on event-
based metrics is a principal shortcoming, i.e. there is no possible mitigation
4BQC-4 and BQC-5 rather concern the implementation of the prototype and its evaluation,
not its architecture.
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strategy with the means of event-based metrics alone. It is an additional
motivation for F-D2/2, since fully automated workflows typically are inde-
pendent of human activity, ergo social activity.5
• TIME: this shortcoming of event-based metrics is also classified as a principal
shortcoming. The problem that event-based metrics are only available after
a certain time is passed is solved in benchmarks by design: the moment
a research data product is created, it can be scored — even in its initial
and pre-published state. The problem of scoring before publication can be
solved with the feature, that the interface of research data products supports
restricted access to its components, via its service components (F-D1/4).
• NORM: the problem how event-based metrics can (best) be normalized is
categorized as a normal shortcoming, i.e. it can be mitigated in principle
given the resources to develop the necessary solutions. This shortcoming is
instructive for the architecture of benchmarks for research data products,
since its main problem, the unbounded value range of scores of event-based
metrics can be mitigated for benchmarks with a simple design decision: to
define a upper and lower bound for scores of benchmarks (F-D3/3).
• CTXT: the shortcoming of missing context is classified as a simple shortcom-
ing, i.e. there are measures available to mitigate its negative effects: providing
the missing context. It is noteworthy that F-D1, F-D2, and F-D3 already
demand that the context of the calculation of the score is specified in a way
that allows to comprehend the final mapping of the behavior of the research
data product to R+. The feature F-A1 discusses contextual information
necessary to comprehend the final score of a benchmark (see below).
• COV: The shortcoming of deficient coverage (of events) applies to the log
layer of event-based metrics (see Figure 3.2). Since the “events” of bench-
marks, i.e. the interactions with a research data products are artificially
created, the coverage (which research data products or interactions are in-
cluded?) can be configured at will (F-D4/2). This shortcoming is therefore
mitigated by design.
• TRST: The reasons to doubt reported scores of benchmarks will have a
substantial overlap with the reason to doubt event-based metrics. A possible
remedy in both cases in transparency. The consequences for benchmarks for
research data products is spelled out in the following sub-section.
5It would be premature to declare benchmarks free from social effects of any kind, but they
are certainly less affected by social dynamics than scores of event-based metrics. See also Sub-
section 7.2.4 for a discussion.
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• DUP: The shortcoming of missed events due to duplicated data sets is han-
dled in the proposed architecture by the PID component: if two research data
products have no common identifier, they are treated as separate entities.
• VER: The problem of different versions of the same research data product is
another aspect that must be taken care in the context of reporting (see next
sub-section).
Two shortcomings are not discussed here, but in Chapter 6 (COR) and in Sub-
section 7.2.4 (GAME). The reason for that is, that they cannot be mitigated in
the architecture, but only in the context of implementation, with a specific bench-
mark at hand. The discussion of the effect of these shortcomings to benchmarks
for research data products is therefore postponed.
4.1.4 Based on Benchmarking Best Practices
To include lessons learned from benchmarking experiences in other fields, two
additional sources were analyzed:
• [HB15] discusses best practices in reporting measurement results of perfor-
mance experiments in HPC benchmarks.
• [OT08] presents best practices in creating verification and validation bench-
marks for computational simulations.
We chose these two sources since they present the state-of-the-art of two fields
in which benchmark scores and the reporting of computer-generated metrics play
a major role. Although both sources deal with quality criteria for research data
products — measurement data and simulation software — these quality criteria
were not the focus of our analysis; in the current context the quality criteria for
benchmarks were analyzed, not for the benchmarked object. Both documents
could serve as a source to implement a specific benchmark though, as outlined in
Section 5.1.
The following considerations derived and abstracted from the two sources lead
to additional features for an architecture of benchmarks for research data products:
• The transfer of the main theme of [HB15], comparability, to the present
discussion results in the requirement that the scores of two research data
products calculated by a benchmark have to bring the two research data
products in an informative relation (F-A1). This mainly affects the reporting
of a benchmark score, which should include all necessary information to
comprehend the result and determine whether two scores can in fact be
compared (F-A4/1).
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An example of missing comparability is the case, when only the final scores
of the benchmark are reported, but not the values over which the score was
aggregated.
• Both papers discuss issues of reproducibility.6 The lesson learned from this
discussion to the question at hand is to demand that all results are included
in the report of each component in order to be able to recalculate the score
if necessary (F-A4/2).
An example for an un-reproducible score of a benchmark is the report of the
score and all un-aggregated values without the specification of the aggrega-
tion function (candidates are: arithmetic mean, harmonic mean, weighted
mean, winsorized mean, median — to name but a few).
• Another aspect mentioned in both papers is the replicability of scores. It
is necessary to state whether the interactions are random or deterministic
(F-A4/3). If the interaction is random, an expected window of outcomes
(including a confidence statement) should be specified. In general scores will
not be replicated easily, since they depend on volatile assumptions (such as
the availability of services), replicability is thus not a feature demanded by
the architecture.
An example for a random interaction is to check the specific value of a
measurement device. Another example highlights unwanted “randomness”
in an interaction with a research data product: if the version of the research
data product is not specified, the outcome of the interaction appears random
(but is in fact deterministic given the version of the research data product).
• Another issue raised by both papers is the precision of the reported results:
computers can only approximate certain real numbers due to roundoff er-
rors, that is the difference between the real number and its representation in
hardware. The reporting should always specify the used precision, report the
actual, un-rounded floating-point values of all intermediate steps, and specify
if and how the final score of the benchmark has been rounded (F-A4/4).
• [OT08] demands conceptual descriptions of the components of a benchmark
that contains enough information to understand its purpose (F-A4/5).
Table 4.5 offers a tabular overview over feature F-A1.
6Following the suggestions of [Bar18] this thesis uses the term “reproduce” (and its derived
forms, such as “reproducibility”) to denote “same data+same methods=same results”, as op-
posed to “replicate”, which denotes “new data and/or new methods in an independent study =
same findings”.
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Table 4.5: F-A1: Reports to make Scores Comprehensible and Reproducible
Details These points apply to reports of each major component of the
architecture:
F-A4/1 A report should provide all information necessary to
compare the scores of two research data products.
F-A4/2 A report should allow to reproduce the scores.
F-A4/3 A report should specify whether the involved interac-
tions were random or deterministic.
F-A4/4 A report should specify the floating point precision used
for metric values, report non-rounded values as intermedi-
ate results, and if the final result is rounded, specify the
decimal position up to which the value was rounded.
F-A4/5 A report should provide enough information to com-








A possible conflict might arise between the feature to encapsulate best practices
(F-D2/1) with the required independence of these encapsulations (F-D2/3) and
the exploitation of this independence in designing parallelized and asynchronous
communication patterns (F-D4/1). Two types of dependencies are problematic in
this sense:
1. Interactions might be dependent since they request the same resources. An
example for this type of dependency are interactions with the same (network-
bound) service component. Such a dependency is called concurrent depen-
dency below: they decrease the potential of parallel execution.
2. Interactions might be dependent since they need to be carried out in a specific
order, or their serial execution might just be more performant than their
parallel execution. One example for this type of dependency is the relation
between the check whether a research data product has a valid PID and the
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check whether the PID resolves to a landing page. The second is conceptually
dependent on the first (an invalid PID cannot resolve), therefore the second
check can be skipped. This type of dependency is called serial dependency
in the following: the interaction must be executed in a specific order, or the
serial execution might outperform parallelized processing.
Outside of the context of a specific use case and the implementation of a bench-
mark, these dependencies are impossible to resolve a priori, but possible mitigation
strategies are sketched in Section 5.1.
4.2 An Architectural Design for Benchmarks
This section presents the architecture of benchmarks for research data products
which adheres to the features discussed in the previous section. The architecture
is independent from its possible implementation (although one implementation is
sketched in Section 5.3).
The benchmark architecture is modularized along the principle of the separa-
tion of concerns [Dij82]: there are five main components of the architecture which
are aligned with the five main requirements discussed in the previous section. Ta-
ble 4.6 provides the mapping of features to components of the architecture: Each
row displays the feature, the conceptual question raised by the feature, the com-
ponent responsible to implement the feature, and the subsection in which the
component is discussed in-depth.
Table 4.6: Overview of Main Components of the Architecture
Feature Conceptual Question Component Subsec.





F-D2 How can the interactions with a re-
search data product be modeled to
probe it for a certain quality?
Check 4.2.2
F-D3 How can the behavior of an research
data product be mapped to R+?
Evaluation 4.2.3
F-D4 How should the components of the ar-
chitecture be orchestrated?
Benchmark 4.2.4
F-A1 How can reproducibility and compre-
hension of the scores be facilitated?
Report 4.2.5
This summary of the architecture helps to navigate the following subsections,
by highlighting the relations between the components: a benchmark is the orches-
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tration of checks (probing of a research data product) and evaluations (assessment
of the probe’s result); this orchestration results in a score for a research data prod-
uct compliant to a common interface; all these components contribute a part of
the report that allows to reproduce and comprehend the score of the research data
product.
4.2.1 An Interface for Research Data Products
The first component of the benchmark architecture is the interface for research
data products. A common interface for all research data products is a necessary
precondition to define all following steps in this subsection. Without such an in-
terface, the proposed architecture would be under-specified, especially in the light
of heterogeneities discussed in Section 1.3. The conceptual structure of research
data products is sketched in Figure 4.1 (a modified version of Figure 1.1 in Sub-
section 1.1.1), and a template for an interface is depicted in an UML class diagram
in Figure 4.2. Before the class diagram and the depicted interfaces are discussed,
it is motivated by a few conceptual remarks along Figure 4.1.
Figure 4.1: A research data product with facade layers
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In a “creolized” world ([WS18]), a common interface for research data products
can be realized by using two common design patterns7 namely the adapter and
the facade pattern [Gam+94]. This idea is depicted in Figure 4.1, in which the
inner, dotted triangle stands for a specific research data product with its custom
interfaces and the pieces surrounding the triangle stand for the adapters. The tabs
inside the dotted triangle represent internal connections between the components
and the tabs pointing outside of the spotted triangle represent the different in-
terfaces, standards, and implementations for interacting with the data, metadata,
and service component.8
Each of the pieces around the dotted triangle represents an adapter for one
of the components: the interface(s) of each component is (are) converted into
the interface(s) the benchmark implementation expects, thus creating the generic
interface demanded by F-D1/1. It is still possible to use and probe a research data
product by its “original interfaces”(F-D1/2).
Combined, the three adapters form a facade, i.e. they limit and simplify the
functionalities of the original, lower-level interfaces to those which are common
among research data products. In the following, a triangle with six identical look-
ing tabs is used as the graphical representation of the “variable” standing for this
facade, i.e. the interface the benchmark’s implementation expects.
Figure 4.2 displays the mentioned ideas in UML notation: the main classes
are depicted inside the “Framework” package (the enclosing box): the Research-
DataProduct is a composite (“has-a”-relationship) of Metadata, Data, and Service
objects (the last one via the ServiceBundle object that encapsulates the manage-
ment of credentials and the selection of services for a given purpose) and the pid
attribute. The classes depicted outside of the enclosing box give examples for re-
alizations of the Metadata, Data, and Service interfaces. These realizations are
there to show how F-D1/2 can be satisified, since they can provide functionality
that could not be homogenized without arbitrary choices (e.g. getting the number
of cells makes sense for CSVData, but not for PDFData).
Figure 4.2 is an inversion of Figure 4.1: the inner triangle in Figure 4.1 corre-
sponds to a combination of the specific realizations of the interfaces (everything
outside the enclosing package box). The components inside the package box sym-
bol correspond to the adapter parts outside the dotted triangle — the two figures
7“A design pattern names, abstracts, and identifies the key aspects of a common design struc-
ture that make it useful for creating a reusable object-oriented design.” [Gam+94] A design
pattern is defined by its name, a problem description, a solution and the consequences of the
solution. The canonical description of most design patterns can be found in [Gam+94].
8The PID component is left out, since it is rather a simple component (typically a string that
is a persistent and globally unique identifier by convention). Furthermore, three dimensions are
easier to represent than four; it is to be noted though, that in principle all considerations also
apply to PIDs.
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Figure 4.2: UML class diagram of a research data product
are thus inverted views of the same model: while Figure 4.1 depicts how to ab-
stract from the heterogeneities to a common interface, Figure 4.2 shows how it can
be realized.9
9Since each of the specific classes realizes an interface, they are not adapters in the strict
(object-oriented) sense of that pattern — there is no dedicated class which provides the adaption
logic, nor is there a class corresponding to the “conceptual” facade. But this is only an imple-
mentation detail, since it could be implemented that way, if it would bring advantages (code
reusage, etc.). The class diagram shown in Figure 4.2 concentrates on the specification of the
interface for research data products and the explication of the underlying model and is therefore
kept as simple as possible.
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The class diagram specifies the four interfaces ResearchDataProduct, Meta-
data, Data, and Service to satisfy F-D1/1 and F-D1/3. It specifies a very mini-
malistic set of common attributes for each interface, which is more extensive only
in the case of the Metadata interface.10 It is possible that the selected attributes
and methods need extension or revision (see Subsection 4.2.5), so the proposed
version in Figure 4.2 should be considered as a template in which the specific ver-
sions can be replaced, given more context. Section 5.1 provides a recipe of how the
interface for research data products can be extended in the context of a specific
use case.
The class ServiceBundle is a collection of services that offers the typical get-
and-store logic of collections, but provides two additional features:
• The ServiceBundle allows to select a service for a task based on its capacities.
This entails the capacity model being a part of the conceptual interface for
the service components of research data products and therefore contributing
to the satisfaction of F-D1/1 and F-D1/3.11
• The ServiceBundle stores Credentials necessary to use the services and maps
them to the services, thus satisfying F-D1/4.
The enclosing box defines the boundaries of package ”Framework”, beyond
which the components of the architecture are specific to one or several use cases
and are not part of the template. An implementation of such a framework is
sketched in Subsection 5.3.2.
4.2.2 Checks
The problem of modelling interactions with a research data product to probe it
for a certain quality, is solved by the concept of a check. The intuition behind a
check is best captured when considering it as an example for the command pattern
[Gam+94]: it encapsulates a request (to a research data product) in an object. A
check fulfills two objectives:
1. Automation of interactions with the research data product.
10This interface was mainly influenced by the DataCite standard [Dat19], but contains a few
simplifications and some original features were skipped.
11The displayed capacity model only models the capacity to retrieve data or metadata. This is
a rather simplistic approach for the sake of brevity and will probably be in need of extension in
an implementation to capture the full width of research data services, such as services providing
streaming access to research data products to sensor data or filter/selection functionality to
chunk the data into smaller pieces. This model can be extended by following the steps layed out
in Section 5.1.
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2. Mapping the behavior of the research data product to a well-defined and
limited set of result types.
The following list shows four result types, which can also be found in the
prototype (see Section 5.3):12
1. Boolean results, indicating whether one or several criteria is met by a research
data product
2. Metric results, quantifying a feature of a research data product
3. Categorical results, are strings selected out of a finite and pre-defined set of
strings indicating the detected category of a research data product or one or
several of its components.
4. List results, which are lists of values of any type (can also include strings,
etc.)
Figure 4.3: Examples for Checks with different result types
12This list can be extended if necessary. It was compiled based on the typical types of variables
of most programming languages.
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Figure 4.4 depicts four examples of checks: each check is represented by a box
with a blank in the middle which stands for the expected interface the research
data product must provide (see previous subsection). The plug-like extension at
the bottom of each check represents the type of the result(s) of the check:
• The DataSizeCheck concerns the data component of the research data prod-
uct. Its result is metric.
• The JustAFileNameCheck concerns the metadata component of the research
data product (e.g. the title of a research data product). Its result is of
Boolean type.
• The PIDValidCheck concerns the PID component of the research data prod-
uct. Its result is of Boolean type.
• The CapacitiesSupportedCheck concerns the service component of the re-
search data product. Its result is a list type, comprised of categorical results.
A check can be a simple access to features of the research data product, such
as “give me the title(s)” — but it can also involve more complex processing,
e.g. “does any title include numbers?”, or “calculate the arithmetic mean of all
metric columns of the csv”. A check can probe one or several components of the
research data product at the same time, but in consideration of F-D2/3, separate
aspects should not be put in one check.
All technical interactions with a research data product have to be encapsulated
into the checks ( F-D2/1, F-D2/2), i.e. the check needs to take care of all expected
eventualities or return a specific failure signal in the event of unexpected events.
Since checks might include probing unstable resources such as network-bound fea-
tures of the research data product it must be guaranteed that the checks are robust
enough to return a (valid or invalid) result.
A check is non-evaluative, i.e. it just returns a result, without evaluating the
quality, impact or relevance of the research data product as “good” or “bad”;
a good example to illustrate this separation is the BooleanResult type - it is a
different matter to determine whether a title is just a filename and whether it
is good or bad practice for a title to be just a filename. Checks are thus the
glue between the interface of research data products and evaluations (see next
subsection).
Figure 4.4 depicts a UML class diagram to formally specify the previous con-
ceptual considerations, the examples for Checks and Results correspond to the
previous given examples:
• The abstract Check class offers the basic functionality, especially consider-
ing F-A1. The check-method offers the functionality to satisfy F-D2/1. The
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Figure 4.4: UML class diagram of Checks and related Objects
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check-method and the getter for the results allow an asynchronous commu-
nication pattern.
• Each check has a log in which the CheckResult is stored together with some
metadata (including when and for which research data product the check
has been run).
• The types of results listed are represented in the lower part of the diagram.
The CheckResult interface offers functionality to make checks run robust and
machine-actionable (F-D2/2).
The only requirement left undiscussed, F-D2/3, i.e. that checks should be as
independent from each other as possible, cannot be answered on the architectural
level, but must be faced when specific checks are implemented or added to a
benchmark.
4.2.3 Evaluations
The concept of an evaluation is necessary to model the mapping of the result of a
check to R+. Its role is to enable two features of the architecture:
• Decoupling the evaluation of a research data product from checking it (F-
D3/2)
• Reusability regarding re-occurring evaluation patterns (code) and runtime
results (n:m-mappings of checks to evaluations)
To map “good” results of checks to 1 and “bad” results to 0, and interpreting
intermediate values to indicate a corresponding tendency is a solution that satisfies
both F-D3/1 and F-D3/3.
Figure 4.5 depicts the interplay between research data products, checks and
evaluations in the conceptual notation introduced above: An evaluation is repre-
sented by an hexagon that has blanks for the result type of a check. The upper
part of Figure 4.5 displays an example for an evaluation that is re-usable: the
evaluation just returns 1 if the result is true (in case the result type is Boolean)
or 0 if it is false. Further examples for such evaluations include:
• Evaluate to 1 if a result is identical to a specific value, 0 otherwise.
• Evaluate to 1 if a result lies between two values, 0 otherwise.
• Evaluate to 1 if the result is false, 0 otherwise.
• Evaluate to i
n
, with i as the number of Booleans in the result with value
“false”.
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Figure 4.5: Examples for Evaluations and their relation to checks
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• Evaluate to a return value of a user-provided function (customization).
The lower part of Figure 4.5 depicts the last type of evaluation; a function en-
capsulates the knowhow which service capacity is appropriate for a certain data
size.13 It is also an example for an evaluation that needs more than one check to
run its evaluation. Since the evaluation has also access to the success flag of the
result, it can decide whether a non-successful test should be evaluated (e.g. as 0)
or whether an exception is raised.
Figure 4.6: UML class diagram for evaluations
Figure 4.6 is a UML class diagram to formalize the previous comments. The
abstract base class provides functionality to satisfy F-A1 (the report method). The
list of examples above is also specified together with the type of result expected
by the inheriting class; it corresponds to the examples for evaluations listed above.
The n:m-cardinality between Evaluations and Checks is the notational equivalent
of the feature to re-use the result of a check in different evaluations and to use
multiple checks in a single evaluation.
13An example would be to prescribe the use of the gridFTP protocol to transfer a large
amount of data; this is more efficient than the transfer via HTTP/S. See https://www.ogf.
org/documents/GFD.20.pdf for further details.
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4.2.4 Benchmarks
Benchmarks are the architectural component that orchestrates all other compo-
nents. The term “orchestrates” is a fitting term, since the three aspects that
are solved with the concept of a benchmark can all be enlightened by orchestral
metaphors:
1. A benchmark is the conductor of the checks, which means that a benchmark
schedules start and stops of checks and decides when evaluations are car-
ried out. Together with the independence of checks (F-D2/3) this concerns
requirements F-D4/1 and F-D4/3.
2. A benchmark is also the composer of the interplay between checks and eval-
uations, i.e. the benchmarks manages the n:m mappings between checks and
evaluations. This aspect touches F-D4/2.
3. A benchmark is, last but not least, in charge of the concert review, i.e. ag-
gregating the output of all evaluations and condense it into a single value
between 0 and 1. This aspect is important for F-D4/4.
Figure 4.7 is meant to show the interplay between the three orchestration tasks.
It is to be read top to bottom, at the left side the components are depicted which
are central to each step:
1. selecting a research data product
2. running the checks on it
3. evaluating the checks’ results
4. weighting these evaluations into a final score.
The three responsibilities of the benchmark are depicted by little numbers in Fig-
ure 4.7:
(1) conducting the assessment: the first task of the benchmark is to execute
all checks on a given research data product
(2) composing the assessment: the checks’ results are mapped to one or
many evaluations
(3) finalizing the assessment: there is an aggregation of all evaluations, de-
picted by the scale at the layer Score
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Figure 4.7: Overall schematic for the architecture with the focus on benchmarks
This last layer Score has another variable element, which again stresses the
template-like nature of the proposed benchmark architecture: the only requirement
is that the benchmark maps the result of the different evaluations to [0,1], it
does not specify how. One reason for this variability is F-D4/4 (via BQC-2), the
possibility to support different assessment frameworks. The possibilities to weigh
the different evaluations can be categorized in two main classes:
• Static weights : The weights of each evaluation for a research data product
are determined independently of the outcome of the checks/evaluations of
other research data products. The simplest example would be the arithmetic
mean of all evaluations.
• Dynamic weights : The weights are a function of the outcome of the checks/e-
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valuations of other research data products. An example would be a weighting
function that is biased towards checks/evaluations whose outcome’s distri-
bution is skewed in a population of research data products, hence giving
those research data products more weight, which excel (by fulfilling a qual-
ity requirement that is only met by a few research data products, see also
[WK18]).
Static weights are easier to reproduce since no additional state must be reported.
Dynamic weights might be more discriminative: scores calculated with dynamic
weights will not only carry information about each research data product, but
also about the use case mirrored in the collection of checks and evaluations. For
dynamic weights additional information must be reported, such as the distribution
of the evaluations and the function to map them to weights ensuring a final score
between the defined bounds 0 and 1.
As in the previous subsections, these conceptual considerations need to be
formalized into a design that can be implemented. Structural diagrams (such as
UML class diagrams) cannot honor the “active” role of benchmarks in the proposed
architecture, which is why Figure 4.8 shows a UML sequence diagram. It displays
three basic activities:
1. Setup: The yellow activity boxes and the messages attached to them show the
setup phase. It corresponds to the second responsibility of benchmarks in the
conceptual Figure 4.7, which is the coordination of checks and evaluations.
2. Run: The orange activity boxes and the messages attached to them show
the coordination of the asynchronous checks by the benchmark object. It
corresponds to the first responsibility of benchmarks in the conceptual Fig-
ure 4.7.
3. Report: The red activity boxes and the messages attached to them show
the calculation of evaluations and score coordinated by the benchmark ob-
ject. The coordination is encapsulated into the creation of the reports. It
corresponds to the third responsibility of benchmarks in the conceptual Fig-
ure 4.7.
Both the Run and the Report activities are shown with only one research data
product as argument, which is a simplification: they support batch processing (e.g.
by looping of a given set of research data products). The following subsection will
give more details on reports, the last major component of the architecture to be
presented. This will provide missing context to point 3 above.
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Figure 4.8: UML sequence diagram for the setup, run and report activities
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4.2.5 Reports
The role of the report object is to satisfy requirement RA-A1, that is to make sure
the score of a benchmark is reproducible and comprehensible. Figure 4.9 provides
an UML class diagram with the proposed design for reports. The inheritance
of the three Report classes ensures a unified interface, whereas the composite
structure of the BenchmarkReport allows a concise reporting (all reports of checks
and evaluations are bundled into the BenchmarkReport).
Figure 4.9: UML class diagram for reports
This design satisfies the requirements discussed in Section 4.1:
• The base interface of reports ensures that each component is identified and
described (F-A4/5) due to the attributes “id” and “description”.
• The version attribute is of specific importance since it allows to judge to
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which extent two scores are comparable (F-A4/1). It is discussed in-depth
in the paragraph below.
• The reporting of the checks’ result (in its log) in the CheckReport, the evalua-
tions’ value in the EvaluationReport, and the “weighting” and the “rounded”
attributes of the BenchmarkReport allow to reproduce the final score even
manually (F-A4/2).
• Whether or not a check encapsulates a random event (F-A4/3) is reported
with the “type” attribute of the BenchmarkReport class.
• The issues related to floating point precision (F-A4/5) are handled by the
“precision” attribute of the BenchmarkReport class. It is to be read as the
default precision throughout the report.
Versioning
In typical software projects, versioning is a detail of implementation and deploy-
ment, but no architectural concern; this does not apply to the benchmark architec-
ture presented in this chapter: four of the five components presented so far — the
interface of research data products, checks, evaluations, and benchmarks — con-
stitute a measurement device, whose output is not only a function of the interplay
between the input (a research data product) and their constituent components,
but also of the version of their components:
• Fixing software bugs might change the behavior of a component.
• Newer versions might add new interactions to a component.
• Backward-incompatible updates might (partially) break interfaces.
These considerations imply one response to the requirement of comparability
(F-A4/1) and reproducibility (F-A4/2): to achieve comparable and reproducible
benchmark scores, implementations must provide consistent versioning as a core
attribute of the implemented components. Re-running the benchmark on the same
state with the same version must result in the same scores (in case all checks are
deterministic checks).14 There are three possibilities how changes to a component
affect the scores of the different versions of a benchmark:
14Checks encapsulating random behavior must include measures of variations to judge whether
a result can be reproduced.
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• Two versions of a component are considered inconsistent, if the score based
on the new version is different from the score based on the old version and the
old score cannot be derived from the new score. Scores based on inconsistent
versions can never be compared.
• Two versions of a component are considered consistent, if the score based
on the new version is different from the score based on the old version and
the old score can be derived from the new score. Scores based on consistent
versions can be compared with limitations.
• Two versions of a component are considered equivalent, if the score based
on the new version is identical to the score based on the old version. Scores
based on equivalent versions can be compared without limitations.
The following maps these considerations to the components of the architecture
and gives examples for each (applicable) type of version relation:
• Interface for research data products: Different versions can only be
inconsistent or equivalent, depending whether the new interface breaks the
old interface (an extension of the interface is indifferent regarding compara-
bility).
• Checks:
– A newer version of a check that changes the result type is inconsistent
with its older versions.
– A newer version of a check with a categorical result type is consistent
with its older versions, if the set of possible values of the newer version
is a superset of the possible values of the older versions.
– A newer version of a check is equivalent with older versions if the newer
version is faster but produces the same results.
• Evaluations: Different versions can only be inconsistent or equivalent, de-
pending whether the evaluation logic changed between the versions.
• Benchmarks:
– A newer version of a benchmark that changes the weighting function is
inconsistent with an older version.
– A newer version of a benchmark that includes inconsistent changes of
its constituent evaluations or checks is itself consistent if the changed
components can be skipped in the run of the benchmark. The same
applies to added or re-arranged combinations of checks and evaluations.
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– A newer version of a benchmark that changes solely the orchestration
of runs of checks is equivalent to its predecessor.
Each component therefore needs to include its own version as a core attribute,
as depicted in Figure 4.9. One example for specifying the version compliant with
the consideration above, is to use an adaptation of semantic versioning:15 Each
version of a component is specified in the format MAJOR.MINOR.PATCH:
1. Increase MAJOR, if the changes lead to inconsistent versions.
2. Increase MINOR, if the change leads to consistent versions.
3. Increase PATCH, if the change leads to equivalent versions
The five components of the benchmark architecture define a common conceptual
framework for all benchmarks for research data products. The next chapter will
give hints how such an architecture can be realized and what resources have been
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This chapter discusses the implementation of benchmarks for research data
products. A recipe to transform the benchmark architecture presented in Sec-
tion 4.2 into an operational benchmark prototype is presented in Section 5.1.
Different use cases for benchmarks are discussed in Section 5.2. The chapter con-
cludes with an overview of the software published alongside this thesis, including
the prototype used for the evaluation in Chapter 6.
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5.1 A Recipe to Build Benchmarks
In this section a step-by-step approach is provided to realize the benchmark ar-
chitecture described in the previous chapter. This recipe is an aggregation of the
practical insights gained during the implementation of the prototype.
The recipe is built based on the assumption, that the following resources are
used, which are provided alongside this thesis:
• A library for research data products (Subsection 5.3.1)
• A framework to build the components of a benchmark. (Subsection 5.3.2)
• A prototypical benchmark (Subsection 5.3.3)
The library and the framework are extended to realize the prototype that is used
for the evaluation carried out in Chapter 6; this prototype can additionally serve
as an example for other implementations. This section provides the means to get
from a use case to the identification and analysis of requirements for a specific
benchmark and finally to its implementation.
5.1.1 A Step-by-step Approach
The recipe contains several steps, which can be traversed in different permutations
(that is there are different possible paths through the recipe):
• Specify use case(s)
• Review existing benchmarks
• Reuse an existing benchmark
• Analyze evidence
• Identify implementable components
• Handle dependencies between checks
• Implement components
• Orchestrate the implemented components
The steps are not numbered, since there is no specific order in which theses steps
are carried out (there is more than one path through the recipe, depending on
the use cases at hand). Each of the steps is described in-depth in the following
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paragraphs; Figure 5.1 visualizes the different permutations of the steps (the dif-
ferent paths in the figure). The figure works like a state machine, with the states
depicted by the boxes which correspond to the above mentioned steps.
Diamonds and branching arrows depict decisions by which the implementa-
tion is steered. The criteria for choosing a branch are given by short texts. The
specification of the use case(s) is the initial step. The recipe ends with all use
cases covered either by existing benchmarks or by newly implemented benchmarks
in compliance with the architecture laid out in the previous chapter. An imple-
mentation is finished when all components have been implemented (loop on the
bottom right, the state includes substates) and orchestrated. Each of the boxes
corresponds to a paragraph in this subsection.
Specify Use Case(s)
The most important step in creating a new benchmark is to collect the basic
facts concerning its objectives, users, the targeted workflows, and the actors in
this workflow. The following questions can serve as a guideline to specify the use
cases:
1. What should the benchmark measure? Obvious candidates are quality, rel-
evance, or impact of research data products. Additionally, it should be
specified, whether all types of research data products are measured, or only
a subclass (such as papers, software or tabular data).
2. Who is the target audience of the benchmark? Should the benchmark be
informative to a certain community, such as researchers of a specific do-
main (e.g. archaeology, life sciences etc.), meta-scientists (scientometricians,
philosophers of science), funding bodies, journalists, non-academic audience,
etc.? Are there multiple groups involved and if so, how are their objectives
to be prioritized?
3. Is the benchmark specific to a certain workflow? Especially important is the
information whether there are one or several workflows, since multiple work-
flows should result in separate components or even separate benchmarks.
Can they be condensed into a short description, such as image processing,
simulations, qualitative research (e.g. digitizing interviews), textual criti-
cism, machine-learning pipelines, publishing, reviewing, programming, etc.?
Is there written evidence for best practices concerning these workflows (pub-
lications, blogs, interviews, etc.)? This evidence is used as the basis to specify
the requirements for the components.
4. Is the benchmark specific to a certain type of actor? Actors of typical research
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Figure 5.1: Overview of the step-by-step approach to implement customized bench-
marks for research data products
5.1 A Recipe to Build Benchmarks 93
data workflows include, but are not limited to, data producers, researchers,
reviewers, data stewards, curators, funders, etc.
The answers to these questions specify a use case of a benchmark for a research
data product. Three examples for such use cases defined along these questions
are presented in Section 5.2. The information included in the description of the
use case should be mirrored to the description attribute of the benchmark and
its components. The use case might even suffice to specify the first bundle of
evaluations and checks of the benchmark.
One possible outcome of this step is the insight that instead of one benchmark,
several independent benchmarks are needed since the described use cases overlap
only partially.
Review Existing Benchmarks
The next step includes the exploration of the landscape around the use case(s)
defined above. This allows to identify re-usable benchmarks, to research best
practices, and to specify the relation of the new benchmarks to already existing
resources. The following questions can serve as a guideline:
• Are there already benchmarks (partially) covering the use case(s)?
• Can existing benchmarks be adapted to cover the use case(s)?
• How would a new benchmark be compared to existing benchmarks (exten-
sion, complement, replacement)?
References to relevant benchmarks should be put into the documentation. This
can guide users of new benchmarks in their decision which benchmark to use for
their use case and to attribute credits to the creators.
This step has two possible outcomes for each use case: either the use case can
be covered by re-using an already existing benchmark or the requirement analysis
initiated by the description of use case(s) has to be completed to implement a new
benchmark.
Reuse an Existing Benchmark
It is possible that benchmarks for research data products are available, but not
in a version compliant to the specifications of Chapter 4. In this case it must be
considered whether the effort to adapt an existing benchmark to make it compliant
(especially to guarantee comparability and reproducibility, cf. RQ-A1) or the effort
to implement the benchmark from scratch is smaller (Subsection 5.1.2 provides a
method to estimate the effort of the second option). Each option is discussed
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below. The following aspects help to make a final decision whether to re-use the
benchmark or not:
• Is the benchmark published under a license that allows to adapt it?
• Is the benchmark actively maintained?
• Can the benchmark be integrated into the parameters of the use case (e.g. pro-
gramming language, requirements for the runtime environment, etc.)?
Analyze Evidence
Together with the specification of use cases for the benchmark (see above), this
step ”Analyze Evidence” concludes a full requirement analysis: it identifies the
requirements the interface for research data products and the other components
(checks, evaluations, and benchmark) have to fulfill to meet the use case’s objec-
tives. Possible sources to find evidence include but are not limited to:
• Resources with a description of the data workflows identical or similar to the
workflows in the use case description. An example for this type of source is
the method section of a scientific article, such as section IV in [WK18].
• Resources created for educational or instructional purposes, such as [Wic+14],
[Küm+19], [HB15], or [OT08] (see also Subsection 4.1.4).
• Interviews with stakeholders explaining their methodological approach, such
as the interviews with researchers described in [BH18a].
Resources in this context include, but are not limited to articles, books, book
chapters, white papers, technical reports, and blog posts. Any such resource should
describe interactions with research data products and evaluate these interactions,
i.e. characterizing certain workflows as good or bad practice. Each of the resources
is analyzed towards the following scheme:
• Does it describe features of research data products which are considered
good or bad practice (useful for the extension of the interface of research
data products or for implementations of these interfaces)?
• Does it contain descriptions of interactions with research data products that
can be implemented (useful for implementations of checks)?
• Are standards, tools, or workflows evaluated — e.g. is compliance to a stan-
dard described as desirable or superfluous (useful for implementations of
evaluations)?
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• Does the resource contain statements which can be used to weigh certain
features of research data products against others, e.g. being downloadable
by PID is described as a “nice to have”, while standardized metadata are
characterized as “of the essence” (useful for the weighting function of a bench-
mark)?
If the resource contains one or several of these options, the information should be
excerpted and then clustered into common patterns; e.g. some activities such as
simulating with a certain model, or statistical analyses with a specific script can
be clustered, if they are similarly discussed across resources. The list of clustered
evidence should be compiled in a way that documents the original sources and that
allows to extension for updated versions of the benchmark. This list of excerpted
evidence is the output of this step.
Identify Implementable Components
One can only consider those aspects of the research data products, interactions,
evaluation, or weighting which are machine-actionable, i.e. which can be imple-
mented. The compliance to a standard for example should only be considered, if
this compliance is testable (e.g. via a schema language like XSL [Kay17]).
This step results in three outputs:
1. a list containing checks and evaluations to-be-implemented
2. a list containing implementation taks with regard to the interface of research
data products
3. a document describing the weighting logic of benchmarks (with references to
the first list).
The first list should be extended with the information necessary to comply to the
interfaces sketched in Section 4.2:
• An ID of the component
• The initial version (see Figure 4.2.5)
• A description, which includes the references to the resources by which this
component was motivated.
• For checks, the information should be added whether the outcome of the
check is deterministic or random.
IDs are especially helpful to keep consistent references between the three docu-
ments.
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Handle Dependencies between Checks
Our framework for benchmarks offers simple base classes for benchmarks which
operate on the assumption, that checks are independent of each other. This allows
to schedule them for parallel execution only considering the resources available.
In the current step, the checks listed and specified in step “Identify Imple-
mentable Components” are analyzed to determine whether there are concurrent
or serial dependencies (see Section 4.1). Both types of dependencies need to be
handled on the level of the benchmark object, i.e. on the mode of scheduling
provided by the benchmark class. A heuristic approach might lead to an easy
extension of the benchmark’s base class:
• Certain types of checks might be scheduled with fixed intermediate waiting
times, to mitigate bottlenecks involved in concurrent dependencies.
• Certain types of serial dependencies can be ignored, if the performance
penalty is acceptable: An example would be a check that becomes irrele-
vant based on the outcome of another check — the effort to execute the
superfluous step nevertheless might be smaller compared to the effort to
implement a benchmark class that enforces a certain scheduling order.
If these heuristic approaches are not viable, a new benchmark class must be
implemented including a scheduling algorithm that can handle the detected depen-
dencies. The implementation should take advantage of best practices developed in
the context of compiler theory (see e.g. the section on data dependence in [PW86]).
Another resort would be to eliminate checks from the list if their implementa-
tion is too costly and other candidates are available to achieve the benchmark’s
objective.
Implement Components
In this step the list of of checks and evaluations is converted into a list of bundles; a
bundle is a set of evaluations and checks that will be connected by the benchmark.
An example would be a bundle containing the check for available data transmission
protocols, the check for the size of a research data product, and the evaluation
that assesses the retrieved results of these two checks for their suitability (i.e. is
the transmission protocol a state of the art solution for the size of the research
data product, see Figure 4.5).
To guarantee the accuracy of the benchmark, each of the bundles should be
accompanied by a set of research data products which cover the bandwidth of
possible outputs of the evaluation. Such a set of examples enables a test-driven
approach, that detects whether the checks and evaluations work as specified and
how the version of these components must be changed on updates (see Figure 4.2.5)
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With the bundles and the according test cases available the components can
be implemented along the following steps:
1. Determine whether the interface for research data products suffices to im-
plement the check. If this is not the case, either extend the interface (if the
missing functionality can be used for all or almost all research data prod-
ucts), or add a new class realizing the Data, Metadata or Service interfaces.
This step might include the implementation of new ServiceCapability classes.
2. For each check in the bundle:
(a) Determine which type of result the check has. Implement this result
type if necessary.
(b) Implement the check.
3. Implement the evaluation.
Orchestrate the Implemented Components
If the implemented checks and evaluations inherit from the base class provided by
the framework, they comply with the interface necessary to coordinate all com-
ponents of a benchmark. This orchestration thus only needs to be configured
bundle-by-bundle in analogy of the example provided by the prototypical bench-
mark.
Two of the three responsibilities of benchmarks remain, the scheduling of checks
and the weighting of evaluations. The former has been discussed in the context of
dependent checks: Either the simple orchestration functionality of the framework
(Subsection 5.3.2) suffices or a new scheduling logic must be implemented.
The weighting of the bundles is a function that determines the final score of
a research data product. Implementation-wise three different ways to combine
bundles can be separated:
• All evaluations’ outcomes count equal, i.e. each bundle has a weight of 1
n
with
n being the number of bundles. The framework offers the arithmetic mean
as the standard weighting function. If another dispersion measure is more
suitable (e.g. median), it must be implemented accordingly. The arithmetic
mean over equally weighted bundles is the recommended weighting function
if the bundles cannot be prioritized based on the analyzed evidence. This
functionality is provided by the Benchmark class of the framework.
• The evaluations’ outcomes have different, but fixed weights between 0 and
1 that sum up to 1. A configuration is necessary to specify the weight of
each bundle. This functionality is provided by the WeightedBenchmark class
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of the framework. As with equally weighted bundles, a dispersion measure
other than arithmetic mean must be implemented.
• The evaluations’ outcomes have different and dynamic weights. The weight
of an evaluation is e.g. determined by its adoption of a larger set of research
data products. This functionality is provided by the DynamicBenchmark
class of the framework.
5.1.2 Estimation of Effort
In the previous subsection a step-by-step approach to build a benchmark (or re-
use an existing one) has been presented. This subsection’s objective is to map the
different types of implementation tasks mentioned in the previous subsection to a
simple scheme to categorize the necessary effort:1
• Small : The task can be realized by an experienced programmer in less than a
day.
• Medium: The task can be realized in 1-3 days by an experienced programmer.
• Large: The task needs more than 3 days of work of an experienced programmer.
The following tasks are included in the step-by-step approach (see above):
• Extending the Interface for Research Data Products : The task to extend the
interface of Metadata, Data, and Service in the framework itself is not very
complex, but the effort to support all types of heterogeneity hidden behind
these interfaces is. The effort is therefore categorized as large.
• Adding Realizations for Interfaces for Research Data Products : In contrast to
the previous task, this only means to implement one class that is compliant
to the interfaces defined in the framework. The effort is thus categorized as
small.
• Adding a new check heavily depends on the interaction encapsulated by the
check. On average it is assumed to be rather a small task.
• Adding new types of results is a small task.
• Adding new types of evaluations can be a small task, if the evaluation logic
is not specific to a certain domain but can become a medium taks in cases in
which customized functions and mappings must be implemented to encap-
sulate the complex knowhow.
1The categorization is motivated by the experiences made in developing the prototype. They
should be considered as rules of thumb rather than precise estimations.
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• The implementation of a new scheduling logic for benchmarks is — as dis-
cussed previously — a complex and thus a large task.
5.2 Exemplary Use Cases for Benchmarks
This section gives three example use cases of benchmarks for research data prod-
ucts. The first example is the basis for the prototypical benchmark used in the
next chapter and sketched in Subsection 5.3.3. The presentation of the use cases
is aligned with the first step of the recipe (see Subsection 5.1.1). The use cases are
selected out of the set of possibilities since they cover the bandwidth of scenarios
for which benchmarks for research data products can be used.
5.2.1 Exploring the Contents of a Repository
1. What should the benchmark measure?
The benchmark should measure the overall quality of research data products
stored in the Zenodo repository.2 This repository hosts more than 1.5 million
records of different type, including but not limited to data sets, figures,
images, source code, conference posters, and slides for academic talks.3
2. Who is the target audience of the benchmark?
There are two main users for the intended benchmark:
• The most important perspective of potential users of the benchmark is
the perspective of the service provider of the repository; the benchmark
should serve as a means to gain overview of the quality of the depositions
to adapt existing terms and policies of the service or to develop new or
extend existing service components.
• The second group is comprised of researchers interested in depositing
their research data products in the Zenodo repository. This group would
use the benchmark to decide whether to upload their output to Zenodo
(is the repository upholding a high standard?).
3. Is the benchmark specific to a certain workflow?
In general, there is no specific workflow relevant to all depositions, other than
uploading and describing the research data product; but certain clusters in
the depositions can be detected (see Section 6.1):
2https://zenodo.org
3For a more detailed introduction see Subsection 6.1.1.
100 5. Implementing Benchmarks for Research Data Products
• Zenodo includes a lot of source code depositions, since it provides an
integration with github.4 This aspect can be called “software publish-
ing”.
• Many depositions in Zenodo are conference posters; another cluster of
workflows can thus be subsumed under the term “poster depositions”.
• There are also many white papers, best practice reports or preprints in
Zenodo; a third group of workflows can therefore be labeled “publishing
grey literature”.
4. Is the benchmark specific to a certain type of actor?
Because of the heterogeneity of workflows, there is also no specific role that
is central for this benchmark — submitters e.g. include researchers, research
software engineers, data curators, information specialists and policy makers.
This use case is the basis for the prototypical benchmark presented in Subsec-
tion 5.3.3 which is used for the empirical evaluation in Chapter 6.
5.2.2 Scientometric Research
1. What should the benchmark measure?
The benchmark should measure the overall impact of research data prod-
ucts of a large set of published research to identify variables correlating with
high benchmark scores. Candidates for such variables include but are not
limited to: language of the publication, native language, education, financial
background, and affiliation of the creators, number and diversity of coau-
thors, presentation on high-profile conferences or publication in high-profile
journals. An additional question to ask would be whether there are identifi-
able trends in the correlation over time (i.e. are some variables getting more
importance since the rise of digital methods in academic research).
2. Who is the target audience of the benchmark?
The target audience is mainly comprised of scientometricians. Their goals
include the identification of models that can explain scientific success or
failure, or the detection of common patterns of practices of research and
their role in academic careers.
3. Is the benchmark specific to a certain workflow?
Although publications are typically structured in a similar way across fields
with re-occurring elements, such as a section discussing related work, work-
flows vary depending on the field and the language of publication. To refine
4https://github.com
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the scope of the benchmark certain fields of study or languages of publica-
tions can be defined: the concentration on publications in the environmental
sciences should define a typical structure from which common workflows can
be derived such as presenting the model parameters (for computational sim-
ulations) or discussing sensor calibration and sample sizes.
4. Is the benchmark specific to a certain type of actor?
The main actor mirrored in the benchmark is the researcher publishing their
work. A concentration on certain fields of study might be beneficial (see
previous question).
5.2.3 Continuous Integration for Research Data Products
1. What should the benchmark measure?
The benchmark should measure the quality of research data products which
are submitted for peer review to a publishing body (such as a journal or a
repository). The submission should only be processed by a human reviewer
if the submitted research data product passes a quality threshold.
2. Who is the target audience of the benchmark?
There are two main users of this benchmark:
• The submitters of research data products. This group wants its sub-
mission to be tested in favor for further manual processing. Submitters
therefore need to get transparent access to the criteria that lead to the
benchmark score, which define the basic quality criteria of the publish-
ing body.5
• The editors of the publishing body, organizing the peer review. Their
interest is to reduce the false positive rate (ratio of submissions with a
low quality which have a score above the threshold) an the false negative
rate (ratio of submissions with a high quality which have a score below
the threshold).
3. Is the benchmark specific to a certain workflow?
In general, there is no special context of a workflow, other than defined by
the submission guidelines. Given a specific publishing body, workflows can
be identified analogous to the previous use case.
5A de facto benchmark is the check of latex submissions to ArXiv (https://arxiv.org),
that is the check whether it can be built by the platform and whether all resources to build the
document are provided in the correct format. Since this a non-trivial task, it can be argued that
this is already filter mechanism similar to the one sketched in this use case.
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4. Is the benchmark specific to a certain type of actor?
The most important actor is the reviewer who has an implicit model of
quality and a method to apply it to the submission in a way that is most time-
efficient. This perspective should lead the implementation of the benchmark.
This use case is connected to the third question listed in Section 7.4. Possible fu-
ture work might find ways to exploit benchmarks to save time and to make quality
of research data products more transparent.
These three examples indicate the variety of useful applications of benchmarks
to help organize the vast amount of research data products. They also stipulate
a rule concerning the specificity of benchmarks: The more specific a use case
is, the more informative are its results for the defined use case and the easier
are requirements identifiable — but the less informative are the scores of the
benchmark beyond the use case. Furthermore, the more abstract a use case is,
the better it can be generalized beyond its original use case, but the harder it is
to avoid an implementation of checks which arbitrarily favor research cultures and
practices of one field over others.
Section 7.3 will give further remarks on the applications of benchmarks, primar-
ily meant as recommendations to different stakeholders in the research community
(researchers, service providers and funding bodies).
5.3 Components of the Prototypical Benchmark
All code described below is written in Python36 and published under an Apache
2.0 license. The appendix includes for instructions to retrieve and test the version
of the code used by us (see Chapter 6). The publication of the source code should
facilitate the reproducibility of our findings.
5.3.1 A Library for Research Data Products
The library provides the common interface for research data products (as depicted
in Figure 4.2), as well as a selection of concrete implementations of these inter-
faces. Although the realizations are mainly motivated by the use case behind the
prototypical implementation (see previous section) it can in principle be used for
other use cases, even beyond the assessment of a research data product. This is
the main reason, why this functionality has been published in a separate project.
Currently the following features are supported:
• Support for Metadata in DataCite format
6https://python.org
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• Support for several types of Data, including CSV, PDF, and zipped source
code
• Support for Services as offered by Zenodo (OAI-PMH, REST, HTTP)
• A simple set of service capacities
The publication of the source code is accompanied by documentation to ease
the first steps.7. At present, 27 tests are part of the code. Both documentation
and tests complement the content provided in this thesis.
The current version of the library is available at https://github.com/tgweber/
rdp.
5.3.2 A Framework for Checks, Evaluations and Bench-
marks
The framework enables the customized creation of benchmarks along the step-
by-step approach presented in Subsection 5.1.1: it provides the base classes for
Checks, Evaluations and Benchmarks along different types of Results (see also
Figure 4.4, Figure 4.6, and Figure 4.8).
Additionally, it includes 38 implementations of checks, 12 implementations of
evaluations and the base implementation of a Benchmark.
The framework is documented8 and at present is distributed with 60 tests.
Both resources can be consulted in addition to the documentation provided in this
thesis.
5.3.3 The Prototypical Benchmark
The prototypical benchmark used for the evaluation in the next chapter is pub-
lished along the framework (in the same repository and under the same license).9
It uses at present 38 of the checks and 11 of the evaluations of the framework and
adds 7 customized evaluations. It is a benchmark with static weights. A list of
used pairs of evaluation and checks can be found in the appendix (Section D).
Using the modularized library and framework presented above allows to specify
the prototype in a single file and concentrate on the domain aspects sketched in
the use case description (Section 5.2).
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The empirical part of this thesis is presented in this chapter. The first section
introduces Zenodo, the data source for the evaluation. Section 6.2 and Section 6.3
discuss SQ-4 and SQ-5, respectively.
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6.1 Population and Samples
In this section the population — the research data products stored in the Zen-
odo repository – and the samples drawn from this population are characterized.
The samples are not drawn at random, but at large, i.e. if a research data prod-
uct hosted in Zenodo fulfilled a set of technical requirements necessary for the
evaluation, it is included.
Subsection 6.1.1 provides a short introduction of the Zenodo repository, i.e. the
data source of the population. The sampling mechanism is shortly discussed in
Subsection 6.1.2 (adding to Section 2.3). The population and the samples are
characterized along the following variables:
• the types of research data products (Subsection 6.1.3)
• the age of research data products (Subsection 6.1.4)
• the field of study of a research data product (Subsection 6.1.5)
• the different scores of event-based metrics and the distribution of scores of
the benchmark run (Subsection 6.1.6)
The analysis of these variables is carried out to manage the effect of hidden vari-
ables, i.e. to have a broad understanding of the main dimensions of the analyzed
samples to assess the effects of these dimensions on the results presented. The
analysis of types and field of study is specifically relevant for the discussion in
Section 6.2, whereas the age is relevant for Section 6.3.
6.1.1 The Zenodo Repository
Zenodo1 is an open data repository hosted at CERN in Geneva, Switzerland. Re-
alized in the context of the OpenAIRE project it was launched in May 2013 and
was intended as a “catch-all repository for EC funded research” [NS14].2 Zen-
odo accepts all kinds of research data products and can be used with an ORCiD
identifier3 to upload up to 50 GB of data per deposition (as of April 2020).
Zenodo has been discussed in scientometric literature in general ([SGS17]) and
in the context of metrics ([Pet+17]). Both publications date back to 2017, a time
when Zenodo’s stock of data was about a tenth of its amount in April 2020.
1https://zenodo.org — the name is derived from Zenodotus, the first librarian of the ancient
library of Alexandria.
2see also https://about.zenodo.org
3Open Research Contributor Identification Initiative, a non-profit organization handing out
identifications for researchers to uniquely identify and reference their outputs, see https://
orcid.org.
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Two specific features of Zenodo need further explanation, as they affect the
sampling procedure explained below: DOI versioning and DOI allocation.
DOI Versioning
Depositions in Zenodo cannot be deleted, once they are published — but they
can be superseded by a newer version. Each version is identified by its own DOI,
while the whole research data product has a DOI to denote the “concept” of
the deposition. The metadata and the services offered by Zenodo are managed
mainly by the concept-DOI which points at the latest version. The management
of these versions and the conceptual representation of all versions is realized by
DOI references, hence the name “DOI versioning”.
Figure 6.1: Zenodo’s DOI versioning
Figure 6.1 depicts the management of versions: In the lower left corner an
incomplete research data product is depicted with the PID “x” and the data com-
ponent is left blank; this incomplete research data product corresponds to the
concept-DOI. Closest to the incomplete research data product is the data com-
ponent with the PID “x.3” depicting the latest version of the data published on
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Zenodo. Combined with this latest data component the research data product
is complete. Behind the latest version, prior versions of the data component are
aligned in a row in the right upper direction, their PIDs are predecessors of the
latest PID “x.3”. Following the arrow pointing from the first to the latest versions
in reverse order, means to reverse back in time to prior versions of the research
data product, eventually arriving at the originally published data component. Fig-
ure 6.1 provides an imagery to understand the following considerations.
The implications of DOI-versioning need to be scrutinized, before the sampling
and evaluation can be discussed:
• Only concept-DOIs are considered PIDs in the sense presented in Subsec-
tion 1.1.1.
• The prototypical benchmarks only uses the concept DOI and therefore runs
on the latest version of a deposition of a research data product — the other
DOIs are considered duplicates.
• The collection of social media scores and usage scores accounts for all ver-
sions, i.e. scores are summed up over versions. Usage statistics derived from
Zenodo already contain the total scores, if the concept-DOI is used. The col-
lection of social media metrics is carried out by exploiting the different DOIs
(altmetrics use this as the primary identification mechanism of research data
products, which means there is no threat of duplicating scores).
DOI Allocation
If a deposition uses the DOI allocation mechanism of Zenodo, the resulting DOI
corresponds to this format: 10.5281/zenodo.[zenodo id] This gives a program-
matic way to derive the zenodo id from the DOI. This identifier can be utilized
to use other services of Zenodo, e.g. the API or OAI-PMH. At the time of our
evaluation, 861,158 research data products have a DOI allocated by Zenodo.
Zenodo furthermore allows to deposit a research data product with an already
existing DOI outside of the Zenodo namespace and therefore non-compliant to
the format specified above. 664,094 research data products deposited in Zenodo
have such a DOI outside of the Zenodo namespace at the time of our evaluation.
There is no programmatic way to determine the zenodo id from such a DOI, short
of calling the custom API of Zenodo. In our evaluation we decided to exclude
these research data products, since it means to build too much custom code for
Zenodo. The main reason for this decision is not the nececssary effort itself, but
the comparability to other repositories.4
4These issues are discussed in an RDA working group: https://www.rd-alliance.org/
repository-interfaces-data-analytics-rida.
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6.1.2 The Samples
The samples are not drawn at random but at large — all available research data
products in Zenodo which comply to the following criteria have been included:
• The research data product has a DOI; the DOI is necessary to detect du-
plicates and retrieve additional event-based metrics for the research data
product. 339 research data products have no DOI.
1,524,913 research data products remain with DOI.
• There are no duplicates of the research data product (DOI-versioned research
data products are considered to be duplicates of each other, see above).
65,208 have been excluded as duplicates.
1,459,705 remain after deduplication.
• The DOI of the research data product is assigned by Zenodo (see above for
a rationale). 663,753 research data products have been excluded for this
reason.
795,952 research data products remain with a DOI assigned by Zenodo.
• The benchmark score could be calculated without error. 589 research data
products have been excluded for this reason.5
795,363 research data products remain with successfully calulated
scores. (dotted circle in Figure 6.2)
The set of research data products with successfully calculated scores consists of
52.15 percent of the 1,525,252 research data products stored in the Zenodo repos-
itory in March 2020. To answer SQ-4 (Do the scores of a prototypical benchmark
correlate with event-based metrics?) and SQ-5 (Can benchmarks for research data
products complement event-based metrics?) two samples are drawn at large:
• Sample U is comprised of those research data products which have a bench-
mark score and for which Usage metrics (therefore the U) are retrievable (see
Section 2.3 for details on the retrieval). 15,555 research data products do
not have view or download metrics.
779,081 research data products have a view score and a benchmark
score
5The main reason for such an error is that the specified id could not be used to successfully
instantiate the metadata component of a research data product (HTTP status code 422).
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779,020 research data products have a download score and a bench-
mark score.
Since both types of usage metrics are conceptually very close, they are treated
as one set in the descriptive comparison between sample U and the popula-
tion in the remainder of this section.
In general, when it is not necessary to differentiate between view and down-
load metrics, sample U denotes all those research data products for which
download metrics, view metrics, or both are available. They are discussed
separately in Section 6.2 and Section 6.3, respectively.
• Sample S is comprised of those research data products which have a bench-
mark score and for which Social media metrics (therefore the S) are retriev-
able via the altmetrics API (see Item 2.3 for details on the retrieval and
the description of each of the retrieved social media metrics). For 786,248
research data products no Social media metric was retrievable via altmetric.
9,115 research data products have an altmteric score and a benchmark
score.
In sample S only the altmetric score is available for all research data products.
Other social media metrics, such as tweeters or readers, are only partially
available. Since these different social media metrics (including the altmetric
score) are conceptually close, they are treated as one set in the comparison
between sample S and the population in the remainder of this section.
In general, when it is not necessary to differentiate between social media
metrics, sample S denotes all those research data products for which altmetric
scores are available. All social media metrics are discussed separately in
Section 6.2 and Section 6.3.
The Venn-diagram depicted in Figure 6.2 schematically shows the set theoret-
ical relations of the samples and the population.6 The rectangular box depicts
the population, whereas the circle with the dots stands for the scored research
data products. The circle with the horizontal lines stands for all research data
products for which usage metrics could be retrieved and the circle with the wavy
lines stands for all research data products for which social media metrics could
be retrieved. The figure should help to understand how the samples, the scored
research data products and the population overlap: Sample U corresponds to the
6The figure does not display its elements proportionally to the size of their counterparts.
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blue area with horizontal lines and dots (which partially includes some wavy lines),
whereas sample S corresponds to the grey area with wavy lines and dots (which
partially includes some horizontal lines.
Figure 6.2: Venn diagram of the Zenodo population and the drawn samples
The next paragraphs describe the distribution of types, age, field of study,
and scores of the research data products in the samples and the differences of the
samples compared to the whole set of research data products in Zenodo.
6.1.3 Types of Research Data Products
Table 6.1 shows the distribution of the different types of research data products
in Zenodo (in the population and both samples). Each row corresponds to one
of the 9 types supported by Zenodo, columns with a heading starting with a #
show the absolute number of research data products of a type, whereas columns
with a heading starting with ”Pct.” show the percentage of research data products
of a type. The numbers allow us to discuss the differences between the samples
(colored areas in Figure 6.2) and the population (box in Figure 6.2).
The most noteworthy discrepancies between population and sample U are im-
ages and publications: while images are overrepresented in comparison to their
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Table 6.1: Types of research data products in the population and the sub-samples
Type of research data product # Pop. Pct. Pop. # U Pct. U # S Pct. S
dataset 62,189 4.08 % 44,925 5.77 % 1,374 15.07 %
image 523,847 34.34 % 440,597 56.61 % 174 1.91 %
lesson 1,617 0.11 % 1,377 0.18 % 91 1.00 %
other 3,856 0.25 % 3,155 0.41 % 160 1.76 %
poster 5,509 0.36 % 5,187 0.67 % 523 5.74 %
presentation 13,558 0.89 % 12,448 1.60 % 1,274 13.98 %
publication 833,095 54.62 % 233,518 30.00 % 4,719 51.77 %
software 79,747 5.23 % 35,415 4.55 % 717 7.87 %
video 1,834 0.12 % 1,671 0.21 % 83 0.91 %
Research data products in zenodo: 1,525,252 — in sample U: 778,293 — in sample S: 9,115
occurrence in the population, publications are underrepresented. Aside from these
two deviations the distributions are mostly similar. In the evaluation of the re-
search question, the effect of images and publications on the results should be
scrutinized.
In sample S images are underrepresented compared to the population, while
datasets, posters, presentations are overrepresented. The distribution of types of
research data products of sample S therefore deviates from the population more
clearly than the distribution of sample U. In Section 6.2 the effect of publications
on the correlation are discussed.
A detailed statistical summary with regard to each type can be found in the
appendix (Section B, in Table B.1 to Table B.18).
6.1.4 Age of Research Data Products
Table 6.2 shows the growth of depositions of research data products at Zenodo
from 2014 to 2020, each row corresponding to a year. The columns share their
semantics with the columns of Table 6.1 (see above). As with the previously
discussed table, deviations of the samples from the population are discussed to
contextualize the assessment of our evaluation. As discussed in Section 3.2, TIME
— i.e. time-dependency of event-based metrics — is a crucial shortcoming of such
assessments of research data products.
In sample U the year 2018 is underrepresented, whereas 2019 is overrepresented.
Sample S overrepresents 2015 while 2018 is underrepresented. According to [FC20]
the half-life of social media metrics vary across their type with Twitter having an
“altmetric half-life” (i.e. time span between publication and occurrence of half the
tweets) of 13 days, while altmetric scores of wikipedia half-life is specified as 515
days. Since only 2019 lies in this longer time span (measured from the retrieval
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Table 6.2: Years of publication for research data products
Year of deposition # Population Pct. Population # U Pct. U # S Pct. S
2014 4,272 0.28 % 3,399 0.44 % 38 0.42 %
2015 16,637 1.09 % 12,803 1.65 % 784 8.60 %
2016 97,542 6.40 % 83,099 10.68 % 999 10.96 %
2017 212,113 13.91 % 126,724 16.28 % 1,520 16.68 %
2018 676,860 44.38 % 117,426 15.09 % 2,342 25.69 %
2019 464,365 30.45 % 393,605 50.57 % 2,792 30.63 %
2020 53,463 3.51 % 41,237 5.30 % 640 7.02 %
Research data products in zenodo: 1,525,252 — in sampleU: 778,293 — in sampleS: 9,115
of the altmetric data), the discussion of “younger” research data products is an
important part in the discussions below. In contrast to the year of publication, a
correlation between age in days and the obtained score of a research data product
allows a more fine-grained analysis (see Table 6.6).
6.1.5 Field of Study
Table 6.3 is similar to Table 6.1 and Table 6.2: each row stands for a field of
study, and the columns characterize the absolute and relative distribution among
the field of study. The table displays the distribution of research data products
among fields of study for those subsets of the population (33.24 %), sample U
(44.63 %), and sample S (57.83 %), that allow to be classified.7 The number of
research data products for each field add to more than the total in each set and the
percentage to more than 100 %; this is due to the multi-label classification used,
which allows to label a research data product with more than one field of study.8
Like in the previous subsections, the purpose of Table 6.3 is to identify deviations
between population and samples, and biases (in this case towards single fields);
some research data products will occur more than once (especially in Section C),
but only when field-specific distributions are discussed.
The distribution of research data products over fields of studies in the popu-
lation is heavily biased (most prominently towards biological sciences),9 Sample
U and the classified research data products roughly follow the same distribution.
7A research data product needs to have a title and/or description in English of at least 10
words to be classified.
8For the classification the ”mlp l” classifier was used from https://github.com/tgweber/
fosc in version 0.0.1. An appraisal of the estimated errors of the classifier is given in Section C
— especially Table C.1 — see also [Web+20].
9This is in accordance with many other findings in the literature see [Wal+11a] [Kra+15b]
[Pet+16] [GHA18] [Web+20].
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Table 6.3: Fields of study of research data products in population and in the
sub-samples
Field of Study # Pop. Pct. Pop. # U Pct. U # S Pct. S
Mathematical Sciences 8,655 1.71 % 6,754 1.94 % 83 1.57 %
Physical Sciences 22,670 4.47 % 11,621 3.35 % 251 4.76 %
Chemical Sciences 9,918 1.96 % 6,372 1.83 % 123 2.33 %
Earth and Environmental Sciences 57,755 11.39 % 35,214 10.14 % 485 9.20 %
Biological Sciences 237,332 46.81 % 158,045 45.50 % 1,032 19.58 %
Agricultural and Veterinary Sciences 1,443 0.28 % 1,057 0.30 % 30 0.57 %
Information and Computing Sciences 61,057 12.04 % 42,410 12.21 % 1,794 34.04 %
Engineering and Technology 61,305 12.09 % 46,391 13.36 % 509 9.66 %
Medical and Health Sciences 74,394 14.67 % 48,669 14.01 % 674 12.79 %
Built Environment and Design 2,083 0.41 % 1,709 0.49 % 27 0.51 %
Education 4,483 0.88 % 3,900 1.12 % 121 2.30 %
Economics 4,784 0.94 % 3,641 1.05 % 58 1.10 %
Commerce, Management, Tourism and Services 8,087 1.59 % 6,555 1.89 % 74 1.40 %
Studies in Human Society 8,934 1.76 % 7,580 2.18 % 199 3.78 %
Psychology and Cognitive Sciences 5,864 1.16 % 4,163 1.20 % 116 2.20 %
Law and Legal Studies 1,486 0.29 % 1,130 0.33 % 25 0.47 %
Studies in Creative Arts and Writing 626 0.12 % 572 0.16 % 12 0.23 %
Language, Communication and Culture 7,282 1.44 % 5,929 1.71 % 183 3.47 %
History and Archaeology 1,962 0.39 % 1,662 0.48 % 55 1.04 %
Philosophy and Religious Studies 672 0.13 % 576 0.17 % 29 0.55 %
Classifiable research data products in zenodo: 507,049 — in sampleU: 347,355 — in sampleS: 5,271
Sample S underestimates Biological Sciences and overestimates Information and
Computing Sciences.
A detailed statistical summary with regard to each field of study can be found
in the appendix (Section C, Table C.2 to Table C.61). These summaries allow to
interpret the results in the light of cultural patterns of each field of study.
6.1.6 Scores of Benchmark and Event-Based Metrics
In the previous subsections the distribution of variables in the population and the
samples have been discussed. Different event-based metrics are clustered above,
that are scrutinized in detail in this section.
Table 6.4 offers common statistics of the distribution for the scores of research
data products. Each row stands for a event-based metric except the last one which
shows the distribution of the scores of the prototypical benchmark. ”Views” and
”Downloads” are subsets of sample U, while ”Tweeters, ”Readers”, ”Facebook
Walls”, ”Feeds”, ”Posts” and ”Altmetric Score” are subsets of sample S. The
following list explains each column for a event-based metric e (examples for e are
the number of views or the number of readers):
• #: Number of research data products with at least 100 values of e, for social
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media metrics, each row includes only those research data products out of
SampleS with a score higher than 0.
• Min: Minimum value of e, e.g. lowest count of views
• 1st: First quartile, i.e. smallest value which is larger or equal than 25 % of
the values in e
• Med: Median or second quartile, i.e. smallest value which is larger or equal
to 50 % of the values in e
• Mean: Arithmetical mean for all e
• 3rd: Third quartile, i.e. smallest value which is larger or equal than 75 %
of the values in e
• Max: Maximum value of e, e.g. highest count of views
• SD: The standard deviation is the root of the arithemtical mean of squared
distances to the arithmetical mean of e. It indicates the grade of dispersion
of e
• # Char: Number of characteristic values of e, i.e. the number of all values
e includes.
Table 6.4: Scores of research data products in the sample
Name # Min 1st Med Mean 3rd Max SD # Char
Views 779,081 0.000 2.000 4.000 20.119 13.000 216482.000 379.052 2,088
Downloads 779,020 0.000 1.000 2.000 13.676 8.000 81994.000 226.117 1,664
Tweeters 7,887 1.000 1.000 2.000 6.933 6.000 874.000 24.141 130
Readers 1,725 1.000 1.000 2.000 7.729 7.000 925.000 29.136 76
Facebook Walls 580 1.000 1.000 1.000 1.302 1.000 11.000 0.980 8
Feeds 681 1.000 1.000 1.000 1.203 1.000 18.000 0.859 6
Posts 9,115 1.000 1.000 2.000 7.593 6.000 1477.000 30.488 160
Altmetric Score 9,115 0.250 1.000 1.850 5.307 4.750 632.400 17.927 836
Benchmark Score 795,363 0.400 0.586 0.607 0.601 0.621 0.759 0.040 2,460
Only displaying those event-based metrics with at least 100 instances — n = 795,363
All distributions of event-based metrics show a skewness to a few small values
(e.g. 50 % of research data products have been downloaded at most twice) and a
high rate of dispersity with extreme outliers.10 The skewness is important for the
10For these reasons the distributions are not graphically displayed, since box plots or cumula-
tive frequency distribution diagrams are rather perverted to un-informative clusters of pixels.
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discussion of correlation, since the order of research data products induced by the
scores do not exhaust the full space of the characteristic values: e.g. 75% of the
views are distributed in only 0.62 % of the possible values of the distribution.
The benchmark scores on the other hand are distributed symmetrically (me-
dian and mean are almost identical) with a low rate of dispersion, but equally
distributed over the values.
6.2 Correlation between Event-based Metrics and Bench-
marks
In this section SQ-4 will be answered: ”Do the scores of a prototypical benchmark
correlate with event-based metrics?” With a weak correlation (between 0.2 and
0.4) this would indicate that the prototypical benchmark measures features similar
to those typically associated with event-based metrics (e.g. quality, relevance, or
impact of a research data product). If the correlation is too low or even negative the
evidence would suggest to reject such an hypothesis. A stronger correlation would
counter-indicate the assumed complementariness of the two types of assessment of
a research data product (see next section below).
Table 6.5 shows the measured correlation between benchmark scores and the
event-based metrics also displayed in Table 6.4.11 Each row corresponds to one
of the event-based metrics. The columns starting with “S” display the spearman
rank correlation (value range -1 to 1), while the columns starting with “#” show
the size of the sub-sample. The two columns ending with “all” show the values for
the whole sub-sample, while “w/o images” and “w/o Bio” denote the values for
the samples without images and those without research data products classified
as “Biological Sciences”. The samples are skewed towards these two values (see
Subsection 6.1.3 and Subsection 6.1.5).
The displayed values indicate that in general, only for Tweeters, Posts and
Altmetric Scores the question can be answered positively (which are all social
media metrics). Views are correlated weakly in negative direction.
The impact of images on the reported correlation is very strong: without images
a weak correlation is indicated also for Downloads (a usage metric) and the Views
are not weakly correlated negatively. There is a statistical approach to explain this:
The distribution of all event-based metrics for images is more skewed compared
to other types of research data products (see Table B.3 in the appendix). The
correlation of benchmark scores with the number of downloads is larger than or
equal than 0.08 for all other types (see Section B).
11The row “Benchmark Score” is missing, since this is the value the correlation is calculated
against.
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Table 6.5: Correlation with benchmark scores for all research data products
Event-Based Metric S all # all S w/o images # w/o images S w/o Bio # w/o Bio
Views -0.248 779,081 0.069 337,696 -0.241 621,034
Downloads -0.099 779,020 0.270 337,699 -0.080 620,964
Tweeters 0.253 7,887 0.250 7,725 0.242 7,041
Readers -0.063 1,725 -0.061 1,718 -0.063 1,551
Facebook Walls 0.025 580 0.035 575 0.037 508
Feeds 0.079 681 0.076 677 0.069 641
Posts 0.247 9,115 0.245 8,941 0.236 8,083
Altmetric Score 0.197 9,115 0.193 8,941 0.185 8,083
Only displaying those event-based metrics with at least 100 instances
The impact on the score of event-based metrics of research data products clas-
sified as Biological Sciences is negligible, since the distribution of the samples ”w/o
Bio” is very similar to the complete sample. In general the reported correlation
varies between fields of study, even inside fields typically clustered together (such as
sciences or humanities): While Chemical Sciences, Computer and Information Sci-
ences, and Studies in Human Society show a weak correlation for Downloads with
the benchmark scores, values in Physical Sciences and Studies and Creative Arts
and Writing indicate no correlation, and Values in Mathematical Sciences, Eco-
nomics, and Law and Legal Studies show negative numbers. There is no straight-
forward, i.e. statistical explanation for this variation (see Section C for an detailed
display of correlation measures by field of study). The majority of fields support
a weak correlation between Tweeters and benchmark scores.
Answer to SQ-4:
There is a weak correlation between the scores of the prototypical benchmark
and some social media metrics (Tweeters, Posts); if all types of research data
products except images are considered, there is evidence for a weak correla-
tion between scores of the prototypical benchmark and download metrics.
6.3 Complementariness of Event-based Metrics and Bench-
marks
This section discusses the answer to SQ-5: “Can benchmarks for research data
products complement event-based metrics?” If benchmarks for research data prod-
ucts can complement event-based metrics, their continued development is justified
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Figure 6.3: Normal distribution of Benchmark scores
to improve applications currently relying only on event-based metrics.
The answers to SQ-4 and SQ-5 are not independent of each other: The stronger
the correlation between benchmarks for research data products and event-based
metrics is, the smaller is the capacity of benchmarks to complement event-based
metrics; vice versa, the higher is the robustness of the assessment. The stated
weak correlation above leaves an open window for this complementarity. Since a
difference in information content that does not suffice to support a strong corre-
lation on the one hand, can be used to improve the applications of event-based
metrics on the other hand; an example would be the improvement of an ordering
of research data products with regard to quality, impact or relevance. The com-
plementarity of event-based metrics and benchmark scores can be exploited in a
multidimensional assessment context, as sketched in [MH15].
As discussed in Subsection 3.3.3, the most informative shortcomings of event-
based metrics for an architecture of benchmarks for research data products are
BAND and TIME. The two following subsections provide empirical evidence that
scores of benchmarks are not susceptible or not as susceptible to them as scores of
event-based metrics and suggest ways to exploit these insights.
6.3.1 No BANDwagon effect for Benchmark SCORes
BAND, i.e. the sensitivity to social effects, such as the bandwagon or Matthews ef-
fect can be identified by few extreme outliers of the distribution of scores. Table 6.4
provides evidence for this characteristic for all displayed event-based metrics: the
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mean is clearly right of the median and the standard deviation indicates a high dis-
persion. The statistical values for benchmark scores rather indicate a symmetrical
distribution (its mean is almost identical to its median and the standard deviation
is rather small).
It is obvious to test whether the distribution of benchmark scores resembles a
normal distribution. Figure 6.3 provides two figures to support the assumption of
normality: On the left there is a histogram (the x-axis shows the benchmark scores
in clustered values, whereas the height on the y-axis corresponds to the cardinality
of the values), which can be interpreted as having an approximate bell shape. On
the right, a qq-plot approximates a line (a scatter plot of pairs of quantiles of the
benchmark scores with the quantiles of a artificially created normal distribution).
Due to their approximate normal distribution, benchmarks for research data
products do not show the symptoms of BAND. This fact can be exploited when
said extreme outliers are to be assessed: does the score of the benchmark justify its
exposition? If the benchmark is customized for the type of research data product
assessed a mathematical model for correction is in reach (e.g. multiplying the score
of the event-based metric with the score of the benchmark).
The different distribution patterns of benchmarks for research data products
and event-based metrics can be exploited further: another shortcoming of event-
based metrics is COR, which is the doubtful correlation of scores of event-based
metrics with quality, impact, or relevance of a research data product. Statistical
indication for this shortcoming includes clusters around a small set of small values,
since it is a symptom of missing differentiation between research data products.
Scores of benchmarks are approximately distributed normally in the prototypical
evaluation and they are weakly correlated with some event-based metrics; they
can therefore be used as a correction factor in the context of COR.
Figure 6.4 shows four scatter plots of benchmark scores with downloads, views,
Tweeters and Posts. All four are clustered on the x-axis, i.e. on the scores of
event-based metrics, but approximately distributed normally on the y-axis. This
depicts the new information introduced by the benchmark scores: research data
products which are hardly distinguishable or even indistinguishable with their
event-based metrics’ score, can now be separated with the help of the second
dimension. If we assume that the scores of a benchmark for a research data
product is an (imperfect) signal for quality, impact, or relevance of a research data
product, a two-dimensional analysis of research data products will provide better
results (e.g. when research data products should be ordered in a search result,
or filtered by a “quality threshold”). Again, the simplest mathematical model to
achieve this is the multiplication of scores.
The upper left quadrant of the four plots in Figure 6.4 is a promising place
to look for so-called “sleeping beauties”, i.e. research data products which are of
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Figure 6.4: Scatter Plots of Benchmark Scores and Scores of Selected Event-Based
Metrics
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high quality, impact, or relevance, but are not singled out by event-based metrics.
The lower right quadrant is not populated in the four examples, but this area is a
reasonable starting point to identify “bad examples”, i.e. research data products
which have a high attention score not because but despite their low quality, impact,
or relevance.
6.3.2 TIME-Independence of Benchmark Scores
TIME is the second shortcoming of event-based metrics that was crucial for the
architectural design of benchmarks for research data products presented in Chap-
ter 4. Its main impact on scores of event-based metrics concerns the availability
of the scores. The concept of a “half-life” of an event-based metric as e.g. dis-
cussed in [FC20] for social media metrics shows the expected latency time between
publication and the point in time when half of the expected events have occurred.
By design benchmarks for research data products do not share this shortcoming,
since they can be executed any time. Benchmarks for research data products can
therefore not only complement event-based metrics with regard to data availabil-
ity, but offer a context of application which is unreachable to event-based metrics:
assessment of a research data product before or shortly after its publication.
The TIME-dependence of event-based metrics has additional consequences that
exceed simple matters of practicability: event-based metrics’ scores are a function
of the age of a research data product, since they are all based on the occurrence
of events which cannot be forced to happen without begging the purpose of the
assessment of a research data product.







Facebook Walls 0.016 580
Feeds 0.024 681
Posts -0.148 9,115
Altmetric Score -0.055 9,115
Benchmark Score -0.345 795,363
Table 6.6 shows the Spearman correlation between the scores of assessments
and the age of the research data product in days (measured from at the day the
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Zenodo dump was created, n shows the size of the sample).12 The half-life of a
social media metrics is suggested by [FC20] to model the time-dependant behavior
of these metrics; especially tweets show an extreme behavior, since they tend to
occur either around the time of publication of the research data product or not
at all (e.g. [SPB12] provides evidence for this claim for preprints on arXiv, as
does the correlation depicted in Table 6.6). Usage metrics seem to develop more
continuously, hence a larger correlation of scores for views and downloads com-
pared to social media metrics. In total, scores of benchmarks seem to show the
reverse behavior compared to usage metrics and the negative correlation between
age and score is even larger than for all social media metrics. A hypothetical rea-
son for this phenomenon might be that the younger a research data product is, the
more likely it is to comply to the evaluation framework that underlies the bench-
mark. Raised awareness for data literacy, stricter requirements of publishers and
increasing support of service providers for researchers are possible explanations.
Finally, Table 6.7 shows location and a dispersion measure stratified by year
(not accumulative) for selected event-based metrics and scores of benchmarks for
research data products: each row corresponds to a year. The first letter of a
column corresponds to the type of score:
• v stands for views
• d stands for downloads
• p stands for posts
• t stands for tweeters
• s stands for score of a benchmark
All but the first letter indicate the type of statistic displayed:
• m stands for the median, a robust location measure (robust with regard to
outliers)
• sd stands for standard deviation, a dispersion measure
Table 6.7 shows that the scores of event-based metrics heavily vary with age:
while views and — with one outlying exception — downloads are accumulated
continuously, social media metrics work the other way around, the more recent
the more uptake. All event-based metrics show volatility with regard to their
dispersion, i.e. the standard deviation shows that there is typically a large influence
of extreme outliers in every year. This makes the time-normalization of a score a
challenge.
122020 is omitted since its the values would obviously biased due to its incompleteness.
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Table 6.7: Location and Dispersion Measures for Scores by Year
year vm vsd dm dsd pm psd tm tsd sm ssd
2014 13 66.49 13 276.95 1.00 10.95 1 10.27 0.59 0.05
2015 19 404.35 9 145.18 2.00 18.03 2 13.70 0.56 0.05
2016 10 268.74 5 159.73 2.00 21.33 1 15.37 0.59 0.04
2017 8 277.06 5 227.64 2.00 56.89 2 41.74 0.60 0.04
2018 7 225.65 22 219.41 2.00 38.51 2 38.01 0.60 0.05
2019 2 318.24 2 258.81 3.00 98.25 2 80.75 0.61 0.03
The last two columns show that the benchmark for a research data product does
not suffer from a comparable time-dependence (although it is weakly correlated
with the age of a research data product). Median and stand deviation are almost
constant.
This fact can be exploited, when event-based metrics are normalized with re-
gard to time. In this sense benchmarks for research data products complement
event-based metrics also in the context of NORM, which is the challenge to nor-
malize scores of event-based metrics for the sake of comparability. As a side note,
the design of the architecture for benchmarks for research data products also helps
to mitigate TRST (missing trustworthiness of reported scores) and CTXT (miss-
ing context to interpret the scores): the reporting component of the architecture
allows to reproduce the scores and offers a lot of context to assess the suitability
of the benchmarks for a given use case.
Answer to SQ-5:
Benchmarks for research data products can complement event-based metrics
with regard to BAND, COR, TIME, NORM, TRST, and CTXT.
In this chapter, the empirical evaluation necessary to answer SQ-4 and SQ-5
have been given. The results of this chapter and the previous chapters will be
summarized in the next chapter and critically appraised.
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This final chapter concludes by summarizing the contributions and discussing
the main findings; it closes by identitfying the next steps that can be taken from
here. The main findings are summarized in Section 7.1. and critically appraised
in Section 7.2. Recommendations for different stakeholders of research data man-
agement are presented and discussed in Section 7.3. Section 7.4 identifies open
questions and possible next steps. The chapter closes with a final outlook.
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7.1 Summary
This thesis answers the question why research data products should be bench-
marked and how. Chapter 3 and Chapter 6 answer the first part (“why”), while
Chapter 4 and Chapter 5 answer the second part (“how”). This subsection briefly
summarizes the main findings of those chapters.
In Chapter 3 the current state-of-the-art to assess research data products is
introduced, namely event-based metrics, with 3 major sub-classes: citation-based
metrics, social media metrics and usage metrics. 10 common shortcomings of
event-based metrics are identified in an extendable and reproducible manner by an
analysis of 62 publications. These shortcomings are classified concerning possible
mitigations. Two shortcomings, BAND (social sensitivity of event-based metrics)
and TIME (dependence on the temporal occurrence of events) are identified as
principal shortcomings, i.e. shortcomings that cannot be mitigated for event-based
metrics with the technical means available.
Benchmarks are introduced as an alternative to event-based metrics in Chap-
ter 4. This chapter includes the methodic derivation of an architecture for these
benchmarks for research data products by defining a framework of five main fea-
tures and 19 sub-features which are satisfied by 5 main components: research
data products, checks, evaluations, benchmarks, and reports. The architecture
and components are motivated by the shortcomings discussed in Chapter 3, the
discussion of related work in Chapter 2, literature on benchmarking in other fields,
and the general challenges in research data management (see Section 1.3). Chap-
ter 5 provides the means to realize this architecture, namely a step-by-step recipe
and the presentation of a prototype.
Chapter 6 provides empirical evidence for the hypothesis that benchmarks for
research data products have the potential to complement event-based metrics. A
prototypical benchmark is used to score more than 795,000 research data products
from Zenodo, an open repository hosting more than 1.5 million depositions. The
resulting scores are compared to retrieved social media metrics and usage metrics.
There is a weak correlation between certain types of social media metrics (tweeters
and posts) and usage metrics (downloads, if images are excluded). The statistical
analysis of scores of event-based metrics and benchmarks suggest that benchmarks
can complement event-based metrics with regard to BAND, TIME and other short-
comings, namely COR (the doubtful correlation of scores of event-based metrics
with quality, impact, or relevance of a research data product), TRST (missing
trustworthiness of reported scores) and CTXT (missing context to evaluate the
aptness of a score for a given use case).
In the light of this summary, the research question of this thesis can be an-
swered:
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Our results suggest that research data products should be benchmarked, be-
cause benchmarks have the potential to complement event-based metrics to
navigate the creolized and fast-developing landscape of research data man-
agement.
Along with the thesis all resources to build customized benchmarks are pub-
lished. Benchmarks are a new tool to assess research data products ready to use.
7.2 Discussion
Benchmarks for research data products offer machine-actionable and reproducible
ways to assess research data products. Their reporting component allows users
to recalculate, understand, and compare the score of a research data product.
Additionally, the evaluation carried out in Chapter 6 shows that they are equipped
to scale with large numbers of research data products. As indicated in [WK18],
benchmarks allow to translate claims about machine-actionability into code and
thus to specify vague descriptions with concrete implementations.
In Chapter 2, 13 quality criteria are identified for the three methodological
approaches that produce the outcome summarized above. The approaches are
presented and contextualized in Section 2.1, Section 2.2, and Section 2.3. The
three following subsections discuss the approaches, the quality criteria and the
findings of Chapter 3 to Chapter 6 in the same order; each subsection maps to the
identically named subsections of Chapter 2.
Table 7.1 to Table 7.3 offer a tabular overview of the compliance of the work
presented with the quality criteria. Each row corresponds to a criteria and the
first column lists the identifier of the criterion assigned in Chapter 2. The remain-
ing columns provide the description of the quality critieria (“Description”), the
compliance of this thesis with the criteria (“Compliance”, indicated by a X) and
a column with references to the parts of this document that justify the appraisal
(“References”). The tables show that the results of this thesis close gaps in the
literature as discussed in Chapter 2.
7.2.1 Categorize Event-Based Metrics and Their Short-
comings
The rationale of Chapter 3 is to analyze the conceptual “gaps” of event-based
metrics to motivate the effort necessary to implement benchmarks for research
data products. Main objections to our approach might include doubts about the
completeness of the enumeration of shortcomings and the way they are clustered
together as types.
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The first objection can be substantiated by evidence for a shortcoming that
is not listed in Section 3.2. The two possible implications of such an objection
do not harm the findings of this thesis: Either benchmarks for research data
products can also handle the additional shortcomings, in which case the motivation
to use benchmarks to assess research data products will only be increased; or
benchmarks for research data products cannot handle them, in which case the
motivation justified by the already described shortcomings will not cease to exist.
The second objection, namely criticizing how the shortcomings are clustered
together based on the evidence given in the appendix (Section A), can be substan-
tiated by another clustering. But even if the evidence is reordered and presented in
a different manner, the motivation and discussions of Section 3.2 is not dependent
on the presentations of the shortcomings. TIME, the dependence of event-based
metrics on the discrete event of publication, will prevail as a principal shortcom-
ing, even if this shortcoming is clustered together with other shortcomings, or split
into separate shortcomings. The same line of thought applies to the other short-
comings: their mode of presentation does not affect the argument for benchmarks
for research data products.
Objections substantiated with the evidence described above can extend the
results of Chapter 3, since this thesis complies to SQC-1 and SQC-2 (see Table 7.1).
Table 7.1: Compliance of this thesis with the quality criteria from Chapter 2.1
Identifier Description Compliance References
GQC-1 Does the approach concern research
data as opposed to data in general?
X Section 3.1
GQC-2 Does the approach concern publica-
tions, code, other data or a combi-
nation thereof?
X Section 3.1
SQC-1 The literature review discusses all
types of event-based metrics, not
only one group.
X Section 2.1
SQC-2 The set of shortcomings of event-
based metrics can be reproduced and
is systematically extendable.
X Section 2.1, Sec-
tion A + Sec-
tion I
7.2.2 Design Benchmarks for Research Data Products
Chapter 4 provides a methodic derivation of an architecture for benchmarks, while
Chapter 5 shows how such an architecture can be realized and subsequently be im-
plemented. The main rationale behind these chapters is to show that benchmarks
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can be realized based on the methodic discussions of shortcomings of event-based
metrics.
A major objection to the results of Chapter 4 and Chapter 5 might consist of
pointing out that there is a better way to realize benchmarks for research data
products than presented in Section 4.2, or a better recipe to realize them than
presented in Section 5.1. Such an objection can be substantiated with an alterna-
tive architecture or recipe and an empirically testable claim how these superseded
the solutions presented here.
We expect that evolving technical possibilities and stricter scientific require-
ments produce such an architecture (or recipe) eventually; but it is doubtful that
the improved versions are built on weaker requirements than presented in this
thesis. Newer versions will most likely include the main requirements and consid-
erations laid out by us and build upon them, which in turn does not invalidate the
findings of Chapter 4 and Chapter 5, but incorporates them.
Table 7.2: Compliance of this thesis with the quality criteria from Chapter 2.2
Identifier Description Compliance References
GQC-1 Does the approach concern research
data as opposed to data in general?
X Subsection 4.1.1
GQC-2 Does the approach concern publica-
tions, code, other data or a combi-
nation thereof?
X Subsection 4.1.1
BQC-1 Do the requirements for an archi-
tecture of benchmarks for research
data products mirror the concept of
machine-actionability?
X F-D2/2
BQC-2 Is the design flexible enough to
support different assessment frame-
works?
X Section 5.1
BQC-3 Does the design include all compo-
nents of a research data product?
X Figure 4.2
BQC-4 Has a prototype been implemented
and is its source code available?
X Subsection 5.3.3,
Section I
BQC-5 Is the prototype evaluated against
shortcomings of event-based met-
rics?
X Section 6.3, Sub-
section 7.2.2 +
Subsection 7.2.4
BQC-5 includes an evaluation against the shortcomings of event-based metrics
that is only carried out partially in Section 6.3. The remainder of this subsec-
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tion completes this discussion with one exception (GAME is discussed in Subsec-
tion 7.2.4).
Since the architecture for benchmarks for research data products presented in
Chapter 4 was informed by a systematic discussion of the shortcomings, bench-
marks by design do not share many of the shortcomings of event-based metrics,
most prominently there is no dependence on the occurrence of events (TIME) and
the effects of social dynamics are nowhere near the extreme of event-based metrics
(BAND). As argued in Section 6.3, there is evidence that benchmarks for research
data products have the potential to mitigate COR, NORM, TRST, and CTXT.
COV, the coverage of all events by an event-based metric, does not apply to
benchmarks for research data products for conceptual reasons (benchmarks are not
based on events). DUP and VER have been avoided by simple design decisions,
namely the holistic stance of the concept of a research data product (hosting on
different services imply a different research data product entity and the reporting
of timestamps in reports manages different scores due to different versions).
The only remaining shortcoming that is not discussed above is GAME, which
is discussed in Subsection 7.2.4.
7.2.3 Evaluate Correlation and Complementarity
Chapter 6 completes the findings of Chapter 3 to answer the question why research
data products should be assessed by benchmarks. It does so by providing empirical
evidence that there are circumstances under which event-based metrics weakly
correlate with benchmarks for research data products and that the two types of
assessments can complement each other.
Table 7.3 shows the compliance of the approach taken in Chapter 6 with the
quality criteria defined in Section 2.3.
Discussion of Low and Negative Spearman Correlation
There are three major objections against the conclusion that benchmarks for re-
search data products measure similar features compared to event-based metrics:
1. There is a negative Spearman correlation of usage metrics for images and
scores of the prototypical benchmarks.
2. The Spearman correlation between view counts and scores of the prototypical
benchmark are smaller than 0.1 (even with images excluded)
3. The correlation between some Social Metrics (Readers, Facebook Walls and
Feeds) and scores of the prototypical benchmark is between −0.1 and 0.1.
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Table 7.3: Compliance of this thesis with the quality criteria from Chapter 2.3
Identifier Description Compliance References
GQC-1 Does the approach concern research
data as opposed to data in general?
X Section 6.1
GQC-2 Does the approach concern publica-




EQC-1 The sample is drawn reproducibly
from a large collection.
X Section 6.1, Sec-
tion I
EQC-2 The sample is statistically described
to manage the effect of hidden vari-
ables.
X Section 6.1
EQC-3 The correlation should be measured
by a statistic that does not assume
a linear transformation between the
spaces of the compared metrics.
X Section 6.2
EQC-4 The indicators of complementarity
are rooted in one or several of
the shortcomings described in Chap-
ter 3.
X Section 6.3
All three are counter-indicative to the claim that benchmarks for research data
products and event-based metrics measure similar features. The next paragraphs
discuss the impact of this counter-indication.
As already pointed out in Subsection 6.1.3, images are overrepresented in the
sample, and (as pointed out in Section 6.2), the distribution of images are more
skewed than the scores of other event-based metrics. There are recommendations
to deposit images in open repositories such as Zenodo under an open license, even
the containing publication is closed access — this way the images can be used in
presentations without copyright infringement.1
This might explain the low numbers of views and downloads of images, since
the bigger part of the accesses to the content of the images might happen via the
containing publication, which is also prominently advertised and cited.
An explanation for the missing correlation of scores of the prototypical bench-
mark for non-images and view counts is the ease to game views compared to all
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products requires less resources than creating high number of downloads, espe-
cially for research data products of large size. Other shortcomings (other than
GAME) which can also be affected by the ease to produce high view counts are
COR and BAND. It is noteworthy that even in the sample presented in Chapter 6,
download counts and view counts “only” correlate with a Spearman correlation of
0.56.
The last “problematic” class of event-based metrics without at least a weak
correlation (Readers, Facebook Walls and Feeds) all share a relatively small sample
size (see Table 6.5). On the one hand this is evidence for COV, the shortcoming of
event-based metrics to not cover all or enough research data products of interest;
on the other hand it has to be noted that the Spearman correlation for readers and
facebook walls are not negative and none of the three event-based metrics have
a correlation that would contradict the complementarity of event-based metrics
and benchmarks for research data products. The evidence presented in Chapter 6
justifies the claim that with Zenodo and the prototypical benchmark a part of the
research question remains unanswered due to the lack of data.
Selection of Prototype, Event-Based Metrics and Population/Sample
for the Evaluation
Another objection against the findings in Chapter 6 concerns the selection of the
DataCite best practice guide as source for the prototypical benchmark, of the Zen-
odo repository as a population to draw a sample for the evaluation, and of the
event-based metrics to evaluate correlation and complementarity. The objection
is similar in all three cases: The evaluation does not sustain the claim that bench-
marks for research data products correlate with event-based metrics outside of the
chosen context for evaluation.
The objection in principle is justified, but we do not claim to provide evidence
that benchmarks for research data products and event-based metrics relate to each
other in all possible circumstances. The claim is weaker: there are circumstances
in which the two modes of assessment weakly correlate and there are circumstances
in which they can complement each other. This is an existential statement, it is
not universal.
A benchmark moves on a spectrum between being general, i.e. applying to
many research data products with the limitation that its result might be less in-
formative for each research data product, and being specific, i.e. applying to few
research data products with more informative scores. The prototypical benchmark
is rather general, it is therefore possible that future benchmarks differ in their rela-
tion to event-based metrics. To measure the extent to which modes of assessments
of research data products indeed measure quality, impact, or relevance additional
qualitative research is necessary (e.g. interviews). This thesis qualifies benchmarks
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for research data products as promising evaluation candidates for such a research
project.
7.2.4 Threats to Validity
In this subsection, principal shortcomings of benchmarks for research data prod-
ucts are discussed. This discussion is necessary to evaluate how these shortcomings
affect the ability of benchmarks to indicate quality, impact, or relevance of a re-
search data product.
Gaming with Benchmarks
As cited in Section 3.3, Goodheart’s law says, that when a measure becomes a
target, it ceases to be a good measure [Str97]. While the radical form of this stance
invites doubts concerning its validity, the danger of gaming for the informative
value of scores of benchmarks for research data products cannot be denied. This
danger is not immanent in our evaluation, since there was no specific incentive
for research data products to achieve a high score in the prototypical benchmark.
But given that benchmarks for research data products may become a widely used
tool for the assessment of a research data product, the threat of gaming becomes
a challenge.
Two types of “meddling with scores” are possible: improving the effort put
into the creation and curation of research data products is one of them, which is
indeed the good type of gaming: an increased score of a research data product
then mirrors improved quality, impact, or relevance. The attempt to “hack” a
benchmark, i.e. modify a research data product with little effort so that checks
and evaluations lead to an increased score without improving the research data
product, is a challenge. The same mitigation strategy compared to event-based
metrics is applicable in the context of benchmarks for research data products:
constantly improve and re-run the benchmarks, to detect and mitigate specific
gaming strategies.
Another alternative is to do entirely without machine-actionable assessment
of a research data product. Considering the growth patterns in digital output
(Section 1.3), the alternative entails to provide manual resources in scale with the
growth dynamics or to refrain from assessing research data products at all.
Social Assumptions in Best Practices
The discussion of social effects in Section 6.3 might suggest that we support the
claim that benchmarks for research data products are completely unaffected by
social influences and measure “objectively”. This impression might be based on
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the fallacy, that “computers always get it right” ([Bro18]) — a point of view that
ignores the way human concepts and models influence software and its output.
The architecture presented in Section 4.2 and the recipe to realize it (Sec-
tion 5.1) provide the means to manage this “conceptual overload”, i.e. to specify
and document the social givens, such as best practices. Especially the chosen
evidence for a benchmark (step ”Analyze Evidence”) will heavily impact the im-
plementation of a benchmark with all assumptions and stereotypes carried over
from requirement analysis to a running benchmark. As with the previous discus-
sion, the most promising solution is to accept that the development of assessing
methods is never finished and should always be ready for review and improvement,
especially when it comes to socially produced prejudices.
Artificiality and Dependence on Specific Technological Solutions
Benchmarks artificially produce events of interaction with research data products.
For these events to be reproducible, i.e. implementable, they need to be based on
simplification assumptions (e.g. the order in which two versions of a research data
product are published corresponds to the order of their creation/collection) and
on a finite set of technical solutions, such as communication protocols or meta-
data standards. These assumptions necessitate a conceptual distance between the
“reality” of research data management and the automated checks of a benchmark
for a research data product.
This shortcoming is not shared by event-based metrics, since they abstract
from an individual use case and the used technology. This complementarity is a
direct consequence of CTXT of event-based metric. A good mitigation strategy
is to carry out an assessment of a research data product with both event-based
metrics and benchmarks for research data products.
Implementation effort
Finally, the effort necessary to implement a benchmark for a research data product
compliant to the recipe described in Section 5.1 is substantial: Even if the library
and the framework published together with this thesis are used, the ingredients
necessary to realize a new benchmark for a research data product include access to
suitable sources for best practices, programming and deployment know-how and
the corresponding computing resources to test and run the benchmark.
A possible mitigation strategy for this shortcoming is to re-use generic bench-




This sections lists a set of recommendations for different actors in the field of
research data management concerning the development and application of bench-
marks for research data products.
• Researchers and Research Data Specialists are the roles who definitely
determine the effort put into the creation and curation of a research data
product. The advent of benchmarks for research data products should make
submission and curation tasks easier, since the reports produced by a bench-
mark can be used before publication or dissemination to give hints on how
to improve the research data product.
• Scientometricians measure the output and describe the communication
of researchers. Benchmarks for research data products offer a tool to un-
derstand trends and make statements about the dissemination of certain
best practices or techniques. It allows to create measurement data, whereas
event-based metrics can only be used “after the fact”.
• Research Software Engineers are the crucial actors in developing new
benchmarks for research data products. The recipe in Section 5.1 and the
resources presented in Section 5.3 are available for re-use. Sharing new bench-
marks will hopefully contribute to the acknowledgment of the crucial role
research software engineers play in the creation of scientific progress.
• Research Data Service Providers are mainly responsible for the service
component of research data products: the performance of a repository heav-
ily influences the score of a benchmark. An active role in the development of
benchmarks for research data products ensures a responsible usage of com-
puting resources (e.g. by rate-limiting), but also helps providers to update
their services to facilitate higher scores for the depositions of their clients.
• Policy Makers and Research Funders are essential in determining if and
how the scores of benchmarks for research data products become targets for
researchers and other roles. As with all metrics, it is important to allow
for contextualization and complementation (see [Hic+15]). The development
and maintenance of benchmarks for research data products need appropriate
resources.
Finally, it must be stressed, that the best assessment of a research data product
always includes a human verdict. Machine-actionable assessments of research data
products are no substitutes for a human assessment, they are a tool to support it.
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7.4 Future Work
This section provides a list of open questions which can be tackled by future work:
• Do specific benchmarks for research data products have a tighter Spearman
correlation to event-based metrics than the generic prototype of this thesis?
— “specific” and “generic” denote two extremes on a spectrum: a specific
benchmark is informative for a comparatively small number of research data
products, but mirrors a certain data workflow more closely, while a generic
benchmark applies to many research data products but is less close to model
a workflow in its entirety.
• How can event-based metrics and benchmarks be objectively tested to measure
quality, impact, or relevance of a research data product? A possible approach
is to interview researchers and ask them to “grade” a set of research data
products. The order induced by the grades can then be compared by the
order induced by the machine-actionable modes of assessment of a research
data product.
• How can benchmarks for research data products be integrated into repro-
ducibility platforms? Platforms such as PopperCI [Jim+17], initiatives like
ReScience [Rou+17], or journals like the Journal for Open Source Software
(JOSS)2 include steps normally taken in continuous integration and contin-
uous delivery systems in the context of software development. The checks of
a benchmark can play the role of tests in quality control and quality assur-
ance workflows. See also the third use case of the implementation chapter in
Subsection 5.2.3.
• Which mathematical models are suitable to combine the scores of event-based
metrics and benchmarks for research data products. In Section 6.3 a sim-
ple multiplicative model was suggested, but this suggestion ignores several
issues, such as the problem of zero values. Additionally, simple composite
indicators (such as the altmetric score), hide information necessary to contex-
tualize the score (see especially the 2nd, 6th, and 8th principle of the Leiden
Manifesto [Hic+15]), which would suggest using multidimensional models





Benchmarks for research data products are a new tool for a challenging task:
divide the vast amount of available research data products into two sets - those
products that will be appraised by human actors and those that are not. This
division is necessary, since human beings are not equipped to keep pace with the
growth of data and computing capacities that we saw in past times. Benchmarks
have the potential to complement event-based metrics and improve their usage
in identifying those research data products which are worthy to be scrutinized
by human experts. They are thus an important utility to face the challenge of
data-driven research.
If we compare the ever-changing landscape of research data management with
the high seas, assessing research data products corresponds to navigational tasks.
The role of benchmarks and event-based metrics then closely resembles the role
of compasses and coast-bound navigation in naval history: compasses improved
navigation, but did not make a look to the shorelines redundant. Both were
necessary means to avoid being wrecked and both helped human beings to find
their way through stormy seas.
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A Tabular Overviews for Shortcomings
The following tables provide details to the 10 shortcomings discussed in Section 3.2.
Each table is structured identically:
• Description gives a short definition of the shortcoming.
• Identifier is an abbreviation for the shortcoming for later reference.
• Background adds further information, such as sub-classes of shortcomings
of the presented type.
• Scheme classifies the shortcoming with regard to the conceptual scheme of
event-based metrics presented in Section 3.1.
• Evidence lists all publications out of the corpus refer to this type of short-
coming.
The tables are presented in decreasing order of the number of publications dis-
cussing the shortcoming.
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A.1 Missing Coverage
Table A.1: Coverage as a shortcoming of event-based metrics
Missing coverage
Description A score of an event-based metric is too low, because not all
events are in the log.
Identifier COV
Background Reasons why events are not in the log:
• The assessed research data product is not in English or is
”non-western” [AT14] [Ham14] [Hic+15] [Zuc+15] [Mac+18]
• The events are not frequent enough [The+13] [Bor14a] [JA15]
[Pet+16] [Obe17]
• References to a research data product are not detectable
[Fea14] [May+17] [BH18b]
• Platform providers do not grant access to the information
[BD08] [PPH12] [MT14]
• The log is curated and some events are excluded [Pet+14]
[Wal16] [SD19]
Scheme Coverage concerns the completeness of the log of events.
Class Coverage is a normal shortcoming; it has a target conflict with
COR and with TRST.
Evidence [AT14] [JA15] [BH18b] [Mac+18] [MT14] [Zuc+15] [Obe17]
[SD19] [Pet+14] [Gru14] [Ham14] [BD08] [WC12] [CZW15]
[Rod15] [HCL15] [May+17] [Cha13] [Pet+16] [Kra+15a] [ZC18]
[Hau16] [Wal16] [Bor14a] [Hic+15] [PPH12] [The+13] [Fea14]
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A.2 Doubtful Correlation
Table A.2: Coverage as a shortcoming of event-based metrics
Doubtful correlation with quality, impact, or relevance
Description Scores of event-based metrics do not correlate with quality, im-
pact, or relevance
Identifier COR
Background This shortcoming is characterized in different ways:
• event-based metrics do not correlate with or imply quality,
impact, or relevance e.g.: [Dor13] [Gam+20] [WHH15]; or
there is no evidence for such a correlation [The+13]
• it is unclear what a high score exactly means [BH18b] [BD08]
[Cha13].
• event-based metrics actually measure something different like
promotion [Ham14] or attention/popularity [Sug+17]
• event-based metrics are even associated with bad practices
[She+19]
Scheme Doubts concerning correlation applies to the application layer.
Class Coverage is a normal shortcoming; it has a target conflict with
COR.
Evidence [AT14] [JA15] [BH18b] [Mac+18] [MT14] [Zuc+15] [Obe17]
[SD19] [Pet+14] [Gru14] [Ham14] [BD08] [WC12] [CZW15]
[Rod15] [HCL15] [May+17] [Cha13] [Pet+16] [Kra+15a] [ZC18]
[Hau16] [Wal16] [Bor14a] [Hic+15] [PPH12] [The+13] [Fea14]
A Tabular Overviews for Shortcomings 143
A.3 Normalization
Table A.3: Normalization as a shortcoming of event-based metrics
Normalization
Description The scores of two research data products are not comparable,
since they must be normalized.
Identifier NORM
Background Candidates to normalize against
• field of study e.g. in [Har09] [JA15] [BH18b]
• age of the research data product e.g. in [Rav+17] [Gam+20]
[Ke+15]
• number of authors/creators of the research data product
e.g. in [CLB10]
Scheme Normalization issues arise in the calculation of the score.
Class Normalization is a normal shortcoming.
Evidence [Har09] [Rav+17] [JA15] [BH18b] [Gam+20] [FW17] [Gru14]
[Ham14] [Sug+17] [BD08] [Ham14] [WC12] [Rod15] [May+17]
[Cha13] [CLB10] [Wal+11b] [Hau16] [Ke+15] [Wal16] [Bor14a]
[Bor16] [Hic+15] [The+13]
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A.4 Gaming
Table A.4: Gaming as a shortcoming of event-based metrics
Gaming
Description The score of a research data product is too high, since it has
been artificially and intentionally increased.
Identifier GAME
Background Some authors consider altmetrics to be easier to game than
citation-based metrics [Bor14a].
Scheme Gaming applies to the artificial creation of events
Class Gaming is a normal shortcoming.
Evidence [Dor13] [Rav+17] [BH18b] [Gam+20] [FW17] [Gru14] [Sug+17]
[WC14] [Hau+14a] [WC12] [May+17] [DRT14] [Hau16] [Bor14a]
[PPH12] [Fea14]
A.5 Sensitivity to social effects (bandwagon)
Table A.5: Social effects as a shortcoming of event-based metrics
Sensitivity to social effects (bandwagon)
Description The score of a research data product is too high (to correlate
with quality, impact, relevance of a research data product) since
social effects lead to skewed distributions.
Identifier BAND
Background An example for such effects is the Matthews effect.
Scheme This sensitivity occurs on the event layer.
Class Sensitivity to social effects is a principal shortcoming.
Evidence [Rav+17] [Gru14] [Sug+17] [LSJ15] [RF13] [BD08] [Cro14]
[CZW15] [CLB10] [Kra+15a] [Hau16] [Ke+15] [Bor14a]
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A.6 Timeliness
Table A.6: Timeliness as a shortcoming of event-based metrics
Dependence on Time
Description The score of a research data product is only available after a
certain period of time passed (in order for the events to occur).
Identifier TIME
Background Time also plays a role in NORM, when two research data prod-
ucts of different age are compared. But TIME is not identical
with this issue. Some authors see altmetrics better suited to
mitigate this shortcoming, since citations take longer to accu-
mulate than social media events or usage statistics [BH18b],
[Gam+20].
Scheme Timeliness applies on the event layer.
Class Timeliness is a principal shortcoming.
Evidence [TC11] [BH18b] [Gam+20] [WHH15] [SD19] [Gru14] [RF13]
[CZW15] [ZCW14]
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A.7 Missing Trustworthiness
Table A.7: Missing trustworthiness as a shortcoming of event-based metrics
Missing trustworthiness
Description The scores of two research data products cannot be compared,
since the one source adding to the log of the metric is trusted
while another is not.
Identifier TRST
Background Reasons to be skeptical:
• Economic interest [Har09], [JPH18], [Gam+20], [MT14],
[Hau16]
• Missing transparency [Cha13], [ZC18], [ZCW14]
Scheme Trustworthiness is an issue when events are aggregated in a log.
Class Missing trustworthiness is a normal shortcoming; it has a target
conflict with COV
Evidence [Har09] [JPH18] [Gam+20] [MT14] [Cha13] [ZC18] [Hau16]
[Hic+15] [ZCW14]
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A.8 Missing Context
Table A.8: Missing context as a shortcoming of event-based metrics
Missing context
Description The score of a research data product cannot be used to assess the
quality, impact, or relevance since necessary context is missing.
Identifier CTXT
Background Examples for missing context:
• Engagement with the research data product [BH18b]
• Role of the person engaged with the research data product
[FW17], [Sug+17] ,[Hau16], [Hic+15]
• Technical processing as opposed to human interaction (differ-
ence to GAME: the increased amount of events is not intended
to game the metric) [BH18b], [Sug+17], [Hau+14a]
Scheme Missing context is a problem of the information stored in the
log.
Class Missing context is a simple shortcoming.
Evidence [BH18b] [FW17] [Mac+18] [Sug+17] [Hau+14a] [Hau16]
[Bor14a] [Hic+15]
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A.9 Duplication
Table A.9: Duplication as a shortcoming of event-based metrics
Duplication
Description The score of a research data product is too low, since the
research data product is duplicated over different service
providers.
Identifier DUP
Background The availability through different platforms is only given if both
instances are identified with the same PID. If different identifiers
are used, the research data products are different by definition.
Scheme Duplication is a problem of the log.
Class Duplication is a simple shortcoming.
Evidence [MT14], [ZC18]
A.10 Versioning
Table A.10: Versioning as a shortcoming of event-based metrics
Versioning
Description The score of a research data product is too low, since its prede-
cessors or successors are not accounted for.
Identifier VER
Background Publications can be considered to have a version history
(preprint, publication, postprint) [Bor14a] Other types of re-
search data product obviously can be versioned.
Scheme The incorrect aggregation of versions is a problem of the score.
Class Versioning is a simple shortcoming.
Evidence [Hau16], [Bor14a]
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B Evaluation Data by Type of Research Data Product
This section of the appendix shows detailed information parallel to Chapter 6, but
stratified by the type of the research data product. Each of its subsection shows
information to one of the 9 types supported by zenodo:
1. A table showing the distribution of scores of research data products for the
type. The columns are on par with Table 6.4 and are described in Subsec-
tion 6.1.6.
2. A table showing correlation of event-based metrics with benchmark scores
for the type. The columns are on par with Table 6.5 and are described in
Section 6.2
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B.1 Research Data Products of Type Publication
Table B.1: Scores of research data products of type publication
Name # Min 1st Med Mean 3rd Max SD # Char
Views 832,205 0.000 5.000 7.000 16.387 10.000 216482.000 368.462 1,457
Downloads 832,210 0.000 10.000 21.000 24.925 26.000 81994.000 200.628 1,391
Tweeters 29,441 1.000 1.000 2.000 8.774 6.000 7097.000 70.268 277
Readers 33,688 1.000 3.000 9.000 33.779 26.000 9409.000 123.943 643
Videos 367 1.000 1.000 1.000 1.458 1.000 13.000 1.240 9
Facebook Walls 9,909 1.000 1.000 1.000 1.988 2.000 415.000 4.982 39
Feeds 6,782 1.000 1.000 1.000 1.903 2.000 68.000 2.216 30
Posts 44,188 1.000 1.000 2.000 9.361 6.000 8322.000 71.810 359
Altmetric Score 44,188 0.250 1.000 3.000 10.918 6.200 6704.998 68.512 3,801
Benchmark Score 234,351 0.407 0.583 0.593 0.595 0.621 0.759 0.045 1,560
Only displaying those event-based metrics with at least 100 instances — n = 833,095






Facebook Walls 0.052 470
Feeds 0.073 309
Posts 0.283 4,719
Altmetric Score 0.228 4,719
Only displaying those event-based metrics with at least 100 instances
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B.2 Research Data Products of Type Image
Table B.3: Scores of research data products of type image
Name # Min 1st Med Mean 3rd Max SD # Char
Views 506,505 0.000 2.000 3.000 5.076 5.000 8928.000 17.919 262
Downloads 506,437 0.000 1.000 1.000 4.097 3.000 8421.000 20.505 350
Tweeters 185 1.000 1.000 2.000 5.524 4.000 169.000 15.688 24
Posts 244 1.000 1.000 1.000 4.922 3.000 181.000 15.164 27
Altmetric Score 244 0.250 1.000 1.850 4.763 7.850 120.450 9.935 62
Benchmark Score 456,732 0.423 0.601 0.607 0.609 0.607 0.724 0.024 530
Only displaying those event-based metrics with at least 100 instances — n = 523,847






Altmetric Score 0.308 174
Only displaying those event-based metrics with at least 100 instances
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B.3 Research Data Products of Type Software
Table B.5: Scores of research data products of type software
Name # Min 1st Med Mean 3rd Max SD # Char
Views 79,739 0.000 12.000 47.000 222.705 161.000 14834.000 697.099 1,018
Downloads 79,739 0.000 2.000 7.000 42.462 23.000 10700.000 245.484 363
Tweeters 918 1.000 1.000 2.000 4.460 4.000 163.000 9.827 43
Readers 166 1.000 1.000 2.000 9.494 6.000 329.000 33.414 27
Feeds 127 1.000 1.000 1.000 1.039 1.000 3.000 0.232 3
Posts 1,070 1.000 1.000 2.000 4.495 4.000 212.000 11.260 40
Altmetric Score 1,070 0.250 1.000 1.600 3.740 4.700 105.100 6.766 187
Benchmark Score 35,416 0.400 0.467 0.500 0.518 0.552 0.747 0.054 424
Only displaying those event-based metrics with at least 100 instances — n = 79,747







Altmetric Score -0.021 717
Only displaying those event-based metrics with at least 100 instances
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B.4 Research Data Products of Type Dataset
Table B.7: Scores of research data products of type dataset
Name # Min 1st Med Mean 3rd Max SD # Char
Views 62,189 0.000 4.000 14.000 110.241 35.000 59008.000 699.987 1,114
Downloads 62,189 0.000 4.000 7.000 123.023 36.000 55668.000 963.719 855
Tweeters 1,595 1.000 1.000 3.000 8.937 7.000 874.000 30.587 85
Readers 374 1.000 1.000 4.000 59.971 20.000 9926.000 523.375 86
Feeds 179 1.000 1.000 1.000 1.251 1.000 12.000 1.005 6
Posts 1,849 1.000 1.000 3.000 9.628 7.000 1477.000 42.989 92
Altmetric Score 1,849 0.250 1.000 2.250 7.356 5.080 748.738 28.224 379
Benchmark Score 44,925 0.407 0.586 0.587 0.602 0.621 0.759 0.044 750
Only displaying those event-based metrics with at least 100 instances — n = 62,189








Altmetric Score 0.110 1,374
Only displaying those event-based metrics with at least 100 instances
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B.5 Research Data Products of Type Presentation
Table B.9: Scores of research data products of type presentation
Name # Min 1st Med Mean 3rd Max SD # Char
Views 13,556 0.000 7.000 16.000 51.777 42.000 5316.000 159.220 543
Downloads 13,556 0.000 6.000 13.000 33.676 30.000 6120.000 107.072 376
Tweeters 1,319 1.000 1.000 3.000 7.086 8.000 448.000 16.926 55
Readers 100 1.000 1.000 2.000 4.640 4.000 93.000 10.330 19
Posts 1,378 1.000 1.000 4.000 7.853 8.000 535.000 19.598 61
Altmetric Score 1,378 0.250 1.000 2.700 5.275 5.650 323.110 12.054 277
Benchmark Score 12,449 0.407 0.586 0.621 0.630 0.655 0.759 0.047 320
Only displaying those event-based metrics with at least 100 instances — n = 13,558






Altmetric Score 0.082 1,274
Only displaying those event-based metrics with at least 100 instances
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B.6 Research Data Products of Type Poster
Table B.11: Scores of research data products of type poster
Name # Min 1st Med Mean 3rd Max SD # Char
Views 5,505 0.000 8.000 16.000 38.901 38.000 1918.000 85.178 292
Downloads 5,505 0.000 7.000 13.000 26.402 26.000 4031.000 76.120 211
Tweeters 549 1.000 1.000 3.000 6.078 7.000 149.000 10.651 38
Posts 563 1.000 1.000 3.000 6.973 8.000 162.000 12.342 42
Altmetric Score 563 0.250 1.000 2.350 4.563 5.250 95.700 7.583 163
Benchmark Score 5,191 0.444 0.593 0.621 0.625 0.655 0.733 0.043 271
Only displaying those event-based metrics with at least 100 instances — n = 5,509






Altmetric Score 0.166 523
Only displaying those event-based metrics with at least 100 instances
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B.7 Research Data Products of Type Video
Table B.13: Scores of research data products of type video
Name # Min 1st Med Mean 3rd Max SD # Char
Views 1,791 0.000 7.000 14.000 39.607 30.000 2316.000 119.079 173
Downloads 1,791 0.000 2.000 4.000 18.534 10.000 1067.000 70.298 110
Benchmark Score 1,714 0.407 0.552 0.621 0.602 0.655 0.733 0.056 141
Only displaying those event-based metrics with at least 100 instances — n = 1,834




Only displaying those event-based metrics with at least 100 instances
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B.8 Research Data Products of Type Lesson
Table B.15: Scores of research data products of type lesson
Name # Min 1st Med Mean 3rd Max SD # Char
Views 1,595 0.000 7.000 19.000 130.579 65.500 9750.000 571.876 241
Downloads 1,595 0.000 6.000 14.000 164.915 48.000 14290.000 735.257 244
Posts 106 1.000 1.000 2.000 12.943 8.000 381.000 41.239 27
Altmetric Score 106 0.250 1.600 6.472 10.167 7.675 185.700 21.070 54
Benchmark Score 1,399 0.407 0.552 0.607 0.601 0.633 0.724 0.056 120
Only displaying those event-based metrics with at least 100 instances — n = 1,617




Only displaying those event-based metrics with at least 100 instances
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B.9 Research Data Products of Type Other
Table B.17: Scores of research data products of type other
Name # Min 1st Med Mean 3rd Max SD # Char
Views 3,825 0.000 5.000 13.000 87.223 46.000 8665.000 499.777 309
Downloads 3,826 0.000 4.000 10.000 61.160 28.000 5446.000 317.482 243
Tweeters 185 1.000 1.000 4.000 11.546 9.000 442.000 35.903 33
Posts 199 1.000 1.000 4.000 14.020 12.000 526.000 41.408 44
Altmetric Score 199 0.250 1.050 3.700 8.724 7.825 314.112 24.391 99
Benchmark Score 3,186 0.433 0.586 0.600 0.606 0.655 0.733 0.052 181
Only displaying those event-based metrics with at least 100 instances — n = 3,856






Altmetric Score 0.142 160
Only displaying those event-based metrics with at least 100 instances
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C Evaluation Data by Field of Study
This section of the appendix displays detailed information parallel to Chapter 6,
but stratified by field of study. Table C.1 displays in each row a field of study,
a lower estimate of the number of research data products, the actual number of
classification, an upper estimate, precision, and recall of the classifier for the field
of study. Further information on the training and application of the classifier can
be found in [Web+20].
Table C.1: Classification with estimated errors, precision and recall of the classifier
Field of Study Lower Estimate # Classified Upper Estimate Precision Recall
Mathematical Sciences 6,924 8,655 11,078 0.80 0.72
Physical Sciences 21,990 22,670 24,257 0.97 0.93
Chemical Sciences 8,133 9,918 11,703 0.82 0.82
Earth and Environmental Sciences 46,204 57,755 70,461 0.80 0.78
Biological Sciences 208,852 237,332 261,065 0.88 0.90
Agricultural and Veterinary Sciences 1,241 1,443 2,309 0.86 0.40
Information and Computing Sciences 50,067 61,057 74,490 0.82 0.78
Engineering and Technology 48,431 61,305 78,470 0.79 0.72
Medical and Health Sciences 63,235 74,394 87,041 0.85 0.83
Built Environment and Design 1,729 2,083 2,958 0.83 0.58
Education 3,766 4,483 6,231 0.84 0.61
Economics 3,779 4,784 6,698 0.79 0.60
Commerce, Management, Tourism and Services 6,470 8,087 12,050 0.80 0.51
Studies in Human Society 7,505 8,934 12,240 0.84 0.63
Psychology and Cognitive Sciences 5,102 5,864 7,213 0.87 0.77
Law and Legal Studies 1,367 1,486 2,184 0.92 0.53
Studies in Creative Arts and Writing 582 626 926 0.93 0.52
Language, Communication and Culture 6,117 7,282 10,049 0.84 0.62
History and Archaeology 1,727 1,962 2,727 0.88 0.61
Philosophy and Religious Studies 591 672 1,048 0.88 0.44
Classifiable research data products in zenodo: 507,049
The remainder of this section includes a subsection for each of the fields in
order of appearance in Table C.1. In each subsection three tables can be found:
1. A table showing the distribution of types of research data products in the
field of study in absolute and relative numbers.
2. A table showing the distribution of scores of research data products in the
field of study. The columns are on par with Table 6.4 and are described in
Subsection 6.1.6.
3. A table showing correlation of event-based metrics with benchmark scores in
the field of study. The columns are on par with Table 6.5 and are described
in Section 6.2
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C.1 Mathematical Sciences
Table C.2: Types of research data products in Mathematical Sciences
dataset image lesson other poster presentation publication software video
208 (2.40%) 458 (5.29%) 15 (0.17%) 37 (0.43%) 28 (0.32%) 66 (0.76%) 6,507 (75.18%) 1,329 (15.36%) 7 (0.08%)
Table C.3: Assessment scores in Mathematical Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 6,754 0.000 6.000 10.000 25.294 20.000 6061.000 134.447 245
Downloads 6,754 0.000 3.000 6.000 12.343 10.000 2484.000 55.764 153
Benchmark Score 6,788 0.433 0.586 0.600 0.598 0.621 0.747 0.038 163
Only displaying those event-based metrics with at least 100 instances — n = 6,788
Table C.4: Correlation in Mathematical Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views -0.075 6,754 -0.077 6,471
Downloads 0.084 6,754 0.096 6,471
Only displaying those event-based metrics with at least 100 instances
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C.2 Physical Sciences
Table C.5: Types of research data products in Physical Sciences
dataset image lesson other poster presentation publication software video
10,898 (48.07%) 707 (3.12%) 11 (0.05%) 63 (0.28%) 892 (3.93%) 1,999 (8.82%) 6,601 (29.12%) 1,409 (6.22%) 90 (0.40%)
Table C.6: Assessment scores in Physical Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 11,621 0.000 8.000 16.000 36.904 29.000 6090.000 153.096 384
Downloads 11,621 0.000 5.000 11.000 28.574 37.000 4020.000 97.490 301
Tweeters 207 1.000 1.000 2.000 3.691 3.000 118.000 8.956 19
Posts 251 1.000 1.000 2.000 4.056 3.000 162.000 11.268 23
Altmetric Score 251 0.250 1.000 1.500 5.375 5.080 334.176 23.347 69
Benchmark Score 11,672 0.433 0.586 0.600 0.600 0.621 0.747 0.048 393
Only displaying those event-based metrics with at least 100 instances — n = 11,672
Table C.7: Correlation in Physical Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views 0.081 11,621 0.083 11,215
Downloads 0.025 11,621 0.026 11,215
Tweeters 0.251 773 0.237 769
Posts 0.194 251 0.185 247
Altmetric Score 0.140 251 0.129 247
Only displaying those event-based metrics with at least 100 instances
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C.3 Chemical Sciences
Table C.8: Types of research data products in Chemical Sciences
dataset image lesson other poster presentation publication software video
862 (8.69%) 1,679 (16.93%) 7 (0.07%) 22 (0.22%) 98 (0.99%) 125 (1.26%) 6,492 (65.46%) 610 (6.15%) 23 (0.23%)
Table C.9: Assessment scores in Chemical Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 6,372 0.000 6.000 12.000 32.511 22.000 11735.000 211.979 262
Downloads 6,373 0.000 3.000 7.000 17.264 15.000 1738.000 60.649 205
Tweeters 107 1.000 1.000 2.000 3.374 5.000 17.000 3.372 14
Posts 123 1.000 1.000 2.000 3.707 5.000 22.000 3.946 16
Altmetric Score 123 0.250 0.750 1.500 2.842 3.650 15.980 3.199 44
Benchmark Score 6,457 0.433 0.586 0.600 0.607 0.621 0.733 0.040 289
Only displaying those event-based metrics with at least 100 instances — n = 6,457
Table C.10: Correlation in Chemical Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views 0.034 6,372 0.038 5,297
Downloads 0.163 6,373 0.215 5,297
Tweeters 0.339 989 0.346 985
Posts 0.140 123 0.139 121
Altmetric Score 0.266 123 0.267 121
Only displaying those event-based metrics with at least 100 instances
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C.4 Earth and Environmental Sciences
Table C.11: Types of research data products in Earth and Environmental Sciences
dataset image lesson other poster presentation publication software video
4,411 (7.64%) 29,771 (51.55%) 26 (0.05%) 105 (0.18%) 344 (0.60%) 615 (1.06%) 20,085 (34.78%) 2,330 (4.03%) 68 (0.12%)
Table C.12: Assessment scores in Earth and Environmental Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 35,215 0.000 4.000 9.000 21.463 17.000 12460.000 139.419 474
Downloads 35,217 0.000 1.000 5.000 14.551 12.000 25312.000 166.561 361
Tweeters 404 1.000 1.000 2.000 8.119 6.000 874.000 45.239 38
Readers 107 1.000 1.000 2.000 9.551 8.500 99.000 17.000 30
Posts 485 1.000 1.000 2.000 9.115 5.000 1477.000 68.730 38
Altmetric Score 485 0.250 1.000 2.000 5.863 5.080 632.400 29.866 130
Benchmark Score 36,873 0.433 0.588 0.601 0.598 0.607 0.733 0.039 840
Only displaying those event-based metrics with at least 100 instances — n = 36,873
Table C.13: Correlation in Earth and Environmental Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views 0.124 35,215 0.246 15,716
Downloads 0.179 35,217 0.454 15,716
Tweeters 0.180 5,317 0.174 5,299
Readers -0.135 107 -0.135 107
Posts 0.123 485 0.112 466
Altmetric Score 0.125 485 0.117 466
Only displaying those event-based metrics with at least 100 instances
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C.5 Biological Sciences
Table C.14: Types of research data products in Biological Sciences
dataset image lesson other poster presentation publication software video
21,511 (9.06%) 162,491 (68.47%) 51 (0.02%) 231 (0.10%) 428 (0.18%) 421 (0.18%) 46,592 (19.63%) 5,495 (2.32%) 112 (0.05%)
Table C.15: Assessment scores in Biological Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 158,047 0.000 3.000 6.000 14.591 14.000 14017.000 136.440 641
Downloads 158,056 0.000 1.000 4.000 10.148 9.000 23184.000 123.893 462
Tweeters 846 1.000 1.000 1.000 5.090 4.000 515.000 22.132 36
Readers 174 1.000 1.000 3.000 5.971 6.750 74.000 10.239 25
Posts 1,032 1.000 1.000 1.000 5.003 4.000 578.000 24.618 39
Altmetric Score 1,032 0.250 0.500 1.000 3.256 3.000 402.600 16.039 151
Benchmark Score 168,780 0.427 0.587 0.600 0.594 0.602 0.733 0.030 1,340
Only displaying those event-based metrics with at least 100 instances — n = 168,780
Table C.16: Correlation in Biological Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views 0.076 158,047 0.128 44,749
Downloads 0.090 158,056 0.566 44,750
Tweeters 0.335 12,928 0.331 12,853
Readers -0.084 174 -0.084 174
Posts 0.321 1,032 0.319 959
Altmetric Score 0.270 1,032 0.270 959
Only displaying those event-based metrics with at least 100 instances
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C.6 Agricultural and Veterinary Sciences
Table C.17: Types of research data products in Agricultural and Veterinary Sci-
ences
dataset image lesson other poster presentation publication software video
33 (2.29%) 110 (7.62%) 2 (0.14%) 3 (0.21%) 28 (1.94%) 24 (1.66%) 1,217 (84.34%) 24 (1.66%) 2 (0.14%)
Table C.18: Assessment scores in Agricultural and Veterinary Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 1,057 0.000 6.000 10.000 21.476 20.000 2495.000 83.705 100
Downloads 1,057 0.000 5.000 8.000 24.174 14.000 3211.000 132.108 101
Benchmark Score 1,061 0.433 0.586 0.621 0.611 0.626 0.724 0.036 93
Only displaying those event-based metrics with at least 100 instances — n = 1,061
Table C.19: Correlation in Agricultural and Veterinary Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views -0.052 1,057 -0.056 1,026
Downloads 0.122 1,057 0.128 1,026
Only displaying those event-based metrics with at least 100 instances
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C.7 Information and Computing Sciences
Table C.20: Types of research data products in Information and Computing Sci-
ences
dataset image lesson other poster presentation publication software video
4,606 (7.54%) 2,811 (4.60%) 166 (0.27%) 480 (0.79%) 929 (1.52%) 2,723 (4.46%) 30,310 (49.64%) 18,826 (30.83%) 206 (0.34%)
Table C.21: Assessment scores in Information and Computing Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 42,410 0.000 5.000 10.000 53.988 28.000 25453.000 326.646 991
Downloads 42,410 0.000 3.000 6.000 31.236 14.000 55668.000 393.857 715
Tweeters 1,683 1.000 1.000 3.000 9.084 8.000 610.000 23.202 83
Readers 322 1.000 1.000 3.000 8.233 7.000 329.000 21.569 41
Facebook Walls 107 1.000 1.000 1.000 1.336 1.000 6.000 0.931 6
Feeds 187 1.000 1.000 1.000 1.241 1.000 4.000 0.614 4
Posts 1,794 1.000 1.000 3.000 10.403 9.000 908.000 30.328 98
Altmetric Score 1,794 0.250 1.000 2.700 7.240 6.787 442.360 17.211 417
Benchmark Score 42,559 0.433 0.583 0.600 0.602 0.633 0.747 0.054 701
Only displaying those event-based metrics with at least 100 instances — n = 42,559
Table C.22: Correlation in Information and Computing Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views 0.045 42,410 0.120 40,315
Downloads 0.348 42,410 0.362 40,315
Tweeters 0.196 2,965 0.194 2,950
Readers -0.102 322 -0.100 320
Facebook Walls -0.051 107 -0.038 104
Feeds 0.037 187 0.029 185
Posts 0.200 1,794 0.198 1,782
Altmetric Score 0.184 1,794 0.181 1,782
Only displaying those event-based metrics with at least 100 instances
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C.8 Engineering and Technology
Table C.23: Types of research data products in Engineering and Technology
dataset image lesson other poster presentation publication software video
2,381 (3.88%) 2,979 (4.86%) 99 (0.16%) 237 (0.39%) 461 (0.75%) 1,222 (1.99%) 49,934 (81.45%) 3,842 (6.27%) 150 (0.24%)
Table C.24: Assessment scores in Engineering and Technology
Name # Min 1st Med Mean 3rd Max SD # Char
Views 46,391 0.000 6.000 10.000 27.104 20.000 21732.000 179.644 632
Downloads 46,392 0.000 4.000 7.000 18.871 13.000 7983.000 119.574 496
Tweeters 466 1.000 1.000 1.000 4.571 3.000 352.000 18.959 30
Posts 509 1.000 1.000 2.000 5.010 3.000 381.000 20.443 35
Altmetric Score 509 0.250 0.750 1.000 3.782 2.850 334.176 17.722 93
Benchmark Score 46,603 0.433 0.586 0.600 0.605 0.621 0.733 0.038 524
Only displaying those event-based metrics with at least 100 instances — n = 46,603
Table C.25: Correlation in Engineering and Technology
Event-Based Metric S all # all S w/o images # w/o images
Views -0.066 46,391 -0.067 44,749
Downloads 0.122 46,392 0.133 44,750
Tweeters 0.174 1,835 0.172 1,832
Posts 0.115 509 0.113 507
Altmetric Score 0.087 509 0.085 507
Only displaying those event-based metrics with at least 100 instances
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C.9 Medical and Health Sciences
Table C.26: Types of research data products in Medical and Health Sciences
dataset image lesson other poster presentation publication software video
3,035 (4.08%) 22,307 (29.98%) 62 (0.08%) 310 (0.42%) 491 (0.66%) 496 (0.67%) 40,287 (54.15%) 7,277 (9.78%) 129 (0.17%)
Table C.27: Assessment scores in Medical and Health Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 48,671 0.000 5.000 10.000 27.915 19.000 12178.000 193.804 634
Downloads 48,669 0.000 3.000 6.000 18.185 12.000 55668.000 285.864 467
Tweeters 615 1.000 1.000 2.000 7.208 5.000 721.000 33.427 42
Readers 113 1.000 1.000 2.000 2.938 3.000 30.000 3.910 11
Posts 674 1.000 1.000 2.000 8.159 5.000 842.000 38.077 50
Altmetric Score 674 0.250 1.000 1.500 5.331 3.588 610.430 26.614 140
Benchmark Score 49,840 0.433 0.586 0.600 0.599 0.621 0.737 0.045 762
Only displaying those event-based metrics with at least 100 instances — n = 49,840
Table C.28: Correlation in Medical and Health Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views 0.049 48,671 0.062 36,721
Downloads 0.173 48,669 0.234 36,721
Tweeters 0.305 3,777 0.296 3,762
Readers -0.170 113 -0.143 110
Posts 0.264 674 0.254 659
Altmetric Score 0.262 674 0.253 659
Only displaying those event-based metrics with at least 100 instances
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C.10 Built Environment and Design
Table C.29: Types of research data products in Built Environment and Design
dataset image lesson other poster presentation publication software video
42 (2.02%) 52 (2.50%) 2 (0.10%) 8 (0.38%) 23 (1.10%) 113 (5.42%) 1,811 (86.94%) 30 (1.44%) 2 (0.10%)
Table C.30: Assessment scores in Built Environment and Design
Name # Min 1st Med Mean 3rd Max SD # Char
Views 1,709 0.000 6.000 11.000 31.315 22.000 4350.000 149.655 136
Downloads 1,709 0.000 5.000 8.000 19.958 16.000 1594.000 75.107 122
Benchmark Score 1,709 0.463 0.586 0.600 0.612 0.633 0.724 0.037 74
Only displaying those event-based metrics with at least 100 instances — n = 1,709
Table C.31: Correlation in Built Environment and Design
Event-Based Metric S all # all S w/o images # w/o images
Views -0.117 1,709 -0.112 1,666
Downloads 0.031 1,709 0.037 1,666
Only displaying those event-based metrics with at least 100 instances
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C.11 Education
Table C.32: Types of research data products in Education
dataset image lesson other poster presentation publication software video
41 (0.91%) 24 (0.54%) 20 (0.45%) 17 (0.38%) 17 (0.38%) 91 (2.03%) 4,155 (92.68%) 107 (2.39%) 11 (0.25%)
Table C.33: Assessment scores in Education
Name # Min 1st Med Mean 3rd Max SD # Char
Views 3,900 0.000 5.000 11.000 31.902 23.000 5316.000 141.468 236
Downloads 3,900 0.000 5.000 8.000 27.666 17.000 5296.000 138.423 213
Tweeters 114 1.000 1.000 4.000 8.535 12.000 73.000 12.049 27
Posts 121 1.000 1.000 5.000 10.636 14.000 104.000 16.117 33
Altmetric Score 121 0.250 1.000 3.700 6.579 8.400 53.800 8.516 74
Benchmark Score 3,907 0.444 0.586 0.600 0.606 0.621 0.724 0.041 108
Only displaying those event-based metrics with at least 100 instances — n = 3,907
Table C.34: Correlation in Education
Event-Based Metric S all # all S w/o images # w/o images
Views -0.048 3,900 -0.049 3,883
Downloads 0.021 3,900 0.020 3,883
Tweeters 0.300 170 0.300 167
Posts 0.198 121 0.198 118
Altmetric Score 0.221 121 0.220 118
Only displaying those event-based metrics with at least 100 instances
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C.12 Economics
Table C.35: Types of research data products in Economics
dataset image lesson other poster presentation publication software video
100 (2.09%) 179 (3.74%) 5 (0.10%) 16 (0.33%) 8 (0.17%) 40 (0.84%) 4,250 (88.84%) 179 (3.74%) 7 (0.15%)
Table C.36: Assessment scores in Economics
Name # Min 1st Med Mean 3rd Max SD # Char
Views 3,641 0.000 5.000 10.000 26.436 19.000 5329.000 123.066 194
Downloads 3,641 0.000 4.000 7.000 27.757 14.000 16351.000 332.858 172
Benchmark Score 3,657 0.467 0.586 0.600 0.609 0.633 0.724 0.039 133
Only displaying those event-based metrics with at least 100 instances — n = 3,657
Table C.37: Correlation in Economics
Event-Based Metric S all # all S w/o images # w/o images
Views -0.162 3,641 -0.167 3,529
Downloads -0.002 3,641 -0.004 3,529
Only displaying those event-based metrics with at least 100 instances
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C.13 Commerce, Management, Tourism and Services
Table C.38: Types of research data products in Commerce, Management, Tourism
and Services
dataset image lesson other poster presentation publication software video
40 (0.49%) 12 (0.15%) 8 (0.10%) 28 (0.35%) 11 (0.14%) 46 (0.57%) 7,814 (96.62%) 116 (1.43%) 12 (0.15%)
Table C.39: Assessment scores in Commerce, Management, Tourism and Services
Name # Min 1st Med Mean 3rd Max SD # Char
Views 6,555 0.000 5.000 11.000 31.626 22.000 8234.000 185.964 277
Downloads 6,555 0.000 4.000 8.000 29.672 16.000 7571.000 193.863 266
Benchmark Score 6,557 0.433 0.586 0.616 0.612 0.633 0.745 0.037 99
Only displaying those event-based metrics with at least 100 instances — n = 6,557
Table C.40: Correlation in Commerce, Management, Tourism and Services
Event-Based Metric S all # all S w/o images # w/o images
Views -0.235 6,555 -0.236 6,547
Downloads -0.134 6,555 -0.135 6,547
Only displaying those event-based metrics with at least 100 instances
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C.14 Studies in Human Society
Table C.41: Types of research data products in Studies in Human Society
dataset image lesson other poster presentation publication software video
220 (2.46%) 52 (0.58%) 17 (0.19%) 73 (0.82%) 37 (0.41%) 155 (1.73%) 8,182 (91.58%) 189 (2.12%) 9 (0.10%)
Table C.42: Assessment scores in Studies in Human Society
Name # Min 1st Med Mean 3rd Max SD # Char
Views 7,580 0.000 5.000 8.000 26.337 17.000 5186.000 135.218 278
Downloads 7,580 0.000 3.000 6.000 22.140 12.000 10970.000 184.235 246
Tweeters 184 1.000 1.000 2.000 6.793 6.000 205.000 19.919 26
Posts 199 1.000 1.000 2.000 7.583 6.000 215.000 22.074 31
Altmetric Score 199 0.250 1.000 1.850 5.133 5.200 141.750 13.831 75
Benchmark Score 7,585 0.467 0.593 0.593 0.607 0.621 0.733 0.036 161
Only displaying those event-based metrics with at least 100 instances — n = 7,585
Table C.43: Correlation in Studies in Human Society
Event-Based Metric S all # all S w/o images # w/o images
Views 0.117 7,580 0.116 7,552
Downloads 0.199 7,580 0.199 7,552
Tweeters 0.411 453 0.411 453
Posts 0.277 199 0.286 198
Altmetric Score 0.316 199 0.309 198
Only displaying those event-based metrics with at least 100 instances
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C.15 Psychology and Cognitive Sciences
Table C.44: Types of research data products in Psychology and Cognitive Sciences
dataset image lesson other poster presentation publication software video
576 (9.82%) 253 (4.31%) 9 (0.15%) 50 (0.85%) 66 (1.13%) 83 (1.42%) 3,938 (67.16%) 848 (14.46%) 41 (0.70%)
Table C.45: Assessment scores in Psychology and Cognitive Sciences
Name # Min 1st Med Mean 3rd Max SD # Char
Views 4,163 0.000 7.000 14.000 61.072 31.000 59008.000 975.639 268
Downloads 4,163 0.000 4.000 8.000 33.353 16.000 21076.000 404.345 206
Posts 116 1.000 1.000 2.000 6.448 5.000 108.000 13.567 23
Altmetric Score 116 0.250 0.938 1.500 4.365 5.020 70.600 8.265 46
Benchmark Score 4,188 0.400 0.583 0.600 0.601 0.621 0.733 0.048 172
Only displaying those event-based metrics with at least 100 instances — n = 4,188
Table C.46: Correlation in Psychology and Cognitive Sciences
Event-Based Metric S all # all S w/o images # w/o images
Views -0.010 4,163 -0.011 4,031
Downloads 0.150 4,163 0.157 4,031
Posts 0.090 116 0.090 116
Altmetric Score 0.088 116 0.088 116
Only displaying those event-based metrics with at least 100 instances
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C.16 Law and Legal Studies
Table C.47: Types of research data products in Law and Legal Studies
dataset image lesson other poster presentation publication software
5 (0.34%) 2 (0.13%) 3 (0.20%) 12 (0.81%) 2 (0.13%) 25 (1.68%) 1,434 (96.50%) 3 (0.20%)
Table C.48: Assessment scores in Law and Legal Studies
Name # Min 1st Med Mean 3rd Max SD # Char
Views 1,130 0.000 4.000 9.000 25.998 18.000 1888.000 105.325 112
Downloads 1,130 0.000 5.000 8.000 36.451 16.000 5482.000 254.936 120
Benchmark Score 1,131 0.467 0.586 0.621 0.617 0.655 0.724 0.044 47
Only displaying those event-based metrics with at least 100 instances — n = 1,131
Table C.49: Correlation in Law and Legal Studies
Event-Based Metric S all # all S w/o images # w/o images
Views -0.201 1,130 -0.202 1,128
Downloads -0.088 1,130 -0.088 1,128
Only displaying those event-based metrics with at least 100 instances
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C.17 Studies in Creative Arts and Writing
Table C.50: Types of research data products in Studies in Creative Arts and
Writing
dataset image lesson poster presentation publication software video
29 (4.63%) 6 (0.96%) 2 (0.32%) 1 (0.16%) 6 (0.96%) 556 (88.82%) 17 (2.72%) 9 (1.44%)
Table C.51: Assessment scores in Studies in Creative Arts and Writing
Name # Min 1st Med Mean 3rd Max SD # Char
Views 572 0.000 5.000 9.000 40.026 17.250 4369.000 251.745 84
Downloads 572 0.000 4.000 7.000 28.921 14.000 3192.000 150.592 89
Benchmark Score 574 0.457 0.586 0.621 0.608 0.621 0.724 0.037 43
Only displaying those event-based metrics with at least 100 instances — n = 574
Table C.52: Correlation in Studies in Creative Arts and Writing
Event-Based Metric S all # all S w/o images # w/o images
Views 0.046 572 0.042 566
Downloads 0.031 572 0.037 566
Only displaying those event-based metrics with at least 100 instances
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C.18 Language, Communication and Culture
Table C.53: Types of research data products in Language, Communication and
Culture
dataset image lesson other poster presentation publication software video
455 (6.25%) 273 (3.75%) 24 (0.33%) 87 (1.19%) 51 (0.70%) 180 (2.47%) 5,716 (78.49%) 433 (5.95%) 63 (0.87%)
Table C.54: Assessment scores in Language, Communication and Culture
Name # Min 1st Med Mean 3rd Max SD # Char
Views 5,929 0.000 6.000 12.000 42.910 28.000 13088.000 284.163 306
Downloads 5,929 0.000 5.000 9.000 37.574 21.000 22577.000 354.134 293
Tweeters 120 1.000 1.000 1.500 3.467 4.000 63.000 6.861 15
Posts 183 1.000 1.000 1.000 3.301 3.000 85.000 7.660 18
Altmetric Score 183 0.250 1.000 2.700 3.416 3.350 45.900 4.899 50
Benchmark Score 5,951 0.444 0.586 0.621 0.612 0.638 0.759 0.044 150
Only displaying those event-based metrics with at least 100 instances — n = 5,951
Table C.55: Correlation in Language, Communication and Culture
Event-Based Metric S all # all S w/o images # w/o images
Views -0.031 5,929 -0.032 5,785
Downloads 0.044 5,929 0.046 5,785
Tweeters 0.152 200 0.162 197
Posts 0.093 183 0.095 181
Altmetric Score 0.052 183 0.055 181
Only displaying those event-based metrics with at least 100 instances
178 Evaluation Data by Field of Study
C.19 History and Archaeology
Table C.56: Types of research data products in History and Archaeology
dataset image other poster presentation publication software video
303 (15.44%) 360 (18.35%) 37 (1.89%) 19 (0.97%) 28 (1.43%) 1,162 (59.23%) 37 (1.89%) 16 (0.82%)
Table C.57: Assessment scores in History and Archaeology
Name # Min 1st Med Mean 3rd Max SD # Char
Views 1,662 0.000 6.000 12.000 25.733 27.000 696.000 50.536 142
Downloads 1,662 0.000 4.000 9.000 27.734 19.000 2626.000 102.584 163
Benchmark Score 1,692 0.467 0.597 0.621 0.621 0.655 0.726 0.042 96
Only displaying those event-based metrics with at least 100 instances — n = 1,692
Table C.58: Correlation in History and Archaeology
Event-Based Metric S all # all S w/o images # w/o images
Views -0.012 1,662 0.010 1,352
Downloads 0.026 1,662 0.013 1,352
Only displaying those event-based metrics with at least 100 instances
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C.20 Philosophy and Religious Studies
Table C.59: Types of research data products in Philosophy and Religious Studies
dataset image other poster presentation publication software
13 (1.93%) 10 (1.49%) 2 (0.30%) 2 (0.30%) 11 (1.64%) 614 (91.37%) 20 (2.98%)
Table C.60: Assessment scores in Philosophy and Religious Studies
Name # Min 1st Med Mean 3rd Max SD # Char
Views 576 1.000 6.000 12.000 30.502 27.250 1224.000 81.630 103
Downloads 576 0.000 6.000 9.000 35.366 23.000 3785.000 169.510 106
Benchmark Score 576 0.466 0.583 0.613 0.608 0.655 0.737 0.047 64
Only displaying those event-based metrics with at least 100 instances — n = 576
Table C.61: Correlation in Philosophy and Religious Studies
Event-Based Metric S all # all S w/o images # w/o images
Views 0.095 576 0.093 566
Downloads 0.113 576 0.123 566
Only displaying those event-based metrics with at least 100 instances
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D Pairs of Evaluation and Checks of the Benchmark
The following 34 Evaluation-Check-Pairs (ECP) were used in the prototypical
benchmark:
ECP-1 evaluates whether a research data product has a valid DOI as PID.
ECP-2 evaluates whether the DOI of the research data product resolves.
ECP-3 evaluates whether the creators of the research data product have valid
OrcIDs.
ECP-4 evaluates whether the creators of the research data product have distin-
guishable family and given names.
ECP-5 evaluates whether the creators include institutions.
ECP-6 evaluates whether the titles of a research data product are (probably) just
a file name.
ECP-7 evaluates whether the titles of a research data product include only one
un-specified, i.e. one main title.
ECP-8 evaluates whether at least on title is in English.
ECP-9 evaluates whether the subject tags of the research data product are qual-
ified, i.e. whether a scheme is specified by name or URL.
ECP-10 evaluates whether there is at least one subject tag specified for the re-
search data product.
ECP-11 evaluates whether the subject tag of the research data product contain
a DDC field of study specification.
ECP-12 evaluates whether the subject tag of the research data product contain
a reference to a concept defined in wikidata.
ECP-13 evaluates whether the creation or collection date of the research data
product is specified.
ECP-14 evaluates whether there an issuance date is specified that is consistent
with the publication year of the research data product.
ECP-15 evaluates whether same-named date specifications of the research data
product are separated by additional information.
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ECP-16 evaluates whether the size of the research data product is specified ex-
actly once.
ECP-17 evaluates whether the size of the research data product is specified in a
parsable *bytes format.
ECP-18 evaluates whether the formats of the research data product are specified
in a valid MimeType format.
ECP-19 evaluates whether at least one parsable license statement is specified for
the research data product.
ECP-20 evaluates whether the rights of the research data product are specified
in a SPDX-compliant manner.
ECP-21 evaluates whether the research data product has at least one description.
ECP-22 evaluates whether the description of the research data product is less
than 300 words long.
ECP-23 evaluates whether at least one of the descriptions of the research data
product is in English.
ECP-24 evaluates whether at least one description of type “Abstract” is specified
for the research data product.
ECP-25 evaluates whether the types of the descriptions of the research data
product are consistent with the types prescribed by the best practice guide.
ECP-26 evaluates whether the rightsholder for the research data product is spec-
ified if the research data product is not openly licensed.
ECP-27 evaluates whether the version of the research data product is specified
in semantic versioning (this pair is optional).
ECP-28 evaluates whether the language of the research data product is specified
as an ISO-639-1 code (this pair is optional).
ECP-29 evaluates whether the contributors of the research data product have
valid OrcIDs (this pair is optional).
ECP-30 evaluates whether the contributors of the research data product have
distinguishable family and given names (this pair is optional).
ECP-31 evaluates whether the contributors of the research data product include
institutions (this pair is optional).
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ECP-32 evaluates whether the types of contributor are consistent with the pre-
scription of the best practice guide (this pair is optional).
ECP-33 evaluates if the research data product specifies a relation to another
resource of type ’HasMetadata’, that this relation also contains a resolvable
schemeURI and schemeType (this pair is optional).
ECP-34 evaluates whether the specified related resources of the research data
product are consistent with the recommended types of the best practice
guide (this pair is optional).
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G Glossary
assessment of a research data product is the task to map a research data
product to R+ according to its quality, impact, and/or relevance; low num-
bers indicate a lower quality, impact, and/or relevance. If unspecified, our
considerations apply to all three contexts. If only one of the three contexts
is of interest, it is specified accordingly. The value a research data product
is mapped onto is called a score of a research data product v, 1, 2, 4–8, 10,
12, 15–17, 28, 33, 42, 45, 46, 48, 52–55, 58, 59, 61, 102, 112, 116, 118, 119,
121, 126–128, 130, 132–136, 188, 190
benchmark for a research data product is understood to be an assessment
of a research data product based on simulated interactions with the research
data product: a computer program is used to check those characteristics of
the research data product which are taken as signals for the effort put into its
creation and curation. Examples for these characteristics are the compliance
to data standards, the completeness of metadata, or the accessibility of the
research data product via research data services. The benchmark’s score
of a research data product is determined by a combination of the checks’
outcomes. v, 5–7, 18, 19, 21, 26, 28–33, 42, 44, 47, 48, 53, 57–59, 65–68, 70,
88, 89, 93, 99, 102, 117–119, 121–123, 126–137
controlled vocabulary is a list of terms with well-defined rules to add or (in
rare occasions) delete terms. Typically, an institution or individual expert
is in charge to oversee the curation of the vocabulary. 13, 14, 189
event-based metric is understood to be an assessment of a research data prod-
uct based on the documentation of events of interactions with the research
data product. The frequency of citations, mentions, or downloads are ex-
amples for event-based metrics’ scores. v, 5–7, 18, 19, 21–33, 41–44, 47–55,
58, 62, 63, 65, 66, 106, 109, 112, 114–119, 121–123, 126–137, 140–149, 159,
183–185, 209
impact of a research data product is understood as the chance of a research
data product to influence the direction of research of a peer in the same or
a similar field v, 4, 5, 16, 26, 32, 33, 48, 49, 53, 54, 59, 62, 76, 91, 100, 116,
118, 119, 121, 126, 132, 133, 136, 142, 144, 147, 188
information retrieval is finding digital material of an unspecified nature that
satisfies an information need from within large unstructured and potentially
distributed collections (adapted definition of [SMR07]) 15
Glossary 189
machine-actionable is a characteristic of tasks, meaning that machines can cor-
rectly process it without human interaction [Wil+16] v, 5, 10, 14–17, 26, 48,
51, 53, 55, 62, 65, 78, 95, 127, 133, 135, 136
ontology denotes a collection of formalized statements, typically about a specific
domain. The statements are in formalized in the style of predicate logic,
which allows to represent concepts and relations between these concepts, and
to infer new statements. An ontology can be seen as a structured controlled
vocabulary. 14
provenance is the context of creation of a research data product; it includes, but
is not limited to: creators, contributors, sources, methodological approaches.
13
quality of a research data product is understood as the chance of a research
data product to be (re-)used for tasks similar to the one for which the research
data product was originally created v, 4, 5, 16, 26, 32, 33, 48, 49, 53, 54, 59,
62, 76, 91, 99, 101, 102, 116, 118, 119, 121, 126, 132, 133, 136, 142, 144, 147,
188
relevance of a research data product is understood as the chance of a re-
search data product to influence an audience beyond the field of the cre-
ator(s). This includes outreach outside the scope of academic research v, 4,
5, 16, 26, 32, 33, 46, 48, 49, 53, 54, 59, 62, 76, 91, 116, 118, 119, 121, 126,
132, 133, 136, 142, 144, 147, 188
research denotes academic activities in the context of science and the humanities
2, 48, 54
research data are understood as all forms of digitized content that is input for
or output of those activities of researchers, that are necessary to produce
or verify knowledge ([WK18]). In our work, this concept has a broader
sense compared to the literature, where it is typically used to differentiate
supplemented material (e.g. tabular data) from publications in the classical
sense (books and articles). Instead, we consider all of the above to be research
data 2, 4, 5, 7–10, 12, 14, 16, 20, 24, 27, 45, 47, 91, 190
research data management is understood as the set of all tasks related to the
creation, publication, and curation of research data products v, 7, 8, 10, 12,
14, 16, 64, 126, 127, 134, 135, 137
190 Glossary
research data product is the combination of research data, metadata describ-
ing them and services hosting both v, 1–8, 10–12, 14–19, 21–23, 25–33, 37,
42–55, 57–76, 78, 81–83, 86–91, 93–102, 106–119, 121–123, 126–137, 141,
143–149, 159, 180–184, 188–190
research data service is a service providing access to either research data, meta-
data describing these data, or both. A research data service can be uniquely
identified by an endpoint and a protocol 2, 5, 15, 74, 188, 190
scientometrics is a field studying the quantifiable aspects of academic output.
It is often considered a sub-field of bibliometrics (the study of quantifiable
aspect of books, articles and other publications), but in our work we use
this term to include the study of any scientific digital output, including data
which cannot (easily) be printed in a human-readable format. v, 7, 46, 52,
91, 106
score of a research data product is the value a research data product is mapped
onto by an assessment of a research data product 5, 6, 25, 29, 31–33, 42, 43,
45, 48, 49, 51, 53, 54, 61, 62, 64–68, 71, 85, 86, 97, 106, 111–114, 117–119,
121–123, 126, 127, 130, 131, 133, 135, 136, 141–149, 159, 188
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Garćıa. “How many citations are there in the Data Citation Index?”
In: Proceedings of the STI Conference. 2014. url: https://arxiv.
org/abs/1409.0753.
[Wal+11a] Ulli Waltinger, Alexander Mehler, Mathias Lösch, and Wolfram Horstmann.
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I Data and Code Availability Statement
This subsection list additional material for this thesis to reproduce the findings
or to re-use part of the developed resources to replicate the findings in a different
setting. Subsection I.1 lists all retrieved or calculated data which provides evidence
for the claims in this thesis. In Subsection I.2 the code to retrieve, calculate and
evaluate the data is listed.
I.1 Data
• Tabular overview of shortcomings of event-based metrics, as used in Chap-
ter 3: DOI: 10.5281/zenodo.4284733
• Raw data (scores of event-based metrics and benchmark runs), as used in
Chapter 6: DOI: 10.5281/zenodo.4284737
I.2 Code
• Software used to create the benchmark scores as described in Chapter 5 and
used in Chapter 6: DOI: 10.5281/zenodo.4284750
• Statistical scripts for Chapter 6 and the appendix: DOI: 10.5281/zenodo.4284747
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