Among the most interesting biological phenomena is the fact that a genotype can develop different phenotypes depending on the environment in which this development takes place. Historically, however, the focus was on homeostasis by canalization of the phenotype to a presumed optimum (Waddington, 1960) , and phenotypic plasticity was interpreted as deviation from such an optimum and therefore considered a nuisance. This has changed drastically with the insight that many plastic responses, such as stem elongation in response to shading, are actually adaptive strategies that increase fitness. Surprisingly, however, not all organisms are highly plastic, which suggests that the evolution of phenotypic plasticity is constrained either by a lack of heritable genetic variation or by limits and costs of plasticity, which outweigh its potential benefits (DeWitt et al ., 1998; van Kleunen & Fischer, 2005) . In this context modelling studies (van Tienderen, 1991) emphasized the role of costs of plasticity. It is therefore very astonishing that empirical studies have found little evidence for the existence of such costs (van Kleunen & Fischer, 2005) . Possibly, costs of plasticity are difficult to detect because genotypes burdened by high costs of plasticity have been purged from natural populations by natural selection (DeWitt et al ., 1998) , and may only re-emerge after recombination (Fig. 1 ). This motivated Dechaine et al . (this issue, and two further recent studies (Callahan et al ., 2005; Weinig et al ., 2006) 
Costs of plasticity and their detection
A cost of plasticity is manifested as a reduction in fitness of a genotype as a consequence of the ability to express a certain phenotype through plastic rather than fixed development (van Tienderen, 1991; DeWitt et al ., 1998) . In other words, if a genotype with fixed development always growing 10-cm-long leaves happens to grow in an environment where a plastic genotype also grows 10-cm-long leaves, costs of plasticity will become apparent as reduced fitness of the plastic genotype relative to the fixed genotype in this environment. This could be the result of maintenance costs of the sensory and regulatory machinery required for plasticity, less stable development of plastic genotypes and intrinsic genetic costs as a result of pleiotropy, linkage and epistasis involving genes relevant for variation in fitness and plasticity (van Kleunen & Fischer, 2005) . However, to date there are no studies disentangling the relative importance of these mechanisms.
As illustrated by the example of leaf-length plasticity in the previous paragraph, a cost of plasticity is indicated by a negative selection gradient for plasticity (Fig. 1) when, for a large number of genotypes, fitness in one environment is related to phenotypic plasticity in an ecologically relevant trait measured by comparing the trait in two or more environments (for more details, see Dechaine et al .) . The low percentage of cases where costs of plasticity were detected might indicate that costs are rare or difficult to detect (van Kleunen & Fischer, 2005) . Alternatively, as mentioned earlier, genotypes burdened by high costs of plasticity might often have been purged from natural populations by natural selection (DeWitt et al ., 1998) . However, even if currently purged, such costs might still constrain evolution of plasticity if they regularly re-emerge after recombination. This is especially likely for the genetic costs of plasticity that result from linkage or epistasis. Therefore, Callahan et al . (2005) proposed to use recombinant inbred lines (RILs) instead of natural genotypes for tests of costs of plasticity. RILs are created by crossing two parental genotypes to create an F1 offspring that is then selfed to create an F2-offspring generation. Each of the F2 offspring is then selfed for multiple generations to create (nearly) identical homozygous offspring for each RIL. The latter procedure offers the advantage that phenotypic plasticity can then be assessed at the genotype level.
Twelve previous studies using natural genotypes of plants detected costs of plasticity in 43 of 333 analyses (eight studies reviewed in van Kleunen & Fischer, 2005; Caruso et al ., 2006; Griffith & Sultan, 2006; Weijschede et al ., 2006; Avramov et al ., 2007) . Compared with these studies, three recent studies using RILs found more evidence for costs of plasticity. Callahan et al . (2005) grew RILs of Arabidopsis thaliana that had undergone different vernalization treatments, and found significant costs of plasticity in one of four analyses (for one of two traits). Weinig et al . (2006) grew RILs of A. thaliana at low and high densities, and found significant costs of plasticity in four out of 12 analyses (for three out of six traits) and Dechaine et al . grew RILs of Brassica rapa at low and high densities, and found significant costs of plasticity in four out of 12 analyses (for three out of six traits). This suggests that intrinsic genetic costs of plasticity were purged from natural populations and re-emerged in segregating progeny. However, in comparison to most other studies on costs of plasticity, the studies by Weinig et al . (2006) and Dechaine et al . also used more stressful environments, which might have increased the chances of detecting costs of plasticity (van Kleunen & Fischer, 2005) . Therefore, although the use of RILs appears very promising, it is still too early to conclude that it really increases the likelihood of detecting costs of plasticity.
Dechaine et al . argued that purging of intrinsic genetic costs of plasticity is most likely in highly selfing species that only rarely produce segregating offspring in which costs would reappear. Similarly, one would expect such purging also to be likely in species that predominantly reproduce clonally. However, no such pattern emerges in the 12 studies on costs of plasticity of natural genotypes of plants. Of the 114 analyses on the highly selfing A. thaliana , 16.7% revealed costs of plasticity. Of the 44 analyses on the highly clonal Ranunculus reptans and Trifolium repens , 9.1% revealed costs of plasticity. Of the 175 analyses on species with other reproductive strategies, including Impatiens capensis , Iris pumila , Lobelia cardinalis , Lobelia siphilitica , Plantago coronopus , Picea omorika , Polygonum persicaria , Polgygonum hydropiper Raphanus raphanistrum and Sinapis arvensis , 11.4% revealed costs of plasticity. Clearly, however, there are too few studies to draw any strong conclusions on differences in costs of plasticity between species of different life histories.
Benefits of plasticity or benefits and costs of homeostasis?
The studies by Dechaine et al . and Weinig et al . (2006) also serve to illustrate nicely another important issue in studies of costs of plasticity. While both mainly found negative selection gradients for plasticity, indicating costs of plasticity, they also found positive ones. Interestingly, summed over all studies of costs of plasticity in plants, significantly positive selection gradients for plasticity (45 out of 361 analyses) are almost as common as significantly negative ones (52 out of 361 analyses). As it is hard to imagine why potential plastic responses should benefit fitness as long as they are not expressed, it may be asked whether positive selection gradients reported in some studies are artifacts having come about by chance. Because positive and negative selection gradients are found with similar frequency, this could imply that negative selection gradients would also be artifacts. However, because costs of plasticity are very plausible, negative selection gradients cannot all be the result of chance effects alone. This situation draws our attention to the exact biological interpretation of positive selection gradients.
Scheiner & Berrigan (1998) suggested that a plastic increase of a trait should be as costly as a plastic decrease. Consequently, many studies of costs of plasticity used absolute values of plasticity. In such analyses, a positive selection gradient for plasticity can unambiguously be interpreted as a cost of homeostasis (Dorn et al ., 2000) . However, it should also be considered whether the plastic response is active, in the sense that it has evolved because of its higher fitness compared with any fixed phenotype, such as increased leaf length in the shade, or whether it is passive, such as a reduction in leaf length resulting from resource deficiency (Fischer et al ., 2000; van Kleunen & Fischer, 2005) . Because it is unlikely that the costs of a plastic trait increase and a plastic decrease are the same when the increase is achieved by an active adaptive plastic response while a decrease comes about by a passive plastic response, tests for the costs of plasticity should use signed rather than absolute values (van Kleunen et al. , 2000; van Kleunen & Fischer, 2005; Weinig et al ., 2006; Dechaine et al .) . In such analyses, however, the interpretation of a positive selection gradient of plasticity is less straightforward. When signed plasticity values are all positive, a positive selection gradient indicates costs of homeostasis (right half in Fig. 2) , as is the case for absolute plasticity values. This is exemplified by the positive selection gradient of plasticity in number of branches in response to density reported by Dechaine et al . However, when plasticity values are all negative, a positive selection gradient indicates that there are benefits of homeostasis (left half of Fig. 2 ). This appears to be the case for the positive selection gradient of plasticity in apical inflorescence height of A. thaliana (Weinig et al ., 2006) . These considerations indicate that selection gradients for plasticity are of high biological relevance, but that they need to be interpreted very carefully. Clearly, to understand whether costs and benefits of plasticity really do exist, the conceptual framework of homeostasis and plasticity and the issue of active vs passive plasticity need to be considered when interpreting future selection gradient analyses. Similarly, previous studies need to be carefully reinterpreted if they did not comment on these issues. Callahan et al . (2005) , Weinig et al . (2006) and Dechaine et al . used RILs derived from only two parental genotypes, and as a consequence of this limited genetic variation, the observed costs constitute a minimum estimate of the costs that could occur in natural populations (Dechaine et al .) . Future studies could therefore further increase the chance of detecting costs of plasticity by using segregating offspring from multiple parent pairs. Moreover, also including the parent genotypes in the experiment will allow for testing explicitly whether costs of plasticity have indeed increased in the segregating offspring relative to the parent generation.
Perspectives
Unfortunately, separate analyses for different traits and studies on single pairs of environments, as discussed here, may reveal only part of the picture. Therefore, among the many interesting topics that still need to be addressed in the context of costs of plasticity, potential trade-offs between plastic responses to different environmental stimuli and between plastic responses of different traits sharing the same sensory and response pathways deserve particular attention. Ultimately, this may involve insight into the exact molecular basis of costs of plasticity (van Kleunen & Fischer, 2005) . Clearly, many questions remain on the evolution of phenotypic plasticity and its constraints. Studies using new approaches, such as the one by Dechaine et al ., are especially important, as they stimulate further progress in this exciting research field. Synchrony of flowering is important for outbreeding trees to maximize the chances of successful pollination. This is particularly crucial for species such as the rubber tree, Hevea brasiliensis, which has a naturally low rate of fruit-set (Warmke, 1951; Rao, 1961) even with artificial pollination (Ghandimathi & Yeang, 1984) . Hevea flowering promodia are formed 2-3 months before blooming (Dornelas & Rodriguez, 2005 ). An environmental stimulus subsequently triggers the rapid and synchronous development of preformed floral meristems to the stage of flower maturity. In Malaysia, which lies close to the equator (c. 3°N), the main flowering season is from February to April, while a secondary season takes place during August and September (Yeang & Ong, 1988) .
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The celestial trigger for synchronous flowering at the equator
If a physiological episode in a perennial plant occurred consistently at the same time every year, it is likely to be linked to some recurrent meteorological event. In the case of the rubber tree, this consistency is maintained across different rubber-growing regions with varying climatic patterns, from the humid tropics to the monsoonal subtropics that experience marked wet and dry seasons (Yeang, 2007) . The signal for synchronous flowering must therefore be one that largely transcends such environmental disparities: some form of celestial cycle, for instance. One meteorological factor that escapes the influence of localized seasonal climatic conditions (other than cloud cover) is sunshine. There is a reasonable likelihood, therefore, that that synchronous flowering in the rubber tree (and other tropical trees sharing similar flowering characteristics) is connected with some aspect of solar radiation arising from the movement of the earth around the sun. The best researched aspect of light-mediated stimulus for flowering is the photoperiod. Long-day (short-night) plants and short-day (long-night) plants flower when their photoperiod requirements are met. While these are established norms in temperate regions, photoperiod control of flowering faces a problem at the equator where day length does not vary from 12 h year-round. More than that, a stimulus linked to the change in day length (either long or short day) would imply a single annual flowering. However, flowering in tropical trees near the equator is frequently bimodal (Holtum, 1931; Borchert et al., 2005) , the rubber tree being one such example.
The trigger that is sought for equatorial synchronous flowering must therefore be not only a sunshine-mediated factor that is independent of day-length variation, but also bimodal in its cycle. The search for such an environmental stimulus has yielded two candidates: the bimodal advance in sunrise-sunset times measured against the chronometer, and the bimodal variation in solar radiation intensity.
Bimodal cycles of sunshine at the equator
The tilt of the earth's axis relative to the sun gives rise to a seasonal photoperiod variation that regulates flowering in
