We consider empirical spectral processes indexed by classes of functions for the case of stationary point processes. Conditions for the measurability and equicontinuity of these processes and a weak convergence result are established. The results can be applied to the spectral analysis of point processes.
Introduction
In the context of spectral analysis of time series, Dahlhaus (1988) introduced empirical processes where the spectral distribution function of a stationary process takes the part of the probability distribution. The asymptotic theory of these empirical spectral processes provides a method for proving limit theorems for statistics which depend on the spectral distribution.
In this paper, we are interested in empirical spectral processes derived from stationary point processes. Here a point process on R is de ned as a random counting measure N where N(A) denotes the number of point events occuring in some Borel set A R cf. Daley and Vere-Jones (1988) ]. In a fundamental paper by Brillinger (1972) , it was shown that the spectral analysis of such processes based on nite Fourier transforms leads to similar results as in time series analysis. As an important di erence to the case of time series, we note that the cumulant spectra of point processes are functions on R which do not vanish for high frequencies and thus are not L 2 -integrable. Consider a stationary point process N on R. If N satis es certain mixing conditions, the spectral density f 2 of N exists and is given by 
is an estimate for the mean intensity p of the process. The taper function h : R ! R is of bounded variation, vanishes outside the interval 0; 1] and should be smooth with h(0) = h(1) = 0. However, our results also include the classical case where h(t) = 1 0;1] (t). We further de ne
Substituting the periodogram I (T) for the spectral density, we obtain as an estimate for A( ) A (T) ( ) = Z R ( )I (T) ( )d : For nitely many such quadratic statistics have been studied e.g. by Brillinger (1972 Brillinger ( , 1978 and Tuan (1981) . In these papers, the asymptotic normality of the estimate A (T) ( ) has been derived for the nontapered case.
The present paper deals with the case where the parameter space consists of in nitely many parameters. More generally, we establish a functional central limit theorem for the empirical spectral process In Section 2, we obtain our main result on the weak convergence of E (w) T by proving the measurability and stochastic equicontinuity of E (w) T and the weak convergence of its nite dimensional distributions. As in Dahlhaus (1988) , we use a proof for the stochastic equicontinuity which is based on uniform bounds for the moments of the increments of E (w) T . However, our method of deriving these bounds is di erent as problems arise from the nonintegrability of point process spectra. The derivation is technical and therefore put into an appendix. The conditions for measurability are stated in Theorem 2.2. This result is also valid in the case of stationary time series.
In Section 3, we give some applications of these results to the statistical analysis of point processes. In particular, we discuss parametric and nonparametric spectral density estimates obtained by maximizing an approximation to the log likelihood function.
2 Weak convergence of the empirical spectral process For some measurable function w : R ! R, let L 2 w (R) denote the space of all complex valued functions g on R for which the seminorm
is nite. Further, if F is a subset of L 2 w (R), let X be the space of all bounded, complex valued functions on F which are uniformly continuous with respect to the seminorm. We equip X with the Borel-eld B X generated by the open sets corresponding to the uniform norm kxk 1 = sup jx(g)j for x 2 X. Now, if the spectrum f 2 is bounded, it follows from the Cauchy-Schwarz inequality and the boundedness of I (T) that the sample paths E (w) T (!; ) are uniformly continuous with respect to w . Therein the empirical spectral processes di er from ordinary empirical processes, which in general have discontinuous sample paths. The di erence is important as we make use of continuity for proving the measurability of E (w) T with respect to B X .
The limit process of E (w) T for T ! 1 is de ned by its nite dimensional distributions. Therefore, we call a stochastic process E (w) f 2 a spectral process if its sample paths are in X almost surely and its nite dimensional distributions are normal with mean zero and
where f 4 is the cumulant spectrum of order four of the point process N. The higher order cumulant spectra f k and the corresponding reduced cumulant measures C 0 k are de ned analogously to (1.1) and (1.2), respectively cf. Brillinger (1972) ].
For the results in this paper, we need to impose conditions on the strength of the dependence of the data and on the size of the index class F. The latter is determined by the covering number of F, which we denote by N( ; w ; F) = inffm 2 Nj9g 1 ; : : : ; g m 2 L 2 w (R) 8g 2 F : min 1 k m w (g ? g k ) < g e.g. Pollard (1984) We now state our main theorem.
Theorem 2.1 Suppose that Assumptions (A1) -(A4) hold. Then the empirical spectral process E (w) T (g), g 2 F converges weakly on X to the spectral process E (w)
Proof. We will prove the stochastic equicontinuity and the measurability of the empirical spectral process and the weak convergence of its nite dimensional distributions to that of E (w) f 2 . Then the weak convergence of E (w) T follows by Theorem 10. 2 4 in Pollard (1990) , in which the outer measure P can be replaced by the measure P due to the measurability of E (w) T . For the proof of the measurability of E (w) T , let ( ; A;P) be the underlying probability space.
Theorem 2.2 Suppose that Assumptions (A1) -(A3) hold and let F be a totally bounded subset of L 2 w (R). Then the empirical spectral process E (w) T ( ; g), g 2 F is a measurable mapping into (X; B X ).
Proof. We rst prove the measurability of the nite dimensional projections of the empirical spectral process. For xed g 2 F, we have due to dominated convergence
pointwise for all ! 2 . Thus, it su ces to show measurability of the integrals on the right hand side. For this, let C ?k;k] denote the space of all continuous functions on ?k;k] endowed with the topology of uniform convergence. Then the corresponding Borel-eld B C ?k;k] and the -eld generated by the projections t (x) = x(t) coincide. Hence the periodogram I (T) is a measurable mapping into C ?k;k] since all projections I (T) ( ) are measurable. Further, it follows from the Cauchy-Schwarz inequality that the mapping
is continuous and thus (B C ?k;k] ; B C )-measurable where B C is the Borel-eld of C. This now implies the (A; B C )-measurability of the above integrals. Now since F is totally bounded, X is separable and thus the measurability of the empirical spectral process follows from the uniform continuity of its sample paths and the measurability of its nite dimensional projections. Note that for the uniform continuity of the sample paths it is su cient that the spectrum f 2 is bounded. Therefore, the assertion of the theorem holds also in the case of stationary time series under the assumptions stated in Dahlhaus (1988) . Theorem 2.3 Suppose that Assumptions (A1) -(A4) hold. Then the empirical spectral process E (w) T (g), g 2 F is stochastically equicontinuous, i.e. for each > 0 and " > 0 there exists > 0 such that lim sup
The proof of Theorem 2.3 is technical and therefore put into the Appendix. For the next theorem, we only require niteness of the integrals in Assumption (A1).
Theorem 2.4 Suppose that Assumptions (A1) -(A3) hold. Further, let g 1 ; : : :; g k 2 L 2 w (R) be such that the products g j w are bounded. Then fE (w) T (g j )g j=1;:::;k D ! fE (w) f 2 (g j )g j=1;:::;k : A similar central limit theorem has been proved in the nontapered case by Tuan (1981) . However, in order to prove the same result in the tapered case, which is of much practical importance e.g. Dahlhaus (1990) ], we require the concept of L (T) -functions, which are used to deal with data tapers cf. Dahlhaus (1983 Dahlhaus ( , 1990 ]. We therefore give a sketch of a proof, which is put into the Appendix, as we use the same techniques as in the proof of Theorem 2.3.
3 Application to the spectral analysis of point processes
In this section, we present some applications of the above results to the statistical analysis of point processes. Throughout this section, we assume that (A1) and (A2) hold. As we can see now, the weight function w balances variance and smoothness of the estimate: As the bandwidth of the smoothing kernel in (3.2) increases, the weight function gets more concentrated and the variance decreases. The above result can be used to derive a simultaneous con dence band forq b (u)j, b = 1; : : : ; B as an approximation. For this, we have to estimate the covariances (3.3). For the rst integral, a consistent estimator has been presented by Taniguchi (1982) , the other integrals can be estimated similarly.
As an illustration, we apply this method to some data which describe the state of activity of a computer: An event has been recorded whenever the computer changed its state from busy to idle which was de ned by the absence of any user interaction for more than ve minutes. The data set consists of 1539 events which occured in an interval of length T = 1695236 s (about 20 days). Figure 1 shows the covariance density estimateq (w) 2 and the corresponding simultaneous con dence band (3.4) with = 0:05 for the data. Here, the weight function has been set to w( ) = exp(? 2 2 =2) with = 500 s, which corresponds to a Gaussian smoothing kernel. The covariance density exhibits two signi cant positive peaks: One for time lags smaller than 3 h and another for a delay of about 7 d. The former peak indicates that the process tends to form clusters, while the latter suggests some weekly structure in the data. We now turn to the problem of spectral density estimation. Suppose that N is a stationary point process with spectral density f 2 . Given a realization of the process on the interval 0; T], we want to t a spectral density f 2 F 0 to the data.
It is well known e.g. Brillinger (1972) ] that the random variables I (T) (2 j=T) are asymptotically independent and exponentially distributed with mean f 2 (2 j=T). has been proposed by Hawkes and Adamopoulos (1973) and further discussed by Brillinger (1975) and Tuan (1981) for parametric families, for which the procedure is a point process version of a procedure suggested by Whittle (1953) for the analysis of time series.
Subsequently, we will use the following continuous version of
with w : R ! R satisfying Assumption (A3) and w( ) = 0 for all < 0. Let f (T) denote a sequence of functions maximizing L (T) . Substituting f 2 in (3.5) for I (T) , we obtain the corresponding theoretical function L(f), which is maximized by f 2 .
The next theorem states the consistency of f (T) as an estimate for f 2 .
Theorem 3.3 Let F 0 be a subset of L 2 w (R) with envelope F 2 L 2 w (R) and f 2 2 F 0 . Then, if F = ff ?1 jf 2 F 0 g satis es Assumption (A4), w (f (T) ? f 2 ) P ! 0 as T ! 1:
8 Proof. As in Example 3.2 in Dahlhaus (1988) , we obtain from Theorem 2.1 and the Continuous Mapping Theorem cf. Pollard (1984) , Theorem IV.12] Now the function class F = ff ?1 jf 2 F r; (R + ); f cg with c > 0 is itself a subset of some classF r; (R + ) with di erent constants, and it therefore also ful lls Assumption (A4).
A stronger result than Theorem 3.3 can be obtained in the case where we t a parametric model given by the class of spectral densities F 0 = ff j 2 g. When dealing with parametric estimation, a point of view is to regard the parametric model only as an approximation to the true process. Therefore, we do not assume that the true spectral density f 2 belongs to the model class F 0 . If we measure the distance between a tted model speci ed by and the true process by ?L( ), the parameter 0 which maximizes L( ) then determines the best approximation to the true process. By maximizing L (T) ( ), we obtain an estimate^ (T) for 0 . Assumptions Let F 0 = ff j 2 g be a parametric family. Proof. The result follows directly from Theorem 2.1. The proof is similar to that in Dahlhaus (1988) .
Example 3.6 Tuan (1981) suggested to approximate the spectral density by rational functions of the form f ( ) = p ( ) q ( ) = p 2 n + a 1 n?1 + : : : + a n n + b 1 n?1 + : : : + b n where = (p; a 1 ; : : : ; a n ; b 1 ; : : :; b n ) is the unknown parameter. Suppose the parameter space is compact. Then if p and q have no zeros in R + , the parametric class F 0 satis es Assumptions (B1) -(B4).
To motivate this remark, consider functions of the form g(x; y) = p(x) ? yq (x) where p and q are polynomials of xed order. Since these functions form a nite dimensional vector space, the class of sets f(x;y)jg(x;y) 0g is a Vapnik-Cervonenkis (VC) class (cf. Pollard (1984) , Lemma II.18). Then, the graphs G(f ?1 ) form also a VC-class and the Approximation Lemma (cf. Pollard (1984) , Lemma II.25) yields (B3). The conditions on the derivatives are checked similarly. Lemma A.1 Suppose w ful lls Assumption (A3). Further, let ; ; ; 2 R and p 2 N. We obtain with constants K p independent of T: (i) L (T) ( ) is monotone increasing in T 2 R + and decreasing in 2 R + .
Proof. The proofs are straightforward and similar to those in Dahlhaus (1983) .
But unlike its periodic counterpart, the function L (T) is not L 1 -integrable, and the inequalities (iv) and (v) therefore require an L 1 -integrable weight function w.
Using the de nition of L (T) , we can now derive an upper bound for the Fourier transform of a data taper. Let V (h) denote the total variation of the function h. Then if h is of bounded variation, simple calculations yield the inequality Z R jh(t + u 1 ) h(t + u k ) ? h(t) k jdt khk k?1
For sake of simplicity, we assume for the proof of Theorem 2.3 that the mean intensity p is known and therefore replace d (T) 
At the end of the proof, we indicate the modi cations needed for the case that p is estimated byp (T) .
The next lemma, which is a slightly stronger version of Theorem 4.1 in Brillinger (1972) , gives an approximation for the cumulants ofd (T) with p j = jP j j 2 as Efd (T) ( )g = 0. Further if P j = f j;1 ; : : :; j;p j g, we write j = j;1 + : : : + j;p j . Then using Lemma A.2, we nd for the cumulant in (A.6) jcumfd (T) ( 1 ) 
where M = f1;:::;mg. Substituting (A.7) in (A.6), we obtain as an upper bound X i:p:
For J = ;, the integral is equal to
Similarly, if m = 1 and J = f1g, the integral is bounded by T w (g) k w (1) k since L (T) ( 1 ) = T. For J 6 = ; and m > 1, we split f1;:::;kg into disjoint sets I and I C and J into disjoint sets J 0 and J C 0 to be selected later. Using the Cauchy-Schwarz inequality, the integral now is less than 
