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Abstract
A central question in numerical homogenization of partial differential equations with multiscale
coefficients is the accurate computation of effective quantities, such as the homogenized coefficients.
Computing homogenized coefficients requires solving local corrector problems followed by upscaling
relevant local data. The most naive way of computing homogenized coefficients is by solving a local
elliptic problem, which is known to suffer from the so-called resonance error dominating all other
errors inherent in multiscale computations. A far more efficient modelling strategy, based on adding
an exponential correction term to the standard local elliptic problem, has recently been proved to
result in exponentially decaying error bounds with respect to the size of the local geometry. The ques-
tions in relation with the accuracy and computational efficiency of this approach has been previously
addressed in the context of periodic homogenization. The present article concerns the extension of
mathematical and numerical study of this modified elliptic corrector problem to stochastic homog-
enization problems. In particular, we assume a stationary, ergodic micro-structure and i) establish
the well-posedness of the corrector equation, ii) analyse the bias (or the systematic error) originat-
ing from additional exponential correction term in the model. Numerical results corroborating our
theoretical findings are presented.
Key words. multiscale methods, stochastic homogenization, resonance error, systematic error
AMS subject classification. 35B27, 35R60, 60G10, 60H15, 65N99
1 Introduction
A common denominator of many problems in natural sciences and engineering is that they include el-
ements of heterogeneity and randomness at fine scales. For instance, the characteristics of widely used
construction materials such as clay, ceramics, and concrete, or properties of polymer reinforced composite
materials used in aerospace industry, are not only microscopically inhomogeneous, but also incorporate
uncertainty due to imperfections distributed randomly in the microstructure [29, 34]. Other related appli-
cations include but are not limited to problems in solid and fluid mechanics, hydrogeology and chemistry,
and transport of pollutant in porous media [7, 32]. Partial differential equations (PDEs) with multiscale
random input data can be employed to model such physical phenomena. In general, microscopic features
influence the overall macroscopic behaviour, and therefore their effects have to be accurately quantified.
From the point of view the numerical simulations, the problem is twofold: the presence of rapidly varying
model parameters require resolutions down to the fine scales, and many replicas of an already expensive
multiscale problem/solution are needed to capture statistically meaningful quantities.
In order to bypass the above mentioned computational challenges, one may resort to analytical
tools, such as the homogenization theory, see e.g., [8, 13, 33], which aims to describe the macroscopic
behaviour of a microscopically inhomogeneous system. Once the effective quantities in the homogenized
model are determined, standard numerical techniques can be used to compute the macroscopic response
at a cost independent of the small scales. However, deriving such homogenized models often requires
strong simplifying assumptions, e.g., periodicity of the underlying microstructure, which may not be
seen too often in practical applications. This has led to the birth and development of more general
purpose multiscale numerical methods over the last two decades, allowing for accurate approximations of
the macroscale behaviour without fully resolving the microscale variations over much larger macroscopic
geometries, see e.g., [1, 17, 28, 31, 37].
Realistic models may incorporate uncertainty (randomness) either because the model parameters are
not perfectly known or because the intrinsic nature of the problem is uncertain. Moreover, the uncertainty
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may arise from multiple sources, e.g. from the coefficients, the right-hand side, and the initial data, or
from the computational geometry itself. In this paper, we consider the following multiscale elliptic PDE
with multiscale random coefficients, modelling e.g., diffusion or conductivity in random media over a
domain D ⊂ Rd: {
−∇ · (aε(x)∇uε) = f in D,
uε = 0 on ∂D,
(1)
where aε(x) = a(x/ε) represents the heterogeneous medium with microscopic variations of characteristic
length ε≪ |D| = O(1). We assume that the tensor aε(·) is the realization of a random field aε : Ω×D 7→
R
d×d, where Ω is a suitable probability space, and that aε(·) ∈ [L∞ (Ω, L∞(D))]d×d is symmetric,
uniformly elliptic and bounded, i.e., ∃α, β > 0 such that
α |ζ|2 ≤ ζ · aε(x)ζ ≤ β |ζ|2 , ∀ζ ∈ Rd, a.e. in Ω×D, ∀ε > 0. (2)
The original problem (1) is well-posed for any f ∈ H−1(D). Under the condition that the coefficients
are stationary and ergodic, the solution uε of (1) can be approximated, as ε→ 0, by the solution u0 of
the so-called homogenized equation:{
−∇ · (a0∇u0) = f in D,
u0 = 0 on ∂D,
(3)
where a0 is a deterministic constant-valued matrix. The existence of the homogenized problem (3) is the
central result of homogenization theory [8, 14, 33].
The first theoretical results on the homogenization of stationary ergodic random media were proved
in [35, 40]. The homogenized tensor can be recovered by solving the corrector problem:
−∇ · (a(x) (∇χ+ ξ)) = 0 in Rd, (4)
where ξ ∈ Rd, |ξ| = 1. The gradient of the corrector function, ∇χ, is a stationary random field itself and
the homogenized coefficient in (3) can be expressed as
ξ · a0ξ = E [(∇χ+ ξ) · a(x) (∇χ+ ξ)] =
 
Rd
(∇χ+ ξ) · a(x) (∇χ+ ξ) dx, (5)
where the x-dependency is lost due to the stationarity of the coefficients and the second identity is
guaranteed by the Birkhoff’s ergodic theorem. The auxiliary problem (4) is set over the entire Rd,
and cannot be computed numerically. Hence, the effective coefficients are approximated by solving
approximate models, some of which are reviewed in Subsection 1.1.
1.1 Existing elliptic models for computational homogenization
In computations, a truncation of the infinite domain Rd in formulations (4)-(5) is inevitable. In what
follows, we will mention three computational approaches to approximate the homogenized coefficient,
two of which have already been analysed in the stationary-ergodic random setting.
1.1.1 A naive elliptic approach
The most natural approach for approximating the homogenized coefficient is to replace the infinite
domain formulations (4)-(5) by{
−∇ · (a(x) (∇χR + ξ)) = 0 in KR := (−R/2, R/2)d,
χR = 0 on ∂KR,
(6)
and
ξ · a0,R,Lξ =
 
KL
(∇χR + ξ) · a(x) (∇χR + ξ) dx, (7)
with KL := (−L/2, L/2)d ⊂ KR. In theory any 1 ≤ L ≤ R may be chosen in (7), but for computational
efficiency, L = O(R) is preferred in practice. We implicitly assume that L = O(R) although we keep
the notation L as a separate parameter to indicate that the size of the averaging domain |KL| may be
different than |KR|. Note that the Dirichlet boundary conditions (BCs) in (6), may be safely replaced
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by other BCs, e.g. periodic or homogeneous Neumann BCs. The approximation error between a0,R,L
and a0 is measured in a mean square sense as
sup
ξ∈Rd,‖ξ‖=1
E
[∣∣ξ · (a0,R,L − a0)ξ∣∣)2] 12 ≤ sup
ξ∈Rd,‖ξ‖=1
E
[∣∣ξ · (a0,R,L − a0,L)ξ∣∣2] 12︸ ︷︷ ︸
boundary error
+ sup
ξ∈Rd,‖ξ‖=1
√
Var (ξ · a0,Lξ)︸ ︷︷ ︸
statistical error
. (8)
Here, the term a0,L is a random variable approximating the homogenized coefficient, i.e. E
[
a0,L
]
= a0,
and it is computed by replacing χR in formula (7) by the solution χ to (4). The first term in the right-
hand side of (8) is due to the mismatch between the values of χ and χR on the boundary ∂KR, while the
second term accounts for the statistical error, due to the averaging of a finite number of samples. The
boundary error is known to be O(R−α) with 0 < α ≤ 1, [10, 41]. The convergence rate is known to be of
first order (α = 1) for periodic coefficients, while it is typically worse in the random case. In dimension
d = 1 the convergence rate is proven to be α = 1/2, while α ≈ 625 in dimension d = 3, [18]. On the other
hand, the statistical error scales as O(L−d/2), which is the optimal rate due to the central limit theorem.
Therefore the boundary error dominates the errors due to discretization and statistical averaging, which
is also present in typical multiscale numerical methods, and better strategies are needed to bring this
error down to practical tolerances of interests.
Several interesting approaches have recently been proposed to reduce the above mentioned boundary
error, see [2, 3, 4, 5, 9, 11, 23, 24, 27], where the core idea relies on modifying the corrector problem
(6) so that the artificial boundary conditions imposed on the boundary ∂KR has a minor influence on
the accuracy of the approximate homogenized coefficient. In the remaining part of the introduction, we
briefly mention two successful approaches from [3, 23], which use elliptic corrector problems.
1.1.2 An elliptic problem with zero-th order regularization
Another approach relies on the following regularized corrector problem:{
1
T χT,R −∇ · (a(x) (∇χT,R + ξ)) = 0 in KR,
χT,R = 0 on ∂KR.
(9)
This regularized problem was first introduced in [40] to prove the existence of ∇χ satisfying (4) in the
abstract space of stationary random fields. Later in [23], it was used directly as a model for computational
approximation of the homogenized tensor as follows
ξ · a0,R,L,T ξ =
 
KL
(∇χT,R + ξ) · a(x) (∇χT,R + ξ) dx. (10)
In this case, the error between a0,R,L,T and the exact homogenized coefficient a0 is split into three terms
sup
ξ∈Rd,‖ξ‖=1
E
[∣∣ξ · (a0,R,L,T − a0)ξ∣∣)2] 12 ≤ sup
ξ∈Rd,‖ξ‖=1
E
[∣∣ξ · (a0,R,L,T − a0,L,T )ξ∣∣2] 12︸ ︷︷ ︸
boundary error
+ sup
ξ∈Rd,‖ξ‖=1
√
Var (ξ · a0,T,Lξ)︸ ︷︷ ︸
statistical error
+ sup
ξ∈Rd,‖ξ‖=1
∣∣ξ · (a0,T − a0)ξ∣∣︸ ︷︷ ︸
systematic error
, (11)
where the deterministic constant coefficient a0,T is defined in (12) , and a0,L,T is obtained by replacing
χT,R in (10) by χT solving (9) over R
d, where the Dirichlet boundary conditions are (naturally) not
imposed. These terms are denoted, respectively, by boundary, statistical and systematic errors. The first
term in the right-hand side of (11) accounts for the boundary error due to the mismatch between χT,R
and χT . On the other hand, the term a
0,T is the expected value of a0,L,T that satisfies
ξ · a0,T ξ := E [ξ · a0,L,T ξ] = lim
L→+∞
 
KL
(∇χT + ξ) · a(x) (∇χT + ξ) dx, (12)
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by the Birkhoff’s ergodic theorem. Hence, the second term in the right-hand side of (11) is due to the
statistical error associated with the approximation (10). Finally, the last term in the right hands of
(11) represents the error due to adding a zero-th order regularization term of order 1/T to the standard
elliptic corrector problem (4), and is called the systematic (or bias) error. The precise decay of the
errors in relation with boundary, systematic, and statistical errors are summarized in Table 1 to improve
readability.
1.1.3 An elliptic problem with an exponential regularization
Recently, another approach based on a modified elliptic PDE was proposed in [2] and analysed in [3] for
periodic coefficients. Similar to (9), the approach relies on adding a regularization term to the standard
elliptic corrector problem (6) in order to reduce the effect of inaccurate homogeneous Dirichlet BCs posed
on the boundary ∂KR of the computational geometry. In this case, the corrector problem reads as{
e−AT gξ −∇ · (a(x) (∇χT,R + ξ)) = 0 in KR,
χT,R = 0 on ∂KR,
(13)
where A := −∇ · (a(x)∇), and gξ := ∇ · (a(x)ξ). The approximate homogenized coefficient is then
obtained by computing (10) as in the zero-th order regularization approach. The approximation error
can again be split into three terms (boundary, systematic, and statistical errors) exactly as in (11), whose
decay rates are summarized in Table 1. As it can be observed, this approach also leads to an exponential
decay of the boundary error, see [3] for a proof which is valid for periodic deterministic coefficients.
Although both regularized approaches (9) and (13) lead to an exponential decay of the boundary error,
the latter has advantages with respect to two aspects:
a) in both approaches the optimal values for L and T are, respectively, L = O(R), and the T = O(Rβ),
1 < β < 2, but in approach (9) the exponential term decays as e−c1R
1−α/2
, while it decays as
e−c2R
2−α
for the approach (13);
b) for dimensions up to d = 5, the prefactor of the boundary error for the exponential regularization
approach grows much slower than that of the zero-th order regularization approach.
Therefore, in simulations, the exponential decay of the boundary error for the model (13) is observed for
moderate sizes of R, e.g., R = 10, whereas in the zero-th order regularization approach (9) much larger
values for R are needed to bring the boundary error to computationally desirable tolerances.
Corrector prob. Naive (6) zero-th order reg. (9) exponential reg. (13)
Boundary err. R−α
√
Te
−c1
R−L√
T R
d−1T (5−d)/2
|R−L|3 e
−c2
|R−L|2
T
Systematic err. 0 T−d/2 T−d/2 (proved here)
Statistical err. L−d/2 L−d/2 L−d/2
Table 1: Error bounds for three different approaches. Note that the error estimates for the boundary
error in relation with the exponential regularization approach is proved only in deterministic periodic
setting.
1.2 The goals of the paper
As discussed in the previous subsection, the corrector problem (13) has recently been found to be very
practical from a “cost vs accuracy” point of view. However, the previous analysis in [3] covered only
periodically varying deterministic microstructures. The main goal of the present paper is to extend the
part of the existing periodic theories to stationary ergodic random media, and thereby prove the validity
of the approach for media possessing more complicated microstructure.
In general, a complete analysis of a given corrector problem is linked to the following main theoretical
questions:
• well-posedness of the corrector/equation,
• study of the boundary error,
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• study of the systematic error (if it exists),
• study of the statistical error.
Several methods to improve the decay of the boundary error in the random homogenization setting
are currently available. For example, the “embedded” method proposed in [11, 12] approximates the
homogenized coefficients by solving a variational minimization problem over a domain where a cell with
heterogeneous coefficients is embedded into a homogeneous environment. The study of the boundary
error for the exponentially regularized corrector problem (13) is associated with the decay of the Green’s
function for the parabolic PDEs on bounded domains, which is reported in a previous paper of the
authors, see [3]. Although the previous analysis has been conducted for periodic tensors, in principle
it is possible to prove exponentially decaying error estimates also when the periodicity assumption is
relaxed. This can be achieved by following the proofs in the periodic setting together with additional
regularity assumptions on the coefficient a. Therefore, the study of the boundary error is excluded
from the present work. Moreover, for the statistical error, it is known that one can not perform better
than the optimal decay rate O(L−d/2) originating from the central limit theorem, which is yet another
theoretical consideration not included here. Several works addressed the issue of mitigating the statistical
error, [20, 36]. A control variate approach for reducing the variance of numerical approximations of
the homogenized coefficients is been employed in [36] in the context of periodic media with randomly
positioned defects. In the case of non-ergodic media, an efficient approach to approximate a0 relies on
the Multi Level Monte Carlo method [22], as proposed in [20].
The goals of the present paper are to establish the well-posedness of the corrector problem (13) for
stationary-ergodic tensors, and to study the systematic error due to adding the exponential regularization
term. In particular, the second goal makes it possible to choose optimal values for the parameters T,R, L
in the model problem (13), which is needed for computationally efficient and accurate approximations
of the homogenized tensor in random media.
The paper is structured as follows. In Section 2 we describe our notation and recall some results that
will be used in the exposition. We describe the modified elliptic approach in Section 3 and discuss and
prove the main results for the stochastic setting in Section 4. Numerical experiments are reported in
Section 5.
2 Notations and definitions
In this section we explain the used notation and provide a precise formulation of the proposed corrector
problems in the stochastic setting.
• Let Ω denote the set of measurable functions a : Rd 7→ Rd×d such that:
i) a(x) is symmetric: aij(x) = aji(x), and
ii) a(·) is uniformly elliptic and bounded, i.e., ∃α, β > 0 such that
α |ξ|2 ≤ ξ · a(x)ξ ≤ β |ξ|2 , ∀ξ ∈ Rd, a.e. x ∈ Rd .
• Let F be the σ-algebra generated by the family{
a ∈ Ω 7→
ˆ
R
d
aij(x)ϕ(x) dx, ϕ ∈ C∞c
(
R
d
)
, i, j = 1, . . . , d
}
,
that means that two realizations aˇ and aˆ can be identified in Ω if they differ only on a zero measure
set.
• Let us endow the measurable space (Ω,F) with a probability measure P. The expected value of
any random variable X : Ω 7→ R is denoted by E[X ] := ´
Ω
X dP.
Definition 2.1. A translation group (or d-dimensional dynamical system) is a family of invertible
measurable maps, indexed by x ∈ Rd, τx : Ω 7→ Ω such that
i) τx+y = τxτy, τ0 = Id;
ii) τx preserves the measure P: P(τxF ) = P(F ), for any F ∈ F and any x ∈ Rd;
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iii) for any random variable X : Ω 7→ R, the function X(τxa(·)) is Rd×Ω measurable with respect to
the product σ-algebra.
In the present work we will use the translation group τx defined by:
τxa(y) := a(x+ y).
Definition 2.2. Let B denote the Borel σ-algebra on Rd. A stationary random variable is a B × F-
measurable map X : Rd×Ω 7→ R such that, for any y ∈ Rd
X(x, τya(·)) = X(x+ y, a(·)), a.e.x ∈ Rd,P-a.e. a ∈ Ω.
If the random variable takes values in Rd it will be called random vector field. If the random variable
takes values in Rd×d it will be called random tensor field.
Remark 1. The identical random tensor field X : Rd×Ω 7→ Rd×d that satisfies
X(x, a(·)) = a(x)
is stationary by definition. So, the random coefficients are stationary by definition.
Definition 2.3. A set F ∈ F is called invariant if τxF ⊂ F and a measurable function X : Ω 7→ R is
called invariant if X(τxω) = X(ω) almost everywhere in Ω.
A translation group τx is called ergodic if the only invariant sets F have either P(F ) = 0 or P(F ) = 1
or, alternatively, if all invariant functions are constant almost everywhere in Ω.
• We denote by KR := [−R/2, R/2]d the hypercube with side length R.
• Let U ⊂ Rd be a domain. The Sobolev space W p,k(U) is defined as
W p,k(U) := {f : Dγf ∈ Lp(U) for all multi-index γ with |γ| ≤ k}.
The norm of a function f ∈W p,k(U) is given by
‖f‖Wp,k(U) :=


(∑
|γ|≤k
´
U |Dγf(x)|p dx
)1/p
(1 ≤ p <∞)∑
|γ|≤k ess supU |Dγf | (p =∞).
• We denote by Lploc(U) the space of locally p-integrable functions,
Lploc(U) =
{
f : U 7→ R :
ˆ
K
|f(x)|p dx < +∞, ∀K ⊂ U,K compact
}
.
For any f ∈ L1loc(Rd) it is possible to define the quantity 
R
d
f(x) dx := lim
R→+∞
 
KR
f(x) dx = E [f(x)] ,
where the identity follows from the ergodic theorem.
• We denote by W p,kloc (U) the space of locally W p,k(U) functions,
W p,kloc (U) = {f ∈ Lploc(U) : Dγf ∈ Lploc(U) for all multi-index γ with |γ| ≤ k} .
The space W 2,1loc (U) will also be denoted by H
1
loc(U).
• We denote by Lppot,loc(U) the space of potential locally p-integrable potential functions,
Lppot,loc(U) =
{
F ∈ (Lploc(U))d : ∃u ∈W p,1loc (U), F = ∇u
}
.
• We denote by Lp the space of stationary fields,
Lp =
{
u ∈ Lploc(Rd) : u is stationary P-a.s.
}
.
The norm of a function u ∈ Lp is given by
‖u‖Lp :=
( 
Rd
|u(x)|p dx
) 1
p
.
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• We denote by Lppot the space of stationary potential fields,
Lppot =
{
F ∈ Lppot,loc(Rd) : F is stationary P-a.s.
}
.
The space Lppot can also be viewed as the completion in the Lp-norm of the set{
∇u : u ∈ C∞(Rd) is a stationary field
}
.
It is remarkable that the function u such that ∇u(·, a) = F (·, a) is not necessarily stationary.
• We denote by H1 the space of stationary weakly differentiable fields,
H1 = {u ∈ L2 : ∇u ∈ L2} .
The norm of a function u ∈ H1 is given by
‖u‖2H1 :=
 
Rd
|u(x)|2 dx +
 
Rd
|∇u(x)|2 dx.
For stationary random variables on ergodic environments one can equivalently write
‖u‖2H1 = E
[
|u(x)|2
]
+ E
[
|∇u(x)|2
]
.
• Let I ⊂ R be an interval and X be a normed space. We denote by L2(I,X) the space of square
integrable functions u : I 7→ X :
L2(I,X) =
{
u : I 7→ X :
ˆ
I
‖u(t)‖2X dt < +∞
}
• Let I ⊂ R be an open interval and X be a normed space. We denote by C(I,X) the space of
functions u : I 7→ X continuous for any t ∈ I.
A fundamental result of qualitative stochastic homogenization theory is the existence of the corrector
functions χ, as proved in [40]:
Theorem 2.4. Let a(·) be a stationary and ergodic tensor field. Then, for any direction ξ ∈ Rd, |ξ| = 1,
there exists a unique χ ∈ L2(Ω, H1loc(Rd)) such that
i) χ satisfies the corrector problem
−∇ · (a(∇χ+ ξ)) = 0, in D′(Rd),P -a.s.;
ii) χ(0, a) = 0;
iii) E [∇χ] = 0;
iv) ∇χ is a stationary vector field.
Moreover, χ grows sub-linearly at infinity: for every compact set K ⊂ Rd,
lim
R→∞
sup
x∈K
(
1
R
χ(Rx, a)
)2
= 0, ∀a ∈ Ω.
Remark 2. In the general case, the corrector χ is not statistically stationary. It is possible to prove
(see, e.g. [6, Chapter 4] or [26]) that the corrector χ is stationary for d > 2.
Throughout the exposition, we assume that u is the solution of the following parabolic differential
problem: 

∂u
∂t
−∇ · (a(x)∇u) = 0 in Rd×(0,+∞),
u(x, 0) = ∇ · (a(x)ξ) in Rd .
(14)
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The solution of (14) is well defined by the use of the parabolic Green’s function, see also [2, 3, 4] and [6,
Chapter 9]:
u(x, t, a) = −
ˆ
Rd
∇yΓ(x, y, t) · a(y)ξ dy, (15)
where Γ(x, y, t) is the fundamental solution of the parabolic equation and solves:

∂Γ
∂t
(·, y, ·)−∇x · (a(x)∇xΓ(·, y, ·)) = 0,
Γ(·, y, 0) = δy(·),
and


∂Γ
∂t
(x, ·, ·) −∇y · (a(y)∇yΓ(x, ·, ·)) = 0,
Γ(x, ·, 0) = δx(·),
where δx is the Dirac delta function centered in x. From classical results on linear parabolic partial
differential equations [21], we know that, for any a ∈ Ω, problem (14) has a unique solution u.
3 The modified elliptic model
In the context of deterministic homogenization, the use of corrector problem (4) on a reference volume
element KR revealed to be computationally inefficient for approximating the true homogenized coeffi-
cients a0. Indeed, for growing values of R, the number of unknowns grows as Rd, while the accuracy
of the approximation of a0 scales as R−1, [10, 41]. In [2, 3] a higher order numerical homogenization
scheme was presented, analysed and numerically tested for the case of periodic coefficients. The novel
upscaling method is based on modified elliptic cell problems and in this paper we will study its accuracy
properties in the framework of homogenization of stochastic coefficients. Let us thus consider the cell
problem {
−∇ · (a(x) (∇χR,T + ξ)) = −e−AT [∇ · (a(x)ξ)] , in KR,
χR,T is KR-periodic,
(16)
where A is the second order elliptic operator endowed with periodic boundary conditions defined by
A := −∇·(a(x)∇) and e−AT is the semigroup generated by A evaluated at time T . As for the regularized
cell problem (9), we believe that the modified corrector over the bounded cell χR,T approximates with
an infinite order of accuracy the modified corrector over the unbounded cell χT , that is defined as the
solution of
−∇ · (a(x) (∇χT + ξ)) = −u(·, T ) , in Rd, (17)
where u(·, T ) is the solution of the Cauchy problem (14) evaluated at time T . In this perspective, the
approximation of χT over a bounded cell lies within a negligible error away from χT , provided that the
cell size Rd is sufficiently large. This result has been proved in [3] for regular, periodic coefficients.
The modified corrector functions χR,T and χT are employed to upscale the multiscale tensor by the
cell average formulas :
ξ · a0,R,L,T ξ :=
 
KL
(∇χR,T + ξ) · a(x) (∇χR,T + ξ) dx, and (18)
ξ · a0,L,T ξ :=
 
KL
(∇χT + ξ) · a(x) (∇χT + ξ) dx, (19)
where the restriction over the smaller box KL is necessary in order to achieve the exponential decay of
the boundary error, whose upper bound depends on (R − L), as proved in [3] in the periodic setting.
The main contribution of this work is to prove the well-posedness of the modified cell problem on the
unbounded domain (17), prove a convergence rate for the systematic error a0,T − a0 (a0,T being defined
in (21)) and demonstrate the decay of the global modelling error a0,R,L,T − a0 by means of numerical
experiments.
4 Main result
In this section we provide the main results of the present work, formulated in Theorems 4.1 and 4.2. As
stated in Section 3, our goal is to bound the systematic errors for the upscaling scheme (17). First of
all, we prove that the cell problem (17) is well-posed and that ∇χT is a stationary random field. The
well-posedness proof is based on the equivalence between the gradient of the modified corrector ∇χT
and the time integral of ∇u, for which we rely on time decay properties of parabolic solutions. The
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stationarity of ∇χT , which can be compared to the stationarity of ∇χ of (4), is essential for applying
the ergodic theorem in the definition of a0,T . Then, we can exploit the time decay of ∇u as well as the
equivalent definition of a0,T and a0 as integrals in Rd and Ω to derive a-priori bounds on the systematic
error.
Theorem 4.1. Let u ∈ C ([0,+∞),L2) be the solution of (14). Then, there exists a unique ∇χT ∈ L2pot
such that
−∇ · (a(∇χT + ξ)) = −u(·, T ), in D′(Rd), P-a.s.. (20)
Remark 3. In [6] the authors proved that for ∇u and ∇χ as above the following relation holds true:
∇χ(x) =
ˆ +∞
0
∇u(x, t) dt, P-a.s.
This identity entails the stationarity of ∇χ, as a consequence of the stationarity of ∇u. Moreover, the
identity does not hold true for u and χ, because the time integral of u does not converge. We will use a
similar identity to prove Theorem 4.1.
Theorem 4.2 (systematic error). Let a(x) ∈ Ω, a0 and a0,T be defined, respectively, as in (5) and by
ξ · a0,T ξ := lim
L→+∞
 
KL
(∇χT + ξ) · a(y) (∇χT + ξ) dy = E
[
ξ · a0,T,Lξ] . (21)
Then, there exists a positive constant C(d, α, β) < +∞ such that
sup
ξ∈Rd,‖ξ‖=1
∣∣ξ · (a0,T − a0)ξ∣∣ ≤ CT−d2 . (22)
The proofs of Theorems 4.1 and 4.2 are based on the decay in time of the parabolic solution u, which
are collected in Subsection 4.1.
4.1 Decay of parabolic solutions
In this section we collect some results about the decay in time of the solutions to parabolic PDEs in Rd
with stationary random coefficients.
First of all, we recall a classical result on the time decay of the solutions to parabolic problems and
deduce the results of Lemma 4.4. These results are not new, for example they are proved in [6] for the
case of Zd-stationary random fields.
Lemma 4.3. Let u be the solution of (14). Then, there exists a constant C(α, β, d) > 0 such that, for
every t > 0,
‖u(·, t)‖L∞(Rd) + t
1
2 ‖∇u(·, t)‖L∞(Rd) ≤ Ct−
1
2 . (23)
Lemma 4.4. Let u be the solution of (14). Then, u is a stationary random field and
E [u(x, t)] = 0, ∀t > 0, ∀x ∈ Rd . (24)
Proof. Step 1. We prove the stationarity of u. Let us recall that u can be expressed by formula (15).
Then, by the fact that Γ(x+ z, y + z, t, a) = Γ(x, y, t, τza)
u(x+ z, t, a) = −
ˆ
Rd
∇yΓ(x + z, y, t, a) · a(y)ξ dy
= −
ˆ
R
d
∇yΓ(x + z, y + z, t, a) · a(y + z)ξ dy
= −
ˆ
R
d
∇yΓ(x, y, t, τza) · τza(y)ξ dy = u(x, t, τza).
Step 2. Let B1 be the unit ball centered at 0, ψ ∈ C∞c (B1) with unit mass in L1(B1) and ψR(x) :=
R−dψ(x/R). Let us write (14) in weak form with ψR as test function and integrate in time for 0 < t1 <
t < t2:
E [u(·, t1)]− E [u(·, t2)] = lim
R→+∞
E
[ˆ t2
t1
ˆ
R
d
∇u(x, t) · a(x)∇ψR(x) dx dt
]
.
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By the Ho¨lder inequality, we bound the absolute value of the right-hand side from above:∣∣∣∣E
[ˆ t2
t1
ˆ
Rd
∇u(x, t) · a(x)∇ψR(x) dx dt
]∣∣∣∣ ≤ E
[ˆ t2
t1
β ‖∇u(·, t)‖L∞(Rd) ‖∇ψR‖L1(Rd) dt
]
≤ βR−1 ‖∇ψ‖L1(Rd) E
[ˆ t2
t1
‖∇u(·, t)‖L∞(Rd) dt
]
The term E
[´ t2
t1
‖∇u(·, t)‖L∞(Rd) dt
]
is uniformly bounded in R thanks to the decay of ‖∇u(·, t)‖L∞(Rd)
of Lemma 4.3. So,
lim
R→+∞
E
[ˆ t2
t1
ˆ
Rd
∇u(x, t) · a(x)∇ψR(x) dx dt
]
= 0
and we deduce that E [u(·, t)] is constant in time. From the fact that ‖u(·, t)‖L∞(Rd) decays to zero and
from the stationarity of u, we conclude that E [u(x, t)] = 0 for any t > 0 and any x ∈ Rd .
Time decay rates of E [|u|p] and E [|∇u|p] for homogenization problems over discrete networks were
proved in several works, e.g. [25, Theorem 1] and [39, Lemma 9.7]:
E [|u|p] 1p ≤ C(t+ 1)−( 12+ d4 ) for any p ≥ 1 and E
[
|∇u|2
] 1
2 ≤ C(t+ 1)−(1+ d4 ).
More recently, similar estimates were also derived for the continuous case in [6]. Theorem 4.5 and
Corollary 4.6 provide time decay bounds on the moments E [|u|p].
Theorem 4.5 ([6, Theorem 9.1]). For every σ ∈ (0, 2), there exists a constant C(σ, d, α, β) < +∞ such
that the following holds. Let a(·) ∈ L∞(Rd) be a stationary random field such that, for every x ∈ Rd,
a(x)ξ is F-measurable and let u ∈ P be the solution of (14). Then, for every t ∈ [1,+∞) and x ∈ Rd,
E
[
exp
((
C−1t
1
2+
d
4 |u(x, t)|
)σ)]
≤ 2. (25)
Corollary 4.6. Let the assumptions of Theorem 4.5 be satisfied. Then, for any p ≥ 1, there exists a
constant C(p, d, α, β) < +∞ such that, for every t ∈ [1,+∞) and x ∈ Rd
E [|u(x, t)|p] 1p ≤ Ct−( 12+ d4 ) (26)
Proof. From Theorem 4.5, by taking σ = 1, we know that there exists a constant C(d, α, β) < +∞ such
that
E
[
exp
(
C−1t
1
2+
d
4 |u(x, t)|
)]
≤ 2
for every t ∈ [1,+∞) and x ∈ Rd. Since the exponential of a random variable X grows faster than |X |p
for any p, the integrability of eX implies the integrability of any power of X . Therefore, there exists a
constant C(p) < +∞ such that
E [|X |p] ≤ C(p)E [eX] .
By taking X = C−1t
1
2+
d
4 |u(x, t)| in the previous inequality we conclude that there exists a constant
C(p, d, α, β) < +∞ such that
E [|u(x, t)|p] 1p ≤ Ct−( 12+ d4 ).
Corollary 4.6 shows that there is a clear difference between the time decay of parabolic solutions
set in bounded domains (as, for instance, in the case of periodic correctors) and in unbounded domains
(as in the stochastic homogenization setting). Indeed, in the periodic (or bounded domain) setting,
the Poincare´ inequality entails exponential decay in time of the spatial L2-norm. Such a property is
fundamental in the derivation of exponential order convergence rates of the modelling error in [2, 3, 4].
In the stochastic setting we do not necessarily have such an inequality in H1.
Proposition 4.7. Let u be the solution of (14) with ∇ · (a(x)ξ) ∈ L2. Then
u ∈ L2 ((0,+∞),H1) ∩ C ([0,+∞),L2) .
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Proof. We first prove that u ∈ L2 ((0,+∞),H1) and, then, that u ∈ C ([0,+∞),L2).
Step 1 - u ∈ L2 ((0,+∞),H1):
We already know from Lemma 4.4 that u(·, t) is stationary for any t ≥ 0. So, we only have to prove
that ˆ +∞
0
E
[
u(·, t)2] dt < +∞ and ˆ +∞
0
E
[
|∇u(·, t)|2
]
dt < +∞.
The function E
[
u(·, t)2] is decreasing in time, indeed, from (14),
d
dt
E
[
u2
]
= 2E [u∂tu] = −2E [∇u · a(x)∇u] < 0.
So, we can bound the integral using ∇ · (a(x)ξ) ∈ L2 and the result of Corollary 4.6:
ˆ +∞
0
E
[
u(·, t)2] dt ≤ ˆ 1
0
E
[
u(·, t)2] dt+ ˆ +∞
1
E
[
u(·, t)2] dt
≤ E
[
|∇ · (a(x)ξ)|2
]
+ C
ˆ +∞
1
t−(1+
d
2 ) dt < +∞.
(27)
Next, from the ellipticity of a(·), we have:
αE
[
|∇u(·, t)|2
]
≤ E [∇u · a(x)∇u] = −1
2
d
dt
E
[
u(·, t)2] .
So, since E
[
u(·, t)2] vanishes for t→ +∞,
ˆ +∞
0
E
[
|∇u(·, t)|2
]
dt ≤ 1
2α
E
[
u(·, 0)2] < +∞. (28)
From (27) and (28) we conclude that u ∈ L2 ((0,+∞),H1).
Step 2 - u ∈ C ([0,+∞),L2):
Let t ≥ 0. Since f(z) = √z is continuous in [0,+∞), it is sufficient to prove the continuity of E [u2]:
E
[
u(·, t+ h)2]− E [u(·, t)2] = ˆ t+h
t
d
dt
E
[
u(·, t)2] dt
= −
ˆ t+h
t
E [∇u · a(x)∇u] dt −→
h→0
0,
and the proof is concluded.
Now, we state a result on the time decay of the second moment of ∇u. The proof follows from the
one of [39, Lemma 9.7].
Proposition 4.8. Let a(·) ∈ Ω and let u be the solution of (14). Then, there exists a positive constant
C(d, α, β) < +∞ such that, for every t ∈ [2,+∞) and x ∈ Rd,
E
[
|∇u(x, t)|2
] 1
2 ≤ Ct−( d4+1). (29)
Proof. Let us begin by proving that the map t 7→ E [∇u(x, t) · a(x)∇u(x, t)] is nonincreasing. Indeed, its
time derivative can be expressed as:
∂tE [∇u(x, t) · a(x)∇u(x, t)] = 2E [∇(∂tu)(x, t) · a(x)∇u(x, t)]
= 2E [∇(∇ · (a(x)∇u(x, t))) · a(x)∇u(x, t)]
= −2E
[
|∇ · (a(x)∇u(x, t))|2
]
≤ 0.
Thus, from the weak formulation of (14) with u as test function and inequality (26) for t/2 ≥ 1 and
p = 2, we can write
E [∇u(x, t) · a(x)∇u(x, t)] ≤ 2
t
ˆ t
t
2
E [∇u(x, s) · a(x)∇u(x, s)] ds
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≤ −1
t
ˆ t
t
2
∂tE
[
|u(x, s)|2
]
ds
≤ 1
t
[
E
[
|u (x, t)|2
]
− E
[∣∣∣∣u
(
x,
t
2
)∣∣∣∣2
]]
≤ Ct−( d2+2).
Then, (29) follows from the assumption of uniform ellipticity of the coefficients.
4.2 Well-posedness modified corrector problem
Now we are ready to prove that problem (17) is well-posed.
Theorem 4.1. Let us define the stationary function
Ψ :=
ˆ T
0
∇u(·, t) dt. (30)
Then, Ψ ∈ (L2)d. Indeed, by Minkowski integral inequality and Proposition 4.7 we have:
E
[
|Ψ(x)|2
] 1
2
:= E

∣∣∣∣∣
ˆ T
0
∇u(x, t) dt
∣∣∣∣∣
2


1
2
≤
ˆ T
0
E
[
|∇u(x, t)|2
] 1
2
dt < +∞.
The weak form of (14) is: Find u ∈ L2 ((0,+∞),H1) such that
d
dt
E [uφ] + E [∇φ · a(x)∇u] = 0, ∀φ ∈ H1.
By integration in time and (30), we get
E [∇φ · a(x) (Ψ + ξ)] = −E [u(·, T )φ] , ∀φ ∈ H1.
To conclude, we have to prove that Ψ ∈ L2pot. The function Ψ is trivially vortex-free, since it is the
gradient of
´ T
0 u(·, t) dt. Hence, we are allowed to define Ψ as ∇χT .
The uniqueness of∇χT trivially follows from uniqueness of solution for the standard corrector problem
(4), proved in [40].
4.3 Proof of the systematic error bound
The systematic error is
eSY S := sup
ξ∈Rd,‖ξ‖=1
∣∣ξ · (a0,T − a0)ξ∣∣ . (31)
We will rely on the result on the time decay of ∇u(·, t) and on the definition of ∇χ and ∇χT as time
integral of ∇u(·, t) in order to bound the systematic error.
Theorem 4.2. We first notice that the two identities contained in (21) follow from the stationarity of a(·)
and the Birkhoff ergodic theorem. Next, we prove that
ξ · (a0,T − a0)ξ = E [(∇χT −∇χ) · a(·) (∇χT −∇χ)] . (32)
By definition of a0,T and a0,
ξ · (a0,T − a0)ξ = E [(∇χT + ξ) · a(·) (∇χT + ξ)− (∇χ+ ξ) · a(·) (∇χ+ ξ)]
= E [(∇χT + ξ) · a(·) (∇χT + ξ)− (∇χ+ ξ) · a(·) (∇χT + ξ)]
+ E [(∇χT + ξ) · a(·) (∇χ+ ξ)− (∇χ+ ξ) · a(·) (∇χ+ ξ)]
= E [(∇χT −∇χ) · a(·) (∇χT + ξ) + (∇χT −∇χ) · a(·) (∇χ+ ξ)]
= E [(∇χT −∇χ) · a(·) (∇χT + ξ)− (∇χT −∇χ) · a(·) (∇χ+ ξ)]
= E [(∇χT −∇χ) · a(·) (∇χT −∇χ)] ,
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where the fourth inequality comes from
E [(∇χT −∇χ) · a(x) (∇χ+ ξ)] = 0 = −E [(∇χT −∇χ) · a(x) (∇χ+ ξ)] ,
for any x ∈ Rd1. Thus, by the uniform boundedness of a(·) and the Ho¨lder inequality we have:∣∣ξ · (a0,T − a0) ξ∣∣ = |E [(∇χT −∇χ) a(·) (∇χT −∇χ)]| ≤ βE [|∇χT −∇χ|2] .
Now, we recall that
∇χ =
ˆ +∞
0
∇u(·, t) dt, and ∇χT =
ˆ T
0
∇u(·, t) dt,
we subsitute these equivalences in the expression above and use the Minkowski integral inequality to
switch the two integrations:
∣∣ξ · (a0,T − a0) ξ∣∣ ≤ βE
[∣∣∣∣
ˆ +∞
T
∇u(·, t) dt
∣∣∣∣
2
]
≤ β
(ˆ +∞
T
E
[
|∇u(·, t)|2
] 1
2
dt
)2
.
Finally, from the time decay result for ∇u(·, t) (29) we conclude that
∣∣ξ · (a0,T − a0) ξ∣∣ ≤ C (ˆ +∞
T
t−(
d
4+1) dt
)2
≤ CT−d2 .
and (22) follows from the fact that C does not depend on ξ.
5 Numerical experiments
In this section we collect the results of numerical experiments performed in order to:
• verify numerically the exponential convergence of the boundary error in the context of random
coefficients;
• verify numerically the correctness of the proved bound on the systematic error in Theorem 4.2;
• compare the convergence of the global modelling error for the standard numerical homogenization
scheme and for the modified elliptic approach.
The convergence of the error is measured with respect to the modelling parameters R, L and T . As
we already saw in Section 1, the mean square error can be bounded by the sum of three terms: the
boundary, the systematic and the statistical errors. In order to avoid that the approximation error is
dominated by the statistical error (which is often the case when L is not chosen large enough), we looked
at the error in mean, i.e.,
eM := sup
ξ∈Rd,‖ξ‖=1
∣∣ξ · E [a0,R,L,T − a0] ξ∣∣ . (33)
The advantage of using this error measure is that it does not depend on the statistical error, allowing
for experimentally testing the decay of the sum of boundary and systematic errors. This is clear from
the decomposition:∣∣ξ · E [a0,R,L,T − a0] ξ∣∣ ≤ ∣∣ξ · E [a0,R,L,T − a0,L,T ] ξ∣∣+ ∣∣ξ · E [a0,L,T − a0,T ] ξ∣∣︸ ︷︷ ︸
=0, by (21)
+
∣∣ξ · E [a0,T − a0] ξ∣∣ ,
thus implying that
eM ≤ sup
ξ∈Rd,‖ξ‖=1
∣∣ξ · E [a0,R,L,T − a0,L,T ] ξ∣∣︸ ︷︷ ︸
boundary error
+ sup
ξ∈Rd,‖ξ‖=1
∣∣ξ · (a0,T − a0) ξ∣∣︸ ︷︷ ︸
systematic error
.
The boundary error has a deterministic upper bound that converges exponentially with exponent −|R−L|
2
T ,
see Table 1, while the systematic error decays as T−d/2, as proved in Section 4. Computing eM exactly is
1To prove it, one can test the standard corrector equation against θ(χT − χ), where θ ∈ C
∞
c
(
R
d
)
is such that θ ≡ 1 on
the ball BR, then, pass to the limit for R→ +∞ and use the ergodic theorem.
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not possible, because it relies on an integral formulation over the probability space Ω, but we approximate
it by computing the empirical average
a¯0,R,L,T,N =
1
N
N∑
k=1
a0,R,L,T,k, (34)
converging to E
[
a0,R,L,T
]
in probability, by the weak law of large numbers. Upon choosing a sufficiently
large number of samples, N , the difference between a¯0,R,L,T,N and E
[
a0,R,L,T
]
can be made negligible.
5.1 The covariance function of random fields
For simplicity, we will consider only isotropic media, for which the heterogeneous tensor can be written as
a(x) = f(x)I, where f : Rd 7→ R and I ∈ Rd×d is the identity matrix. With a slight abuse of notation we
will denote both the matrix of coefficients and the function f above by a(x). Stationarity of the random
fields implies that E [a(·)] = µId×d does not depend on the spatial variable x and that the covariance
(matrix-valued) function Cov(x, y) defined as
Cov(x, y) := E [a(x)a(y)]− µ2
only depends on the distance x − y. Therefore, for stationary random fields, there exists a function
r : Rd 7→ R such that
Cov(x, y) = r(x − y).
When r(t) = r(|t|) the medium is said to be statistically isotropic. Several choices for the covariance
function are possible. For example, widely used classes of covariance functions for one dimensional
isotropic random fields are the exponential covariance function:
r(t) = σ2e−| tl |,
and the Mate`rn covariance function:
r(t) = σ2
1
Γ(ν)2ν−1
(√
2ν
∣∣∣∣ tl
∣∣∣∣
)ν
Kν
(√
2ν
∣∣∣∣ tl
∣∣∣∣
)
,
where σ2 is the variance, l is the correlation length, Γ is the gamma function, Kν is the modified Bessel
function of the second kind and ν is a smoothness parameter. Another choice is the the long-range
covariance function:
r(t) = (1 + |t|)−1/2 . (35)
All random fields considered in the numerical experiments are generated by the circulant embedding
method described in [15].Two types of random fields are depicted in Figure 1.
5.2 Optimal scaling of T vs. R
Here we briefly discuss the optimal scaling of the parameter T as a function of R (and L) with the
aim of maximizing the rate of decay of eM .We find the regime under which none of the boundary and
systematic errors is dominating but the two are (approximately) equal. Let us start by considering the
exponential term in the upper bound for the boundary error. Then, we impose:
C1 exp
(
−c2 |R− L|
2
T
)
= C2T
−d2 =⇒ T log
((
C1
C2
) 2
d
T
)
=
2c2
d
|R− L|2 .
The constants C1, C2 are unknown and problem-dependent, but we can conclude that the optimal scaling
is obtained for
c |R− L| ≤ T ≤ C |R − L|2 , (36)
with c, C > 0.
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Figure 1: Realizations of random fields.
5.3 One dimensional logit-normal random coefficients
We test the convergence of the approximate homogenized coefficient for a random diffusion coefficient
distributed according to the logit-normal law. A logit-normal random field is an isotropic random field
a(·) ∈ Ω of the form
a(x) =
b+ e−κ(Z(x)−z0)
c+ e−κ(Z(x)−z0)
;
where b, c, κ, z0 ∈ R and Z is a Gaussian random field of zero average and r(·) is the covariance function.
We set b = 2, c = 1, κ = 1 and x0 = 0. In the one dimensional case, the homogenized coefficient can be
computed by the harmonic mean: a0 = E
[
a(·)−1]−1. Hence, in the logit-normal case,
a0 =
(ˆ
R
a(y)−1fZ(y) dy
)−1
,
where fZ is the Gaussian probability density function.
We computed the approximation to the homogenized coefficients by finite elements (FE) discretization
on a grid with mesh size h = 2−8. The modified auxiliary problem (16) is solved over the domain
KR := (−R/2, R/2) with periodic boundary conditions, with the values of R ranging from 5 to 500. The
other parameters are L = 2R/3, for the size of the averaging domain KL, and T , for the modified forcing
term. The approximation to the homogenized coefficients are computed as in (18). As an approximation
of the quasi-optimal scaling (36), we choose
T =
|R− L|2
100
.
The right-hand side of (16) is approximated in the FE space by the exponential matrix e−M
−1
h
ATg,
where g is the vector of components of the projection of g(·) = ddxa(·) in the FE space,Mh is the lumped
mass matrix and Ah is the stiffness matrix. The exponential matrix is not computed exactly, but it
is approximated in the Krylov subspace generated by M−1h Ahg and computed by the Lanczos method
(M−1h Ah is symmetric and positive definite) as proposed in [30]. The maximum number of Krylov basis
elements is 2000.
The error in mean between the approximate and the exact homogenized coefficient (33) is plotted in
Figure 2. Since the expected value of a0,R,L,T cannot be computed exactly, we approximate it by the
empirical average (34) with N = 1000 i.i.d. samples. The red line shows the error decay for the standard
auxiliary problem with periodic BCs and no oversampling. In this case, the only source of error is due
to the BCs. The error for the modified elliptic approach is represented by the blue line. In this other
case, the global error is the contribution of the boundary and systematic errors. As one can see, the
red curve in Figure 2 decays at a slow rate of R−
1
2 . The blue curve in Figure 2 has a faster decay of
order (approximately) O(R−1), thanks to the scaling of T . Figure 2 also displays the error in mean when
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Figure 2: Comparison of the error in mean of the standard and modified elliptic methods for a logit-
normal random field with Mate`rn covariance function of order ν = 3/2.
N = 105 Monte Carlo samples are chosen. In these simulations, we make sure that the errors do not
depend on the number of samples.
5.4 One dimensional lognormal random coefficients
We test the convergence of the approximate homogenized coefficient for a random diffusion coefficient
distributed according to the lognormal law. A lognormal random field is an isotropic random field
a(·) ∈ Ω for which there exist b, c > 0 such that
a(x) = cebZ(x),
where Z is a Gaussian random field of zero average and r(·) is the covariance function. The model of
lognormally distributed random coefficients is widely used in the environmental engineering community,
see e.g. [16, 19, 38]. However, such a coefficient does not belong toM(α, β), so it is not guaranteed that
it follows the theoretical estimates that we derived in the previous sections. In the one dimensional case,
the homogenized coefficient can be computed by the harmonic mean: a0 = E
[
a(·)−1]−1. Hence, in the
lognormal case,
a0 =
(ˆ
R
a(y)−1fZ(y) dy
)−1
= ce−b
2/2,
where fZ is the Gaussian probability density function. For this test, we have chosen b = c = 1.
We computed the approximation to the homogenized coefficients by finite elements (FE) discretization
on a grid with mesh size h = 2−8. The modified auxiliary problem (16) is solved over the domain is
KR := (−R/2, R/2) with periodic boundary conditions. The values of the parameter R vary from 5 to
500. The other parameters are L = 2R/3, for the size of the averaging domain KL, and T , which is
chosen as
T log(T ) =
|R− L|2
100
.
Note that since the lognormal random field does not belong to the class M(α, β), it is not possible
to choose the value of T according to the optimal scaling derived in (36). The approximation to the
homogenized coefficients are computed as in (18). Moreover, the right-hand side of (16) is approximated
in the FE space as in the previous example.
The error in mean between the approximate and the exact homogenized coefficient (33) is plotted
in Figure 3a. The expected value of a0,R,L,T is approximated it by N = 1000 independent samples of
the lognormal random field. The red line of Figure 3a shows the error decay for the standard auxiliary
problem with periodic BCs and no oversampling, while the blue line displays the decay of the error for
the modified elliptic method. In the first case, the only source of error is due to the BCs, while in the
second case the error consists of two contributions: the boundary error which converges exponentially
and is more visible in the range (R < 100), and the systematic error dominating for larger values of R.
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Figure 3: Error terms for a lognormal random field with covariance function r(t) = (1 + |t|)−1/2.
Next, we show the decay of the boundary error. The boundary error is defined as the difference
E
[
a0,R,L,T − a0,L,T ] and it is controlled by an exponentially decaying deterministic upper bound. The
values of a0,L,T are not directly accessible (they involve the solution of the cell problem over the infinite
domain), so we approximate them by a0,Rmax,L,T ≈ a0,L,T , with Rmax = 500. Additionally, we average
a0,R,L,T and a0,Rmax,L,T over N = 1000 i.i.d. samples. The exponentially decaying (in R) error between
the empirical averages a¯0,R,L,T,N and a¯0,Rmax,L,T,N is depicted in Figure 3b.
5.5 Two dimensional lognormal field with exponential covariance
We will now study the convergence for a two dimensional lognormal random field with exponential
covariance function, such as the one depicted in Figure 4. The field is sampled by generating a Gaussian
random field over the uniform grid{
(xi, yj) ∈ KR : xi = ih− R
2
, yj = jh− R
2
}
,
coinciding with the set of vertices of the structured mesh of stepsize h = 2−5 on KR. The correctors
are computed by the finite element method with P1-elements, and the right-hand side is calculated by
the Krylov subspace method with up to 2000 basis elements. The average is approximated by drawing
N = 200 i.i.d. samples of the lognormal field. The convergence behaviour of the mean error is pictured
in Figure 5 for both the method discussed in this work and the truncated domain approach discussed in
Subsection 1.1.1. In this case we notice that the convergence rates improve to 1 and 3/2 for, respectively,
the standard and the modified elliptic approaches.
6 Conclusion
In this work we addressed the problem of estimating the systematic error for the modified elliptic model,
defined as the difference between the true effective coefficient a0 and its approximation by the corrector
problem (13) over the infinite domain Rd. By exploiting the time decay properties of solutions of linear
parabolic equations, we found that the systematic error scales as T−d/2, where T is the final time.
The parabolic solution, evaluated at time T , enters as a source term into (13). We have also prove
the existence of a corrector ∇χT ∈ L2pot using the very same time decay properties. The numerical
experiments demonstrate that the modified elliptic approach outperforms the standard one in terms of
decay rate of the error as the cell size R grows. This is achieved upon choosing T such that
c |R− L| ≤ T ≤ C |R − L|2 ,
for some c, C > 0. Moreover, the theoretical bound of Theorem 4.2 is verified. The two dimensional
numerical results presented here also verify the improved convergence rates in higher dimensions.
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(a) Logarithmic colour scale.
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Figure 4: Lognormal random field with exponential covariance function.
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Figure 5: Comparison of the error in mean of the standard and modified elliptic methods for a two-
dimensional lognormal random field with exponential covariance function.
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