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Abstract In this work, we will be testing four differ-
ent general f(R)-gravity models, two of which are the
more realistic models (namely the Starobinsky and the
Hu-Sawicki models), to determine if they are viable al-
ternative models to pursue a more vigorous constrain-
ing test upon them. For the testing of these models,
we use 359 low- and intermediate-redshift Supernovae
Type 1A data obtained from thRede SDSS-II/SNLS2
Joint Light-curve Analysis (JLA). We develop a Markov
Chain Monte Carlo (MCMC) simulation to find a best-
fitting function within reasonable ranges for each f(R)-
gravity model, as well as for the Lambda Cold Dark
Matter (ΛCDM) model. For simplicity, we assume a
flat universe with a negligible radiation density distri-
bution. Therefore, the only difference between the ac-
cepted ΛCDM model and the f(R)-gravity models will
be the dark energy term and the arbitrary free pa-
rameters. By doing a statistical analysis and using the
ΛCDM model as our “true model”, we can obtain an
indication whether or not a certain f(R)-gravity model
shows promise and requires a more in-depth view in fu-
ture studies. In our results, we found that the Starobin-
sky model obtained a larger likelihood function value
than the ΛCDM model, while still obtaining the cos-
mological parameters to be Ωm = 0.268
+0.027
−0.024 for the
matter density distribution and h¯ = 0.690+0.005−0.005 for the
Hubble uncertainty parameter. We also found a reduced
Starobinsky model that are able to explain the data, as
well as being statistically significant.
Keywords Supernovae Type 1A · f(R)-gravity
models · Starobinsky model · Hu-Sawicki model ·
Distance modulus
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1 Introduction
Since the proposition of the Theory of General Relativ-
ity (GR) by Einstein, it has developed into the accepted
theory to explain gravity. What made GR useful was
that it was not only able to explain extreme gravity phe-
nomena, but was also able to reduce back to a Newto-
nian description of gravity in a weak gravitational field.
Due to the ability of GR to explain the expansion of the
Universe [1], the Hot Big Bang theory was developed
using GR as its mathematical basis. However, in recent
times, it was discovered that the expansion of the Uni-
verse was accelerating [2], which is not in line with the
GR predictions. Therefore, an unknown pressure force
acting out against gravity, called “dark energy” (Λ ∼
cosmological constant) was added to explain why grav-
ity on cosmological scales were not able to slow down
the expansion [3]. By using the Einstein-Hilbert action,
which tries to extremize the path between two time-like
points in spacetime, with the inclusion of dark energy,
one can derive the cosmological field equations. From
the cosmological field equation, the Friedmann equa-
tions can be derived, with these equations being able
to explain the accelerated expansion of the Universe in
the Big Bang model, and is given by [4, 5]
H2(t) =
ρ(t)
3
− κ
a2(t)
+
Λ
3
, (1)
H˙(t) = −H(t)2 − 1
6
[
ρ(t) + 3P (t)
]
+
Λ
3
, (2)
where H(t) = a˙(t)a(t) is the Hubble parameter with a(t)
the scale factor describing the relative size of the Uni-
verse at a certain time, ρ(t) is the energy density, P (t) is
the isotropic pressure, and κ is the 3D (spacial) curva-
ture. Furthermore, to derive these particular Friedmann
equations, we had to assume we have a Friedmann-
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2Lemaˆıtre-Robertson-Walker (FLRW) spacetime metric,
as well as normalizing the system by using a geomet-
ric unit description where c = 1 = 8piG. To close the
Friedmann equation system, we had to use the equation
of state parameter ω, by relating ρ and P . We also as-
sumed a perfect fluid, therefore ω is constant [6]1. This
closed system is called the Lambda Cold Dark Matter
(ΛCDM) model.
However, since dark energy is an unknown pressure
force, this poses a problem: What is dark energy and
why does it account for the majority content of the
Universe (∼ 68%) [7]? Other questions that also arises
within the ΛCDM model, is the Horizon and Flatness
problems that stem from an early-time accelerated ex-
pansion epoch, called the Inflation epoch [9–12]. Other
known problems in the ΛCDM model are the magnetic
monopole problem and the matter/anti-matter ratio
problem [12, 13]. Due to these problems, it has been
previously suggested that we need to modify our theory
of gravity. One such theory is f(R)-gravity. This theory
makes the modification within the Einstein-Hilbert ac-
tion by changing the Ricci scalar R to a generic function
dependent on (R), therefore replacing the dark energy
term with arbitrary free parameters. Re-deriving the
Friedmann equations with this modification, we obtain
[4, 11, 16]
H2(t) =
ρ(t)
3f ′
− κ
a2(t)
+
1
6
[
R− f
f ′
]
−HR˙f
′′
f ′
, (3)
H˙(t) = −H2(t)− ρ(t)
3f ′
+
f
6f ′
+HR˙
f ′′
f ′
, (4)
where f = f(R), with f ′ and f ′′ being the first- and
second- derivatives of the generic function w.r.t. R.
2 Supernovae cosmology and MCMC
simulations
2.1 Supernovae cosmology
To test Eq. 3, we will use Supernovae Type 1A data.
This class of supernovae is the resultant of a white dwarf
(WD) star accreting a low-mass companion star until
the accreted Hydrogen outer-layer, from the companion
star, is compressed to the point that the WD explodes
[17]. Since this process is always the same, their lu-
minosities are relatively similar and can therefore be
regarded as standard candles [18, 19]. Their measured
flux is therefore only dependent on the distance to the
particular supernova. We will use redshift (z) to approx-
imate the distance. This will allow us to use the distance
1Even though we will be using a constant ω, there exist stud-
ies that tries to parametrise the equation of state for both
the ΛCDM model and the modified gravity models [7, 8].
modulus function to test the expansion of the Universe,
since the distance to the supernovae is changing. For
simplicity, we will assume a flat universe (Ωk = 0), with
a negligible radiation density (Ωr ≈ 0). The distance
modulus function we obtain, by using the combination
of different distance definitions found in [20], is given
as2
µ = m−M = 25+5×log10
(
3000h¯−1(1+z)
∫ z
0
dz′
h(z′)
)
,
(5)
where m is the apparent magnitude and M is the ab-
solute magnitude of the measured supernova, while per
definition we have the Hubble uncertainty parameter as
h¯ = H(z)
100 kms.Mpc
with H(z) is the Hubble parameter. Now
that we have a model, we will use 359 low- and interme-
diate redshift supernovae data obtained from the SDSS-
II/SNLS3 Joint Light-curve Analysis (JLA). However,
using only Supernovae Type 1A data means that we will
not be able to fully constrain the Hubble uncertainty
parameter, due to H0 being degenerate with the ab-
solute magnitude M of the particular supernovae [21].
However, since the absolute magnitude is close to be-
ing constant and not expected to dependent on redshift,
its combination with the H0 still gives a robust enough
prediction that we can get an idea on the validity of
the different models. To break this degeneracy, Cepheid
variable star data will need to be incorporated [22, 23]
in future studies, where more accurate predictions, on
the potential viable models that we find in this study,
can be made by incorporating the different data sets
on a state-of-the-art software program as mentioned in
sec. 3
The reason for using low- and intermediate red-
shift data is to have within our data the transition
phase between the decelerated expansion (matter dom-
inated) epoch and the late-time acceleration (dark en-
ergy) epoch which only started at around z ≈ 0.5 [24,
25]. We will be using the absolute magnitudes for these
supernovae in the B-filter that can be obtained from
the research papers [26–28]3. This method is called su-
pernovae cosmology.
2.2 Markov Chain Monte Carlo (MCMC) simulation
To find the best-fitting distance modulus for each model,
we will use MCMC simulations. These simulations are
2We will be using the distance modulus function in terms of
Mpc.
3These absolute magnitudes can also be found on NASA’s
Extragalactic Database (NED).
3able to search for the most probable free parameter
value, given certain physical constrains. In particular,
we will be using the Metropolis-Hastings (MH) algo-
rithm [29, 30], which starts by calculating the likeli-
hood for each initial chosen free parameter’s distance
modulus. The simulation then takes a random step for
each parameter away from the initial conditions, but
within the physical constrains. It then calculates the
likelihood for each possible combination between the
initial conditions and the random parameter values, to
find the combination that has the largest likelihood of
occurring.
The simulation then finds an acceptance ratio be-
tween the initial condition likelihood and the new largest
likelihood combination. If the new combination has a
acceptance ratio value large than 1, it is accepted. If it
is lower than 1, a chance is created for the second combi-
nation to still be accepted in ratio to the probability for
each combination to occur. After the acceptance or re-
jection of a certain combination, the algorithm starts at
the top again. Since, we need a probability distribution
to be able to calculated the likelihood for each parame-
ter value’s distance modulus, we assume, for simplicity,
a Gaussian distribution.
We use the EMCEE Hammer Python package to
execute the MCMC simulation. This package uses dif-
ferent random walkers (in most cases we will use 100),
each executing the MH algorithm and all starting at
the same initial parameter values and converging on
the most probable parameter values. The last iteration
then creates a Gaussian distribution based on each ran-
dom walker’s ending parameter values. Using the av-
erage values for each probability distribution for each
parameter, we will have on average the best-fitting pa-
rameter value and its 1σ-deviation for each free param-
eter.
2.3 AIC and BIC statistical analysis
To test whether or not these f(R)-gravity models are
able to explain the data, we will use the Akaike Informa-
tion Criterion (AIC) and the Bayesian/Schwarz Infor-
mation Criterion (BIC) selection methods [31]. These
selection criteria uses the likelihood function value of
each of the best-fitting models, while taking into ac-
count the amount of free parameters the model use.
This is important, since a model that uses more free
parameters can fit the data more precisely (has more
freedom to change the shape of the function), but might
not be as valuable as another model that uses less free
parameters. The AIC and BIC selections are given as
• AIC = χ2 + 2K, (6)
• BIC = χ2 +K log(n), (7)
where χ2 is calculated by using the model’s Gaussian
likelihood function L(θˆ|data) value, K is the amount of
free parameters for the particular model, while n is the
amount of data points in our dataset. Since the AIC and
BIC selection values can be any positive value, we need
to compare the particular f(R)-gravity model’s AIC and
BIC values to that of a “true model” (in this case the
ΛCDM model) [32], by finding the difference between
them. We will be using the Jeffrey’s scale in order to
make conclusions about the f(R) model. It should be
noted that this scale is not exclusive and should be
handled with care [33]. The Jeffreys scale ranges are:
• ∆IC ≤ 2− substantial support, (8)
• 4 ≤ ∆IC ≤ 7− less support, (9)
• ∆IC > 10− no observational support. (10)
3 Results
3.1 The ΛCDM model
We will use the ΛCDM model to calibrate our MCMC
simulation, as well as use it as our “true model” to
which we can compare the f(R)-gravity models against
to find if they are viable alternative models. By as-
suming a flat universe with negligible radiation density,
we can find a normalized Friedmann equation for the
ΛCDM model in terms of redshift, with the substitution
ΩΛ = 1−Ωm [34, 35], as
h(z) =
√
Ωm
(
1 + z
)3
+ 1−Ωm. (11)
To execute the MCMC simulation for the ΛCDM model,
we need to combine eq. 11 with eq. 5. The MCMC sim-
ulation gave the cosmological parameter values for the
ΛCDM model, based on our test supernovae dataset,
as Ωm = 0.268
+0.025
−0.024 for the matter density distribu-
tion and h¯ = 0.697+0.005−0.005 for the Hubble uncertainty
parameter. These values are in line with other Super-
novae Type 1A cosmological results, even though they
are not within 1σ from the Planck2018 results that
were determined on the Cosmic Microwave Background
(CMB) radiation data. This discrepancy between early-
time data, such as the CMB, and the late-time data,
such as the supernovae events, have been shown to
exist [12, 36]. Therefore, after finding possible viable
f(R)-gravity model using only the one dataset, we must
continue in testing those potential models on different
4datasets for a more comprehensive in-depth study for
constraining these alternative models.
This discrepancy is not only limited to these two
methods of calculating the cosmological parameter val-
ues. In a paper by [37], they showed that different ex-
periments resulted in different H0 values. With all the
local measurements, such as eclipsing binaries in the
Large Magellanic Clouds or Cepheid stars within the
Milky way, tend to result in higher values for the Hub-
ble constant, while the early-time data tended to give
a lower Hubble constant value. In future work, we can
combine Supernovae Type 1A with CMB data to be
able to show this discrepancy. It will also be worth it to
test our potential viable f(R)-gravity models on other
datasets, such as H(z) and BAO [38], to see how the dif-
ferent f(R)-gravity model lead to different contributions
from the matter and dark energy densities distributions
within the Universe [35, 39].
Now that we have discussed the MCMC results and
have shown that the results are in line with expecta-
tion, we can make a plot for the best-fitting ΛCDM
model on the Supernovae Type 1A data, to which we
can the compare the f(R)-gravity models to. This result
is shown in figure 1.
From figure 1, we can also confirm that the MCMC
simulation’s calibration was done correctly, since the
ΛCDM model fits the data with quite a high accuracy,
as well as not having an over- or under-estimation at
various different redshifts. As a note for the rest of the
models, the average residual value that is shown on the
residuals graphs shows the average amount the model
over- or under-estimates the distance modulus (Mpc)
for each supernovae. Therefore, the ΛCDM under-estimates
the supernovae distance modulus, on average, with x¯res =
−0.0387 Mpc, and the standard deviation of the data
on this average distance is σres = 0.21480, showing
that this is a very tight relation. Furthermore, in terms
of constraining the parameters, the MCMC simulation
were able to constrain both the cosmological parame-
ters.
3.2 f(R)-gravity model results
We can now advance to the testing of various f(R)-
gravity models. We will use two toy models, namely
f(R) = βRn and f(R) = αR + βRn [4], as well as
two realistic models, namely the Starobinsky and Hu-
Sawicki models, which are given by [40–42]
Fig. 1 The ΛCDM model’s best-fit to the Supernovae Type
1A data (top panel), with the cosmological parameter values
as Ωm = 0.268
+0.025
−0.024 (constrained) and h¯ = 0.697
+0.005
−0.005,
respectively. Furthermore, the residuals between the model’s
predicted distance modulus values and the actual data points
are also shown (bottom panel).
f(R) = R+ βRc
[(
1 +
R2
R2c
)−n
− 1
]
, (12)
f(R) = R− αRc
[ (
R
Rc
)n
1 +
(
R
Rc
)n
]
, (13)
respectively, with α, β and n being the arbitrary free
parameters and Rc parametrises the curvature scale.
For each model, different analytical constraints on these
parameters is discussed in more detail in the papers by
[2, 4, 40–43]. We also used the effective cosmological
constant term (Λ ≡ βRc2 ) to mimic dark energy, to al-
low us to solve these realistic models [35, 40]. The rea-
son for not only using the two realistic model, but also
5using toy models, is to test how the MCMC simula-
tion and the method holds up against models that have
disadvantages, such as the first toy model not being
supported by observations or even valid for GR when
n 6= 1 [44]4. This will give as another indication on how
well the method and MCMC simulation works.
Even though only 4 models are listed, we ended up
with 8 different models that we have tested, since we
found that except for the first toy model, the models
become analytically unsolvable. Therefore, we assumed
fixed n-values for the second toy model, to which we
found four different solvable models. We then tried this
approach for the two realistic models and were unsuc-
cessful in this approach. This led us to incorporate a
numerical optimization method into the MCMC simu-
lation to find an approximated H2 value at a particular
z-value. Using this method, we were then able to build
a solution map for different approximated H2-values at
different redshift values between 0 ≤ z ≤ z′. Using the
solution map, we were then able to numerically inte-
grate over z using the Simpson integration rule. From
here on out the MCMC Redsimulation were able to
calculate the approximated distance modulus value for
each supernova. Due to the resolution of the numerical
methods, we found that for the Starobinsky model, 3 of
the free parameters, did not effect the outcome of the
predicted model. This led us to also try to fit a reduced
version of the Starobinsky model.
A question that may arise at this stage is: How were
we able to write the f(R)-gravity Friedmann equation
(currently a function of the scale factor) into a normal-
ized Friedmann equation form (a function of redshift),
while having measurable quantities that we can use as
free parameters, as was done for eq. 11 (e.g. by using
Ωm =
ρm
3H20
). To answer this, we firstly had to rewrite
eq. 3 into a more usable form (shown in Appendix: A),
since we did not have a measurable quantity for some on
the terms in eq. 3 (e.g R˙ and H¨). After using the defini-
tions of the Hubble parameter, the Ricci scalar, the De-
celeration parameter, and the Jerk parameter, namely
H = a˙a , R = 6
(
H˙ + 2H2
)
, q = − a¨aa˙2 , and j =
...
a a2
a˙3 , we
were able to rewrite eq. 3 into the form
H2(t) =
1
qf ′
[
ρd
3
− f
6
+ 6H4
(
2 + q − j)f ′′]. (14)
We were now able to substitute the different f(R)-
gravity models into eq. 14 and then solve for H2(t).
However, this Friedmann equation, for each specific f(R)-
gravity model, is still a function of the scale factor and
4In this paper using observational constraints, they deter-
mined that for f(R) = R1+δ to be valid in a GR spacetime,
δ is constrained to lie within the range 0 ≤ δ < 7.2 × 10−19
[44].
need to switched to a function of redshift. Therefore, we
will need to use a parametrisation in terms of redshift
for the cosmographic series terms [12]. We decided to
use the parametrisations for these parameters as given
in [45]. They defined the deceleration parameter as
qz = q0 + q1
z
1 + z
, (15)
while the jerk parameter was given as a function of the
deceleration parameter
j(q) = q(z) [2q(z) + 1] +
q1
1 + z
, (16)
where q0 is the current deceleration parameter value
and q1 is correction. After the insertion of the cosmo-
graphic terms, as well as various other changes that
were also needed for the ΛCDM model, the model can
then be normalised to find the normalised Friedmann
equation, which can then be used by the distance modu-
lus (shown in Appendix: B). Therefore, up to this point
we have not used any simplification, just pure substi-
tution of different definitions equations to get it into
a measurable form, with the only exception being the
arbitrary parametrisation of the cosmographic terms.
But these parametrisations are just one set, others can
be used but the more complex they become the more
free parameters appear in the model. It must be noted
that this is a same method as the one presented in [32].
They just went the route of finding a free parameter (b)
to encapsulate all of the free parameters, while we kept
all of the different parameters.
We are now able to find the best-fitting function for
each of the different f(R)-gravity modes, however, due
to space limitations we will only present the models that
seemed to be able to explain the supernovae data to an
extend. Starting in the order that were given above, our
first model to show promise is the second toy model,
where we assumed n = 0. Therefore, we have f(R) =
αR+β. The best-fitting model on the supernovae data
is shown in figure 2.
It is interesting that this particular model is able to
explain the data, since this model resembles the ΛCDM
model. By this we mean that if f(R) = R− 2Λ (there-
fore α = 1 and β = 2Λ), it would be exactly the same as
the ΛCDM model [35]. An important difference between
these two models is the fact that the MCMC simula-
tion was only able to fully constrain the arbitrary free
parameters and not the cosmological parameters for
this f(R)-gravity model, while fully constraining both
the cosmological parameter for the ΛCDM model. We
did also determined the cosmological constant for this
model, if we were to rewrite this model to resemble the
ΛCDM model and found Λ = 2.190+1.011−0.900. Since this is
almost double the values of the cosmological constant,
6Fig. 2 The second toy model (with n = 0) fitted to the Su-
pernovae Type 1A data. With cosmological parameter values
calculated by the MCMC simulation as Ωm = 0.317
+0.061
−0.101
(unreliably constrained) and H0 = 71.5
+6.0
−7.2
km
s.Mpc
(uncon-
strained), while the arbitrary free parameters were calculated
to be α = 1.202+0.397−0.392 (constrained) and β = −5.265+1.698−1.315
(constrained).
it just shows us the impact of the free parameters. The
second model that were able to explain the supernovae
data, is also part of the second toy model group, where
we fixed n = 2. This particular model f(R) = αR+βR2
is also one of the original models developed by Starobin-
sky to explain the early time expansion [4, 9]. Further-
more, this model obtained a positive and a negative
solution. We will be showing the negative solution. The
best-fitting model is shown in figure 3.
Similar to the second toy model where n = 0, the
fixation of n = 2 also able to explain the data with no
over- or under-estimations, although only the decelera-
tion parameter was fully constrained. It is though worth
mentioning that this result is somewhat in agreement
Fig. 3 The second toy model (with n = 2 - negative solution)
fitted to the Supernovae Type 1A data. With cosmological pa-
rameter values calculated by the MCMC simulation as Ωm =
0.249+0.102−0.101 (unconstrained), H0 = 63.8
+4.6
−2.7
km
s.Mpc
(unre-
liably constrained), q0 = −0.575+0.040−0.046 (constrained), and
q1 = −0.633+0.081−0.049 (unreliably constrained), while the arbi-
trary free parameters were calculated to be α = 19.642+2.967−1.753
(unreliably constrained) and β = 0.903+0.070−0.107 (unreliably
constrained).
with the results found by [10], where they showed that
this model fits the observational data excellently. Even
though only the deceleration parameter is the only pa-
rameter that is fully constrained. Even though not fully
constrained the other parameter results were realistic.
This includes the lower than usual Hubble constant
(which is still within 1σ from the CMB results). The
last three models that were able to explain the data, was
the Starobinsky (with its reduced version) and the Hu-
Sawicki model. These were solved using the numerical
method. The first potential viable model of these three
numerically calculated results is the Starobinsky model,
7Fig. 4 The Starobinsky model fitted to the Supernovae Type
1A data. With cosmological parameter values calculated by
the MCMC simulation as Ωm = 0.268
+0.027
−0.024 (constrained),
H0 = 69.0
+0.5
−0.5
km
s.Mpc
(constrained), q0 = −0.512+0.328−0.265 (un-
constrained), and q1 = 0.037
+0.991
−1.050 (unconstrained), while
the arbitrary free parameters were calculated to be β =
5.284+3.191−2.981 (unconstrained) and n = 4.567
+3.346
−2.899 (uncon-
strained).
which actually obtained a larger likelihood probability
prediction than the ΛCDM model, as well as being our
overall best-fitting f(R)-gravity model. The best-fitting
Starobinsky model is shown in figure 4.
From figure 4, it is clear that the Starobinsky model
fits the data with a high precision. Furthermore, we can
also assume that this model is quite stable, since the
error bars on this model, just like the ΛCDM model is
very small, therefore the MCMC simulation is certain
that the predicted best-fit for this model is correct. The
only problem faced by this result is the fact that only
the cosmological parameters were constrained, while all
the remaining free parameters were left unconstrained.
Furthermore, due to the model being able to explain
the data quite well, we can come to the conclusion that
the basic shape of the function is dependent on the
cosmological parameters, while the fine-tuning of the
function’s shape is done by the arbitrary free param-
eters. However, due to the resolution of the numerical
method this fine-tuning is not as effective. This led us
to try and find a reduced Starobinsky model with fewer
parameters. To reduces this model, we fixed the correc-
tional deceleration parameter to be q1 = 0 (based on
the Starobinsky model results). We also fixed β = 1
and n = 1, after we saw that their error bars are large,
but did not translate to large errors in the best-fitting
Starobinsky model. Even though this model did not
find the accuracy of its counterpart, it was still the
third best-fitting model (including the ΛCDM model)
that we found. The results for this reduced Starobinsky
model is shown in figure 5.
Due to the fewer free parameters in the reduced
Starobinsky model, we can see in figure 5 that this
model is less stable compared to the original model.
Therefore, a small change in one of the remaining pa-
rameters, can result in a completely different predicted
model. It is this fact makes the ΛCDM model interest-
ing, since it only has 2 free parameters and were still
predicting a best-fit model with small errors. We did
notice that the deceleration parameter MCMC results
were not as uniformed as for the Starobinsky model,
suggesting that due to the fewer free parameters the
smaller resolution from the numerical method is not as
restricting as in the previous case. Lastly, we have the
Hu-Sawicki model, which to our surprise did not fair
as well or even better than the Starobinsky model, but
were still able to explain the supernovae data. The best-
fitting Hu-Sawicki model results on the supernovae data
is shown in figure 6.
From figure 6, we can see that even though the Hu-
Sawicki model did fit the data, the error region is just
as large as the best-fitting function for the n = 0 sec-
ond toy model and that was a toy model. This, how-
ever, might be an effect of the resolution of the nu-
merical methods, since the Hu-Sawicki model used 7
free parameter, therefore the optimization approxima-
tions might have struggled within the MCMC simula-
tion. This is why we kept this model within the group,
since it might still be a viable model. For this particu-
lar model, we found two constrained parameters, how-
ever, only one of the two we a cosmological parameter,
namely the matter density distribution parameter. The
last three models that we tested, namely the first toy
model and the second toy model with n = 12 and n = 1,
8Fig. 5 The reduced Starobinsky model fitted to the Super-
novae Type 1A data. With cosmological parameter values
calculated by the MCMC simulation as Ωm = 0.266
+0.026
−0.024
(constrained), H0 = 69.4
+1.8
−0.6
km
s.Mpc
(constrained), and q0 =
−0.697+0.173−0.138 (unconstrained).
obtained best-fitting models that were not able to ex-
plain the data.
Since we used the two realistic models, namely the
Starobinsky and Hu-Sawicki models, we were able to
compare them to the results in the research paper by
[32], where they used the full JLA dataset, as well as
BAO data, cosmic chronometer data and H0 obser-
vational data, on a state-of-the-art Monte Carlo pro-
gram, called CLASS, in Python. They found their cos-
mological parameter values for the Starobinsky model
as Ωm = 0.269
+0.050
−0.042 and h¯ = 0.714
+0.030
−0.028, while for the
Hu-Sawicki model they found it to be Ωm = 0.264
+0.059
−0.055
and h¯ = 0.722+0.042−0.033, respectively. However (as men-
tioned), in this particular paper they used a singular
free parameter (b) to encapsulate the remaining free
Fig. 6 The Hu-Sawicki model fitted to the Supernovae Type
1A data. With cosmological parameter values calculated by
the MCMC simulation as Ωm = 0.238
+0.043
−0.049 (constrained),
H0 = 73.7
+9.0
−4.6
km
s.Mpc
(unreliably constrained), q0 =
−0.486+0.300−0.285 (unconstrained), and q1 = −0.036+1.018−0.968 (un-
constrained), while the arbitrary free parameters were calcu-
lated to be α = 5.196+2.3224−2.073 (constrained), β = 6.923
+2.120
−2.732
(unreliably constrained), and n = 2.262+0.8Riess200900−0.724 (un-
constrained).
parameters, therefore we were not able to compare our
arbitrary free parameters to theirs. This, however, re-
mains a significant result, since we found that even with
our small testing dataset, our results are within 1σ from
their results.
Now that we went through the results of the five
best-fitting f(R)-gravity models, we can compare them
and the three models that were not successful in ex-
plaining the data against the ΛCDM model. To do
this we created a theoretical residuals plot between the
distance modulus function of the ΛCDM model and
9Fig. 7 Theoretical residuals comparing the different tested
models against the ΛCDM model. The two most succesful
models are shown with a “dashed-dot” line, while the models
that showed promise, were plotted with “dashed” lines. The
unsuccesful models are shown with “dotted” lines.
the different f(R)-gravity models. This residual plot is
shown in figure 7.
As excepted, the first toy model shows a divergence
from the ΛCDM model for low-redshift due to its in-
compatibility with GR, with the exception of n = 1. For
the second toy model, however, we have different out-
comes. Firstly, we see that for n = 12 and n = 1, they
are not even close to matching the ΛCDM model in the
matter-dominated epoch, however, they do converge
rapidly onto the ΛCDM model, especially for the n = 1
model, that joins up with the Starobinsky model for
low-redshift (z < 0.04). Therefore, in low-redshift, the
second toy model for n = 1 can explain the data. This
is not unexpected, since this from is in a strange way
Einstein gravity. It is though still rejected statistically
due to its large over-estimation on the distance modu-
lus for the intermediated-redshift supernovae. As for the
n = 12 model, it does converge on the ΛCDM model, but
then over-correct and end up being the model that has
the largest under-estimation for the distance modulus
of the supernovae data in comparison with the ΛCDM
model.
For n = 0, as noted above, it is simply the ΛCDM
model in terms of arbitrary free parameters, and we do
see that is is almost perfectly parallel to the ΛCDM
model, eventhough it is over-estimating the particular
distance modulus with less the 0.1 Mpc relative to the
ΛCDM model. For n = 2, which is the simplified form
of the Starobinsky inflationary model [9], this model
converges to the ΛCDM model for the intermediate red-
shift, and the entering the dark energy epoch it follows
the trend set by the ΛCDM model, as expected, since
this model was developed for an accelerating universe.
It under-estimates the distance modulus with about
∼ 0.1 Mpc for the late-time acceleration wit regards to
the ΛCDM model. The Hu-Sawicki model follows the
same trend as the second toy model for n = 2, with the
exception that it diverges away from the ΛCDM model
while in the matter-dominated epoch, and then almost
matches the simplified Starobinsky inflationary model
for the dark-energy epoch.
This leaves us then with the the two Starobinsky
models. It is clear from figure 7, that this two models,
matches the ΛCDM model the most closely from all
of the different f(R)-gravity models. Both these models
start almost identically in the matter-dominated epoch,
however, at the transition phase, the reduced Starobin-
sky model diverges a bit from the original Starobinsky
and ΛCDM model. This can be due to the limitations
we added manually to the Starobinsky model to sim-
plify it without any physical reason, only to see how
the model will be affected by reduction in the number
of free parameters. However, it is still the third best-
fitting model, including the ΛCDM model. Both of the
Starobinsky models under-estimates the distance mod-
ulus of the ΛCDM model with less than 0.05 Mpc.
3.3 Statistical analysis
We are now able to do a statistical analysis on all the
different f(R)-gravity models, to firstly find their good-
ness of fit, and secondly to determine whether they are
statistically viable alternative models to explain the ex-
pansion of the Universe. Using all of the criteria from
section 2.3, we can set-up table 1.
From table 1, we see that the two Starobinsky mod-
els obtained likelihood function values that are close
of even better than the ΛCDM model, and only ob-
tained a percentage deviation on the goodness of fit of
≈ 1.14% and ≈ 1.73% respectively. However, based on
the goodness of fit from the reduced χ2, the ΛCDM
model still fits the supernovae data better than the
two Starobinsky models. The other 3 models that were
shown in the previous section, can still be considered
good fits, since their χ2-values are still relatively close
to the ΛCDM model, with the weakest fit (second toy
model with n = 2) between these 5 models having an
≈ 30% deviation on the “true model’s” goodness of fit.
It must be noted that by weakest fit, we do not say
that the model does not explain the data, it is just not
the best. For example, it was statistically rejected, but
its χ2-value on its own is still an excellent fit. It is also
evident is the residuals plot figure 3, where its aver-
age over-estimation of the distance modulus compared
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Table 1 The best fit for each test model, including the ΛCMD model. The models are listed in the order from the largest
likelihood function value L(θˆ|data) to the smallest likelihood of being viable. The reduced χ2-values are given as an indication
of the goodness of fit for a particular mod4el. The AIC and BIC values are shown, as well as the ∆IC for each information
criterion. The ΛCDM model is chosen as the “true model”.
Model L(θˆ|data) χ2 Red. χ2 AIC |∆AIC| BIC |∆BIC|
Starobinsky -120.7052 241.4105 0.6839 253.4105 7.9939 276.7104 23.5272
ΛCDM -120.7083 241.4166 0.6762 245.4166 0 253.1832 0
Starobinsky red. -122.4442 244.8885 0.6879 250.8885 5.4719 262.5385 9.3553
αR+ β -131.2518 262.5037 0.7394 270.5037 25.0871 286.0370 32.8538
Hu-Sawicki -140.1668 280.3336 0.7964 294.3336 48.9170 321.5169 68.3336
αR+ βR2 -155.0369 310.0738 0.8784 322.0738 76.6572 345.3737 92.1905
βRn -175.0105 350.0211 0.9916 362.0211 116.6045 385.3210 132.1378
αR+ β
√
R -347.0748 694.1496 1.9664 706.1496 460.7330 729.4496 476.2664
αR+ βR -488.3049 976.6099 2.7510 984.6099 739.1933 1000.1432 746.9600
to the supernovae is x¯res = 0.0509 Mpc, which is very
small compared to the distances to these supernovae.
Therefore, this is still in agreement with the finding of
[10]. It just shows you that there are models that do
explain the data better. For the last three models, this
percentage deviation, based on the goodness of fit, in-
creases exponentially.
From the criteria selection, only the two Starobin-
sky models were deemed viable, with both obtaining a
category 2 status for the AIC: “less support w.r.t. ‘true
model’”. However, only the reduced Starobinsky model
obtained the category 2 status for the BIC, with the
rest all being statistically rejected, even though some
were able to fit the data.
Furthermore, we found that the models that ob-
tained constrained parameters, tended to fare better
than the models that we left unconstrained. In partic-
ular, the five best-fitting models, including the ΛCDM
model all obtained two constrained parameter, while
the next best three only obtained one constrained pa-
rameter each and the remaining model (not fitting the
data at all) did not constrain any free parameters. We
also noticed that the models that constrained that cos-
mological parameters fared better than the models that
only constrained the arbitrary free parameters, with the
only exception being for the second toy model with
n = 0. This model performed better than the Hu-
Sawicki model, even though one of the 2 constrained pa-
rameters the Hu-Sawicki model obtained, is the matter-
density distribution. However, this might be related to
the fact that this particular toy model is in essence the
ΛCDM model, just in terms of f(R) gravity. We can,
from this knowledge, make the conclusion that the cos-
mological parameters control the shape of the function
while the arbitrary free parameters are used to fine-tune
the function to fit the data with a higher precision.
We have now obtained a few different models (five
to be exact) through testing whether or not they might
be viable alternative models, with the Starobinsky and
Hu-Sawicki models obtaining cosmological parameter
values that are within 1σ from the results found in [32].
Using different techniques such as increasing our JLA
dataset to the full version to improve our statistics, or
using other datasets as seen in the research papers of
[46], or even trying to reduce the number of free pa-
rameters like we have done with the reduced Starobin-
sky model can be done in future work to constrain this
group of potential viable f(R)-gravity models.
4 Conclusions
In this work, we looked at how GR can be used to ex-
plain the expansion of the Universe through the usage of
the Friedmann equations. This particular set of Fried-
mann equations, called the ΛCDM model, had to in-
clude the dark energy term to explain the late-time ac-
celeration of the expansion. We then discussed how this
model introduces problems due to an early-time accel-
eration, as well as posing the dark energy problem since
it is an unknown pressure force. We then discussed pos-
sible alternative modifications to the GR model, which
are able to explain the accelerated late-time expansion
of the Universe with the exclusion of dark energy. One
of these alternative theories is called f(R)-gravity.
Following the f(R)-gravity model’s theory, we looked
at how we will be able to find a best-fitting model for
different f(R) models. This led us to develop a MCMC
simulation to fit the distance modulus for each f(R)
model to Supernovae Type 1A data and find the cos-
mology parameters (Ωm and h¯). We used the ΛCDM
model to determine whether or not the MCMC simula-
tion was correctly set-up. We also used the ΛCDM as
a “true model” to compare the f(R)-gravity models to
it.
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By comparing, firstly, just the residuals of the var-
ious tested f(R)-gravity models to the ΛCDM model,
we already noticed that the models that tended to be
more realistic, such as the original Starobinsky (and its
reduced version) and the Hu-Sawicki model had a sim-
ilar trend than the ΛCDM model’s distance modulus.
We also saw that the particular models based on the
second toy model, that had a connection to realistic
models, such as to the ΛCDM model and the Starobin-
sky inflationary model, has similar distance modulus
functions as the ΛCDM model, albeit over-or under-
estimating it a bit, it also follow the ΛCDM model’s
distance modulus trend. While the first toy model con-
tinues diverging away from the ΛCDM model in the
dark energy epoch and the other two toy models have
very large over-estimations (up to at least 0.5 Mpc) for
the matter dominated epoch.
Statistically, we found the same five different f(R)-
gravity models that were able to explain the data. In
fact the Starobinsky model obtained a larger likelihood
of occurring than the ΛCDM model, however had a
slightly worse goodness of fit, with a deviation of ≈
1.14% w.r.t. to the ΛCDM model. Therefore, Starobin-
sky model was only given a category 2 on the Jeffery’s
scale for the AIC selection, while being statistically re-
jected by the BIC selection. The reduced Starobinsky
had a smaller likelihood of occurring, and a slightly
worse fit with a ≈ 1.73% deviation w.r.t. the ΛCDM
model. This model though was the only model to re-
ceive a category 2 status on both the AIC and BIC
selections. Therefore, its the only model that fits the
data and have some statistical significance. The other
three models were able to fit to the data, but were sta-
tistically rejected.
By comparing the residuals between the data and
the tested models, theoretical residuals between the
ΛCDM model and the tested models, as well as do-
ing a statistical analysis on these models, we found in-
sights into how these f(R)-gravity models compare nu-
merically, not only to the ΛCDM model, but also how
they themselves explain the data. Even though we knew
from the beginning that only the realistic models are
worth investigating, by testing models that had disad-
vantages, we were able to test whether the method and
the MCMC simulation that we used were successful.
Since this method was able to show that these mod-
els does not explain the data as expected, we can argue
that this method does indeed work. Therefore, the mod-
els that the MCMC simulation gave as potential models
to explain the data has more validity.
In terms of constraining these five model’s parame-
ter values, we found that the models that obtained more
constrained parameters, especially the cosmological pa-
rameters, tended to fit the data better that the models
with fewer constrained parameters. Therefore, if we are
to use a more efficient computer software in the future,
where we can constrain all the parameters on different
datasets, we will be able to constrain these potential vi-
able models with a higher accuracy. However, it is worth
noting that we were able to compare the Starobinsky
and Hu-Sawicki models with results from more advance
studies and we still found our cosmological parameter
values to be within 1σ from their results. Therefore,
we will need to use the different datasets and a more
efficient program just to fine-tune constrain our tested
models.
The last 3 models that we investigated were not able
to explain the data and were subsequently statistically
rejected. Therefore, in future work it will not be neces-
sary to work with them.
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Appendices
A Finding a usable form for the f(R)-gravity
Friedmann equation
Starting with eq. 3, and substituting the expressions
for the Ricci scalar and its first-order derivative R˙ =
6(H¨ + 4HH˙), into this Friedmann equation, we find5
H2(t) =
ρm
3f ′
− κ
a2
+
1
6
[
6
(
H˙+2H2
)− f
f ′
]
−H
[
6(H¨+4HH˙)
]f ′′
f ′
.
5We left out the dependencies, such as f → f(R), due to the
long nature of these equations, but we did take them into
account in the mathematical manipulations that we used to
determine h(z) for each model.
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(17)
We can then use the following known expressions for
the Hubble parameter, which is given as:
• H˙ = −H2(1 + q),
• H˙ = a¨
a
− a˙
2
a2
,
• H¨ =
...
a
a
− 3 a˙a¨
a2
+ 2
a˙3
a3
.
(18)
By substituting these Hubble parameter definitions into
eq. 17 and simplifying, we obtain
H2(t) =
ρm
3qf ′
− κ
qa2
− f
6qf ′
− 6
q
(
a˙
...
a
a2
+
a˙2a¨
a3
−2H4
)
f ′′
f ′
.
(19)
By using the definition of the Jerk parameter, we can
mathematically manipulate the first term in the bracket
to find a˙
...
a
a2 = jH
4, while using the deceleration param-
eter on the second term in the bracket to find a˙
2a¨
a3 =
−qH4. We can then substitute these expression into eq.
19, as well as simplifying the equation to obtain
H2(t) =
1
qf ′
[
ρm
3
− κf
′
a2
− f
6
+ 6H4
(
2 + q − j)f ′′].
(20)
Since we assumed a flat universe (Ωk = 0) for simplicity,
we know that κ = 0. Therefore, we obtain
H2(t) =
1
qf ′
[
ρm
3
− f
6
+ 6H4
(
2 + q − j)f ′′]. (21)
B Finding h(z) for the Starobinsky inflationary
toy model
In this section we will present the mathematical steps
necessary to find f(R)-gravity Friedmann equation in
terms of redshift (H(z)), as well as the normalized Fried-
mann equation for the second toy model (with n = 2),
namely the inflationary Starobinsky model. Starting of
with just the general second toy model
f(R) = αR+ βRn. (22)
You then need to re-parametrise this function, to obtain
a dimensionless equation. This is given in [4] as
f(R) = αR+H
2(1−n)
0 βR
n, (23)
We then need to find the first and second order deriva-
tives, in accordance with eq. 14. This we obtain as
• f ′(R) = α+ nH2(1−n)0 βRn−1,
• f ′′(R) = n(n− 1)H2(1−n)0 βRn−2.
(24)
We can then substitute eqs. 23 and 24 into eq. 14 and
obtain
H2 = ρm
3q
(
α+nH
2(1−n)
0 βR
n−1
) − αR+H2(1−n)0 βRn
6q
(
α+nH
2(1−n)
0 βR
n−1
)
+
6H4
(
2+q−j)
q
[
n(n−1)H2(1−n)0 βRn−2
α+nH
2(1−n)
0 βR
n−1
]
.
(25)
We can now substitute the definition equation for the
Ricci scalar into eq. 25, to obtain
H2 = ρm
3q
(
α+nH
2(1−n)
0 β6
n−1H2(n−1)(1−q)n−1
)
− α6H2(1−q)+H
2(1−n)
0 β6
nH2n(1−q)n
6q
(
α+nH
2(1−n)
0 β6
n−1H2(n−1)(1−q)n−1
)
+ 6H
4(2+q−j)
q
[
n(n−1)H2(1−n)0 β6n−2H2(n−2)(1−q)n−2(
α+nH
2(1−n)
0 β6
n−1H2(n−1)(1−q)n−1
)].
(26)
We can now solve for H2(t) using the Maple mathe-
matics program and obtain
H2 = RootOF
(
6(q − 1)
[
βH20
[
αH2(j − 2− q)n2
+
(
ρm(q−1)
3 −H2(q2 + j − q − 3)α
)
n+ αH2(q − 1)2
](
− 6H2(q − 1)
)n
+6H2α(q − 1)2(αH2 − ρm3 )H2n0 ]− [(j − 2− q)n2 + (2q − q2 − j + 2)n
+(q − 1)2
]
β2H
2(2−n)
0 n
(
− 6H2(q − 1)
)2n)
.
(27)
Since this equation is not analytically solvable, we insert
n = 2 into eq. 27. We then simplify using Maple to find
− 5184H2
[
β
(
j − 1
2
q2 − q − 3
2
)
H4 +
αH2H20
12
− ρmH
2
0
36
]
× (q − 1)3
[
β(q − 1)H2 − αH
2
0
12
]
= 0.
(28)
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When solving for H2, we obtain 4 different solutions
given by
• H2 = 0, or • H2 = αH
2
0
12β(q − 1) ,
• H2 = ±
H0
√
α2H20 − 8βρm
(
q2 − 2j + 2q + 3)
12β
(
2j − q2 − 2q − 3)
− H
2
0α
12β
(
2j − q2 − 2q − 3) .
(29)
The first solution is a stationary universe, while the
second is only a function of the free parameters, which
does not help us in being able to compare the cosmo-
logical parameters of the various model. Using the 3rd
and the 4th solutions, we can determine the normalised
Hubble parameter as a function of time. This we find
to be
h(t) =
[
±
√
α2 − 24βΩm
(
q2 − 2j + 2q + 3)
12β
(
2j − q2 − 2q − 3)
− α
12β
(
2j − q2 − 2q − 3)
] 1
2
. (30)
To change the dependency of time to redshift, we need
to use Ωm(t) = Ωm(1 = z)
3, as well as the parametrised
cosmographic series terms as defined in eqs. 15 and 16.
By substituting these terms into eq. 30, to obtain
h(z) =
[
±
√
α2 − 24βΩm(1 + z)3
(
q2(z)− 2j(z) + 2q(z) + 3)
12β
(
2j(z)− q2(z)− 2q(z)− 3)
− α
12β
(
2j(z)− q2(z)− 2q(z)− 3)
] 1
2
.
(31)
We showed the MCMC simulation’s result for the neg-
ative solution.
