omeone once asked me to name the person I most admired. I didn't have an immediate answer and had to think about it. The first thing I realized is that I don't admire people, I admire attributes in people. So what attributes do I admire in people? Well, not just anything. Certainly not a lot of things that often make people "great." It would be a great thing to hit 75 home runs in a season or to discover a cure for AIDS, but these accomplishments do not necessarily arise from a personal attribute that I can say I admire. What I admire is talents in other people that I would like to possess but probably never will. I can play a few tunes, but I have only an epsilon of musical talent, and I admire musical talent in other people. You could call it envy, but then I might be inspired to write six more articles to discuss my other sins. (Does it take talent to hit 75 home runs? Sure, but it is a talent that I never much coveted.)
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Professionally, I have narrowed my search for admirable traits to a short list, at the top of which is an ability for which I haven't yet discovered a name. It's the ability to see the "golden nugget." This is the talent some people have that, when exposed to a barrage of technical information and data, enables them to drill through it like a laser and succinctly articulate the very core idea or question at hand. We probably all know someone like this: the person who sits through a seminar containing the most obfuscated, data-cluttered, aggrandized presentation and at the end asks the question that summarizes the entire meeting in a few words. "So, this is a PID controller, right?" (Note: If you habitually do this just to show off, you disqualify yourself!)
A graduate student once nearly knocked me over with this aptitude. We were attending a conference on "neural biodynamics" at which the speaker was discussing his theories on chaotic computations as the basis for information storage and retrieval in the human brain. He had just finished discussing an example problem consisting of the process of piling grains of sand into a hill and the conditions and characteristics of localized avalanches (I have since forgotten what the connection to the brain topic was). He showed some very elegant dynamical equations and talked about bifurcations and symmetry breaking and center manifolds and was returning to his original topic when the student turned to me and remarked, "These equations are not so interesting. What is interesting here is the presence of gravity." Realizing that this comment by itself was equally likely to have come from either a mathematician or a drug addict, I must have had a quizzical look on my face. He continued, "I mean …these equations are all well and good, but none of this stuff happens if the whole system is not sitting in the gravity field, which at this scale is pretty much constant and uniform." It was enough to make a professor proud.
At the very same conference a year later, it happened again. This time, it was a claim made by the speaker himself, who was a physicist and mathematician. He started out by explaining the importance of reversible processes in computation and led into the most irreversible process of all: the passage of time. He had been studying quantum mechanics and thought he had found an opportunity to publish a paper on the formulation of the time-dependent Schrodinger's equation, in particular, the way in which the time variable was asymmetrically expressed. He had not yet worked out all the details, but he had conjectured that given a couple of weeks with fewer interruptions, he could find a way around this asymmetry and thus open the door to backward-time solutions.
As occasionally happens when I listen to physicists, I was not quite sure whether his subsequent discussion was in jest. He suggested that once the details were worked out, we were on the road toward using backward time in processing and control engineering. "Wouldn't it be better," he said, "if instead of using lots of processors, we performed parallel processing using a single processor, but simultaneously in parallel universes? Man," he continued, "if I can get time to flow backward, imagine the control problems I can solve!"
There is a lot to talk about here. First and foremost is this gentleman's utter lack of ambition, but we'll leave that for the article on greed. He is on the verge of putting parallel universes on his desktop, and all he can think about is control?
Second is the amusing (to me, at least) concept that a person can imagine the possibility of opening the door to time travel with pencil and paper. I am guessing that he hasn't yet finished his work, because my commute isn't getting any shorter, I haven't noticed any aliens in my neighborhood, and dinosaurs haven't returned. I can imagine him taking his pencil and putting the period at the end of Q.E.D. and immediately all the stars disappear. I should ask him to prove that I don't have a tin ear.
Finally, and more to the point, what could we do with control systems if he is correct? It seems that if we drill down through the controls research that we do, there is a lot we
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The author (jbay@darpa.mil) is with DARPA/ITO, 3701 North Fairfax Dr., Arlington, VA 22203-1714, U.S.A. could summarize with the golden nugget, "We are trying to make time flow backward." Just listing the topics should elicit some ideas: optimal control, system identification, causality, and so on. Imagine the papers we could write. We would be gluttons at the banquet table.
At the risk of letting reality get in the way of a good story, there is some real progress in making this happen. Consider quantum computing and the observable, real-world phenomenon that an electron can simultaneously exist in two states at once: coherent quantum superposition. The relationship between the ability we already have to demonstrate coherent superposition and the possibility of making time flow backward is a tenuous one, but it is close enough to make a physicist put on a lab coat, and you never know what will happen after that.
I am reminded of one of the "golden nugget" topics from my own graduate education: the duality principle. It is not just a coincidence that the observability and controllability tests are mirror images of one another. They derive from an underlying physical principle that is inherently symmetric, and their eventual representation in our customary vector-matrix notation is revealed in rows and columns, Hermitian operators, adjoints, and the like. If you are like me, you learned about dynamic programming and LQ regulators somewhat before learning about Kalman filters and estimation. It may or may not have seemed odd, depending on your prior appreciation for boundary-value problems, that the associated differential Riccati equation for a finite-horizon problem is solved from the end-condition backward. In either case, the symmetry revealed by the complete solution of the LQG problem is the real wonder: forward time and backward time, simultaneously, each requiring the other for the optimum solution.
With a little reflection, the direction of time flow in each case makes sense. In the case of the state estimator, we are seeking a numerical answer to the question "Where am I?" We provide information on the system (the map) and integrate the information we know about "How did I get here?" Clearly, that is a forward-time process from the state in which we started. Where I am has nothing to do with where I intend to go, and I need not even think about the future in order to calculate my state.
For finite-horizon control, the story is quite different. It is quite natural to expect that the answer to the question "What is the best way to get to where I want to be?" is a matter for future time. I have to project myself to the goal and proceed in backward time toward the present. This implies that I have direction (the derivatives) for my path, and hence the solution to this problem is dual to the integral action of the estimator (suggesting that the PID controller is a model-free version of this strategy).
This idea first occurred to me when I was studying Q-learning, in which iteration from the goal state is required to determine optimal policy from any intermediate state.
Since we can't go forward in time and retrace our steps back to the present, Q-learning is an attempt to approximate the result by keeping track of each step in a series of many suboptimal attempts at the problem, correcting past mistakes as we try again each time. The algorithm can be derived from Bellmann's equation for optimality and is therefore similar to the optimal regulator problem. Thus, we can conclude that the optimal approximation to the problem of finding the best path to the future is to pay close attention to our past mistakes. Who would have thought we would have a history lesson in control systems class?
If we consider these symmetries at a superficial level, we can simply take comfort in the harmonious duality of the control systems field in which we have invested our careers. We know we will never have to actually perform that proof of the observability test that every textbook author-without exception-has "left to the reader to prove by duality" (I myself have been the target of students' anger for that little sin).
If we believe, though, that the requirement for bidirectional time flow arises as an inevitable consequence of the axiom that the universe is symmetric, it might have certain other practical implications. Bidirectional time flow implies bidirectional flow of information. What does this say about the architectures for our modern information systems? Can we tell the machine learning community that we have proof that neither reactive nor goal-oriented approaches can possibly succeed, but that a balanced approach is required? Is it true that bottom-up and top-down design approaches are both doomed to fail, but that a "both ends toward the middle" approach is better? Have we put the nature versus nurture question to bed once and for all? Is a balance between feedforward and feedback the way we should start thinking about all control systems? Some information processing architectures exhibit this property already (most hierarchical systems, Bayesian networks, some network routing algorithms, and the aforementioned LQG problem), and some do not (most artificial neural nets, expert systems, unsupervised learning, and reactive control).
I have already adopted this principle as a general philosophy of life: that the best solution to hard problems is in a balanced approach from different directions. Not to be mistaken for indecision or sloth, this policy requires that just the right information be extracted from opposing perspectives and coherently superposed until the problem is solved. Aside from linear optimal control problems, I cannot say that I have been able to successfully apply this policy to all my problems, but it is as good a golden nugget as I have yet been able to find.
Next time: Lust for Control.
