This paper introduces a new handwriting recognition system that is currently under development. Our application is the reading of German handwritten addresses for automatic mail sorting. The quality of the handwritten words is often bad in this application, because writers are not very cooperative. Therefore we have developed some suitable and e cient preprocessing operations to clean the image and normalize the writing. Because the words are often di cult to segment into letters, we have chosen a segmentation{free approach for recognition with semi{continuous Hidden Markov Models. We are applying the technique of context modelling in a model hierarchy in order to train more speci c letter models. For training and evaluation, we have used a large sample of 15000 handwritten city and street names. A number of experiments have been performed to evaluate strategies for feature space reduction (Karhunen{Loeve transform, linear discriminant analysis). On a 100 word lexicon, we achieve recognition rates of up to 90% on large independent test sets.
Introduction
In this paper, we present a new word recognition system for reading handwritten postal addresses. Since there can be no constraints on the quality of handwriting in this application, we chose Hidden Markov Models (HMMs) as an approach which requires no error{prone segmentation of words into letters.
Using a sophisticated speech recognition system for training the HMMs, we try to exploit the developments made in the eld of speech recognition for our application. For example, we use the technique of modelling context to improve the speci city of the trained letter models.
Before our word recognition system can be applied, the address block must be detected in the image of the whole letter and segmented into single words such as city and street name. A number of methods for this task have been developed 1;2 . Still, the preprocessing stage is a di cult task on handwritten address words, since there are no limitations regarding writing style, writing instrument, size and quality of the word images. It is necessary to perform a number of normalizations on the image of the script to improve recognition performance. For this, we have developed a reliable preprocessing module which contains a new robust baseline estimation method.
Further investigations concerned the reduction of the feature space dimension via Karhunen{Loeve transform and linear discriminant analysis.
The preprocessing and feature extraction stages are described in sections 2 and 3, respectively. Section 4 explains the concepts of hierarchical context modelling with HMMs. A number of experimental results is presented in section 5.
Preprocessing
Some images from our sample of handwritten German city and street names are shown in gure 1. These examples show that there is a considerable range of variations in terms of size, position, orientation and style of writing. Additionally, noise can be present in form of underlines and parts of other words.
The preprocessing phase begins with a binarization of the grey value image using Otsu's method 3 . In order to normalize the script in the image the reference lines (baselines) need to be detected. We distinguish between four lines: the upper and lower baseline delimit the lower case letters, while the upper and lower line delimit the capital letters/ascenders and the descenders, respectively.
Most works in this eld detect only horizontal reference lines, e.g. by computing a horizontal projection histogram and searching for maxima of its rst derivative 4;5;6 . As can be seen in the sample images, this is not su cient for our application because the script is not horizontal. Therefore we have developed a method which detects the reference lines very robustly at an arbitrary skew angle. Its idea is to determine two sets of pixels P u and P l on the upper and lower baseline. The baselines can then be estimated by linear regression.
First of all, the area of the script body is coarsely determined from a horizontal histogram of black{white transitions. Horizontal lines outside this area with many black pixels are colored white in order to separate descenders and underlines from the script body. Note that this is done only for the baseline On the coarsely cleaned image connected components are computed, of which only those that lie partly in the script body are considered further. From the contours of these remaining image objects, maxima and minima are determined which serve as the desired sets P u and P l .
The well{known estimation of a regression line y = a + bx minimizes the mean square distance of all points to the line (1)
In our experiments we found that in most cases the sets contain some outliers from ascenders or descenders which deteriorate the estimation (see Figure 2a) . It would be desirable to have a criterion which gives less weight to single outliers. A criterion which minimizes only the mean distance of all points to the regression line min (4) There is no closed{form solution for these equations, but a solution can be obtained by solving equation 4 iteratively for b. Since P u and P l do not get too large, the iteration is computationally inexpensive. Figure 2b demonstrates the improved estimation of the lower baseline.
The upper baseline could be estimated accordingly, but experiments showed that it is better to use the gradient b of the lower baseline and estimate only the o set a using equation 3. With the knowledge of the baselines, To determine the slant angle of the script, a few hypotheses are tested. For each supposed slant angle, the energy of the vertical histogram is computed. The angle with the highest energy value is chosen.
Having determined all necessary script parameters, we now return to the original binarized image and perform some cleaning operations, such as the removal of underlines below the lower baseline. Then, the cleaned image is normalized. Figure 3 shows two typical images before and after preprocessing. The slant angle has been normalized, the underline has been removed and the reference lines have been detected.
Feature Extraction
To prepare the classi cation phase with Hidden Markov Models, the two{ dimensional image must be transformed into a one{dimensional stream of feature vectors. This is done by shifting a window from left to right over the image and computing some features from the window at each step. We are currently using the binary pixel values as features. To reduce the feature space dimension, we have experimented with the Karhunen{Loeve transform and linear discriminant analysis; the results of these experiments are described in sect. 5.
Hidden Markov Modelling
The problem of handwritten word recognition can basically be solved by two di erent approaches. The rst solution is to segment the words into characters 8 and recognize them independently 9 . Since the segmentation of handwritten words is an error{prone task, approaches have been developed that tolerate some segmentation errors, e.g. by generating a set of candidate segmentation points that contains the correct segmentation points (over{segmentation). Finding the correct segmentation points can then be viewed as a graph search problem 10 . The other solutions are the so{called segmentation{free approaches. Of these, Hidden Markov Models have received the most attention in the last few years. We are pursuing this approach too, but we feel that if HMMs are applied, then the parallels to speech recognition could be more exploited than is done by many researchers. Our HMM system was primarily developed and optimized for speech recognition 11 . It incorporates the ability to model units of arbitrary context within a model hierarchy. Highly specialized models can be trained according to the amount of training data that is available, so no unreliable estimations need to be done.
Context Models
Before we explain in more detail the di erent types of context modelling, suitable subword units for modelling need to be chosen. While in speech recognition a number of subword units such as syllables, phones etc. have been proposed, for handwriting recognition the choice of single letters is straightforward.
We have applied the technique of context modelling, which has led to considerable improvements in speech recognition 12 and recently also in on{line handwriting recognition 13 , to o {line handwriting recognition. The motivation is rather obvious: the writing of each letter can depend on its adjacent letters, e.g. due to ligatures.
Basically, two kinds of context models can be distinguished: context freezing models and context dependent models. Context freezing models consist of whole groups of letters that capture typical realizations of word parts. For example, su xes such as \berg" or \ing" in German citynames are sometimes written sluggish with the letters melting into each other. Thus models for these word parts can be expected to be more accurate than single letter models.
In contrast, context depending models regard each letter in the context of its surrounding letters. A very common context depending model from speech recognition is the triphone, which is the model of a phone in the context of its left and right neighbor phone. In analogy, we will denote the model of a letter in the context of its two adjacent letters as a trigraph. A letter model without context is then called a monograph, and models with context of arbitrary length are summarized as polygraphs. 
Model Hierarchy
We can construct a model hierarchy by de ning a relation between di erently specialized models. For example, the bigraph e/n/ (n with the left context e) is more specialized than the monograph /n/ but more general than the trigraph e/n/s. Whether a specialized model is actually used depends on whether there are enough observations in the training sample. Figure 4 shows an example: the lowest layer contains the commonly used letter models. In the layer above there are more specialized models (bigraphs). The context of one letter is chosen to be on the left side, because we assume that the letter that was written immediately before the current letter has more in uence on its production than the following letter. Above the bigraphs is a layer of trigraphs, and above the trigraphs there might be further layers with larger contexts (polygraphs). Finally, if the context of the letters is extended to the whole word, then it is equivalent to estimate entire word models.
HMM Training
Our HMM recognizer works with semi{continuous output density functions 14 . A codebook of Gaussian densities is estimated by the K{means clustering algorithm. Preliminary experiments indicated that the use of full covariance matrices performs slightly better than diagonal covariance matrices.
We chose a model hierarchy of monographs, bigraphs, trigraphs and word models as shown in gure 4. During HMM Baum{Welch training the emission probabilities of models in the same branch are interpolated to achieve higher stability in the estimation. Separate models were trained for upper and lower case letters; the HMMs had a linear topology.
Experiments
We performed two series of experiments. One is an evaluation of feature reduction strategies in our developing environment using lexica of constant size. The other is a performance evaluation in a real address reading system, where the ZIP code recognition module provides a dynamic lexicon of candidate city names.
Experiments on Feature Reduction
For this series of experiments, we used a sample of 15000 images of handwritten German street and city names extracted from real letters. The sample was split into six parts of equal size. Applying the leave{one{out technique, one part at a time was further divided into a small validation sample and a large test sample of about 2000 images, while the other ve parts were used for training. The validation sample was used to perform \stopped training", i.e. HMM training is iterated as long as recognition rates on the validation sample increase.
Thus, for each experiment six HMM recognizers including feature transformation matrices and codebooks were trained and evaluated. Overall recognition rates were computed as the mean of six recognition rates on the independent test samples, adding up to 12000 images. Therefore we expect our results to be very reliable. The lexica in these experiments varied according to the words in the validation and test samples, but were kept at a constant size of 100 words.
We compared the e ectiveness of linear discriminant analysis (LDA) and Karhunen{Loeve transform (KLT, principal axis transform) for reducing the feature space dimension. By applying the KLT, the feature vectors are linearly transformed in a way that the resulting principal components are decorrelated and sorted in order of decreasing variance 15 . KLT is computed without information about any classes of feature vectors.
On the other hand, LDA takes into account class information about the feature vectors. A linear transformation is computed that maximizes the inter class distances while keeping the intra class distances constant 16 . There are di erent ways to classify the feature vectors. One way is to cluster the data, e.g. by applying the K{means algorithm like for the codebook estimation. Thus the classes are learned unsupervised. Another way is to perform a rst HMM training on the original feature vectors. The Viterbi alignment of the training words is then regarded as a classi cation of the feature vectors into classes which equal the HMM states. Since some states/classes may get very few observations, some agglomeration of those classes should be done. We performed the following experiments to compare the system performance with and without feature space reduction by KLT and LDA. First, we trained the HMMs on the original feature vectors. A recognition rate of 86.9% was achieved (see table 1 ). We then clustered the feature vectors into 16, 64 and 128 clusters using the K{means algorithm. In all cases, the recognition rate was increased, with the largest improvement for the nest clustering. A similar behavior could be observed when we applied LDA based on Viterbi alignment (supervised). Of the 330 HMM states, a large number had very few observations, so we performed some agglomeration based on the criterion of minimal loss of information. The recognition rates were similar as for the unsupervised LDA.
However, the largest improvement was achieved by applying the KLT. It showed a big improvement over the baseline system, with a relative reduction of the number of errors by 25%.
Real Application Tests
In addition to the experiments described above we tested our HMM recognizer in the framework of a real address reading system. The task of the recognizer was to verify a city name from a given list of city names. The dictionary of the veri cation task consisted of 26193 city names extracted from real German mail addresses. This dictionary was restricted online by using a list of recognized zip codes, resulting in an average list of 8.5 city names per mail piece, with a maximum of 307. The results are summarized in table 2.
In our tests we had 1615 hand written mail pieces, where the correct city name showed up in the input dictionary. The system recognized 91.2% of these letters, with an error rate of less than 1%. The rejection was accomplished by a simple reject criterion using the HMM scores. It can be expected that a more sophisticated reject management using reject classi ers similar to Gloger 6 
Conclusion
We have presented new developments in our word recognition system for handwritten addresses. A description of the preprocessing steps has been given, including a new robust baseline detection method. For recognition, we apply semi{continuous Hidden Markov Models. A hierarchy of context dependent letter models is trained to get very speci c letter models. A number of experiments on feature space reduction by Karhunen{Loeve transform and linear discriminant analysis were carried out. Our results indicate that both methods give a signi cant improvement over the baseline system, but with a slightly better performance for the Karhunen{Loeve transform. Using large samples for evaluation, we achieve recognition rates of up to 90% on 100{word lexica.
