Abstract. In this article, we proposed an inverse Lindley distribution and studied its fundamental properties such as quantiles, mode, stochastic ordering and entropy measure. The proposed distribution is observed to be a heavy-tailed distribution and has a upside-down bathtub shape for its failure rate. Further, we proposed its applicability as a stress-strength reliability model for survival data analysis. The estimation of stress-strength parameters and R = P [X > Y ], the stress-strength reliability has been approached by both classical and Bayesian paradigms. Under Bayesian set-up, non-informative (Jeffrey) and informative (gamma) priors are considered under a symmetric (squared error) and a asymmetric (entropy) loss functions, and a Lindley-approximation technique is used for Bayesian computation. The proposed estimators are compared in terms of their mean squared errors through a simulation study. Two real data sets representing survival of Head and Neck cancer patients are fitted using the inverse Lindley distribution and used to estimate the stress-strength parameters and reliability.
Introduction
[11] introduced a mixture of exponential(θ) and gamma(2, θ) distributions with mixing proportion is [θ/(θ + 1)], in the context of Bayesian statistics, as a counter example of fudicial statistics. This mixture is called the Lindley distribution and defined by the following probability density and survival functions, (1) f (y; θ) = θ 2 (1 + θ)
(1 + y) e −θy , y, θ > 0 (2) S (y; θ) = 1 − F (y; θ) = 1 − 1 + θy 1 + θ e −θy , θ > 0, y > 0 [7] investigated the mathematical and statistical properties of Lindley distribution. They have shown that this probability model can be a better model than the well-known exponential distribution in some particular cases. Since then, this distribution is becoming increasing popular for modeling lifetime data and has been discussed by many authors in different context such as censoring ( [10, 19, 21] ), stress-strength model ( [1] ), load-sharing system model ( [18] ), competing risk model ( [14] ) and Bayes estimation ( [2] ). Since, the Lindley distribution is only applicable of modelling to the monotonic increasing hazard rate data, its applicability is restricted to the data that show non-monotone shapes (bathtub and upside-down bathtub) for their hazard rate. Though various article have found in literature that address the analysis of bathtub shape data, the limited attention has been paid to the analysis of upside-down bathtub shape data. Very recently, [17] proposed a lifetime model with upside-down bathtub shape hazard rate function that is capable of modelling many real problems, for example failure of washing machines, survival of Head and Neck cancer patients, and survival of patients with breast cancer, see the references cited in [17] .
Considering the fact that all inverse distribution possess the upside-down bathtub shape for their hazard rates, we, in this article, proposed a inverted version of the Lindley distribution that can be effectively used to model the upside-down bathtub shape hazard rate data. If a random variable Y has a Lindley distribution LD(θ), then the random variable X = (1/Y ) is said to be follow the inverse Lindely distribution having a scale parameter θ with its probability density function (Pdf), defined by (3) f (x; θ) = θ 2 1 + θ 1 + x x 3 e −θ
x ; x > 0, θ > 0
It is denoted by ILD(θ). The cumulative distribution function (Cdf) of inverse Lindley distribution is given by (4) F (x; θ) = 1 + θ 1 + θ 1 x e −θ
Since this continuous distribution has the nice closed form expressions for the Cdf, hazard function as well as stress-strength reliability, its pertinency for survival analysis can never be denied in the literate. The aim of this paper is two fold. The fist aim is to study the properties of the inverse Lindley distribution. The second aim of this paper is to develop the inferential procedure of the stress-strength reliability R = P (Y < X), when X represents the strength and Y denotes the stress, both are independent inverse Lindley (θ 1 ) and inverse Lindley (θ 2 ), random variables respectively. The stress-strength reliability plays a very important role in reliability analysis and has nice probabilistic interpretation. As stated by [4] , R = P (Y < X) is the probability that failure will occur because, due to chance, a component with relatively low strength was paired off with a high stress. Many authors developed the estimation procedures for estimating the stress-strength reliability under both classical and Bayesian set-up, see [1, 6] and references cited therein.
The rest of the paper has been organized in the following sections. Section 2 provides comprehensive mathematical treatments to study the statistical properties of inverse Lindley distribution. The properties studied include: shapes of the probability density function and the hazard rate function, mode, median, quantile function stochastic orderings, Reiny entropy, order statistics and their moments, and stress-strength reliability measures. The maximum likelihood estimators of the unknown parameters and stress-strength reliability along with their asymptotic distributions are presented in Section 3. Bayes estimators obtained by the method of Lindley approximation are discussed under Jeffrey and gamma priors using a symmetric, squared error loss and a symmetric, entropy loss functions in section 4. Section 5 presents the simulation study to study the behaviour of the proposed estimators. Section 6 illustrate an application by using the real data sets. Section 7 provides final concluding remarks.
Properties of inverse Lindley distribution
2.1. Shape of density and hazard functions. The first derivative of (3) is given by function of ILD(θ) can be readily obtained as
The monotonicity of hazard function of ILD(θ), for different values of the parameter θ, has been showed graphically in Figure ( 2). Clearly, the hazard function of inverse Lindley distribution is also a uni-model function in x and achieve its maximum value at epoch, x 0 , which can be obtained as the solution of the following equation
Quantile function. Though formulas for the mean and the variance are difficult to obtain explicitly since the explicit algebraic expressions for involved integrals are not available, the quantiles are easy to evaluate. Let T be an arbitrary random variable with cumulative distribution function F T (t)=P (T ≤ t), where t∈ . For any p ∈ (0, 1), the pth quantile Q (p) of T is usually obtained as
where W −1 denotes the negative branch of the Lambert W function.
Proof. For any fixed θ > 0, let p ∈ (0, 1), we have to solve the equation (7) with respect to
, we have to solve the following equation:
Multiplying both side by −e −(1+θ) in (9), we obtain
From (10) together with (3), we see that
is the Lambert W function of the real argument −p (1 + θ) e −(1+θ) (The Lambert W function is a multivalued complex function defined as the solution of the equation W (z) exp (W (z)) = z, where z is a complex number, see [9] ). Then, we have
Moreover, for any θ > 0 and x > 0, it is immediate that 1 + θ + θ Q(p) > 1 and it can also be checked that −p (1 + θ) e −(1+θ) ∈ (∞, −1) since 0 < p < 1. Therefore, by taking into account the properties of the negative branch of the Lambert W function, (11) becomes
which in turn implies the result. i.e.
For p = 0.5, the median of inverse Lindley distribution is
In the similar way, X is said to be stochastically greater
The inverse Lindley distributions are ordered with respect to the strongest likelihood ratio ordering as shown in the following theorem.
Proof. First note that
that is (16) is a positive monotone decreasing function, hence
That is X ≤ lr Y . The remaining statements follow from the above relationship.
2.4. Entropy measure. Entropy measures provide important tools to indicate variety in distributions at particular moments in time and to analysis evolutionary processes over time. This measures the variation of the uncertainty in the distribution of a random variable X. For a probability distribution, [15] gave an expression of the entropy function, so called Renyi entropy, defined by (17) τ
where γ > 0 and γ = 1. For the inverse Lindley distribution in (2), note that
3. Stress-strength reliability and maximum likelihood estimation Let Y and X be independent stress and strength random variables follow inverse Lindley distribution with parameter θ 1 and θ 2 respectively. Then, the stress-strength reliability R is define as
Using the definitions of ILD and inverse gamma distributions, we get the expression for stressstrength reliability as
Since R in (21) is a function of stress-strength parameters θ 1 and θ 2 , we need to obtain the maximum likelihood estimators (MLEs) of θ 1 and θ 2 to compute the MLE of R under invariance property of the MLE. Suppose X 1 , X 2 , ..., X n is a strength random sample from ILD(θ 1 ) and Y 1 , Y 2 , ..., Y m is a stress random sample from ILD(θ 2 ) distributions. Thus, the likelihood function based on the observed sample is given by
where,
The MLE of θ 1 and θ 2 , sayθ 1 andθ 2 respectively, can be obtained as the solutions of the following equations
From (24) and (25), obtain MLEs as
Hence, using the invariance property of the MLE, the maximum likelihood estimatorR mle of R can be obtained by substitutingθ k in place of θ k for k = 1, 2.
3.1. Asymptotic distribution and confidence intervals for θ 1 , θ 2 and R. In this subsection, we derived the asymptotic distributions ofθ k as well as ofR mle . Based on the asymptotic distribution ofR mle , we also obtained the asymptotic confidence interval for R. For large sample, an estimator is said to be asymptotic efficient for estimating θ k if
By using delta method, the Fisher information matrix of Θ = (θ 1 , θ 2 ) is defined as
The asymptotic 100 (1 − α) % confidence intervals for θ k , k = 1, 2 are defined by
where, z α/2 is the upper (α/2)th percentile of a standard normal variable. Similarly, the asymptotic distribution of stress-strength reliability as n → ∞ and m → ∞ is given by
Although,R mle can be obtained in explicit form, the exact distribution ofR is difficult to obtain. Due to this reason, we construct the confidence interval for R based on the asymptotic distribution of the maximum likelihood estimatorR mle . Thus, asymptotic 100 (1 − α) % confidence interval for R can be easily obtained as
where, I θ k andR k , k = 1, 2 are the MLE's of I (θ k ) and R k , respectively.
Bayes estimation
In this section, we proposed the Bayesian estimators of the unknown parameters θ 1 , θ 2 and stress-strength reliability function R. For Bayesian estimation, we need to specify prior distributions, π (θ) for the model parameters. Here, we consider a non-informative, [8] and an informative gamma priors for the unknown parameters θ 1 and θ 2 . The joint posterior distribution of θ 1 and θ 2 is defined by
[3] argued that if no information or less information is available regarding the population parameter, it is better to consider a non-informative prior for the unknown parameter. The joint prior under a methodology given by [8] , is given by
We now suppose some information on the parameters θ 1 and θ 2 is available. Since both parameters of the inverse Lindely distribution are positive and greater than zero, it is assumed θ 1 and θ 2 have gamma prior distributions of the following forms.
The joint prior is then given by
Here, all hyper-parameters a 1 , b 1 , a 2 , b 2 are assumed to be known that are chosen to reflect the prior information about parameters, based on a prior information available that fits the gamma distribution which is mainly subjective probabilistic. Note, when a 1 = b 1 = a 2 = b 2 = 0 then we have non-informative and improper prior. We, further, considered two loss functions, one is asymmetric known as quadratic loss or squared error loss and other one is asymmetric, entropy loss function. The Bayes estimate of any parametric function, say φ (Θ) under squared error loss function (SELF) and entropy loss function (ELF) are defined by
It is to be noticed here that a major difficulty in the implementation of Bayes procedure is the evaluation of the ratio of two integrals for which closed expression is not easy to obtain analytically. Therefore, we proposed the use of an approximation technique suggested by [12] to solve Bayesian problems. Many authors including ( [20] ) have used this technique to obtain the Bayes estimates of the parameters of various lifetime distributions.
4.1. Lindley-approximation. Consider that the posterior expectation of φ (Θ|data) is expressible in the form of ratio of integrals as given below
where, Θ = (θ 1 , θ 2 , . . . , θ p ), φ (Θ)= Parametric function of interest, log L (Θ)= Log-likelihood function, and ρ (Θ)= Log of joint prior of Θ, For a sample large and under some conditions, the above equation (37) can be approximated as
where, and under entropy loss function are defined as
Note that all terms and derivatives written with a hat ( ˆ ) are calculated by replacing θ 1 and θ 2 with their maximum likelihood estimates. To obtain the Bayes estimates under Jeffrey and gamma priors, we take ρ = log π j (θ 1 , θ 2 ) and ρ = log π g (θ 1 , θ 2 ) respectively. The derivatives used under Lindley approximation are shown in Appendix.
Simulation study
This section consists a simulation study to analysing the behaviour of the proposed estimators based on simulates sample. In simulation, one, using a machine instead of going in the field for data collection, generates the pseudo-random numbers to study the properties of the model, and save time as well as money. Here, we studied the behaviour of the stress-strength reliability on the basis of simulated sample with varying sample sizes and different combinations of the stress-strength parameters.
For this purpose, we need a simulation algorithm for generating random sample from inverse Lindley distribution. The simplest method used for this purpose is an inversion method that utilizes a probability integral transformation. Though the probability integral transformation under ILD can not be applied explicitly, we, can apply Newton's method (to solve the equation F (x) − u(0, 1) = 0) or a Lambert W function as suggested by [9] . To simulate a random sample from ILD distribution, One can also use a fact that the ILD distribution is a mixture of an inverse exponential (θ) and an inverse gamma (2, θ) distributions. The algorithm is then have the following steps.
For simulation, we took three different combinations of (θ 1 , θ 2 )=(1,2),(1,1),(2,1) such that for which stress-strength reliability results in a value (0.25) small, (0.50) moderate and (0.75) large, respectively. Under gamma prior, the hyper-parameters ate taken to be zero to make a gamma prior non-informative. The resulting prior is denoted by Gamma 1. As in a simulation study, the true values of the model parameters are known priory, one can use this information to elicit the assumed prior distributions. Here, we, under this consideration, take prior means equal to the true value of parameters with known lower and higher variances.The prior variance indicates the confidence of our prior guess. A large prior variance shows less confidence in prior guess and resulting prior distribution is relatively flat. Likewise, small prior variance indicates greater confidence in prior guess. Here, we took prior variance 0.5 as small and 10 as large, and called these priors as Gamma 2 and Gamma 3, respectively.
For each generated sample, we calculate the proposed estimators discussed in the previous sections. This process is repeated 5000 times, and average estimates (AV) and mean squared errors (MSE) of the estimators are obtained. The simulation results are summarised in Tables  1-7 . Studying the results, we reached to the following concussions: C1. As expected, the mean squared error for all estimators, obtained with different parameters values, decreases as sample sizes for stress-strength random variables increase. C2. Bayes estimator obtained under non-informative prior is equally applicable as maximum likelihood estimator in estimating the parameters since both show approximately same magnitudes for their mean squared errors. C3. In Bayes estimation in case of both symmetric and asymmetric loss functions, the MSE of Bayes estimator obtained under Jeffrey prior is higher than that of obtained under gamma prior, for given values of parameters (θ 1 , θ 2 ) and sample sizes (n, m). C4. However, Bayes estimators obtained under informative prior show smaller mean squared error than the maximum likelihood estimators. C5. Under gamma prior, it is observed that the MSE of the Bayes estimators increases with increasing prior variance. C6. In general, the MSEs of (θ 1 , θ 2 ) increase with increasing magnitude of their true values for given (m,n). C7. Bayes estimators obtained under entropy loss function show smaller MSE than Bayes estimators obtained under squared error loss.
C8. The MSE of the estimator of stress-strength reliability for small and large values of R, are greater than that obtained for moderate value (0.5) of R. Table 1 . Average estimates (AV) and mean squared errors (MSE) of the estimator R under self and elf with varying n and m, when stress parameter θ 1 =1 and strength parameter θ 2 =2
(n,m) MLE Jeffrey Prior Table 2 . Average estimates (AV) and mean squared errors (MSE) of the estimator R under self and elf with varying n and m, when 
Real data application
In this section, we considered two real data sets initially reported by [5] , to demonstrate that the methodologies proposed in the previous sections, can be used in practice. The data sets represent the survival times of two groups of patients suffering from Head and Neck cancer disease. The patients in one group were treated using radiotherapy (RT) whereas the patients belonging to other group were treated using a combined radiotherapy and chemotherapy (CT+RT). [13] showed how a lifetime model with upside-down bathtub hazard rate is useful to modelling such problem and analysed these data sets under Bayesian paradigm using log-normal lifetime model. Table 3 . Average estimates (AV) and mean squared errors (MSE) of the estimator R under self and elf with varying n and m, when The data sets are as follows: First we checked the validity of the inverse Lindley distribution for given data sets by using Kologorov-Smirnov goodness-of-fit test(K-S), Akaike information criterion (AIC) and Bayes information criterion (BIC). We compared the applicability of inverse Lindely distribution with a competing one parameter distribution, inverse Rayleigh distribution(IRD). Based on real data sets, all statistics mentioned above are computed and shown for both distributions in Table 8 . Figures (3) and (4) the fitted and empirical Cdfs for data set 1 and 2 respectively. Clearly, the inverse Lindley distribution fits well to the data sets in comparison to inverse Rayleigh distribution.
The maximum likelihood and various Bayes estimates of θ 1 , θ 2 and R are summarised in Table 9 . Since, we dint have any prior information besides few observations, we used only non-informative priors, Jeffrey and Gamma 1 priors in real data study.
Conclusion
In this paper, we purposed an inverse Lindley distribution and studied its mathematical and statistical properties such as quantile, mode, stochastic ordering. The flexibility of the propose model has been demonstrated by showing the behaviours of the Pdf and hazard functions mathematically as well as graphically. It has been found that the inverse Lindley distribution fits quit well the data of survival of Head and Neck cancer patients. Further, we addressed the problem of estimating the stress-strength reliability R=P [Y < X] where X and Y follow the inverse Lindley distributions. The estimation of the parameters and stress-strength reliability R have been approached by both classical and Bayesian methods. We could use the asymptotic distribution of R to construct confidence intervals. We computed the Bayes estimators of R based on the Jeffrey and gamma priors using a squared error loss and an entropy loss functions. Since the Bayes estimators cannot be obtained in explicit form, we proposed the use of the Lindley's approximation to compute the Bayes estimates. By simulation study, we concluded that Bayes estimators obtained under informative priors perform well and have smaller mean squared error as compared to that of obtained under the non-informative priors, and maximum likelihood estimators. We could also observed that entropy loss function is a suitable loss function than squared error loss. Further extensions of this distribution are under progress and evolved versions having effective shape parameter(s) will be presented in the literature very soon. Finally, we would recommend the use of inverse Lindely distribution as a reliability and lifetime model to modelling the real problems encountered in engineering, medical science, biological science and other applied sciences.
