Abstract
Introduction
Building a mosaic image from a sequence of partial views is a powerful means of obtaining a broader view of a scene than is available within a single view, and has been used in a large range of applications [1] . One application domain in which mosaics are particularly valuable is in the diagnosis and treatment of diseases of the retina. Consider two images of the retinal surface, I p and I q , taken from two different viewpoints or, equivalently, by two different cameras, C p and C q (see Figure 1) . A seamless mosaic formed from this multiple fundus images aids in diagnosis, provides a means for monitoring the progression of diseases, and may be used as a spatial map during surgical treatment.
Many retinal image registration methods have been proposed in the literatures [1] [2] [3] [4] [5] [6] . Can et al. and Zana et al. used bifurcations of vascular tree as landmarks on the retinal surface to establish image correspondences in [1, 3] . These bifurcations are easy to detect but sometime lack distinctiveness, and their localization is often quite inaccurate. To improve the landmarks accuracy, Tasi proposed a model-based approach that greatly increased the landmarks accuracy and repeatability by estimating the locations where vascular structures branch or cross-over [4] . Stewart proposed a different approach uses one or more initial correspondences defining the mapping only in a small area around these boot strap regions [5] . Finally, Tsai evaluated the performance of the two methods proposed in [4, 5] . All the previously mentioned methods are limited to those retinal images with more visible retinal structures. Quite often, bleedings or tumour tissue limits the number of detectable bifurcations or even prevents their proper segmentation, also gives a big challenge to the retinal images mosaic. Figure 2 gives two retinal images, the left one is captured from a healthy fundus, and the right image suffers large area of pathological changes, which are lack of visible structures.
(a) (b) Figure 2 . Two typical retinal images that captured from: (a) a health retina; and (b) a pathological one
Our goal in this paper is to develop an algorithm to construct extremely accurate, robust mosaics of retinal images, even for those cases where the retinal images without discernable structures, in contrast to the stateof-the-art algorithms.
mSIFT Algorithm
SIFT proposed by D. Lowe in 2004 [7] has been proven to be the most robust local invariant and feature descriptor. But, the SIFT was mainly developed for gray images which limits its performance with some color objects, for example, the colored retinal images.
Color is an important component for distinction between objects. If the color information in an object is neglected, a very important source of distinction may be lost. In this paper, we present a novel colored SIFT in m color space (mSIFT), not just embed the color information in the descriptors, but to give the descriptor the robustness with respect to color variations as well as the robustness of the conventional SIFT against geometrical changes.
Geometrical Invariance for mSIFT
Geometrical Invariance means the invariance of the extracted features to translation, rotation, scaling, or affine transformations as well as occlusion and partial appearance. In other words, for a specific object, a feature (x)
F at x ( , ) x y = should satisfy:
(1) Here Θ is a transformation which includes translation, rotation, scaling or affine transformation. The most challenge for the geometrical invariance is the invariance to scale changes.
Scale-space theory offers the main tools for selecting the most robust feature locations, or the interest points, against scale variations. Given a signal :
→ is defined as:
where (
and (x, ) g s is the scalespace kernel, s is the scale parameter set.
It has been proven that Gaussian kernel is the unique kernel for generating scale-space representation [4, 8] . Lindeberg has shown that the normalization of the Laplacian of Gaussian (LoG), ∇ 2 g with a factor σ 2 = s is necessary to give a signal the scale-invariant property in [8] . The normalized LoG pyramid can be approximated by different-of-Gaussian (doG) pyramid. Hence, the locations of extrema in the doG pyramid correspond to the most stable features with respect to scale changes.
Color Invariance for mSIFT
Shadows, shading, illumination color and specularities can be modeled with the dichromatic reflection model [11] . Assuming narrow-band color filters, the measured color values C R , C G and C B at a pixel (x,y) can be expressed as:
( , ) ( , , ) , , and
The first term models body reflection. The second term models surface reflection. m b and m s express the geometric dependencies of these terms as a function of the light direction l, of the surface normal s and of the viewing direction v. S i is the i th sensor response to surface reflectance under white illumination. L i is the illumination factor for channel i.
For matte surfaces, m s is assumed to be zero. The influence of shading (modeled by m b ) and of shadows (modeled by L i →αL i ) becomes a multiplicative factor common to all channels C i . To achieve invariance, color ratios for two neighboring pixels 1 x and 2 x are used:
( , , , ) ,
. For a standard RGB color camera, m color space can be obtained
The color ratios are proven that independent of the illumination a change in viewpoint, and geometry. Taking the natural algorithm for both sides of (5):
Equal derivations are obtained for m 2 and m 3 . Further, is 1 2 x x → , then the color ratios are identical to the directional derivative of the ln(R/G) image
To obtain the gradient magnitude and direction, the Canny's edge detector can be taken (derivative of the Gaussian with σ = 1.0) on the image ln(R/G) with nonmaximum suppression in a standard way, so
The gradient magnitude |∇F| of the illuminationinvariant derivatives is:
where C i is the notation for the ln(R/G), ln(R/B) and ln(G/B) images.
Interest Points Detection
Interest points should be selected to achieve maximum possible repeatability under different photometric and geometric imaging conditions. In order to achieve the stability of the detected features to photometric changes, we use the color invariant |∇F|, which was present in the previous section, as the working space for the input image.
In the current camera, the green and the blue channels have typically the highest and lowest noise, so only the two least noisy components of the m space ln(R/G) and ln(R/B) are taken into |∇F|:
Similarly as in SIFT, the input image was expanded by factor of two, to preserve the highest spatial frequencies. For the Gaussian color model, we use σ x = 1.0 and σ = 1.4 for the Gaussian filter of the pyramid levels. Also, sub-pixel and sub-scale approximation is performed for the obtained extrema to achieve the maximum geometrical and photometric stability of the detected interest points.
Features Description
The descriptor should robustly represent both the shape and the color of the features. So, we extend local feature descriptors with color information, by concatenating a color descriptor, K, to the shape descriptor, S, according to ˆD (S, K)
where D is the combined color and shape descriptor, λ is a weighting parameter, and ^ indicates that the vector is normalized. For the shape descriptor, we reply on the SIFT descriptor [7] . Since the color descriptor is to be used in combination with a shape descriptor, it does not need to contain any spatial information, which leads us to use local histograms.
Deformation and Viewpoint Invariant Color
Histograms Domke proposed a theoretical basis for creating color histograms that are invariant under deformation or changes in viewpoint [12] . The gradients in different color channels weight the influence of a pixel on the histogram so as to cancel out the changes introduced by deformations: 
where f(x, y) is the image intensity function in one channel, g(x, y) is a second channel intensity function.
Quasi-invariant Color Histograms
In the case of white illumination and specula reflectance, opponent colors [11] can be invariant with respect to specularities:
. (13) From the opponent colors, several forms which are invariant to both lighting geometry and specularities can be obtained:
here:
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Combined descriptor D lengths are 128 bins for shape invariance, for the one-dimensional descriptors hue (14), opponent angle (15) and spherical angle (16) histogram is divided into 24 bins, for the deformation and viewpoint invariant color histogram 64 bins are used. And, λ = 0.6 was found to give good results.
Evaluation of mSIFT Algorithm
To evaluate the proposed algorithm for features detection and description, we compare the performance of mSIFT with SIFT and CSIFT on 3 pairs of retinal images selected from our clinic retinal image database. Figure 3 shows the detected features of a retinal image. It is known that as the number of the detected and matched (explained in section 3.2) features increases, the performance of the registration process is enhanced. Figure 3 and Table 1 show that mSIFT performs best in the number of detected and matched features. 3. Retinal Images Mosaic using mSIFT
Features Detection and Description
The first task for mosaicking is the identification of a possibly high number of interest points in all images of the same scene. Our algorithm uses a geometrical and color invariant detector in order to identify interest points and a 216-dimensional distribution based vector to describe the characters of every interest point.
Robust Features Matching
Once features extracted, they can be matched by second-nearest-neighbor strategy [7] . Given a pair of images I i , I j with feature points, for a interest point in the first image I i , we calculate the Euclidian distance to all feature descriptors in the second image I j . If the ratio of the nearest neighbor e 1NN and the second nearest neighbor e 2NN is smaller than a pre-defined threshold of 0.8, a match is assumed to correct and is therefore added to the list of putative matches. Due to the significant viewpoint, illumination changes and ambiguities structures, the present of outliers is pervasive in the putative matches.
Inter-Image Quadric Mapping Estimating
The curved nature of the retina can best be taken into account by using a quadric transformation model Θ [2] . Let I i be one image frame, let I j be a second image frame, and p = (x, y)
T be a location in I i . Define:
Combining camera, surface, and motion models, the transformed pixel location p΄ = (x΄, y΄)
and Θ is a 2×6 parameter matrix, 11 12 16
How to filter out the outliers from the putative matches or to say the least, to find n (n ≥ 6) matches is the key in the model estimation. Here, a new inlier identification scheme based on high order static of Sampson error [13] is used to find the inlier matches:
Step 1. In the putative set of C matches, randomly select N 12-point samples and generate N fundamental matrix 1 hypotheses {F j }, j = 1, 2, ···, N.
Step 2. For each match, compute its Sampson error (r i j )
2 with regard to each hypothesis.
Step 3. For each match, estimate its residual distribution by constructing histogram of N residuals.
Step 4. For C histograms, compute the value of kurtosis β to characterize each of them. In this stage, each one is represented by a point in 1D kurtosis space.
Step 5. Use k-means clustering algorithm to cluster β into 2 sets, which are identified inliers and outliers. Where, the Sampson error (r i j ) 2 is defined as
and (Fx) k 2 represents the square of the k-th of the vector Fx, the kurtosis β is:
As the inlier extracted, the over-determined systems can be solved using the SVD algorithm to get Θ.
Image Warping and Multi-band Blending
The mapping of discrete pixels poses a problem because the transformation Θ is not algebraically invertible. As inverting the transformation proved to be difficult, here, interpolation is used to calculate all pixels in I i . The intensity at each pixel location T x ( , ) x y = in I i is weighted average of all the intensities in I i falling within a pixel radius.
To preserve the fine structures while smoothing out low frequency variations caused by irregular illumination, we decided to use the multi-band blending method to blend the high frequencies over a small spatial range and the low over a large range.
Experiments and Results
The proposed method has been applied to acquisitions from a patient database with retinal images showing various pathologies. 
Conclusions
In this paper, an approach was developed to mosaic the curved human color retinal images relying on the mSIFT algorithm. Experiments have demon-strated that the proposed method can be efficiently used to mosaic the retinal images, even for cases without structures.
