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ON THE SYMMETRIC AND EXTERIOR POWERS OF YOUNG
PERMUTATION MODULES
YU JIANG
Abstract. Let n be a positive integer and λ be a partition of n. Let Mλ be the
Young permutation module labelled by λ. In this paper, we study symmetric and
exterior powers ofMλ in positive characteristic case. We determine the symmetric
and exterior powers of Mλ that are projective. All the indecomposable exterior
powers of Mλ are also classified. We then prove some results for indecomposable
direct summands that have the largest complexity in direct sum decompositions
of some symmetric and exterior powers of Mλ. We end by parameterizing all the
Scott modules that are isomorphic to direct summands of the symmetric or exterior
square of Mλ and determining their corresponding multiplicities explicitly.
1. Introduction
Let G be a finite group and fix a field F of positive characteristic p. The complexity
of a finite-dimensional FG-module M , defined by Alperin and Evens in [2] and
denoted by cG(M), describes the growth rate of a minimal projective resolution of
M . However, the invariant is usually very difficult to compute and is still poorly
understood even in the case of group algebras of symmetric groups.
As usual, the symmetric and exterior powers of M are natural FG-modules by
the diagonal action of G. In [4, Lemma 1 (i), (ii)], the authors obtained an optimal
upper bound for the complexities of symmetric and exterior powers of R, where R
is a direct sum of some copies of the regular module FG. Given a positive integer
a, if a > 1, let SaM and ΛaM be the ath symmetric and exterior power of M
respectively. Let νp(a) be the largest non-negative integer b such that p
b | a. Using
the Brauer quotients of p-permutation FG-modules, We generalize their result as
follows.
Theorem A. Let G be a finite group with p-rank r and P be a non-zero projective
FG-module. Let a be a positive integer and a > 1. Then cG(SaP ) = min{νp(a), r}.
Moreover, if a ≤ dimF P , then cG(ΛaP ) = min{νp(a), r}.
For the modules of a symmetric group, notice that the class of Young permutation
modules contains the regular module. Following the notation of [15], let Sn be the
symmetric group on n letters and write λ ⊢ n to imply that λ is a partition of n. Let
λ ⊢ n and Mλ be the FSn-Young permutation module labelled by λ. Theorem A
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motivates us to study SaMλ and ΛaMλ. We determine the symmetric and exterior
powers of Mλ that are projective (see Propositions 3.9, 3.10). As another main
result of this paper, all the indecomposable exterior powers of Mλ are also classified
(see Theorem 4.6 and Remark 4.7 (i)).
Given FG-modules M and N , write N | M to indicate that N is isomorphic
to a direct summand of M . Let Y λ be the FSn-Young module labelled by λ. A
well-known fact tells us that there exists some µ ⊢ n such that Y µ | Mλ and
cSn(Y
µ) = cSn(M
λ). Moreover, all the partitions of n that satisfy the two conditions
can be explicitly determined by λ. We show two similar results for some symmetric
and exterior powers of Mλ. To state our results precisely, assume further that
λ = (λ1, . . . , λℓ) ⊢ n. For all 1 ≤ i ≤ ℓ, write λi = pqi + ri, where qi, ri are non-
negative integers and 0 ≤ ri < p. Let qλ = (pq1, . . . , pqℓ), rλ = (r1, . . . , rℓ) and use α
to denote the rearrangement of a composition α. Let qλ ∪ (p) be the rearrangement
of the composition (pq1, . . . , pqℓ, p). We prove the following:
Theorem B. Let a, n be positive integers and a > 1. Let λ ⊢ n.
(i) There exists some µ ⊢ n such that Y µ | SaMλ and cSn(Y
µ) = cSn(S
aMλ).
(ii) Assume that λ 6= (n). Then there exists some µ ⊢ n such that Y µ | Λ2Mλ
and cSn(Y
µ) = cSn(Λ
2Mλ).
Moreover, the partition µ in both (i) and (ii) can be explicitly determined by λ.
Theorem C. Let n be a positive integer and λ ⊢ n. Let rλ = (p − 1, 1) and
µ = qλ ∪ (p). Let M be an indecomposable FSn-module.
(i) If M | SpMλ and cSn(M) = cSn(S
pMλ), then M ∼= Y ν, where Y ν | Mµ.
Moreover, all the partitions labelling these Young modules can be explicitly
determined by µ.
(ii) If p = 2, M | Λ2Mλ and cSn(M) = cSn(Λ
2Mλ), then M ∼= Y ν, where
Y ν | Mµ. Moreover, all the partitions labelling these Young modules can be
explicitly determined by µ.
Our final result is as follows. We refer the reader to Theorem 9.10 for more details.
Theorem D. Let n be a positive integer and λ ⊢ n. The vertices of all the FSn-Scott
modules that are isomorphic to direct summands of S2Mλ or Λ2Mλ are determined.
Moreover, the corresponding multiplicity of such a Scott module in S2Mλ or Λ2Mλ
is also explicitly determined.
This paper is organized as follows. In Section 2, we gather the notation and give
a brief summary of the required knowledge. Section 3 includes the proof of Theorem
A. We also determine the symmetric and exterior powers of Mλ that are projective.
In Section 4, we classify all the indecomposable exterior powers of Mλ. Sections
5 and 6 contain the proof of Theorem B. Theorem C is shown in Section 7. By a
theorem proved in Section 8, in Section 9, we prove Theorem D.
2. Notation and Preliminaries
Fix a field F of positive characteristic p throughout the whole paper. For a given
finite group G, we write H ≤ G (resp. H < G) to indicate that H is a subgroup
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(resp. proper subgroup) of G. IfH ≤ G, let NG(H) be the normalizer ofH in G. For
a non-empty set S, let 〈S〉F be the F-linear space generated by S. By convention,
〈∅〉F is the zero space. All the FG-modules considered in this paper are finitely
generated left FG-modules. Induction and restriction of FG-modules are presented
by ↑ and ↓ respectively. Use FG to denote the trivial FG-module throughout the
whole paper and omit the subscript if there is no confusion. We fix the notation
and present some required results in the following subsections.
2.1. Representation theory of finite groups. We assume that the reader is fa-
miliar with modular representation theory of finite groups. For a general background
on this topic, one may refer to [1] or [21]. Let N be the set of natural numbers.
Let G be a finite group andM , N be FG-modules. Write N |M if N is isomorphic
to a direct summand of M , i.e., M ∼= L ⊕ N for some FG-module L. If N is
indecomposable, for a decomposition of M into a direct sum of indecomposable
modules, the number of indecomposable direct summands that are isomorphic to
N is well-defined by the Krull–Schmidt Theorem and is denoted by [M : N ]. Let
P ≤ G and N be indecomposable. Following [13], say P a vertex of N if P is a
minimal subgroup of G (with respect to the inclusion of subgroups of G) subject to
the condition that N | (N↓P )↑G. All the vertices of N can form a G-conjugacy class
of a p-subgroup of G. Let P be a vertex of N . There exists some indecomposable
FP -module S such that N | S↑G. Call S a P -source of N . All the P -sources of N
are NG(P )-conjugate to each other. If N has a trivial P -source, then N is called a
trivial source FG-module. Let 1 < a ∈ N and SaM be the ath symmetric power of
M . If a ≤ dimFM , let ΛaM be the ath exterior power of M . By convention, write
S0M = Λ0M = F and S1M = Λ1M = M . For the definitions of these objects, one
may refer to [3, 1.14]. In particular, they are natural FG-modules by the diagonal
action of G. Let M⊗
a
be the ath inner tensor product of M over F. If a < p, it is
well-known that SaM | M⊗
a
and ΛaM | M⊗
a
. Let L be an FG-module. We also
have Sc(M ⊕ L) ∼=
⊕c
i=0(S
iM ⊗ Sc−iL) and Λc(M ⊕ L) ∼=
⊕c
i=0(Λ
iM ⊗ Λc−iL) as
FG-modules, where c ∈ N and the inner tensor products of modules are over F.
2.2. p-permutation modules and Scott modules. Let G be a finite group and
M be an FG-module. The module M is said to be a p-permutation module if,
for every p-subgroup P of G, there exists an F-basis BP of M (depending on P)
that is permuted by P . It is well-known that the indecomposable p-permutation
FG-modules are exactly the trivial source FG-modules. Also note that the class of
p-permutation FG-modules is closed by taking direct sums and direct summands.
Therefore, the projective FG-modules are p-permutation FG-modules. Let P be a
p-subgroup of G and M be a p-permutation FG-module. Let BP (M) be a fixed F-
basis of M permuted by P . Let 1 < a ∈ N, d = dimFM and BP (M) = {v1, . . . , vd}.
Set BsP,a(M) = {u : u = vi1 ⊙ · · ·⊙ via ∈ S
aM, 1 ≤ i1 ≤ · · · ≤ ia ≤ d} and note that
BsP,a(M) is an F-basis of S
aM permuted by P . By the definition of a p-permutation
FG-module, SaM is a p-permutation FG-module. Similarly, we have
Lemma 2.1. Let P be a p-subgroup of a finite group G and 1 < a ∈ N. Let M
be a p-permutation FG-module. Let a ≤ d = dimFM and BP (M) = {v1, . . . , vd}.
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Then {αuu : u = vi1 ∧ · · · ∧ via ∈ Λ
aM, 1 ≤ i1 < · · · < ia ≤ d} is an F-basis of
ΛaM permuted by P , where the scalar αu depends on u and is either 1 or −1. In
particular, ΛaM is a p-permutation FG-module.
Proof. Note that B = {u : u = vi1 ∧ · · · ∧ via ∈ Λ
aM, 1 ≤ i1 < · · · < ia ≤ d} is
an F-basis of ΛaM . For any g ∈ G and u ∈ B, there exists some v ∈ B such that
gu = v or gu = −v. The first statement thus follows by [10, Lemma 2.6]. For any
p-subgroup Q of G and the fixed BQ(M), we get an F-basis of ΛaM permuted by Q.
The second statement follows by the definition of a p-permutation FG-module. 
For the given BP (M), if a ≤ d, let BeP,a(M) be the F-basis of Λ
aM in Lemma 2.1.
LetH ≤ G. For the transitive permutation FG-module (FH)↑G, it is well-known that
(FH)↑G has a unique trivial FG-submodule and a unique trivial FG-quotient module.
Moreover, there exists an indecomposable FG-direct summand S of (FH)↑G with a
trivial FG-submodule and a trivial FG-quotient module. The module S, unique up
to isomorphism, is called the Scott module of (FH)↑G and is denoted by ScG(H). It
is well-known that the vertices of ScG(H) are G-conjugate to a Sylow p-subgroup
of H . Moreover, ScG(H) is a trivial source FG-module. Let K ≤ G and Q be a
Sylow p-subgroup of H . We remark that ScG(H) ∼= ScG(K) if and only if a Sylow
p-subgroup of H is G-conjugate to a Sylow p-subgroup of K. Therefore, we usually
use ScG(Q) to denote ScG(H). For more properties of ScG(Q), one may refer to [6].
2.3. Brauer quotients and complexities of modules. We now describe the
Brauer quotients of p-permutation modules developed by Broue´ in [5]. Let G be
a finite group and P ≤ G. Let M be an FG-module. For a given non-empty set
S ⊆ M , we set SP = {v ∈ S : ∀ q ∈ P, qv = v}. If S is an FG-submodule of M ,
then SP is an F[NG(P )/P ]-module. For any p-subgroup Q of P , the relative trace
map from MQ to MP , denoted by TrPQ, is defined to be
TrPQ(v) =
∑
g∈{P/Q}
gv,
where {P/Q} is a complete set of representatives of left cosets of Q in P . Note that
the F-linear map TrPQ is independent of the choices of {P/Q}. We also define
TrP (M) =
∑
TrPQ(M
Q),
where the sum runs over all the members of {Q < P : Q is a p-group}. It is clear to
see that TrP (M) is an F[NG(P )/P ]-submodule of MP . The Brauer quotient of M
with respect to P , written as M(P ), is the F[NG(P )/P ]-module
MP/TrP (M).
Notice that M(P ) = 0 unless P is a p-subgroup of G. If P is a p-subgroup of G and
M is indecomposable, it is well-known that M(P ) 6= 0 only if P is G-conjugate to a
p-subgroup of a vertex of M . We collect some well-known results as follows.
Lemma 2.2. Let P be a p-subgroup of a finite group G. Let M be a trivial source
FG-module with a vertex V . Let N be a p-permutation FG-module.
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(i) We have M(P ) 6= 0 if and only if P is G-conjugate to a p-subgroup of V .
(ii) We have N(P ) ∼= 〈BP (N)P 〉F as F[NG(P )/P ]-modules.
(iii) We have M | N if and only if M(V ) | N(V ) and [N : M ] = [N(V ) : M(V )].
The p-rank of G is the largest non-negative integerm subject to the condition that
G has an elementary abelian p-subgroup of order pm. Let rank(G) be the p-rank of
G. The groups that are mutually isomorphic have the same p-rank. The complexity
of M , denoted by cG(M), is the smallest non-negative integer c such that
lim
ℓ→∞
dimF Pℓ
ℓc
= 0,
where · · · → P1 → P0 → M is a minimal projective resolution of M . A well-known
fact tells us that cG(F) = rank(G). Moreover, cG(M) = 0 if and only if M is
projective. Let H be a finite group and N be an FH-module. Let M ⊠ N be the
outer tensor product of M and N over F. It is a natural F[G × H ]-module. We
summarize some well-known properties of cG(M) as follows.
Lemma 2.3. Let G and H be finite groups and M be an FG-module.
(i) Let N , L be FG-modules. If M ∼= N⊕L, then cG(M) = max{cG(N), cG(L)}.
(ii) If M is an indecomposable FG-module with a vertex P and a P -source S,
then cG(M) = cP (S).
(iii) If N is an FH-module, then cG×H(M ⊠N) = cG(M) + cH(N).
(iv) If H ≤ G and N is an FH-module, then cG(N↑G) = cH(N).
(v) Let εG be the set of all elementary abelian p-subgroups of G. If M is a
p-permutation module, then cG(M) = max{rank(E) : E ∈ εG, M(E) 6= 0}.
2.4. Combinatorics. Let N0 = N∪ {0}, n ∈ N and n = {1, . . . , n}. Let SS be the
symmetric group acting on a finite set S. Let Sn = Sn and S∅ = 1. A composition
of n is a finite sequence of non-negative integers (λ1, . . . , λℓ) such that
∑ℓ
i=1 λi = n.
If this sequence is non-increasing and λℓ 6= 0, call this composition a partition of
n. As the empty set, the unique composition of 0 is denoted by ∅. It is also the
unique partition of 0. Let a, m ∈ N0. Write λ |= m (resp. λ ⊢ m) to indicate that λ
is a composition (resp. partition) of m. In this paper, we shall use the exponential
expression of sequences of integers. For example, (1, 2, 2, 1) = (1, 22, 1). Let E be the
dominance order of partitions. Let λ = (λ1, . . . , λℓ) |= n and call each entry of λ a
part of λ. Let |λ| =
∑ℓ
i=1 λi = n and λ be the partition obtained from λ by omitting
the zero parts of λ and rearranging the non-zero parts of λ. Let ℓ(λ) be the number of
parts of λ. By convention, ℓ(∅) = |∅| = 0 and ∅ = ∅. Let µ = (µ1, . . . , µℓ′) |= m.
Set aµ = (aµ1, . . . , aµℓ′) |= am, µ ∪ λ = (µ1, . . . , µℓ′, λ1, . . . , λℓ) ⊢ m + n and
∅ ∪ µ = µ ∪∅ = µ. Put ∅+ λ = λ+∅ = λ and ∅+∅ = ∅. Let m > 0. If ℓ′ ≤ ℓ,
λ+ µ = µ+ λ = (λ1 + µ1, . . . , λℓ′ + µℓ′, λℓ′+1, . . . , λℓ) |= m+ n.
Assume further that µ ⊢ m. It is called a p-restricted partition of m if µi−µi+1 < p
for all 1 ≤ i < ℓ′ and µℓ′ < p. By [12, Lemma 7.5], the p-adic expansion of µ is the
unique sum
∑x
i=0 p
iµ(i) for some x ∈ N0, where µ(i) is either ∅ (a sequence of zeros)
or a p-restricted partition of |µ(i)| for all 0 ≤ i ≤ x, µ(x) 6= ∅ and µ =
∑x
i=0 p
iµ(i).
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The Young diagram of λ, denoted by [λ], is a left aligned array of boxes, where
the ith row of the array has exactly λi boxes for all 1 ≤ i ≤ ℓ. In particular, the
ith row of [λ] is empty if λi = 0. We regard the 1th row (resp. ℓth row) of [λ] as
the top row (resp. bottom row) of [λ]. We will not distinguish between λ and [λ].
Via a bijection, all the boxes of λ are replaced by the numbers 1, . . . , n. A result of
this process is called a λ-tableau. Following this definition, we view each row of a
λ-tableau as a set of numbers. Let T(λ) be the set of all the λ-tableaux. Given s,
t ∈ T(λ), write s ≈ t if the ith rows of s and t are equal as sets for all 1 ≤ i ≤ ℓ. Let
{t} be the equivalence class containing t with respect to ≈ and call it a λ-tabloid.
Regard the rows of t as the rows of {t}. Let T (λ) be the set of all the λ-tabloids. To
display a λ-tabloid {t}, draw lines between the rows of t and rewrite the numbers of
each row of t in increasing order from left to right. For example, if λ = (2, 0, 3) |= 5
and
t =
4 1
3 5 2
, {t} =
1 4
2 3 5
.
2.5. Modules of symmetric groups. We now briefly present some material of
representation theory of symmetric groups needed in the paper. One can refer to
[15] or [17] for a background on this topic. Given H ≤ Sn, let n/H be the set of
orbits of n under the natural action of H . Let λ = (λ1, . . . , λℓ) ⊢ n. The Young
subgroup of Sn with respect to λ, denoted by Sλ, is defined to be Sλ1 × · · · ×Sλℓ ,
where the first factor Sλ1 acts on the set {1, . . . , λ1}, the second factor acts on
the set {λ1 + 1, . . . , λ1 + λ2} and so on. The Young permutation module with
respect to λ, denoted by Mλ, is the F-linear space generated by all λ-tabloids,
where Sn permutes these λ-tabloids. It is also isomorphic to (FSλ)↑
Sn. Since
Mλ is a permutation module, observe that Mλ is a p-permutation module. Let
d = dimFM
λ and 1 < a ∈ N. For any given order of the members of T (λ), say
T (λ) = {{t1}, . . . , {td}}, let
T (λ)sa = {{ti1} ⊙ · · · ⊙ {tia} ∈ S
aMλ : 1 ≤ i1 ≤ · · · ≤ ia ≤ d},(2.1)
T (λ)ea = {{ti1} ∧ · · · ∧ {tia} ∈ Λ
aMλ : 1 ≤ i1 < · · · < ia ≤ d}.(2.2)
Note that T (λ)sa is an F-basis of S
aMλ. If a ≤ d, T (λ)ea is also an F-basis of Λ
aMλ.
As T (λ) forms an F-basis of Mλ that can be permuted by any p-subgroup of Sn,
for any p-subgroup P of Sn, we fix BP (Mλ) = T (λ). We need the following result.
Lemma 2.4. [18, Lemma 2.7] Let λ ⊢ n and P be a p-subgroup of Sn. Then
{t} ∈ T (λ)P if and only if the set of numbers in each row of {t} is a union set of
some members of n/P . In particular, both |T (λ)P | and dimFMλ(P ) are the number
of unordered ways to insert the orbits in n/P into the rows of λ.
The representatives of all isomorphism classes of indecomposable direct summands
of Young permutation modules are called Young modules and are parameterized by
James in [16, Theorem 3.1]. Namely, let λ, µ ⊢ n. For a given decomposition of Mλ
into a direct sum of indecomposable modules, there exists a unique indecomposable
direct summand ofMλ that contains the Specht module labelled by λ. The module,
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unique up to isomorphism, is denoted by Y λ. It is well-known that Y λ is a self-dual
trivial source module. James proved that [Mλ : Y λ] = 1 and [Mλ : Y µ] 6= 0 only if
λE µ. We thus get
Mλ ∼= Y λ ⊕
⊕
λ⊳µ
[Mλ : Y µ]Y µ.
Recall that the vertices of Young modules are the Sylow p-subgroups of Young
subgroups. In [9], Donkin introduced the signed Young modules for the case p > 2
and parameterized them by the pairs of partitions. Recall that they are trivial source
modules. We shall use Y (α|pβ) to denote the FSn-signed Young module labelled by
the partitions α, β, where |α|+ p|β| = n. We end this section by two known results.
Theorem 2.5. [8, (3.6)] Let λ, µ ⊢ n and λ have the p-adic expansion
∑m
i=0 p
iλ(i)
for some m ∈ N0. Then Y λ | Mµ if and only if there exists a sum
∑m
i=0 p
iν[i] such
that ν[i] |= |λ(i)| and ν[i]E λ(i) for all 0 ≤ i ≤ m and µ =
∑m
i=0 p
iν[i].
Lemma 2.6. [14, Proposition 3.2.2, Theorem 3.3.2] Let λ ⊢ n and λ have p-adic
expansion
∑m
i=0 p
iλ(i) for some m ∈ N0. Then we have cSn(M
λ) = rank(Sλ) and
cSn(Y
λ) = n−|λ(0)|
p
.
3. Proof of Theorem A
The aim of this section is to finish the proof of Theorem A. Moreover, we also
determine the symmetric and exterior powers of a Young permutation module that
are projective. Some lemmas are required as a preparation.
Lemma 3.1. Let G be a finite group and P be a p-subgroup of G. Let 1 < a ∈ N
and M be an FG-module. Then 〈S〉F ⊆ Tr
P (SaM), where
S = {u ∈ SaM : u = w ⊙ v1 ⊙ · · · ⊙ va−1, w ∈ Tr
P (M), v1, . . . , va−1 ∈M
P}.
Proof. We assume that P 6= 1. For any Q < P , x ∈ MQ and y1, . . . , ya−1 ∈ M
P , it
is enough to show that TrPQ(x)⊙ y1 ⊙ · · · ⊙ ya−1 ∈ Tr
P (SaM). We have
TrPQ(x)⊙ y1 ⊙ · · · ⊙ ya−1 =(
∑
g∈{P/Q}
gx)⊙ y1 ⊙ · · · ⊙ ya−1
=
∑
g∈{P/Q}
g(x⊙ y1 ⊙ · · · ⊙ ya−1)
=TrPQ(x⊙ y1 ⊙ · · · ⊙ ya−1) ∈ Tr
P (SaM),
as desired. As the case P = 1 is trivial, the lemma follows. 
By a similar computation, we deduce the following result.
Lemma 3.2. Let G be a finite group and P be a p-subgroup of G. Let 1 < a ∈ N
and M be an FG-module. If a ≤ dimFM , then 〈S〉F ⊆ Tr
P (ΛaM), where
S = {u ∈ ΛaM : u = w ∧ v1 ∧ · · · ∧ va−1, w ∈ Tr
P (M), v1, . . . , va−1 ∈M
P }.
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Let H be a subgroup of a finite group G and M be an FG-module. Let S be a
non-empty multiset whose members are vectors of M and S ′ be the underlying set
of S. Write H ⇛ S if S ′ 6⊆ MH and S is closed under the action of H on M . Also
write H ⇒ S if H ⇛ S and S is a set. In particular, H ⇛ S implies that S may
have repeated members.
Lemma 3.3. Let G be a finite group and P be a p-subgroup of G. Let M be
a p-permutation FG-module and BP (M) = {v1, . . . , vd}, where d = dimFM . Let
1 < a ∈ N. Then (SaM)(P ) ∼= Sa(M(P )) ⊕ Sa(M,P ) as F[NG(P )/P ]-modules,
where Sa(M,P ) is the F-linear space generated by
{u ∈ BsP,a(M) : u = vi1 ⊙ · · · ⊙ via , 1 ≤ i1 ≤ · · · ≤ ia ≤ d, P ⇛ {vi1 , . . . , via}}.
Proof. The case P = 1 is trivial. We thus assume that P 6= 1. By the definition,
note that (SaM)(P ) = 〈{u + TrP (SaM) : u ∈ (BsP,a(M))
P}〉F. It is also clear that
u = vi1 ⊙ · · · ⊙ via ∈ (B
s
P,a(M))
P if and only if {vi1 , . . . , via} is closed under the
action of P on M . Since NG(P ) permutes the orbits of BP (M) under the action of
P , (SaM)(P ) =M1 ⊕M2 as F[NG(P )/P ]-modules, where
M1 = 〈{u+ Tr
P (SaM) : u = vi1 ⊙ · · · ⊙ via ∈ B
s
P,a(M), vi1 , . . . , via ∈ (BP (M))
P }〉F,
M2 = 〈{u+ Tr
P (SaM) : u = vi1 ⊙ · · · ⊙ via ∈ B
s
P,a(M), P ⇛ {vi1 , . . . , via}}〉F.
Observe that M2 ∼= Sa(M,P ) as F[NG(P )/P ]-modules. It suffices to prove that
M1 ∼= Sa(M(P )) as F[NG(P )/P ]-modules. The natural map π from (SaM)P to
(SaM)(P ) induces an F-linear map φ from Sa(M(P )) to M1 by sending each vector
(vi1 +Tr
P (M))⊙ · · ·⊙ (via +Tr
P (M)) to vi1 ⊙ · · ·⊙ via +Tr
P (SaM), where we have
1 ≤ i1 ≤ · · · ≤ ia ≤ d and vi1 , . . . , via ∈ (BP (M))
P . By Lemma 3.1, we know that φ
is well-defined. Also notice that φ is a surjective F[NG(P )/P ]-homomorphism. As
dimFM1 = dimF S
a(M(P )), we conclude that φ is an F[NG(P )/P ]-isomorphism. So
M1 ∼= Sa(M(P )) as F[NG(P )/P ]-modules and the lemma follows. 
By Lemma 3.2 and mimicking the proof of Lemma 3.3, one deduces
Lemma 3.4. Let G be a finite group and P be a p-subgroup of G. Let 1 < a ∈ N. Let
M be a p-permutation FG-module and BP (M) = {v1, . . . , vd}, where d = dimFM .
If a ≤ d, then (ΛaM)(P ) ∼= Λa(M(P ))⊕ Λa(M,P ) as F[NG(P )/P ]-modules, where
Λa(M,P ) is the F-linear space generated by
{αuu ∈ B
e
P,a(M) : u = vi1 ∧ · · · ∧ via , 1 ≤ i1 < · · · < ia ≤ d, P ⇒ {vi1 , . . . , via}}.
The correctness of the following lemma is obvious.
Lemma 3.5. Let G be a finite group and P be a p-subgroup of G. Let M be a
p-permutation FG-module, d = dimFM and BP (M) = {v1, . . . , vd}.
(i) Let 1 < a ∈ N. Then Sa(M,P ) 6= 0 if and only if P ⇛ {vi1 , . . . , via} for
some 1 ≤ i1 ≤ · · · ≤ ia ≤ d.
(ii) Let 1 < a ∈ N. If a ≤ d, then Λa(M,P ) 6= 0 if and only if P ⇒ {vi1 , . . . , via}
for some 1 ≤ i1 < · · · < ia ≤ d.
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Let G be a finite group and M be a p-permutation FG-module. By Lemma 2.3
(v), recall that cG(M) = max{rank(E) : E ∈ εG, M(E) 6= 0}. To determine cG(M),
our strategy is to find an elementary abelian p-subgroup E of G with the largest
p-rank such that M(E) 6= 0. Let νp(a) be the largest non-negative integer b such
that pb | a. For convenience, we restate Theorem A as follows.
Theorem 3.6. Let G be a finite group and P be a non-zero projective FG-module.
Let 1 < a ∈ N and r = rank(G). Then cG(SaP ) = min{νp(a), r}. Moreover, if
a ≤ dimF P , then cG(ΛaP ) = min{νp(a), r}.
Proof. Set u = min{νp(a), r} and use ∆aP to denote either ΛaP or SaP . We
require that a ≤ dimF P if ∆aP = ΛaP . We first verify that (∆aP )(E) 6= 0 for any
elementary abelian p-subgroup E of G with p-rank u. It then suffices to prove that
rank(F ) ≤ u for any elementary abelian p-subgroup F of G such that (∆aP )(F ) 6= 0.
Since u ≤ r, there indeed exists an elementary abelian p-subgroup of G with p-rank
u. For any elementary abelian p-subgroup E of G with p-rank u, if u = 0, then
(∆aP )(E) = ∆aP 6= 0. If u > 0, let BE(P ) = {v1, . . . , vd}, where d = dimF P .
As P is projective, we claim that BE(P ) has no fixed points under the action of
any non-trivial subgroup of E. Otherwise, by Lemma 2.2 (ii), P (K) 6= 0 for some
non-trivial K ≤ E, which contradicts with Lemma 2.2 (i). The claim is shown. So
BE(P ) is a union set of some orbits of size pu under the action of E. If ∆aP = ΛaP ,
as pu | a and a ≤ d, one can choose a/pu E-orbits from BE(P ) and define S to be
the union set of these orbits. We thus have E ⇒ S, which implies that Λa(P,E) 6= 0
by Lemma 3.5 (ii). So (∆aP )(E) 6= 0 by Lemma 3.4. If ∆aP = SaP , as pu | a, one
can choose a single E-orbit O from BE(P ) and put S to be the multiset satisfying
the conditions that S ′ = O and each member of S ′ has multiplicity a/pu in S. So S
has a members and P ⇛ S, which implies that Sa(P,E) 6= 0 by Lemma 3.5 (i). We
also have (∆aP )(E) 6= 0 by Lemma 3.3.
Let F be an elementary abelian p-subgroup of G such that (∆aP )(F ) 6= 0. So
|F | | pr as rank(G) = r. If |F | = 1, we are done. If |F | > 1, for the given BF (P ),
as P is projective, (∆aP )(F ) 6= 0 implies that Λa(P, F ) 6= 0 and Sa(P, F ) 6= 0 by
Lemmas 2.2 (i), 3.3 and 3.4. If ∆aP = ΛaP , since Λa(P, F ) 6= 0, by Lemma 3.5
(ii), there exists some S ⊆ BF (P ) such that |S| = a and F ⇒ S. By letting F
and S play the roles of E and BE(P ) respectively in the claim, note that S is a
union set of some orbits of size |F | under the action of F . So |F | | a. We thus have
rank(F ) ≤ νp(a) and rank(F ) ≤ min{νp(a), r}. The case ∆aP = SaP is similar.
The proof is now complete. 
For a more general case, an inequality is given as follows.
Lemma 3.7. Let G be a finite group and M be a p-permutation FG-module. Let
1 < a ∈ N and d = dimFM . If a ≤ d, then cG(ΛaM) ≤ cG(SaM).
Proof. For any elementary abelian p-subgroup E of G, we show that (SaM)(E) 6= 0
if (ΛaM)(E) 6= 0, which will complete the proof. The case E = 1 is trivial. We thus
assume E 6= 1. For the given BE(M), by Lemma 3.4, the condition (Λ
aM)(E) 6= 0
implies Λa(M(E)) 6= 0 or Λa(M,E) 6= 0. If Λa(M(E)) 6= 0, then M(E) 6= 0 and
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(SaM)(E) 6= 0 by Lemma 3.3. If Λa(M,E) 6= 0, by Lemma 3.5 (ii), there exists
some S ⊆ BE(M) such that |S| = a and E ⇒ S. So E ⇛ S and Sa(M,E) 6= 0 by
Lemma 3.5 (i). We have (SaM)(E) 6= 0 by Lemma 3.3. The lemma follows. 
Our next goal is to determine the symmetric and exterior powers of a Young
permutation module that are projective. Given λ ⊢ n, we have fixed BP (M
λ) = T (λ)
for any p-subgroup P of Sn. Also recall that rank(Sn) = ⌊
n
p
⌋.
Lemma 3.8. Let λ ⊢ n, 1 < a ∈ N and r = rank(Sλ). Then
cSn(S
aMλ) =


r, if νp(a) = 0,
r + νp(a), if νp(a) > 0, νp(a) + r ≤ ⌊
n
p
⌋,
⌊n
p
⌋, if νp(a) > 0, νp(a) + r > ⌊
n
p
⌋.
Proof. It suffices to find an elementary abelian p-subgroup E of Sn with the largest
p-rank such that (SaMλ)(E) 6= 0. Let u = νp(a) and b = ⌊
n
p
⌋. Define a p-cycle
si = ((i− 1)p+ 1, . . . , ip) for all 1 ≤ i ≤ b. We distinguish three cases.
Case 1: u = 0.
Let E be an elementary abelian p-subgroup of Sn such that rank(E) = r and
Mλ(E) 6= 0. We thus have Sa(Mλ(E)) 6= 0 and (SaMλ)(E) 6= 0 by Lemma 3.3.
For any elementary abelian p-subgroup F of Sn satisfying rank(F ) > r, Note that
Mλ(F ) = 0. Otherwise, by Lemmas 2.3 (v) and 2.6, r < rank(F ) ≤ cSn(M
λ) = r,
which is a contradiction. So Sa(Mλ(F )) = 0 and |T (λ)F | = 0 by Lemma 2.2 (ii).
Therefore, if there exists some multiset S such that S has a members, S ′ ⊆ T (λ) and
F ⇛ S, we get p | a, which contradicts with the assumption u = 0. By Lemma 3.5
(i), Sa(M
λ, F ) = 0. So (SaMλ)(F ) = 0 by Lemma 3.3. Therefore, cSn(S
aMλ) = r.
Case 2: u > 0 and u+ r ≤ b.
As u+ r ≤ b, let E = 〈
⋃u+r
i=1 {si}〉 and F = 〈
⋃r
i=1{si}〉. By Lemma 2.4, there exists
some {t} ∈ T (λ)F . Note that the orbit O of T (λ) containing {t} under the action
of E has size pu. Otherwise, there exists some F < H ≤ E such that {t} ∈ T (λ)H .
By Lemma 2.2 (ii), Mλ(H) 6= 0. This implies that r < rank(H) ≤ cSn(M
λ) = r by
Lemmas 2.3 (v) and 2.6. This is a contradiction. As pu | a, let S be the multiset
satisfying the conditions S ′ = O and each member of S ′ has multiplicity a/pu in
S. So S has a members and E ⇛ S, which implies that Sa(M
λ, E) 6= 0 by Lemma
3.5 (i). So (SaMλ)(E) 6= 0 by Lemma 3.3. For any elementary abelian p-subgroup
L of Sn satisfying rank(L) > u + r, note that S
a(Mλ(L)) = 0 as Mλ(L) = 0.
Also notice that each orbit of T (λ) under the action of L has size at least pu+1. If
Sa(M
λ, L) 6= 0, by Lemma 3.5 (i), there exists some multiset S such that S has a
members, S ′ ⊆ T (λ) and L⇛ S. We thus have pu+1 | a. This contradicts with the
fact u = νp(a). So (S
aMλ)(L) = 0 by Lemma 3.3. Therefore, cSn(S
aMλ) = u+ r.
Case 3: u > 0 and u+ r > b.
Let E˜ = 〈
⋃b
i=1{si}〉 and F˜ = 〈
⋃r
i=1{si}〉. Let E˜ and F˜ play the roles of E and
F in Case 2 respectively. As b − r < u, the proof of Case 2 shows that we have
Sa(Mλ(E˜)) 6= 0 or Sa(M
λ, E˜) 6= 0. Therefore, (SaMλ)(E˜) 6= 0 by Lemma 3.3. The
fact rank(Sn) = b thus forces that cSn(S
aMλ) = b. The proof is now complete. 
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Proposition 3.9. Let λ = (λ1, . . . , λℓ) ⊢ n and a ∈ N0. Then SaMλ is projective if
and only if n < p or p ∤ a and λi < p for all 1 ≤ i ≤ ℓ.
We need another notation to study all the projective exterior powers of a Young
permutation module. Let b = ⌊n
p
⌋. Set ti =
∏i
j=1((j−1)p+1, . . . , jp) ∈ Sn and put
Fi = 〈ti〉 for all 1 ≤ i ≤ b. Given λ ⊢ n, for all 1 ≤ i ≤ b, set mλ,i = dimFMλ(Fi)
and mλ,i = dimFM
λ − mλ,i. By Lemma 2.4, it is easy to compute mλ,i for all
1 ≤ i ≤ b. For our purpose, note that mλ,i ≥ 0 for all 1 ≤ i ≤ b.
Proposition 3.10. Let λ ⊢ n, 1 < a ∈ N and b = ⌊n
p
⌋. If a ≤ dimFMλ, then ΛaMλ
is projective if and only if, for all 1 ≤ i ≤ b, if a = x+ py for some x, y ∈ N0, then
we have either mλ,i < x or mλ,i < py.
Proof. If ΛaMλ is projective, by Lemma 2.2 (i), (ΛaMλ)(Fi) = 0 for all 1 ≤ i ≤ b.
For any 1 ≤ i ≤ b, by Lemma 3.4, 0 = (ΛaMλ)(Fi) ∼= Λa(Mλ(Fi)) ⊕ Λa(Mλ, Fi).
In particular, Λa(Mλ(Fi)) = 0 and Λa(M,Fi) = 0. Note that Λ
a(Mλ(Fi)) = 0 gives
us mλ,i < a. Therefore, it suffices to check the decompositions a = x + py, where
x, y ∈ N0 and x < a. For some 1 ≤ i ≤ b, suppose that mλ,i ≥ x and mλ,i ≥ py for
such a decomposition a = x+ py. By Lemma 2.2 (ii), |T (λ)Fi| ≥ x. Moreover, as Fi
is a cyclic group of order p and mλ,i ≥ py, when acted by Fi, the number of orbits
of T (λ) having size p is at least y. Let X ⊆ T (λ)Fi and Y ⊆ T (λ), where |X | = x
and Y is a union set of exactly y orbits of T (λ) having size p under the action of
Fi. Since x < a and y > 0, we have |X ∪ Y| = a and Fi ⇒ X ∪ Y , which implies
that Λa(M
λ, Fi) 6= 0 by Lemma 3.5 (ii). So (ΛaMλ)(Fi) 6= 0 by Lemma 3.4. This is
a contradiction. We get the desired assertion.
Conversely, if the assertion holds, suppose that ΛaMλ is not projective. By Lemma
2.3 (v), there exists a non-trivial p-subgroup P of Sn such that (Λ
a(Mλ))(P ) 6= 0.
We may assume further that P = Fi for some 1 ≤ i ≤ b. By Lemma 3.4, we have
Λa(Mλ(Fi)) 6= 0 or Λa(Mλ, Fi) 6= 0. For the decomposition a = a+0, we deduce that
dimFM
λ(Fi) = mλ,i < a by the assertion. So Λ
a(Mλ(Fi)) = 0 and Λa(M
λ, Fi) 6= 0.
By Lemma 3.5 (ii), we deduce that there exists some S ⊆ T (λ) such that |S| = a
and Fi ⇒ S. Let x = |S
Fi| and y be the number of orbits of S having size p under
the action of Fi. We have a = x + py, mλ,i ≥ x and mλ,i ≥ py. This contradicts
with the assertion. So ΛaMλ is projective and we are done. 
We end this section with an example. Let p = 3, n = 5, a = 8, λ = (3, 2) ⊢ 5. All
allowable decompositions of 8 in Proposition 3.10 are exactly 8+0, 5+ 3, 2+ 6. By
Lemma 2.4, m(3,2),1 = 1 < 2, 5, 8. By Proposition 3.10, Λ
8M (3,2) is projective. By
this example and Lemma 3.8, the inequality in Lemma 3.7 can be strict.
4. Indecomposable exterior powers of Young permutation modules
In this section, we classify all the indecomposable exterior powers of FSn-Young
permutation modules. For our purpose, for any m ∈ N, let sgn(m) denote the
FSm-sign module and omit the parameter if there is no confusion. Also recall
that Y (α|pβ) is the FSn-signed Young module labelled by partitions α, β, where
|α|+ p|β| = n.
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Lemma 4.1. Let a ∈ N and 1 < a < n. Then ΛaM (n−1,1) is indecomposable if and
only if precisely one of the following situations holds:
(i) p > 2, p | n, a = pb + r, where b, r ∈ N0 and 0 ≤ r < p, in this case,
ΛaM (n−1,1) ∼= Y ((n− a, 1r)|(pb));
(ii) p = 2, 2 | n, in this case, ΛaM (n−1,1) ∼= Y (n−a,a), where 2m ≤ n < 2m+1
for some m ∈ N and 2i−1 ≤ min{n − a, a} < 2i, min{n − a, a} ≡ n−2
m
2
(mod 2i−1) for some 1 ≤ i ≤ m.
Proof. When p > 2, according to [10, Theorem 1.4 (i), Proposition 7.1], ΛaM (n−1,1)
is indecomposable if and only if (i) holds. When p = 2, ΛaM (n−1,1) ∼= M (n−a,a). By
[11, Theorem 2 (b)], ΛaM (n−1,1) is indecomposable if and only if (ii) holds. We are
done. 
One more notation is required here. Given λ = (λ1, . . . , λℓ) ⊢ n, let c(λ) be the
largest subscript c of parts of λ such that λc ≥ 2. Set c(λ) = 0 if λ = (1n). Write
fλ =
{
dimFM
λ −
∑c(λ)
i=1
(n−2)!
(λi−2)!
∏
j 6=i λj !
, if c(λ) > 0,
dimFM
(1n), if c(λ) = 0.
Lemma 4.2. Let λ ⊢ n and d = dimFMλ > 1. Then
ΛdMλ ∼=
{
F, if p = 2 or p > 2 and 4 | fλ,
sgn, otherwise.
Proof. Let y = f
λ
2
. As dimF Λ
dMλ = 1 and F, sgn are the unique one-dimensional
FSn-modules. it suffices to consider (ΛdMλ)↓〈(1,2)〉. Let S = T (λ)〈(1,2)〉 and note
that 〈(1, 2)〉 acts on T (λ) \ S. Set x = |S| and observe that each orbit of T (λ) \ S
under the action of 〈(1, 2)〉 has size 2. By Lemma 2.4, x = d− fλ and T (λ) \ S has
y orbits under the action of 〈(1, 2)〉. Let T (λ) = {{t1}, . . . , {td}}. Define
t = {t1} ∧ {t2} ∧ · · · ∧ {td−x−1} ∧ {td−x} ∧ {td−x+1} ∧ · · · ∧ {td} ∈ Λ
dMλ,
where {ti} ∈ S for all d − x + 1 ≤ i ≤ d. Moreover, for all 1 ≤ j ≤ d − x − 1 and
2 ∤ j, {{tj}, {tj+1}} is an orbit of T (λ)\S under the action of 〈(1, 2)〉. We thus have
(1, 2)t = (−1)yt. The lemma thus follows. 
Let a ∈ N and M , N be FSn-modules. For further discussion, recall that all the
inner tensor products of modules are over F and Λa(M⊕N) ∼=
⊕a
i=0(Λ
iM⊗Λa−iN).
Lemma 4.3. Let λ ⊢ n and d = dimFMλ > 2. If λ 6= (n − 1, 1), then Λd−1Mλ is
indecomposable if and only if p = 2, 2 | n, λ is one of the m partitions (n − ki, ki)
except for (n − 1, 1), where m ∈ N, 2m ≤ n < 2m+1, 2i−1 ≤ ki < 2i and ki ≡
n−2m
2
(mod 2i−1) for any 1 ≤ i ≤ m. If Λd−1Mλ is indecomposable, then Λd−1Mλ ∼= Y λ.
Proof. When p > 2, by [11, Theorem 2 (a)], Mλ is decomposable since λ 6= (n−1, 1)
and (n). So Mλ ∼= M ⊕ N for some non-zero FSn-modules M and N . We set
x = dimFM , y = dimFN and note that d = x+y. We have Λ
xM⊗Λy−1N | Λd−1Mλ
and Λx−1M ⊗ ΛyN | Λd−1Mλ. So Λd−1Mλ is decomposable. When p = 2, notice
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that Λd−1Mλ ∼= Mλ. By [11, Theorem 2 (b)], Λd−1Mλ is indecomposable if and only
if the given case occurs. Moreover, if the case occurs, Λd−1Mλ ∼= Y λ. 
Lemma 4.4. Let λ ⊢ n, 1 < a ∈ N and d = dimFMλ. If ℓ(λ) ≥ 3 and a ≤ d − 2,
then ΛaMλ is decomposable.
Proof. Since ℓ(λ) ≥ 3, Mλ is decomposable by [11, Theorem 2]. So Mλ ∼= M ⊕ N
for some non-zero FSn-modules M and N . Let x = dimFM , y = dimFN and note
that d = x+ y. If x ≤ a, as 1 < a ≤ d− 2, note that 0 ≤ a− x ≤ d− 2− x = y − 2
and 1 ≤ a − x + 1 ≤ d − 2 − (x − 1) = y − 1. So ΛxM ⊗ Λa−xN | ΛaMλ and
Λx−1M ⊗ Λa−x+1N | ΛaMλ. If x > a, ΛaM | ΛaMλ and Λa−1M ⊗ N | ΛaMλ. We
thus get that ΛaMλ is decomposable. 
We are left with the case λ = (n− r, r) ⊢ n and r > 1. In this case, we view Mλ
naturally as the FSn-module generated by the subsets of n having size r. Write
P (r) = {s ⊆ n : |s| = r} and define a total order ≤ℓ for P (r) as follows. Let
s = {a1, . . . , ar}, s˜ = {b1, . . . , br} ∈ P (r), where a1 < · · · < ar and b1 < · · · < br.
Write s <ℓ s˜ if a1 < b1 or there exists some i ∈ N such that 1 ≤ i < r, aj = bj for all
1 ≤ j ≤ i and ai+1 < bi+1. We have s =ℓ s˜ if and only if s = s˜. We label P (r) to be
{s1, . . . , sd}, where d = dimFM (n−r,r) and si <ℓ sj for all 1 ≤ i < j ≤ d. If 1 < a ∈ N
and a ≤ d, P (r, a) = {si1 ∧ · · · ∧ sia ∈ Λ
aM (n−r,r) : 1 ≤ i1 < · · · < ia ≤ d} is an
F-basis of ΛaM (n−r,r). Given v = si1 ∧ · · · ∧ sia ∈ P (r, a), for all 1 ≤ j ≤ n, define
nvj to be the number of j in the sets si1 , . . . , sia . Put m
v
k = |{1 ≤ i ≤ n : n
v
i = k}|
for all k ≥ 0. Note that ra =
∑n
i=1 n
v
i and n =
∑
i≥0m
v
i . Given u, v ∈ P (r, a), there
exists g ∈ Sn such that gu = v or gu = −v only if m
u
k = m
v
k for all k ≥ 0.
We use an example to illustrate all these definitions. Let a = 3, λ = (3, 2) ⊢ 5
and v = {1, 2} ∧ {1, 3} ∧ {1, 4} ∈ P (2, 3). So {1, 2} <ℓ {1, 3}. We have nv1 = 3,
nv2 = n
v
3 = n
v
4 = 1, n
v
5 = 0, m
v
0 = m
v
3 = 1, m
v
1 = 3 and m
v
i = 0 for all i ∈ N \ {1, 3}.
Lemma 4.5. Let a, r ∈ N, 2 < 2r ≤ n and 1 < a ≤ d = dimFM (n−r,r). If a ≤ d−2,
then ΛaM (n−r,r) is decomposable.
Proof. We shall pick x, y ∈ P (r, a) and show that mxi 6= m
y
i for some i ≥ 0. This
fact implies the correctness of the lemma. Let u = s1 ∧ · · · ∧ sa ∈ P (r, a) and
v = s2 ∧ · · · ∧ sa ∧ sd. As a ≤ d− 2, sa <ℓ sd−1 and v ∈ P (r, a). Following the total
order ≤ℓ, s1 = {1, . . . , r}, sd−1 = {n−r, n−r+2, . . . , n} and sd = {n−r+1, . . . , n}.
Let Sb = {{b, i1, . . . , ir−1} : {b, i1, . . . , ir−1} ∈ P (r)} and put t = |Sb|. Note that
t =
(
n−1
r−1
)
= rd
n
, nu1 = min{a, t} and n
u
b ≤ t for all b ∈ n. We distinguish two cases.
Case 1: a ≥ t.
In this case, nu1 = t. As a ≤ d−2, neither sd−1 nor sd occurs in u as a component. So,
for all n−r+2 ≤ i ≤ n, we have nui ≤ t−2. If n
u
n−r+1 ≤ t−2, then we havem
u
t > m
v
t ,
which implies that ΛaM (n−r,r) is decomposable. If nun−r+1 = t − 1 and n − r > 2,
then {n−r, n−r+1, . . . , n−1} has to occur in u as a component. By the definitions
of u and ≤ℓ, as r > 1, notice that nu2 = t. So we still have m
u
t > m
v
t and Λ
aM (n−r,r)
is decomposable. If n− r = 2 and nu3 = t− 1, as 2 < 2r ≤ n, n
u
3 =
rd
n
− 1 = 2, a = 4
and u = {1, 2} ∧ {1, 3} ∧ {1, 4} ∧ {2, 3}. Set z = {1, 2} ∧ {1, 3} ∧ {2, 4} ∧ {3, 4} and
note that mu2 = 2 < 4 = m
z
2. This means that Λ
4M (2,2) is decomposable.
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Case 2: a < t.
In this case, nu1 = a. As 1 < a, both {1, . . . , r} and {1, . . . , r−1, r+1} occur in u as
components. So, for all n−r+2 ≤ i ≤ n, nui ≤ a−2. If 2r < n, then r+1 < n−r+1
and nun−r+1 ≤ a−2 as well. So m
u
a > m
v
a and Λ
aM (n−r,r) is decomposable. If 2r = n
and a > 2, note that {1, . . . , r}, {1, . . . , r−1, r+1} and {1, . . . , r−1, r+2} occur in
u as components. In particular, we have nur+1 ≤ a− 2. Therefore, following the case
2r < n, we have mua > m
v
a and Λ
aM (n−r,r) is decomposable. If 2r = n and a = 2,
then u = {1, . . . , r} ∧ {1, . . . , r− 1, r + 1}. Set z = {1, . . . , r} ∧ {r + 1, . . . , 2r}. We
have mu2 = r − 1 > 0 = m
z
2, which implies that Λ
aM (n−r,r) is decomposable. The
lemma follows by combining the two listed cases. 
We now summarize what we have got by the following theorem. The proof of it
is from Lemmas 4.1, 4.2, 4.3, 4.4 and 4.5.
Theorem 4.6. Let λ ⊢ n, 1 < a ∈ N and a ≤ d = dimFMλ. Then ΛaMλ is
indecomposable if and only if exactly one of the following cases occurs:
(i) a = d. In this case,
ΛdMλ ∼=
{
F, if p = 2 or p > 2 and 4 | fλ,
sgn, otherwise;
(ii) p = 2, 2 | n, a = d − 1, λ is one of the m partitions (n − ki, ki) except for
(n − 1, 1), where m ∈ N, 2m ≤ n < 2m+1, 2i−1 ≤ ki < 2i and ki ≡
n−2m
2
(mod 2i−1) for any 1 ≤ i ≤ m. In this case, Λd−1Mλ ∼= Y λ;
(iii) p > 2, p | n, a < n, λ = (n − 1, 1), a = pb + r, where b, r ∈ N0 and
0 ≤ r < p. In this case, ΛaM (n−1,1) ∼= Y ((n− a, 1r)|(pb));
(iv) p = 2, 2 | n, a < n, λ = (n − 1, 1). In this case, ΛaM (n−1,1) ∼= Y (n−a,a),
where 2m ≤ n < 2m+1 for some m ∈ N and 2i−1 ≤ min{n − a, a} < 2i,
min{n− a, a} ≡ n−2
m
2
(mod 2i−1) for some 1 ≤ i ≤ m.
Remark 4.7. We have the following remarks.
(i) In [11], Gill classified all the indecomposable FSn-Young permutation modules
(see [11, Theorem 2]). As the trivial FSn-module is indecomposable, by his
result and Theorem 4.6, all the indecomposable exterior powers of FSn-Young
permutation modules are now classified.
(ii) Let 1 < a ∈ N and λ ⊢ n. Note that SaMλ is indecomposable if and only if
λ = (n). Therefore, all the indecomposable symmetric powers of FSn-Young
permutation modules are also clear.
5. The symmetric powers of Young permutation modules
The first part of Theorem B is proved in this section. Let 1 < a ∈ N and λ ⊢ n.
We can find a Young module Y µ such that Y µ | SaMλ and cSn(Y
µ) = cSn(S
aMλ).
We begin with fixing the required notation.
Notation 5.1. Let λ = (λ1, . . . , λℓ) ⊢ n and 1 < a ∈ N.
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(i) Let m ∈ N, µ = (µ1, . . . , µℓ′) |= m and {t} ∈ T (µ). For all 1 ≤ i ≤ ℓ′, if µi 6= 0,
let Ri({t}) be the set of entries in the ith row of {t}. Otherwise, Ri({t}) = ∅.
Put dλ,a = min{νp(a), ⌊
n
p
⌋−rank(Sλ)} and eλ,a = n−pdλ,a. Note that eλ,a ≥ 0.
Let the numbers 1, . . . , m replace the boxes of µ from left to right and from the
top to the bottom successively and use tµ to denote the obtained µ-tableau.
(ii) For all 1 ≤ i ≤ ℓ, write λi = pqi + ri, where qi, ri ∈ N0 and 0 ≤ ri < p.
Set qλ = (pq1, . . . , pqℓ) and rλ = (r1, . . . , rℓ). Note that |qλ| = rank(Sλ)p and
|rλ| = n− rank(Sλ)p ≥ pdλ,a. Moreover, qλ is a non-increasing sequence. Let
rλ,a be the composition obtained from rλ by removing pdλ,a boxes from right
to left and from the bottom to the top successively. Let λa = qλ + rλ,a |= eλ,a.
(iii) Define a λ-tabloid sλ as follows. If 0 < rank(Sλ) <
n
p
, for all 1 ≤ i ≤ ℓ, put
Ri(sλ) =
{
Ri({tqλ}) ∪ {rank(Sλ)p + x : x ∈ Ri({trλ})}, if ri > 0,
Ri({tqλ}), if ri = 0.
Otherwise, set sλ = {tλ}. For the case eλ,a > 0, define a λa-tabloid sλ,a as
follows. If 0 < eλ,a < n, for all 1 ≤ i ≤ ℓ, set Ri(sλ,a) = Ri(sλ)\{eλ,a+1, . . . , n}.
If eλ,a = n, we have dλ,a = 0, rλ,a = rλ and λ
a = λ. Set sλ,a = sλ.
(iv) Let Hλ,a = {g ∈ Seλ,a : gsλ,a = sλ,a} ≤ Seλ,a for the case eλ,a > 0. If eλ,a = 0,
putHλ,a = 1. If dλ,a > 0, define a p-cycle sλ,a,i = (eλ,a+(i−1)p+1, . . . , eλ,a+ip)
for all 1 ≤ i ≤ dλ,a. Let P be a Sylow p-subgroup of Hλ,a and put
Pλ,a =
{
P × 〈
⋃dλ,a
i=1 {sλ,a,i}〉, if dλ,a > 0,
P, if dλ,a = 0.
So Pλ,a is unique up to Hλ,a-conjugation. Let Sλ,a = Hλ,a× (Sp)
dλ,a , where, if
dλ,a > 0, the first factor Sp acts on the set {eλ,a + 1, . . . , eλ,a + p}, the second
factorSp acts on the set {eλ,a+p+1, . . . , eλ,a+2p} and so on. So Pλ,a is a Sylow
p-subgroup of Sλ,a and Sλ,a is Sn-conjugate to Sη, where η = λ
a ∪ (pdλ,a).
(v) Let d = dimFM
λ and label T (λ) = {{t1}, . . . , {td}}, where {t1} = {tλ}. By
this order and (2.1), T (λ)sa is defined. Given t ∈ T (λ)
s
a, let O
s(t) be the orbit of
T (λ)sa containing t under the action of Sn and set V (t) = 〈O
s(t)〉F. Therefore,
V (t) ∼= (FK(t))↑
Sn , where K(t) = {g ∈ Sn : gt = t} ≤ Sn. For some x ∈ N,
(5.1) SaMλ =
x⊕
i=1
V (ti) ∼=
x⊕
i=1
(FK(ti))↑
Sn ,
where x ≤ d and t1, . . . , tx ∈ T (λ)sa. If a ≤ d, by (2.2), this order defines T (λ)
e
a.
Given t ∈ T (λ)ea, let O
e(t) = {s ∈ T (λ)ea : ∃ g ∈ Sn, gt = s or gt = −s} and
W (t) = 〈Oe(t)〉F. Let L(t) = {g ∈ Sn : gt = t or gt = −t} ≤ Sn. Note that
W (t) ∼= (Ft)↑Sn, where Ft is a one-dimensional FL(t)-module. If t′ ∈ Oe(t),
also note that L(t′) is Sn-conjugate to L(t) and (Ft
′
)↑Sn ∼= (Ft)↑Sn. Moreover,
Ft = F if p = 2. For some y ∈ N, y ≤ d and t1, . . . , ty ∈ T (λ)ea,
(5.2) ΛaMλ =
y⊕
i=1
W (ti) ∼=
y⊕
i=1
(Fti)↑Sn .
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Example 5.2. An example illustrates most of the definitions in Notation 5.1. Let
p = 3, n = 11, a = 6 and λ = (5, 4, 2) ⊢ 11. We have dλ,a = 1, eλ,a = 8,
qλ = (3
2, 0) |= 6, rλ = (2, 1, 2) |= 5, rλ,a = (2) ⊢ 2 and λa = (5, 3, 0) |= 8. Moreover,
{tλ} =
1 2 3 4 5
6 7 8 9
10 11
, sλ =
1 2 3 7 8
4 5 6 9
10 11
, sλ,a =
1 2 3 7 8
4 5 6 ,
Hλ,a = S{1,2,3,7,8} × S{4,5,6} and Sλ,a = Hλ,a × S{9,10,11}. Also note that Pλ,a is
Hλ,a-conjugate to 〈(1, 2, 3), (4, 5, 6), (9, 10, 11)〉.
Lemma 5.3. Let λ ⊢ n and 1 < a ∈ N. Let Oλ,a be the orbit of T (λ) containing sλ
under the action of Pλ,a.
(i) For any {t} ∈ Oλ,a, if eλ,a > 0, then Ri(sλ,a) ⊆ Ri({t}) for all 1 ≤ i ≤ ℓ(λ).
(ii) We have |Oλ,a| = pdλ,a. In particular, |Oλ,a| | a.
Proof. By the definition of Pλ,a, Pλ,a = P × E, where P ≤ Hλ,a, E ≤ Sn and
|E| = pdλ,a . Moreover, if eλ,a > 0, for any e ∈ E and x ∈ {1, . . . , eλ,a}, e(x) = x.
For (i), as eλ,a > 0, by the definition of sλ,a, Ri(sλ,a) ⊆ Ri(sλ) for all 1 ≤ i ≤ ℓ(λ).
As Hλ,a fixes sλ,a and all the entries of sλ,a are exactly the numbers 1, . . . , eλ,a, if
gsλ = {t} for some g ∈ Pλ,a, we have gsλ,a = sλ,a and Ri(gsλ,a) ⊆ Ri(gsλ) = Ri({t})
for all 1 ≤ i ≤ ℓ(λ). The two facts imply the correctness of (i).
For (ii), if eλ,a = n, then dλ,a = 0, sλ = sλ,a and Pλ,a = P ≤ Hλ,a. Therefore, Pλ,a
fixes sλ and |Oλ,a| = 1. If 0 < eλ,a < n, by (i), P fixes sλ. By the definition of sλ,
for all 1 ≤ i ≤ ℓ(λ), |Ri(sλ) ∩ {eλ,a + 1, . . . , n}| < p. As e(x) = x for any e ∈ E
and x ∈ {1, . . . , eλ,a}, by Lemma 2.4, this implies that esλ 6= sλ for all 1 6= e ∈ E.
So |Oλ,a| = pdλ,a . If eλ,a = 0, by the definitions of Hλ,a and dλ,a, Pλ,a = E and
every part of λ is strictly less than p. By Lemma 2.4, esλ 6= sλ for all 1 6= e ∈ E.
So |Oλ,a| = p
dλ,a. The first assertion is shown. As dλ,a ≤ νp(a) and |Oλ,a| = p
dλ,a ,
|Oλ,a| | a, as desired. 
Let λ ⊢ n and 1 < a ∈ N. Let Oλ,a be the orbit of T (λ) containing sλ under the
action of Pλ,a. Let oλ,a = |Oλ,a| and Oλ,a = {{s1}, . . . , {soλ,a}}. By Lemma 5.3 (ii),
a = oλ,axλ,a for some xλ,a ∈ N. For all 1 ≤ i ≤ oλ,a, formally write
{si}
xλ,a = {si} ⊙ · · · ⊙ {si}︸ ︷︷ ︸
xλ,a times
and let tλ,a = {s1}xλ,a ⊙ · · · ⊙ {soλ,a}
xλ,a ∈ T (λ)sa. Notice that Pλ,a ≤ K(tλ,a).
Moreover, g{si} ∈ Oλ,a for any g ∈ K(tλ,a) and 1 ≤ i ≤ oλ,a.
Lemma 5.4. Let λ ⊢ n and 1 < a ∈ N. If dλ,a = 0, then K(tλ,a) = Sλ,a.
Proof. As dλ,a = 0, by the definitions of Oλ,a, tλ,a, sλ,a, Sλ,a and Lemma 5.3 (ii),
eλ,a = n, Oλ,a = {sλ}, tλ,a = sλa, sλ = sλ,a and K(tλ,a) = Hλ,a = Sλ,a. This
completes the proof. 
Lemma 5.5. Let λ ⊢ n and 1 < a ∈ N. If dλ,a > 0, then K(tλ,a) = Hλ,a×K, where
K ≤ S{eλ,a+1,...,n}.
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Proof. As dλ,a > 0, we have 0 ≤ eλ,a < n. If eλ,a = 0, by the definition of Hλ,a,
Hλ,a = 1. The desired equality holds trivially. We thus assume that 0 < eλ,a < n.
For any g ∈ K(tλ,a), we claim that there does not exist a pair i, j ∈ n such that
i ∈ {1, . . . , eλ,a}, j ∈ {eλ,a + 1, . . . , n} and g(j) = i. Suppose that such g, i and j
exist. Then, for any {t} ∈ Oλ,a, i and j must lie in the same row of {t}. Otherwise,
if i ∈ Ru({t}), j ∈ Rv({t}) and u 6= v, by Lemma 5.3 (i), i ∈ Ru(sλ,a) ∩ Rv(g{t}).
As g ∈ K(tλ,a), g{t} ∈ Oλ,a. By Lemma 5.3 (i) again, i ∈ Ru(g{t}). This is a
contradiction. We thus assume that i, j ∈ Ru({t}). As dλ,a > 0, by the definition
of dλ,a, λ 6= (n). By the definition of Pλ,a, note that there exist some m, w ∈ N and
k ∈ {eλ,a + 1, . . . , n} \ {j} such that 1 ≤ m < p, 1 ≤ w ≤ dλ,a and smλ,a,w(k) = j. As
{t} ∈ Oλ,a, by the definition of Oλ,a, |Ru({t}) ∩ {eλ,a + 1, . . . , n}| < p. Therefore,
we may require that k ∈ Rv({t}) and u 6= v. We have i ∈ Ru(smλ,a,w{t}) and
j ∈ Rv(smλ,a,w{t}). Since sλ,a,w ∈ Pλ,a, s
m
λ,a,w{t} ∈ Oλ,a. By above discussion, we get
a contradiction as i, j are not in the same row of smλ,a,w{t}. The claim is shown.
By this claim, K(tλ,a) ≤ H×K, where H is the projection of K(tλ,a) with respect
to Seλ,a and K is the projection of K(tλ,a) with respect to S{eλ,a+1,...,n}. Note that
H fixes sλ,a. Otherwise, if there exist some h ∈ H , i ∈ Rc(sλ,a) and j ∈ Rd(sλ,a)
such that c 6= d and h(i) = j, as there exists some x ∈ K(tλ,a) such that x = hk
and k ∈ K, we get that x(i) = j and j ∈ Rc(xsλ,a) ∩ Rd(sλ,a). By Lemma 5.3 (i),
j ∈ Rc(xsλ)∩Rd(xsλ), which is a contradiction. SoH ≤ Hλ,a. SinceHλ,a ≤ Seλ,a, by
Lemma 5.3 (i) again, Hλ,a ≤ K(tλ,a). We have H = Hλ,a as H ≤ Hλ,a ≤ H∩K(tλ,a).
This equality implies that K ≤ K(tλ,a) and K(tλ,a) = Hλ,a ×K. The proof is now
complete. 
Lemma 5.6. Let λ ⊢ n and 1 < a ∈ N. If dλ,a > 0, then K(tλ,a) ≤ Sλ,a.
Proof. By Lemma 5.5 and the definitions of dλ,a and Sλ,a, as dλ,a > 0, we have
0 ≤ eλ,a < n, λ 6= (n), K(tλ,a) = Hλ,a ×K and K ≤ S{eλ,a+1,...,n}. It is enough to
show that K is contained in
Sp × · · · ×Sp︸ ︷︷ ︸
dλ,a times
,
where the first factor Sp acts on the set {eλ,a+1, . . . , eλ,a+p}, the second factor Sp
acts on the set {eλ,a+p+1, . . . , eλ,a+2p} and so on. For all 1 ≤ u < v ≤ dλ,a, we claim
that there do not exist k ∈ K, i, j ∈ n such that i ∈ {eλ,a+(u−1)p+1, . . . , eλ,a+up},
j ∈ {eλ,a+(v−1)p+1, . . . , eλ,a+ vp} and k(i) = j. Suppose that such u, v, i, j and
k exist. For any {t} ∈ Oλ,a, by the definitions of sλ and Oλ,a, there exist some b, c,
d, e ∈ N (independent of the choices of {t}) such that b < c ≤ d < e, the numbers
eλ,a + (u− 1)p+ 1, . . . , eλ,a + up lie in the bth row,. . . , cth row of {t}, the numbers
eλ,a + (v − 1)p + 1, . . . , eλ,a + vp lie in the dth row, . . ., eth row of {t}. Moreover,
|Rh({t})∩{eλ,a+1, . . . , n}| < p for all b ≤ h ≤ e. As k ∈ K(tλ,a) by Lemma 5.5, we
have k{t} ∈ Oλ,a. Therefore, j ∈ Rx(k{t}), where b ≤ x ≤ c and d ≤ x ≤ e. This
forces that c = d and i ∈ Rc({t}). Recall that sλ,a,u = (eλ,a+(u−1)p+1, . . . , eλ,a+up)
and sλ,a,u ∈ Pλ,a ≤ K(tλ,a). Note that there exists somem ∈ N such that 1 ≤ m < p,
i ∈ Ry(s
m
λ,a,u{t}) and b ≤ y < c. Note that s
m
λ,a,u{t} ∈ Oλ,a while i /∈ Rc(s
m
λ,a,u{t}).
This is a contradiction. The claim is shown and the desired containment follows. 
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Let λ ⊢ n and 1 < a ∈ N. We may not always have K(tλ,a) = Sλ,a. For a
counterexample, let p = a = 3, n = 6 and λ = (3, 13) ⊢ 6. Note that dλ,a = 1,
eλ,a = 3, sλ = {t
λ} and Pλ,a = 〈(1, 2, 3), (4, 5, 6)〉. Therefore, Oλ,a contains exactly
1 2 3
4
5
6
,
1 2 3
5
6
4
,
1 2 3
6
4
5
.
Also notice that Sλ,a = S(32). Observe that K(tλ,a) < Sλ,a.
We state a result to figure out all the Young modules that are also Scott modules.
Theorem 5.7. [7, Propositions 12.1.1, 13.1.2] Let λ ⊢ n and λ have the p-adic
expansion
∑m
i=0 p
iλ(i) for some m ∈ N0. Then Y λ is a Scott module if and only if
λ(i) = ((p− 1)mi, ni), mi ≥ 0 and 0 ≤ ni < p− 1 for all 0 ≤ i ≤ m.
Lemma 5.8. Let λ ⊢ n. Then there exists a unique sum
∑m
i=0 p
iλ[i] such that
m ∈ N0, λ[i] is a composition and each part of λ[i] is no more than p − 1 for all
0 ≤ i ≤ m and λ[i] 6= ∅, λ[m] 6= ∅ and λ =
∑m
i=0 p
iλ[i].
Proof. Let λ = (λ1, . . . , λℓ). For all 1 ≤ b ≤ ℓ, let λb =
∑
c≥0 p
cab,c, where ab,c ∈ N0
and ab,c < p for all c ≥ 0. For all c ≥ 0, set λ[c] = (a1,c, . . . , aℓ,c). Note that
λ =
∑m
i=0 p
iλ[i] and λ[m] 6= ∅ for some m ∈ N0. Moreover, for all 0 ≤ i ≤ m and
λ[i] 6= ∅, each part of λ[i] is no more than p−1. We get the existence of the desired
sum. For all 1 ≤ b ≤ ℓ and c ≥ 0, if ab,c 6= 0, then ab,c is uniquely determined by λb.
This fact gives us the uniqueness of the sum. The proof is now complete. 
Let λ ⊢ n and λ =
∑m
i=0 p
iλ[i] satisfy all the conditions given in Lemma 5.8. For
all 0 ≤ i ≤ m, let |λ[i]| = ai(p − 1) + bi, where ai, bi ∈ N0 and bi < p − 1. Put
λ(i) = ((p− 1)ai, bi) for all 0 ≤ i ≤ m and set s(λ) =
∑m
i=0 p
iλ(i). By Lemma 5.8,
s(λ) is a well-defined partition. Moreover, Y s(λ) | Mλ and Y s(λ) is a Scott module
by Theorems 2.5 and 5.7. We now finish the proof of the first part of Theorem B.
Proposition 5.9. Let λ ⊢ n and 1 < a ∈ N. Let µ = s(λa ∪ (pdλ,a)). Then
Y µ | SaMλ and cSn(Y
µ) = cSn(S
aMλ).
Proof. Let η = λa ∪ (pdλ,a). By (5.1), note that (FK(tλ,a))↑
Sn | SaMλ. As Pλ,a is a
Sylow p-subgroup of Sλ,a and Pλ,a ≤ K(tλ,a), by Lemmas 5.4 and 5.6, Pλ,a is also
a Sylow p-subgroup of K(tλ,a). Therefore, ScSn(Pλ,a) | (FK(tλ,a))↑
Sn . In particular,
ScSn(Pλ,a) | S
aMλ. By the definition of Sλ,a, also notice that Sλ,a is Sn-conjugate
to Sη and ScSn(Pλ,a) |M
η. So ScSn(Pλ,a)
∼= Y µ and Y µ | SaMλ. It suffices to show
that both Y µ and SaMλ have the same complexity. Set r = rank(Pλ,a). If dλ,a = 0,
by the definitions of Pλ,a and Hλ,a, Pλ,a is Sn-conjugate to a Sylow p-subgroup of
Sλ. In particular, r = rank(Sλ). If dλ,a > 0, by the definitions of Pλ,a and λ
a,
r = rank(Sλ) + dλ,a. Due to Lemmas 2.3 (ii) and 3.8, both Y
µ and SaMλ have the
same complexity. The lemma follows. 
For an example, in Example 5.2, the detected partition µ in Proposition 5.9 is
(8, 3). We conclude this section by providing two other examples.
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Example 5.10. We have the following examples.
(i) Let p = 2 and D(3,1) be the unique 2-dimensional simple module of FS4.
Then D(3,1) | S2M (2
2) and D(3,1) | Λ2M (2
2). Furthermore, we also obtain that
cS4(D
(3,1)) = cS4(S
2M (2
2)) = cS4(Λ
2M (2
2)) = 2 by Lemmas 2.3 (i), 3.7 and
3.8. However, D(3,1) is not a Young module.
(ii) Let p = 2. Then Y (4,2) | S4M (5,1) and Y (4,2) | Λ4M (5,1). Moreover, by Lemmas
2.3 (i), 2.6, 3.7 and 3.8, cS6(Y
(4,2)) = cS6(S
4M (5,1)) = cS6(Λ
4M (5,1)) = 3.
However, although the Young module that we have found in Proposition 5.9 is
a Scott module, note that Y (4,2) is not a Scott module by Theorem 5.7.
6. The exterior squares of Young permutation modules
In this section, we finish the remaining part of Theorem B. For our purpose, recall
the definitions in Notation 5.1. Given λ = (λ1, . . . , λℓ) |= n and {t} ∈ T (λ), put
R({t}) = {g ∈ Sn : g{t} = {t}}. Note that R({t}) =
∏ℓ
i=1SRi({t}). So R({t}) is
Sn-conjugate to Sλ, where we recall that λ is the partition whose parts are exactly
the non-zero parts of λ. If λ ⊢ n, also notice that ℓ(rλ) = |{1 ≤ i ≤ ℓ : p ∤ λi}|.
Lemma 6.1. Let λ ⊢ n and λ 6= (n). Let {u}, {v} ∈ T (λ) and {u} 6= {v}. Let t
denote {u}⊙{v} or {u}∧{v}, where {u}∧{v} ∈ T (λ)e2. Correspondingly, let H(t)
be K(t) or L(t). If there does not exist some g ∈ H(t) such that g{u} = {v} and
g{v} = {u}, then H(t) = R({u}) ∩ R({v}).
Proof. By the hypotheses, for any h ∈ H(t), h{u} = {u} and h{v} = {v}. Therefore,
we have H(t) ≤ R({u}) ∩R({v}) ≤ H(t). The lemma follows. 
Lemma 6.2. Let λ ⊢ n and λ 6= (n). Let {u}, {v} ∈ T (λ) and {u} 6= {v}. Let t
denote {u}⊙{v} or {u}∧{v}, where {u}∧{v} ∈ T (λ)e2. Correspondingly, let H(t) be
K(t) or L(t). If there exists some g ∈ H(t) such that g{u} = {v} and g{v} = {u},
then there exists some involution e of Sn such that e{u} = {v}, e{v} = {u} and
H(t) = (R({u})∩R({v}))⋊ 〈e〉 (the semidirect product of these groups). Moreover,
if g2 = 1, e can be chosen to be g.
Proof. Let R = R({u})∩R({v}). For any h ∈ H(t), if h{u} = {v} and h{v} = {u},
we claim that H(t) = R∪hR. Note that R ≤ H(t). For any k ∈ H(t), if k{u} = {u}
and k{v} = {v}, then k ∈ R. If k{u} = {v} and k{v} = {u}, then h−1k{u} = {u}
and h−1k{v} = {v}. Therefore, k ∈ hR. The claim is shown. By this claim and
the hypotheses, g ∈ NSn(R). If g
2 = 1, as g 6∈ R, we are done. If g2 6= 1, let S be
the set of orbits of n under the action of R. Notice that each row of {u} or {v} is
a union of some members of S. As g ∈ NSn(R), g permutes the members of S with
the same size. For any O1, O2 ∈ S, if |O1| = |O2|, O1 ⊆ Ri({u}), O2 ⊆ Rj({u}) and
g sends O1 to O2, O2 ⊆ Ri({v}) as g{u} = {v}. Moreover, note that O1 ⊆ Rj({v}).
Otherwise, as g{v} = {u}, if O1 6⊆ Rj({v}), O2 6⊆ Rj({u}). This is a contradiction.
Therefore, for all O1, O2 ∈ S satisfying that O1 6= O2 and g sends O1 to O2, let e be
an involution ofSn swapping all these O1, O2. By the above discussion, e{u} = {v},
e{v} = {u}, e ∈ NSn(R), e /∈ R and e
2 = 1. The lemma thus follows. 
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Lemma 6.3. Let λ = (λ1, . . . , λℓ) ⊢ n, λ 6= (n) and r = rank(Sλ). Let a ∈ Ri({tλ})
and b ∈ Rj({tλ}), where 1 ≤ i 6= j ≤ ℓ. Let t = (a, b)tλ and s = {tλ} ∧ {t}. Then
L(s) = (R({tλ}) ∩ R({t})) × 〈(a, b)〉, where R({tλ}) ∩ R({t}) is Sn-conjugate to a
Young subgroup of Sn with p-rank

r, if p ∤ λi and p ∤ λj,
r − 1, if p ∤ λi and p | λj or p | λi and p ∤ λj,
r − 2, if p | λi and p | λj.
Proof. Observe that (a, b){tλ} = {t} and (a, b){t} = {tλ}. By Notation 5.1 (v), note
that s = {tλ} ∧ {t} ∈ T (λ)e2. Also notice that a and b are fixed under the action of
R({tλ})∩R({t}) on n. Therefore, by Lemma 6.2, L(s) = (R({tλ})∩R({t}))×〈(a, b)〉.
Let Si = Ri({tλ}) \ {a} and Sj = Rj({tλ}) \ {b}. By the definition of {t},
R({tλ}) ∩R({t}) = SSi ×SSj ×
ℓ∏
k=1
k 6=i,j
SRk({tλ}) ≤ Sλ.(6.1)
So R({tλ}) ∩ R({t}) is Sn-conjugate to a Young subgroup of Sn with the desired
p-rank. The proof is now complete. 
Lemma 6.4. Let p > 2 and λ = (λ1, . . . , λℓ) ⊢ n. If p ∤ λi and p ∤ λj for some
1 ≤ i < j ≤ ℓ, let ν = (λ1, . . . , λi − 1, . . . , λj − 1, . . . , λℓ) and µ = rν∪(12) + qν∪(12).
Then Y µ | Λ2Mλ and cSn(Y
µ) = cSn(Λ
2Mλ) = rank(Sλ).
Proof. Let r = rank(Sλ) and ak ∈ Rk({tλ}) for any k ∈ {i, j}. Let t = (ai, aj)tλ and
note that {t} 6= {tλ}. By Notation 5.1 (v), also note that s = {tλ} ∧ {t} ∈ T (λ)e2.
As i 6= j, by Lemma 6.3, L(s) = (R({tλ}) ∩ R({t})) × 〈(ai, aj)〉. Let η = ν ∪ (12)
and η˜ = ν ∪ (2). As p > 2, note that Mη ∼= M η˜ ⊕ (Fs)↑Sn by [20, Corollary 4.6 (i)].
By Theorem 2.5, observe that Y µ | Mη. Let µ have p-adic expansion
∑m
i=0 p
iµ(i) for
some m ∈ N0. For any a p-adic decomposition η˜ =
∑m
i=0 p
iσ[i], if σ[i] |= |µ(i)| for all
0 ≤ i ≤ m, µ(0) = rη and σ[0] = rη˜. Moreover, ℓ(rη) = ℓ(rν)+2 > ℓ(rν)+1 = ℓ(rη˜).
Therefore, rη˜ ⋪ rη and Y µ ∤M η˜ by Theorem 2.5, which implies that Y µ | (Fs)↑Sn by
the Krull-Schmidt Theorem. As (Fs)↑Sn | Λ2Mλ by (5.2), Y µ | Λ2Mλ. As p ∤ λi and
p ∤ λj, by Lemmas 2.3 (i) and 2.6, we have cSn(Y
µ) = r ≤ cSn(Λ
2Mλ). Since p > 2,
by Lemmas 3.7 and 3.8, this inequality implies that cSn(Y
µ) = cSn(Λ
2Mλ) = r.
The proof is now complete. 
Lemma 6.5. Let p > 2 and λ = (λ1, λ2) ⊢ n. If p | λ1 and 0 < λ2 < p, let µ =
(λ1−1, λ2−1)∪ (12). Then Y µ | Λ2Mλ and cSn(Y
µ) = cSn(Λ
2Mλ) = rank(Sλ)−1.
Proof. Let r = rank(Sλ) and t = (1, n)t
λ. As {t} 6= {tλ}, by Notation 5.1 (v), notice
that s = {tλ}∧{t} ∈ T (λ)e2. By Lemma 6.3, L(s) = (R({t
λ})∩R({t}))×〈(1, n)〉. As
p > 2, by [20, Corollary 4.8 (i)] and (5.2), we have Y µ | (Fs)↑Sn and (Fs)↑Sn | Λ2Mλ,
which implies that Y µ | Λ2Mλ. As p | λ1 and 0 < λ2 < p, by Lemmas 2.3 (i), 2.6, 3.7
and 3.8, note that r − 1 = cSn(Y
µ) ≤ cSn(Λ
2Mλ) ≤ r. For any elementary abelian
p-subgroup E of Sn with p-rank r, we claim that dimFM
λ(E) ≤ 1. If Mλ(E) 6= 0,
note that n has exactly λ2 fixed points under the action of E. Otherwise, as p | λ1
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and 0 < λ2 < p, n has at least p + λ2 fixed points under the action of E. We thus
can choose an elementary abelian p-subgroup F of Sn such that rank(F ) > r and
Mλ(F ) 6= 0, which contradicts with Lemmas 2.3 (v) and 2.6. So dimFMλ(E) = 1
by Lemmas 2.4. The claim is shown. As p > 2, by the claim and Lemma 3.4,
(Λ2Mλ)(E) = 0. Therefore, cSn(Y
µ) = cSn(Λ
2Mλ) = r − 1 by Lemma 2.3 (v). The
proof is now complete. 
Lemma 6.6. Let p > 2 and λ = (λ1, . . . , λℓ) ⊢ n, where λi ≥ p and λj ≥ p for some
1 ≤ i < j ≤ ℓ. Let ν = (λ1, . . . , λi − p, . . . , λj − p, . . . , λℓ) and µ = rν∪(p,p) + qν∪(p,p).
Then Y µ | Λ2Mλ and cSn(Y
µ) = cSn(Λ
2Mλ) = rank(Sλ).
Proof. Let r = rank(Sλ), O1 = {1, . . . , p} andO2 = {p+1, . . . , 2p}. Let {u} ∈ T (λ),
where we have O1 ⊆ Ri({u}) and O2 ⊆ Rj({u}). Let {v} ∈ T (λ), where we have
Ri({v}) = (Ri({u})\O1)∪O2, Rj({v}) = (Rj({u})\O2)∪O1 and Rk({v}) = Rk({u})
for all 1 ≤ k ≤ ℓ and k /∈ {i, j}. We may assume that t = {u} ∧ {v} ∈ T (λ)e2. Set
e =
∏p
i=1(i, p + i) and note that L(t) = (R({u}) ∩ R({v})) ⋊ 〈e〉 by Lemma 6.2.
Also notice that L(t) = H ×K, where the subgroup H is Sn-conjugate to Sν and
K = S(p,p) ⋊ 〈e〉. Recall that W (t) ∼= (Ft)↑Sn, where Ft denotes a one-dimensional
FL(t)-module. Therefore, Ft ∼= F⊠ F′ as an F[H ×K]-module, where F′ = 〈{v}〉F.
Note that ev = −v and gv = v for all g ∈ S(p,p). Let M = (F′)↑S2p. By Lemma 6.2
and (5.2), observe that M | Λ2M (p,p). As p > 2, it is clear that both Λ2M (p,p) and
M are direct sums of Young modules. By Lemmas 2.3 (i), (iv) and 2.6, cS2p(M) = 2
and Y (p,p) |M . So (FH ⊠Y (p,p))↑Sn | (FH ⊠M)↑Sn ∼= (Ft)↑Sn. By Lemmas 2.3 (iii),
(iv) and 2.6, (FH ⊠Y (p,p))↑Sn has complexity r. Write η for ν ∪ (p, p) and note that
Mη ∼= (FH ⊠M
(p,p))↑Sn ∼= (FH ⊠ Y
(p,p))↑Sn ⊕
⊕
(p,p)⊳γ
[M (p,p) : Y γ ](FH ⊠ Y
γ)↑Sn .
By Lemma 2.6, cSn(M
η) = r. Let η˜ = ν ∪ (2p). By the displayed formula, the
Krull-Schmidt Theorem and Lemmas 2.3 (i), (iii), (iv), 2.6, for any α ⊢ n satisfying
that Y α | Mη and cSn(Y
α) = r, we have either Y α | (FH ⊠ Y (p,p))↑Sn or Y α | M η˜.
By Theorem 2.5 and Lemma 2.6, Y µ | Mη and cSn(Y
µ) = r. Let µ have the
p-adic expansion
∑m
i=0 p
iµ(i) for some m ∈ N. For any a p-adic decomposition
η˜ =
∑m
i=0 p
iσ[i], if σ[i] |= |µ(i)| for all 0 ≤ i ≤ m, µ(0) = rη and rη = rη˜ = σ[0].
Moreover, ℓ(µ(1)) = ℓ(qη) = ℓ(qν) + 2 > ℓ(qν) + 1 = ℓ(qη˜) ≥ ℓ(σ[1]). Therefore,
Y µ ∤ M η˜ by Theorem 2.5, which implies that Y µ | (FH ⊠ Y (p,p))↑Sn . By (5.2) and
the above discussion, Y µ | (Ft)↑Sn and (Ft)↑Sn | Λ2Mλ. Since p > 2, by Lemmas
2.3 (i), 3.7 and 3.8, cSn(Y
µ) = cSn(Λ
2Mλ) = r. The proof is now complete. 
We now present some lemmas for the case p = 2. For convenience, we define some
partitions of n. Let p = 2, λ = (λ1, . . . , λℓ) ⊢ n and λ 6= (n). Set
λi,j =
{
(λ1, . . . , λi − 1, . . . , λj − 1, . . . , λℓ) ∪ (2), if ℓ(rλ) > 0 and 1 ≤ i < j ≤ ℓ,
(λ1, . . . , λi − 2, . . . , λj − 2, . . . , λℓ) ∪ (4), if ℓ(rλ) = 0 and 1 ≤ i < j ≤ ℓ.
Lemma 6.7. Let p = 2 and λ = (λ1, . . . , λℓ) ⊢ n. If 2 ∤ λi and 2 ∤ λj for some
1 ≤ i < j ≤ ℓ, then Mλi,j | Λ2Mλ and cSn(M
λi,j ) = cSn(Λ
2Mλ) = rank(Sλ) + 1.
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Proof. Let r = rank(Sλ), a ∈ Ri({tλ}) and b ∈ Rj({tλ}). Let t = (a, b)tλ and note
that {t} 6= {tλ}. By Notation 5.1 (v), also notice that u = {tλ} ∧ {t} ∈ T (λ)e2. As
i 6= j, 2 ∤ λi and 2 ∤ λj, by Lemma 6.3 and (6.1), L(u) = (R({tλ})∩R({t}))×〈(a, b)〉,
where L(u) has 2-rank r + 1 and L(u) is Sn-conjugate to Sλi,j . As p = 2 and (5.2)
holds, Mλi,j ∼= (FL(u))↑Sn and (FL(u))↑Sn | Λ2Mλ. Therefore, Mλi,j | Λ2Mλ. By
Lemma 2.3 (iv), we have cSn(M
λi,j ) = r + 1. This implies that cSn(Λ
2Mλ) ≥ r + 1
by Lemma 2.3 (i). As p = 2 and r+1 = rank(L(u)) ≤ rank(Sn) ≤
n
2
, by Lemmas 3.7
and 3.8, notice that cSn(Λ
2Mλ) ≤ r+1. We have cSn(M
λi,j ) = cSn(Λ
2Mλ) = r+1.
The lemma follows. 
Lemma 6.8. Let p = 2 and λ = (λ1, . . . , λℓ) ⊢ n. If ℓ(rλ) = 1 and 2 ∤ λi + λj for
some 1 ≤ i < j ≤ ℓ, then Mλi,j | Λ2Mλ and cSn(M
λi,j ) = cSn(Λ
2Mλ) = rank(Sλ).
Proof. Let r = rank(Sλ), a ∈ Ri({tλ}) and b ∈ Rj({tλ}). Let t = (a, b)tλ and note
that {t} 6= {tλ}. By Notation 5.1 (v), also notice that u = {tλ} ∧ {t} ∈ T (λ)e2. As
i 6= j and 2 ∤ λi+ λj, by Lemma 6.3 and (6.1), L(u) = (R({tλ})∩R({t}))× 〈(a, b)〉,
where L(u) has 2-rank r and L(u) isSn-conjugate toSλi,j . As p = 2 and (5.2) holds,
Mλi,j ∼= (FL(u))↑Sn and (FL(u))↑Sn | Λ2Mλ. Therefore, Mλi,j | Λ2Mλ. By Lemma
2.3 (iv), note that cSn(M
λi,j ) = r, which implies that cSn(Λ
2Mλ) ≥ r by Lemma 2.3
(i). As p = 2 and ℓ(rλ) = 1, we have r = ⌊
n
2
⌋. Therefore, by Lemma 2.3 (v), note
that cSn(Λ
2Mλ) ≤ rank(Sn) = r. So we obtain that cSn(M
λi,j ) = cSn(Λ
2Mλ) = r.
The lemma follows. 
To continue the discussion, given λ ⊢ n, recall that Y s(λ) | Mλ and Y s(λ) is a Scott
module. Also recall that s(λ) can be explicitly determined by λ.
Lemma 6.9. Let p = 2 and λ ⊢ n. If λ 6= (n) and ℓ(rλ) = 0, then Y s(λi,j) | Λ2Mλ
and cSn(Y
s(λi,j)) = cSn(Λ
2Mλ) = rank(Sλ) for all 1 ≤ i < j ≤ ℓ(λ).
Proof. Let λ = (λ1, . . . , λℓ) and r = rank(Sλ). For any given 1 ≤ i < j ≤ ℓ, since
ℓ(rλ) = 0, note that 2 | λi and 2 | λj . Let {a, c} ⊆ Ri({tλ}) and {b, d} ⊆ Rj({tλ}).
Let e = (a, b)(c, d) ∈ Sn. Let t = etλ and note that {t} 6= {tλ}. By Notation 5.1
(v), also notice that u = {tλ} ∧ {t} ∈ T (λ)e2. Moreover, we have e{t
λ} = {t} and
e{t} = {tλ}. Let Si = Ri({tλ}) \ {a, c} and Sj = Rj({tλ}) \ {b, d}. According to
Lemma 6.2, observe that L(u) = (R({tλ}) ∩ R({t}))⋊ 〈e〉, where
R({tλ}) ∩ R({t}) = SSi ×SSj × (
ℓ∏
k=1
k 6=i,j
SRk({tλ}))×S{a,c} ×S{b,d} ≤ Sλ.(6.2)
Note that a Sylow 2-subgroup P of L(u) is Sn-conjugate to a Sylow 2-subgroup
of Sλi,j . Therefore, ScSn(P )
∼= Y s(λi,j). Since p = 2 and (5.2) holds, we have
Y s(λi,j) | (FL(u))↑Sn and (FL(u))↑Sn | Λ2Mλ. So Y s(λi,j) | Λ2Mλ. As 2 | λi and 2 | λj ,
by (6.2), note that rank(P ) = r. By Lemma 2.3 (ii), we deduce that cSn(Y
s(λi,j)) = r.
Note that cSn(Λ
2Mλ) ≥ r by Lemma 2.3 (i). As ℓ(rλ) = 0, r = rank(Sn) =
n
2
.
Therefore, by Lemma 2.3 (v), notice that cSn(Λ
2Mλ) ≤ rank(Sn) = r. We have
cSn(Y
s(λi,j)) = cSn(Λ
2Mλ) = r. The lemma follows. 
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Corollary 6.10. Let λ = (λ1, . . . , λℓ) ⊢ n, λ 6= (n) and r = rank(Sλ).
(i) If p > 2, then
cSn(Λ
2Mλ) =
{
r − 1, if ℓ = 2, p | λ1 and λ2 < p,
r, otherwise.
(ii) If p = 2, then
cSn(Λ
2Mλ) =
{
r + 1, if ℓ(rλ) ≥ 2,
r, otherwise.
Proof. For (i), if ℓ ≥ 3 and λ2 < p, by Lemma 6.4, note that cSn(Λ
2Mλ) = r. If
λ2 ≥ p, by Lemma 6.6, also notice that cSn(Λ
2Mλ) = r. For the remaining case, as
λ 6= (n), we have ℓ = 2 and λ2 < p. This case is solved by Lemmas 6.4 and 6.5. The
proof of (i) is now complete.
For (ii), if ℓ(rλ) ≥ 2, for some 1 ≤ i < j ≤ ℓ, we have 2 ∤ λi and 2 ∤ λj. By Lemma
6.7, we get the desired complexity for Λ2Mλ. For the case ℓ(rλ) < 2, according to
Lemmas 6.8 and 6.9, note that cSn(Λ
2Mλ) = r. This completes the proof. 
Proposition 6.11. Let λ ⊢ n and λ 6= (n). Then there exists some µ ⊢ n such that
Y µ | Λ2Mλ and cSn(Y
µ) = cSn(Λ
2Mλ). Moreover, µ is explicitly determined by λ.
Proof. Let λ = (λ1, . . . , λℓ) and R = {ν ⊢ n : cSn(Y
ν) = cSn(Λ
2Mλ)}. By Corollary
6.10 and Lemma 2.6, note that R can be explicitly determined. We have two cases.
Case 1: p > 2.
Let S = {(i, j) : 1 ≤ i < j ≤ ℓ, λi < p or λj ≥ p} and assume that (u, v) ∈ S.
If λu < p, let α = (λ1, . . . , λu − 1, . . . , λv − 1, . . . , λℓ) ∪ (12) and µ = rα + qα. If
λv ≥ p, let β = (λ1, . . . , λu − p, . . . , λv − p, . . . , λℓ) ∪ (p, p) and µ = rβ + qβ . For
the two possibilities, according to Lemmas 6.4 and 6.6, note that Y µ | Λ2Mλ and
cSn(Y
µ) = cSn(Λ
2Mλ). We thus assume that S = ∅. As λ 6= (n), note that we have
ℓ = 2, λ1 ≥ p and λ2 < p. In this case, if p ∤ λ1, let γ = (λ1 − 1, λ2 − 1) ∪ (12) and
µ = rγ + qγ. If p | λ1, set µ = γ. For the two possibilities, by Lemmas 6.4 and 6.5,
we also have Y µ | Λ2Mλ and cSn(Y
µ) = cSn(Λ
2Mλ).
Case 2: p = 2.
If ℓ(rλ) > 0, as λ 6= (n), let T = {ν : 1 ≤ i < j ≤ ℓ, Y
ν | Mλi,j , 2 ∤ λiλj or 2 ∤ λi+λj}
and note that T 6= ∅. Moreover, T can be explicitly determined by Theorem 2.5.
Let µ ∈ R ∩ T . If ℓ(rλ) = 0, as λ 6= (n), for any 1 ≤ i < j ≤ ℓ, let µ = s(λi,j). The
case p = 2 is solved by Lemmas 6.7, 6.8 and 6.9. The lemma follows. 
We illustrate Proposition 6.11 with an example. Let λ = (32, 2) ⊢ 8. By the proof
of Proposition 6.11, the detected µ of Proposition 6.11 has the following possibilities.

(24), (4, 22), if p = 2,
(5, 3), if p = 3,
(23, 12) , (3, 2, 13), if p > 3.
Theorem B is now proved by combining Propositions 5.9 and 6.11.
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7. Proof of Theorem C
In this section, we provide the proof of Theorem C. For our purpose, recall the
definitions in Notation 5.1. Given λ |= n, also recall that λ is the partition whose
parts are exactly the non-zero parts of λ.
Let λ ⊢ n and rλ = (p − 1, 1). Therefore, we have p | n and dλ,p = 1. Moreover,
Sλ,p = Hλ,p×S{n−p+1,...,n}. Recall that Oλ,p = {gsλ : g ∈ Pλ,p}. By Lemma 5.3 (ii),
label Oλ,p = {{s1}, . . . , {sp}} and recall that tλ,p = {s1} ⊙ · · · ⊙ {sp} ∈ T (λ)sp. As
Hλ,p ≤ K(tλ,p) by Lemma 5.5 and rλ = (p− 1, 1), note that Sλ,p ≤ K(tλ,p).
Lemma 7.1. Let λ ⊢ n and rλ = (p− 1, 1). Then K(tλ,p) = Sλ,p.
Proof. It suffices to show thatK(tλ,p) ≤ Sλ,p. The inequality is from Lemma 5.6. 
Let λ ⊢ n and 1 < a ∈ N. For any t = {u1} ⊙ · · · ⊙ {ua} ∈ T (λ)sa, define
nt,i = |
⋂a
j=1Ri({uj})| for all 1 ≤ i ≤ ℓ(λ) and put φ(t) = (nt,1, . . . , nt,ℓ(λ)). For
instance, let p = 3 and λ = (5, 4) ⊢ 9. As rλ = (2, 1), φ(tλ,p) = qλ = (3
2). Let t1,
t2 ∈ T (λ)sa. If there exists some g ∈ Sn such that gt1 = t2, note that φ(t1) = φ(t2).
We shall need the following result.
Lemma 7.2. Let λ ⊢ n and rλ = (p−1, 1). Then Os(tλ,p) = {t ∈ T (λ)sp : φ(t) = qλ}.
Proof. Let S = {t ∈ T (λ)sp : φ(t) = qλ}. By the definition of tλ,p, observe that
φ(tλ,p) = qλ. So we have O
s(tλ,p) ⊆ S. It suffices to show that |O
s(tλ,p)| = |S|.
Let λ = (λ1, . . . , λℓ), where λu ≡ p − 1 (mod p) and λv ≡ 1 (mod p) for some
1 ≤ u 6= v ≤ ℓ. As rλ = (p− 1, 1), by the definition of S, we have
|S| =
n!
p!(λu − p+ 1)!(λv − 1)!
∏
i 6=u,v(λi!)
.(7.1)
Recall that Os(tλ,p) is an F-basis of V (tλ,p) and V (tλ,p) ∼= (FK(tλ,p))↑
Sn . By Lemma
7.1 and the definition of Sλ,p, note that |Os(tλ,p)||K(tλ,p)| = |Os(tλ,p)||Sλ,p| = n!
and Sλ,p is Sn-conjugate to Sη, where η = qλ ∪ (p). By (7.1), |Os(tλ,p)| = |S|. 
Notation 7.3. We shall introduce some elementary abelian p-subgroups of Sn.
(i) Let m ∈ N0 and 0 ≤ pm ≤ n. If m > 0, let Em be the elementary abelian
p-subgroup 〈
⋃m
i=1{si}〉 of Sn, where si = ((i − 1)p + 1, . . . , ip). Set E0 = 1
and note that rank(Em) = m. Let s ∈ N0 and 0 ≤ 4s ≤ n. If s > 0,
let Ks be the elementary abelian 2-subgroup 〈
⋃s
i=1{ki,1, ki,2}〉 of Sn, where
ki,1 = (4i−3, 4i−2)(4i−1, 4i) and ki,2 = (4i−3, 4i−1)(4i−2, 4i). Set K0 = 1
and note that rank(Ks) = 2s.
(ii) Let 2 | n and x, yx ∈ N0, where 0 ≤ 4x ≤ n and yx =
n−4x
2
. If x < n
4
, let
Hx be the elementary abelian 2-subgroup 〈
⋃yx
i=1{sx,i}〉 of Sn, where we define
sx,i = (4x+2i−1, 4x+2i). Set Hn/4 = 1 if 4 | n. Also note that rank(Hx) = yx.
If p = 2, observe that H0=En/2.
We need the following lemmas as preparation.
Lemma 7.4. Let p | n and E be an elementary abelian p-subgroup of Sn with p-rank
n
p
.
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(i) If p > 2, then E is Sn-conjugate to En/p.
(ii) If p = 2, then E is Sn-conjugate to some Kℓ ×Hℓ, where 0 ≤ ℓ ≤ ⌊
n
4
⌋.
Proof. (i) is well-known and (ii) is proved in [19, Lemma 3.7]. 
Lemma 7.5. Let λ ⊢ n, rλ = (p−1, 1) and b =
n
p
. Let t = {u1}⊙· · ·⊙{up} ∈ T (λ)sp,
where {ui} 6= {uj} for all 1 ≤ i 6= j ≤ p. Let S = {{u1}, . . . , {up}} and assume that
cSn(V (t)) = cSn(S
pMλ).
(i) There exists an elementary abelian p-subgroup E of K(t) with p-rank b.
(ii) If Eb ≤ K(t), then there exists a unique sk ∈ {s1, . . . , sb} such that 〈sk〉
acts on S transitively. Moreover, si{uj} = {uj} for all 1 ≤ i 6= k ≤ b and
1 ≤ j ≤ p.
(iii) If p = 2 and Kℓ × Hℓ ≤ K(t) for some 0 ≤ ℓ ≤ ⌊
n
4
⌋, then ℓ 6= n
4
and there
exists a unique sℓ,q ∈ {sℓ,1, . . . , sℓ,yℓ} such that 〈sℓ,q〉 acts on S transitively.
Moreover, let U =
⋃ℓ
i=1{ki,1, ki,2} ∪ {sℓ,1, . . . , sℓ,yℓ}. Then g{uj} = {uj} for
all g ∈ U \ {sℓ,q} and 1 ≤ j ≤ 2.
Proof. As rλ = (p− 1, 1), note that rank(Sλ) = b − 1. By Lemma 3.8, notice that
cSn(V (t)) = cSn(S
pMλ) = b. As V (t) ∼= (FK(t))↑Sn, by Lemma 2.3 (iv), there exists
an elementary abelian p-subgroup E of K(t) with p-rank b. (i) is shown. By the
definition of K(t), observe that K(t) acts on S. For any element g of K(t) with
p-power order, if 〈g〉 does not act transitively on S, g fixes {ui} for all 1 ≤ i ≤ p.
For (ii), as Eb ≤ K(t), note that there exists some sk ∈ {s1, . . . , sb} ⊆ Eb such
that 〈sk〉 acts transitively on S. Otherwise, we have g{uj} = {uj} for all g ∈ Eb
and 1 ≤ j ≤ p. So Eb is Sn-conjugate to a subgroup of Sλ. This fact implies that
b = rank(Eb) ≤ rank(Sλ) = b − 1, which is absurd. Also note that there does not
exist sℓ ∈ {s1, . . . , sb} such that ℓ 6= k and 〈sℓ〉 acts transitively on S. Otherwise,
there exists some m ∈ N such that 1 ≤ m < p and smℓ sk{ui} = {ui} for all 1 ≤ i ≤ p.
This implies that the numbers (k−1)p+1, . . . , kp are totally contained in some row
of {ui} for all 1 ≤ i ≤ p. Therefore, by Lemma 2.4, sk fixes {ui} for all 1 ≤ i ≤ p,
which is a contradiction. (ii) thus follows.
For (iii), as Kℓ × Hℓ ≤ K(t), there exists some g ∈ U such that 〈g〉 acts on S
transitively. Otherwise, z{uj} = {uj} for all z ∈ Kℓ×Hℓ and 1 ≤ j ≤ 2. So Kℓ×Hℓ
isSn-conjugate to a subgroup ofSλ. We have b = rank(Kℓ×Hℓ) ≤ rank(Sλ) = b−1,
which is absurd. For such an element g, we claim that g ∈ {sℓ,1, . . . , sℓ,yℓ}. If g = ki,1
or ki,2 for some 1 ≤ i ≤ ℓ, notice that S = {{u1}, {u2}} and 〈ki,1, ki,2〉 acts on S.
Therefore, there exists some e = (a, b)(c, d) ∈ 〈ki,1, ki,2〉 such that e{u1} = {u1}.
By Lemma 2.4, this implies that {a, b} ⊆ Rx({u1}), {c, d} ⊆ Ry({u1}) and x 6= y.
Otherwise, if a, b, c, d lie in a single row of {u1}, then g{u1} = {u1} by Lemma
2.4. This is a contradiction. As g{u1} = {u2} and e ∈ 〈ki,1, ki,2〉, we get that
{a, b} ⊆ Ry({u2}) and {c, d} ⊆ Rx({u2}). Therefore, for all h ∈ U \ {ki,1, ki,2}, as
{a, b} ⊆ Rx(h{u1}) and K(t) acts on S, h{u1} = {u1}. By Lemma 2.4, this forces
that all the parts of λ are even, which contradicts with the fact that rλ = (1
2). The
claim is shown. By this claim, ℓ 6= n
4
and there exists some sℓ,q ∈ U such that 〈sℓ,q〉
acts on S transitively. One can write a proof as the one given in (ii) to show that
g{uj} = {uj} for all g ∈ U \ {sℓ,q} and 1 ≤ j ≤ 2. The proof is now complete. 
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Lemma 7.6. Let p = 2, λ ⊢ n, rλ = (12) and t = {u1} ∧ {u2} ∈ T (λ)e2. Assume
that cSn(W (t)) = cSn(Λ
2Mλ).
(i) There exists an elementary abelian 2-subgroup E of L(t) with 2-rank n
2
.
(ii) If Kℓ × Hℓ ≤ L(t) for some 0 ≤ ℓ ≤ ⌊
n
4
⌋, then ℓ 6= n
4
and there exists a
unique sℓ,q ∈ {sℓ,1, . . . , sℓ,yℓ} such that 〈sℓ,q〉 acts on {{u1}, {u2}} transitively.
Moreover, let U =
⋃ℓ
i=1{ki,1, ki,2} ∪ {sℓ,1, . . . , sℓ,yℓ}. Then g{uj} = {uj} for
all g ∈ U \ {sℓ,q} and 1 ≤ j ≤ 2.
Proof. As p = 2 and rλ = (1
2), note that W (t) ∼= (FL(t))↑Sn and rank(Sλ) =
n
2
− 1.
By Corollary 6.10 (ii), cSn(W (t)) = cSn(Λ
2Mλ) = n
2
. Therefore, (i) and (ii) are
shown by mimicking the proofs given in (i) and (iii) of Lemma 7.5 respectively. 
Lemma 7.7. Let λ ⊢ n and rλ = (p− 1, 1). Let t = {u1} ⊙ · · · ⊙ {up} ∈ T (λ)sp and
cSn(V (t)) = cSn(S
pMλ). Then {ui} 6= {uj} for all 1 ≤ i 6= j ≤ p.
Proof. Let r = rank(Sλ). Note that K(t) acts on the set of all the mutually distinct
λ-tabloids among {u1}, . . . , {up}. If the desired assertion is false, a Sylow p-subgroup
P of K(t) fixes {ui} for all 1 ≤ i ≤ p. So P is Sn-conjugate to a subgroup of Sλ. As
rλ = (p−1, 1) and V (t) ∼= (FK(t))↑Sn, by Lemmas 2.3 (iv) and 3.8, cSn(V (t)) ≤ r and
cSn(S
pMλ) = r + 1, which contradicts with the fact cSn(V (t)) = cSn(S
pMλ). 
Lemma 7.8. Let p > 2, λ ⊢ n and rλ = (p−1, 1). If t = {u1}⊙ · · ·⊙{up} ∈ T (λ)sp
and cSn(V (t)) = cSn(S
pMλ), then φ(t) = qλ.
Proof. Let λ = (λ1, . . . , λℓ) and b =
n
p
. By Lemma 7.7, notice that {u1}, . . . , {up}
are mutually distinct. Let S = {{u1}, . . . , {up}}. By Lemma 7.5 (i), there exists an
elementary abelian p-subgroup E of K(t) with p-rank b. As p > 2, by Lemma 7.4
(i), E is Sn-conjugate to Eb. As φ(t) = φ(gt) for all g ∈ Sn, we may assume further
that E = Eb. By Lemmas 7.5 (ii) and 2.4, there exists some sk such that 1 ≤ k ≤ b
and 〈sk〉 acts transitively on S. Moreover, for all 1 ≤ i 6= k ≤ b, si fixes {u1}
and the numbers (i− 1)p+ 1, . . . , ip are totally contained in some row of {u1}. As
rλ = (p−1, 1), also note that p−1 members of {(k−1)p+1, . . . , kp} are in Rx({u1})
and the remaining member of {(k−1)p+1, . . . , kp} is in Ry({u1}), where λx ≡ p−1
(mod p) and λy ≡ 1 (mod p). Moreover, for any a ∈ {(k−1)p+1, . . . , kp}, we have
a /∈
⋂p
i=1Rx({ui}) and a /∈
⋂p
i=1Ry({ui}). As 〈sk〉 acts transitively on S, by the
above discussion and the definition of φ(t), we have φ(t) = qλ. 
Lemma 7.9. Let p = 2, λ ⊢ n and rλ = (1
2). If t = {u1} ⊙ {u2} ∈ T (λ)
s
2 and
cSn(V (t)) = cSn(S
2Mλ), then φ(t) = qλ.
Proof. Let λ = (λ1, . . . , λℓ), b =
n
2
and S = {{u1}, {u2}}. By Lemma 7.7, we have
{u1} 6= {u2}. By Lemma 7.5 (i), there exists an elementary abelian 2-subgroup E
of K(t) with 2-rank b. By Lemma 7.4 (ii), E is Sn-conjugate to Kc ×Hc for some
0 ≤ c ≤ ⌊ b
2
⌋. As φ(t) = φ(gt) for all g ∈ Sn, we may assume that E = Kc × Hc.
By Lemmas 7.5 (iii) and 2.4, there exists some sc,q such that 1 ≤ q ≤ yc and 〈sc,q〉
acts transitively on S. Moreover, let U =
⋃c
i=1{ki,1, ki,2} ∪ {sc,1, . . . , sc,yc}. For
all g ∈ U \ {sc,q}, g fixes {u1} and each orbit of Supp(g) under the action of 〈g〉
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is totally contained in some row of {u1}, where Supp(g) = {i ∈ n : g(i) 6= i}.
Since rλ = (1
2), note that Rx({u1}) contains a member of {4c+2q− 1, 4c+2q} and
Ry({u1}) contains the other member of {4c+2q−1, 4c+2q}, where 2 ∤ λx and 2 ∤ λy.
For any a ∈ {4c+2q− 1, 4c+2q}, note that a 6∈ (
⋂2
i=1Rx({ui}))∪ (
⋂2
i=1Ry({ui})).
As sc,q{u1} = {u2}, by the above discussion and the definition of φ(t), φ(t) = qλ. 
Corollary 7.10. Let λ ⊢ n and rλ = (p − 1, 1). For some z ∈ N, there exists a
decomposition
SpMλ = V (tλ,p)⊕
z⊕
i=1
V (ti),
where t1, . . . , tz ∈ T (λ)sp, V (tλ,p)
∼= Mµ, µ = qλ ∪ (p) and cSn(V (ti)) < cSn(S
pMλ)
for all 1 ≤ i ≤ z.
Proof. By (5.1), for some z ∈ N, recall that SpMλ = V (tλ,p) ⊕
⊕z
i=1 V (ti), where
t1, . . . , tz ∈ T (λ)sp. By Lemma 7.1 and the definition ofSλ,p, note that V (tλ,p)
∼= Mµ,
where µ = qλ∪(p). For all 1 ≤ i ≤ z, as V (ti) = 〈Os(ti)〉F and Os(tλ,p)∩Os(ti) = ∅,
by Lemmas 2.3 (i), 7.2, 7.8 and 7.9, cSn(V (ti)) < cSn(S
pMλ) for all 1 ≤ i ≤ z. 
Corollary 7.11. Let p = 2, λ ⊢ n and rλ = (12). For some z ∈ N, there exists a
decomposition
Λ2Mλ =
z⊕
i=1
W (ti),
where t1, . . . , tz ∈ T (λ)e2, W (t1)
∼= Mµ, µ = qλ ∪ (2) and cSn(W (ti)) < cSn(Λ
2Mλ)
for all 1 < i ≤ z.
Proof. Let λ = (λ1, . . . , λℓ). By (5.2), for some z ∈ N, we have Λ2Mλ =
⊕z
i=1W (ti),
where t1, . . . , tz ∈ T (λ)e2. By Lemma 2.3 (i), we can assume that t1 = {u}∧{v} and
cSn(W (t1)) = cSn(Λ
2Mλ). By Lemmas 7.6 (i), (ii) and 7.4 (ii), there exists some
(a, b) ∈ L(t1) such that (a, b){u} = {v}. Moreover, as rλ = (12), a member of {a, b}
is in Rc({u}) and the other member of {a, b} is in Rd({u}), where 1 ≤ c 6= d ≤ ℓ,
2 ∤ λc and 2 ∤ λd. As p = 2, by Lemma 6.2, W (t1) ∼= (FL(t1))↑
Sn ∼= Mµ, where
µ = qλ ∪ (2). If we have cSn(W (tx)) = cSn(Λ
2Mλ) for some 1 < x ≤ z, note
that Oe(tx) ∩ O
e(t1) = ∅. Let tx = {u˜} ∧ {v˜}. By Lemmas 7.6 (i), (ii) and 7.4
(ii) again, there exists some (j, k) ∈ L(tx) such that (j, k){u˜} = {v˜}. Moreover,
as rλ = (1
2), a member of {j, k} is in Rc({u˜}) and the other member of {j, k} is
in Rd({u˜}). It is easy to note that there exists some g ∈ Sn such that gt1 = tx,
which contradicts with the fact Oe(tx) ∩O
e(t1) = ∅. Therefore, by Lemma 2.3 (i),
cSn(W (ti)) < cSn(Λ
2Mλ) for all 1 < i ≤ z. The proof is now complete. 
Theorem C is proved by Lemma 2.3 (i), Corollaries 7.10, 7.11 and Theorem 2.5.
Theorems B and C motivate us to ask the following question.
Question. Let λ ⊢ n and 1 < a ∈ N. For any µ ⊢ n satisfying Y µ | SaMλ and
cSn(Y
µ) = cSn(S
aMλ), can one determine the partition µ explicitly ? Similarly, if
λ 6= (n), for any µ ⊢ n satisfying Y µ | Λ2Mλ and cSn(Y
µ) = cSn(Λ
2Mλ), can one
determine the partition µ explicitly ?
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8. A result of some p-subgroups of Sn
The main result of this section is Theorem 8.8. This result is important for the
proof of Theorem D. Given m ∈ N, let Mm be the set of all the (m×m)-matrices
over N0. We fix the required notation as follows.
Notation 8.1. Let 1 < m ∈ N and Dm = {M ∈Mm :M is a diagonal matrix}.
(i) Let S ⊆ n and PS be a fixed Sylow p-subgroup of SS. For any g ∈ Sn, set
Supp(g) = {i ∈ n : g(i) 6= i}. So g = 1 if and only if Supp(g) = ∅. Set
g∅ = ∅ and put gT = {g(i) : i ∈ T} for any non-empty subset T of n.
(ii) Let M = (ai,j) ∈ Mm. For all 1 ≤ i, j ≤ m, write ai,j =
∑
k≥0 p
kai,j,k, where
ai,j,k ∈ N0 and ai,j,k < p for all k ≥ 0. Define
D(M) = (
∑
1≤i≤m
ai,i,0, · · · ,
∑
1≤i≤m
ai,i,k, · · · ),
U(M) = (
∑
1≤i<j≤m
ai,j,0, · · · ,
∑
1≤i<j≤m
ai,j,k, · · · ),
T (M) = (
∑
1≤i,j≤m
ai,j,0, · · · ,
∑
1≤i,j≤m
ai,j,k, · · · ).
Let M t be the transpose of M . If M = M t, then T (M) = D(M) + 2U(M),
where the computation is the usual computation of sequences. To write the
defined sequences down explicitly, we shall end these sequences with their last
non-zero entries and use (0) to denote an infinite sequence of zeros.
(iii) Define Mm,n = {(ai,j) ∈ Mm :
∑m
i=1
∑m
j=1 ai,j = n} \ Dm. For any given
M = (bi,j) ∈ Mm,n, we assign a subset si,j,M of n to bi,j for any 1 ≤ i, j ≤ m.
In this assignment, for all 1 ≤ i, j, u, v ≤ m, we require that |si,j,M | = bi,j and
si,j,M ∩ su,v,M = ∅ if (i, j) 6= (u, v). By this assignment, we define
PM =


∏
1≤i,j≤m
Psi,j,M , if M 6=M
t or p > 2,
(
∏
1≤k≤m
Psk,k,M ×
∏
1≤i<j≤m
(Psi,j,M×P
eM
si,j,M
))⋊ 〈eM〉, otherwise,
(8.1)
where eM is a fixed involution of Sn and we have Supp(eM) = n \
⋃m
k=1 sk,k,M ,
P eMsi,j,M = eMPsi,j,MeM and eMsi,j,M = sj,i,M for all 1 ≤ i, j ≤ m. For any
1 ≤ i < j ≤ m, note that P eMsi,j,M is Ssj,i,M -conjugate to Psj,i,M . In particular,
for any 1 ≤ i < j ≤ m, |P eMsi,j,M | = |Psj,i,M |. A p-subgroup P of Sn is called a
Young p-subgroup of Sn if P is Sn-conjugate to a Sylow p-subgroup of some
Young subgroup of Sn. Let Yn be the set of all the Young p-subgroups of Sn.
Example 8.2. An example illustrates most of the definitions in Notation 8.1. Let
p = 2 and M1, M2 ∈M3,10, where
M1 =

2 1 21 2 0
2 0 0

 and M2 =

0 2 22 0 1
2 1 0

 .
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Note that D(M1) = (0, 2) 6= (0) = D(M2), U(M1) = (12) 6= (1, 2) = U(M2) and
T (M1) = (2, 4) = T (M2). Moreover, by (8.1), observe that PM1 is S10-conjugate
to 〈(1, 2), (3, 4), (5, 6), (7, 8), (1, 5)(2, 6)(9, 10)〉. By (8.1) again, we also observe that
PM2 is S10-conjugate to 〈(1, 2), (3, 4), (5, 6), (7, 8), (1, 3)(2, 4)(5, 7)(6, 8)(9, 10)〉.
Let ∅ 6= S ⊆ n. We recall some facts of the construction of a Sylow p-subgroup
of SS. Let i ∈ N0 and Pi be a Sylow p-subgroup of Spi. If |S| =
∑
j≥0 p
jnj , where
nj ∈ N0 and nj < p for all j ≥ 0, then PS ∼=
∏
j≥0(Pj)
nj . If p = 2 and i > 0, recall
that Pi = (Pi−1,1×Pi−1,2)⋊〈w〉, where the groups Pi−1,1 and Pi−1,2 areS2i-conjugate
to Pi−1 and wPi−1,1w = Pi−1,2 for the involution w. Also recall that n/P is the set
of orbits of n under the action of a p-subgroup P of Sn. To prove the main result of
this section, we need some lemmas as a preparation. The first lemma is well-known.
Lemma 8.3. Let P be a p-subgroup of Sn and n/P = {O1, . . . ,Os}. Then P ∈ Yn
if and only if P is a Sylow p-subgroup of SO1 × · · · ×SOs.
Lemma 8.4. Let p = 2 and 1 < m ∈ N. If M ∈Mm,n and M = M t, then PM ∈ Yn
if and only if U(M) = (0a, 1) for some a ∈ N0.
Proof. Recall the assignment of M in Notation 8.1 (iii) and let DM =
∏m
i=1 Psi,i,M .
As M = M t, notice that |si,j,M | = |sj,i,M | for any 1 ≤ i, j ≤ m. If U(M) = (0a, 1)
for some a ∈ N0, by (8.1) and the definition of U(M), it is obvious to see that
PM ∈ Yn. Conversely, for any 1 ≤ i < j ≤ m, let Si,j,M = si,j,M ∪ sj,i,M and Qi,j,M
be a fixed Sylow 2-subgroup of SSi,j,M . We define QM = DM ×
∏
1≤i<j≤mQi,j,M and
note that QM ∈ Yn. Moreover, by (8.1), for all i ≥ 0, the number of PM -orbits of n
of size 2i is equal to the number of QM -orbits of n of size 2
i. As we have assumed
that PM ∈ Yn, by Lemma 8.3, note that PM is Sn-conjugate to QM . In particular,
|PM | = |QM |. For any 1 ≤ i < j ≤ m, notice that |Psi,j,M × Psj,i,M | ≤ |Qi,j,M |. For
all w ∈ N0, if we have 1 ≤ u < v ≤ m, su,v,M 6= ∅ and Psu,v,M is not Sn-conjugate to
a Sylow 2-subgroup of S2w , by the construction of a Sylow 2-subgroup of SSu,v,M ,
note that |Psu,v,M × Psv,u,M | < 4|Psu,v,M × Psv,u,M | ≤ |Qu,v,M |. By (8.1), we thus have
|PM | = 2|DM ||Psu,v,M × P
eM
su,v,M
|
∏
1≤i<j≤m
(i,j)6=(u,v)
|Psi,j,M × P
eM
si,j,M
|
= 2|DM ||Psu,v,M × Psv,u,M |
∏
1≤i<j≤m
(i,j)6=(u,v)
|Psi,j,M × Psj,i,M |
< 4|DM ||Psu,v,M × Psv,u,M |
∏
1≤i<j≤m
(i,j)6=(u,v)
|Psi,j,M × Psj,i,M | ≤ |DM |
∏
1≤i<j≤m
|Qi,j,M |,
which contradicts with the fact that |PM | = |QM |. Hence, for any 1 ≤ i < j ≤ m,
Psi,j,M is Sn-conjugate to a Sylow 2-subgroup of S2k for some k ∈ N0. Therefore,
2|Psi,j,M × Psj,i,M | = |Qi,j,M | for all 1 ≤ i < j ≤ m and si,j,M 6= ∅. By (8.1), we have
|PM | = 2|DM |
∏
1≤i<j≤m
|Psi,j,M × Psj,i,M | = |DM |
∏
1≤i<j≤m
|Qi,j,M | = |QM |,(8.2)
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which forces that |su,v| = |sv,u| = 2k for some 1 ≤ u < v ≤ m and k ∈ N0. For any
1 ≤ i < j ≤ m, (8.2) also implies that si,j,M 6= ∅ only if i = u and j = v. By the
definition of U(M), U(M) = (0a, 1) for some a ∈ N0. The lemma follows. 
Let 1 < m ∈ N and M ∈ Mm,n. If p = 2, M = M t and U(M) = (0a, 1) for some
a ∈ N0, set T ′(M) = D(M) + (0a+1, 1, 0, 0, . . . ), where the sum is the usual sum
of sequences. Otherwise, put T ′(M) = T (M). Recall the assignment of M in (8.1)
and let p = 2. For any 1 ≤ i, j ≤ m, if si,j,M 6= ∅, there exist unique x ∈ N and
m1, . . . , mx ∈ N0 such that 0 ≤ m1 < · · · < mx, |si,j,M | =
∑x
u=1 2
mu and
(8.3) Psi,j,M = Qi,j,M,m1 × · · · ×Qi,j,M,mx,
where, for any k ∈ {m1, . . . , mx}, Qi,j,M,k is Sn-conjugate to a Sylow 2-subgroup of
S2k . The permutations are multiplied from right to left. So (1, 2)(2, 3) = (1, 2, 3).
Lemma 8.5. Let 1 < m ∈ N and M1, M2 ∈Mm,n. If PM1, PM2 ∈ Yn, then PM1 is
Sn-conjugate to PM2 if and only if T
′(M1) = T
′(M2).
Proof. Let M ∈ Mm,n and PM ∈ Yn. By (8.1), Lemma 8.4 and the definition of
T ′(M), for any i > 0, note that the ith entry of T ′(M) is the number of orbits of n of
size pi−1 under the action of PM . If T
′(M1) = T
′(M2), as PM1 , PM2 ∈ Yn, by Lemma
8.3, PM1 is Sn-conjugate to PM2 . Conversely, if PM1 is Sn-conjugate to PM2 , then
there is a size preserving one-to-one correspondence between the members of n/PM1
and n/PM2 . By the explanation of the entries of T
′(M), T ′(M1) = T
′(M2). 
Lemma 8.6. Let p = 2, 1 < m ∈ N and M1, M2 ∈Mm,n. If M1 = M t1, M2 = M
t
2,
D(M1) = D(M2) and U(M1) = U(M2), then PM1 is Sn-conjugate to PM2.
Proof. Recall the assignments of M1 and M2 in Notation 8.1 (iii). By (8.1), we have
PM1 = (
∏
1≤k≤m
Psk,k,M1 ×
∏
1≤i<j≤m
(Psi,j,M1 × P
eM1
si,j,M1
))⋊ 〈eM1〉,
PM2 = (
∏
1≤k≤m
Psk,k,M2 ×
∏
1≤i<j≤m
(Psi,j,M2 × P
eM2
si,j,M2
))⋊ 〈eM2〉.
For any given sa,b,M1 6= ∅, if we have a ≤ b, by (8.3), there exist unique c ∈ N and
d1, . . . , dc ∈ N0 such that 0 ≤ d1 < · · · < dc and
Psa,b,M1 = Qa,b,M1,d1 × · · · ×Qa,b,M1,dc .(8.4)
If a < b, as U(M1) = U(M2), by the definitions of U(M1) and U(M2), there are
Qa1,b1,M2,d1 , . . . , Qac,bc,M2,dc , where 1 ≤ ai < bi ≤ m for all 1 ≤ i ≤ c. Moreover,
we also have eM2Qa1,b1,M2,d1eM2 , . . . , eM2Qac,bc,M2,dceM2 . According to (8.4) and the
Sylow Theorem, it is clear that there exists some ga,b ∈ Sn such that
ga,bQa,b,M1,dig
−1
a,b = Qai,bi,M2,di and ga,bQ
eM1
a,b,M1,di
g−1a,b = Q
eM2
ai,bi,M2,di
for all 1 ≤ i ≤ c. If a = b, as D(M1) = D(M2), by the definitions of D(M1) and
D(M2), there are Qa1,a1,M2,d1 , . . . , Qac,ac,M2,dc , where 1 ≤ ai ≤ m for all 1 ≤ i ≤ c.
By (8.4) and the Sylow Theorem, notice that there exists some ga,a ∈ Sn such that
ga,aQa,a,M1,dig
−1
a,a = Qai,ai,M2,di
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for all 1 ≤ i ≤ c. Also set gi,j = 1 for all si,j,M1 = ∅. Since D(M1) = D(M2) and
U(M1) = U(M2), for any 1 ≤ i, j, u, v ≤ m, if (i, j) 6= (u, v), by the definitions of gi,j
and gu,v, we can require that Supp(gi,j) ∩ Supp(gu,v) = ∅. Set g =
∏m
i=1
∏m
j=1 gi,j.
By the definition of g, note that
g(
∏
1≤k≤m
Psk,k,M1×
∏
1≤i<j≤m
(Psi,j,M1×P
eM1
si,j,M1
))g−1 = (
∏
1≤k≤m
Psk,k,M2×
∏
1≤i<j≤m
(Psi,j,M2×P
eM2
si,j,M2
)).
As U(M1) = U(M2), by the definitions of eM1 and eM2, if geM1g
−1 is a product
of h mutually disjoint 2-cycles, so is eM2 . For all 1 ≤ i < j ≤ m, we claim that
geM1g
−1 swaps si,j,M2 and sj,i,M2. Let eM1 = (i1, j1) · · · (ih, jh) for some h ∈ N, where
Supp((iu, ju)) ∩ Supp((iv, jv)) = ∅ for any 1 ≤ u 6= v ≤ h. By the definition of eM1 ,
for any 1 ≤ k ≤ h, note that ik ∈ sx,y,M1 and jk ∈ sy,x,M1 for some x 6= y. We have
geM1g
−1 = (g(i1), g(j1)) · · · (g(ih), g(jh)). The claim follows by the definition of g.
By this claim, both gPM1g
−1 and PM2 are Sn-conjugate to Sylow 2-subgroups of
(
∏m
k=1Ssk,k,M2
×
∏
1≤i<j≤m(Ssi,j,M2 ×Ssj,i,M2 ))⋊ 〈eM2〉. The lemma thus follows. 
Lemma 8.7. Let p = 2, 1 < m ∈ N and M1, M2 ∈Mm,n. Let M1 = M t1, M2 = M
t
2
and PM1, PM2 6∈ Yn. If PM1 is Sn-conjugate to PM2, then D(M1) = D(M2) and
U(M1) = U(M2).
Proof. Recall the assignments of M1 and M2 in Notation 8.1 (iii). Since PM1 is
Sn-conjugate to PM2, let gPM1g
−1 = PM2 for some g ∈ Sn. For any x ∈ {1, 2}, set
SMx =
∏
1≤i,j≤m
Ssi,j,Mx and RMx =
∏
1≤k≤m
Psk,k,Mx ×
∏
1≤i<j≤m
(Psi,j,Mx × P
eMx
si,j,Mx
).
By (8.1), for any x ∈ {1, 2}, note that RMx ≤ SMx , PMx = RMx ⋊ 〈eMx〉 and
|si,j,Mx| = |sj,i,Mx| for any 1 ≤ i, j ≤ m. We split the whole proof into four steps.
Step 1: Prove that gRM1g
−1 = RM2 .
For any u ≤ v and su,v,M2 6= ∅, by (8.3), we have Psu,v,M2 = Qu,v,M2,k1×· · ·×Qu,v,M2,ks
for unique s ∈ N and mutually distinct non-negative integers k1, . . . , ks. We may
assume that Qu,v,M2,ki 6= 1 for all 1 ≤ i ≤ s. Therefore, for any given 1 ≤ i ≤ s,
Qu,v,M2,ki = (Qki,1×Qki,2)⋊ 〈w〉, where Qki,j is Sn-conjugate to a Sylow 2-subgroup
of S2ki−1 for any j ∈ {1, 2} and wQki,1w = Qki,2 for the involution w. Let σki,1 be a
2ki−1-cycle of Qki,1 and set σki,2 = wσki,1w. Define ρki = σki,1w and note that ρki is a
2ki-cycle of Qu,v,M2,ki. Moreover, ρ
2
ki
= σki,1wσki,1w = σki,1σki,2. As gPM1g
−1 = PM2 ,
we have ρki = gqg
−1 or ρki = gqeM1g
−1 for some q ∈ RM1 . As eM1 ∈ NSn(RM1),
we have ρ2ki = grg
−1 for some r ∈ RM1 . Since Supp(σki,1) ∩ Supp(σki,2) = ∅, there
are r1, r2 ∈ Sn such that r = r1r2, Supp(r1) ∩ Supp(r2) = ∅ and σki,j = grjg
−1
for any j ∈ {1, 2}. As r ∈ RM1 and both σki,1 and σki,2 are 2
ki−1-cycles, note that
Supp(σki,1) = Supp(gr1g
−1) ⊆ gsa,b,M1 and Supp(σki,2) = Supp(gr2g
−1) ⊆ gsc,d,M1
for some 1 ≤ a, b, c, d ≤ m. We claim that ρki = ghg
−1 for some h ∈ RM1 . Otherwise,
if ρki = gheM1g
−1 for some h ∈ RM1, we shall show the following results.
(i) We have a 6= b and (c, d) = (b, a).
(ii) We have |gsa,b,M1| = |gsb,a,M1| = |Supp(σki,1)| = 2
ki−1.
(iii) We have |gsj,k,M1| = |gsk,j,M1| = 0 for any 1 ≤ j 6= k ≤ m and {j, k} 6= {a, b}.
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For (i), assume that a = b. Recall that ρki = σki,1w = gheM1g
−1 and σki,j = grjg
−1
for any j ∈ {1, 2}. Let w = gxg−1 for some x ∈ PM1. Note that r2 6= 1. Otherwise,
as |Supp(σki,1)| = |Supp(σki,2)|, we have σki,1 = σki,2 = gr2g
−1 = 1 and ρki is a
transposition. As ρki = gheM1g
−1, it is clear to see that heM1 = (α, β) ∈ PM1 and
h = (α, β)eM1 ∈ RM1 . As PM1 6∈ Yn, by Lemma 8.4 and the definition of eM1 , note
that |Supp(eM1)| > 3. Therefore, by the definition of eM1 , there exist γ, η ∈ n such
that eM1(γ) = η, η /∈ {α, β}, γ ∈ sλ,µ,M1 and η ∈ sµ,λ,M1 for some 1 ≤ λ 6= µ ≤ m.
So h(γ) = η, which contradicts with the fact that h ∈ RM1. As w
2 = x2 = 1,
r2 = g
−1gr2g
−1g = g−1σki,2g = g
−1wσki,1wg = g
−1gxg−1gr1g
−1gxg−1g = xr1x.
As Supp(σki,1) ⊆ gsa,a,M1, Supp(σki,2) ⊆ gsc,d,M1, σki,1 = gr1g
−1 and σki,2 = gr2g
−1,
we have Supp(r1) ⊆ sa,a,M1 and Supp(r2) ⊆ sc,d,M1. As x ∈ PM1 , by (8.1), note
that xsa,a,M1 = sa,a,M1 and Supp(r2) = Supp(xr1x) ⊆ sa,a,M1 ∩ sc,d,M1, which forces
that c = d = a. Otherwise, as sa,a,M1 ∩ sc,d,M1 = ∅, we get r2 = 1, which is a
contradiction. So Supp(heM1) = Supp(g
−1ρkig) = Supp(r1)∪Supp(r2) ⊆ sa,a,M1 and
heM1 ∈ Ssa,a,M1 ≤ SM1. As h ∈ RM1 ≤ SM1, we get eM1 ∈ SM1, which contradicts
with the definition of eM1 . So a 6= b. As r2 = xr1x, Supp(r1) ⊆ sa,b,M1 and x ∈ PM1 ,
by (8.1), we have Supp(r2) ⊆ sa,b,M1 or Supp(r2) ⊆ sb,a,M1. If {c, d} 6= {a, b}, then
sa,b,M1 ∩ sc,d,M1 = sb,a,M1 ∩ sc,d,M1 = ∅. Hence, we get Supp(r2) = ∅ and r2 = 1,
which is absurd. So {c, d} = {a, b}. If (a, b) = (c, d), then we have Supp(heM1) =
Supp(g−1ρkig) = Supp(r1) ∪ Supp(r2) ⊆ sa,b,M1 and heM1 ∈ Ssa,b,M1 ≤ SM1. As
h ∈ RM1 ≤ SM1, we also get eM1 ∈ SM1, which is absurd. So we have (c, d) = (b, a).
To prove (ii), let S = Supp(σki,1) and T = Supp(σki,2). Recall that S ⊆ gsa,b,M1.
So |S| ≤ |gsa,b,M1| = |gsb,a,M1|. Assume that this inequality is strict. We pick
y ∈ (gsa,b,M1) \ S and note that y 6∈ S ∪ T = Supp(ρki). Since h ∈ RM1 and
eM1sa,b,M1 = sb,a,M1 , we have hsb,a,M1 = sb,a,M1 and z = geM1g
−1(y) ∈ gsb,a,M1. We
thus have y = ρki(y) = ghg
−1geM1g
−1(y) = ghg−1(z) ∈ gsa,b,M1 ∩ gsb,a,M1, which
forces that a = b. By (i), this is impossible. So |S| = |gsa,b,M1| = |gsb,a,M1| = 2
ki−1.
For (iii), suppose that |gsj,k,M1| = |gsk,j,M1| 6= 0 for some 1 ≤ j 6= k ≤ m and
{j, k} 6= {a, b}. Then g(sj,k,M1 ∪ sk,j,M1) ∩ g(sa,b,M1 ∪ sb,a,M1) = ∅. By (i), recall
that Supp(ρki) = Supp(σki,1)∪Supp(σki,2) ⊆ gsa,b,M1∪gsb,a,M1. So there exists some
y ∈ gsj,k,M1 such that y 6∈ Supp(ρki). As h ∈ RM1 and eM1sj,k,M1 = sk,j,M1, we have
hsk,j,M1 = sk,j,M1 and z = geM1g
−1(y) ∈ gsk,j,M1. As j 6= k, by mimicking the proof
of (ii), we deduce that y ∈ gsj,k,M1 ∩ gsk,j,M1 = ∅, which is absurd. (iii) is shown.
By (i), (ii), (iii), the definition of U(M1) and Lemma 8.4, we get PM1 ∈ Yn,
which is a contradiction. So ρki = ghg
−1 for some h ∈ RM1. The claim is shown.
Since ρki is a 2
ki-cycle and h ∈ RM1 , there exist some 1 ≤ e, f ≤ m such that
Supp(h) ⊆ se,f,M1. For any ̺ ∈ Qu,v,M2,ki, if ̺ = gκeM1g
−1 for some κ ∈ RM1 ,
note that Supp(κeM1) = Supp(g
−1̺g) ⊆ Supp(g−1ρkig) = Supp(h) ⊆ se,f,M1. In
particular, κeM1 ∈ Sse,f,M1 ≤ SM1. Since κ ∈ RM1 ≤ SM1, we get eM1 ∈ SM1, which
contradicts with the definition of eM1 . So ̺ ∈ gRM1g
−1. As we choose Qu,v,M2,ki
arbitrarily, we have Psu,v,M2 ≤ gRM1g
−1. As gPM1g
−1 = PM2 and PM1 ≤ NSn(RM1), if
u < v, then g−1eM2g ∈ PM1 and P
eM2
su,v,M2
≤ gRM1g
−1. As Psu,v,M2 is chosen arbitrarily,
we have shown RM2 ≤ gRM1g
−1. As |RM1| = |RM2 |, we have gRM1g
−1 = RM2 .
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Step 2: Prove that eM2 = gρeM1g
−1 for some ρ ∈ RM1.
If eM2 = gρg
−1 for some ρ ∈ RM1 , by (8.1) and Step 1, we have PM2 ≤ gRM1g
−1,
which contradicts with the equality |PM2| = |gPM1g
−1| = 2|RM1|. We are done.
Step 3: Prove that g(
∏m
k=1 Psk,k,M1 )g
−1 =
∏m
k=1 Psk,k,M2 .
It suffices to show that
∏m
k=1 Psk,k,M2 ≤ g(
∏m
k=1 Psk,k,M1 )g
−1. For any su,u,M2 6= ∅, by
(8.3), recall that Psu,u,M2 = Qu,u,M2,k1×· · ·×Qu,u,M2,ks for unique s ∈ N and mutually
distinct non-negative integers k1, . . . , ks. We may assume that Qu,u,M2,ki 6= 1 for all
1 ≤ i ≤ s. For any given Qu,u,M2,ki, let ρki be a 2
ki-cycle of Qu,u,M2,ki. By Steps 1
and 2, we have ρki = gzg
−1 and eM2 = gρeM1g
−1 for some z, ρ ∈ RM1 . As ρki is a
2ki-cycle, there exist some 1 ≤ a, b ≤ m such that Supp(z) ⊆ sa,b,M1 . As ρ ∈ RM1
and eM1sa,b,M1 = sb,a,M1, notice that ρsb,a,M1 = sb,a,M1 and ρeM1sa,b,M1 = sb,a,M1 . If
a 6= b, as ρki = eM2ρkieM2 = gρeM1g
−1gzg−1geM1ρ
−1g−1 = gρeM1zeM1ρ
−1g−1, we
have Supp(ρki) = Supp(gzg
−1) = Supp(gρeM1zeM1ρ
−1g−1) ⊆ gsa,b,M1∩gsb,a,M1 = ∅.
Therefore, we get ρki = 1, which is a contradiction as Qu,u,M2,ki 6= 1. So we have
Supp(ρki) = Supp(gzg
−1) ⊆ gsa,a,M1. For any τ ∈ Qu,u,M2,ki, we have Supp(τ) ⊆
Supp(ρki) ⊆ gsa,a,M1. By Step 1, we get τ ∈ gPsa,a,M1g
−1 ≤ g(
∏m
k=1 Psk,k,M1 )g
−1. As
we choose Psu,u,M2 and Qu,u,M2,ki arbitrarily, the desired inequality is shown.
Step 4: Obtain the conclusion.
By Step 1, (8.1), (8.3), the definitions of T (M1) and T (M2), it is clear to see that
T (M1) = T (M2). By Step 3, (8.1), (8.3), the definitions of D(M1) and D(M2), also
note that D(M1) = D(M2). Since M1 = M
t
1 and M2 = M
t
2, recall that we have
T (Mi) = D(Mi) + 2U(Mi) for any i ∈ {1, 2}, where the computation is the usual
computation of sequences. So U(M1) = U(M2). The proof is now complete. 
We are ready to deduce the main result of this section.
Theorem 8.8. Let 1 < m ∈ N and M1, M2 ∈Mm,n. Then PM1 is Sn-conjugate to
PM2 if and only if precisely one of the following cases occurs:
(i) PM1, PM2 ∈ Yn and T
′(M1) = T
′(M2);
(ii) PM1, PM2 6∈ Yn, D(M1) = D(M2) and U(M1) = U(M2).
Proof. If PM1 is Sn-conjugate to PM2, it is clear that we have either PM1, PM2 ∈ Yn
or PM1, PM2 /∈ Yn. When PM1, PM2 /∈ Yn. By (8.1), we deduce that p = 2, M1 = M
t
1
and M2 =M
t
2. Therefore, the theorem follows by Lemmas 8.5, 8.6 and 8.7. 
We close this section by providing an example of Theorem 8.8. In Example 8.2, by
Lemma 8.4, note that PM1 , PM2 /∈ Y10. Since D(M1) 6= D(M2) and U(M1) 6= U(M2),
Theorem 8.8 tells us that PM1 is not S10-conjugate to PM2.
9. Proof of Theorem D
In this section, we provide the proof of Theorem D. Let λ ⊢ n. For convenience, we
shall mainly work on Λ2Mλ and show the corresponding results for S2Mλ similarly.
For our purpose, recall the definitions in Notations 5.1 (v) and 8.1. Let Sλ\Sn/Sλ
be a fixed complete set of representatives of (Sλ,Sλ)-double cosets in Sn. As usual,
we require that 1 ∈ Sλ\Sn/Sλ.
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To start our discussion, we introduce the required notation. Let m ∈ N and
M = (ai,j) ∈ Mm,n. We set r(M) = (
∑m
i=1 a1,i, . . . ,
∑m
i=1 am,i). Similarly, we put
c(M) = (
∑m
i=1 ai,1, . . . ,
∑m
i=1 ai,m). Let λ = (λ1, . . . , λℓ) ⊢ n and λ 6= (n). Define
Mλ = {M ∈Mℓ,n : λ = r(M) = c(M)} and nλi = {(
∑i−1
j=1 λj) + 1, . . . ,
∑i
j=1 λj} for
all 1 ≤ i ≤ ℓ. We shall repeatedly use the following theorem. It is in fact a special
case of [17, Lemma 1.3.8, Theorem 1.3.10].
Theorem 9.1. Let λ ⊢ n and λ 6= (n). If g ∈ Sλ\Sn/Sλ and h ∈ SλgSλ, then
|nλi ∩ hn
λ
j | = |n
λ
i ∩ gn
λ
j | for all 1 ≤ i, j ≤ ℓ(λ). Moreover, the map sending g to
(|nλi ∩ gn
λ
j |) is a bijection between (Sλ\Sn/Sλ) \ {1} and Mλ.
Let λ ⊢ n, λ 6= (n) and M = (ai,j) ∈ Mλ. By Theorem 9.1, there exists the
unique g ∈ (Sλ\Sn/Sλ) \ {1} such that |n
λ
i ∩ gn
λ
j | = ai,j for all 1 ≤ i, j ≤ ℓ(λ). In
particular, we have {tλ} 6= g{tλ}. Set tM,s = {tλ} ⊙ g{tλ} and tM,e = {tλ} ∧ g{tλ}.
According to Notation 5.1 (v), note that tM,s ∈ T (λ)s2 and tM,e ∈ T (λ)
e
2.
Lemma 9.2. Let λ ⊢ n, λ 6= (n) and M ∈ Mλ. Then Oe(tM,e) = Oe(tM t,e). In
particular, W (tM,e) = W (tM t,e).
Proof. Let M = (ai,j) and M
t = (bi,j). By Theorem 9.1, there exists the unique
g ∈ (Sλ\Sn/Sλ) \ {1} such that tM,e = {tλ} ∧ g{tλ} and |nλi ∩ gn
λ
j | = ai,j for all
1 ≤ i, j ≤ ℓ(λ). Note that bi,j = |nλj ∩ gn
λ
i | = |g
−1nλj ∩ n
λ
i | = |n
λ
i ∩ g
−1nλj | for all
1 ≤ i, j ≤ ℓ(λ). By Theorem 9.1, there exists the unique h ∈ (Sλ\Sn/Sλ) \ {1}
such that g−1 ∈ SλhSλ and tM t,e = {tλ}∧ h{tλ}. Therefore, g−1 = uhv for some u,
v ∈ Sλ. Let x = (gu)−1 ∈ Sn and notice that u{tλ} = v{tλ} = {tλ}. We thus have
xtM,e = (u
−1g−1)({tλ} ∧ g{tλ}) = u−1(g−1{tλ} ∧ {tλ})
= −u−1({tλ} ∧ g−1{tλ})
= −u−1({tλ} ∧ uhv{tλ})
= −({tλ} ∧ h{tλ}) = −tM t,e,
which shows that Oe(tM,e) = Oe(tM t,e) by the definitions of O
e(tM,e) and Oe(tM t,e).
The second equality also follows by the definitions of W (tM,e) and W (tM t,e). 
Let λ ⊢ n and {t} ∈ T (λ). Recall that R({t}) = {g ∈ Sn : g{t} = {t}}.
Lemma 9.3. Let λ ⊢ n, λ 6= (n) and M1, M2 ∈ Mλ. If M1 6= M2, then we have
Oe(tM1,e) = O
e(tM2,e) if and only if M
t
1 = M2. In particular, if M1 6= M2, then we
have W (tM1,e) = W (tM2,e) if and only if M
t
1 = M2.
Proof. By Lemma 9.2, it suffices to show that the equality Oe(tM1,e) = O
e(tM2,e)
implies that M t1 = M2. Let tM1,e = {t
λ} ∧ g1{t
λ} and tM2,e = {t
λ} ∧ g2{t
λ}, where
g1, g2 ∈ (Sλ\Sn/Sλ) \ {1} and g1 6= g2. If Oe(tM1,e) = O
e(tM2,e), we claim that
g−11 ∈ Sλg2Sλ. As g1 6= g2 and O
e(tM1,e) = O
e(tM2,e), by the definitions of O
e(tM1,e)
and Oe(tM2,e), we have gtM2,e = −tM1,e for some g ∈ Sn. So g{t
λ} = g1{tλ} and
gg2{t
λ} = {tλ}. Therefore, g−11 g = u and gg2 = v, where u, v ∈ R({t
λ}) = Sλ.
We thus have g−11 = ug
−1vv−1 = ug−1gg2v
−1 = ug2v
−1 ∈ Sλg2Sλ. The claim is
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shown. Let M1 = (ai,j) and M2 = (bi,j). By this claim and Theorem 9.1, for any
1 ≤ i, j ≤ ℓ(λ), bi,j = |nλi ∩g
−1
1 n
λ
j | = |g1n
λ
i ∩n
λ
j | = |n
λ
j∩g1n
λ
i | = aj,i. SoM
t
1 = M2 and
the first assertion is shown. By Notation 5.1 (v), note that W (tM1,e) = W (tM2,e) if
and only if Oe(tM1,e) = O
e(tM2,e). The second assertion follows by the first one. 
Lemma 9.4. Let λ ⊢ n, λ 6= (n) and M ∈ Mλ. Let g ∈ (Sλ\Sn/Sλ) \ {1} and
tM,e = {t
λ}∧ g{tλ}. Then L(tM,e) = (R({t
λ})∩R(g{tλ}))⋊ 〈z〉 for some involution
z ∈ Sn if and only if M = M t.
Proof. Let M = (ai,j) and R = R({tλ}) ∩R(g{tλ}). Note that
R = Sλ ∩ gSλg
−1 =
∏
1≤i,j≤ℓ(λ)
S
n
λ
i ∩gn
λ
j
.(9.1)
Moreover, for any 1 ≤ i ≤ ℓ(λ), the ith row of {tλ} contains exactly all the members
of nλi . Similarly, the ith row of g{t
λ} contains exactly all the members of gnλi . If
L(tM,e) = R ⋊ 〈z〉 and z2 = 1, as z normalizes R, by (9.1), given 1 ≤ i, j ≤ ℓ(λ),
note that z(nλi ∩ gn
λ
j ) = n
λ
x ∩ gn
λ
y for some 1 ≤ x, y ≤ ℓ(λ). Moreover, by Lemmas
6.1 and 6.2, also note that z swaps {tλ} and g{tλ}. For any 1 ≤ i, j ≤ ℓ(λ), nλi ∩gn
λ
j
lies in the ith row of {tλ}. As z{tλ} = g{tλ}, there exists some 1 ≤ k ≤ ℓ(λ) such
that z(nλi ∩ gn
λ
j ) = n
λ
k ∩ gn
λ
i . Since z
2 = 1, we also have z(nλk ∩ gn
λ
i ) = n
λ
i ∩ gn
λ
j .
This forces that j = k as nλk ∩ gn
λ
i is in the kth row of {t
λ}. Therefore, by the
definition of tM,e and Theorem 9.1, we have ai,j = |nλi ∩ gn
λ
j | = |n
λ
j ∩ gn
λ
i | = aj,i for
any 1 ≤ i, j ≤ ℓ(λ). We thus have M = M t.
Conversely, we claim that h{tλ} = g{tλ} and hg{tλ} = {tλ} for some h ∈ Sn. As
M = M t, by the definition of tM,e and Theorem 9.1, for any 1 ≤ i, j ≤ ℓ(λ),
|nλi ∩ gn
λ
j | = ai,j = aj,i = |n
λ
j ∩ gn
λ
i | = |g
−1nλj ∩ n
λ
i | = |n
λ
i ∩ g
−1nλj |.(9.2)
By (9.2) and Theorem 9.1, note that g−1 ∈ SλgSλ. So g−1 = ugv for some u,
v ∈ Sλ. Set h = (gu)−1. As R({tλ}) = Sλ, we have
h{tλ} = u−1g−1{tλ} = u−1ugv{tλ} = g{tλ} and hg{tλ} = u−1g−1g{tλ} = {tλ}.
Therefore, h swaps {tλ} and g{tλ} and the claim is shown. By this claim and Lemma
6.2, we deduce that L(tM,e) = R⋊ 〈z〉 for some involution z ∈ Sn. 
Lemma 9.5. Let λ ⊢ n, λ 6= (n) and M ∈Mλ.
(i) Let N ∈Mλ. Then V (tM,s) = V (tN,s) if and only if N = M or N =M t.
(ii) Let g ∈ (Sλ\Sn/Sλ) \ {1} and tM,s = {tλ}⊙ g{tλ}. Then we have M =M t if
and only if K(tM,s) = (R({tλ}) ∩R(g{tλ}))⋊ 〈z〉 for some involution z ∈ Sn.
Proof. By mimicking the proof of Lemma 9.2, we prove that Os(tM,s) = Os(tM t,s)
and V (tM,s) = V (tM t,s). We now can show (i) and (ii) by mimicking the proofs
given in Lemmas 9.3 and 9.4 respectively. 
Let λ ⊢ n and λ 6= (n). For our following results, let Sλ = {M ∈Mλ : M = M t}.
If Sλ &Mλ, note that 2 | |Mλ|−|Sλ| and let 2xλ+ |Sλ| = |Mλ|. PickMi ∈Mλ\Sλ
for each 1 ≤ i ≤ xλ and require that {Mi,M ti }∩{Mj ,M
t
j} = ∅ for all 1 ≤ i 6= j ≤ xλ.
Set Nλ = {Mi : 1 ≤ i ≤ xλ}. If Sλ =Mλ, put Nλ = ∅.
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Proposition 9.6. Let λ ⊢ n and λ 6= (n).
(i) We have Λ2Mλ =
⊕
M∈Sλ∪Nλ
W (tM,e).
(ii) If M ∈ Sλ ∪ Nλ, then PM is Sn-conjugate to a Sylow p-subgroup of L(tM,e).
Proof. As λ 6= (n), by the definitions of Sλ and Nλ, note that Sλ ∪ Nλ 6= ∅. Recall
that T (λ)e2 is an F-basis of Λ
2Mλ. Set U = Sλ ∪Nλ. For any distinct M1, M2 ∈ U ,
by Lemma 9.3 and the definitions of Sλ, Nλ, Oe(tM1,e) and O
e(tM2,e), note that
Oe(tM1,e) ∩ O
e(tM2,e) = ∅. Therefore, as W (tM,e) = 〈O
e(tM,e)〉F for all M ∈ U ,
to get the desired equality, it suffices to show that T (λ)e2 =
⋃
M∈U O
e(tM,e). It is
clear that
⋃
M∈U O
e(tM,e) ⊆ T (λ)e2. For any t ∈ T (λ)
e
2, there exists some g ∈ Sn
such that x = {tλ} ∧ g{tλ} ∈ T (λ)e2 and t ∈ O
e(x). Note that g = uhv, where
h ∈ (Sλ\Sn/Sλ) \ {1} and u, v ∈ Sλ. By Theorem 9.1, there exists N ∈Mλ such
that tN,e = {t
λ} ∧ h{tλ}. As u, v ∈ Sλ = R({t
λ}), notice that utN,e = x, which
implies that Oe(x) = Oe(tN,e) by the definitions of Oe(x) and Oe(tN,e). Therefore,
we have t ∈ Oe(x) = Oe(tN,e) ⊆
⋃
M∈U O
e(tM,e) by Lemma 9.3 and the definitions
of Sλ and Nλ. So T (λ)e2 ⊆
⋃
M∈U O
e(tM,e) and the desired equality thus follows. (i)
is shown.
Let M = (ai,j) ∈ Sλ ∪ Nλ. By Theorem 9.1, there exists g ∈ (Sλ\Sn/Sλ) \ {1}
such that ai,j = |nλi ∩ gn
λ
j | for any 1 ≤ i, j ≤ ℓ(λ). So tM,e = {t
λ} ∧ g{tλ}. If
p > 2 or M 6= M t, by Lemmas 9.4, 6.1 and 6.2, note that a Sylow p-subgroup P of
L(tM,e) is also a Sylow p-subgroup of R({tλ})∩R(g{tλ}). By (9.1) and (8.1), PM is
Sn-conjugate to P . If p = 2 and M = M
t, let z be an involution of Sn that swaps
nλi ∩ gn
λ
j and n
λ
j ∩ gn
λ
i for all 1 ≤ i < j ≤ ℓ(λ) and fixes the remaining numbers of
n. Note that
znλi = z(n
λ
i ∩ gn) = z(
ℓ(λ)⋃
j=1
(nλi ∩ gn
λ
j )) =
ℓ(λ)⋃
j=1
(nλj ∩ gn
λ
i ) = n ∩ gn
λ
i = gn
λ
i .(9.3)
As z2 = 1, by (9.3), we have z{tλ} = g{tλ} and zg{tλ} = {tλ}. By Lemma 6.2, we
thus have L(tM,e) = (R({tλ}) ∩ R(g{tλ}))⋊ 〈z〉. Therefore, by (9.1), (8.1) and the
definition of z, note that PM is Sn-conjugate to a Sylow 2-subgroup of L(tM,e). (ii)
is also proved. The proof is now complete. 
Proposition 9.7. Let λ ⊢ n.
(i) We have S2Mλ = V (tλ) ⊕
⊕
M∈Sλ∪Nλ
V (tM,s), where tλ = {tλ} ⊙ {tλ} and
K(tλ) = Sλ.
(ii) If Sλ ∪ Nλ 6= ∅ and M ∈ Sλ ∪ Nλ, then PM is Sn-conjugate to a Sylow
p-subgroup of K(tM,s).
Proof. By the definitions of Sλ and Nλ, note that Sλ∪Nλ = ∅ if and only if λ = (n).
As S2M (n) ∼= F, the proposition holds for S2M (n). We thus assume that λ 6= (n).
Therefore, Sλ ∪Nλ 6= ∅. Observe that Os(tλ)∩Os(tM,s) = ∅ for any M ∈ Sλ ∪Nλ
and K(tλ) = Sλ. By Lemma 9.5 (i) and mimicking the proof of Proposition 9.6 (i),
(i) is shown. By Lemma 9.5 (ii) and mimicking the proof of Proposition 9.6 (ii), (ii)
is also proved. The proof is now complete. 
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Lemma 9.8. Let λ ⊢ n and λ 6= (n). If M ∈ Sλ ∪ Nλ, then
dimFHomFSn(F,W (tM,e)) =
{
0, if p > 2 and M ∈ Sλ,
1, otherwise.
Proof. As M ∈ Sλ ∪ Nλ ⊆ Mλ, by Theorem 9.1 and the definition of tM,e, there
exists g ∈ (Sλ\Sn/Sλ) \ {1} such that tM,e = {tλ} ∧ g{tλ}. Let N = 〈{tM,e}〉F and
note that N is a one-dimensional FL(tM,e)-module. As W (tM,e) = 〈Oe(tM,e)〉F, also
notice that W (tM,e) ∼= N↑Sn . If p > 2 and M ∈ Sλ, by Lemma 9.4, there exists
some z ∈ Sn such that z ∈ L(tM,e), z2 = 1, z{tλ} = g{tλ} and zg{tλ} = {tλ}.
We thus have ztM,e = −tM,e and N 6∼= F as FL(tM,e)-modules. By the Frobenius
reciprocity, we get dimFHomFSn(F,W (tM,e)) = 0.
If M ∈ Nλ, note that M 6= M
t. By Lemmas 9.4, 6.1 and 6.2, also note that
L(tM,e) = R({tλ}) ∩ R(g{tλ}). So N ∼= F as FL(tM,e)-modules. By the Frobenius
reciprocity, notice that dimFHomFSn(F,W (tM,e)) = 1. If p = 2, then it is clear
that W (tM,e) ∼= (FL(tM,e))↑
Sn . We thus have dimFHomFSn(F,W (tM,e)) = 1 by the
Frobenius reciprocity. The lemma follows by the three cases. 
Corollary 9.9. Let λ ⊢ n.
(i) We have dimFHomFSn(F, S
2Mλ) = 1 + |Sλ|+ |Nλ|.
(iii) If λ 6= (n), then we have
dimFHomFSn(F,Λ
2Mλ) =
{
|Nλ|, if p > 2,
|Sλ|+ |Nλ|, if p = 2.
Proof. By the definitions of Sλ and Nλ, we can observe that |Sλ∪Nλ| = |Sλ|+ |Nλ|.
For (i), for any t ∈ T (λ)s2, recall that V (t)
∼= (FK(t))↑Sn. Therefore, (i) follows by
Proposition 9.7 (i) and the Frobenius reciprocity. (ii) is also shown by Proposition
9.6 (i) and Lemma 9.8. 
Let λ = (λ1, . . . , λℓ) ⊢ n and Rλ = Sλ ∪Nλ ∪ {Dλ}, where Dλ = diag(λ1, . . . , λℓ).
Let PDλ be a Sylow p-subgroup of Sλ and T
′(Dλ) = T (Dλ). We shall define an
equivalence relation ∼ for Rλ. For any M , N ∈ Rλ, write M ∼ N if and only if
PM is Sn-conjugate to PN . Let [M ]Rλ be the equivalence class of M with respect
to ∼. Set Xλ = Sλ ∪Nλ if p = 2. Otherwise, put Xλ = Nλ. If Xλ 6= ∅, as Xλ ⊆ Rλ,
the restriction of ∼ is also an equivalence relation for Xλ. For any R ∈ Xλ, let
[R]Xλ = {X ∈ Xλ : X ∼ R}. Note that [R]Xλ is the equivalence class of R with
respect to the restriction of ∼. By (8.1), Lemma 8.4 and Theorem 8.8, it is easy to
compute both |[M ]Rλ | and |[R]Xλ |. The main result of this section is as follows.
Theorem 9.10. Let λ ⊢ n and P be a p-subgroup of Sn.
(i) We have ScSn(P ) | S
2Mλ if and only if P is Sn-conjugate to PM for some
M ∈ Rλ. Moreover, for any M ∈ Rλ, [S2Mλ : ScSn(PM)] = |[M ]Rλ |.
(ii) If λ 6= (n) and Xλ 6= ∅, ScSn(P ) | Λ
2Mλ if and only if P is Sn-conjugate to PM
for some M ∈ Xλ. Moreover, for any M ∈ Xλ, [Λ2Mλ : ScSn(PM)] = |[M ]Xλ |.
(iii) If λ 6= (n), then Xλ = ∅ if and only if p > 2 and ℓ(λ) = 2. If p > 2 and
ℓ(λ) = 2, then [Λ2Mλ : ScSn(Q)] = 0 for any p-subgroup Q of Sn.
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Proof. By Proposition 9.7 (i) and the Krull-Schmidt Theorem, we observe that
ScSn(P ) | S
2Mλ if and only if ScSn(P ) | V (tλ) or ScSn(P ) | V (tN,s) for some
N ∈ Sλ ∪Nλ. As K(tλ) = Sλ by Proposition 9.7 (i) and V (tλ) ∼= (FK(tλ))↑
Sn , note
that ScSn(P ) | V (tλ) if and only if P is Sn-conjugate to PDλ . For any U ∈ Sλ∪Nλ,
as V (tU,s) ∼= (FK(tU,s))↑
Sn , by Proposition 9.7 (ii), also note that ScSn(P ) | V (tU,s)
if and only if P is Sn-conjugate to PU . As Rλ = Sλ∪Nλ∪{Dλ}, the first statement
of (i) is shown. The second statement of (i) follows by Proposition 9.7 (i), (ii) and
the definition of [M ]Rλ .
For (ii), if p > 2 and U ∈ Sλ, by Lemma 9.8, note that W (tU,e) does not have a
trivial FSn-submodule. As ScSn(P ) contains a trivial FSn-submodule, we thus have
ScSn(P ) ∤ W (tU,e). If U ∈ Nλ, by Lemma 9.8, note that W (tU,e) ∼= (FL(tU,e))↑
Sn. If
p = 2 and U ∈ Xλ, also note that W (tU,e) ∼= (FL(tU,e))↑
Sn . By Proposition 9.6 (i),
the Krull-Schmidt Theorem and the three facts, notice that ScSn(P ) | Λ
2Mλ if and
only if ScSn(P ) | W (tN,e) for some N ∈ Xλ. For any U ∈ Xλ, the last two facts also
tell us that W (tU,e) ∼= (FL(tU,e))↑
Sn. Therefore, by Proposition 9.6 (ii), note that
ScSn(P ) |W (tU,e) if and only if P is Sn-conjugate to PU . The first statement of (ii)
is shown. The second statement of (ii) follows by Proposition 9.6 (i), (ii), the first
statement of (ii) and the definition of [M ]Xλ .
For (iii), if p > 2 and ℓ(λ) = 2, by the definitions of Nλ, Mλ and Sλ, note that
Xλ = Nλ ⊆ Mλ = Sλ and Sλ ∩ Nλ = ∅. So Xλ = ∅. Conversely, for the case
p = 2, we have Xλ = Sλ ∪ Nλ. As λ 6= (n), Proposition 9.6 (i) forces that Xλ 6= ∅.
For the case p > 2, we have Xλ = Nλ. By the definitions of Mλ, Nλ and Sλ, the
condition Xλ = ∅ forces that Mλ = Sλ. It is not too difficult to see that Mλ = Sλ
if and only if ℓ(λ) = 2. The first statement of (iii) follows. If p > 2 and ℓ(λ) = 2,
by the first statement of (iii), we have Xλ = Nλ = ∅. By Corollary 9.9 (ii), this
fact implies that Λ2Mλ has no trivial FSn-submodule. As any FSn-Scott module
contains a trivial FSn-submodule, the second statement of (iii) follows. 
Theorem D is established by Theorem 9.10. We end this paper with an example.
Let p = 2, n = 4 and λ = (2, 12) ⊢ 4. Note that Mλ ∪ {Dλ} contains precisely
M1 =

2 0 00 0 1
0 1 0

 , M2 =

1 1 01 0 0
0 0 1

 , M3 =

1 1 00 0 1
1 0 0

 , M4 =

1 0 11 0 0
0 1 0

 ,
M5 =

1 0 10 1 0
1 0 0

 , M6 =

0 1 11 0 0
1 0 0

 , M7 =

2 0 00 1 0
0 0 1

 .
Also note that Sλ = {M1,M2,M5,M6} and letNλ = {M3}. By (8.1), Lemma 8.4 and
Theorem 8.8, {M1}, {M2,M5,M7}, {M3}, {M6} are all the equivalence classes ofRλ
with respect to ∼. Similarly, {M1}, {M2,M5}, {M3}, {M6} are all the equivalence
classes of Xλ with respect to ∼. Let Sci = ScS4(PMi) for all 1 ≤ i ≤ 7 and note
that Sc2 ∼= Sc5 ∼= Sc7. Let mi,s = [S2M (2,1
2) : Sci] and mi,e = [Λ
2M (2,1
2) : Sci]. By
Theorem 9.10, we have
m2,s = 3, m2,e = 2 and m1,s = m3,s = m6,s = m1,e = m3,e = m6,e = 1.
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