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Caracterización de las diferencias de sexo en artritis 




Las enfermedades autoinmunes, entre ellas la artritis reumatoide, presentan una mayor 
prevalencia en mujeres que en hombres. Según la literatura, el sistema inmunitario actúa de forma 
diferencial entre sexos. Aunque las hormonas sexuales desempeñan un papel fundamental, no se 
conocen por completo las diferencias en los mecanismos moleculares. Una mejor comprensión de 
estos mecanismos proporcionaría una mayor precisión en el diagnóstico y la personalización de 
tratamientos en función del sexo. 
El objetivo de este Trabajo Final de Grado es, por lo tanto, la identificación y comprensión 
de los mecanismos moleculares diferenciales que subyacen a la artritis reumatoide por sexos, con 
el fin de mejorar el diagnóstico y la selección de los tratamientos para cada grupo de pacientes.  
Para ello, se realizó, en primer lugar, una revisión sistemática de estudios de artritis 
reumatoide con datos de microarrays de expresión génica o RNA-seq de individuos sanos y 
pacientes. Se recopilaron 5 datasets con 570 muestras del repositorio GEO. A continuación, se 
analizaron individualmente los cinco estudios seleccionados. Este paso incluyó un análisis 
exploratorio, un análisis de expresión diferencial y un análisis de enriquecimiento funcional de 
procesos biológicos de la Gene Ontology (GO) y de rutas KEGG. Finalmente, se llevó a cabo un 
metaanálisis de genes mediante un modelo de efectos aleatorios, seguido de un enriquecimiento 
funcional de los resultados globales. De este modo, se identificaron 10 biomarcadores, 90 procesos 
biológicos y 11 rutas KEGG específicos de sexo estadísticamente significativos. Además, los 
resultados del enriquecimiento se sintetizaron empleando la herramienta REVIGO y los términos 
GO slim. Entre otras funciones, los resultados sugieren una actividad aumentada del sistema 
inmune en la mujer enferma, ligada a una mayor presencia de precursores energéticos; así como 
una sobrerrepresentación de términos relacionados con la síntesis proteica y la regulación negativa 
de los osteoblastos en hombres con artritis reumatoide. 
En definitiva, este estudio ha permitido caracterizar las diferencias de sexo en pacientes 
con artritis reumatoide, identificando biomarcadores y funciones sobrerrepresentados en cada 
sexo. Estos hallazgos podrían conducir al descubrimiento de nuevas dianas terapéuticas y 
proporcionar la base para futuras investigaciones dirigidas a la medicina de precisión en la artritis 
reumatoide. 
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Characterising sex differences in rheumatoid arthritis by 
meta-analysis of transcriptomic studies 
Abstract 
Autoimmune diseases, including rheumatoid arthritis (RA), are more prevalent in women than in 
men. According to the literature, the immune system acts differently between the sexes. Although 
sex hormones play a key role, the differences in the molecular mechanisms are not fully 
understood. A better understanding of these mechanisms could provide greater diagnostic 
precision and personalised treatments by sex. Therefore, the aim of this Final Degree Project was 
to identify and understand the molecular mechanisms underlying sex-based differences in 
rheumatoid arthritis, to improve the diagnosis and the selection of treatment for each group of 
patients.  
This goal was achieved in three steps. First, we conducted a systematic review of 
rheumatoid arthritis studies with gene expression microarray or RNA-seq data from healthy 
individuals and patients. Five datasets that included 570 samples were retrieved from the Gene 
Expression Omnibus (GEO) repository. Second, the selected studies were individually analysed. 
This step included an exploratory analysis, a differential expression analysis, and a functional 
enrichment analysis of biological processes from the Gene Ontology (GO) and KEGG pathways. 
Finally, we performed a gene meta-analysis using a random effects model, followed by a functional 
enrichment of the overall results. Thus, our analysis revealed 10 biomarkers, 90 biological 
processes and 11 KEGG pathways as significantly sex-dependent. In addition, the results were 
synthesized using the REVIGO tool and GO slim terms. Among other functions, the outcomes from 
the enrichment suggest an increased activity of the immune system and a greater presence of 
energy precursors in female RA patients. Male RA patients, instead, showed an overrepresentation 
of terms related to protein biosynthesis and negative regulation of osteoblasts. 
In conclusion, we were able to characterise sex differences in patients with rheumatoid 
arthritis, identifying biomarkers and functions overrepresented in each sex. Our findings could 
lead to the discovery of new therapeutic targets and be the basis of future research devoted to sex-
specific precision medicine in rheumatoid arthritis. 
Key words: Autoimmune diseases; Rheumatoid arthritis; Sex differences; Gene expression; 
Meta-analysis; Personalized medicine. 
  
− Alumna: Dña. Edurne Urrutia Lafuente  
− Tutor Académico: Prof. Dr. José Gadea Vacas  
− Cotutores externos: Dr. Francisco García García y Dña. Irene Pérez Díez  
 
 Valencia, julio de 2021 
 
 
− Tipo de licencia de autorización de acceso y difusión del TFG:  
 
 






En primer lugar, quisiera agradecer a Pepe Gadea, mi tutor UPV, por aconsejarme y ayudarme a 
orientarme en mi TFG. 
A Paco García e Irene Pérez, por haberme hecho un hueco en su grupo y dedicarme su 
tiempo, por todo lo que me han enseñado, pero sobre todo por su buen humor y alegría contagiosa 
a lo largo de todo el proceso. Muchas gracias por ayudarme a disfrutar de este trabajo. 
A Javier Forment, por conseguir que me picara el gusanillo de la bioinformática. 
A Ro, Ester, Andrea, Marina, Alicia y Elvira, porque estos cuatro años han sido mucho 
mejores gracias a vosotras, porque las tartas de la Tarongería sirven para celebrar y para consolar, 
y porque sé que los próximos años seguiremos alegrándonos juntas a pesar de que por ahora nos 
separemos. 
A mis padres y a Begoña, por acompañarme y apoyarme siempre, tengo mucha suerte de 
teneros a mi lado. 
Y en especial al Doc, teacher y coach a tiempo parcial, y mi mejor compañero a tiempo 
completo a pesar de la distancia. 






Índice de figuras ............................................................................. iii 
Índice de tablas ............................................................................... v 
Acrónimos/Abreviaturas ................................................................. vi 
1. INTRODUCCIÓN .......................................................................... 1 
1.1. ENFERMEDADES AUTOINMUNES ....................................................................................... 1 
1.2. ARTRITIS REUMATOIDE ...................................................................................................... 1 
1.2.1. Epidemiología .............................................................................................................. 2 
1.2.2. Terapia ......................................................................................................................... 3 
1.3. TECNOLOGÍAS DE ALTO RENDIMIENTO Y DATOS ÓMICOS ................................................ 4 
1.3.1. Transcriptómica ........................................................................................................... 5 
1.3.2. Análisis transcriptómicos ............................................................................................ 5 
1.3.3. Caracterización funcional ............................................................................................ 6 
1.3.4. Métodos de metaanálisis ............................................................................................ 6 
2. OBJETIVOS .................................................................................. 7 
3. MATERIAL Y MÉTODOS ............................................................... 8 
3.1. Revisión sistemática y selección de estudios ..................................................................... 8 
3.2. Análisis individual de los estudios ...................................................................................... 9 
3.2.1. Procesamiento de los datos ........................................................................................ 9 
3.2.2. Análisis de expresión diferencial ............................................................................... 11 
3.2.3. Análisis de enriquecimiento funcional ...................................................................... 12 
3.3. Metaanálisis ..................................................................................................................... 13 
3.3.1. Determinación de la medida combinada del efecto ................................................. 13 
3.3.2. Evaluación de la heterogeneidad .............................................................................. 13 
3.3.3. Representación de resultados ................................................................................... 14 
3.3.4. Enriquecimiento funcional de los resultados del metaanálisis ................................. 14 





4.1. Revisión sistemática y selección de estudios ................................................................... 15 
4.2. Análisis individual de los estudios .................................................................................... 16 
4.2.1. Procesamiento de los datos ...................................................................................... 16 
4.2.2. Análisis de expresión diferencial ............................................................................... 22 
4.2.3. Análisis de enriquecimiento funcional ...................................................................... 23 
4.3. Metaanálisis de genes ...................................................................................................... 24 
4.3.1. Términos GO para procesos biológicos ..................................................................... 27 
4.3.2. Rutas KEGG ................................................................................................................ 28 
5. DISCUSIÓN ................................................................................ 29 
6. CONCLUSIONES ........................................................................ 32 
7. BIBLIOGRAFÍA ........................................................................... 33 
8. ANEXOS ..................................................................................... 41 
Anexo A: Figuras ...................................................................................................................... 41 







Índice de figuras 
 
Figura 1 | Dogma central de la biología molecular.. ................................................................................... 5 
Figura 2 | Flujo de información a través de las diferentes fases de una revisión sistemática. ................. 9 
Figura 3 | Diagrama de flujo con los resultados de la revisión sistemática, según la declaración PRISMA. 
 .................................................................................................................................................................... 15 
Figura 4 | Número de individuos en cada estudio y en total. .................................................................. 16 
Figura 5 | Diagrama de cajas del estudio GSE110169.. ............................................................................. 17 
Figura 6 | Diagrama de cajas del estudio GSE110169 en función de la variable lote (batch).. ............... 17 
Figura 7 | Análisis de componentes principales (PCA) del estudio GSE117769 antes de la eliminación de 
la muestra GSM3308533.. ......................................................................................................................... 18 
Figura 8 | Clustering jerárquico del GSE89408 en base a la distancia de correlación.. ......................... 19 
Figura 9 | Análisis de componentes principales (PCA) del estudio GSE89408....................................... 19 
Figura 10 | Diagrama de cajas del estudio GSE93272.. ............................................................................ 20 
Figura 11 | Análisis de componentes principales (PCA) de las muestras del estudio GSE93272.. .......... 20 
Figura 12 | Boxplot del GSE15573.. ........................................................................................................... 21 
Figura 13 | Clustering jerárquico de las muestras del estudio GSE15573 en base a la distancia de 
correlación. C. ............................................................................................................................................ 21 
Figura 14 | Diagramas UpSet del enriquecimiento funcional.. ................................................................ 24 
Figura 15 | Gen CNFN. A: Gráfico de bosque. B: Gráfico de embudo. ..................................................... 25 
Figura 16 | Gen LINC00482: A: Gráfico de bosque. B: Gráfico de embudo.. .......................................... 25 
Figura 17 | Gen WRNIP1. A: Gráfico de bosque. B: Gráfico de embudo. ................................................. 26 
Figura 18 | Gen NUTM2D. A: Gráfico de bosque del metaanálisis. B: Gráfico de embudo. .................... 26 
Figura 19 | Gen TPRG1. A: Gráfico de bosque del metaanálisis. B: Gráfico de embudo.. ....................... 26 
Figura 20 | Pirámide con los términos GOslim. ....................................................................................... 27 
Figura 21 | Resumen de los términos GO de procesos biológicos significativos en el enriquecimiento del 
metaanálisis. .............................................................................................................................................. 28 
Figura A.1 | Clustering jerárquico del estudio GSE110169 ……………………………………………………………… 41 
Figura A.2 | Clustering jerárquico del estudio GSE110169 en función del lote ….………………………………. 41 





Figura A.4 | Diagrama de cajas del estudio GSE117769 previo a la eliminación de la muestra 
GSM3308533 ……………………………………………………………………………………………………………………………… 42 
Figura A.5 | Diagrama de cajas del estudio GSE117769 tras la eliminación de la muestra GSM3308533 
………………………………………………………………………………………………………………………………………………….. 42 
Figura A.6 | Clustering jerárquico del estudio GSE117169 antes de eliminar la muestra GSM8330533 
……………………………………………………………………………………………………………………………………………….…. 43 
Figura A.7 | Clustering jerárquico del estudio GSE117769 tras eliminar la muestra GSM3308533 
………………………………………………………………………………………………………………………………………………….. 43 
Figura A.8 | Análisis de componentes principales (PCA) del estudio GSE117169 tras eliminar la muestra 
GSM3308533 ………………………………………………………………………………………………………………..……………. 44 
Figura A.9 | Diagrama de cajas del estudio GSE89408 ………………………………………………………………..… 44 
Figura A.10 | Diagrama de cajas conjunto de los estudios GSE89408 y GSE97165 …………………………… 45 
Figura A.11 | Diagrama de cajas conjunto de los estudios GSE89408 y GSE97165 …………………….……. 45 
Figura A.12 | Clustering jerárquico de los datasets GSE89408 y GSE97165 …………………….....…………… 46 
Figura A.13 | Clustering jerárquico de los datasets GSE89408 y GSE97165 ……………………………….…… 46 
Figura A.14 | Análisis de componentes principales (PCA) de los datasets GSE89408 y GSE97165 
…………………………………………………………………………………………………………………………………………..………. 47 
Figura A.15 | Análisis de componentes principales (PCA) de los datasets GSE89408 y GSE97165 
……………………………………………………………………………………………………………………………………………..….… 47 
Figura A.16 | Diagrama de cajas del estudio GSE93272 ………………………………………………………….……… 48 
Figura A.17 | Clustering jerárquico del estudio GSE93272 en base a la distancia de correlación 
………………………………………………………………………………………………………………………………………..………… 48 
Figura A.18 | Clustering jerárquico del estudio GSE93272 en base a la distancia de correlación. 
Coloreado en función de los lotes (1 y 2) ………………………………………………………………………………….…… 49 
Figura A.19 | Análisis de componentes principales (PCA) de las muestras del GSE93272 ………….…….. 49 
Figura A.20 | Análisis de componentes principales (PCA) del estudio GSE15573 ………………………..……. 50 
Figura A.21 | Gen RCE1: A: Gráfico de bosque. B: Gráfico de embudo ……………………………………..……… 50 
Figura A.22 | Gen C1orf162: A: Gráfico de bosque. B: Gráfico de embudo ……………………………..………… 51 
Figura A.23 | Gen EXOC3L2: A: Gráfico de bosque. B: Gráfico de embudo ………………………………..…….. 51 
Figura A.24 | Gen SLC41A3: A: Gráfico de bosque. B: Gráfico de embudo ………………………………….…… 52 






Índice de tablas 
Tabla 1 | Criterios de inclusión y exclusión empleados en la identificación de estudios candidatos  ...... 9 
Tabla 2 | Estudios seleccionados tras la revisión sistemática ............................................................... 15 
Tabla 3 | Resumen del análisis de expresión diferencial en cada estudio ............................................. 22 
Tabla 4 | Genes expresados diferencialmente en un nivel significativo en el estudio GSE93272 ......... 22 
Tabla 5 | Genes expresados diferencialmente en un nivel significativo en el estudio GSE110169 ......... 23 
Tabla 6 | Genes expresados diferencialmente en un nivel significativo en el estudio GSE89408 ......... 23 
Tabla 7 | Resumen del análisis de enriquecimiento funcional en cada estudio .................................... 24 
Tabla 8 | Genes diferencialmente expresados como resultado del metaanálisis .................................. 25 
Tabla 9 | Términos KEGG significativos en el enriquecimiento del metaanálisis ................................. 28 
Tabla B.1 | Software empleado y sus versiones ………………………………………………………………………. 53 
Tabla B.2 | Normalizaciones aplicadas a cada dataset …………………………………………………………….. 53 
Tabla B.3 | Selección de términos GO de procesos biológic0s significativos en el enriquecimiento 










ACPA anticuerpos antiproteínas citrulinadas 
ADN ácido desoxirribonucleico 
AINE antiinflamatorio no esteroideo 
AR artritis reumatoide 
ARN ácido ribonucleico 
BH Benjamini-Hochberg 
BP procesos biológicos 
C1orf162 Chromosome 1 open reading frame 162 
DL DerSimonian y Laird 
EXOC3L2 Exocyst complex component 3 like 2 
FAIR Findability, Accessibility, Interoperability, and Reuse 
FAME fármaco antirreumático modificador de la enfermedad 
FDR False Discovery Rate 
FR factor reumatoide 
GEO Gene Expression Omnibus 
GNAI1 G protein subunit alpha i1 
GO Gene Ontology 
GSEA Gene Set Enrichment Analysis 
HLA antígeno leucocitario humano 
KEGG Kyoto Encyclopedia of Genes and Genomes 
LINC00482 Long intergenic non-protein coding RNA 482 
logFC logaritmo de la magnitud de cambio 
LOR logaritmo de los odds ratio 
NA no disponible 
PCA análisis de componentes principales 
RNA-seq secuenciación de ARN 
SLE lupus eritematoso sistémico 
TMM Trimmed Mean of M-values 






1.1. ENFERMEDADES AUTOINMUNES 
Las enfermedades autoinmunes son patologías debidas a una excesiva actividad del sistema inmune 
que, en respuesta a un desencadenante, comienza a producir anticuerpos que dañan los tejidos 
sanos del propio organismo. Aunque históricamente se consideraron enfermedades raras, se ha 
demostrado la existencia de en torno a 100 enfermedades autoinmunes que afectan al 3-5% de la 
población, con una mayor prevalencia en mujeres. Esta susceptibilidad a las enfermedades 
autoinmunes en mujeres se explica, al menos en parte, por una respuesta inmune más fuerte. A 
pesar de la evidencia de esta diferencia de sexos, la investigación biomédica y la práctica clínica no 
consideran la variable sexo en el manejo de estas enfermedades, y los mecanismos que subyacen a 
estas diferencias continúan sin conocerse por completo (Moulton, 2018; Klein y Flanagan, 2016; 
Wang et al., 2015; Fish, 2008). 
Las enfermedades autoinmunes son enfermedades complejas, resultado de interacciones 
entre factores genéticos y ambientales que llevan a una desregulación del sistema inmune y 
finalmente a la pérdida de tolerancia a los antígenos propios. Esta pérdida de tolerancia puede ser 
específica de un órgano, como la diabetes tipo I, o sistémica, como la artritis reumatoide, y conlleva 
la aparición de autoanticuerpos y/o células autorreactivas (Stafford et al., 2020; Banchereau et al., 
2017). 
La tolerancia, por lo tanto, es un proceso clave en el mantenimiento de la homeostasis del 
sistema inmune. Consta de una tolerancia central, que tiene lugar en el timo y en la médula ósea, 
y una tolerancia periférica o selección secundaria, que permite eliminar las células T y B 
autorreactivas. A pesar de ello, un cierto número de linfocitos autorreactivos puede filtrarse a la 
periferia. No obstante, es importante señalar que la existencia de estos linfocitos T y B 
autorreactivos y su capacidad para producir autoanticuerpos no conduce necesariamente al 
desarrollo de la patología. Esta condición transitoria se denomina autoinmunidad fisiológica 
(Avrameas y Selmi, 2013; Salinas et al., 2013). Por el contrario, cuando se pierde la tolerancia 
inmunitaria y los autoanticuerpos y los linfocitos autorreactivos intervienen en el proceso 
inflamatorio, se desarrolla la autoinmunidad clásica o patológica, que provoca finalmente daños en 
los tejidos (Wang et al., 2015). Ejemplo de esta autoinmunidad patológica es la artritis reumatoide 
(AR). 
1.2. ARTRITIS REUMATOIDE 
La AR es una enfermedad autoinmune crónica que se caracteriza por la inflamación de las 
articulaciones y la destrucción ósea. Además, en la mayoría de los casos se detectan autoanticuerpos 
frente a la inmunoglobulina G (factor reumatoide, FR) y frente a proteínas citrulinadas (ACPAs). 
Estos anticuerpos se adhieren al revestimiento de las articulaciones, de modo que las células del 
sistema inmunitario atacan dichas articulaciones, causando inflamación, hinchazón y dolor. 
Además, tiende a ser simétrica y afectar específicamente a determinadas articulaciones de las 
manos y los pies. En ausencia de tratamiento, puede derivar en daño permanente de las 
articulaciones y discapacidad irreversible (Smolen et al., 2018; Frank-Bertoncelj et al., 2017). 
Se trata de una enfermedad compleja que puede desencadenarse por factores ambientales 
en individuos genéticamente susceptibles. Asimismo, es heterogénea, con presentación clínica y 




autoanticuerpos son una característica importante de la AR, los pacientes se pueden clasificar en 
dos grupos principales en función de la presencia (AR seropositiva) o ausencia de dichos 
autoanticuerpos (AR seronegativa). La AR seropositiva constituye dos tercios de los casos de AR y 
suele tener una progresión más severa (Malmström et al., 2016). 
1.2.1. Epidemiología 
La AR afecta a la población a nivel global y es tres veces más frecuente en mujeres que en hombres. 
La mayoría de los estudios epidemiológicos se han realizado en países occidentales, y muestran una 
prevalencia del 0,5-1,1% y una incidencia de entre 20 y 50 casos por cada 100.000 habitantes. Sin 
embargo, parecen diferir entre etnias y regiones geográficas, y además, la falta de uniformidad en 
la clasificación e inicio de la enfermedad dificultan su estimación (Tobón et al., 2010). Respecto a 
la mortalidad, ésta es mayor entre los pacientes de AR que en la población general, y la esperanza 
de vida, de 3 a 10 años menor. Además, los datos de supervivencia no han mejorado en las últimas 
décadas, por lo que la diferencia respecto a la población general ha aumentado (Gonzalez et al., 
2007).  
Por lo tanto, se trata de una enfermedad con un elevado impacto sobre el paciente y el 
sistema sanitario, debido a su elevada prevalencia, cronicidad con episodios de brotes y remisiones 
y su potencial para generar discapacidad. El dolor crónico y la discapacidad repercuten 
negativamente en la calidad de vida del paciente y de su entorno, afectando a su bienestar físico y 
emocional, a sus relaciones y a su vida laboral. Además, genera un importante consumo de 
recursos, debido al uso de fármacos de elevado coste (García De Yébenes y Loza, 2018). Por ello, 
disponer de biomarcadores que permitan estratificar a los pacientes y optar por el tratamiento 
idóneo sería clave para minimizar su impacto. 
1.2.1.1. FACTORES DE RIESGO 
La AR es una enfermedad multifactorial. Aunque tiene un fuerte componente genético, se ha 
demostrado que existen otros factores de riesgo con un papel importante en la susceptibilidad 
(Smolen et al., 2018): 
Genética. La heredabilidad de la AR se estima en torno al 60% (MacGregor et al., 2000). En total, 
se han identificado unos 100 loci asociados con susceptibilidad a la AR. Entre los loci que muestran 
una mayor asociación, destacan los específicos del antígeno leucocitario humano (HLA) de clase II. 
En concreto, los alelos asociados con la AR comparten una secuencia de aminoácidos denominada 
‘epítopo compartido’ (Gregersen et al., 1987). Sin embargo, también se han identificado otros loci 
de riesgo con asociaciones más débiles, la mayoría relacionados con rutas inmunitarias e 
inflamatorias (Okada et al., 2014). Estas variantes suelen situarse en regiones enhancer que 
permiten la regulación de genes distantes (Martin et al., 2015). Además, se ha observado cierto 
efecto acumulativo cuando están presentes simultáneamente varios alelos de riesgo. La 
comprensión de esta compleja regulación contribuirá a la identificación de las vías clave que 
conducen a la enfermedad y permitirá la estratificación de la población con AR en grupos basados 
en la ruta causal (Smolen et al., 2018). 
Sexo. La mayoría de enfermedades autoinmunes muestran un desequilibrio en la prevalencia entre 
hombres y mujeres. En el caso de la AR, las mujeres son 2-3 veces más propensas a desarrollarla 
que los hombres (Platzer et al., 2019). Esta ratio disminuye con la edad, lo que sugiere la influencia 
de las hormonas femeninas (Kim y Kim, 2020). Además, en las mujeres la enfermedad suele 




contrario, presentan un inicio más tardío de la enfermedad, son más propensos a ser positivos al 
FR y tienen títulos más altos de ACPAs. También tienen una mayor probabilidad de lograr la 
remisión. Estas diferencias se atribuyen, en parte, a los efectos estimulantes de los estrógenos sobre 
el sistema inmunitario; sin embargo, el papel de los factores hormonales en el desarrollo de la AR 
continúa sin ser completamente conocido (Maynard et al., 2020). 
Epigenética. Tanto la metilación del ácido desoxirribonucleico (ADN) en la región del HLA como la 
acetilación de las histonas podrían tener un papel en el desarrollo de la AR, ya que proporcionan 
un mecanismo a través del cual los factores ambientales pueden inducir cambios en la actividad 
celular. Un ejemplo de ello sería la metilación diferencial en la región del HLA entre fumadores y 
no fumadores (Meng et al., 2017; Liu et al., 2013).  
Tabaquismo. Este hábito aumenta el riesgo de AR, duplicándose el riesgo entre fumadores con más 
de 20 años de consumo en comparación con los no fumadores. El aumento del riesgo podría estar 
mediado por modificaciones epigenéticas, ya que el tabaquismo se ha asociado con la 
hipometilación de ciertas regiones del ADN, mientras que el tratamiento con fármacos 
antirreumáticos modificadores de la enfermedad (FAMEs) induce la hipermetilación de dichas 
regiones (Smolen et al., 2018; Svendsen et al., 2016). 
Inhalación de polvo. La exposición a la sílice y al polvo textil parecen ser factores de riesgo 
ambiental para la artritis reumatoide (Stolt et al., 2005).  
Microbiota. La enfermedad periodontal, mediada por la microbiota oral, también se asocia a un 
mayor riesgo de desarrollar artritis reumatoide (Hajishengallis, 2015). Asimismo, la microbiota 
intestinal puede desempeñar un papel importante, ya que los individuos con AR muestran una 
diversidad disminuida en comparación con la población general, junto con una abundancia de 
ciertos taxones bacterianos poco frecuentes (Chen et al., 2016).  
Otros. Factores modificables del estilo de vida como la obesidad también parecen estar relacionados 
con un moderado aumento del riesgo de padecer artritis reumatoide, especialmente en hombres 
(Ljung y Rantapää-Dahlqvist, 2016). 
En definitiva, ninguno de estos factores se considera como el responsable único de la 
patología. Posiblemente no exista una única causa, vía de progresión, ni aproximación terapéutica. 
Esto podría implicar la existencia de subclases de AR que dependan de los factores de riesgo 
anteriormente citados, por lo que esta enfermedad se beneficiaría ampliamente de la medicina de 
precisión (Platzer et al., 2019).  
1.2.2. Terapia 
La estrategia actual de tratamiento de la AR consiste en el seguimiento estricto de la actividad de la 
enfermedad y el cambio de terapia si no se alcanza un objetivo determinado, siendo la remisión el 
objetivo final. Así, en fases iniciales se logra normalizar la función física, mientras que en la fase 
establecida se aspira a maximizarla. Además, este enfoque evita la aparición de daños o, si ya existe 
destrucción articular, su progresión (Smolen et al., 2018). 
Los principales tipos de medicamentos para la artritis reumatoide incluyen los fármacos 
antirreumáticos modificadores de la enfermedad (FAMEs), los glucocorticoides, los 




Los FAMEs interfieren en el proceso inflamatorio, y se puede distinguir entre los sintéticos 
(pequeños fármacos químicos) y los biológicos (anticuerpos monoclonales o construcciones de 
receptores). Estos últimos, como por ejemplo los inhibidores del factor de necrosis tumoral (TNF), 
tienen como diana proteínas solubles y asociadas a la membrana celular. Los FAME sintéticos, a su 
vez, pueden dividirse en convencionales (como el metotrexato, fundamental en el tratamiento 
actual), y dirigidos, que tienen como diana moléculas específicas intracelulares, como los 
inhibidores de la janus kinasa (Burmester y Pope, 2017).  
Los glucocorticoides también poseen actividad modificadora de la enfermedad, pero sus 
efectos adversos impiden su uso a largo plazo. Sin embargo, dada su rápida actividad 
antiinflamatoria, pueden administrarse durante un periodo limitado junto con los FAMEs 
convencionales al inicio del tratamiento (Burmester y Pope, 2017). 
Los agentes sintomáticos, como los analgésicos o los AINEs, mejoran los signos y síntomas, 
pero no modifican el proceso subyacente, por lo que no interfieren en los mecanismos que conducen 
al daño articular. Su función consiste en aliviar el dolor y la hinchazón, mediante la inhibición de 
la síntesis de prostaglandinas (Smolen et al., 2018). 
En definitiva, en las dos últimas décadas ha habido una gran mejora de la prognosis de la 
artritis reumatoide. Esto se debe a diversos motivos: por un lado, la optimización del uso del 
inmunosupresor metotrexato, principal fármaco en el tratamiento de la AR, en combinación con 
las nuevas terapias biológicas. Además, la mejor comprensión de la patogénesis de la AR mediante 
el reconocimiento de citoquinas clave ha permitido el desarrollo de fármacos dirigidos. También el 
control estricto de los síntomas clínicos y una rápida adaptación del tratamiento han contribuido a 
esta mejora. Por otro lado, la identificación de nuevos autoanticuerpos ha mejorado la precisión del 
diagnóstico, y los nuevos criterios de clasificación desarrollados facilitan el reconocimiento y el 
estudio de la enfermedad en su fase inicial, facilitando el diagnóstico precoz y el inicio temprano 
del tratamiento (Smolen et al., 2018).  
La combinación de estos avances ha mejorado considerablemente los resultados del 
tratamiento en la mayoría de los pacientes. Aun así, no todos logran la remisión de la enfermedad, 
y el coste del tratamiento ha aumentado enormemente. Por ello, la identificación de biomarcadores 
que permitan no sólo caracterizar la severidad de la enfermedad, sino también personalizar el 
tratamiento, véase en función del sexo, es fundamental de cara a una medicina de precisión que 
posibilite que todos los pacientes alcancen la remisión (Smolen et al., 2018; Burmester y Pope, 
2017).  
1.3. TECNOLOGÍAS DE ALTO RENDIMIENTO Y DATOS ÓMICOS 
El desarrollo exponencial de las tecnologías de alto rendimiento en los últimos años ha permitido 
el estudio de los procesos que se enmarcan en el dogma central de la biología molecular (Figura 1), 
dando lugar a las denominadas ómicas: genómica, transcriptómica o proteómica, entre otras. Esto, 
a su vez, ha generado una cantidad ingente de datos con un gran potencial en ámbitos como la 
medicina de precisión; aunque también con limitaciones, como su manejo bioinformático y 
almacenamiento. Por ello, ha sido necesario generar repositorios de datos, como Gene Expression 
Omnibus (GEO) (Barrett et al., 2013) y ArrayExpress (Athar et al., 2019), que permitan su gestión. 
Estos recursos son actualizados y corregidos periódicamente (Lightbody et al., 2019; Manzoni et 





Figura 1 | Dogma central de la biología molecular. Muestra el flujo de la información genética: replicación del ácido 
desoxirribonucleico (DNA), transcripción a ácido ribonucleico (RNA) y traducción a proteína. 
1.3.1. Transcriptómica 
La transcriptómica es la tecnología ómica empleada para el estudio del transcriptoma de un 
organismo, es decir, la suma de la totalidad de sus transcritos, tanto codificantes como no 
codificantes, presentes en un momento dado en una célula. La cuantificación de la expresión génica 
en diferentes tejidos, condiciones o puntos temporales proporciona información sobre cómo se 
regulan los genes y ayuda a inferir las funciones de genes no anotados. Además, permite estudiar 
cómo cambia la expresión en distintos órganos y ha sido fundamental para comprender las 
enfermedades. Actualmente existen dos técnicas fundamentales para su análisis: los microarrays y 
la secuenciación de ácido ribonucleico o ARN (RNA-seq) (Lowe et al., 2017). 
Los microarrays consisten en un conjunto de sondas (oligómeros de nucleótidos cortos) 
fijadas sobre un soporte sólido en una determinada posición. Tras el marcaje de los transcritos con 
fluorescencia, se hibridan con las sondas del microarray. Finalmente, la intensidad de la 
fluorescencia en cada spot permite cuantificar la abundancia del transcrito. Esta técnica, publicada 
por primera vez en 1995, permitió la detección de miles de transcritos simultáneamente a un coste 
muy reducido. Sin embargo, requiere el conocimiento previo del organismo de interés (Lowe et al., 
2017). 
El RNA-seq, por su parte, combina la secuenciación de alto rendimiento con métodos 
computacionales para cuantificar los transcritos a partir de sus conteos. Para ello, requiere la 
reconstrucción computacional del transcrito original alineando las lecturas con un genoma de 
referencia o entre sí (ensamblaje de novo). Al no partir de un grupo definido de sondas, permite la 
identificación de nuevos transcritos, la detección de isoformas y el análisis de otros tipos de ARN, 
como los microARN (miRNA). Por ello, desde las primeras descripciones en 2006, ha avanzado 
rápidamente, convirtiéndose en la técnica transcriptómica dominante. Sin embargo, requiere de 
un complejo procesamiento que incluye el enriquecimiento de los transcritos, la fragmentación, la 
amplificación y la elección del tipo de secuenciación (single o paired-end, específica de hebra o no 
específica) (Lowe et al., 2017; Conesa et al., 2016). 
1.3.2. Análisis transcriptómicos 
El progreso de las tecnologías de alto rendimiento ha traído a la par el desarrollo de numerosos 
métodos computacionales para el análisis de datos ómicos, que varían en función del objetivo del 
estudio en cuestión y del tipo de datos a analizar (Nekrutenko y Taylor, 2012; Allison et al., 2006; 




En el caso de la transcriptómica, el preprocesado de los datos es un paso fundamental en el 
análisis, y difiere según la plataforma empleada. Como resultado, se obtiene una matriz de 
expresión normalizada que será el punto de partida para las principales aplicaciones de la 
transcriptómica: la predicción de clases (clasificación de las muestras en función de su perfil de 
expresión en grupos ya conocidos mediante un modelo matemático), el descubrimiento de clases 
(identificación de nuevos subgrupos con perfiles de expresión similares) o la comparación de clases 
(identificación de genes diferencialmente expresados entre grupos) (Tarca et al., 2006). Este 
estudio se centrará en esta última. 
 
1.3.3. Caracterización funcional 
El análisis de expresión diferencial proporciona como resultado una lista de genes individuales 
ordenados en función de su expresión diferencial entre grupos. Extraer un significado de esta lista 
y detectar así procesos biológicos supone un desafío. 
En este sentido, se sabe que las funciones celulares son llevadas a cabo por módulos 
integrados por moléculas que interaccionan entre sí. Las funciones que desempeñan dichos 
módulos se han representado de diferentes maneras, siendo la Ontología de Genes (GO) y la Kyoto 
Encyclopedia of Genes and Genomes (KEGG) las anotaciones funcionales más populares. La 
Ontología de Genes proporciona información sobre la función de los genes y sus productos, y se 
divide en tres ontologías: procesos biológicos, funciones moleculares y componentes celulares 
(Carbon et al., 2021; Ashburner et al., 2000). La KEGG, por su parte, está compuesta por las bases 
de datos PATHWAY (información funcional de moléculas que interactúan), GENES (información 
genómica) y LIGAND (compuestos químicos y enzimas) (Kanehisa et al., 2021; Kanehisa y Goto, 
2000). A efectos prácticos, los módulos funcionales se definen como conjuntos de genes que 
comparten anotaciones funcionales extraídas de estos repositorios. 
El método Gene Set Enrichment Analysis (GSEA) permite enfocarse en dichos grupos de 
genes que comparten una función biológica, regulación o locus común, y determinar si tienden a 
sobreexpresarse o subexpresarse coordinadamente (Subramanian et al., 2005). Este método puede 
detectar los módulos incluso si la expresión de sus componentes génicos no difiere 
significativamente al analizarlos de forma individual (Montaner y Dopazo, 2010). En este estudio 
se realizó el enriquecimiento funcional tanto con términos GO como con rutas KEGG. 
1.3.4. Métodos de metaanálisis 
El metaanálisis consiste en una síntesis sistemática y cuantitativa de la literatura apoyada por 
métodos estadísticos cuyo objetivo consiste en agregar y contrastar los hallazgos de múltiples 
estudios relacionados, y analizar las causas de la variación entre estudios (Gurevitch et al., 2018). 
De este modo, permite mejorar el poder estadístico de los resultados, y aporta una visión más 
general y completa que los estudios individuales, ayudando así a resolver resultados aparentemente 
contradictorios al estimar un efecto medio ponderado en todo el grupo de estudios analizados. 
Para ello, los resultados relevantes de cada estudio se cuantifican y expresan en una escala 
común, de modo que los valores resultantes pueden compararse. Se pueden emplear diferentes 
medidas de resultados, como las odds y risk ratios, diferencias de media estandarizadas, o ratios 
logarítmicas de respuesta, por lo que se utiliza genéricamente el término “effect size” o tamaño del 
efecto (Gurevitch et al., 2018; Hornik, 2009).  
A continuación, estas medidas del efecto se introducen en un modelo estadístico, con el 




basan en la asunción de un efecto común (“efectos fijos”) o de “efectos aleatorios”. El modelo de 
efectos fijos asume que la variación entre estudios se debe a la varianza intra-estudio (muestreo). 
Sin embargo, los estudios combinados en un metaanálisis suelen tener diferencias en su diseño y 
realización que pueden dar lugar a resultados heterogéneos, más variables de lo que se supone en 
el modelo de efectos fijos. Los modelos de efectos aleatorios tienen en cuenta estas diferencias, por 
lo que incluyen un parámetro de varianza de la heterogeneidad entre estudios (Langan et al., 2019; 
Gurevitch et al., 2018). 
Entre los diferentes métodos empleados para estimar la varianza de la heterogeneidad en los 
modelos aleatorios, el método DerSimonian-Laird se considera la aproximación estándar en 
investigación clínica y médica, y es especialmente útil para proporcionar una estimación del efecto 
global y caracterizar la heterogeneidad de los efectos en una serie de estudios (DerSimonian y Laird, 
2015). Por ello, éste será el método empleado en este análisis. 
 
2. OBJETIVOS 
La AR es una enfermedad que muestra diferencias clínicas y epidemiológicas entre sexos. Sin 
embargo, no se conocen los mecanismos que subyacen a estas diferencias. Por ello, el objetivo 
general de este trabajo es la identificación y comprensión de los mecanismos moleculares que 
afectan de forma diferencial entre sexos en la artritis reumatoide. Esta información permitiría una 
mayor precisión en el diagnóstico y selección de los tratamientos para cada grupo de pacientes.  
Este objetivo general se alcanzará mediante el cumplimiento de los siguientes objetivos 
específicos:  
1. Revisión sistemática y selección de estudios de artritis reumatoide con datos de 
expresión de microarrays o RNA-seq en los repositorios Gene Expression Omnibus 
(GEO), ArrayExpress, u otras bases de datos. 
2. Análisis individual de cada estudio seleccionado, incluyendo un análisis de expresión 
diferencial y un análisis de enriquecimiento funcional de procesos biológicos de la GO y 
de rutas KEGG. 
3. Metaanálisis de genes y enriquecimiento funcional de los resultados globales, que 
posibilitará la identificación de biomarcadores específicos por sexo. 
 
  




3. MATERIAL Y MÉTODOS 
El análisis bioinformático descrito en esta sección se realizó en el lenguaje de programación R 
(versión 4.0.3) (R Core Team, 2020). El código está disponible en github 
(https://github.com/edurlaf/TFG_meta-analysis_RA). Las librerías y paquetes empleados se 
recogen en el Anexo B (Tabla B.1). 
3.1. Revisión sistemática y selección de estudios 
La primera parte del estudio consistió en una revisión sistemática. Este proceso permite comparar 
toda la evidencia disponible para responder a una pregunta concreta, mediante la recopilación y 
síntesis de los resultados de estudios individuales (Higgins, 2019). Además, al combinarse con un 
metaanálisis cuantitativo, es posible evaluar la magnitud del resultado en todos los estudios 
relevantes y analizar las causas de la variación entre los resultados. Por ello, han adquirido una 
especial importancia en los últimos años en el ámbito de la salud, y se emplean a menudo como 
punto de partida para el desarrollo de guías de práctica clínica (Gurevitch et al., 2018; Moher et al., 
2009). 
Las revisiones sistemáticas siguen un proceso estructurado y predefinido que requiere 
métodos rigurosos y reproducibles para garantizar que los resultados sean fiables y significativos. 
En primer lugar, es necesario establecer un objetivo o pregunta concreta, y especificar unos 
criterios de elegibilidad. A continuación, se identifican todos los registros relevantes, se seleccionan 
los estudios que cumplan los criterios establecidos y se evalúa el riesgo de sesgo. Finalmente, se 
extraen los datos y, en la mayoría de los casos, se realiza un metaanálisis, que mediante métodos 
estadísticos permite resumir y combinar los resultados de estudios independientes y extraer así 
conclusiones (Liberati et al., 2009; Moher et al., 2009). 
Por lo tanto, en este primer paso se revisó exhaustivamente la investigación existente 
relacionada con la artritis reumatoide, y se seleccionaron los estudios que permitirían establecer 
las diferencias entre sexos en esta enfermedad. Todo ello conforme a las directrices estipuladas en 
la declaración PRISMA, resultado de una colaboración internacional que tiene como objetivo 
estandarizar la metodología de las revisiones sistemáticas (Urrutia y Bonfill, 2010; Liberati et al., 
2009). 
En primer lugar, se identificaron los estudios de expresión génica disponibles en las bases 
de datos públicas GEO (Barrett et al., 2013) y ArrayExpress (Athar et al., 2019) que cumplían los 
criterios de inclusión especificados en la Tabla 1. Para ello, se emplearon las palabras clave 
‘rheumatoid arthritis’, ‘expression profiling by array’ y ‘expression profiling by high throughput 
sequencing’. Además, se incluyeron sólo los estudios en ‘Homo sapiens’, y se excluyeron los basados 
en ‘cell lines’, ‘organoid’ o ‘xenograft’. Dado que las muestras se clasificarían posteriormente en 
función del sexo y el diagnóstico en cuatro grupos experimentales (mujeres AR, hombres AR, 
mujeres control y hombres control), y que el objetivo era que cada grupo estuviera compuesto por 
al menos 3 individuos, se excluyeron también los registros con un número de muestras inferior a 
12. También se consultaron los registros sobre artritis reumatoide disponibles en la base de datos 
ADEx de Genyo (Martorell-Marugán et al., 2020). 
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       Tabla 1 | Criterios de inclusión y exclusión empleados en la identificación de estudios candidatos. n, tamaño 
muestral. 
Criterios de inclusión Criterios de exclusión 
“Rheumatoid arthritis” Otras enfermedades 
n ≥ 12 n < 12 
RNA-seq o array de expresión Otros tipos de experimentos (single-cell, microRNAs, 
tratamientos ex vivo) 
Homo sapiens Cultivos celulares u otros organismos 
Información de sexo Sin información de sexo 
Al menos 3 individuos en cada grupo Sin controles o sin suficientes individuos por grupo 
 
A continuación, durante la fase de cribado, se descartaron los estudios atendiendo a los 
criterios de exclusión descritos en la Tabla 1. Finalmente, se evaluaron a texto completo los artículos 
asociados a cada estudio con el fin de seleccionar los que cumplían todos los requisitos de 
elegibilidad, como contener información sobre el sexo (Urrutia y Bonfill, 2010). El flujo de este 
proceso se recoge en un diagrama PRISMA (Figura 2). 
 
 
Figura 2 | Flujo de información a través de las diferentes fases de una revisión sistemática. Esquema adaptado de 
Cochrane Handbook (Higgins, 2019). n, tamaño muestral. 
3.2. Análisis individual de los estudios 
Para llevar a cabo el metaanálisis, se analizaron los estudios individualmente y, finalmente, se 
combinaron los resultados. 
3.2.1. Procesamiento de los datos 
Todos los estudios seleccionados para el análisis pertenecen a la base de datos GEO (Barrett et al., 
2013), por lo que los datos se obtuvieron mediante la función getGEO() del paquete GEOquery (Sean 
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y Meltzer, 2007). Este paquete sirve como intermediario entre GEO, un repositorio con miles de 
experimentos de expresión génica, y BioConductor (Huber et al., 2015), un software de código 
abierto construido en R para el análisis de datos genómicos. 
Cada grupo de datos asociado a un tipo de tecnología ómica requiere un método específico 
de normalización. Por ello, en los estudios de microarrays se partió de los datos ya normalizados. 
En el caso de los estudios de RNA-seq, se descargaron manualmente las matrices de conteo crudas 
y, mediante la función filterByExpres(), se filtraron los genes con un mínimo de conteos para el 
análisis estadístico. A continuación, se normalizaron por el método Trimmed Mean of M-values 
(TMM), con la función calcNormFactors() del paquete edgeR (Robinson y Oshlack, 2010; Robinson 
et al., 2009). Este método se basa en la asunción de que la mayoría de los genes no están 
diferencialmente expresados, y realiza una normalización del tamaño de librerías entre muestras. 
Para ello toma una muestra como referencia, y calcula los fold change y los niveles de expresión 
absolutos con relación a ella. Se excluyen o “recortan” los genes más expresados y los que poseen 
las mayores log ratios, y a continuación se halla la media de los fold change para cada muestra. Los 
recuentos de lecturas se escalan por esta media recortada y el recuento total de su muestra (Abbas-
Aghababazadeh et al., 2018; Evans et al., 2018).  
Además, se cribaron todos los estudios con el fin de eliminar muestras duplicadas o que no 
se correspondieran con controles o pacientes de artritis reumatoide, y se comprobó la ausencia de 
datos no disponibles (NAs) y el rango de los datos. 
3.2.1.1 Análisis exploratorio 
Se realizó un análisis exploratorio de cada uno de los estudios, con el objetivo de comprobar que 
presentaban la misma escala y asegurar la ausencia de valores anómalos, y de esta forma garantizar 
su comparación. También se comprobó la distribución de las muestras en los diferentes grupos 
experimentales y la presencia de efecto batch (variabilidad técnica sistemática que aparece cuando 
las muestras se procesan y miden en diferentes lotes, no relacionada con la variación biológica) 
(Lazar et al., 2013). 
Para ello, el primer paso consistió en describir los niveles de expresión por muestra en cada 
estudio mediante diagramas de caja, construidos con el paquete plotly (Sievert, 2020). Además, en 
el caso de que no se hubiera hecho, se aplicó la transformación logarítmica en base 2, asegurando 
así la misma escala y facilitando la interpretación de los datos.  
A continuación, se realizó un clustering jerárquico en base a la distancia de correlación, con 
el fin de identificar patrones de expresión génica en las muestras (Altman y Krzywinski, 2017; 
Zhang et al., 2009). A modo complementario, se realizó también un análisis de componentes 
principales (PCA). El PCA permite obtener una imagen completa de los datos, ya que captura la 
varianza del conjunto de datos, y ayuda a determinar su origen y a identificar valores atípicos, 
reduciendo la dimensionalidad de los datos (Zhang et al., 2009). Ambos son métodos no 
supervisados que buscan patrones sin requerir información previa al respecto (Lever et al., 2017). 
Tanto el clustering como el PCA se representaron mediante el paquete ggplot2 (Wickham, 2016). 
3.2.1.2 Estandarización de los datos clínicos 
Para facilitar la integración de los datos en el metaanálisis posterior, se renombraron los datos 
clínicos incluidos dentro de las variables factoriales diagnóstico y sexo. De este modo, las muestras 
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se clasificaron en función del diagnóstico como “Control” (individuos sanos) o “RA” (pacientes 
diagnosticados con artritis reumatoide); y como “Female” o “Male” en función del sexo. 
Además, se generó una nueva variable que incluye el grupo experimental al que pertenece 
cada muestra mediante la combinación de las variables diagnóstico y sexo. Así, las muestras se 
clasificaron en cuatro posibles grupos experimentales: Control_Male, Control_Female, RA_Male y 
RA_Female. 
3.2.1.3 Anotación 
Las diferencias en la anotación de las sondas complican el metaanálisis de estudios pertenecientes 
a diferentes plataformas (Arloth et al., 2015). Por ello, es fundamental transformar el código de las 
sondas de cada microarray en un identificador común que permita compararlas entre sí. En este 
caso, se optó por el identificador único de la base de datos Entrez Gene del National Center for 
Biotechnology Information (NCBI) (Maglott et al., 2011).  
Para anotar los microarrays, se descargaron los paquetes de R asociados a cada plataforma 
y, empleando la función select() y el identificador de sonda como argumento keytype, se extrajeron 
los identificadores Entrez, así como el nombre de gen y su símbolo correspondiente. La función 
match() permitió relacionar las sondas de las matrices de expresión con la información extraída del 
paquete asociado. Los paquetes empleados fueron illuminaHumanv2.db (Dunning et al., 2015), 
hgu133plus2.db (Carlson, 2016a) y hgu219.db (Carlson, 2016b). Dado que los microarrays suelen 
contener diversas sondas que hibridan con el mismo gen, la anotación con el identificador Entrez 
genera duplicados en la matriz de expresión. Esta redundancia es una fuente de ruidos y errores 
en análisis posteriores (Zhang et al., 2009). Por ello, se obtuvo un valor único de expresión para 
cada gen mediante el cálculo de la mediana de los niveles de expresión de todas las sondas que 
hibridaban con el mismo gen. 
Los identificadores de gen de los estudios de RNA-seq también se sustituyeron por los 
identificadores Entrez. En este caso, sin embargo, se empleó BiomaRt (Durinck et al., 2009). Este 
paquete de Bioconductor proporciona una Interfaz de Programación de Aplicaciones (API) para los 
servicios web de BioMart desde R. BioMart, a su vez, facilita el acceso a mapeos, relaciones y 
anotaciones de diversas bases de datos biológicas como Ensembl y Reactome. Para ello, se conectó 
con la base de datos Ensembl (Howe et al., 2021) y, a partir del dataset hsapiens_gene_ensembl, se 
extrajeron los atributos especificados (identificador Entrez y nombre y símbolo del gen) mediante 
las funciones useMart(), useDataset() y getBM() respectivamente. 
3.2.2. Análisis de expresión diferencial 
Uno de los objetivos más comunes en investigación genómica consiste en identificar genes 
expresados diferencialmente entre condiciones experimentales (Phipson et al., 2016). En este 
estudio, se trató de identificar los genes diferencialmente expresados entre mujeres y hombres con 
artritis reumatoide, según el siguiente contraste de interés: 
Ecuación 1 
(𝑀𝑢𝑗𝑒𝑟𝑒𝑠𝐴𝑅 −𝑀𝑢𝑗𝑒𝑟𝑒𝑠𝐶𝑜𝑛𝑡𝑟𝑜𝑙) − (𝐻𝑜𝑚𝑏𝑟𝑒𝑠𝐴𝑅 −𝐻𝑜𝑚𝑏𝑟𝑒𝑠𝐶𝑜𝑛𝑡𝑟𝑜𝑙) 





Con este fin se empleó el paquete de software limma (componente de Bioconductor), uno 
de los paquetes más populares para el análisis de expresión diferencial por su rapidez y buen 
rendimiento. Se emplea tanto en el análisis de microarrays como de RNA-seq y, tras un 
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preprocesado y normalización iniciales, permite emplear pipelines muy similares para ambos 
(Ritchie et al., 2015; Seyednasrollah et al., 2013). 
Para ello, toma como input una matriz con valores de expresión, donde cada fila representa 
un gen, y cada columna una muestra. En primer lugar, se construyó una matriz de diseño con las 
variables (el grupo experimental al que pertenece cada muestra y el lote, en los estudios que 
corresponda) y otra matriz con los contrastes de interés (Ecuación 1-3) mediante las funciones 
model.matrix() del paquete stats y makeContrasts() del paquete limma respectivamente. A 
continuación, la función lmFit() del paquete limma ajustó un modelo lineal a cada gen a partir de 
las matrices de expresión y de diseño mediante el método de mínimos cuadrados. Seguidamente, 
la función contrasts.fit() calculó los coeficientes estimados y los errores estándar para cada 
contraste (Smyth et al., 2011). 
Los experimentos de expresión génica suponen un reto a nivel estadístico, ya que suelen 
contener un gran número de datos, pero un tamaño muestral pequeño. Por ello, el empleo de 
métodos estadísticos univariantes sobre cada gen puede producir resultados imprecisos. Una 
posibilidad consiste en emplear la información del dataset completo al realizar la inferencia sobre 
cada gen individual. Por ello, se aplicó finalmente la función eBayes(), que calcula los estadísticos t 
y F moderados y las probabilidades logarítmicas de expresión diferencial mediante la moderación 
empírica de Bayes de los errores estándar. Como resultado, los grados de libertad de las varianzas 
individuales aumentaron, reflejando así la información adicional obtenida y aumentando el poder 
estadístico. En definitiva, el paquete limma, al analizar los experimentos de forma integrada, 
permitió modelar las correlaciones entre las muestras y ajustar los efectos de lote (Phipson et al., 
2016). 
En el caso de los estudios de RNA-seq, la relación media-varianza se modeló con pesos de 
precisión (enfoque “voom”) o con una tendencia previa a Bayes (enfoque “limma-trend”). Si la 
profundidad de secuenciación es consistente en todas las muestras, limma-trend (el uso de eBayes() 
con trend=TRUE) es el enfoque más simple y robusto. Para ello, la relación entre el tamaño más 
grande de la librería y el más pequeño no debe ser superior a 3 (Law et al., 2014; Smyth et al., 
2011). Por el contrario, cuando el tamaño de las librerías es variable entre muestras, se aplica la 
función voom() antes del ajuste lineal (Costa-Silva et al., 2017). El método voom incorpora la 
tendencia de la varianza media en las ponderaciones de precisión, mientras que limma-trend la 
incorpora en la moderación empírica de Bayes. 
Finalmente, la función topTable() mostró los parámetros estadísticos de cada gen, entre ellos 
el P-valor ajustado mediante el método de Benjamini y Hochberg (BH o False Discovery Rate, FDR) 
(Benjamini y Hochberg, 1995). También se calculó el error estándar. 
3.2.3. Análisis de enriquecimiento funcional 
El enriquecimiento funcional permite detectar conjuntos de genes que se sobreexpresan o 
subexpresan coordinadamente. Para llevarlo a cabo, se empleó el paquete mdgsa (Montaner y 
Dopazo, 2010) y se partió de los datos de expresión diferencial de los genes. Además, en el caso de 
los términos GO, y tal y como se ha descrito en la anotación, se emplearon las funciones useMart(), 
useDataset() y getBM() para extraer de la base de datos Ensembl de BioMart los identificadores 
Entrez y los términos GOs asociados en una matriz de anotación. 
Se emplearon, respectivamente, las funciones annotMat2list(), splitOntologies() y 
propagateGO() del paquete mdgsa para convertir la matriz de anotación en lista, dividirla en función 
de la ontología a la que pertenece cada término, y propagar la anotación. De esta forma los genes 
asociados a un término GO heredan la anotación de sus ancestros. A continuación, se filtraron los 
bloques funcionales demasiado específicos (menos de 10 genes asociados) o genéricos (más de 500) 
mediante la función annotFilter(). A partir de los estadísticos obtenidos en el análisis de expresión 
diferencial, la función pval2index() transformó los P-valores y el signo de su estadístico asociado en 
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un índice de clasificación. Después, dicho índice se transformó en cuartiles de una distribución 
normal (method = “normalize”) mediante la función indexTransform(), para que su distribución fuera 
adecuada como variable independiente del modelo de regresión logística univariante empleado en 
el GSEA. Finalmente, el enriquecimiento se realizó mediante la función uvGsa(). Se consideraron 
significativos los términos con un P-valor ajustado por el método de Benjamini-Yekutieli 
(Benjamini y Yekutieli, 2001) inferior a 0.05. 
En el caso de las rutas KEGG, se empleó el paquete org.HS.eg.db (Carlson, 2019) para 
extraer los términos KEGG (path) y obtener la matriz de anotación. El resto del procedimiento se 
realizó de modo similar, aunque sin dividir ni propagar la anotación, ya que no se aplica a 
estructuras no jerárquicas. 
3.3. Metaanálisis 
En este estudio se realizó el metaanálisis a nivel génico. Para ello, se empleó el paquete metafor, 
que contiene funciones para el ajuste de modelos de metaanálisis de efectos fijos y aleatorios, y 
permite incluir variables moderadoras. También provee funciones para la representación de los 
resultados (como los gráficos de bosque, de embudo o radiales) y la evaluación del ajuste del modelo 
(Viechtbauer, 2020). 
Este paquete requiere que el tamaño del efecto se calcule antes del proceso de ajuste del 
modelo (Lortie y Filazzola, 2020). Para ello, se tomaron como input los resultados del análisis 
diferencial y se construyeron dos matrices: una con los logaritmos de la magnitud de cambio de 
cada gen (logFC) y otra con los errores estándar. Después, se filtraron y descartaron los genes que 
no estuvieran presentes en al menos dos estudios. 
3.3.1. Determinación de la medida combinada del efecto 
Para el metaanálisis se empleó la función rma(). Esta función ajusta modelos meta-analíticos de 
efectos fijos, aleatorios o mixtos con o sin moderadores mediante modelos lineales. Se emplea con 
las medidas de efecto habituales, como log odds ratios o diferencias de medias. Los resultados 
observados se especifican mediante el argumento yi (es decir, las matrices logFC), y los errores 
estándar mediante el argumento sei. Se optó por un modelo de efectos aleatorios, que considera la 
heterogeneidad de los estudios, empleando el método DerSimonian-Laird (DL) para estimar su 
varianza (Langan et al., 2019, Viechtbauer, 2020). 
El metaanálisis se realizó para cada uno de los genes, por lo que también se calculó el P-valor 
ajustado mediante el método FDR, y se consideraron significativos los resultados con un P-valor 
ajustado inferior a 0.05. 
 
3.3.2. Evaluación de la heterogeneidad 
La función rma() realiza automáticamente una prueba de heterogeneidad: la prueba Q de Cochran, 
que comprueba si la variabilidad en los tamaños de los efectos o resultados observados es mayor 
de lo que cabría esperar basándose únicamente en la variabilidad del muestreo. Una prueba 
significativa sugiere que los verdaderos efectos o resultados son heterogéneos (Viechtbauer, 2020). 
Sin embargo, este test presenta una baja potencia al trabajar con un número reducido de estudios, 
por lo que el análisis de heterogeneidad se complementó con boxplots de las magnitudes de cambio 
y los errores estándar, así como con gráficos de embudo.  
Un gráfico de embudo es un gráfico de dispersión de las estimaciones del efecto de los 
estudios individuales frente a una medida del tamaño o precisión de cada estudio, y permite evaluar 
la variabilidad y la presencia de sesgos. Frecuentemente se elige el error estándar de la estimación 
del efecto como medida del tamaño del estudio y se representa en el eje vertical con una escala 
invertida. De esta manera los estudios más grandes y potentes se sitúan en la parte superior, con 
una dispersión más reducida. Las estimaciones del efecto de los estudios más pequeños, por el 
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contrario, se dispersan más en la parte inferior. En ausencia de sesgo y de heterogeneidad entre 
estudios, la dispersión se deberá únicamente a la variación del muestreo y el gráfico se asemejará 
a un embudo invertido simétrico (Sterne et al., 2011). 
3.3.3. Representación de resultados 
Posteriormente se construyeron, además de los mencionados gráficos de embudo, gráficos de 
bosque para cada uno de los genes significativos hallados en el metaanálisis. 
Los gráficos de bosque son una representación gráfica del metaanálisis, y muestran de un 
vistazo la información de los estudios individuales que conforman el metaanálisis, la cantidad de 
variación entre estudios y una estimación del resultado global. El eje horizontal representa el 
estadístico de estudio (en este caso, el logFC), mientras que la línea vertical punteada se conoce 
como “línea de efecto nulo”, y se sitúa en el valor en el que no hay diferencias entre grupos. En el 
caso de los estadísticos absolutos, este valor se corresponde con el 0. En la parte superior aparece 
cada estudio individual, con dos componentes: una caja y una línea horizontal. La caja negra 
representa la estimación puntual de cada estudio, así como su tamaño (a mayor tamaño, mayor 
número de muestras en el estudio). La línea o bigote representa el intervalo de confianza del estudio 
(generalmente 95%). La parte inferior, en cambio, muestra un diamante que representa la 
estimación puntual (vértices verticales del diamante) y el intervalo de confianza (vértices 
horizontales) del metaanálisis global. Si los vértices horizontales del diamante cruzan la línea de 
efecto nulo, el resultado combinado no es estadísticamente significativo (Sedgwick, 2015; Lewis y 
Clarke, 2001). 
3.3.4. Enriquecimiento funcional de los resultados del metaanálisis 
Finalmente, se realizó un enriquecimiento funcional a partir de los resultados del metaanálisis, 
similar al descrito para los estudios individuales (apartado 3.2.3), con el objetivo de enriquecer la 
lista de genes consenso obtenida e identificar funciones. Se llevó a cabo tanto a nivel de procesos 








A continuación, se muestran los principales resultados obtenidos en el estudio. En los Anexos A y 
B se recogen el resto de figuras y tablas complementarias. 
4.1. Revisión sistemática y selección de estudios 
En la revisión sistemática de las bases de datos GEO, ArrayExpress y ADEx realizada en febrero de 
2021 se identificaron, tras la eliminación de duplicados, 200 estudios candidatos. Durante el 
cribado, se eliminaron 159 estudios por no reunir los criterios necesarios para su inclusión en la 
revisión: falta de controles, enfermedad diferente a la AR, sexo (sin información al respecto o falta 
de pacientes masculinos), tecnología empleada o uso de cultivos celulares (por interferir en la 
expresión génica). De los 41 estudios restantes, se descartaron otros 35 tras la evaluación de los 
artículos, debido a falta de información de sexo, al empleo de pools de varias muestras como control 
o al tratamiento ex vivo de las muestras con estimulantes. 
Finalmente, se seleccionaron 6 estudios, 5 de ellos identificados en la base de datos GEO, y 
uno localizado en ADEx. Cabe señalar que este último no había sido detectado en la búsqueda en 
GEO ya que entre sus identificadores no constaba el término artritis reumatoide. Los estudios 
seleccionados se muestran en la Tabla 2, y en la Figura 3 el diagrama PRISMA representa el 
esquema de flujo del proceso. 
Tabla 2 | Estudios seleccionados tras la revisión sistemática. Se indica el identificador del estudio, la 
plataforma empleada y las publicaciones asociadas. 
Estudio Plataforma Artículo 
GSE117769 Illumina HiSeq 2500 Sin publicación 
GSE93272 Affymetrix Human Genome U133 Plus 2.0 Array Tasaki et al., 2018 
GSE97165, GSE89408 Illumina HiSeq 2000 Walsh et al., 2017 
GSE17755 
Hitachisoft AceGene Human Oligo Chip 30K 1 
Chip Version 
Lee et al., 2011 
GSE15573 Illumina human-6 v2.0 expression beadchip Teixeira et al., 2009 
GSE110169 Affymetrix Human Genome U219 Array Hu et al., 2018 
 
Figura 3 | Diagrama de flujo con los resultados de la revisión sistemática, según la declaración PRISMA. 




El principal factor limitante en la selección de estudios fue la falta de controles, seguido del 
sexo, la enfermedad (los resultados de la búsqueda incluían otras enfermedades autoinmunes) y el 
empleo de cultivos celulares. Otros factores de exclusión fueron el tamaño muestral (inferior a 12, 
debido a la presencia de réplicas), el empleo de pools, la tecnología utilizada (single-cell o 
microRNAs) o el tratamiento ex vivo de las muestras. 
4.2. Análisis individual de los estudios 
4.2.1. Procesamiento de los datos 
Una vez descargados los datos de los estudios y normalizadas las matrices de conteos de los estudios 
de RNA-seq (GSE117769 y GSE89408), se cribaron las muestras, seleccionando las de interés. Tras 
este procesado, se evaluó la normalización (listado de las normalizaciones empleadas en cada 
dataset en el Anexo B, Tabla B.2) y la distribución de las muestras en los diferentes grupos 
experimentales mediante diagramas de cajas (boxplots), clusterings jerárquicos y PCAs. Además, 
se describió el número de individuos en cada grupo y en total (Figura 4). Como se observa, aunque 
a nivel de estudios individuales la distribución de sexos no es equilibrada, en conjunto sí se 
encuentra balanceada. Sin embargo, existe cierto desequilibrio entre los grupos de controles y 
pacientes.  
 
Figura 4 | Número de individuos en cada estudio y en total. Se encuentran distribuidos por grupo experimental (sexo 
y diagnóstico). Abreviaturas: RA, Artritis reumatoide. 
GSE110169 
En este estudio de microarrays se desarrolló una firma genética a partir de sangre periférica. El 
objetivo era monitorizar la respuesta farmacodinámica a la administración de glucocorticoides en 
pacientes con artritis reumatoide y lupus eritematoso sistémico (SLE) (Hu et al., 2018). La ¡Error! 
No se encuentra el origen de la referencia. muestra la distribución de individuos en cada grupo 
experimental, tras eliminar las muestras de pacientes de SLE y de 5 individuos sin sexo asignado. 
El boxplot, el análisis de componentes principales y el clustering se realizaron en función de 
los grupos experimentales y del lote, con el fin de comprobar si existía un efecto batch. En el boxplot 




normalizados, y no parece haber valores atípicos. Sin embargo, se aprecian 4 grupos que no 
coinciden con los grupos experimentales. La Figura 6, coloreada en función de los lotes, permite 
confirmar que se trata de un claro efecto batch. Este efecto es una de las principales fuentes de 
variación no deseada y obstaculiza la integración de datos, por lo que fue necesario considerarlo en 
la siguiente etapa del análisis de expresión diferencial (Lazar et al., 2013). Cabe señalar que, 
comparando la Figura 5 y la Figura 6, se observa que todos los lotes contienen muestras de cada 
grupo experimental. 
Tanto el análisis de clustering como el PCA (Anexo A, Figuras A.1-3) agruparon las muestras 
en función del lote al que pertenecían. Dado que la mayor variabilidad está asociada al efecto lote, 
el posible agrupamiento de las muestras en función del grupo experimental quedó enmascarado.  
 
Figura 5 | Diagrama de cajas del estudio GSE110169. Representa los valores de expresión (eje Y) de cada muestra (eje 
X). Coloreado en función de los grupos experimentales: mujeres control (Control F), hombres control (Control M), 
mujeres enfermas (RA F) y hombres enfermos (RA M). Se observan 4 grupos de muestras que no coinciden con los 
experimentales. 
 
Figura 6 | Diagrama de cajas del estudio GSE110169 en función de la variable lote (batch). Representa los valores 





En este estudio se evaluaron las diferencias de expresión génica entre pacientes de artritis 
reumatoide y donantes sanos. Para ello se comparó mediante RNA-seq el transcriptoma de sangre 
completa de 50 pacientes de AR con donantes sanos, emparejados por edad, género y etnia. La 
Figura 4 muestra la distribución de individuos en cada grupo experimental tras eliminar las 
muestras de psoriasis artrítica y espondilitis anquilosante. 
Tras realizar el análisis exploratorio (boxplot, PCA y clustering), se decidió eliminar la 
muestra GSM3308533, por tratarse de un valor anómalo, como se observa en la Figura 7. Sin 
embargo, a pesar de su eliminación, ni el análisis de clustering ni el PCA mostraron agrupamiento 
en función de los grupos experimentales (Anexo A, Figuras A.4-8). 
 
Figura 7 | Análisis de componentes principales (PCA) del estudio GSE117769 antes de la eliminación de la muestra 
GSM3308533. Se muestran las componentes principales (PC) 1 y 2, y las muestras se han coloreado en función del grupo 
experimental. Encuadrada aparece la muestra GSM3308533. Abreviaturas: F, mujer; M, hombre; RA, artritis reumatoide. 
GSE89408 y GSE97165 
Este estudio, formado por dos datasets, consistió en comparar mediante RNA-seq tejidos sinoviales 
pre- y postratamiento de pacientes con AR temprana, con el objetivo de observar los efectos de una 
combinación de fármacos anti-reumatoides (Walsh et al., 2017). La Figura 4 muestra la distribución 
de individuos en cada grupo experimental tras eliminar las muestras de osteoartritis, artralgia y 
artritis indiferenciada, y las muestras duplicadas postratamiento del dataset GSE89408. 
Tras el análisis exploratorio inicial, se decidió eliminar el dataset GSE97165 del metaanálisis, 
con el fin de evitar posibles problemas de efecto lote y por no contener todos los grupos 
experimentales (Anexo A, Figuras A.9-14). Tanto el PCA como el clustering del GSE89408 





Figura 8 | Clustering jerárquico del GSE89408 en base a la distancia de correlación. Coloreado en función de los 
grupos experimentales: mujer control (Control F), hombre control (Control M), mujer con artritis reumatoide (AR) (RA 
F) y hombre con AR (RA M). 
 
Figura 9 | Análisis de componentes principales (PCA) del estudio GSE89408. Se muestran las componentes 
principales (PC) 1 y 2, y las muestras se han coloreado en función del grupo experimental. La línea punteada azul engloba 
los controles, y la roja los enfermos. Abreviaturas: F, mujer; M, hombre; RA, artritis reumatoide. 
GSE93272  
Este estudio consiste en una monitorización de la respuesta a fármacos de pacientes con AR 
mediante una aproximación multi-ómica en sangre periférica. El fin es conocer las diferencias 
subyacentes a la remisión clínica sostenida de la enfermedad y el estado sano (Tasaki et al., 2018). 
La Figura 4 muestra la distribución de individuos en cada grupo experimental, tras eliminar las 
muestras duplicadas de pacientes de AR y seleccionar las previas al inicio del tratamiento y los 
controles. 
El boxplot, el PCA y el clustering se realizaron también tomando como variable la 
información de lote, con el fin de comprobar si existía efecto batch (Anexo A, Figuras A.15-19). El 




de los datos, y no parece haber valores atípicos. La comparación de los PCAs coloreados en función 
de los grupos (Figura 11) y de los lotes (Anexo A, Figura A.19), por su parte, parece indicar la 
ausencia de efecto batch. Aun así, la variable lote se tendrá en cuenta en las siguientes etapas de 
análisis de expresión diferencial. Tanto en el PCA como en el clustering parece observarse cierta 
agrupación en función del diagnóstico. 
 
Figura 10 | Diagrama de cajas del estudio GSE93272. Representa los valores de expresión (eje Y) de cada muestra (eje 
X). Coloreado en función de los grupos experimentales. Abreviaturas: F, mujer; M, hombre; RA, artritis reumatoide. 
 
Figura 11 | Análisis de componentes principales (PCA) de las muestras del estudio GSE93272. Se muestran las 
componentes principales (PC) 1 y 2. Coloreado en función de los grupos experimentales. Se observa cierta agrupación en 
función del diagnóstico: controles (línea de puntos azul) y RA (línea de puntos roja). Abreviaturas: F, mujer; M, hombre; 
RA, artritis reumatoide. 
GSE17755 
En este estudio se caracterizaron las diferencias biológicas y funcionales del SLE comparando los 
perfiles de expresión de pacientes con controles sanos y muestras de otras enfermedades 
autoinmunes, como la AR (Lee et al., 2011). El estudio se realizó mediante microarrays de dos 
canales y se normalizó a la mediana. Además, más del 50% de los valores de la matriz de expresión 





El objetivo de este estudio consistió en identificar perfiles de expresión génica de pacientes con AR, 
con el fin de conocer sus mecanismos moleculares. De este modo, se detectaron 339 genes 
expresados diferencialmente, entre los que destaca la sobreexpresión de un grupo de genes 
relacionados con la inmunidad y la defensa. Estos genes podrían estar sistemáticamente activados 
en la AR (Teixeira et al., 2009). La Figura 4 muestra la distribución de individuos en cada grupo 
experimental. 
En este caso, el boxplot inicial permitió comprobar que no se había aplicado la 
transformación logarítmica en base 2 durante la normalización, ya que el rango de los valores de 
expresión oscilaba entre 85 y 60600. La Figura 12 muestra el boxplot tras la transformación. 
 
Figura 12 | Boxplot del GSE15573. Se muestran los valores de expresión normalizados (eje vertical) de cada una de las 
muestras (eje horizontal). Coloreado en función de los cuatro grupos experimentales: mujeres y hombres control, y 
mujeres y hombres con artritis reumatoide. Abreviaturas: F, mujer; M, hombre; RA, artritis reumatoide. 
Tanto en el clustering (Figura 13) como en el PCA (Anexo A, Figura A.20) se observa cierta 
tendencia a agrupar las muestras en función de su condición (artritis reumatoide o control). En 
este sentido, los controles de sexo femenino parecen tener un comportamiento más consistente. 
 
Figura 13 | Clustering jerárquico de las muestras del estudio GSE15573 en base a la distancia de correlación. 





En general, en los diagramas de cajas se observa que la mediana y dispersión de los valores 
de expresión intra-estudio son similares. Sin embargo, algunos de los PCAs y clusterings no 
muestran agrupación en función de los grupos experimentales. Esto podría deberse a la 
heterogeneidad de las muestras de artritis reumatoide, ya que pertenecen a pacientes con y sin 
tratamiento, de diferentes serotipos y estadios de la enfermedad, e incluso de distinto origen 
(sangre periférica y tejido sinovial). 
4.2.2. Análisis de expresión diferencial 
La Tabla 3 recoge el número de genes expresados diferencialmente en cada estudio a un nivel 
significativo, atendiendo a su P-valor ajustado por el método FDR (inferior a 0.05). Se muestra 
tanto para el contraste de interés (Ecuación 1), como para las comparaciones entre mujeres AR y 
mujeres control, y hombres AR y hombres control (Ecuación 2 y Ecuación 3, respectivamente). Los 
resultados se han agrupado en función del logaritmo de la magnitud de cambio (logFC) como 
sobreexpresados (Up, logFC superior a 0) o subexpresados (Down, logFC inferior a 0). No parece 
observarse ninguna tendencia clara de sobreexpresión o subexpresión en mujeres frente a 
hombres, ni en enfermos respecto a controles. 
Tabla 3 | Resumen del análisis de expresión diferencial en cada estudio. Se muestran los resultados para las tres 
comparaciones: Mujer AR - Mujer Control, ♀AR - ♀C; Hombre AR - Hombre Control, ♂AR - ♂C; y (♀AR - ♀C) - (♂AR - 
♂C). Los términos Up y Down reflejan el grupo experimental en el que los genes están sobrerrepresentados: Up en 
mujeres AR y Down en hombres AR. 
 Total de genes  (♀AR - ♀C) - ( ♂AR - ♂C) ♀AR - ♀C ♂AR - ♂C 
GSE15573 19248 
Up 0 149 0 
Down 0 267 0 
GSE93272 20947 
Up 0 2452 699 
Down 4 2339 408 
GSE110169 19445 
Up 1290 1027 3272 
Down 1235 1504 4117 
GSE89408 13104 
Up 1020 5476 4197 
Down 951 4496 3841 
GSE117769 11464 
Up 0 26 4 
Down 0 39 3 
Abreviaturas: ♀, mujer; ♂, hombre; AR, artritis reumatoide; C, control; Up, sobreexpresado; Down, subexpresado. 
Los principales genes expresados diferencialmente en un nivel significativo en cada uno de 
los estudios para el contraste de interés se muestran en las Tablas 4-6, ordenados por su logFC. 
En el estudio GSE93272 (Tabla 4), los cuatro genes identificados se encuentran 
sobreexpresados en los hombres con AR respecto a las mujeres con AR. 
Tabla 4 | Genes expresados diferencialmente en un nivel significativo en el estudio GSE93272. Se indica su 




Símbolo Nombre del gen logFC 
P-valor 
ajustado 
55320 MIS18BP1 MIS18 binding protein 1 -1.371 .025 
79612 NAA16 







9086 EIF1AY Eukaryotic translation initiation factor 1A Y-linked -0.678 .025 
En los estudios GSE110169 (Tabla 5) y GSE89408 (Tabla 6) se identificaron genes 




sobreexpresados en mujeres con AR se encontraron varios relacionados con el sistema inmune. En 
este sentido, cabe señalar que éste es el único estudio cuyas muestras son de tejido sinovial, en 
lugar de sangre periférica. 
Tabla 5 | Genes expresados diferencialmente en un nivel significativo en el estudio GSE110169. Se muestra 
una selección de 10 de ellos, ordenados por su logaritmo de la magnitud de cambio (logFC). Se indica también su 
identificador Entrez, nombre del gen y su P-valor ajustado por el método Benjamini-Hochberg. 
Entrez ID Símbolo Nombre del gen logFC 
P-valor 
ajustado 
170482 CLEC4C C-type lectin domain family 4 member C 1.350 .016 
1675 CFD Complement factor D 1.192 .025 
4900 NRGN Neurogranin 1.127 .018 
6678 SPARC Secreted protein acidic and cysteine rich 1.091 .045 
55796 MBNL3 Muscleblind like splicing regulator 3 1.081 .029 
286097 MICU3 Mitochondrial calcium uptake family member 3 -1.386 .014 
339318 ZNF181 Zinc finger protein 181 -1.423 .009 
51187 RSL24D1 Ribosomal L24 domain containing 1 -1.453 .009 
7220 TRPC1 
Transient receptor potential cation channel 
subfamily C member 1 
-1.567 .007 
55166 CENPQ Centromere protein Q -1.623 .005 
 
Tabla 6 | Genes expresados diferencialmente en un nivel significativo en el estudio GSE89408. Se muestra 
una selección de 10, ordenados por su logaritmo de la magnitud de cambio (logFC). Se indica también su identificador 
Entrez, nombre del gen y su P-valor ajustado por el método Benjamini-Hochberg. 
Entrez 
ID 
Símbolo Nombre del gen logFC 
P-valor 
ajustado 
3820 KLRB1 Killer cell lectin like receptor B1 1.918 <.001 
353345 GPR141 G protein-coupled receptor 141 1.726 <.001 




BIVM-ERCC5 readthrough 1.661 <.001 
1233 CCR4 C-C motif chemokine receptor 4 1.598 .010 
27129 HSPB7 Heat shock protein family B (small) member 7 -0.470 .024 
1674 DES Desmin -0.498 .018 
126 ADH1C 
Alcohol dehydrogenase 1C (class I), gamma 
polypeptide 
-0.544 .009 
387590 TPTEP1 TPTE pseudogene 1 -0.544 .040 
28999 KLF15 Kruppel like factor 15 -0.564 .006 
En los estudios GSE15573 y GSE117769 no se encontraron genes expresados diferencialmente 
a un nivel significativo. En este último, el análisis exploratorio no mostró agrupamiento de los 
grupos experimentales en el PCA ni en el clustering, lo que podría correlacionarse con la falta de 
resultados significativos en el análisis de expresión diferencial. Además, los resultados de este 
estudio no se publicaron, por lo que es posible que la calidad de los datos sea cuestionable. En 
cuanto al estudio GSE15573, aunque en el clustering sí que mostró cierta agrupación, las muestras 
de AR pertenecen a pacientes en tratamiento con fármacos modificadores de la enfermedad, y tanto 
seropositivos como seronegativos, lo que podría haber interferido en el análisis. 
4.2.3. Análisis de enriquecimiento funcional 
Tras el análisis de expresión diferencial se realizó el análisis de enriquecimiento funcional de cada 
estudio, tanto para procesos biológicos (BP) de la GO, como para rutas KEGGs. Los resultados 
principales se recogen en la Tabla 7. Esta tabla muestra las funciones significativas con un P-valor 




Up, si se encuentran sobrerrepresentadas en mujeres con AR, y Down si son más activas en 
hombres. En este caso tampoco se observa ninguna tendencia de sobreexpresión en hombres ni 
mujeres con AR. 
Tabla 7 | Resumen del análisis de enriquecimiento funcional en cada estudio. Los términos Up y Down reflejan 
el grupo experimental en el que las funciones o rutas están sobrerrepresentadas: Up en mujeres con artritis 
reumatoide (AR) y Down en hombres con AR. Se muestra el resumen tanto para los procesos biológicos (BP) de la 
Gene Ontology (GO) como para las rutas KEGG. 
 Términos GO BP significativos Rutas KEGG significativas 
 Up Down Total Up Down Total 
GSE15573 24 22 46 6 13 19 
GSE89408 31 87 118 2 2 4 
GSE93272 31 291 322 8 18 26 
GSE110169 109 10 119 9 1 10 
GSE117769 79 15 94 22 3 25 
Además, se realizaron diagramas UpSet (Conway et al., 2017) con el fin de cuantificar las 
funciones compartidas por los diferentes estudios (Figura 14). Estos gráficos muestran las 
intersecciones entre grupos y su tamaño. El gráfico de barras horizontal muestra el tamaño de cada 
grupo, es decir, el número total de términos identificados en cada estudio. El gráfico vertical, por 
su parte, indica el tamaño de la intersección de los grupos señalados por puntos en la parte inferior. 
Como se observa en la figura, ninguno de los términos aparece sobrerrepresentado de manera 
significativa en más de tres estudios. 
 
Figura 14 | Diagramas UpSet del enriquecimiento funcional. Se muestra el número de funciones compartidas por los 
5 estudios (GSE15573, GSE89408, GSE93272, GSE117769 y GSE110169). El gráfico vertical indica el tamaño de la 
intersección, es decir, el número de funciones compartidas por los estudios indicados por puntos en la parte inferior. El 
gráfico horizontal representa el número total de funciones de cada estudio. A: Procesos biológicos (BP) de la Gene 
Ontology (GO) sobrerrepresentados en mujeres con artritis reumatoide (AR). B: Términos GO BP sobrerrepresentados 
en hombres con AR. C: Rutas KEGG sobrerrepresentados en mujeres con AR. D: Rutas KEGG sobrerrepresentados en 
hombres con AR. 
4.3. Metaanálisis de genes 
La Tabla 8 muestra los genes diferencialmente expresados en un nivel significativo (P-valor 
ajustado por el método BH inferior a 0.1) en el contraste de interés (Ecuación 1) como resultado del 
metaanálisis aplicando el método DerSimonian-Laird. En ella se observan 5 genes sobreexpresados 




de embudo de aquellos cuyo P-valor ajustado es inferior a 0.05. Las figuras del resto de genes se 
pueden encontrar en el Anexo A. 
Tabla 8 | Genes diferencialmente expresados como resultado del metaanálisis. Se indica su identificador Entrez, 
símbolo, nombre, logaritmo de la magnitud de cambio, P-valor ajustado por el método Benjamini-Hochberg y N. 




84518 CNFN Cornifelin 0.329 .043 3 
128346 C1orf162 Chromosome 1 open reading frame 162 0.241 .073 5 
284185 LINC00482 Long intergenic non-protein coding RNA 482 0.206 .044 3 
9986 RCE1 Ras converting CAAX endopeptidase 1 0.191 .073 5 
90332 EXOC3L2 Exocyst complex component 3 like 2 0.180 .073 4 
56897 WRNIP1 Werner helicase interacting protein 1 -0.082 .006 5 
54946 SLC41A3 Solute carrier family 41 member 3 -0.093 .082 5 
2770 GNAI1 G protein subunit alpha i1 -0.153 .094 4 
728130 NUTM2D NUT family member 2D -0.187 .047 3 
285386 TPRG1 Tumor protein p63 regulated 1  -0.197 .006 5 
Abreviaturas: Entrez ID, identificador Entrez; logFC, logaritmo de la magnitud de cambio; N, número de estudios. 
En las Figuras 15, 16 y 18 se puede observar que no todos los estudios han sido evaluados en 
el metaanálisis. Esto se debe a que la información de estos genes no estaba disponible en los 
estudios de microarrays. Por otra parte, los gráficos de embudo muestran que todos los estudios se 
encuentran dentro de la región de confianza delimitada por la zona blanca, lo que confirma la 
robustez del metaanálisis. Sin embargo, y aunque en ningún caso el resultado global cruza la línea 
de efecto nulo, en la mayoría de los genes el tamaño del efecto no es muy grande.  
 
Figura 15 | Gen CNFN. A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (tres filas superiores, 
expresado como logFC) y la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos 
vertical marca la línea de efecto nulo. El tamaño de la caja en los estudios individuales es proporcional al tamaño del 
estudio. B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el 
error estándar en una escala invertida frente al logaritmo de la magnitud de cambio. La zona blanca delimita la región 
de confianza. Abreviaturas: DL, DerSimonian-Laird; logFC, logaritmo de la magnitud de cambio. 
 
Figura 16 | Gen LINC00482: A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) y 
la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto nulo. 
B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el error 
estándar en una escala invertida frente al logaritmo de la magnitud de cambio. La zona blanca delimita la región de 





Figura 17 | Gen WRNIP1. A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) y la 
estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto nulo. 
B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el error 
estándar en una escala invertida frente al logaritmo de la magnitud de cambio. La zona blanca delimita la región de 
confianza. Abreviaturas: DL, DerSimonian-Laird; logFC, logaritmo de la magnitud de cambio. 
 
Figura 18 | Gen NUTM2D. A: Gráfico de bosque del metaanálisis. Se muestra el tamaño del efecto de cada estudio 
(parte superior) y la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la 
línea de efecto nulo. B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales 
representando el error estándar en una escala invertida frente al logaritmo de la magnitud de cambio. La zona blanca 
delimita la región de confianza. Abreviaturas: DL, DerSimonian-Laird; logFC, logaritmo de la magnitud de cambio. 
 
Figura 19 | Gen TPRG1. A: Gráfico de bosque del metaanálisis. Se muestra el tamaño del efecto de cada estudio (parte 
superior) y la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea 
de efecto nulo. B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales 
representando el error estándar en una escala invertida frente al logaritmo de la magnitud de cambio. La zona blanca 
delimita la región de confianza. Abreviaturas: DL, DerSimonian-Laird; logFC, logaritmo de la magnitud de cambio. 
En cuanto a los genes identificados, cabe señalar la sobreexpresión en hombres del Tumor 
protein p63 regulated 1 (TPRG1), previamente descrito en AR, y de G protein subunit alpha i1 
(GNAI1), en enfermedades del sistema inmune. En mujeres destaca la sobreexpresión de Exocyst 




frame 162 (C1orf162) y cornifelina, en enfermedades autoinmunes como el lupus eritematoso y el 
síndrome de Sjögren, o la psoriasis, respectivamente (Ghoussaini et al., 2021). 
Finalmente, a partir de la lista de todos los genes ordenados en función de su logFC del 
metaanálisis, se realizó un GSEA, con el fin de enriquecer esa lista de genes consenso e identificar 
funciones. Al igual que en etapas previas, se realizó tanto a nivel de procesos biológicos de la GO 
como de rutas KEGG. 
4.3.1. Términos GO para procesos biológicos (BP) 
En el enriquecimiento de términos GO BP se detectaron 90 términos significativos (P-valor ajustado 
por el método Benjamini-Yekutieli inferior a 0.05), 52 de ellos enriquecidos en mujeres con AR y 
38 en hombres. En el Anexo B se muestra una tabla con una selección de 10 de los términos 
enriquecidos con mayor LOR en mujeres y 10 en hombres.  
Dado el elevado número de términos identificados, se emplearon dos estrategias para 
facilitar su interpretación. Por un lado, se determinaron los GO slims (Harris et al., 2004), 
conjuntos reducidos de términos GO que proporcionan una visión más amplia. Tras esta reducción, 
se representaron en la Figura 20. Y por otro lado, se empleó REVIGO (Supek et al., 2011), un 
servidor web que resume listas de términos GO mediante un algoritmo de clustering basado en 
medidas de similitud semántica (Figura 21). En ambas figuras se puede observar un gran número 
de procesos biológicos relacionados con el sistema inmune sobrerrepresentados en las mujeres, 
como el procesamiento y presentación de antígenos. También se encuentran sobrerrepresentados 
la generación de metabolitos precursores y energía, la respuesta al estrés y la transducción de 
señales. En hombres, por el contrario, se ha encontrado una mayor representación de términos 
relacionados con procesos metabólicos de compuestos de nitrógeno celular, el procesamiento del 
ARN mensajero, el transporte de proteínas y la regulación negativa de la osificación. 
 
Figura 20 | Pirámide con los términos GOslim. El eje horizontal muestra el número de términos GO asociados a cada 
término GOslim. En rojo y azul se muestran, respectivamente, los términos sobrerrepresentados en hombres y mujeres 






Figura 21 | Resumen de los términos GO de procesos biológicos significativos en el enriquecimiento del 
metaanálisis. Los ejes X e Y representan la similitud semántica de los términos GO. La escala muestra los valores de los 
logaritmos de los odds ratio (LOR): positivo/azules para los términos sobrerrepresentados en mujeres con artritis 
reumatoide (AR) y negativos/rojos en hombres con AR. El tamaño de la burbuja refleja la especificidad del término. 
4.3.2. Rutas KEGG 
En el enriquecimiento de rutas KEGG se identificaron 11 términos significativos (P-valor ajustado 
por el método Benjamini-Yekutieli inferior a 0.05), nueve de ellos en mujeres y dos en hombres 
(Tabla 9). 
Tabla 9 | Términos KEGG significativos en el enriquecimiento del metaanálisis. Se indican el identificador hsa 
del término KEGG, su nombre, LOR (positivo en mujeres, negativo en hombres), P-valor ajustado por el método 
Benjamini-Yekutieli. 
ID Nombre LOR P-valor ajustado 
5310 Asthma 0.616 .017 
3050 Proteasome 0.606 .002 
4672 Intestinal immune network for IgA production 0.468 .028 
190 Oxidative phosphorylation 0.455 <.001 
4142 Lysosome 0.423 <.001 
5010 Alzheimer's disease 0.380 <.001 
5012 Parkinson's disease 0.376 <.001 
5016 Huntington's disease 0.333 <.001 
4514 Cell adhesion molecules (CAMs) 0.289 .022 
4740 Olfactory transduction -0.166 .032 
3010 Ribosome -0.613 <.001 






La AR, al igual que otras enfermedades autoinmunes, presenta diferencias importantes en su 
prevalencia, severidad y respuesta al tratamiento entre hombres y mujeres (Platzer et al., 2019). 
Estas diferencias entre sexos no son únicas en este tipo de enfermedades. Sin embargo, el sexo 
como factor determinante en la salud está desatendido en la investigación y la literatura. Los datos 
de sujetos masculinos se han considerado durante mucho tiempo la norma médica y han dado lugar 
a una evidencia que no es totalmente replicable entre sexos (Merriman et al., 2021). Así, 
desigualdades de sexo en la investigación biomédica como la infrarrepresentación de las mujeres o 
la no inclusión de la variable sexo en los análisis están perjudicando a los pacientes, tanto a nivel 
de comprensión de la enfermedad como de su tratamiento (Kim et al., 2010; Fish, 2008). Por ello, 
considerar el sexo tanto en el proceso de investigación como en el diagnóstico, prevención y 
tratamiento de las enfermedades es un paso fundamental hacia la medicina de precisión, que 
beneficiaría la salud de hombres y mujeres (Mauvais-Jarvis et al., 2020). A pesar de ello, 
actualmente, gran parte de la investigación se sigue llevando a cabo sin tenerlo en cuenta, por lo 
que, como se ha podido comprobar en la búsqueda sistemática realizada en este trabajo, numerosos 
estudios carecen de dicha información o no disponen de una representación equitativa de ambos 
sexos. Esto, unido a la falta de estandarización de los datos públicos, dificulta su reutilización y 
reanálisis. 
En este sentido, en 2016 se propusieron los principios FAIR, con el fin de promover la 
reutilización de los datos académicos haciéndolos más localizables, accesibles, interoperables y 
reutilizables por humanos y máquinas (Lamprecht et al., 2019). Para ello es necesario establecer 
ciertas normas relativas a los datos, metadatos y a las condiciones de acceso, facilitando la puesta 
en común de forma sistemática y transparente. Aunque los principios FAIR suponen un paso 
adelante necesario para impulsar la administración de los datos, requieren un trabajo continuo y 
han surgido problemas relacionados con la adhesión insuficiente por parte de la comunidad 
científica o su aplicación inadecuada (Boeckhout et al., 2018; Wilkinson et al., 2016). Así, en este 
trabajo, por ejemplo, ha sido necesario integrar estudios realizados en distintas plataformas que no 
seguían un estándar de nomenclatura en sus metadatos. 
En cualquier caso, la disponibilidad de datos reutilizables es una oportunidad para extraer, 
integrar y analizar datos nuevos y existentes y avanzar así en los descubrimientos. El metaanálisis, 
en concreto, puede proporcionar una imagen más general y completa de las evidencias que 
cualquier estudio individual. De hecho, esta técnica proporciona un medio más potente y menos 
sesgado que los enfoques convencionales, incluidas las revisiones narrativas y los métodos 
cuantitativos como el "recuento de votos" (Gurevitch et al., 2018). En este estudio, el metaanálisis 
ha permitido, mediante un abordaje in silico, combinar los estudios individuales identificados en la 
búsqueda sistemática para responder a una pregunta que no había sido planteada en ellos: abordar 
las diferencias de sexo en la artritis reumatoide.  
Aunque autores como Platzer (2019) ya han tratado este tema, la aproximación empleada en 
este estudio supone una mejora metodológica al respecto. A pesar de que los métodos integrativos 
aumentan, en principio, el poder estadístico y conllevan una mejor caracterización del sistema bajo 
estudio, es importante considerar la variación sistemática entre diferentes estudios. Sin embargo, 
el estudio de Platzer combinó los datos sin eliminar previamente estos posibles sesgos. Ignorar las 
variaciones sistemáticas que diferencian a los estudios heterogéneos puede producir resultados que 
no se distinguen estadísticamente de las conjeturas al azar (Lagani et al., 2016). Aquí se propone 




calcula los estadísticos oportunos de cada grupo de datos individualmente y a continuación combina 
y resume los resultados. Además, se han seleccionado rigurosamente los estudios, y la comparación 
entre mujeres y hombres con AR incluye todos los grupos experimentales. 
Esto ha permitido identificar una sobreactivación de la respuesta inmune tanto innata como 
adaptativa en las mujeres, con gran número de funciones relacionadas con el procesamiento y 
presentación de antígenos (GO:0002478, GO:0002479, GO:0019882, GO:0019884, GO:0042590, 
GO:0048002 y GO:0050851). Es conocido que las mujeres muestran respuestas innatas y 
adaptativas más fuertes que los hombres, lo que contribuye a su susceptibilidad a enfermedades 
inflamatorias y autoinmunes como la artritis reumatoide (Klein y Flanagan, 2016). Tras estas 
diferencias parecen encontrarse las hormonas sexuales (estrógenos, progesterona y andrógenos), 
que intervendrían en la regulación del sistema inmune modulando la presentación de antígenos, la 
activación de linfocitos, la expresión de genes codificantes de citoquinas y el homing de células 
inmunes mediante receptores expresados en éstas (Whitacre, 2001). 
Además, en las mujeres también se encuentra sobrerrepresentada la generación de 
metabolitos precursores y energía, en especial la fosforilación oxidativa (GO:0006119; 
GO:0006120; GO:0022900; GO:0022904; GO:0042773; GO:0042775; GO:0045333 y el término 
KEGG hsa:190). Esto podría correlacionarse con la mencionada activación de las respuestas 
inmunitarias, que requiere de una gran cantidad de energía y recursos metabólicos en las 
enfermedades crónicas inflamatorias como la artritis reumatoide (Klein y Flanagan, 2016). Así, la 
activación de las células inmunes podría estimular la glicólisis y otras rutas celulares metabólicas 
(Spies et al., 2012, Yang et al., 2015). 
Otra ruta KEGG sobrerrepresentada en mujeres con AR es la correspondiente al proteasoma. 
En este sentido, se han asociado niveles elevados de inmunoproteasomas con la inflamación y el 
desarrollo de la autoinmunidad (Verbrugge et al., 2015). Los inmunoproteasomas facilitan la 
presentación de antígenos endógenos y exógenos, que se encuentran entre las funciones 
sobrerrepresentadas en mujeres. Además, estudios previos también encontraron proteasomas 
circulantes en suero de pacientes con diversas enfermedades autoinmunes, entre ellas la AR. Estos 
proteasomas circulantes podrían actuar como autoantígenos e inducir la respuesta autoinmune, ya 
que también se detectaron anticuerpos contra ellos (Sixt y Dahlmann, 2008; Feist et al., 2000). 
Dado que las distintas enfermedades autoinmunes parecen mostrar distintos patrones de 
proteasomas circulantes, podrían servir como potenciales biomarcadores. Por otra parte, a falta de 
más investigación, la sobrerrepresentación de proteasomas podría ser una diana terapéutica en 
mujeres con AR, ya que los inhibidores de proteasas han mostrado resultados prometedores en el 
tratamiento de enfermedades autoinmunes (Verbrugge et al., 2015). Cabe señalar que otras rutas 
KEGG identificadas en mujeres con AR como “Enfermedad de Alzheimer”, “Enfermedad de 
Parkinson” y “Enfermedad de Huntington”, aparecen relacionadas con los proteasomas 
(DisGeNET, 2010). 
Por otra parte, en los hombres se ha identificado una sobrerrepresentación de la regulación 
negativa de la osificación, en concreto de la diferenciación de osteoblastos (GO:0045668, 
GO:0030279, GO:0030514). Frecuentemente los pacientes con AR se ven afectados por severas 
pérdidas óseas locales y sistémicas. Este proceso se debe tanto a un aumento de la erosión mediada 
por osteoclastos, como a una disminución de la formación ósea mediada por osteoblastos. Aunque 
en la AR ya se había descrito la inhibición por parte de las células B de la formación ósea mediante 
la supresión de la diferenciación de osteoblastos (Sun et al., 2018), no se conocía su mayor 




frecuencia de enfermedad erosiva en hombres que en mujeres (Weyand et al., 1998). Por lo tanto, 
esta regulación negativa de los osteoblastos podría ser uno de los mecanismos subyacentes. 
Entre los términos aparentemente sobrerrepresentados en hombres, llama la atención la 
ovulación.  Sin embargo, considerando en la Ecuación 1 que este término sería igual a 0 en hombres, 
el signo negativo del LOR se correspondería con una mayor representación de la ovulación en 
mujeres control respecto a mujeres con AR. Esto podría relacionarse con la menor edad de los 
controles.  
Otras funciones sobrerrepresentadas en hombres se relacionan con la biosíntesis de 
proteínas (compuestos nitrogenados celulares: GO:0000184, GO:000375, GO:0000377; 
traducción: GO:0002181, GO:0006413; proceso metabólico de aminoácidos: GO:0006521, 
GO:0009086 entre muchos otros, o la ruta KEGG hsa:3010). Estudios previos han descrito esta 
sobrerrepresentación en sangre periférica en pacientes cuyos tejidos mostraban un alto grado de 
inflamación, lo que parecía sugerir una relación con la inducción de la transcripción génica por 
parte de las citoquinas proinflamatorias (Van Baarsen et al., 2010). Además, la disminución de la 
respuesta inflamatoria por parte de los estrógenos podría explicar la diferencia entre sexos (Favalli 
et al., 2019). Sin embargo, otros estudios sugieren que la inflamación crónica en la AR podría 
favorecer el catabolismo proteico (Walsmith y Roubenoff, 2002). En cualquier caso, la inflamación 
desregula el metabolismo proteico, y aunque es necesaria más investigación al respecto, su 
expresión diferencial entre sexos podría ser una diana terapéutica. 
Respecto a los genes identificados en el metaanálisis, en mujeres se ha detectado la sobreexpresión 
de EXOC3L2, previamente descrito en AR, y de C10rf162 y cornifelina, descritos en enfermedades 
autoinmunes (Ghoussaini et al., 2021). Otras secuencias sobreexpresadas en mujeres incluyen a 
Long intergenic non-protein coding RNA 482 (LINC00482). Los RNAs largos no codificantes son 
claves en la regulación de múltiples procesos inmunológicos, como la regulación transcripcional de 
la inmunidad innata y adaptativa (Klein y Flanagan, 2016). En concreto, LINC00482 se ha 
relacionado con la inflamación en el cáncer de vejiga, aunque no se conocía su implicación en la AR 
(Wang et al., 2021). En hombres destaca la sobreexpresión de TPRG1, descrito en AR, y de GNAI1, 
en enfermedades del sistema inmune. También se ha detectado la sobreexpresión de Werner 
helicase interacting protein 1 (WRNIP1), un gen relacionado con la respuesta inmune innata (Tan 
et al., 2017). Otros genes identificados, como Solute carrier family 41 member 3 (SLC41A3) o NUT 
family member 2D (NUTM2D) requieren de mayor investigación para poder relacionarlos con la 
AR. En ninguno de estos genes se había descrito su expresión diferencial entre hombres y mujeres.  
En definitiva, las funciones y genes identificados en este estudio pueden proporcionar la base 
para futuras investigaciones que permitirían comprender los mecanismos que subyacen a las 
diferencias de sexo en la AR. Así, este mayor conocimiento de la enfermedad contribuiría a un 
enfoque adaptado a la medicina personalizada y de precisión. 
Por otra parte, dada la falta de información de la variable sexo en varios de los estudios 
identificados en la revisión sistemática, de cara al futuro sería interesante realizar una imputación 
del sexo para incorporar dichos estudios al metaanálisis. Así, con un número mayor de estudios 
disponible, se podría valorar la selección de estudios de un único tipo de muestra, y considerar 







1. La metodología empleada en este estudio es una aproximación robusta y eficaz que, tras 
la revisión sistemática de las bases de datos GEO, ArrayExpress y ADEx, permite evaluar 
e integrar los datos de diferentes estudios de transcriptómica, contribuyendo así a la 
reutilización de datos según dictan los principios FAIR. 
2. La revisión sistemática realizada en este estudio demuestra la falta de estandarización 
en los estudios biomédicos y, en especial, la falta de inclusión de la variable sexo. Su 
consideración es, además, fundamental para obtener resultados replicables en ambos 
sexos. 
3. Se han identificado 10 biomarcadores de AR específicos de sexo: 5 en mujeres y 5 en 
hombres. 
4. Se han identificado 90 procesos biológicos GO específicos de sexo (52 en mujeres y 38 
en hombres) y 11 rutas KEGG (9 en mujeres y 2 en hombres). 
5. Entre las funciones sobrerrepresentadas en mujeres destaca la activación del sistema 
inmune y la generación de metabolitos precursores y energía. En hombres cabe señalar 
la regulación negativa de los osteoblastos y la biosíntesis de proteínas. 
6. Este estudio ha permitido caracterizar los mecanismos que subyacen a las diferencias de 
sexo en la AR, contribuyendo a la aproximación de la investigación biomédica hacia una 
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Anexo A: Figuras 
 
Figura A.1 | Clustering jerárquico del estudio GSE110169. Coloreado en función de los grupos experimentales: mujer 
control (Control F), hombre control (Control M), mujer con artritis reumatoide (RA F) y hombre con artritis reumatoide 
(RA M). 
 
Figura A.2 | Clustering jerárquico del estudio GSE110169. Coloreado en función de los lotes (batch). 
 
Figura A.3 | Análisis de componentes principales (PCAs) del estudio GSE110169. Se muestran las componentes 
principales (PC) 1 y 2. A: coloreado en función de los grupos experimentales: mujeres control (Control F), hombres control 







Figura A.4 | Diagrama de cajas del estudio GSE117769 previo a la eliminación de la muestra GSM3308533. 
Representa los valores de expresión (eje Y) de cada muestra (eje X). Coloreado en función de los grupos experimentales: 
mujeres control (Control F), hombres control (Control M), mujeres AR (RA F) y hombres AR (RA M). 
 
Figura A.5 | Diagrama de cajas del estudio GSE117769 tras la eliminación de la muestra GSM3308533. Representa 
los valores de expresión (eje Y) de cada muestra (eje X). Coloreado en función de los grupos experimentales: mujeres 
control (Control F), hombres control (Control M), mujeres con artritis reumatoide (RA F) y hombres con artritis 






Figura A.6 | Clustering jerárquico del estudio GSE117169 antes de eliminar la muestra GSM8330533. Coloreado 
en función de los grupos experimentales: mujer control (Control F), hombre control (Control M), mujer con artritis 
reumatoide (RA F) y hombre con artritis reumatoide (RA M). 
 
 
Figura A.7 | Clustering jerárquico del estudio GSE117769 tras eliminar la muestra GSM3308533. Coloreado en 
función de los grupos experimentales: mujer control (Control F), hombre control (Control M), mujer con artritis 







Figura A.8 | Análisis de componentes principales (PCA) del estudio GSE117169 tras eliminar la muestra 
GSM3308533. Se muestran las componentes principales (PC) 1 y 2. Las muestras se han coloreado en función de los 
grupos experimentales: mujeres control (Control F), hombres control (Control M), mujeres con artritis reumatoide (RA 
F) y hombres con artritis reumatoide (RA M). 
 
 
Figura A.9 | Diagrama de cajas del estudio GSE89408. Representa los valores de expresión (eje Y) de cada muestra 
(eje X). Coloreado en función de los grupos experimentales: mujeres control (Control F), hombres control (Control M), 






Figura A.10 | Diagrama de cajas conjunto de los estudios GSE89408 y GSE97165. Representa los valores de 
expresión (eje Y) de cada muestra (eje X). Coloreado en función de los grupos experimentales: mujeres control (Control 
F), hombres control (Control M), mujeres con artritis reumatoide (RA F) y hombres con artritis reumatoide (RA M). 
 
 
Figura A.11 | Diagrama de cajas conjunto de los estudios GSE89408 y GSE97165. Representa los valores de expresión 






Figura A.12 | Clustering jerárquico de los datasets GSE89408 y GSE97165. Coloreado en función de los grupos 
experimentales: mujer control (Control F), hombre control (Control M), mujer con artritis reumatoide (RA F) y hombre 
con artritis reumatoide (RA M). 
 







Figura A.14 | Análisis de componentes principales (PCA) de los datasets GSE89408 y GSE97165. Se muestran las 
componentes principales (PC) 1 y 2. Las muestras se han coloreado en función de los grupos experimentales: mujeres 
control (Control F), hombres control (Control M), mujeres con artritis reumatoide (RA F) y hombres con artritis 
reumatoide (RA M). 
Figura A.15 | Análisis de componentes principales (PCA) de los datasets GSE89408 y GSE97165. Se muestran las 






Figura A.16 | Diagrama de cajas del estudio GSE93272. Representa los valores de expresión (eje Y) de cada muestra 
(eje X). Coloreado en función de los lotes. 
 
Figura A.17 | Clustering jerárquico del estudio GSE93272 en base a la distancia de correlación. Coloreado en 
función de los grupos experimentales: mujer control (Control F), hombre control (Control M), mujer con artritis 







Figura A.18 | Clustering jerárquico del estudio GSE93272 en base a la distancia de correlación. Coloreado en 
función de los lotes. 
 
Figura A.19 | Análisis de componentes principales (PCA) de las muestras del GSE93272. Se muestran las 





Figura A.20 | Análisis de componentes principales (PCA) del estudio GSE15573. Se muestran las componentes 
principales (PC) 1 y 2. Las muestras se han coloreado en función de los grupos experimentales: mujeres control (Control 
F), hombres control (Control M), mujeres con artritis reumatoide (RA F) y hombres con artritis reumatoide (RA M). 
 
Figura A.21 | Gen RCE1: A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) y la 
estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto nulo. 
B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el error 
estándar en una escala invertida frente al logaritmo de la magnitud de cambio.  Abreviaturas: DL, DerSimonian-Laird; 







Figura A.22 | Gen C1orf162: A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) y 
la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto nulo. 
B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el error 
estándar en una escala invertida frente al logaritmo de la magnitud de cambio.  Abreviaturas: DL, DerSimonian-Laird; 




Figura A.23 | Gen EXOC3L2: A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) 
y la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto 
nulo. B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el 
error estándar en una escala invertida frente al logaritmo de la magnitud de cambio.  Abreviaturas: DL, DerSimonian-







Figura A.24 | Gen SLC41A3: A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) y 
la estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto nulo. 
B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el error 
estándar en una escala invertida frente al logaritmo de la magnitud de cambio.  Abreviaturas: DL, DerSimonian-Laird; 




Figura A.25 | Gen GNAI1: A: Gráfico de bosque. Se muestra el tamaño del efecto de cada estudio (parte superior) y la 
estimación global (diamante azul), junto con su intervalo de confianza. La línea de puntos marca la línea de efecto nulo. 
B: Gráfico de embudo. Muestra la dispersión de las estimaciones de los estudios individuales representando el error 
estándar en una escala invertida frente al logaritmo de la magnitud de cambio.  Abreviaturas: DL, DerSimonian-Laird; 





Anexo B: Tablas 
Tabla B.1 | Software empleado y sus versiones. 
































Tabla B.2 | Normalizaciones aplicadas a cada dataset. 
Dataset Normalización 
GSE117769 Trimmed Mean of M-values (TMM) 
GSE93272 Frozen robust multiarray análisis (fRMA) 
GSE17755 Global ratio median 
GSE15573 Quantile normalisation with Beadstudio 
GSE110169 Robust Multi-Array Average (RMA) 











Tabla B.3 | Selección de términos GO de procesos biológic0s significativos en el enriquecimiento del metaanálisis. 
Se muestra el identificador GO (GO ID), nombre del término GO, los logaritmos de los odds ratio (LOR) y el P-valor 
ajustado por el método Benjamini-Yekutieli. 
GO ID Nombre LOR 
P-valor 
ajustado 
GO:0043385 mycotoxin metabolic process 1.062 .015 
GO:0046222 aflatoxin metabolic process 1.062 .015 
GO:1901376 organic heteropentacyclic compound metabolic process 1.062 .015 
GO:0006120 mitochondrial electron transport, NADH to ubiquinone 0.504 .024 
GO:0042775 mitochondrial ATP synthesis coupled electron transport 0.495 <.001 
GO:0042773 ATP synthesis coupled electron transport 0.493 <.001 
GO:0006081 cellular aldehyde metabolic process 0.482 .014 
GO:0042267 natural killer cell mediated cytotoxicity 0.454 .020 
GO:0002228 natural killer cell mediated immunity 0.433 .027 
GO:0010257 NADH dehydrogenase complex assembly 0.432 .035 
GO:0030514 negative regulation of BMP signaling pathway -0.500 .011 
GO:0002181 cytoplasmic translation -0.523 <.001 
GO:0006614 SRP-dependent cotranslational protein targeting to membrane -0.525 <.001 
GO:0000184 nuclear-transcribed mRNA catabolic process, nonsense-
mediated decay 
-0.526 <.001 
GO:0045668 negative regulation of osteoblast differentiation -0.546 .019 
GO:0006376 mRNA splice site selection -0.616 .041 
GO:0070166 enamel mineralization -0.813 .035 
GO:0072202 cell differentiation involved in metanephros development -0.813 .002 
GO:0030728 ovulation -0.849 .015 
GO:0009086 methionine biosynthetic process -1.052 .007 
 
 
 
 
