The butterfly-like Lorenz attractor is one of the best known images of chaos. The computations in this paper exploit symbolic dynamics and other basic notions of hyperbolicity theory to take apart the Lorenz attractor using periodic orbits. We compute all 111011 periodic orbits corresponding to symbol sequences of length 20 or less, periodic orbits whose symbol sequences have hundreds of symbols, the Cantor leaves of the Lorenz attractor, and periodic orbits close to the saddle at the origin. We derive a method for computing periodic orbits as close as machine precision allows to a given point on the Lorenz attractor. This method gives an algorithmic realization of a basic hypothesis of hyperbolicity theory-namely, the density of periodic orbits in hyperbolic invariant sets. All periodic orbits are computed with 14 accurate digits.
Introduction
The differential equationṡ x = σ (−x + y),ẏ = −xz + rx − y,ż = xy − bz, with σ = 10, r = 28, and b = 8 3 , were studied by Edward N Lorenz [10] in an article of lasting elegance and clarity. Irregular, turbulent flow patterns that evolve in an irregular, nonperiodic manner are an obstacle to short-term weather forecasting. Lorenz showed that stochastic forcing is not the only way that such irregularity can arise and that the long-time behaviour of deterministic flows can be unstable, bounded, and nonperiodic at the same time. Lorenz based his argument partly on the equations above, now named after him, that are a finite mode truncation of the basic equations of fluid mechanics. It is possible to interpret solutions of the Lorenz equations as convection rolls, even though such an interpretation is not physically valid for all choices of the parameters [10, 14] . Lorenz understood the existence of the Lorenz attractor, the possibility of approximating the dynamics on the attractor by a onedimensional map, the importance of the unstable fixed point at the origin (see figure 3 of [10] ), the fractal structure of the attractor, the density of periodic orbits in the Lorenz attractor, and that nonperiodic points in a section of the Lorenz attractor were dense and uncountable. In the concluding section of his paper, Lorenz declared: 'The foundation of our principal result is the eventual necessity for any bounded system of finite dimensionality to come arbitrarily close to acquiring a state which it has previously assumed.' Recurrence is the foundation of all the computations given in this paper. Figure 1 shows a periodic orbit of the Lorenz equations, not any trajectory like the usual plots. Symbol sequences are assigned to trajectories of the Lorenz attractor by following them forwards and backwards in time. Every time a trajectory passes through A (see figure 1) , it is assigned an A and it is assigned a B every time it passes through B. In this way, every trajectory is assigned a bi-infinite label. Periodic orbits have symbol sequences with the same finite block of symbols repeating indefinitely, like decimal expansions of rational numbers. This block can be used to label the periodic orbit. Even though the periodic orbit in figure 1 has 240 symbols and a characteristic multiplier of magnitude 3.06e+59, its Fourier series is computed with a relative error of 1.1e−14. If an exact formula were known for that periodic orbit, simply evaluating it in double precision arithmetic will cause at least as much error. We compute numerous periodic orbits with equal accuracy and take apart the Lorenz attractor.
The computations in this paper are not exploratory in nature. Considered together, they form a Galilean experiment that puts a mathematical hypothesis to a severe test. The mathematical hypothesis that motivates this paper comes from hyperbolicity theory [8, 12] . Hyperbolicity theory tries to think of invariant sets as if they were hyperbolic fixed points with no critical eigenvalues. This analogy is developed by splitting the tangent space at every point of the invariant set into a stable and an unstable subspace. The splitting must be preserved by the flow or the map. A perturbation in a stable direction decreases exponentially with the linearized forward flow. Similarly, a perturbation in the unstable direction decreases exponentially with the linearized backward flow. There are periodic orbits arbitrarily close to any point on a hyperbolic invariant set, just as there are rational numbers arbitrarily close to any real number. The density of periodic orbits in hyperbolic invariant sets is the mathematical fact at the centre of this paper. Density of periodic orbits can be a consequence of a definition or a part of a definition depending upon how hyperbolic invariant sets are defined. A consideration of recurrence of bounded trajectories, identified by Lorenz as the foundation of his work, makes the density of periodic orbits plausible. Let P be a point on an invariant set like the Lorenz attractor. As Lorenz explained, the flow must eventually bring back the point P (or a point in a small neighbourhood of P ) to a point Q close to it. The flow is in addition unstable and continuity implies that splitting into stable and unstable manifolds at Q nearly coincides with the splitting at P , since Q is close to P . Therefore, it is possible to perturb P to P along the unstable manifold of P and Q to Q along the stable manifold of Q, in such a way that Q lies on the trajectory starting at P and Q is much closer to P than Q is to P . If the errors in this linearized argument are controlled, it is possible to make Q coincide with P and deduce the existence of a periodic orbit close to P . Recurrences of randomly chosen points are not easy to control, however, because very close recurrences take very long times. We will use symbolic dynamics to make the clever perturbations that are necessary to find periodic orbits that nearly go through a given point on the Lorenz attractor.
Symbolic dynamics and some theoretical deductions essential to our computations are based on a geometric model of the Lorenz attractor [7, 17] . Owing to its use in some of our computations, we give an abridged account of this model. The geometric model is based on a map of (u, v) ∈ [−1, 1] × [−1, 1] back to the same region. To state the correspondence of this region to the phase space of the Lorenz equations, it is necessary to take a Poincaré section at z = 27. The u-axis sort of runs along the surface of the wings (see figure 1) and extends over the region where the wings overlap (and therefore does not lie on the sections A and B in figure 1 ). The v-axis is transverse to the u-axis and is in the plane of the Poincaré section like the u-axis. The map of the (u, v) plane is written as G(u, v) = (f (u), h (u, v) ). The form of the one-dimensional map is shown in figure 2 . The slope of this map diverges to ∓∞ as u → ±0. The precise form of h is explained in [8] , but below is a simplification that is also u Figure 2 . A discontinuous one-dimensional map like the one above is a part of a geometric model of the Lorenz attractor. For convenience, the map f (u) can be taken to map u ∈ [−1, 1] to the same interval, with a discontinuity at u = 0. The interval [−1, 0), which is the left half of the u-axis, corresponds to the symbol A. The right half of the u-axis corresponds to the symbol B.
explained in [8] :
For the Lorenz attractor, a is something like 10 −5 (see section 4) and b is chosen to make G(u, v) a one-to-one map. If a = 10
is an acceptable choice. This map has a Cantor set of lines for its attractor and its hyperbolic structure is easily deduced. In the complete geometric model, the attractor of the Lorenz flow is described as a Cantor set of leaves tied to the unstable manifold of the saddle at the origin [8, 17] .
We make two minor changes to the geometric model as described in [8] . The assumption f (u) > √ 2 is used in [8] to prove that upon repeated applications of f , any open interval covers all of (−1, 1) − {0}. It is better to assume only that f (u) > 0 and to assume, rather than prove, that upon repeated iterations any open interval covers all of (−1, 1) − {0}. That f (u) > √ 2, or f (u) > 1, must be false is obvious from even simple computations; a close examination of the tight winding in the innermost part of the wing in figure 9.3.2 of [14] or in our figure 6, which requires a more sophisticated computation, reveals this (also, see [15] ). The other change is that we use the sections A and B shown in figure 1 instead of taking a section where the two wings overlap. With this choice, the interval [−1, 0) of the u-axis corresponds to the intersection of the Lorenz attractor with the section A and the interval (0, 1] corresponds to the intersection of the Lorenz attractor with B; see figures 1 and 2. Neither change affects the topology of the attractor of the geometric model. However, in section 5 we suggest that the topology of the Lorenz attractor may differ from the topology of the attractor of the geometric model in a subtle way.
The assumption f (u) > √ 2 is used to deduce that a symbol sequence can correspond to at most one periodic orbit of the one-dimensional map f in the geometric model. Section 2 discusses why we expect the Lorenz attractor to have at most one periodic orbit for a given symbol sequence. This can be deduced for the slightly modified geometric model that we use with the additional assumption (f n ) (u) > 1, for u ∈ [−1, 1] and some n > 1.
Symbolic dynamics
The symbol sequence of any point on the Lorenz attractor is a bi-infinite sequence of As and Bs. If the symbol sequence of a point P is . . . x −2 x −1 .x 1 x 2 . . . , where each x i is A or B, it means that the forward trajectory from the point P goes through the section x 1 , and then the section x 2 , and so on. Similarly, it means that the backward in time trajectory goes through the section x −1 , and then the section x −2 , and so on. If the point is already on one of the two sections, that section becomes the x 1 symbol. The sections A and B are defined in figure 1 . The idea behind symbolic dynamics is extremely simple and broadly applicable. One example is to label people in the United States by the sequence of states they visit. For this to be a good labelling scheme, people have to move between states often and move independently of one another. Symbolic dynamics labels trajectories and points in phase space in this way. Symbolic dynamics is useful if, and only if, trajectories diverge rapidly; it will buy very little if used to describe quasi-periodic dynamics, for example. Rapid divergence of trajectories is of course true for the Lorenz attractor.
As mentioned earlier, symbol sequences of periodic orbits look like . . . ss.ss . . ., where s is a repeating block of As and Bs. If s is something like ABB and it is rotated to something like BAB, we get another sequence which represents the very same periodic orbit. The rotated symbol sequence only starts at a different point on the same periodic orbit. The symbol sequence ss represents two circuits around the periodic orbit represented by s. A few simple and some data is summarized in tables 2 and 3. The Lyapunov exponent of a periodic orbit is defined as log m/T , where m is the magnitude of its leading characteristic multiplier and T is its period. The periodic orbit A 14 B has the smallest Lyapunov exponent among all periodic orbits of the Lorenz equations we have computed.
The maximum relative error in the computation of 111011 periodic orbits with symbol sequences of length 20 or less was 3.2e−14. The average relative error was 1.3e−14; the mere application of the fast Fourier transform followed by Fourier inversion, the most stable of numerical computations, creates a relative error that is only slightly smaller. All computations were in double precision. The periodic orbits were represented as Fourier series in time, using 64 Fourier points per symbol. If the number of symbols was not a power of 2, the number of Fourier points used was 64 times the first power of 2 that exceeds the number of symbols. For example, the periodic orbit shown in figure 1 was represented using 64 × 256 Fourier points since it has 240 symbols.
The computation of periodic orbits used the Lindstedt-Poincaré algorithm derived by Viswanath [16] and an extension that is described in the appendix. The extension to the Lindstedt-Poincaré algorithm described in the appendix makes it possible to compute periodic orbits accurately even from inaccurate starting guesses. Use of this extension is essential to carry out the computations described in this paper.
To describe the method used to generate starting guesses for the Lindstedt-Poincaré algorithm, we start by assuming the availability of a library holding all 1375 periodic orbits with symbol sequences of length 13 or less computed with 14 accurate digits. The computation of this library is explained later. Let us say we wish to obtain a starting guess for a periodic orbit with the symbol sequence s x = x 1 . . . x n , where each x i is either A or B. The starting guess is put together by splicing together n slices of trajectories taken from the library. The n slices correspond to the n intervals (x 1 , x 2 ), . . . , (x n , x 1 ) in the symbol sequence.
To obtain a slice for an interval (x i , x i+1 ), we make one pass through the library and compute the best fit and the length of the best fit as follows. The length of the forward fit of an interval (y j , y j +1 ) of the symbol sequence s y = y 1 . . . y m in the library to the interval (x i , x i+1 ) of the symbol sequence s x is equal to k if
Above, the subscripts of x are added modulo n and the subscripts of y are added modulo m. The length of the backward fit is equal to k − 1 if
Again, the arithmetic in the subscripts is modular. The length of the fit is defined as the minimum of the forward fit and a certain number times the backward fit. A good choice for this number would be 14; it is more important to match symbols forwards than backwards (see section 4 for an explanation). In fact, for most of the computations we simply take the length of the forward fit as the length of the fit. A long fit implies that even though the symbols x i and y j may correspond to different points on the Poincaré section, the points are likely to be close. The best fit is the interval among all symbol sequences in the library that gives the longest fit to (x i , x i+1 ). Since the arithmetic is modular, the length of the best fit might be infinite. This means that the periodic orbit s x is identical to some periodic orbit s y in the library. The initial guess for the Lindstedt-Poincaré algorithm is put together using the best fits for every interval in s x . If the best fit of (x i , x i+1 ) is to (y i , y i+1 ), the segment of the trajectory of s y between the symbols y i and y i+1 is taken as the guess for the segment of s x from x i to x i+1 . The guess is made up of n segments corresponding to the n intervals. If the first segment is between the symbols A and B, it will take off from section A and land on section B. The second segment will take off from B, but the point it takes off from will not coincide with the point where the first segment lands. Therefore, it is necessary to splice all the segments. We used splines, with appropriate boundary conditions, to splice the segments together. The guess for the period is the sum of the traversal times for each of the n segments.
The library of 1375 periodic orbits was built up as follows. We started with a small library which had all periodic orbits with symbol sequences of length 5 or less. The starting guesses extracted from a Runge-Kutta integration are good enough to build a small library with symbol sequences of length 5 or less. This small library was used to generate starting guesses to build a larger library, and that library was used to generate starting guesses for an even larger library, and we finally ended up with a library of all periodic orbits whose symbol sequences were of length 13 or less. The starting guesses generated using this method may have relative errors as high as 5%. Therefore, the use of the Lindstedt-Poincaré algorithm, with the extension described in the appendix, is essential.
For a concrete example of the use of symbolic dynamics to construct initial guesses for the Lindstedt-Poincaré algorithm, assume that the periodic orbits AB, AAB, and ABB are available, and that the periodic orbit AABB needs to be computed. The match between the first A in AAB and the first A in AABB is valid for three symbols in the forward direction. This is the best match for the first A in AABB. Similarly, the best match for the third symbol, which is a B, in AABB is the second symbol in ABB. The method described above uses a library of 1375 periodic orbits to construct initial guesses. This is not the only way to set up the computation. If a periodic orbit with a specified symbol sequence needs to be computed, it is possible to recursively compute only those periodic orbits that are necessary to generate a good guess for the specified symbol sequence.
Why is there a unique periodic orbit corresponding to a symbol sequence such as AB? We give a heuristic argument using figure 1. The starting point of AB must surely be on the section marked A in figure 1. It can be seen in that figure that the trajectories starting on A that land on B must start from the part of A closer to the origin. Thus the starting point of AB must be on this part of A. After it lands on B, we want the trajectory to return to A. This means only a part of the trajectories that start from A and land on B are valid candidates to be the periodic orbit AB. Continuing this argument further leaves us with a unique periodic orbit AB. An expansion assumption, such as f (u) > √ 2 or (f n ) (u) > 1 for some n > 1, is necessary for a mathematically valid argument based on the geometric model. In most cases, the point of difficulty in constructing adequate symbolic dynamics is in verifying the expansion and contraction requirements. The topological part of the construction, which might involve finding a topological horseshoe for example, is often comparatively easy.
There have been many other computations of periodic orbits of the Lorenz attractor. The Lorenz equations undergo many bifurcations as the parameter r is varied and there are computations of periodic orbits near known bifurcation points [9, 13] . With the same choice of parameters as in this paper, computation of all periodic orbits of the Lorenz attractor with symbol sequences of length 11 or less is reported in [6] . The level of accuracy obtained is 7 digits. In [5] , the damped Newton method is used to compute all periodic orbits corresponding to symbol sequences of length 9 or less. The level of accuracy obtained is fewer than 7 digits. The shadowing principle is used to accurately shadow periodic orbits of the Lorenz attractor in [2] . For a result about the Lorenz attractor see [11] .
Periodic orbit theory described in [3] is an elaborate framework for computing dynamical averages over chaotic sets using periodic orbits. One might expect that dynamical averages like the Lyapunov exponent can be obtained by taking weighted averages over periodic orbits. This is indeed true; however, it must be noted that in periodic orbit theory the averages are taken over individual periodic orbits as well as groups of periodic orbits, and crucially for fast convergence, some of the weights are negative. This theory treats the Lorenz attractor as a chaotic set without assuming it to be an attractor. The theory gives a method for approximating the escape rate using periodic orbits, as the logarithm of the leading eigenvalue of a certain Fredholm determinant, and this escape rate must be zero for an attractor. The computation of the escape rate is a useful check of the accuracy of the formulae of periodic orbit theory. For the Lorenz attractor, an estimate of 5.0 × 10 −6 for the escape rate may be deduced using all periodic orbits with symbol sequences of length 20 or less.
Periodic orbits with long symbol sequences
It is easy to compute periodic orbits with long symbol sequences. For example, the symbol sequence
is of length 347. The periodic orbit with that sequence has period 2.630 875 008 674 2e+02 and was computed with a relative error of 1.5e−14. Its leading characteristic multiplier is of magnitude 9.56e+105. A periodic orbit with a symbol sequence that is ten times as long can be computed just as easily.
It is clear from table 4 that if a single symbol is removed from the sequence of length 347, the periodic orbit corresponding to the shorter sequence will be so close that the double precision representation of two points on the supposedly distinct periodic orbits will be identical. The question arises in what sense the periodic orbits are being computed. The answer is that each point in the Fourier series is accurate to machine precision and so is the period.
Consider the map x n+1 = 2x n mod 1 over [0, 1). This map shifts the leading bit with every application. If the interval [0, 1 2 ) is labelled 0 and [ 1 2 , 1) is labelled 1, the symbol sequence of every point is identical to its binary expansion. Suppose a machine word can represent only three bits and we wish to compute a periodic orbit with symbol sequence b 1 . . . b 10 . In a computation such as ours, the first point in the orbit will be .b 1 b 2 b 3 , the second point will be .b 2 b 3 b 4 , and the tenth point will be .b 10 b 1 b 2 .
We now go back to table 4 and explain a numerical issue that arises in computing distances between periodic orbits. In the Lindstedt-Poincaré algorithm [16] , nonlinearities in the vector field F (x) are handled by interpolating at Fourier grid points. This can lead to aliasing errors. Nevertheless, the Lindstedt-Poincaré algorithm computes periodic orbits to machine precision without requiring any more Fourier points than necessary to represent those periodic orbits to machine precision. This is possible because, even though F (x) can be nonlinear, the lefthand side of the differential equationẋ(t) = F (x) is very much linear. A price has to be Table 4 . In this table, s is a randomly generated symbol sequence, whose length is in parentheses. The symbol sequence s is identical to s but without the last symbol. The second column is the distance between the periodic orbits represented by s and s at closest approach. paid to eliminate aliasing errors, however, in computing the distance between two periodic orbits.
First consider the problem of finding the distance from a point (x 0 , y 0 , z 0 ) to a periodic orbit. A simple strategy, which fails to avoid aliasing errors, is to start by finding the distance d i from (x 0 , y 0 , z 0 ) to the ith point of the periodic orbit on the Fourier grid. The distance of the point to the periodic orbit must be a periodic function itself; we can treat d i as Fourier interpolants of that periodic function. To find the minimum distance, we simply need to minimize this Fourier series. This method is plagued by aliasing errors, however. If the distance of the point from the periodic orbit is of the order of machine precision, as it is both in table 4 and section 7, the minimum can in fact be negative. The distance between two points is the square root of a sum of squares and because of this square root the number of Fourier points needed to represent the distance of a point from a periodic orbit as a Fourier series can be easily 50 times as many. The way to eliminate aliasing without paying too steep a price is to minimize the square of the distance and not the distance itself, and then take the square root of this minimum. The Fourier series to represent the square of the distance from (x 0 , y 0 , z 0 ) to a periodic orbit to machine precision may require at most twice as many points.
Next there is the problem of finding the distance between two nearby periodic orbits accurately. The distance of points of the first periodic orbit from the second periodic orbit can be represented as a Fourier series. In theory, it is enough to minimize this Fourier series. Again there is the problem of aliasing, and this time, there is no easy solution to it. We are saved, however, because we do not even need to do a continuous minimization. Both periodic orbits are solutions of the same differential equation and the divergence factor of trajectories over small intervals of time will be close to 1, even for the Lorenz equations (for a proof use the Lipshitz constant). So it is enough to find the distance of points of the first periodic orbit on the Fourier grid from the second periodic orbit and take the minimum of these numbers. This distance will not be accurate to machine precision, but it will be off by a factor that is quite close to 1.
Cantor leaves of the Lorenz attractor
The passage below from Lorenz's paper [10] has been quoted by Strogatz [14] . It is worth quoting once again.
It would seem, then, that the two surfaces merely appear to merge, and remain distinct surfaces. Following these surfaces along a path parallel to a trajectory, and circling around C and C , we see that each surface is really a pair of surfaces, so that, where they appear to merge, there are really four surfaces. Continuing this process for another circuit, we see there are really eight surfaces, etc, and finally we conclude that there is an infinite complex of surfaces each extremely close to one or the other of the two merging surfaces.
To explain this passage, we return to figure 1. The points C and C are the fixed points located inside the holes in the two wings. The z coordinate is 27 for both the fixed points. However, C has positive x and y coordinates, while C has negative x and y coordinates. Trajectories of the Lorenz equations are directed upwards, with increasing z, when they intersect the sections A and B. They are directed downwards where the wings overlap. Lorenz based his argument on the apparent merging of the two wings. Figure 4 shows a section of the Lorenz attractor. There is no evidence of an infinite complex of surfaces here. When trajectories starting at the intersection of the Lorenz attractor with the section A are followed, they intersect the Poincaré section once again at l a (see figure 4) . The observation behind Lorenz's argument is that upon further integration, the trajectories spread out, and at their next intersection with the Poincaré section z = 27 seem to nearly completely cover the intersection of the attractor with both the sections A and B (see figure 1) . The same thing is true if we follow trajectories from B. Therefore, the lines in figure 4 must be really two lines close to each other. Figure 5 shows how the infinite complex of surfaces that Lorenz talked about is formed. The two plots were obtained using symbolic dynamics. The basic idea for obtaining the plots is contained in the passage quoted before, although perhaps it is more explicit in [8] . To see the line in figure 4 split into two, we need to separate the points that come from A from the points that come from B. If we consider periodic orbits, the starting points of the periodic orbits (these points will be located on either section A or section B) whose symbol sequences end with A, come from A. Those whose symbol sequences end with B, come from B. To zoom in on a little segment of the line, we need to fix the first several symbols. For the first of the two plots in figure 5 , we fixed this at ABABABABAB, a sequence of length 10. The upper of the two lines in the first plots shows the starting points on section A of periodic orbits ABABABABABxA, where x varies over all the 128 sequences of length 7. The lower line is obtained from periodic orbits ABABABABABxB.
All the points in the upper line in the first plot in figure 5 land on A if the Lorenz equations are solved backwards in time. However, if we continue to integrate backwards some of them land on B and some of them land on A. These points must be separated to see that line split into two. We used periodic orbits of symbol sequences ABABABABABABABABABABABABxAA and ABABABABABABABA BABABABABxBA to obtain the two lines in the second plot in figure 5 . The leading symbol sequence used to zoom in on a segment of the upper line in the first plot must be an extension of ABABABABAB with some more symbols. The extension we used has a total length of 24. Returning to section 2, the reason that a long forward fit is more important than a long backward fit in finding a match for an interval in a given symbol sequence is now clear. It takes 10 forward symbols to define the same scale as a single backward symbol; and 24 forward symbols to define the same scale as two backward symbols. It will take 38 forward symbols to define the same scale as three backward symbols.
It is clear from figures 4 and 5 that the intersection of the Lorenz attractor with a Poincaré section at z = 27 is a Cantor set of lines. The attractor of the flow must then be a Cantor set of leaves. In the geometric model, these leaves are pinched together at the unstable manifold of the origin. We will have more to say about this in the next section.
It is possible to estimate the factor by which the distance between the Cantor lines decreases every time the lines split. Lorenz [10] gave the estimate 7 × 10 −5 . This estimate can be improved slightly. We will estimate the factor by which the distance between the two lines in the second plot of figure 5 is smaller than the distance between the two lines in the first plot. The second plot can be obtained by pushing the first plot forwards in time until it intersects the section A once again. The approximate time for a point on section A to return to section A is 0.72. The rate of volume contraction is 41 3 and the rate of expansion on the unstable manifold is approximately 0.9. This implies that the rate of contraction along the stable manifold is approximately −14.6. Therefore, the distances between the two lines must decrease approximately by the factor e −14.6×0.72 ≈ 3 × 10 −5 . Figure 5 shows that the actual contraction is in-between Lorenz's estimate and this estimate.
Periodic orbits close to the origin
The origin is a distinguished part of the Lorenz attractor. In this section, we compute periodic orbits close to the origin. We also begin to make more careful use of the geometric model to guide our computations. The propositions in this section and another proposition in section 7 assume the geometric model, partly explained in section 1. All the proofs follow standard symbolic dynamics arguments.
Proposition 5.1. The geometric model possesses a periodic orbit with a certain symbol sequence if and only if the one-dimensional map f admits a periodic orbit with the same symbol sequence.
Proof. Assume that the one-dimensional map admits a periodic orbit with a certain symbol sequence. This symbol sequence fixes the u coordinate of the first point of this periodic orbit uniquely. To find a periodic orbit of the geometric model, we need to determine a v coordinate for the given symbol sequence. This can always be done as the geometric model allows a complete, infinite binary tree of Cantor lines (transverse to lines with a fixed u) in the (u, v) plane.
In the geometric model, the u coordinate is mapped independently of the v coordinate. Therefore, the converse follows easily.
Proposition 5.1 allows us to look for periodic orbits by considering only the onedimensional map f . Periodic orbits of the one-dimensional map that pass close to u = ±1 will pass close to the origin in the geometric model. The points u = ±1 correspond to the intersections of the two branches of the unstable manifold of the origin with the sections A and B (see figures 1 and 2) . The point u = 0 corresponds to the stable manifold of the origin. The following proposition helps locate periodic orbits close to the origin. was the last periodic orbit we were able to compute. It is necessary to add the periodic orbits A k B k to the library described in section 2 as they are computed for increasing k. While almost all periodic orbits out of the 111011 periodic orbits with symbol sequences of length 20 or less took less than 15 iterations of the Lindstedt-Poincaré algorithm to compute, the periodic orbit A 23 B 23 took a few hundred iterations, the periodic orbit A 24 B 24 took nearly a thousand iterations, and the periodic orbit A 25 B 25 took tens of thousands of iterations. The periodic orbit A 26 B 26 may not exist. Our computation went into a local minimum of the residual error and was stuck with a relative residual error around 6.0e−4. It is stated in [13] that the unstable manifold of the origin passes However, the separation of trajectories that emanate from the section A into those that return to A and those that land on B is not as clear as in figure 1 . The right-hand plot illustrates proposition 5.2. exists, so must the periodic orbit A 24 B. We tried to test this implication by computing periodic orbits of the form A k B. We were able to compute these periodic orbits up to k = 23 (see figure 7 ), but not with k = 24. Therefore, either the geometric model does not give a completely correct description of the Lorenz attractor or the Lindstedt-Poincaré algorithm fails to compute some periodic orbits that actually exist. We discuss both these possibilities after the next paragraph. Figure 8 shows the periodic orbit A 25 B 7 whose distance from the origin is 0.169. We were unable to compute A 25 B 6 . If that periodic orbit indeed fails to exist, then the symbol sequence of the negative branch of the origin could begin as A 25 B 6 A . . . . However, it is not possible to draw this conclusion with certainty. Data for some of the periodic orbits that came up in this section is given in table 5.
The geometric model of the Lorenz attractor implies that the Cantor leaves of the Lorenz attractor, computed in section 4, are pinched in at the unstable manifold of the origin. Thus the Cantor lines on a Poincaré section at z = 27, such as the ones shown in figure 5 , are tied in at a point that lies on the unstable manifold of the origin. It seems possible that the Cantor lines (or leaves) merge and disappear in a cascade, and not merge simultaneously as the model implies. Our computations provide no direct support to this possibility, however. This alternative picture has implications for symbolic dynamics (e.g. proposition 5.1 will fail) as well as the topology of the Lorenz attractor. These implications apply only in a very tiny region around the first intersections of the unstable manifold of the origin with the sections A and B. The Lindstedt-Poincaré algorithm too becomes unreliable in this region. It appears possible, however, to combine the Lindstedt-Poincaré algorithm with a normal form computation near the origin, such as the one used in [15] . Such a method might be capable of determining the topology of the Lorenz attractor in a small neighbourhood of the origin. To focus this discussion, we ask the following question:
What are the first 250 symbols of the negative branch of the unstable manifold of the origin?
The extended precision computation necessary to answer this question will also shed light on two related matters. The first is the topology of the Lorenz attractor near the unstable manifold of the origin and the second is the question of exactly what symbol sequences are admitted by the Lorenz attractor. Table 6 shows 11 points close to the Lorenz attractor. They were generated using the 7th-order Fehlberg Runge-Kutta method with a constant time step. A random point was integrated for t > 10 000 to generate the points shown in table 6. The time step used was 1 128 for the first two points, 1 512 for the next two, 1 4192 for the ones numbered 7 and 8, and 1 2096 for the others. All these points are a little below the section A.
Density of periodic orbits in the Lorenz attractor I
We wish to find periodic orbits that pass as close to these points as possible. The method used in this section makes no attempt to be clever. A better method, derived using the geometric model in the next section, shows that all these points are as close to the Lorenz attractor as machine precision permits. The simpler method of this section is not so successful, however. We present it nevertheless because it may apply in situations where a detailed geometric model is not available. Table 7 shows the periodic orbits computed using this simpler method and their distances from the 11 points. Although they do pass quite close to the points, the distances are not of the order of machine precision.
The method works as follows. Given a point, it prepares a list of symbol sequences of length from 2 to 32 such that each symbol sequence is the closest to the given point among Table 6 . This table shows points close to the Lorenz attractor. They are numbered from n = 1 till n = 11. The text explains the method used for generating these points. n x y z a large number of symbol sequences of the same length. To begin with, it makes one pass through the library described in section 2 and finds symbol sequences of length 2-13 that are the closest to the given point among symbol sequences of the same length. These 12 sequences are entered into the list. The 12 symbol sequences for the point numbered 7 in table 6 and their distances from that point are shown below.
AB (2) Above and in table 7, the given point is closest to the segment of the periodic orbit after the last symbol, but before the first symbol. To find a symbol sequence of length n, n > 13, the method starts with the symbol sequences of shorter length entered into the list. It inserts a single symbol in one of the last six positions of the previous symbol sequence of length n − 1. It then adds two symbols together in one of the last six positions of the one before the previous symbol sequence. Finally, it adds three symbols together to the symbol sequence of length n − 3 in the list. Of all the possible strings obtained in this way, the symbol sequence closest to the given point is entered into the list as the sequence of length n. Table 7 shows that this simple method does reasonably well. The list can be continued to sequences longer than 32, but these longer sequences do not get appreciably closer to the points in table 6 than the symbol sequences of length 32 shown in table 7.
Density of periodic orbits in the Lorenz attractor II
We will devise another method to find periodic orbits close to a given point on the Lorenz attractor in this section. Table 8 shows that periodic orbits computed by this method come within a distance of about 1e−12 in all 11 cases. Since points near the section A have two digits before the decimal point, 14 digits of the randomly generated points on the Lorenz attractor coincide with some point on the periodic orbits. In effect, we have a method here that merely changes the last digit or two of a given point on the Lorenz attractor and then finds a periodic orbit that passes right through the perturbed point. The proposition below is easily deduced from the geometric model. It forms the basis for a method to find periodic orbits close to a given point on the Lorenz attractor. To obtain a proof for the proposition with A and B interchanged, interchange A and B in the proof and replace J by I .
We will assume the point on the Lorenz attractor to be on the section A. Table 9 shows the points obtained by advancing the points in table 8 till they lie on section A. The proposition Table 9 . This table gives the x and y coordinates of points shown in table 6 after advancing them to the section A. The last column gives the Lyapunov exponents of periodic orbits shown in table 8. Their distance from the corresponding points is of the order of machine precision in every case. n x y λ above leads to a method that can find the u coordinate of a given point p in the geometric model. However, since we wish to carry our computations till the periodic orbit is as close to the given point as machine precision permits, it is also necessary to do something about the v coordinate. The v coordinate of the beginning point of a periodic orbit is determined by the last few symbols in its symbol sequence. Computations in section 4 imply that the last two or three symbols are sufficient to determine the v coordinate. Since the number of possibilities is not too many, we do not attempt to derive a systematic method to find the last few symbols. We simply use a guess for the last few symbols. In the description of the method below, we assume that the last two or three symbols are known to be β. In practice, β is guessed by running the method two or three times. At an intermediate stage in the method, there will be up to five guesses, α i , 1 i 5, for the starting symbol sequence of the given point p. To pass to the next stage, the first step is to trifurcate, following proposition 7.1, from each of the α i . The trifurcation proceeds as follows. Assume that α 1 ends with a B. After all the five sequences either trifurcate or bifurcate, we will be left with at most 15 sequences. Of these, we retain only the five sequences that are the closest to the given point p. The last few symbols must be fixed at β for computing these distances. The five remaining sequences are used to begin the next stage.
For the point numbered 7 in table 9, the beginning collection of α i is:
A dist:0.249867 AA dist:2.98898
At the 7th stage, we are left with the following collection:
ABABBBBABBBA dist:0.000220551 ABABBBBABBBAA dist:0.00120674 ABABBBBABBA dist:0.00535478 ABABBBBABBAA dist:0.00790187
At the 17th and final stage, we have the following collection:
ABABBBBABBBABABAABAAAAAAABBBAABAA dist:1.30158e-12 ABABBBBABBBABABAABAAAAAAABBBAABAAA dist:7.89513e-10 ABABBBBABBBABABAABAAAAAAABBBAABA dist:1.49464e-09
The computation for this point was run with β = ABB. Computation of each of the periodic orbits listed in table 8 using this method involved the computation of a few hundred periodic orbits in the intermediate stages. Table 9 shows the Lyapunov exponents of the periodic orbits that pass as closely as machine precision allows to 11 randomly generated points. The wide variation of Lyapunov exponents in table 9 indicates the difficulty faced by numerical methods that attempt to compute the Lyapunov exponent by direct numerical integration.
Conclusion
Lorenz [10] used numerical integrations to support his argument that bounded, nonperiodic flows are necessarily unstable, and to draw a series of conclusions about the geometry of the Lorenz attractor. His integration used a time step of 0.01 and a one step numerical method (the use of 64 Fourier points per symbol implies that the time step in our computations can be longer). We have obtained plots of the fractal structure of the Lorenz attractor in section 4 and derived a method to compute periodic orbits arbitrarily close to a given point on the Lorenz attractor in sections 6 and 7. From a computational point of view, we have demonstrated the symbolic dynamics approach to the numerical investigation of chaos. Even for the widely studied Lorenz attractor, we have shown that this approach leads to far greater precision and level of descriptive detail than any other approach.
even when the final solution is desired to be as accurate as machine precision allows. Computing the correction with only three digits of accuracy, e.g., is enough to improve the guess by three digits of accuracy, and upon successive iterations, the guess will become more and more accurate. The key is to compute the guess r(τ ) accurately and it is here that the Fourier representation proves essential. (3) There are some auxiliary linear ODEs that arise in the solution of the correction equation [16] . It is convenient to take the step size of the Runge-Kutta method used for solving those ODEs to be equal to the spacing between neighbouring points on the Fourier grid. Data needed for the intermediate stages of the Runge-Kutta methods can be easily obtained by shifting Fourier series. The ability of the methods derived in [1] to compute oscillations, which is due to the use of the matrix exponential by those methods, makes them a good choice in the Lindstedt-Poincaré algorithm. (4) The Lindstedt-Poincaré algorithm presented in [16] uses single shooting to solve the correction equation. A multiple shooting version requires only a slight modification. As even a coarse solution of the correction equation suffices as explained above, even highly unstable periodic orbits can be computed with only a few shooting intervals. For example, a periodic orbit with leading characteristic multiplier of 10 60 can be computed using only five or six shooting intervals.
A particularly felicitous way to improve the convergence of Newton iterations is the dogleg trust region method discovered by M J D Powell (see [4] ). The only ingredient necessary to incorporate the dogleg method into the Lindstedt-Poincaré iteration is a formula for the gradient of the residual. A simple variational calculation shows the gradient along x(τ ) to be For the computations presented in the preceding sections, the above formulae were used to modify the Lindstedt-Poincaré method.
