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Abstract
Modulai' connectionist systems comprise autonomous, communicating modules, achieving a 
behaviour more complex than that of a single neural network. The component modules, 
possibly of different topologies, may operate under various leaining algorithms. Some 
modular connectionist systems are constrained at the representational level, in that the 
connectivity of the modules is hard-wired by the modeller; others are constrained at an 
ai'chitectural level, in that the modeller explicitly allocates each module to a specific subtask. 
Our approach aims to minimise these constraints, thus reducing the bias possibly introduced 
by the modeller. This is achieved, in the first case, through the introduction of adaptive 
connection weights and, in the second, by the automatic allocation of modules to subtasks as 
part of the learning process. The efficacy of a minimally constrained system, with respect to 
representation and architecture, is demonstrated by a simulation of numerical development 
amongst children.
The modular connectionist system MASCOT (Modular' Architecture for iSubitising and 
Counting Over Time) is a dual-routed model simulating the quantification abilities of 
subitising and counting. A gating network lear ns to integrate the outputs of the two routes in 
determining the final output of the system. MASCOT simulates subitising through a 
numerosity detection system comprising modules with adaptive weights that self-organise 
over time. The effectiveness of MASCOT is demonstrated in that the distance effect and 
Fechner’s law for numbers are seen to be consequences of this learning process. The 
automatic allocation of modules to subtasks is illustrated in a simulation of learning to count. 
Intr oducing feedback into one of two competing expert networks enables a mixture-of-experts 
model to perform decomposition of a task into static and temporal subtasks, and to allocate 
appropriate expert networks to those subtasks. MASCOT successfully performs 
decomposition of the counting task with a two-gated mixture-of-experts model and exhibits 
childlike counting errors.
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Chapter 1 
Introduction
The discipline of connectionisin examines the behaviour emerging from networks of highly 
interconnected, yet simple, processors. Iterative adjustments in the patterns of connectivity 
enable these networks to adapt to thefr surrounding environment. As such, it has been argued 
that connectionist networks have the capacity to learn complex, non-lineai* and time-varying 
tasks. A class of connectionist architectures, known as modular neural networks, comprise 
autonomous, communicating modules, achieving a behaviour more complex than that of a 
single network. This thesis explores modular- neural networks, their lear ning behaviour and, 
in particular', their capability to learn to assign modules to tasks.
We compare and contrast modular architectures which have hard-wired patterns of 
connectivity with those that learn tasks but still require the component modules to be 
explicitly assigned to subtasks by the modeller. Such architectures are said to be constrained 
at the representational and local architectural levels, respectively. Our focus subsequently 
turns to a class of modular architecture capable of the automatic allocation of component 
modules to subtasks as part of the learning process; this mixture-of-experts model is an 
example of a ‘committee machine’ which employs a neural network to mediate the responses 
of the modules.
Typically the component modules of a mixture-of-experts model have feedforward 
connectivity which limits their modelling capabilities to static tasks. By introducing feedback 
in the form of recurrent links into one of the component modules, we develop a dynamic 
version of the mixture-of-experts model. The performance of the architecture in self- 
decomposing a task into static and temporal subtasks and in the allocation of appropriate 
modules to those subtasks is demonstrated. The model successfully matches the temporal 
requirements of a task with the dynamic properties of the architecture, lending itself to a 
variety of time-varying applications such as in financial prediction and control systems. Our 
modulai' architectures successfully simulate the quantification abilities of subitising and 
counting amongst children.
In examining current approaches to the simulation of numerical abilities with 
connectionist models, we have noted that single network architectures aie typically employed. 
For example, McCloskey & Lindemann’s (1992) MATHNET model in simulating arithmetic 
fact reti'ieval. However, modular connectionist aichitectures comprising integrated networks, 
each performing paiticular subtasks, clearly lend themselves to the field of numerical 
cognition simulation; the psychological literature contains suggestions that different 
representations of number aie learnt by distinct, yet communicating, modules (Dehaene, 
1992) and descriptions of how the quantification tasks of subitising and counting might be 
split into simpler subtasks (see Gallistel & Gelman, 1992 and Fuson, 1988, respectively).
Occasionally modular connectionist models are employed, whereby complex tasks are 
decomposed by hand and the ai'chitecture’s component modules are individually programmed 
or tiained on the subtasks allocated to them. For instance, Dehaene and Changeux’s (1993) 
model for infants’ detection and representation of numérosities of simultaneously presented 
objects. In this case patterns of activity are stored thiough the hard-wiling of connection 
weights, thereby the behaviour of the system is programmed rather than tiained. We extend 
this work by building an alternative modulai* aichitecture for numerosity detection which self- 
organises over time. The psychophysical functions of the distance effect and Fechner’s law 
for numbers are seen to be consequences of the learning process undertaken by the modules.
Under this modelling approach, aichitectures are designed to mirror the division of 
subtasks advocated by cognitive psychologists and cognitive neuroscientists with the learning 
of subtasks by modules at vaiying times reflecting progression through developmental stages. 
Whilst a modular neural network with adaptive weights is not constrained at the 
representational level, it may be seen in terms of being constrained at an architectural level, in 
that the modules are allocated subtasks by the modeller. In subsequent work we turn to a 
modelling paradigm whereby decomposition of the task and allocation of modules to subtasks 
takes place automatically as part of the learning process.
The mixture-of-experts model is capable of the decomposition of a task and the allocation 
of subtasks to modules on the basis of the computational properties of those modules. Jacobs, 
Jordan and Barto (1991) demonstiated this capability by simulating the decomposition of the
“what/where” visual task into two static subtasks. We develop this model by introducing 
recurrent links and simulate the decomposition of a task into static and temporal subtasks. 
The architecture is then adapted for the modelling of the acquisition of verbal counting. 
Whilst previous researchers have modelled one of the two subtasks involved in counting, 
those of pointing to objects or generating the number words, the mixture-of-experts model 
may provide an insight into how the two may be co-ordinated. EiTors in both subtasks are 
found to be consistent with childlike err ors reported in the literature, suggesting the feasibility 
of a modular* approach to cognitive modelling.
1.1 Modular Neural Networks
Modularity has become a key, interdisciplinary theme in describing the organisational 
properties of the brain. Neuroscientists, on the one hand, view modularity as decomposition 
on a physical level: cell assemblies, or modules, comprising highly interconnected neurons in 
localised regions of the brain are considered to act autonomously. Collections of these 
modules across distinct regions of the brain then form higher levels in the hierarchically 
organised system. Cognitive scientists, on the other hand, regard the brain as modular* on a 
functional level: modules are encapsulated and process information relevant to a particular 
function. In other words modules are identified here by domain specificity rather than by 
component proximity.
Given that the architecture of connectionist models comprise simple, yet numerous, 
processing units and a mass of modifiable connections, they provide a structure more neurally 
plausible than symbolic approaches to modelling. Therefore cognitive neuroscientists are 
articulating their work in terms of connectionist simulations of human behaviour, with the 
intention of unifying the fields of neuroscience and psychology. As a consequence, 
modular ity is a topic beginning to flourish in the connectionist literature too.
In his modularity thesis, Fodor* (1983) presents a detailed description of his notion of a 
modular* cognitive system. Here, component modules are considered to be communicating, 
autonomous and special-purpose. Marr (1982) supported a similar position when considering 
the human visual information processing system. He viewed it as comprising devices, each
functionally independent and distinct in purpose. The language processing system has been 
described likewise (De Bleser, 1988).
Today, modularity is a term also present in the literature on numerical cognition. The 
centrally proposed models are modular* in architecture, like McCloskey, Caramazza and 
Basili’s (1985) model of numerical processing and calculation (but, see Campbell & Clark, 
1988) and Dehaene’s (1992) triple-code model, which comprises separate modules for* 
different representations of number*. Dehaene and Cohen (1995) have elaborated upon the 
triple-code model, by suggesting a neuro-functional model identifying which representations 
of number are accessible to each hemisphere of the brain. These researchers support the idea 
that numerical processing is the result of cognitive functioning across multiple regions of the 
brain, referred to as ‘networks of brain areas’ (1995:84).
A motivation for connectionists in investigating the concept of modularity relates to 
computational advantages over non-modular* systems. For computer scientists, modularity is 
seen as decomposition on a computational level: modules represent problems, smaller and 
more manageable than the original, where the final solution is achieved by combining the 
results of the individual modules. Connectionists have employed this divide-and-conquer 
method to model tasks which are suitable for* decomposition into simpler* subtasks, in such a 
way that individual neural networks model specific subtasks, yet these networks are 
interconnected in some manner. The resulting architectures have been found to be favourable 
over* single network models with respect to issues such as generalisation, speed of learning, 
interpretable representation, reduction of temporal and spatial crosstalk (see sections 4.3.1 
and 4.4.1, respectively), scaling and ease of modification of architecture (Hampshire & 
Waibel, 1992).
Neural networks which perform complex functions by dividing the problem into subtasks 
have been referied to in the connectionist literature as modular neural networks. Currently 
there is no consensus as to the definition of a modular* neural network and a systematic 
approach to their use is yet to be found (Ronco, Gollee & Gawthrop, 1997). However one 
characteristic is shared by the various definitions found in the literature. This suggests a 
modular* connectionist architecture to be a linked collection of functionally independent
neural modules which interact to accomplish a complex computation. The component 
networks, each specialising in a subtask and possibly demonstrating non-linear behaviour, 
have become termed expert networks by Jacobs, Jordan and Barto (1991:227). Modular-type 
connectionist architectures share this notion of localisation of function but differ in the way in 
which modules are permitted to communicate and how the final outcome of the system is 
determined. For example, some perform subtasks in a serial manner, co-operating by passing 
the output activation of one module to the input layer of another, whilst others execute 
subtasks in parallel.
The notion of modularity has influenced some reseaichers to combine a range of learning 
strategies, known as hybrid learning (Bose & Liang, 1996:391), for cognitive modelling. A 
blend of supervised and unsupervised learning par adigms allows categorisation of patterns 
into pre-defined classes to take place within the same model as the clustering of patterns to 
reflect their probability distribution. An example of a neural architecture which exhibits 
hybrid learning is Hecht-Nielsen’s (1987) counterpropagation network. The model integrates 
the clustering effect given through the competitive learning process described by Kohonen’s
(1990) self-organising algorithm with the supervised categorisation of those organised 
patterns into discrete classes.
In this thesis we examine two notions of modular connectionist aichitecture, referring to 
them as non-gated and gated models. Non-gated aichitectures comprise autonomous, yet 
communicating, neural networks where the output of one network acts as input to another 
within the system. The component networks may employ different learning algorithms and 
vary in architecture. Researchers such as McClelland and Plunkett (1995) view the brain as a 
‘network of networks' (1995:196), structured in some way even before the infant receives 
input from the environment. As such, the non-gated modular connectionist architecture 
seems suitable for modelling theories of cognitive development; pre-stiucturing may be 
simulated through the choice and arrangement of component networks whereas experience 
can perhaps be modelled thiough the gradual modification of links within these networks. 
Qualitative changes may further be achieved through the co-operation of the individual 
networks.
Gated modular aichitectures also combine leaining paradigms. Here the component neural 
networks leain patterns under a supervised algorithm, but create a semblance of unsupervised 
learning in that the networks compete against each other in order to leain the patterns 
(Haykin, 1994). The individual neural networks, operating in parallel, do not communicate 
directly but via a gating network which decides upon the final output of the system. The 
advantage of introducing a gating network into a modular architecture is that it enables the 
system to perform automatic decomposition of a task into subtasks.
Numerical development comprises a specti'um of pre-verbal and language-dependent 
mathematical abilities, from numerosity discrimination to verbal counting. Therefore an 
appropriate framework for modelling numerical development appears to involve a range of 
neural networks employing different learning stiategies including supervised and 
unsupervised models. This may help in the understanding of how learning can proceed with 
and without envii'onmental feedback. Thus, the employment of a range of learning 
algorithms in a single architecture, as exemplified by modular* connectionist models, appears 
appropriate for the modelling of the acquisition of ear ly numerical abilities.
1.2 Connectionist Modelling of Cognitive Development
Computer models with dynamic properties are required for the simulation of developmental 
change. According to Simon and Halford (1995), the construction of a computational model 
of development initially involves building a model to replicate the behaviour of a child or !
adult at a specific developmental stage. The modeller is then required to identify a tr ansition |
Imechanism which, when applied to the existing model, will tr ansform its behaviour into that |
of an advanced stage in the developmental progression. As the transition mechanism operates i
over time, intermediate stages in the output of the system should reflect changes in the :
behaviour experienced by humans. In addition, the final behaviour exhibited by the system j
should correspond to the level of competence achieved by humans after development has ;I Itaken place.
1.2.1 Simulation of ‘psychologicaf data
Under the traditional symbolic approach, transition mechanisms operate by making inferences 
over propositions and generate new propositions, describing cognitive tasks in terms of 
explicit rules. However, researchers, such as McClelland (1995), believe that there aie roles 
for both implicit and explicit knowledge in directing behaviour. The introduction of 
connectionism has indicated how systems of rules can be modelled in terms of implicit 
paiameters. Thiough the gradual modification of a set of adjustable weights, neural networks 
can model qualitative changes over time without being pre-programmed, simulating 
developmental stages through the organisational changes which take place.
Neural networks are often chosen over symbolic systems for modelling psychological data 
due to their capabilities to reproduce characteristics of the human brain especially parallelism, 
generalisation, graceful degradation, in addition to attaining knowledge thiough learning. A 
further important issue to take into account in modelling development, and one which can be 
met by a connectionist simulation, is that of the learning paradigm in which the transition 
mechanism operates. The two extremities, into which learning paradigms fall, relate to 
whether learning is regarded as being unsupervised in nature and therefore biologically- 
motivated, or supervised by a external teacher and hence enviionmentally-determined. Often 
transition mechanisms employ a learning procedure which operates in one context or the 
other; neural networks can model either unsupervised behaviour in which no environmental 
feedback is requiied to guide the learning process, or supervised procedures through the 
modification of connection weights in response to externally-provided feedback.
This final point forms part of the wider debate concerning the roles of, and interactions 
between, nature and nurture in cognitive development. If individual modules accommodate 
specific functions, then do those modules acquiie their domain-specific content via a form of 
innateness or through experience? Developmental connectionists have addressed this 
question in terms of the nature of the learning mechanisms utilised by the modules; 
connectionist simulation has indicated that perhaps general-purpose mechanisms, for example 
the backpropagation learning algorithm, are sufficient for acquiring representations applicable 
to a specific task (McClelland & Plunkett, 1995).
Authors Aspect of Development Connectionist Architecture 
(and learning algorithm)
Rumelhart & McClelland 
(1986a)
Acquisition of past tense Single-layered feedforward network 
(perceptron learning algoritlim)
Elman (1990) Phoneme prediction Simple recurrent network 
(modified backpropagation)
Plunkett, Sinha, M0ller & 
Strandsby (1992)
Association of images and 
labels
Feedforward ar chitecture 
(backpropagation)
Plunkett & Maichman (1993) Acquisition of past tense Feedforward ar chitecture 
(backpropagation)
Abidi (1994) Language acquisition Modular feedforward network 
(various algorithms)
Mareschal, Plunkett & Harris 
(1995)
Tracking and object recognition Modular" feedforward network 
(various algorithms)
Shultz, Schmidt, Buckingham 
& Mar eschal (1995)
Range of phenomena including 
balance scale task and sériation
Network-growing feedforward model 
(cascade-correlation)
Table 1.1. Examples of connectionist models of cognitive development reported in the literature.
In Table 1.1 we outline a number of connectionist models built to simulate aspects of child 
cognitive development. Although many of the earlier models employed the backpropagation 
learning algorithm, each was capable of displaying a transition across developmental stages 
without requiring alterations to the existing architecture, learning algorithm or input 
representation. Recently, more complex architectures have successfully been applied to this 
field; fkst, modular aichitectuies which simulate qualitative changes through the co-operation 
of individual existing networks; and, second, cascade-conelation networks which operate by 
recruiting extia hidden layer nodes during training. The modular approach is exemplified by 
Mareschal et al.'s (1995) model of visual tracking and identification of an object, in which 
the “what” and “where” subtasks are explicitly assigned to two distinct processing pathways
through the model. It is precisely by modelling the “what” and “where” tasks that Jacobs, 
Jordan and Barto (1991) demonstrated how, by introducing a gating network, modulai' 
architectures are capable of allocating subtasks to modules automatically. Connectionist 
architectures in which the subtasks are assigned to modules thiough pre-programming, and 
automatically, will both be examined in this thesis in the context of simulating numerical 
development.
1.2.2 Numerical cognition
The nature of mathematical thinking is a current concern for a wide range of disciplines. The 
central theme, particularly for cognitive neuroscientists and developmental psychologists, 
relates to the domain of numerical cognition. The concept of number has been considered by 
philosophers for centuries, from the Platonist’s view of abstract, mind-independent objects, 
through to the Empiricist’s perspective that number knowledge is acquiied tlirough 
observation of the physical world, via the senses. Empiricists such as Kitcher (1984) believe 
that the psychological investigation of mental processes may shed light upon the 
philosophical understanding of number.
Aspects of numerical cognition are regarded as culturally-supported due to the fact that 
numerical systems vary between some societies and do not even appear* to be present in 
others. For* example, aboriginal Austialian vocabularies do not contain verbal count words. 
According to a discussion by Crump (1990:31), in societies where linguistic counting systems 
are absent alternative quantification methods may be employed, such as pointing to regions of 
the palm, pairing one set of objects with another, or, as stated by Saxe (1982), pointing to 
body parts. Hence, for number to be communicated within a society, explicit verbal tags 
representing numbers are unnecessary, provided that rules of a specific numeric system can 
be conveyed.
Increasingly, empiiical results are suggesting that humans possess a set of numerical 
abilities which aie unielated to cultural exposure. Evidence for this rests with findings that 
human infants are capable of representing and discriminating small numbers and, according 
to Wynn (1995), are able to reason about numbers. Gallistel and Gelman (1992) regard the
foundations of pre-verbal numeric abilities to be in the cognitive processing abilities of 
animals. Indeed, animals have been found to possess numeric abilities (O’Leary, 1998), for 
example, they can discriminate on the basis of the numerosity of sthnuli. This has prompted 
Gallistel and Gehnan to argue that an investigation of the foundation of numerical abilities 
may lead to a reconciliation between the cognitive processing of animals and of humans. 
They consider such a task to be achievable because significant empirical data has been 
collected relating to the numerical abilities of both.
In this thesis we focus on the capability of humans to obtain a mental representation of 
numerosity by abstracting number from an array of objects, by modelling two quantification 
processes and proposals regarding their development. One of the quantification abilities 
modelled is to subitise, which is to apprehend immediately the number contained in a small 
sample. Adults are often able to subitise sets of up to four or five items. The pre-verbal 
mechanism for discriminating between small numbers is thought, by some, to underlie its 
development. The other numerical ability modelled in this work is the most well-defined 
method of the quantification processes available to humans, that of counting. This operation 
involves the pairing of objects with numeric labels, in order to obtain the numerosity of a set. 
Terms coined by Gelman and Gallistel (1978) will occur thioughout this thesis. These 
include the term numerosity to express the quantity of a set and numeron for the mental 
representation of a numerosity.
Cognitive neuropsychological investigations have led to proposals that humans have more 
than one mental representation for number (Dehaene, 1997), but researchers are in 
disagreement as to how these representations are integrated (for example, Dehaene, 1992; 
McCloskey, Caramazza & Basili, 1985). Of the suggested theoretical models for number 
processing, Dehaene’s (1992) triple-code model accounts for numerical abilities in infancy, as 
well as in adulthood. The model, shown in Figure 1.1, comprises three components, each 
having an alternative representation for number and each used in specific numerical 
processing operations: Fkst, is the analogue magnitude representation, where activation 
across a number line corresponds to numerosities. This is thought to be employed in pre­
verbal numerical abilities and in the quantification processes of subitising and estimation;
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Figui'e 1.1. A simplified version of Dehaene’s (1992) triple-code model for numerical cognition.
Second, is the auditory verbal word frame. Here number is represented as a word or sequence 
of words, processed by language modules and engaged in spoken and written number 
operations, such as counting and the retrieval of arithmetic facts; Third, is the visual Aiabic 
number form which is employed in Arabic numeral reading and writing. The triple-code 
model has inspired the manner in which numbers are represented in the simulations presented 
in this work; number is represented as magnitudes in terms of subitising and verbally in the 
context of counting. Bi-directional connections linking these two representations of number, 
as supported by Gallistel and Gelman (1992) as well as proponents of the triple-code model, 
are also simulated.
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1.2.3 Simulating numerical development
The main advantage of building a computational simulation of a psychological theory is that 
implementation and testing of the model provides a detailed account of the theory under 
examination. Additionally, a computational model enables the modeller to observe the 
internal workings of a mechanism that results in a particular task, for example, the learning 
process and the internal representations. These can be examined and modified, unlike in the 
processing of a human brain. Furthermore, and with particular' reference to simulating 
development, a computer program allows environmental inputs, representational and 
architectural constraints, and more interestingly, their interactions, to be explored. Each of 
these issues apply to the domain of numerical development simulation, a field which has been 
the focus of few computational modellers.
Experimental investigation in the field of mathematical development is being conducted 
with respect to the quantification capabilities of animals as well as pre-verbal and verbal 
humans. In spite of the recent advances from both cognitive psychologists and 
neuroscientific perspectives, previous computer-based simulation work has focused upon 
modelling mathematical operations, especially arithmetic tasks, rather than on the elementary 
enumeration abilities which may underpin these operations. For example, a number of 
modellers of numerical cognition have been inspired to employ connectionist architectures in 
simulating the learning and retrieval of the arithmetic facts under supervised learning 
procedures.
Number Magnitude representation Hybrid representation
1 + + H---------------- o n e  + + H...... ................
2 —h + H--------------- t w o  —b + 4----------------
3 ---- ------------------ t h r e e  — h4*4-------------
Table 1.2. Representations of numbers employed by connectionists in models 
of aritlimetic fact retrieval.
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Tliree models have been proposed which encode number as magnitude by representing 
each number as the activity of a different location on a topographic map, as shown in Table 
1.2 (McCloskey & Cohen, 1989; McCloskey & Lindemann, 1992; Dallaway, 1994; see 
Anderson, 1995b for a summary). In contrast, an approach to number representation in the 
form of a hybrid, consisting of a magnitude component as well as a symbolic part, was 
chosen by Anderson, Spoehr and Bennett (1994) in their brain-state-in-a-box model. Such a 
representation, Anderson et a l (1994) argue, permits a simple shift between the symbolic 
patterns and their corresponding magnitudes, since the two become associated with each 
other. We note that this representation, combining a magnitude representation with a 
description of the linguistic token for the number, bears a closer resemblance to arithmetic 
fact retrieval under Dehaene’s (1992) triple-code model: in his model, the representation of 
number employed in arithmetic fact retrieval is the auditory verbal word frame, and not a 
representation which exclusively features the magnitude of a number.
Simulations of earlier numerical abilities displayed by infants and young children have 
also been modelled with connectionist architectures; Dehaene and Changeux’s (1993) 
connectionist architecture simulates the acquisition of the ability to compare numerosities and 
an understanding of the concepts ‘larger’ and ‘smaller’. Two limitations of this model that 
concern us are as follows: first, the primary component of the model, which detects 
numerosity, is not adaptive in that the connection weights are permanently set by hand; and, 
second, the model does not simulate the acquisition of later-occurring linguistic skills such as 
verbal counting.
Other models which do attempt to imitate the numerical competence of counting focus 
either on responding to individual items (Amit, 1988; Hoeksfra, 1992), or on the acquisition 
of the number word sequence (Ma & Hirai, 1989). The limitation of these models is that they 
do not consider the co-ordination of the two subtasks involved in counting: pointing in turn to 
objects and supplying an appropriate number word for each.
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1.3 A Modular Connectionist Architecture for Simulating Static and 
Temporal Tasks
The limitations of the connectionist simulations of eaiiy numerical skills described in the 
literature may be overcome by adopting a modelling approach whereby co-operation and 
competition takes place across learning modules in a modular architecture. The system 
presented in this thesis, called MASCOT (Modular Architecture for Subitising and Counting 
Over Time) is an application of this method. The simulation system comprises neural 
network modules which may be connected in such a way to communicate diiectly or via 
gating networks. As such, the efficacy of modelling cognitive abilities within different 
modular frameworks can be assessed. The system comprises over 12,000 modifiable 
connections across eight neural networks, of which a mixture-of-experts model consists of a 
further two expert networks and two gating networks. MASCOT runs on a Sun SparcStation 
under the Solaris 2.4 operating system. The source code is written in a combination of C and 
the object-oriented language C++.
Architectural Features
MASCOT, a recurrent modular connectionist system, is an organised hierarchy of adaptive 
modules. The principle of divide and conquer is applied at two levels. At the higher level a 
gating network learns to mediate the responses of two routes computing static and temporal 
tasks (see Figure 1.2) and, at the lower level, the routes themselves are modular architectures 
exemplifying co-operating and competing systems of neural modules respectively. The main 
component of the temporal route, shown in Figure 1.3, is a dual-gated mixture-of-experts 
model with competing feedforward and recuiTent expert networks and capable of autonomous 
task-decomposition. The system combines the advantages of modularity in terms of efficient 
tiaining and reusable modules with the power of modelling dynamic behaviour: at both levels 
of hierar chy the computation performed by the system is decomposed into static and temporal 
subtasks, explicitly by the modeller at the higher level and as par t of the leaining process in 
the competing route at the lower.
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Input
Gating
Network
Static
task
Temporal
task
Output
Figure 1.2. MASCOT’S modular architecture comprises two routes, for processing static and temporal 
tasks. At this level, the modeller explicitly allocates tlie routes to specific tasks.
Gating
Network
Recurrent
Expert
Network
Output of 
subtask 1
Input
Feedforward
Expert
Network
Output of 
subtask 2
Gating
Network
Figure 1.3. The temporal route through MASCOT includes a dynamic version of the dual-gated mixtuie- 
of-experts model. This model is capable of self-decomposition of a task into static and temporal subtasks 
and of the allocation of its feedforward and recurrent expert networks to those subtasks.
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Application
MASCOT has been applied to the simulation of one of the key conceptual acquisitions made 
by children, that of quantification (see Figure 1.4). Input to the model is a scene of multiple 
objects of various sizes, presented simultaneously on a two-dimensional retina. The system 
attempts to output a verbal representation of the caidinal number describing the set of objects. 
Quantification takes place via one of two routes, exemplifying the static and temporal 
pathways through the model: Under the subitising route, the numerosity of the objects is 
detected according to a parallel process, represented first as a magnimde and then mapped 
onto a verbal representation; In contrast, the objects are enumerated in a serial manner under 
the counting route, whereby individual items are labelled with representations of number 
words in turn. The gating network is responsible for deciding which route provides the final 
output of the system. When an immediate response is required the gating network outputs the 
result of the faster method of quantification, that of subitising, otherwise the car dinal number 
is provided by the temporal, and perhaps more accurate, process of counting.
Visual
Scene
Gating
Network
Counting
route
Subitising
route
-► "three"
Cardinal 
number 
response
Figure 1.4. The MASCOT system has been applied to the simulation of two quantification skills; tlie static 
route models subitising, whereas tlie time-dependent task of counting is exemplified by the temporal route.
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Observations from developmental psychology
A set of psychological observations, based on many of the experimental findings in the field 
of early numerical cognition, have guided the design of MASCOT. Table 1.3 outlines eight 
observations and the corresponding connectionist architectures that MASCOT employs in 
order to accomplish their' simulation.
Psychological observation Implementation
Eai'ly numerical development encompasses both pre-verbal and 
language dependent abilities.
Modular neural network with 
various learning paradigms
(sections 3.4, 3.5, 4.4)
Numerical development is accomplished in stages, where the 
later-occurring stages build on knowledge of the former.
Recruitment of modules to a 
modular architecture
(section 3.5)
Stages of numerical development vary according to those for 
which lear ning is biologically determined and for those for which 
it is environmentally-dependent.
Self-organising and supervised 
learning algorithms
(sections 3.4.1, 3.5.3, 4.4.3)
At first, only one representation of number is available to the 
infant. This is a magnitude representation for number which is 
char acterised by the distance effect and Weber-Fechner’s law.
Kohonen featm e map
(section 3.4.1)
The initial pre-verbal stage is a biologically-determined ability to 
discriminate between small numerosities, which underlies tire 
ability to subitise.
Self-organisational changes
(sections 3.4.1, 3.5)
Witli the acquisition of a language, infants and young children 
lear n to recite an ordered list of number words.
Recurrent network
(section 4.3.2)
A temporal method of quantification, described by the how-to- 
count principles, is learnt through repeated experiences of verbal 
counting.
Supervised mixture-of-experts 
model
(section 4.4.3)
Learning of tire relationship between a pre-verbal magnitude 
representation of number and the corresponding number word is 
achieved through experiences in which numerosities and their 
matching number words aie encountered simultaneously.
Bi-directional Hebhian links 
connecting two Kohonen maps 
(section 3.5.3)
Table 1.3. The modular approach behind tire MASCOT system enables a range of stages in numerical 
development to be simulated.
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The simulations we present encompass both skills available to infants before entering a 
school environment and those learnt by older children through supervision; the pre-verbal 
ability of numerical discrimination and its development into subitising, and the linguistic 
quantification of objects through verbal counting. Psychologically-observed effects are 
identified through the evaluation of the simulations with regaid to generalisation capabilities, 
psychophysical functions and error rates.
Implementation issues
In this subsection, the implementation details of the two individual processing pathways 
through MASCOT are described. Having discussed the subitising and counting routes in 
mrn, we consider the input and output representations of the system.
The architecture of the subitising route exemplifies a non-gated modulai- approach to 
connectionist modelling. Subtasks are assigned by hand to the individual modules, the 
topologies and learning algorithms of which are chosen to specify the behaviour requiied of 
the network; the modules in the subitising route aie Kohonen feature maps for the clustering 
of points in multi-dimensional space onto a one-dimensional or two-dimensional surface and 
Hebbian links for recall through the association of stored patterns with presented patterns. 
The key module (Figure 1.5) is a Kohonen map which learns to represent numbers as 
magnitudes. This map is comiected, via Hebbian links, to an additional Kohonen map which 
features a verbal representation of number. Having trained the modules individually on self- 
organising algorithms described by the unsupervised leaining paradigm, the networks are 
connected together in series allowing communication to take place during testing. The 
feedforward connectivity of the modules constiains the subitising route to model static tasks 
only.
Magnitude ^  
representation for 
number
k^  Kohonen map y
Figure 1.5. The key module in MASCOT’S subitising route is a neural 
networks which learns a magnitude representation of number.
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The primary component of the counting pathway is the mixture-of-experts model, shown 
in Figure 1.6, which is an example of a gated modular architecture. In contrast to the notion 
of modularity described above, this model decomposes tasks into subtasks and allocates the 
subtasks to component expert networks itself. Communication between expert networks 
takes place via two gating networks which mediate the outputs of the individual networks. 
Training of the counting model entails the expert networks competing in order to learn 
supervised tasks. The model successfully decomposes a taught counting task into the two 
sequential subtasks of pointing to each object in turn, and of generating the list of number 
words. Whilst a feedforward component is sufficient for simulating the pointing subtask, a 
recurrent network is required to model the temporal behaviour of recalling the next number 
word in the sequence. Thus, MASCOT demonstrates the capability of a recurrent version of 
the mixture-of-experts model to decompose a task into static and temporal subtasks.
Input
Number
word
output
Next 
object 
to be 
pointed
Gating
Network
Gating
Network
Recurrent
Expert
Network
Feedforward
Expert
Network
Figure 1.6. The counting model is a two-gated modular architecture with feedforward and recurrent expert 
networks. The model learns the subtasks involved in counting: the static subtask of pointing to objects in 
the visual scene in turn; and, the temporal subtask of generating tlie number word sequence. The model 
allocates the appropriate expert networks to each subtask.
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The input to the subitising and counting routes through the model must be of a symbolic 
form that can be processed by both the magnitude representation network and the counting 
model. Similarly, the outputs of the two routes aie required to share a representation that can 
be used by a gating network to determine the final output of the model. These requirements 
are met by three additional modules as explained below.
The input to MASCOT is a ‘retina’ on which multiple objects can be simultaneously 
displayed. For a model which quantifies the number of items presented across a visual scene, 
the capability of invariant pattern recognition is requiied: when quantification is carried out 
through a counting process, the network should attend to each item independent of size; for 
subitising, the network is requiied to respond to items independent of size and location. 
However, visual information processing is, in itself, a complex system to simulate 
(Humphreys & Quinlan, 1987). The problems of scaling-invariant and translation-invariant 
recognition are resolved by MASCOT in a simplistic manner, through the use of second-order 
neural networks and weight sharing techniques respectively.
Subitising Route C  Gating \i K r / i i D r t  J
Translalion-
inviiriant
representation -*
Mugnitodc 
representation for 
numlicr -
' '  Bi- ' '
directional
connections ->
^  Verbal ' '  
representation for 
numltcr
^  Weight-sharing net K ohonen  m ap ^  H ehbion n e n svrk  y Kohonen map J
/■ ^ ^  Cardinal
Visual scene displayinj number i
mulljplc objects representation response
Retina Second-onlernels y /  j\  i Cuuntingmodel
Mixture-uf-
/ Cardinal \
number
response
\ hfadnliae /
Counting Route
Figure 1.7. MASCOT’s detailed architecture for simulating subitising and counting. Objects displayed in 
the visual scene may by quantified in a parallel manner according to the subitising route, or serially via the 
counting route. The gating network mediates tire responses of tire routes.
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Recall that the outputs of the two routes are mediated by a final gating network. Whilst 
the subitising route produces a single output, the counting route responds with an output on 
every time-step. MASCOT achieves a single output from the counting route through a 
Madaline network which filters the responses of the mixture-of-experts counting model. The 
resulting architecture is displayed in Figure 1.7.
1.4 Structure of the Thesis
This thesis examines the potential of new developments in artificial neural networks, related 
to the use of committee machines, in two important respects. The first innovative point 
concerns the use of psychological theories, references to which are seldom used in computer- 
based simulations. Our initial model, simulating subitising, makes the psychological 
assumption that an accumulator mechanism enables numerosity discrimination to be 
performed. Moreover the psychophysical functions of the distance effect and Fechner’s law 
are seen to be emergent properties of a self-organised neural network, and thereby hard­
wiring of connection weights is not required for their simulation.
The second, perhaps more important, point relates to the question of how the different 
subtasks comprising a complex problem can be assigned to various processors. Typically in 
neural network simulations, tasks are decomposed into subtasks and assigned to modules by 
the modeller. The mixture-of-experts model can be viewed as an attempt to reduce such a 
bias, whilst preserving the notion of the multiplicity of (sub)tasks. Our work in simulating 
counting, explores the computational properties of a recurrent version of the mixture-of- 
experts model. The topology of the expert networks is shown to be crucial in the allocation 
of subtasks to the most relevant experts. Interestingly, when the topologies of the expert 
networks are more complex than they are requiied to be for learning a particular subtask, the 
model tends to be less successful in allocating the appropriate expert to each subtask. Finally 
the two models are interconnected to form MASCOT, a system which models subitising as a 
simple, fast yet reasonably accurate quantification skill and counting as a complex, slow and 
reasonably accurate alternative. The system may be used to examine issues in child 
development related to the interplay between subitising and counting enumeration strategies.
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This thesis contains four further chapters. Readers familial* with material on connectionist 
architectures may wish to omit Chapter 2, which provides a classification of neural network 
architectures in order to explain our choices of architecture in building a simulation system. 
Initially, the structure and fonction of nodes comprising a connectionist model are described. 
We then turn to a discussion on the leaining capabilities of neural networks and an 
explanation of how the environment, in which a network is situated, can affect the learning 
process. Examples of both non-modular and modular architectures are described. The first 
class encompasses feedforward and recurrent models, whilst the later includes both non-gated 
and gated models.
In Chapter 3 our connectionist experiments focus upon employing non-gated modular 
aichitectures, through a simulation of the acquisition of the earliest, spontaneously occurring 
numerical abilities. Our work is compared to Dehaene and Changeux’s (1993) hard-wired 
model of numerosity detection. We focus on self-organisation as a metaphor for 
understanding the acquisition of the pre-verbal ability to discriminate between numerosities, 
and demonstrate how a numerosity detection system may be considered to underlie the 
quantification process of subitising.
Chapter 4 describes a number of simulations using gated modular* architectures capable of 
automatic decomposition. The one-gated and two-gated models of Jacobs, Jordan and Barto
(1991) are described in the context of decomposing tasks into static subtasks. We show the 
capability of a mixture-of-experts model with feedforward and recurrent expert networks to 
decompose a task into static and temporal subtasks. The performance of the architecture in 
simulating the acquisition of a verbal counting system is presented. The resulting counting 
model is combined with the subitising model of the previous chapter to form our* simulation 
system, MASCOT.
In Chapter 5 we present our* conclusions that both gated and non-gated modular 
connectionist architectures are suitable for modelling aspects of cognitive development. 
Moreover, the dynamic gated connectionist architecture developed in Chapter 4 has the 
property of automatic task assignment, and as such, may have applications in a range of 
domains. Future work is also proposed in this chapter, related to extending our simulation 
system and to the lesioning of the system for simulation of numerical disorder. Finally, 
architectural details of the simulations described in the main body of the thesis can be found 
in the Appendix.
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Chapter 2 
A Classification of Connectionist Architectures
2.1 Introduction
Psychologists, investigating cognition, theorise about mental processes, but models which are 
capable of reproducing observed psychological data are requiied to test theories. Insights into 
the processes can be inferred through the study of simulations with models which resemble 
the mental processes in function and in structure. Simulation, in particular that which is 
neural network-based, additionally provides a medium for investigating the properties of the 
computational models employed. The three classes of aichitecture into which the neural 
network models used in our simulations fall, are identified within this chapter.
Despite the fact that nodes do not resemble neurons directly, neural network architectures 
do reflect a number of characteristics of the brain such as the large number of highly 
connected, slow processing units, the transmission of excitatory or inhibitory signals and 
learning through the modification of the connections. As such, neural networks have been 
applied in modelling a range of perceptual and cognitive processes. In particular, networks in 
which the activation flows forward through the architecture have been widely employed in 
simulating cognitive behaviour. These networks are capable of learning static, that is, time- 
independent, input-output mappings. However, vision, language and, indeed, numerical 
processing tasks can be regarded as temporal in nature. Connectionist architectures known as 
recurrent neural networks are capable of simulating time-dependent behaviour, through the 
use of feedback. The output of such a network is influenced by both the current input and by 
states of the network at previous time-steps.
Connectionist architectures are generally based on the use of a supervised, reinforcement 
or unsupervised learning paradigm. A modelling framework which combines learning 
paradigms lends itself to the simulation of numerical development: supervision for abilities 
which are subject to environmental experience, for example, those detemrined by linguistic 
knowledge such as in acquiring verbal counting systems; reinforcement for conditioned skills.
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for instance, in training animals to carry out specific actions in response to different 
numerosities; and, self-organisation or ‘no supervision’, for modelling pre-verbal, 
spontaneously emerging skills such as the discrimination of small numerosities by human 
infants. As we shall see, one type of neural network, that of modular architecture, combines 
learning paradigms; they either allow individual modules to employ distinct algorithms for 
learning subtasks or permit the modules to compete against each other in order to learn 
supervised tasks.
Connectionist Architectures
I----------------------'--------------------- 1
Non-modular Modular
I I I I
Feedforward Recurrent Gated Non-
I__________________   !____________  gated
First- Higher- Fully Partially
order order recurrent recurrent
Figure 2.1. A taxonomy of connectionist architectures.
A taxonomy of connectionist architectures, dividing networks into non-modular and 
modular networks, is provided in Figure 2.1. Each element will be expanded upon in the 
main body of this chapter, and accompanied with examples of appropriate leaining 
algorithms. Architectures which are non-modular, that is, single network models, are 
grouped here into those which include feedback connections and those which do not. For 
feedforward architectures, examples of first-order networks operating under each of the three 
learning paradigms will be provided: backpropagation networks for supervised learning; 
Hebbian links for reinforcement; and, Kohonen maps as operating under an unsupervised 
leaining paradigm. This section is accompanied with a short description of second-order 
networks and their use in solving the problem of invariant pattern recognition. In the context 
of recurrent networks, we focus on those known as partially recurrent, in which only a subset 
of nodes process feedback after a strict delay of one time-step. Finally, we consider the class
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of modular architectures by dividing it into those which employ a gating network to mediate 
the responses of individual modules and those for which a gate is unnecessary. Examples of 
gated modular architectures may be further subdivided into those which perform automatic 
task decomposition, for example, the mixture-of-experts model, and those which do not, for 
instance, the Meta-Pi network.
2.2 Structure and Function of Biological and Artificial Neurons
Neural networks, connectionist models and parallel distributed processing systems refer to 
networks composed of highly interconnected units which are capable of representing and 
processing information in parallel. The design of these models was inspired by the realisation 
that conventional computers appear to operate in a manner different to the human brain. By 
processing information serially, computers handle some problems, for example solving 
numerical calculations, extremely well. Yet, they cannot be successfully applied to other 
tasks, such as vision and speech recognition. The human brain is well suited to such tasks, 
despite the fact that the brain’s processing units, neurons, operate more slowly than the 
silicon chips in high-speed machines. However, this slower mode of operation is 
compensated by a vast number of connected neurons, of the order of lO^^, which operate in 
parallel. Neural computing captures the essence of brain computation through the use of 
parallel processing in highly interconnected, distributed architectures.
Ar tificial neural networks consist of an arrangement of processing units called ar tificial 
neurons or nodes whose structures have been inspired by biological neurons or nerve cells. A 
biological neuron is composed a cell body, called the soma, and two types of cell filament: a 
tree-like structure of dendrites which tr ansmit inputs to the soma; and, an axon, which carries 
electrical signals away (see Figure 2.2 (a)). Biological neurons operate by firing, that is, by 
sending an outgoing signal, in response to a sum of incoming signals over a brief time span 
exceeding a tlrreshold. Excitatory and inhibitory signals are transmitted between biological 
neurons via junctions, referred to as synapses. When an outgoing electrical signal arrives at a 
synapse, chemicals, called neurotransmitters, are released and diffuse across the junction. 
This causes a change in the potential of the dendrite of another neuron, situated at the
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receiving end of the synapse. Each neuron may have many synapses (-10'*), enabling 
neuronal interaction to take place on an extensive level.
An artificial neural network describes this process mathematically. Nodes carry out a 
simple computation involving a summation of incoming signals, a comparison with a 
threshold value and a non-linear' mapping (see Figure 2.2 (b)). Communication between the 
nodes takes place via weighted connections, whose strengths are described numerically. A 
positive or negative weight indicates that the connection is excitatory or inhibitory, 
respectively. The set of connections strengths determines the way in which the system will 
act in response to a given input.
Cell bodyD endrite s
(a) A biologioal neuron
f  tpi-iO-X
(b) An artificial neuron
Figure 2.2. The structures of biological and ai tificial neurons.
Signals X2 , ..., are transmitted either from the environment, or from layers of 
nodes, across weighted connections, to a summing junction where a lineai' combiner output or 
net input, Uj is calculated.
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Hence
«; = Z  4  Wf,/=!
where represents the connection sti'engths with the first subscript identifying the node
which sends the signal and the second indicating the node receiving the signal. This output is 
compared to a threshold, 6 to determine the activity level, Vj of the node, thus
V j — II j 0 j .
For brevity’s sake sometimes an additional connection with a weight of 6 , and an associated 
input signal with a value of -1, are defined. This leads to
’j = Z ^x .w ,..
i=0
Finally, the node’s output, y j is calculated by passing through a non-linear activation
function. Important properties of this function include being bounded and monotonically 
increasing. As such, the sigmoid function is widely used, an example of which is the logistic 
function, defined as
One variation on the operation of a node concerns multiplicative connections, originally 
described by Rumelhart, Hinton & McClelland in 1986. These are a specialised kind of 
weighted link which allow input signals to be multiplied together before entering the 
summing junction. The net input becomes
1=1 it=i
where is the input to neuron j. This method of finding a product of activations before
k = \
multiplying by a weight enables a single node to act as a gate on the output of another node. 
Consider, for instance, finding the product of the activations and . If either has a value
of zero, the other is unable to influence the net input. Multiplicative connections will be 
exemplified twice in the architectures described in this chapter: firstly, in second-order neural
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networks which are capable of modelling invariance due to the multiplication of then inputs; 
and, secondly, in gated modular architectures, which extend the notion of gating single node 
ou^uts, to the gating of the output of entire networks. (See sections 2.4.5 and 2.5.2 
respectively).
2.3 Learning in Artificial Neural Networks
Often nodes in an artificial neural network are arranged in terms of layers, which play 
different roles: an input layer is a set of nodes which is presented with patterns taken from the 
envfronment; the activation of an output layer represents the response of the network; and, 
any number of intermediate layers of nodes, called hidden layers, are responsible for 
ti'ansmitting signals between layers. Activation flows across these layers through a process of 
spreading activation, whereby the presentation of a pattern to the input layer causes activity 
to be tr ansmitted along connections to further layers in the network. Hence the activation of 
an individual node may affect the behaviour of the entir e collection.
It is the connectivity of the nodes which provides neural networks with the ability to adapt 
under environmental stimulation and hence simulate learning. This is achieved through the 
modification of connection weights in such a way to cause the output of the network to 
correspond more closely to the desired behaviour of the network. During a training phase, a 
selection of environmental examples are repeatedly presented to the network and in response, 
the connection weights are updated. The repeated process of gradual modification in an 
iterative manner simulates learning over time. After training has taken place, the response to 
an input stimulus is closer to the desired output. Trained neural networks are found to be 
capable of responding in a meaningful way to novel examples and in a sense perform 
generalisation. This is related to a neural network’s ability to classify a novel input pattern 
on the basis of the pattern’s distinguishing features that it shares with the training patterns. 
Generalisation is an advarrtageous property of neural networks for two reasons: the training 
process only requires a subset of examples taken fr om the environment to be presented; and, 
it enables the network to tolerate input patterns which feature levels of noise.
28
Layer B
Layer A
Figure 2.3, Nodes M and N receive activation from a limited 
number of nodes in layer A called their receptive fields.
Information is not always learnt by a neural network, but is sometimes built into its design. 
Here, the connection weights, rather than being modifiable, may be constrained through the 
use of weight sharing, a technique proposed by Rumelhart, Hinton and Williams (1986), 
Weight sharing techniques have been exemplified in the literature, in modelling the 
recognition of two-dimensional objects. Linsker (1986), for example, proposed a modular 
network comprising many layers of two-dimensional planes (see Figure 2.3), Neighbouring 
layers are linked by weighted, feedforward connections, but each node only receives 
activation sent from a subset of nodes within close proximity to each other on the preceding 
layer, called its receptive field.
Weight sharing involves forcing the set of connection weights in one receptive field to be 
identical to every other set. In this way an object is treated in a similai* manner, despite its 
location in the visual scene. In a model built up of many such layers, the positional 
information of an object is gradually lost as each layer becomes less sensitive to the original 
position of the object presented, resulting in a translation-invariant mapping. The biological 
basis for such a model is that both the notion of receptive field and of a hierarchical layered 
architecture play a role in the mammalian visual system: ganglion cells are stimulated by 
regions of the retina and project to the visual cortex which appears to comprise layers of 
neurons (Hubei & Wiesel, 1963). A weight sharing technique across receptive fields has 
allowed us to model quantification processes, as described in Chapters 3 and 4.
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However, the focus of our work concerns neural networks with modifiable connection 
weights and therefore we now turn to the theme of learning in more detail, by taking into 
account the link between a neural network and the environment in which it operates. This 
aspect of learning is referred to as the learning paradigm.
2.3.1 Three learning paradigms
For some psychologists, learning is infeiTed from a behavioural change which is not due to 
maturation or temporary influences such as fatigue. Instead, it is generally agreed that the 
change must be attributable to experience, for example, Coon’s description is "a relatively 
permanent change in behaviour due to past experience" (1983:189). There is, however, little 
consensus among psychologists concerning the mechanisms involved in the change and the 
experiences required for a change to occur.
It was Donald Hebb who, in 1949, proposed an account of the changes which may occur at 
a cellular level during leaining, based on the Pavlovian classical conditioning experiments. 
He held that the connection between two neurons, A and B, strengthens whenever A is 
sending activity to B, if B is simultaneously firing. Today, neural networks operate under a 
similar- principle, in that the modification of connection strengths is determined by local 
information of the units and not through supervision at a global level. In general, 
modification of a connection with weight Wÿ at time t, between a pak of nodes i and j  within
a neural network, may be described as
Wÿ (? + 1 )  =  ( f )  +  A w y ( 0 .
Here the weight is updated according to a change described by A w yit). Typically the
learning algorithms by which neural networks are updated are classified into thr ee categories 
of learning paradigm, which take into account the relationship between a network and its 
environment. They are the paradigms of supervised, reinforcement and unsupervised 
learning.
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Supervised learning is modelled through the modification of connection strengths in 
response to environmental feedback. A connectionist network simulating supervised learning 
functions as an input-output system, in that the network receives a vector x and emits 
another, y ' in response. Training involves the network being repeatedly supplied with a 
sequence of examples
(Xi,y;), (x2,yJ, .. ., (Xj^,yJ
of ‘desirable’ input-output pairs. In response to each input x,, the network produces an 
output yj which is compared with the supplied vector y,.. An error signal, calculated on the 
basis of the difference between the two vectors, is fed back into the system. Consequently, 
the connection strengths are appropriately adjusted according to a learning algorithm, so that 
on future presentations of the same input vector, the actual output produced by the system 
will more closely resemble the desired output. The best known example of supervised 
learning is backpropagation, which is so-called because errors are propagated backwards 
across the layers of a feedforward architecture (see section 2.4.2).
In reinforcement or graded learning, the algoritlim is similar to that of supervised 
learning except that, instead of the network being provided with the correct output on 
individual training trials, the network receives a performance score. For example, the score 
might indicate how successfully the network has performed over a sequence of input-output 
trials. Some reseai'chers interpret Hebbian links as operating within this learning paradigm 
(see section 2.4.3).
Under an unsupervised learning algorithm, a network modifies itself in response to a 
sequence of input vectors without receiving any feedback. There is no requirement for an 
external critic to direct the tiaining procedure because the network does not learn input-output 
mappings. In contrast, the network identifies statistical regularities across the input vectors 
and proceeds to classify representations of these vectors, on the basis of their distinguishing 
features. Hence networks displaying unsupervised learning are often referred to as self- 
organising systems. The Kohonen feature map is an example of a network which employs an 
unsupervised leaining algorithm in the classification of input patterns (see section 2.4.4).
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2.4 Non-Modular Connectionist Architectures
Feedforward and recurrent neural networks are both examples of single network 
architectures. The class of feedforward architectures are so-called because activation is only 
allowed to flow hom  a node in layer i to nodes in layer i + n ,  where n > l .  The notation 
used in this thesis to describe feedforward aichitectures is of the form ‘x-y’ for a network 
with a single layer of connections with input and output layers of size x and y. An 
architecture described by ‘x-y-z’ indicates a multi-layered network with input, hidden and 
output layers of size x, y and z, respectively. In a recurrent architecture, activation is not 
constiained to flow forwards. For instance, nodes, called state units, may receive activation 
fed back from another layer in the network. The notation we employ to describe such an 
architecture is ‘x-y-z, w’ to indicate a multiple-layered network with input, hidden and output 
layers of size x, y and z respectively, and w state units.
In the this section, supervised, reinforcement and unsupervised learning paiadigms aie 
exemplified by way of thefr employment in feedforward architectures: single-layered and 
multiple-layered, supervised networks; Hebbian links; and, Kohonen feature maps 
respectively. Of the architectures discussed, the most widely applied in the field of neural 
networks has been the backpropagation network. Despite their name, backpropagation 
networks are classed as feedforwaid in that activation is only transmitted forward across 
layers of the network, whilst it is the error that is propagated backwards. However, a 
modified version of the backpropagation has been developed for training partially recurrent 
networks, as we shall see in section 2.4.6.
2.4.1 Madaline networks (Widrow & Stearns, 1985)
Supervised, feedforward networks comprise a series of layers of nodes, with neighbouring 
layers fully interconnected. The simplest is a single-layered architecture consisting of one 
layer of connections linking sets of input and output nodes. The Madaline is a typical 
example of a single-layered neural network comprising nodes called Adalines {adaptive 
linem- neurons). An Adaline computes a weighted sum of inputs and passes this value 
through a threshold function to obtain an output of 1 or -1.
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The connection weights of a Madaline may be updated according to a supervised learning 
algorithm, known as the delta or Widrow-Hoff rule. This operates by attempting to minimise 
the mean squared error on every time-step of the training process. On presentation of an 
input pattern \ { n ) , an associated output error e(n) is calculated according to the difference 
between the desir ed output d(n) and the actual weighted sum of the inputs u (n ) . Thus
e j { n )  =  d j { n ) - U j ( n )
where ej in) ,  dj (n)  and Uj{ri) are the jth  components of the error, desired output and
weighted sum of input vectors respectively, at time n .  Adjustment of weights occurs in 
proportion to this error, such that
W i j  ( n  +1) = W i j  ( n )  +  i j e j  (»)z, ( n )  
where ( n )  is the weight on the connection linking node i  in the input layer with node j  in 
the output layer, J ]  is the learning rate parameter and x .  ( n )  is the ith element of the input 
vector.
A limitation of the single-layered network concerns its inability to model linearly 
inseparable problems. This is due to the linear behaviour of the nodes since the identity 
function is often used as activation function, and the restriction of the algorithm in modifying 
only a single layer of connection weights. These are overcome in multiple-layered networks, 
through the use of non-linear nodes in the first case, and the backpropagation of error across 
network layers in the second. Despite the simplicity of single-layered networks, their 
capability to learn input-output mappings proves useful in simulations; for example, we train 
a Madaline to produce a representation of a cardinal number which indicates the end of a 
verbal counting task (see section 4.4.6).
2.4.2 Backpropagation networks (Rumelhart & McClelland, 1986b)
Backpropagation networks are extensions of the single-layered feedforward networks, with at 
least one layer of hidden nodes. Figure 2.4 shows the architecture of a backpropagation 
network comprising three layers of nodes and two layers of modifiable connections. Unlike 
the Madaline, backpropagation networks are capable of learning non-linear- mappings
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Figure 2.4. A backpropagation 3-2-3 network.
between input and output pairs by employing non-linear activation functions and a supervised 
learning algorithm which adjusts weights between all neighbouring layers.
Backpropagation networks learn according to the generalised delta rule, which is a 
gradient descent method similar to the least-mean-square algorithm employed by Adalines. 
However, the generalised delta rule is a more powerful leaining technique than algorithms for 
single-layered networks, in that it describes how error in the later layers of the network can be 
used to determine modifications of weights in earlier layers. Each training cycle comprises a 
forwai’d and backward pass. The fii'st involves an input pattern, selected from the training 
data set, being presented to the input layer and activation flowing across the hidden layers and 
onto the output layer. The backward pass encompasses an error being computed and fed back 
across the layers of the network. At this stage, the connection weights are adjusted in the 
direction of steepest descent of the error measure. A full description of the backpropagation 
learning process can be found in Table 2.1.
Backpropagation networks have been successfully applied in modelling classification 
problems such as the recognition of hand-written characters. A two-class problem can be 
adequately modelled by a network with a single output node which can take both high and 
low values, to represent each of the classes. However, a network with as many output nodes
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as classes lends itself to multi-class classification. It is in this context that backpropagation 
networks will be explored in Chapter 4.
The Back-Propagation Learning Algorithm
1. Initialisation Set all w eights to sm all random values.
2. Presentation o f Input and Output Patterns Present each input pattern x(f%) to the input layer o f  the network
and the corresponding desired output d(n) to the output layer. Perform steps 3 and 4  below , and repeat for each  
input-output pair com prising the training set.
3. Forward Computation Proceed forward through the network, layer by layer, calculating the outputs o f  the 
nodes. T he w eighted  sum  o f a node j  in layer I is
= É,(/) (n)yj‘~^\n)
w here ( jl)  is the w eight on the connection linking node i in  the previous layer with node j  and {n )  is
the output o f  node i on iteration n. The output o f  node j  is  then
1y P(n)  =
l  +  e x p ( - v j ^ ^  (n) )
assuming the logistic function for activation fiinction. The output of nodes in layer 1-1 are passed as inputs to layer /. 
The outputs of the final layer are o ( n ) . Calculate the error according to
ej (n)  =  d j ( n ) - Oj ( n )
where d j  ( f t )  is the j th component of the desired vector d { n )  and O- ( n)  is the j th element of the actual output 
vector 0 { n ) .
4. Backward computation Starting with the output layer and proceeding backwards, compute the local gradients. 
For node j  in the output layer
s p  {n ) =  e f  { n ) o .  ( n ) [ l  -  Oj ( « ) ]
For node j  in a hidden layer
=  y f  ( n ) [ l  -  y f  ( » )
k
and update weights according to the generalised delta rule
w jp  (M + 1 )  =  w jp  ( n)  +  a [ w -P  (n )  -  w p  (n  - 1 )]  -t- r } S p  ( n )
where 01 and 7] are the momentum and learning rate parameters respectively.
5. Iteration Repeat from step 2 until the average squared error over die entire tiaining set is acceptably small.
Table 2.1. The back-propagation learning algorithm.
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2.4.3 Hebbian links (Hebb, 1949)
Hebbian learning, which attempts to describe classical conditioning in animals, diiectly 
influenced the neural architecture which has become known as Hebbian links or Hebbian 
connections. These learn associative relationships between patterns of activity, by 
strengthening the connections between nodes which are repeatedly activated simultaneously. 
The weight change equation described by the Hebbian learning rule is based upon correlated 
activity, such that
Aw- = T]a.a.
where w^ is the change in weight on the connection linking nodes i and j, lj is the lear ning 
rate, and a. and are the activations of nodes i and j  which send and receive information
respectively. Tasks may be learnt according to this rule under iterative methods whereby 
weights are gradually modified over time, or by using a one-shot procedure.
We demonstrate how Hebbian links form an appropriate choice of intermediate network, 
in connecting two existing neural architectures. The links learn to associate simultaneously 
occurring patterns of activity representing numbers as magnitudes in one architecture with 
and verbally in the other (see section 3.5.3).
2.4.4 Kohonen feature maps (Kohonen (1983, 1995); Ritter (1995))
The Kohonen self-organising feature map represents multi-dimensional input vectors on a 
one- or two-dimensional surface, preserving some of the similarities of the input vectors after 
the mapping. These similai'ities, or common features, are reflected by the spatial locations 
across the surface onto which the input vectors are mapped; the network learns to represent 
the input vectors in a topologically-ordered manner, in such a way that adjacent regions 
become assigned to similar features of the input vectors. Consequently, the classification of 
novel vectors takes place on the basis of the features that they share with those identified 
during the training process.
Typically, the architecture of a Kohonen feature map comprises two layers, consisting of 
an input layer of nodes fully linked by feedforward connections to the nodes of the Kohonen 
layer. The nodes of the Kohonen layer are also interconnected, via excitatory (positive)
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connections between nodes in close proximity, and by inhibitory (negative) connections 
between distant nodes. These differences in connection strengths enable a competitive 
process known as lateral inhibition to be simulated, whereby the activation of a node can 
affect the activation of other nodes within the same layer. On presentation of an input vector 
to a Kohonen map, each node of the Kohonen layer calculates a response on the basis of the 
weights of the forward connections. Once the Kohonen layer nodes are activated, they 
‘compete’ to determine which one will ‘win’ by attaining maximum activation. All Kohonen 
layer nodes send activation along the lateral connections in an attempt to boost the activation 
of nodes close by and to reduce the activation of distant nodes. In this manner the network 
ascertains a winning node in response to an input pattern without requiring environmental 
feedback.
An efficient implementation of lateral inhibition involves assigning the node with the 
highest weighted sum of inputs as the winning node. Learning is then achieved through the 
modification, in alignment with the input vector, of the forward connection weights between 
the input layer and the winning node, as well as those in close proximity to the winning node, 
called the neighbourhood. The result is that on subsequent presentations of the same or 
similar input vectors, the modified region of the map is likely to be the most highly activated 
again, and, for dissimilar inputs, less likely. Although the neighbourhood size is designed to
be large at first, it is reduced over training cycles, resulting in large areas of the grid j
resembling approximate representations of the input vectors, within which, smaller areas |
!
resemble the patterns more accurately. The self-organising learning algoritlim is provided in '
Table 2.2.
The ability of the Kohonen feature map to detect features without the aid of an external 
teacher is indicative of the suitability of Kohonen maps for simulating abilities which appear 
to spontaneously emerge. This, together with neurobiological evidence that representations 
of sensory inputs in the brain are stored at topologically-arranged locations (Udin & Fawcett,
1988), forms the basis of our choice in employing Kohonen maps for the simulation of 
learning and organisation of representations of numbers, as magnitudes and as lexical labels 
(see sections 3.4.1 and 3.5.2, respectively).
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The Self-Organising Feature-Mapping Algorithm
1. Initialisation Let W  be the w eight vector o f  the jû\ Kohonen layer node at tim e t. C hoose random, 
preferably sm all values for tlie initial w eight vectors. Ensure that W  j  (0) is different for y =  1, 2 , . . . ,  N, where N  is 
the number o f  nodes in  the K ohonen layer.
2 . Sampling Select vector x  from the input distribution with a certain probability.
3. Similarity Matching Find the w inning node i(x) at tim e t, using tlie m inim um -distance E uclidean criterion:
i(x) = arg min ||x(?) - Wy
4 . Updating Adjust tlie w eight vectors o f  all neurons, according to the formula
 ^ [ W y ( f ) ,  Otherwise
w here T](t)  is the learning rate parameter, A^^^j ( f )  is the neighbourhood function centred around the w inning  
node z(x). Both Tj{t )  and ( ? )  are varied dynam ically during learning.
5. Iteration R epeat from  step 2  until no  noticeable changes in  the map occur.
Table 2.2. The self-organising feature-mapping algorithm.
The nodes in each of the feedforward architectures outlined above operate by applying an 
activation function to the weighted sum of inputs. These types of architectures are known as 
first-order networks. Higher-order networks, the final class of feedforward architecture 
which we examine, employ more complex nodes and have been found to achieve invariant 
pattern recognition.
2.4.5 Second-order neural networks
In higher-order neural networks the output of a node is an activation function applied to the 
weighted sum, where the sum is taken over the products of the inputs. For example, in a 
second-order network each input is multiplied, in turn, by each of the other inputs before 
being multiplied by the appropriate connection strength.
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The output of node kina,  second-order network is
yic = w ^ W y X f X j  (2 .1)
V 'J  /
where x. is the zth input, Wp describes the connection weight for each distinct pair i and j  to 
node k, and y/ denotes an activation function.
To see how invaiiance might be implemented, consider a pair of inputs which
describes a line on a two-dimensional input layer. Invariance under scaling and translation 
can be imposed through the weight sharing of Wy with wherever the line (%. ,%^) is
parallel to the line (%^,%^). Higher-order networks may be tiained through a supervised 
process whereby examples of input-output pairs are presented, or through an unsupervised 
one, such as Hebbian leaining (for example, Giles & Maxwell, 1987). The later approach 
will be demonstrated in a network model of scale-invariance in section 3.4.4.
A common feature of the architectures described above is then inability to model dynamic 
behaviour. Recurrent neural networks, on the other hand, overcome this Ihnitation by having 
a short-term memory which enables time to be represented.
2.4.6 Recurrent architectures
Time-dependent behaviour can be simulated with a class of connectionist architectures called 
recurrent neural networks. These architectures combine feedback connections with time- 
delays enabling dynamic behaviour to be simulated (see, for example, Doya, 1995). Hopfield 
(1982) was among the first to use feedback in a neural network architecture for storing and 
retrieving memories represented as patterns. A Hopfield network uses a method of parallel 
relaxation, in which the outputs of active nodes are sent, as inputs, to activate those nodes 
linked by excitatory connections and to constrain the activation of nodes linked by inhibitory 
connections. The process is continuous until the network attains a stable state in which the 
feedback from active nodes no longer affects the level of activation of others. By initially 
presenting the network with an incomplete memory, the final level of activation describes the 
complete pattern, representing the memory retrieved.
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Networks featuring feedback aie generally distinguished from the standard feedforward 
networks, such as backpropagation networks, because the latter are restricted to learning 
static input-output pairs only. However, some authors have proposed recurrent architectures 
which are extensions of the multiple-layered, supervised feedforward networks. These 
models, known as partially recurrent networks, comprise interconnecting input, hidden and 
output layers. In addition, feedback is introduced by connecting either the output layer 
(Jordan, 1986) or the hidden layer (Elman, 1990) to a set of units appended to the input layer. 
These ‘state’ or ‘context’ units aie not exposed to the input patterns provided by the 
environment. Instead, they receive activation from another layer in the network on one time- 
step, store this representation as the current ‘state’ of the system and use it to influence the 
behaviour of the network on the following time-step. Therefore activation of the hidden 
nodes represents both the current input and the prior internal state of the network, enabling 
sequential tasks to be modelled.
An example of a partially recurrent network’s input, hidden and output layers and state 
units are shown in Figure 2.5. Whilst the non-recurrent links transmit activation in a typical 
feedforward manner, the recurrent links with fixed weights cause activation to flow 
backwards fr om the output nodes to the state units.
Output
layer
Hidden
layer
Recurrent
links
Input State
layer units
x(n) y (n - l)
Figure 2.5. A partially recurrent 3-2-3, 3 network. Strengths of recurrent 
links are fixed; strengths of other connections are modifiable.
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At time n, the activation of the input and output nodes are described by the vectors x(n) and 
y(n)  respectively. On the same time-step, the activation of the state units is y ( n - 1), which 
is the actual output of the network on the preceding time-step. An alternative arrangement of 
connections is to include recunent links that feed activation from the state units back to 
themselves, enabling the activation of state units to be dependent on a history of outputs.
Consider testing the network above on a sequence of thiee input-output patterns with 
identical inputs as in Table 2.3.
Input Output
[ 0, 0, 1 ] [1 ,0 ,0]
[ 0, 0, 1 ] [0 ,1 ,0]
[ 0, 0, 1 ] [ 0, 0, 1 ]
Table 2.3. Sequence of training patterns.
On the first time-step, the initial input pattern is presented to the network and subsequently 
activation flows forward to the hidden and output layers. The resulting output pattern is sent 
back, along the recurrent links, to be stored by the state units (see Figure 2.6).
Tim e-step 1 Time-step 2 Time-step 3
FigiU 'e 2.6. Three time-steps of a recurrent network.
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On the next time-step, the second input pattern is presented and processed by the network in a 
similar manner except that the state units influence the current processing by sending 
additional activation into the hidden layer. Hence a different output is achieved despite an 
equivalent input. Finally, on the third time-step, the network’s output is influenced not only 
by the current input pattern, but also by the activity sent by the state units which had been 
stored during the second time-step. Hence, by feeding the activation of a previous cycle into 
the current one, the effect of a short-term memory is modelled. As a result, the dynamic 
properties of the network enable it to demonstiate time-varying consequences in response to 
identical stimuli.
Learning in a partially recurrent network involves updating the weights of the non­
recurrent links and is realised through an adapted version of the backpropagation learning 
algorithm. There are two possible training procedures: on-line training, whereby weights are 
updated on every time-step; and, off-line training, which involves the recording of the series 
of output activations and the modification of weights after presentation of the entire sequence 
of patterns (Zell et al, 1995). Either procedure may involve the method of teacher forcing in 
which the ideal outputs supplied by the training data set are sent from the output nodes to the 
state units.
Recurrent networks will be exemplified in Chapter 4, in the temporal behaviour describing 
the production of the number word sequence. This network forms pait of a more complex 
architecture for simulating the quantification of objects through verbal counting, comprising 
multiple modules and referred to as a modular architecture.
2.5 Modular Connectionist Architectures
Examples of modular connectionist architectures in the literature appear to fall into two broad 
classes. Firstly, some modular connectionist architectures comprise a series of connected 
modules whose output activation levels are sent as inputs to successive modules (for example, 
Mareschal, Plunkett & Harris, 1995), which may in turn feed activation back to earlier 
modules. Secondly, there are those whose individual modules, arranged in parallel, compute 
mappings for specific subsets of input patterns. Here a gating network is required to mediate
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the responses of the modules. This type of architecture may subdivided further into those 
which requhe a programmer to allocate component networks to subtasks (Hampshire & 
Waibel, 1992) and those which employ a process of competition to do so (Jacobs & Jordan, 
1991). The non-gated and gated classes of modulai* architecture support their own methods 
for allowing communication to take place between modules and for combining supervised 
and unsupervised learning paradigms.
Class of Modular Task Decomnosition Combinins Decisions
Architecture Programmed Autonom ous Programmed A utonom ous
Non-gated
e.g. Schyns, 1991 V X V X
Gated
Meta-Pi Architecture V X X V
(Hampshire & Waibel,
1992)
Mixture-of-Experts X V X V
(Jacobs & Jordan, 1991)
Table 2.4. A compaiison of two properties of non-gated and gated modular architectures.
Table 2.4 summaries the main differences between these two classes of modular neural 
network. Aichitectures which comprise a series of modules require intervention from the 
programmer on two levels: firstly, with regard to decomposing the task into subtasks and 
training individual modules on each; secondly, in integrating the decisions made by 
component networks, either by sending the output of one module directly as the input to 
another, or by connecting modules with an additional learning network. At the other end of 
the scale, the mixture-of-experts is autonomous in both respects; task decomposition takes 
place as part of the leaining process, and the model employs a neural network to combine the 
responses of the component networks. In the following subsections, both classes of network 
are discussed in detail since novel architectures for each will be presented in this thesis.
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2.5.1 Non-gated modular architectures
In modelling psychological processes, some researchers have employed modular 
connectionist architectures by sepai'ating problems into series of subtasks and hence consider 
modularity as a division of processing into stages. Such connectionist models can be 
designed to process information through a single pathway containing expert networks, or 
through multiple routes which may interact. Moreover, these systems are able to combine 
both supervised and unsupervised algorithms since the choice of learning paradigm for 
component expert networks, as well as selection of their topologies, are not constrained by 
those utilised elsewhere in the system. By synthesising several networks of one's own choice 
the constraint imposed upon the design of the system is whether communication between 
component networks is realisable: it is required that the dimensionality of the output vector of 
one module matches that of the input vector of another.
Although this technique may be seen as connecting modules in an ad-hoc manner, 
modelling of a range of cognitive tasks has been achieved with this method, including visual 
processing (Fukushima & Miyake, 1982; Linsker, 1986), natural language processing 
(Miikkulainen & Dyer, 1989), concept acquisition (Schyns, 1991), language development 
(Abidi, 1994) and language disorder (Wright, 1995). We have extended this technique of 
linking learning modules to the domain of numerical processing, by constructing a modular* 
architecture for simulating numerosity discrimination and its development into subitising (see 
Chapter 3, this thesis; Bale, Ahmad & Abidi, 1996; Bale & Ahmad, forthcoming).
2.5.2 Gated modular architectures
Modular architectures comprising expert networks operating in parallel are cited in the 
current connectionist literature as committee machines (Haykin, 1999). Such machines may 
be subdivided into those in which the output of the system is determined without involving 
the input signal, for example through a linear combination of the outputs of the expert 
networks, and those which requiie a gating network to mediate the outputs of those experts. 
One system of expert networks and a single gating network, called the Meta-Pi, is described 
in terms of sub-networks being linked by a combinational superstructure (Hampshire &
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Waibel, 1989, 1992). The expert networks are trained independently on subtasks designated 
by the experimenter, in a similar manner to those models which process subtasks serially. As 
such, the model is well-suited to cases where the decomposition of a function is 
straightforward, in the sense that the input space can easily be split into regions reflecting a 
sepaiation of subtasks. One application of the Meta-Pi architecture is in the recognition of 
phonemic speech of multiple speakers. Each expert network is trained to classify input 
patterns from a different source, that is, a single speaker, and then the gating-type network is 
trained on the entire set of training patterns, learning to identify fr om which source a pattern 
is generated.
Gated modular architectures that require a competition process for the allocation of tasks 
to experts appear* to have a degree of autonomy with architectures like the Meta-Pi. Jacobs, 
Jordan, Nowlan and Hinton (1991) proposed such an architecture that comprises expert and 
gating networks which do not require modules to be trained individually. Initially the authors 
called their model a multi-network, a mixture systetn or modular architecture. More recently 
it has become known as a mixture-of-experts model. In 1994, Jordan and Jacobs proposed a 
tree-like structure for extending the architecture into a hierarchical mixture-of-experts model. 
Other research that has been conducted in this area includes; the application of the mixture- 
of-experts model to control strategies (Jacobs & Jordan, 1993); the use of an Expectation- 
Maximisation algorithm for adjusting the par ameters of a mixture-of-experts model (Jordan & 
Jacobs, 1994); investigation of models comprising expert networks which vary in topology 
(Jacobs & Kosslyn, 1994; Jacobs, 1997b); and, the examination of the bias and variance of 
these models (Jacobs, 1997a).
Architecture
The architecture of a mixture-of-experts model comprises n expert networks and a single 
gating network. An example of such a model, with two expert networks, is shown in Figure 
2.7. The role of the expert networks is to perform computations for different regions of the 
input space. The behaviour of the gating network governs the contribution of each expert 
network in determining the final output of the system. In other words, the gating network can
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be thought of as a switch which selects the single or combination of expert networks which 
are responsible for providing the model’s output for each input pattern.
Gating
Network
Expert
Network
Expert
Network
Figure 2.7. The ai'chitecture of a mixture-of-experts model.
Mixture-of-expert models undergo a learning process which can be considered to be a 
blend of supervised and unsupervised paradigms. These systems learn to produce a desired 
output y for each training pattern x and hence supervision takes place by having target outputs 
provided by a teacher. However, the decision of which of the component expert networks is 
to learn each tiaining pattern is not determined by the teacher, but through a process of 
competition.
Expert networks: During the training process the n expert networks are presented with input 
patterns and each compute vector responses y., where i denotes the specific expert network. 
The expert network whose output is most similar to the desired output of the system is 
deemed the ‘winner’ for a given input pattern. Each expert network is permitted to learn 
about a particular- training pattern, but only in proportion to its performance with regard to 
that pattern. The result is that a winner of one tr aining pattern will update its weights to a 
greater extent than its competitors so as to ensure winning again on the next presentation of 
the same training pattern. This winning expert will also be likely to respond accurately to 
related training patterns. However, the presentation of a dissimilar- pattern is likely to result 
in poorer performance by that expert network and an alternative expert network usually
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becomes the new winner and hence learner of that pattern. As a consequence, different expert 
networks tend to specialise in different regions of the input space.
Gating network: The role of the gating network is to integrate the outputs of the expert 
networks in determining the overall output of the system, and to mediate between the expert 
networks during the competitive learning process. A gating network is typically a 
feedforward model with a single layer of adaptive weights. The input to this network may or 
may not be identical to the input presented to the expert networks. The gating network has 
one output node for each expert network, each of wliich calculates the weighted sum of 
inputs, Uf. Once an activation function has been applied to the weighted sums, the resulting 
activation levels become the mixing proportions of the expert networks. The
output of the mixture-of-experts system, y can then be calculated according to
y = 2 s i y , '1=1
where g. denotes the activation of the gating network’s ith output node and y,. is the output of 
the fth expert network. In this way, the gating network determines, during training, which 
single or combination of expert networks is most likely to achieve the conect output. In order 
to interpret the outputs of the gating network as probabilities that each expert generates the 
correct output, two conditions must be fulfilled,
0 < g ,  <1, Vz
and,
j=i
These requirements can be met by employing the normalised exponential function, also 
known as softmax, as the activation function for the gating network’s output nodes.
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The softmax function,
Gxp(w.)
8 i
^ e x p (M j
A-l
is so-called because it can be considered a variation on the winner-takes-all function, but 
without the shaip splits between values awarded to the winner and losers.
Training
The final output of the mixture-of-experts model is determined by a number of parameters 
which include the weights of the individual expert networks, as well as the weights of the 
gating network. The learning process that we use in order to estimate these unknown 
pai'ameters is a learning algorithm based on gradient descent, described in Table 2.5. The 
algorithm shown assumes that the experts aie single-layered networks. For models with more 
complex expert architectures this learning algorithm can be extended appropriately, for 
example, by introducing the back-propagation algorithm for updating the weights of a 
multiple-layered, feedforward expert.
The mixture-of-experts model, like other neural networks which learn supervised tasks, 
may be applied to both regression and classification problems. In both cases, the trained 
neural network models the process of generating data in such a way that a desired vector, d is 
produced when an input vector x is presented. One interpretation of this is that a neural 
network models the probability density of d, conditioned on the input data x, and this is 
denoted by p(d|x). In the case of classification, d represents class membership (Bishop, 
1995).
Training of a mixture-of-experts model involves calculating a probability, for each expert 
network, which is conditional on both the input vector x and the desired vector d. In 
calculating this a posteriori probability, the probability density of the expert networks needs 
to be taken into account. This can be seen in step 3 of the leaining algorithm shown in Table 
2.5. Whilst the probability densities of the experts in the mixture-of-experts models presented
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in Chapter 4 are appropriate for multiway classification problems, we first consider here the 
probabilistic component of a model under binai y classification by way of an inti oduction.
Binary classification: Fii*st consider modelling a binary classification problem with a neural 
network model which has a single output node, whose value is described by y. The value of y 
represents class membership if, for example, the desiied value d is set to 1 when an input 
belongs to class Ci, and to 0 when a vector belongs to class C2 . In other words, y is the 
conditional probability that the model responds with a 1, given the input vector x. The 
probability distribution can be written as
p { d \ x ) ^ y ‘^ ( l -yy~'^  
and is referred to as the Bernoulli distribution.
Multiway classification: A neural architecture suitable for a classification problem involving 
multiple classes has c output nodes, each one representing the probabilistic membership of a 
class. Let us suppose that the desired output vector d has a 1-of-c coding scheme, that is, the 
vector takes a value of 1 for the single element that represents the class to which the input 
belongs, and takes the value of 0 for the remaining elements. The conditional distribution, 
written as
p(d |x)=  H y / *
fc=l
is the probabilistic component of the expert networks in a mixture-of-experts model for 
multiway classification. Moreover, if the output values of each of the expert networks are to 
be regarded as probabilities, certain conditions are required to be met. These are that the 
values must lie within the range [0,1] and that they sum to unity. As we saw when describing 
the probabilistic nature of the gating network’s outputs, these can be achieved by employing 
the softmax activation function for the output nodes. This is exemplified in the mixture-of- 
experts architectures presented in Chapter 4 in the context of decomposing, firstly, a task into 
static subtasks, and secondly, a task into a combination of static and temporal subtasks.
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The Mixture-of-Experts Learning Algorithm
1. Initialisation Set all w eights and thresholds o f  the gating network and K  expert networks to sm all random values.
2. Presentation o f Input and Output Patterns Present each input pattern x  to the input layer o f  the network and tlie 
corresponding desired output d, w ith q elem ents, to the final output layer. Perform steps 3 and 4  below , and repeat for each  
input-output pair com prising the training set.
3. Calculate Outputs o f the Gating and Expert Networks and Error Tlte weighted sum  ( ? )  o f  the ith output node o f  the 
gating network is U. ( ? )  =  X^ ( ? ) ,  where (? )  is the w eight on the connection linking the input layer to node i in  the 
output layer. The output ( ? )  o f  the ith output node o f  the gating network is calculated according to the softm ax  
function
exp(M.(?))g.(?) =  -^----------------
2exp(w /?))j=i
T he outputs o f  the gating network are the a priori probabilities. N ext find the weighted sum  ( ? )  o f  the /nth output 
node o f  the ith expert network
w here ( ? )  denotes the w eights connecting the input layer to the »ith node in the ith expert network. Express the 
resulting output vector for the ith expert network as y  ^  ( ? ) ,  where
A ssociate an a posteriori probability hj ( ? )  w ith the output o f  the itli expert network, where
j=i
Calculate the error o f  the with output node in the ith expert network according to
4 . Update Weights Update the w eights o f  the expert networks.
(? + !) = w}'") (?) + (?)x I . ^ J 2 K
where Tf is the learning rate parameter. Update the w eights o f  the gating network.
a,.(? + !) = a.(0 + r j [ h i  (?) -  g, (?)]x
5. Iteration Repeat from step 2  until the networks reach a steady state.
Table 2.5. The Mixture-of-Experts learning algorithm. (Adapted from Haykin, 1994).
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2.6 Conclusions
In this chapter, three classes of neural architectures listed in the connectionist literature have 
been discussed: feedforwai’d, recurrent and modulai* networks. Theii* descriptions have been 
accompanied by a range of connectionist leaining stiategies: from the so-called unsupervised 
learning class, which may be comparable to self-organisational changes; to the reinforcement 
strategy which models conditioned behaviour; and, onto the supervised approach, whereby 
leaining over time may correspond to development attiibutable to enviionmental feedback.
To summarise these types of connectionist architecture we present Table 2.6, which 
outlines the merits of employing recuiTent over feedforward networks, and modular over 
single architectures. Tasks that are dynamic can be simulated by recurrent networks, while 
tasks that are decomposed into more manageable subtasks can be efficiently learnt by 
modular architectures. Whilst the single and non-gated modular classes of network require 
the modeller to explicitly allocate the subtasks which are to be learnt, the gated modular class 
of network has the advantage of allowing its computational properties to decompose the task 
and to allocate modules to subtasks.
In the following chapters we focus upon employing both non-gated, feedforward and 
gated, recurrent modular aichitectures in simulating aspects of numerical development. This 
enables us not only to combine leaining paradigms, but perhaps also to model more complex 
phenomena than a single network would allow. In our first set of simulations, a non-gated 
modulai* architecture is used to model pre-verbal numerosity discrimination and its 
development into subitising (Chapter 3). The unsupervised single models that have been 
described in this chapter will provide the architectures of the individually tiained component 
networks. For example, Kohonen feature maps are employed to model the self-organisation 
of magnitudinal and verbal representations of number.
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Feedforward
single
networks
Recurrent
single
networks
Feedforward 
non-gated 
modular 
networks 
(Chapter 3)
Recurrent
non-gated
modular
networks
Feedforward
gated
modular
networks
Recurrent 
gated 
modular 
networks 
(Chapter 4)
Models the 
process which 
generates a set of 
data
/ y y y y y
Time is represented 
through dynamic 
properties X y X y X y
Complex 
computation is 
decomposed into 
simpler subtasks
X X y y y y
Computation may 
be decomposed 
into static and 
temporal subtasks
X X X y X y
Computational 
properties 
determine the 
decomposition
X X X X y y
Computational 
properties may 
decompose task 
into static and 
temporal subtasks
X X X X X y
Table 2,6. A compaiison of properties of feedforward and recmrent, single and modular, non-gated and gate 
connectionist architectures.
The Kohonen feature map also shares characteristics with the other kind of modular 
architecture known as the mixture-of-experts model. Under the Kohonen self-organising 
learning algorithm the node whose weight vector most closely matches the input vector is 
considered to ‘win’ over the other nodes. Similarly, during the training process of the 
mixture-of-experts the expert network with the output most similar to the desired output of 
the system is deemed the ‘winner’. Competition takes place in the first case between 
individual nodes and at the network level in the later.
A mixture-of-experts simulation of learning to count is subsequently presented (Chapter 
4). Here the supervised single networks also play a role in its operation: the gating network is
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a single-layered feedforward network, whilst multiple-layered, feedforward and partially 
recurrent networks are featured as the expert networks. Finally, having applied a modular 
architecture which processes subtasks in series to the simulation of subitising and a mixture- 
of-experts to the modelling of verbal counting, we will exemplify the type of modular 
architecture described as the Meta Pi in the construction of a single model for quantification. 
The two individually-tiained models for subitising and counting form the two experts in the 
final system, and a gating network, trained sepaiately, is introduced to mediate thek 
responses.
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Chapter 3
Learning Static Tasks with Non-Gated Architectures
3.1 Introduction
Non-gated modular arcliitectures appear to have an intuitive appeal on four levels; firstly, 
their constituent modules not only execute a specific subtask of a complex task, but learn to 
perform the subtask; secondly, the topology and the learning algorithm employed by each 
component network does not restiict the choice for the other modules; thirdly, the modules 
can be made to communicate thr ough yet another neural network which learns to associate the 
outputs of two or more constituents to generate a further unique output; fourthly, a 
developmental progression may be simulated by appending trainable modules to an existing 
architecture, without the original modules requiring retraining. Thus, once the modeller has 
made his or her choice of topology and learning algorithm for each constituent module and 
the intercommunicating networks, no further modeller bias is required in terms of assigning 
weights to connections or reconfiguring the ar chitecture.
There are a number of arguments put forward by philosophers and scientists, particularly 
some neurobiologists, about modularity of mind and brain, for example Fodor (1983). The 
above discussion of non-gated architectures is a contribution to that unresolved debate about 
modularity or its non-existence. What we find more irrteresting is that non-gated modular 
architectures have a resonance with work in numerical development in animals and human 
mfairts. Models of numerosity detection, for instance, appear to posit a modular basis. For 
example, the theoretical model of Warren Meek and Russell Church comprises a counter, 
based upon an accumulator mechanism, a memory and a decision module, to explain how 
even animals discriminate numerosity. The use of computer simulation, rather than using 
analogies from computer ai'chitecture, has been pursued by others like Stanislas Dehaene and 
Jean-Pieire Changeux; the two authors have modules for visual input and object location 
feeding sequentially into a numerosity detection module. Then so-called neuronal model 
detects and represents the numerosities of simultaneously presented objects along a number
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line. Under this system, numerical detection, perhaps the earliest numerical ability possessed 
by infants, is seen as a parallel process rather than a serial counting procedure. Patterns of 
activity are stored in the constituent networks of the model through hard-wired connection 
weights. Hard-wiring involves the modeller permanently setting the inter-neuronal
connections prior to the simulation exercise.
A hard-wired neuronal architecture, constrained at the representational level, appears to 
have an in-built modeller’s bias. In this chapter, we simulate aspects of numerical 
development using computer simulation, whilst attempting to minimise this bias, and also 
investigate a method extensively used in neural networks for simulating ‘spontaneous’ 
categorisation. We have developed a non-gated modular architecture for numerosity 
detection, in which the structure is able to self-organise over time. The components of the 
model are a two-dimensional retina on which multiple objects may be displayed, modules for 
representing these objects independent of their size and location, and a network which 
represents the numerosity of the objects. Thiough the use of leai ning algorithms, the modules 
develop in response to environmental inputs. Both the distance effect and Fechner’s law for 
numbers are seen to be consequences of the leaining process. Furthermore, developmental 
stages in acquiring a magnitude representation of number can be identified within the model. 
The results of our system aie comparable to those of Dehaene and Changeux’s model.
Having exemplified the non-gated approach by simulating the pre-verbal capability of 
infants to discriminate small numerosities with a magnitude representation of number, our 
subsequent work demonstrates how a detection system may be seen as underlying a further 
stage of development in numerical competence. The model is extended to simulate the 
language-dependent ability of subitising by incorporating a verbal representation for number. 
The result is a compressive partitioning of the number line into regions onto which different 
number words map.
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3.2 Infant Numerosity Discrimination
3.2.1 Background
Child psychologists have argued that infants possess the ability to make simple numeric 
discriminations as early as in the first week of life. There is consensus that such infant 
competencies are “ ‘protonumerical’ abilities that form a foundation upon which the formal 
number system can be built” (Strauss and Curtis, 1984:133). Karen Wynn (1992a) believes 
that infants are capable of not only determining and representing small numerosities, but also, 
of performing arithmetic operations on these representations and claims that infants “possess 
a genuine system of numerical knowledge” (1995:35). This view has been challenged by 
Simon, Hespos and Rochat (1994) who account for Wynn’s observations through the infant’s 
knowledge of physical objects.
A further contentious subject relates to the acquisition of these numerical skills. As 
children exhibit numerical abilities at such an early stage of life, some psychologists have 
concluded that the capabilities may be inborn rather than learnt through interactions with the 
environment (see, for example, Wynn, 1992c and 1992d). Conversely, empiricists such as 
Kirby (1992) point out that since infant’s numerical abilities appear- to vary with age (as 
noted, for example, by Sophian & Adams, 1987), innateness may not play such a major role.
Here, we briefly review the psychological literature regarding the numerical abilities of 
infants. The majority of observations in this field have been collected through the use of the 
habituation-dishabituation paradigm. This approach is based on the findings that the response 
to a stimulus declines as the stimulus is repeated. Habituation is the decline in response when 
the decrease is not due to fatigue or sensory adaptation. Dishabituation occurs when the 
stimulus is altered, following habituation, and an increase in response occurs. This implies 
that the subject is able to discriminate between the stimuli presented before and after the 
alteration.
Many of the experimental results indicate that infants are capable of differentiating 
between numerosities up to around 3 or 4, represented visually as lights, dots or objects. This 
implies that numerical ability is present in children before they are taught to count verbally, 
that is, are taught the number words and how to match each number word to one and only one
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object. Starkey, Spelke and Gelman (1983) claimed to demonstrate that infants have the 
ability to match visual and auditory information about number, and inferred that this ability 
cannot be a purely perceptual event because enumeration across modalities takes place. 
Furthermore Wynn (1995) has suggested that infants are capable of the numeric 
discrimination of actions which, unlike objects and sounds, require both spatial and temporal 
information. An alternative approach, that of visual expectation, has been employed more 
recently to investigate the numerical competence of infants with sequentially presented 
stimuli (Canfield & Smith, 1996). Figure 3.1 summarises the empirical results of experiments 
on sixteen month-olds and under in this area of research.
Cooper (1984) has attributed the ability of infants to discriminate small numerosities to a 
numerosity detecting mechanism which provides the infant with information regarding the 
cardinality (quantity) of number, but not with information on the ordinality (relative position) 
of number which he believes is learnt later, through experience. The connectionist model 
presented later in this chapter simulates such a mechanism for representing numerosities as 
quantities, or magnitudes.
There is also evidence that animals are capable of discriminating numerosities of 
simultaneously or sequentially presented sets (Gallistel, 1990). With regard to the 
neurobiological findings on animal numerosity discrimination, researchers claimed to have 
identified neurons which respond to the number of a presented stimulus. Thompson, Mayers, 
Robertson and Patterson (1970) carried out an investigation on cats after anaesthetisation, in 
which stimuli were presented at various rates, intensities and in different modalities. The 
conclusion drawn by the authors was that they had located cells which "behave as though they 
are counters" (ibid.:271).
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months 
0
10
12
14
16
Discrim inationbetween2and3 black dots, but not 4 and 6 (Antell & Keating, 1983).
■ D iscrim inationbetw een4and5dots (Treibei‘&Wilcox, 1984),
Disciiminationbetween2 and 3 dots of w hite  lig h t, but not 4 and 6 (Starkey & Cooper, 1980); 
Discrimina tionbetween collections of 1 to 4 heterogeneous items (vanLoosbroek & Smitsmaiv 1990); 
Calculationof results of operations on small numbers of objects (Wynn; 1992a);
Enumeration of sequentially presented stimuli (Canfield & Smith, 1996).
A bility  tom atch the  number of heterogeneous objects, e ither two or three, invaryingarrangem ents 
of a spa tia l display to th e  number of sounds in a  temporal sequence 
(Starkey, Spelke & Gelmniv 1983).
Discrimina tionbetween2 and 3 homogeneous and heterogeneous items, but not 4 and 5.
Fem alesdiscrimina te between3 and 4 homogeneoiB i terns and males discrimina te between3 
and 4 heterogenous items (Strauss &: Curtis, 1981).
Sensitivity to numerical consequences of insertionand deletion transformations 
(Sophian&  Adams, 1987).
A bility to solve re la tive  numerosity problems, inparticu lar whenresponse to the  larger of two 
a rrays is rew arded(strauss & Curtis, 1984).
Figure 3.1. Empirical findings related to numerical abilities in infancy.
The literature on numerosity discrimination refers to mechanisms of communicating 
modules. From a theoretical standpoint this is exemplified by Meek and Church’s (1983) 
accumulator mechanism. Through computational simulation, Dehaene and Changeux (1993) 
have developed a model of interacting modules, including a module for representing 
numerosities as magnitudes, and describe a training phase for conditioning responses to 
specific numerosities. In this section, a brief review of the accumulator mechanism (section
3.2.2) is presented together with an intioduction to the counting-principles theory which 
attempts to account for the ability of pre-verbal infants to discriminate between numerosities. 
We then discuss psychophysical frinctions related to the processing of number, known as the 
distance effect (section 3.2.3.1) and Fechner’s law for numbers (section 3.2.3.2).
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3.2.2 The accumulator mechanism
Meek and Church (1983) have attempted to establish whether one mechanism regulates both 
the measurement of numerosity and of time. They proposed that a single mechanism might 
be responsible for the two processes of counting and timing, referring to it as “a mode control 
model” (1983:320). This model was underpinned by an accumulator mechanism; a 
mechanism used to evaluate numerosity in one mode and used to estimate duration under 
another.
Meek and Church have described their model of counting and timing in terms of 
functional units grouped into three components: a clock or counter; a memory; and a decision 
module, which operate under training and testing phases, and is shown in Figure 3.2. The 
clock or counter comprises a pacemaker, which generates pulses, linked to a mode switch that 
is, in turn, linked to an accumulator. The system may act as a clock, in which case the mode 
switch closes for the duration of an event allowing pulses from the pacemaker to chaige the 
accumulator; or, as a counter, the mode switch closes, temporarily for a fixed delay, in 
response to each entity encountered, permitting the accumulator to fill up by an equal amount 
for each event. The accumulator tiansmits data to a working memory which is coupled to a 
reference memory and a comparator. The interaction of the accumulator and reference 
memory helps the animal to make counting and timing decisions. Many accumulators enable 
valions sets to be counted and many durations to be estimated concurrently.
Memory
module
Decision
module
Accumulator 
for duration or 
for magnitude
Pacemaker
Gate to switch 
between timing 
and counting
Conditioned
response
Figure 3.2. A mechanism for counting and timing. Adapted from Meek and Church (1983).
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During a training phase the animal is exposed to examples from which it learns how to 
respond to accumulator values. Reinforced responses to comparisons between the values of 
the accumulator and the reference memory result in the value of the accumulator being stored 
by the reference memory. During testing, the value of the accumulator is simply compared to 
that of the reference memory (Meek, Church and Gibbon, 1985). In this model, the training 
phase is comparable to those computer simulations in which neural networks employ a 
reinforcement learning algorithm in order to model learning through experience (see section
3.4.2).
Gallistel and Gehnan (1992) and Wynn (1995, 1992c) have observed that numerosities are 
represented, in this model, as magnitudes, and therefore the relationship between the 
representations is analogous to the relationship between the numerosities which they 
represent. They have respectively used the accumulator mechanism to account for numerical 
abilities in infancy, but in different ways. Gelman and Gallistel (1978) have aigued that 
humans possess an innate concept of number comprising five principles, according to 
counting-principles theory. This theory may be compared to the accumulator mechanism in 
that three of the principles, called the how-to-count principles, have been identified in the 
operation of Meek and Church’s accumulator mechanism (Gallistel and Gelman, 1992). The 
accumulator moves thiough states, one at a time, in response to each item being counted, (cf. 
one-to-one principle) in a stable order (cf stable-order principle). The accumulator’s final 
state represents the numerosity of the set being counted (cf cardinal principle). (See section
4.2 for details of the counting principles).
However, Wynn (1992c, 1995) argues that the counting-principles method is quite distinct 
from the accumulator mechanism system of numerical cognition due to difference in number 
representation employed by each theory. According to her, whilst “numerosity is inherently 
embodied in the structure o f the representations"’ (1992c:325) in the accumulator mechanism 
because the representations are magnitudes describing a number, this is not so under the 
counting-principles theory; Wynn (1992b) feels that the linguistic counting system has an 
ordinal representation of number, in terms of the positional relationships between number
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words. We shall compare the accumulator mechanism to the connectionist models discussed 
in this chapter, which also represent numbers as magnitudes, at the end of this chapter.
3.2.3 Psychophysical functions
Continuing on the theme of the processing of quantity, two relationships between physical 
stimuli and the human subjective experience of those stimuli are now outlined. These 
psychophysical phenomena are the distance effect and Fechner’s law. We would expect a 
computer simulation in which number is represented magnitudinally to account for these 
effects.
3.2.3.1 Distance effect
The phenomena of increased numerical difference between two digits resulting in a faster 
decision time for then comparison, has become referred to as the distance effect. Moyer and 
Landauer (1967) were the fnst to demonstrate this by conducting experiments in order to 
explore the capability of humans in performing numerical comparisons. They considered that 
a test of decision times would indicate whether the operation underlying numerical 
comparison tasks is more perceptual or cognitive in nature. If numerical comparison was 
perceptual, then the process would be similar to comparing other, physical, variables such as 
length or loudness; judging the difference between two such stimuli requires longer decision 
times as the stimuli became more similar with respect to these variables. However, if 
numerical comparison was more cognitive in nature, the reseaichers expected that decision 
time would not increase as the numbers became more similar. There can be two explanations 
for this: first, compaiison might involve the memory retrieval of the combination of numbers, 
together with an indication of their inequality. For tins, it was assumed that the decision 
times would not vary in the comparison of different pairs of numbers; Second, comparison 
could involve a calculation being performed to determine the actual difference between the 
two values, for example, counting between the two numbers. In this instance an increase in 
numerical difference causing an increase in decision time would be expected.
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Moyer and Landauer’s results indicated that a decrease in the decision times in judging 
which of two numbers was larger, as the numerical difference between the two numbers 
increased. This suggested to the authors that the subjects were making judgements in a 
similar manner to the method employed for physical stimuli judgements. They proposed that 
numbers, presented as numerals, were being converted to a magnitude representation before a 
compaiison could be performed. This phenomena has since been identified in numerical 
compaiison tests for a range of ages, including both children and adults (see Duncan & 
McFarland, 1980, for references).
3.2.3.2 Fechner’s law
One characteristic of sensory systems is a difference threshold which describes the minimum 
stimulation required to differentiate between two stimuli (Gross, 1992). Weber’s law asserts 
that within each sense modality, this threshold has a constant value. This law was later 
amended by Fechner, to state that the intensity perceived is proportional to the logarithm of 
the actual intensity. In other words, as the intensity of a stimulus increases, the associated 
intensity perceived increases quickly at first and then at a lesser rate.
The mental magnitude representation of number apparently conforms to Fechner’s law. 
Kiueger (1989) has listed a range of approaches canied out by reseaichers investigating this 
field. One method was to ask subjects to randomly produce numbers and a higher probability 
of smaller than larger numbers was observed. Other approaches described by Krueger were 
concerned with numerical comparison tasks and the production of numbers in response to 
verbal teims describing quantity. Again, number appeared to be represented on a subjective 
scale.
Compressive mapping assumption: One explanation for these results is described by the 
compressive mapping assumption (Dehaene and Mehler, 1992); imagine a mental ‘number 
line’ along which numbers aie represented as magnitudes, an idea supported by Restle (1970), 
among others. If this number line were compressive, for example, logarithmic, and there was 
constant variability across the magnitude representations, it would account for the above
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phenomena. For a set difference between two numbers, the mental magnitudes onto which 
the two numbers map become closer together as the numbers increase.
Scalar variability assumption: An alternative explanation for the Fechner effect on quantity 
processing of number is also found in the psychological literature, under the term scalar 
variability assumption. This view, believed for example by Gallistel and Gelman (1992), is 
of a linear number line with inconstant variability in the mental magnitudes onto which 
numbers map. The variability increases with magnitude, hence, discriminating between two 
numbers becomes more difficult as their' magnitudes increase.
These two conceptualisations of the number line are captured in the connectionists models 
discussed in this chapter. Whereas the number line represented by Dehaene and Changeux’s 
(1993) model is linear' (see section 3.3, and section 3.4.2 for a discussion), we demonstrate in 
section 3.4.1 how a neural network can organise magnitude representations along a 
compressive number line. Next, a connectionist model featuring a hard-wired magnitude 
representation of number is discussed.
3.3 A Hard-Wired Connectionist Model of Numerosity Detection
Many cognitive developrnentalists propose that domain-specific representations account for 
the knowledge that infants appear to possess (for example, Spelke, 1994). It is believed that 
representations are stored in the brain thiough the synaptic connections which mediate 
neuronal interaction. Likewise, representations are stored in artificial neural networks 
through the weighted links connecting nodes. Hence domain-specific representations, 
thought to be present at birth, can be simulated in a neural network model through the hard­
wiring of the connection weights. The values of these weights are set permanently by the 
programmer, preventing plasticity that the structure would require to accommodate new 
representations.
Dehaene and Changeux (1993) have explored the developmental stages of numerical 
abilities, thiough a neural network simulation of the acquisition of two skills: the ability to
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compare numerosities; and, an understanding of the concepts ‘lai'ger’ and ‘smaller’. They 
have proposed a ‘neuronal’ model for detecting, at a pre-verbal stage, visual and auditory 
numerosities which, they claim, replicates the human and animal processing abilities 
described by Fechner’s Law and the so-called distance effect.
The primary component of this model, and the main module on which we will focus, is a 
‘numerosity detection system’. Modules comprising the visual route (Figure 3.3) thiough this 
model aie discussed below, together with extensions of the system. (The numerosity of 
auditory inputs can also be detected by the system, via an ‘echoic’ memory.)
Summation
Clusters
Numerosity
Clusters
Object Location  
and NormalizationVisual Input
Num erosity Detectors
Figure 3.3. Components of Dehaene and Changeux’s (1993) numerosity detection 
system. Only the visual route is shown.
Visual Input Module: The retina comprises 50 nodes, described by the McCulloch-Pitts 
model, arranged in one-dimension. Each node is referred to as a cluster since it represents the 
behaviour of a collection of neurons linked by synapses. The output of a cluster, calculated 
by applying a sigmoid activation function, represents the proportion of neurons in the cluster 
that are active. Positive feedback within each cluster enables the clusters to retain levels of 
activity over time (Dehaene & Changeux, 1989). Up to five objects of various sizes can be 
represented as Gaussian distributions on this retina.
Object Location and Normalisation Module: Visual inputs are transmitted ftom the retina 
onto a two-dimensional ‘location’ map, comprising 9 by 50 neuronal clusters, via haid-wired 
connections. An object is represented on this map by position along one dimension and by 
size along the other. Each cluster responds to the presence of an object of a particular size, 
occurring at a specific location on the retina. Once the appropriate clusters have responded to 
an input, the map is able to represent the objects as similar- numbers of active clusters.
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regardless of the sizes of the objects; an active cluster attempts to suppress the activation of 
other clusters which are also responding to a similar region of activity on the retina, through 
lateral inhibition. This stage of processing is referred to as size normalisation by the authors 
since the number of active clusters representing an object is no longer related to its size. In 
summary, the objects presented as input become represented in a manner that retains their 
positional information but the level of activation is independent of the sizes of the objects.
Numerosity Detectors; Summation Clusters: The next set of clusters, called summation 
clusters, linked to the two-dimensional map, do not preserve the positional information of the 
input objects. These clusters, of which there ar e 15 arranged in a row, receive activation from 
the entire map via connections with identical weights. Each summation cluster fires when the 
total input of activity is greater than a threshold value that the cluster has associated with it. 
Since the values of these thresholds increase along the row, the higher the level of activity 
occurring on the map, the greater the number of summation clusters that fire. Hence, the 
activation of the clusters represents the sum of activity across the two-dhnensional map and is 
comparable to the numerosity of the input objects.
Numerosity Detectors; Numerosity Clusters: The system identifies which numerosity is 
being represented, by sending the activation, after normalisation, from the summation cluster 
to a layer of 15 numerosity clusters. Again the connection weights aie determined by the 
programmer. The function they carry out is to excite a cluster which corresponds to the 
numerosity represented by the summation clusters. Lateral inhibition is employed in order to 
prevent numerosity clusters representing higher or lower numerosities from being activated.
Extensions to the System: The fnst extension to the numerosity detection system enables 
conditioned behaviour to be simulated, in response to the presentations of numerosities, 
thiough the use of Hebbian links. This attempts to model the experiments involving animals 
or human infants being conditioned to react to various numerosities with different actions 
where the actions are represented as the activation of oulput clusters. Further additions to the
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model include a short-term memory network, enabling a comparison of former and present 
numerosities, and a component to simulate the spontaneous development of the ability to 
understand the concepts of “larger” and “smaller”. Learning of this differentiation takes place 
through an auto-evaluation loop which encourages the network to repeat its output whenever 
a reconstructed action is compatible with an actual action. Dehaene and Changeux refer to 
the capacity of the network to vai y its own reward, having reviewed its own output, as “self­
organisation”. This contrasts with the usual definition in the connectionist literature, and 
indeed our use of the term below, where self-organisation refers to the ability of some neural 
networks to identify and extract features of input vectors, enabling the categorisation of novel 
examples.
To test the numerosity detecting capability of the network, Dehaene and Changeux 
presented the system with inputs representing objects of various sizes, in assorted positions. 
In response to equivalent input numerosities, the same numerosity clusters were activated, but 
for dissimilar input numerosities, differing numerosity clusters were activated. The outcome 
of subsequent tests, which involved the presentation of auditory inputs or combinations of 
auditory and visual inputs, were found to be similai*.
The average activity of each of the fifteen numerosity clusters, in response to input 
numerosities of 1 to 5, is shown in Figure 3.4. It can be observed that some numerosity 
clusters may be activated in response to more than one class of input numerosity, in particular 
when the input numerosities are adjacent, resembling the distance effect (3.2.3.1).
It can be seen from the graph that, as the input numerosities increase, the number of 
numerosity clusters which are activated in response, also increases. In addition, the size of 
the peaks of activity with which the numerosity clusters respond declines as the input 
numerosities increase. This resembles the effect of Fechner’s law (3.2.3.2), that as two 
numerosities increase, the associated discriminability is reduced and is a side-effect of the 
way in which the visual inputs are represented on the location map: variance in the activation 
representing a single input object means that there is increased variance when representing 
larger numbers of input objects {cf. scalar- variability assumption). The authors made the
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further remark that Fechner’s law may explain why young human infants encounter more 
difficulty in distinguishing larger numerosities than smaller ones.
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Figure 3.4. Activities of numerosity clusters in Dehaene and Changeux's (1993) model.
Dehaene and Changeux (1993:401) were encouraged to use the results of their simulation 
to comment on the controversy surrounding proposals for the mechanism underlying the 
ability of animals and human infants to detect and discriminate numerosities: Fhst, that the 
simulation indicates that numerosity can be detected by a parallel process, which is contrary 
to Gallistel and Gelman’s (1992) view that detecting a numerosity involves a serial procedure 
in the form of counting; Second, that representations of the input objects require no 
information regarding their relative positions, which counters Mandler and Shebo’s (1982) 
claim that numerosity detection in the form of subitising is achieved by acquiring canonical 
patterns.
67
3.4 Surrey’s Learning (Self-Organising) Model of Numerosity Detection
We now present a modular neural network architecture that self-organises over time and can 
simulate numerosity detection amongst infants. Innate behaviour has been explained in terms 
of constraints on the development of the behaviour occurring at three levels: those of 
representation; architecture; and, timing (Elman et al, 1996). Rather than constraining the 
model at the representational level by hard-whing the connection weights, we consti'ain the 
model at the architectural level. This involves choosing specific topologies for the 
component networks and allowing the connections between the layers of nodes to remain 
plastic. The connection weights are then determined thiough self-organisation of the 
structure. Hence, our computer simulation not only models the acquisition of the ability to 
discriminate small numerosities, but does so without requiring instruction fi*om an outside 
source to dir ect what is learnt.
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Figure 3.5. Anderson’s (1995a) structured Kohonen map emerging after training with input 
patterns representing number as magnitudes. Winning nodes are indicated by asterisks.
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Topographie maps are considered by many authors to represent biological information. In 
such a map ‘neighbourhood relations of cells at one periphery are preserved in the 
arrangement of cells at other locations in the projection system’ (Churchland, 1986:119). 
Udin and Fawcett (1988) have discussed how topographic maps are formed for routing 
sensory input to the central nervous system; the input includes the visual, auditory and 
somatosensory systems. Anderson (1995a) has described how neural networks are capable of 
demonstrating topographic self-organisation in the form of the Kohonen feature map. 
Furthermore, according to Anderson, map-forming algorithms are ‘robust, fast and effective’ 
(1995:463) and can be used on then own or as part of a complex system. Using a Kohonen 
feature map, he demonstiated that a network with an input representing number as symbolic 
codes cannot produce a topographical map where representations of numbers of similar 
magnitude are proximate. However when the representations were partly, or entirely, 
composed of a bar code representing magnitude (see Table 1.2), the map exhibited 
organisation (See Figure 3.5); groups of consecutive numbers were represented in similar 
regions on the map (1995a:480-486). The inputs to Anderson’s simulation represented 
magnitudes as shifts in activity, from left to right, whereas our simulation, described below, 
depends on an accumulator-type representation for number.
Our implementation of a numerosity detection system enables objects varying in size and 
location to be enumerated. The architecture comprises two major components, depicted in 
Figure 3.6: one module for representing the numerosity of objects as magnitudes; and another 
module, comprising three subparts, for mapping a visual scene orrto the magnitude 
representation network, in a fairly simplistic manner. This mapping module comprises a two- 
dimensional retina on which multiple objects are displayed; a module for representing the 
objects independent of their sizes (cf. location map); and, a network for representing the 
objects independently of their positions (cf. summation clusters).
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Figure 3.6. The non-gated modular architecture of our numerosity detection system.
The input to the mapping module is a 36 by 18 node retina, divided into receptive fields of 
size 3 by 3, on which several objects can be represented simultaneously. For simplicity it was 
ensured that a single and entire object was positioned within a receptive field. Figure 3.7 
shows an example of three objects of random shapes, sizes and positions spatially distributed 
across a portion of the retina.
Figure 3.7. The retina, divided into receptive fields, represents objects lying in the visual scene.
The mapping module generates an accumulator-type representation, which is both scale 
and translation invariant, that acts as the input to the magnitude representation network. Each 
of the modules in the system is a neural network which can communicate with others. Unlike
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Dehaene and Changeiix’s numerosity detection system, each module has modifiable 
connections which self-adapt over time.
First the magnitude representation network is discussed, which is the focus of our work 
(section 3.4.1). This is followed by a description of the degree of success of the numerosity 
detection system’s performance (sections 3.4.2-3.4.3). Finally, a brief discussion of the 
mapping module is included (section 3.4.4).
3.4.1 Learning and organisation of a magnitude representation of number
The key component of our model is a mechanism for representing small numerosities as 
magnitudes along a number line. For this, a self-organising neural network, which develops 
spatially-ordered feature extractors, is employed. The module takes an accumulator 
representation as its input and learns to represent and organise these patterns of activity 
according to the distance effect and Fechner’s law for numbers.
Whilst Anderson (1995a) has shown that nodes in a two-dimensional Kohonen feature 
map are capable of representing number magnitudinally, we aim to demonstrate that a self- 
organising map can organise representations of magnitude in accordance with the distance 
effect. This could be modelled as a spatial arrangement in which adjacent regions along a 
single row of nodes represent consecutive magnitudes. We have therefore chosen to 
implement a feature map with a one-dimensional Kohonen layer, comprising 15 nodes. This 
corresponds to the number of numerosity clusters in Dehaene and Changeux’s model. The 
input layer of the Kohonen map is also of size 15 nodes, consistent with the number of 
summation clusters in the eaiiier model.
Idealised patterns, shown in Table 3.1, representing accumulated activity over the visual 
scene act as the inputs to the map. Hence, the sum of activity over the first layer is 
comparable to a numerosity of between one and five, which the network learns to represent in 
the second layer.
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Numerosity Inpu t Vector
One [1,1,1,0,0,0,0,0,0,0,0,0,0,0,01
Two [1,1,1,1,1,1,0,0,0,0,0,0,0,0,01
Three [1,1,1,1,1,1,1,1,1,0,0,0,0,0,01
Four [1,1,1,1,1,1,1,1,1,1,1,1,0,0,01
Five [1,1,1,1,1,1,1,1,1,1,1,1,1,1,11
Table 3.1. Training vectors used in tlie Kohonen map simulation.
Initially, the weight vectors aie assigned random values so that the competitive nodes 
which are most closely associated with each input pattern are randomly arranged across the 
map, reflecting the fact that the map has no knowledge prior to tiaining (as shown in Figure 
3.8 (a)).
1.4 2,3,5
_^______________________ L I(0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 )
(a) Before training
0 0 0 0 0 0 i o o i o i o i )
(b) After 100 training cycles
Figure 3.8. The winning nodes for the representations of five numerosities are randomly positioned before 
training and topologically ordered after. Nodes aie referred to in the main text by consecutive labels, where 
‘nodei’ indicates the node at left-hand side of the Kohonen layer.
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The training process causes specific regions of the grid to become associated with 
particular- input patterns by gradually transforming weight vectors towards the iirput pattern 
representations. During a training cycle, each of the five input patterns, after normalisation, 
were randomly presented to the input layer once. See section 2.4.4 for a summary of the self- 
organising feature-mapping algorithm. Initially the learning rate and neighbourhood size 
were set to 0.3 and 11 respectively, and gradually reduced over 100 training cycles. Over 
time, the competitive nodes became tuned to the fact that the input patterns were described by 
different features. The resulting Kohonen feature map was found to be capable of 
recognising the five patterns, each of which represented a numerosity. Figure 3.8 (b) shows 
those nodes with the highest activation in response to each input pattern after training. Two 
observations can be made from the trained network.
Observation 1: Distance effect
The winning nodes for each input pattern, which represent numerosities one to five, are 
ordered topologically after tiaining has taken place; the laiger the numerical difference 
between two numerosities, the further apart on the Kohonen map their representations are 
positioned. For example, consider the winning node for an input pattern conesponding to the 
numerosity of one, nodei, being situated in closer proximity to the winning node for an input 
pattern for a numerosity of two, nodeg, than that for three, nodei i. This is compatible with the 
distance effect, a feature of the brain where two numbers become easier to distinguish, the 
greater their numerical difference. The effect is displayed in this simulation due to the 
manner in which the feature map leains.
Obseiyation 2: Fechner^s law
The other reported characteristic of the mental magnitude representations for number is 
Fechner’s law, for which one explanation is an internal representation of number which is 
compressive. The Kohonen map learns to organise the representations of numerosities in a 
compressive manner that obeys Fechner’s law; it is an outcome of the training procedure that 
the locations of the winning nodes are positioned in closer proximity to each other as the 
numerosities they represent increase. Figure 3.9 shows that the relationship between the
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patterns comprising the training data set and the locations of the winners is compressive, 
approximately logarithmic.
Posit ion of 
w inn ing  n o d e
15 T
13 -■
Figure 3.9. Patterns, representing numerosities one to five, map 
onto winning nodes with approximately a logarithmic relation.
This effect may be explained by considering the vector cosine as similarity measure for the 
training patterns. For large neighbouring numerosities, such as patterns representing 
numerosities four and five, the cosine values are close to 1 indicating a high degree of 
similarity. Yet vector cosines between the smaller neighbouring numerosities, for example, 
one and two are not as close to 1 indicating less similarity. These degrees of similarity are 
reflected in the trained map due to the property of the Kohonen feature map to order 
topologically.
3.4.2 Simulation results of the numerosity detection system
Having individually trained and tested the component networks comprising the mapping 
module and the magnitude representation network, the numerosity detection system was 
constructed by linking the networks together in series (refer to Figure 3.6). Testing of the
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numerosity detection system involved presenting novel input patterns, by introducing 
Gaussian random noise (with /z = 0, <7 = 0.1 ) to the input nodes in each receptive field 
occupied by an object. In response to this input, the mapping module generated patterns 
representing accumulated activity over the visual scene. The magnitude representation 
network then received these noisy versions of the representations on which it had been 
trained. To suppress noise in the output of the system an activation function based on the 
Mexican hat function was applied to the output of the Kohonen layer nodes. This took the 
form of the winning node being allocated an activation level of 4-1, whilst its neighbours 
received activation in proportion to their distance from the winner, according to a Gaussian 
distribution.
In order to compare the results of the system with those of Dehaene and Changeux’s 
model, our system was presented with 500 examples of objects of random shapes, sizes and 
locations across the visual scene for each numerosity, one to five. Figures 3.10 (a) and (b) 
show the average levels of activation outputted by the systems. Specific, yet overlapping, 
regions of the output layers of both models respond to the number of objects represented on 
the retina. As seen from the graphs, the extent to wliich two regions overlap increases with a 
decrease in numerical difference between the numerosities that they represent (cf. distance 
effect (3.2.3.1)). Furthermore, the degree of overlap increases with increasing numerosities 
for neighbouring numerosities (cf. Fechner’s law (3.2.3.2)). In Dehaene and Changeux’s 
system, the effect of Fechner’s law is a result of the representations of the numerosities, along 
a linear number line, having increasing variability as the magnitudes of the numerosities 
increase (cf. scalar variability assumption). This can be seen in Figure 3.10 (b) by the 
increasingly wider curves for larger numerosities. In our system, however, there is little 
difference in the variability across numerosities. The effect of Fechner’s law holds here due to 
the numerosities being represented along a compressive number line (cf. compressive 
mapping assumption).
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Figure 3.10. Results of our system, on the left, and those of Dehaene and Changeux’s model, on the right: (a,b) 
Average activities outputted in response to numerosities o f 1 to 5 objects presented in the visual scene; (c,d) 
Connection strengths learnt, through reinforcement, in the discrimination of 3 versus 4; (e,f) Number o f training 
cycles required in learning to discriminate between each pair o f numerosities.
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Extending the training set
A noticeable difference between the two graphs is that in Dehaene and Changeux’s model the 
regions representing all numerosities are approximately contained within the layer, whilst in 
ours the regions representing numerosities one and five are not. This ‘edge effect’ is a result 
of the Kohonen learning algorithm which positions the winning nodes for the two most 
distinct input patterns the furthest distance apart on the Kohonen layer. This effect is more 
evident in the results of a subsequent simulation in which the maximum numerosity 
encountered during training is not limited to five. For this, sizes of the output layers of the 
translation-invariant module and the Kohonen map were extended to 36 nodes, and both 
modules re-trained for numerosities up to and including twelve. The results, depicted in 
Figure 3.11, show an increase in the overlap for increasing neighbouring numerosities, as 
predicted by Fechner’s law. Whereas most numerosities are represented across regions on the 
map, the numerosity for twelve is particularly well represented by a single node, nodese. This 
‘edge effect’ of the Kohonen map might be avoided in a more plausible simulation of 
numerosity detection, in which the inputs to the model during the training process do not 
comprise a range of numerosities with such a strict upper limit.
1
!I
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
Kohonen layer node number
Figure 3.11. Activities o f the nodes representing numerosities one to twelve in the self-organising model.
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To demonstrate how the ‘edge effect’ may be avoided, the Kohonen was re-trained map on 
the original five training examples in addition to two patterns, representing numerosities zero 
and six. On testing the resulting numerosity detection system, the ‘edge effect’ was no longer 
present, as shown in Figure 3.12.
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Figure 3.12. Activities o f the nodes representing numerosities one to five in the self- 
organising model, having been trained on a wider range of numerosities.
Conditioning experiment
To compare the results of the two numerical detection systems further, we employed ours in 
the simulation of the acquisition of a conditioned ability. Recall from section 3.5 that 
Dehaene and Changeux have demonstrated how a numerosity detection system can be 
extended in order to model experiments in which animals are conditioned to carry out specific 
actions in response to various numerosities (Gallistel, 1990). We replicated this work by 
appending our system with a network which linked the output of the numerosity detection 
system to two output nodes, as illustrated in Figure 3.13. The network learnt to respond 
differentially to distinct numerosities.
78
Numerosity
detection
system
Output
nodes
Figure 3.13. Extension to architecture for modelling a conditioned behaviour.
For consistency with Dehaene and Changeux’s method, the network was trained to 
discriminate each pair of numerosities in turn under a Hebbian learning rule, and training was 
regarded as complete after the network correctly responded to 20 consecutive training cycles. 
An example set of learnt weights, gained by training the network to discriminate examples of 
numerosities of three from those of four, are shown in Figures 3.10 (c) and (d). It can be seen 
that, in both models, strong, excitatory connections develop which map the regions 
representing each of the numerosities as magnitudes onto different output nodes. Figures 
3.10 (e) and (f) show the number of cycles required for both models to learn to discriminate 
each pail" of numerosities. In each case, the time taken to learn the discrimination increased 
as the difference between the numerosities decreased {cf. distance effect (3.2.3.1)) and as the 
numerosities increased for neighbouring numerosities {of Fechner’s law (3.2.3.2)). These 
effects appeal* to be more pronounced in our version of the model, due to a smaller overlap 
between distinct numerosities and a greater overlap between neighbouring numerosities 
compaied to the original model due to Dehaene and Changeux.
In summaiy, the results of the two systems aie similai*; in both numerosity detection 
systems, the representations of numerosities obey the distance effect and Fechner’s Law for 
numbers. The difference is that, in ours, these aie side effects which have arisen as a direct 
consequence of the tiaining procedure employed, whilst these effects were obtained in the 
original model through the hard-wiring of the connection strengths.
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Magnitude representations
We were interested to examine whether a linear number line, as simulated in the hard-wired 
system, could also be modelled through a process of self-organisation. As previously 
mentioned in section 3.4, Anderson (1995a) employed a Kohonen feature map in organising 
representations of numbers. Magnitudes were represented by regions of activity that shifted 
to the right for increasing numerosities. Refer to Figure 3.5 for an example of a Kohonen 
map trained on these magnitude representations of 1 to 10. In a further simulation we 
presented such magnitude representations to a one-dimensional Kohonen map. The winning 
nodes for each pattern were seen to be positioned at equal intervals along the Kohonen layer, 
describing a lineai* number line. This outcome reflects the fact that pairs of ti aining patterns 
representing neighbouring numerosities have identical vector cosines. This differs from the 
patterns on which the map, presented in this chapter, was trained. Here the magnitude 
representations were accumulated activities and hence the similaiity measure between 
neighbouring numerosities was not constant. The results of these two self-organising models 
are summaiised in Table 3.2.
Magnitude representation Example Resulting number line after 
self-organisation of map
Shifted region of activity {e.g. 1: [1,1,1,0,0,0,0,0,01 lineai'
Anderson, 1995a) 2: [0,0,1,1,1,0,0,0,01
Accumulated activity {e.g. tbis 1: [1,1,1,0,0,0,0,0,01 compressive
thesis) 2: [1,1,1,1,1,1,0,0,01
Table 3.2. A comparison of number lines as a result of altering tbe magnitude representations 
presented, during tiaining, to a one-dimensional Kobonen map.
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Whereas a linear number line is the result of training with patterns representing 
magnitudes as shifted regions of activity, a compressive number line is the outcome with an 
accumulator-type representation. Therefore in order to model a linear number line, like that 
in Dehaene and Changeux’s system, through a process of self-organisation, it must be 
assumed that magnitude representations do not take the form of accumulated activities. 
Rather, when this type of representation, proposed by psychologists in the field of numerical 
cognition, is used in neural modelling, a compressive number line results.
Compressive number line
In fact, Dehaene and Mehler (1992) proposed that the mental number line is compressive 
having investigated frequencies of number words across a range of languages and cultures. 
They observed a decrease in frequency as the magnitudes of the numerosities to which the 
words referred increased. There were exceptions, however, for number words, called 
reference numerals, which are used to describe ranges of numerosities approximately such as 
‘ten’, ‘fifty’ and ‘hundred’. The researchers attributed their findings to a mental number line 
along which increasing numbers are represented at decreasing intervals. The section of the 
line onto which the number words are meant to map, called theii’ numerical spans, have 
decreasing widths for increasingly numerosities, with special cases for the reference 
numerals. They constructed a number line by assuming the size of an interval between two 
number representations to be proportional to the frequencies of those numbers in language. 
The portion of this number line for the small numerosities one to five is illustrated in Figure 
3.14.
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Figure 3.14, A section of a compressive number line constructed by Dehaene and Mehler (1992) from 
frequency data of American English number words, compai ed to a number line constructed from regions of 
highest activity across the Kohonen layer, in response to examples of numerosities one to five.
A similar number line can be constructed from the activation levels outputted by our 
numerosity detection system and is also shown in the diagram. Here, the Kohonen layer 
nodes with the highest average response for each numerosity, represented as dots, are 
positioned at decreasing intervals, as the numerosities increase. This set of points is closely 
correlated to those of the frequency data; the Pearson product moment congélation coefficient 
gives a value of 0.94, indicating a high linear relationship between the two sets. The sizes of 
the regions of nodes preferentially responding to each numerosity, illustrated by lines, 
correspond to the widths of the numerical spans on Dehaene and Mehler’s number line. 
These regions represent the areas onto which a verbal representation of number, learnt with 
the acquisition of language, is mapped.
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3.4.3 Discussion
Nativists and empiricists agree that often, from empirical results, one cannot decisively 
conclude whether an ability is innate or learnt through experience; infarrt numerical 
development is a case in point. In view of this, Wynn has phrased the fundamental question 
concerning the acquisition of such abilities as “what is the nature of the built-in mental 
mechanisms that are responsible for the emergence of the knowledge?” (1992d:378). She 
holds that the outcome of the numerosity discrimination experiments on infants support a 
nativist position in that there appears to be a biologically-determined, domain-specific 
mechanism underlying this ability. Alternatively, the empiricist opinion views the 
mecharrism as being one of domain-general in learning. We have chosen to employ neural 
networks in a simulation of acquiring the ability to discriminate between numerosities, due to 
their* capability to dynamically modify themselves and herrce model learning. At a first 
glance, this may appear to advocate an empiricist viewpoint in that a neural network is 
initialised with random weights (Karrniloff-Smith, 1995). However, focusing on the 
Kohonen map simulation, the learning in the network is constrained by a specially chosen 
architecture and a selected learning algorithm with a built-in capability for feature detection. 
As such, some researchers may construe the model to be a domain-specific mechanism. For 
learning to occur, the network simply requires an input, due to the unsupervised nature of the 
training process, whereby no influence ftrom an external teacher is involved. The result is a 
model which is capable of both generalisation and development over time.
Generalisation
The property of generalisation has been demonstrated in our simulation in that the system 
encounters noisy versions of the input patterns on which it was trained. To test this capability 
ftirther the Kohonen map featuring a magnitude representation for number was re-trained 
without the input pattern representing the numerosity four. Figure 3.15 shows the locations 
of the winning nodes for numerosities one, two, three and five.
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Figure 3.15. Positions of winning nodes for trained patterns and region of highest activity for test pattern.
The map was subsequently tested on a representation of four. In response, the region of 
highest activation was situated between the winning nodes for the input patterns 
corresponding to the numerosities of three and five, as seen in the figure. This indicates that, 
despite not encountering a pattern in advance, the network is able to accommodate it in an 
appropriate position on the Kohonen layer; Kohonen feature maps are capable of not only 
learning the input vectors presented during training but are also able to generalise when 
responding to novel inputs.
Developmental stages
Since the model presented self-organises, it may be thought of is a transition mechanism, 
improving its performance over time. Indeed, researchers such as Kirby (1992) have pointed 
out that the performance of numerical abilities displayed by infants appears to improve with 
age {cf. Figure 3.1). By examining the behaviour of the system at intervals during the 
learning process it may be feasible to identify a similar developmental progression 
undertaken by the model.
Learning in a Kohonen map occurs in two phases: the ordering phase in which patterns are 
positioned topologically on the map; and the convergence phase in which fine-tuning takes 
place (Haykin, 1994). The initial period of learning in our simulation consistently involved 
the map distinguishing between the patterns representing the smaller numerosities, which 
were placed at one end of the map, from the larger ones, which became located at the 
opposite end. During further training cycles the winning nodes representing the smaller 
numerosities become displaced on the map before those of the higher ones, due to the higher
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similarity between the representations for larger numerosities. Figure 3.16 shows the 
response of the numerosity detection system to examples of small numerosities of objects 
when the training process is stopped after 50 cycles.
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Figure 3 .16. Average activities o f nodes representing numerosities midway through training.
Although the numerosities one and two are clearly distinguishable by the network, at this 
level of organisation the inputs corresponding to the higher numerosities, four and five, are 
represented by the same region of the map and therefore are not yet distinguishable fi"om each 
other. Meanwhile, the map responds to a numerosity of three in some cases by activating the 
region best representing a numerosity of two, and in others, the region representing four and 
five. This stage of development may be related to the numerical development of infants, in 
that, it appears they may be capable of distinguishing the smallest numerosities, such as one, 
two and more-than-two, earlier than larger numerosities (Kirby, 1992). This capability of the 
model to improve performance over time distinguishes it from the other two models referred 
to in this chapter: Dehaene and Changeux’s neuronal model; and. Meek and Church’s 
theoretical model, which are compared to our self-organising system in the conclusion of this 
chapter.
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But first, a number of methods are available for mapping a visual scene onto a 
representation of accumulated activity. The following subsection outlines the network 
architectures that we chose to employ in building our numerosity detection system.
3.4.4 Simplifying the visual scene: Mapping module for invariant pattern 
recognition
In this section we outline the networks employed in mapping the visual scene onto an 
accumulator representation of number. A model which abstiacts the number from a set of 
items presented on a retina requires the capability of pattern recognition, independent of theii' 
sizes and locations. These are known as the problems of scaling-invariant and translation- 
invai’iant recognition. The literature contains a number of approaches for neural networks to 
achieve invariance, recently reviewed by Wood (1996). They may be summarised as those for 
which the network is trained on all possible examples of inputs and those which employ 
weight sharing techniques. Since the first option is an inefficient strategy due to the size of 
the data set demanded by the training process, we turn our attention to the second approach. 
Here, invariance is imposed by the structure of the network, rather than learnt through 
training. As such, higher-order neural networks form a popular- approach to achieving 
invariant pattern recognition (see section 2.4.5 for a description of a second-order network).
The majority of models of pattern recognition described in the literature have focused on 
the recognition of a single object. For a model in which the numerosity of multiple objects 
must be abstracted, the invariance is required to hold across varying arrangements of objects 
in the visual scene. In addressing the problem of recognition of multiple items distributed 
across a visual scene, Mozer (1991) has commented that the two central approaches are to 
simply deal with each item in a serial manner or to replicate the model for each region of the 
retina. We have implemented the latter thi ough a weight shar ing technique (see section 2.3).
Recall that in our numerosity detection system a retina acts as the input layer to a modular 
architecture called the mapping module (refer to Figure 3.6) comprising: a collection of scale- 
invariant networks to represent the objects independent of their sizes {of. location map); and.
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a translation-invariant network to represent the objects independently of their positions (cf. 
summation clusters).
Scale-invariant network
The task of the scale-invariant network is to respond to the presence of an object, with a level 
of activation that is independent of the size of the object or its position within the receptive 
field. It is a single-layered second-order network, with an input of 3x3 nodes and a single 
output node. Activation of the input nodes represent an object of arbitrary size and position 
falling within the receptive field. However, it must be guaranteed that an object is 
represented by a minimum of two nodes otherwise it is ignored by a second-order network 
because the weighted sum is across the products of the inputs, that is, a pair of activated 
nodes is required for a positive sum.
One difficulty faced in attaining a scale-invariant representation with a second-order 
network is that scaling changes the number of active pairs in the input; when the size of an 
object increases from (n — 1) to n nodes, the number of active pairs increases by 2(n — 1). 
(The additional node is paired with each of the ( n - \ )  activated nodes, bi-diiectionality 
giving the multiplication factor of 2.) This is avoided by dividing the output activation by the 
number of active pair s.
—  \  \  I /  /  ^
Figure 3.17. The training data set for a second-order neural network with associated gradients.
A further complication with second-order networks is the need to ensure that the training 
data set includes at least one example of an object for each possible gradient between a pair of 
activated nodes; Figure 3.17 shows the eight training patterns used, that satisfy this 
condition. This training set allows input pairs along all possible gradients to take part in the
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learning process. If, for example, the set did not include an example of an object lying 
horizontally, then all weights associated with pans defining a horizontal line would not be 
involved in the weight update process.
For training purposes, a Hebbian learning rule (section 2,4.3) extended for second-order 
networks was applied, whereby for each pattern in the training set, the weights were updated 
by Awp given by
where describes the connection weight linking each distinct pair i and j  with output node 
k, TJ is the learning rate, x. is the fth input and is the output of node k calculated according 
to equation 2.1, page 39. Linsker (1986) proposed setting limiting bounds to the values 
which the weights can take to prevent them from becoming excessively large and considered 
a mature network to be one in which all weights had reached their limiting value. We 
adhered to this by setting the upper bound on weights to be +1 and by stopping training when 
all weights reached this value. This occuiTed after approximately 20 cycles with a learning 
rate of 0.5. Once trained, the network was replicated for each receptive field on the retina, 
enabling multiple objects to be processed in parallel.
The outputs of these second-order networks indicate the presence of objects displayed in 
the visual scene under scale-invaiiance. Additionally, the representation is translation- 
invariant within individual receptive fields. Since the approximate positions of the objects 
across the retina are preserved, this representation would act as a suitable input to a network 
simulating a cognitive task in which the spatial locations of objects aie of importance. For 
example, objects are regarded in a spatial sequence in the activity of counting (see Chapter 4). 
However, in a model for abstracting numerosity in a parallel manner, as we simulate here, 
positional information of the objects is ignored. Therefore, we now describe a network which 
takes the output of the scale-invariant network and performs a mapping which will produce a 
tianslation-invai'iant representation across the entire retina.
Translation-invariant network
The task of this network is to map from a spatial arrangement onto a representation which is 
independent of the positions of activity, such that the total outputted activity approximately 
resembles the numerosity of the presented objects. This can be achieved by strong weighted 
connections projecting from each input node to the output nodes at one end of the layer, and 
weaker links connecting inputs to output nodes further along the layer (see Figure 3.18). Low 
activation in the input layer is sufficient to fir e nodes at one end of the output layer, whereas 
increasingly higher levels of activation are necessary to activate a higher proportion of output 
nodes.
weaker
connections
stronger
connections
Figure 3.18. Architecture of tire translation-invariant network.
The architecture of the translation-invariant network is single-layered first-order network, 
with 72 input nodes, and 15 output nodes. (The size of the output layer is consistent with the 
number of summation clusters modelled by Dehaene and Changeux.) The output of the 
translation-invariant network is dependent upon the number of activated nodes in the input, 
yet is regardless of which input nodes are activated. This can be implemented by weight 
sharing; setting the weights of connections on any particular- input node to be equivalent to 
the sets of weights projecting from all other inputs nodes. By utilising this form of weight 
sharing, the training process is only required to deterruine a set of weights linking a single 
input node to all output nodes.
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Figure 3.19 shows two examples of input activation flowing from the retina, through the 
scale-invariant networks and onto the translation-invariant network and, on the right, vectors 
describing the idealised output activation in each case. The training data set included a range 
of examples of such input-output mappings.
Visual
scene
Output of 
scale- 
invariant nets
[ 1, 1, 1,0 ,0 ,0 ,0 ,0 .0 ,0 ,0 ,0 ,0 ,0 ,0 ]
Output of 
translation- 
invariant net
Idealised
vector
output
[1 ,1,1 ,1 ,1, 1, 1,1, 1,0 ,0 ,0 ,0 ,0 ,0]
Figure 3.19. Activation is accumulated by the output nodes of the translation-invariant net in proportion to 
the activation present in its input layer. Only links between one input node and the output layer are shown.
Under a ‘one shot’ method of update, for each training pattern in turn, the actual output was 
computed according to
to which the threshold activation function
| l  i f M  > 1
was applied. For outputs that were incorrect, the weights of the single node being updated 
were modified according to the Hebbian learning rule, with the learning rate set to 1.0, the 
proportion of total input represented by the node in question denoting the activation at the
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incoming end of the connection, and ideal output as the activation at the outgoing end of the 
connection. The weights were then shared with all other nodes.
The trained module may be thought of as equivalent to the accumulator in the model by 
Meek and Church; levels of activity described by the output of the translation-invariant 
network resemble the numerosity of the objects displayed on the retina. The resulting scale 
and ti anslation-invariant output representation generated by the mapping module provided the 
input to the magnitude representation network which formed the focus of this work.
3.5 Surrey’s Learning (Self-Organising) Model of Subitising
It has been suggested that that the pre-verbal form of numerosity detection may underlie the 
fast apprehension of numerosities, called subitising, demonstrated by both children and 
adults. We now turn our attention this later-occurring numerical ability and how our existing 
modular architecture can be extended to incorporate further leaining modules in a simulation 
of verbal subitising.
3.5.1 Background
To subitise is to apprehend immediately the number contained in a small sample. Adults are 
often able to subitise sets of up to four or five items. Some adults are able to quickly produce 
the number for larger numbers of items when the set is very familiar, for example, the 
arrangements of clubs on playing cards or the pattern of dots on dominoes (Meadows, 1993). 
Kaufman, Lord, Reese and Volkmann (1949) devised the expression subitising^, to 
differentiate the fast and accurate process of gaining the numerosity of an array with up to 7 
elements, from the operations of counting and estimating. More recent research has indicated 
that the ability to quickly enumerate numerosities only operates up to 3 or 4 (for example, 
Mandler and Shebo, 1982) and subsequently the term “subitising” has altered to refer to the 
process for the smaller range of 1 to around 4.
^The term subitise can be traced back to “tlie classical Latin adjective subitus, m eaning sudden, and the m edieval 
Latin verb subitare, m eaning to arrive suddenly” (Kaufman et al., 1949; 520).
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Kaufman et al. (1949) observed that subjects were able to respond accurately with the 
numerosity of a cluster of dots of 6 or less. The authors also noted the less-accurate process 
of reporting the numerosity of larger groups. They described the former process as subitising 
and the later as estimating, and claimed that these two processes are alike but correspond to 
different sizes of airay. Counting, though, appeared to be a distinct method of quantification, 
requiring longer presentation times of the stimuli. Kaufman et al. did not stipulate the 
mechanisms which may be involved in subitising but two schools of thought regarding its 
nature have emerged. One view holds that subitising is a frindamental form of counting, 
whereas the alternative belief is that it is a purely perceptual event.
Subitising as a Counting Process: The view supported by Gallistel and Gelman (1992) 
holds that the subitising process involves obtaining the magnitude of a set via the Meek and 
Church animal counting mechanism (see section 3.2.2), followed by the mapping of this 
magnitude onto the relevant verbal label. Enumeration using a fast animal counting process 
appears more accurate for smaller numerosities than for larger ones due to the variability of 
the magnitudes generated (see section 3.2.3.2 for a description of the scalar variability 
assumption.) Although the retrieval of an incorrect digit becomes more probable as the 
numerosity of the set increases, the scalar variability is thought to be small enough for the 
mechanism to generate an accurate result in enumerating sets of four or less.
Regarding Subitising as a Perceptual Process: Von Glaserfeld has suggested the existence 
of an "innate physiological system that automatically codes rhythms and quantity" (as 
reported by Strauss and Curtis, 1984:145). If this is the case, then subitising is a way of 
apprehending a numerosity purely as a perceptual process. Three descriptions have been 
suggested of such a process: firstly, Klahr and Wallace’s (1973) have proposed a subitising 
list of representations of small car dinal numbers up to around five, held in long-term memory 
and conveyed to the short-term memory when subitising occurs. When a representation can 
be matched to the encoded stimulus, the relevant verbal token is accessed, but otherwise one 
of the two alternative quantification processes, of counting or estimating, is executed;
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Secondly, Mandler and Shebo (1982) have claimed that adults are able to subitise for set sizes 
up to and including three by acquiring canonical patterns (but, for a discussion on this see 
Atkinson, Francis & Campbell, 1976); Thirdly, Trick and Pylyshyn (1991) have proposed 
that the capability of subitising originates as a side-effect of the visual processing system. 
The initial stage of visual processing is a par allel one of feature detection, followed by a serial 
process involving "indexing" where attention is focused on particular feature clusters.
Links between infant numerosity discrimination and subitising: Psychologists such as 
Cooper (1984) refer to the ability of infants to discriminate between numerosities as 
subitising, the capacity to apprehend immediately the number of a small sample, for two 
reasons. Subitising and the discrimination ability shown by infants are both, firstly, rapid 
processes by which, secondly, only small numerosities are apprehended. Wynn (1995) 
proposes that there is a single basis to both abilities of subitising and the discrimination of 
numerosities by infants. Hence the analysis of either ability will help in clarification of the 
other.
Indeed, one conclusion drawn from the study of numerosity discrimination in infants, with 
implications for the nature of subitising concerns the view that subitising is the recognition of 
patterns. In opposition to this view. Cooper (1984) has pointed out that infants have been 
shown to discriminate between items in linear- arrays and since even new-borns have been 
shown to perceive numerosity then subitising cannot be grounded in the acquisition of learned 
canonical patterns. Strauss and Curtis (1984) have offered reasons which oppose the 
perspective that infants have a rudimentary ability to count, which in turn may suggest that 
subitising is not a counting process; Fhstly, counting involves a repetitive sequential action 
and the infants taking part in the experiments do not appear to be scanning the visual items in 
a methodical way, nor do the results of studies differ significantly whether the arrays of items 
are linearly presented or not; Secondly, young children often need to touch or move items in 
order to keep a record of items already counted and those yet to be counted, whilst infants do 
not appeal- to differentiate between the two groups; Thirdly, the last number counted up to, 
which describes the cardinality of the set, is not a verbal one for infants, yet can be compared
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to the cardinality of other sets; Finally, infants have been shown to discriminate between 
small numbers only and it is not clear why this is not extended to larger values if a counting 
procedure is being used.
Assuming that the numerical abilities of infants do underlie the ability to subitise, we now 
extend our infant numerosity discrimination model to simulate this ability which develops 
with the acquisition of a language. The architecture requires two additional modules, as 
illustrated in Figure 3.20: a network with a verbal representation of number to describe the 
magnitude of the numerosity detected in the visual scene; and, an intermediate network to 
link this network to the existing numerosity detection system.
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Figure 3.20. Architecture of the subitising model.
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3.5.2 Learning and organisation of a verbal representation of number
Until now, we have been concerned with representing numbers as magnitudes, We now refer 
to the representation which cognitive neuropsychologists view as being employed in 
numerical operations involving spoken and written language, which is the verbal 
representation for number. It has been argued that in acquiring a language, infants and young 
children learn and store words in a lexicon which is organised on the basis of the constituent 
phonemes of those words. Modelling this behaviour with a neural network may therefore 
involve a training phase in which input, encoded phonetically, is presented to the network and 
the effect of leaining is a clustering of representations of the inputs. Clustering may take the 
form of the categorisation, into neighbourhoods, of representations of words which are 
similar in sound. We have employed a Kohonen feature map, of size 8 by 8, in a simulation 
of learning and categorising representations of number words described as feature vectors, 
through a process of self-organisation.
The phonetic representation of each number word, ‘one’ to ‘twenty-two’, is a normalised 
vector of length sixteen. The numeric choice of representation for each phoneme is based on 
the order in which they appear- listed in the Collins English Dictionary and Thesaurus 
(Sinclair, 1993) with a value of 0.0 to indicate the absence of a phoneme for shorter number 
words.
Before training the competitive nodes which are most closely associated with each input 
pattern are haphazardly located across the map. After training, the competitive nodes have 
become tuned to the statistical regularities of the input vectors. As seen in Figure 3.21, the 
neural network has categorised the inputs on the basis of the number of phonemes, as 
indicated by the outline of regions, and has clustered the patterns in terms of the constituent 
phonemes. For example, the number words, ‘one’, ‘nine’ and ‘ten’, each comprising three 
phonemes and sharing the same third phoneme, can be seen to be proximate on the trained 
map. In summary, the training process can be regarded as organising representations of a 
subset of number words into neighbourhoods of those which are similar in sound.
95
“-teen" 2 phonemes
“twenty-'
o 0 O o CllO o O
twenty sixteen nfteen 1 two lour sixo 0 O O o O
fourteen nineteen nineo O O Of o O O
üve ten oneo O O O O O
twenty-one ttrirteenO o'\ o O o O 'er
twenty-two eighteen twelve
Ov O o O O
O o O O
eightO o O p o O O
seven leven seventeen three
4 phonem es
3 phonem es
■-ven-"
Figure 3.21. The Kohonen map after training shows signs of clustering. (The competitive 
node which most closely resembles an input vector is labelled with the number word 
represented by that vector.)
3.5.3 Learning associations between number words and concepts
Gallistel and Gelman (1992) have discussed bi-directional mappings between verbal 
representations of number and the coixesponding magnitude representations leai'nt by 
children. Dehaene has also proposed two-way paths between the representations of number 
and refers to these as "dedicated translation paths" (1992:31). In following experiment, the 
learning of bi-directional mappings is modelled by a neural network which links a Kohonen 
layer representing number as magnitudes (section 3.4.1), to another Kohonen layer which 
represents number verbally (3.5.2). We have chosen to employ a network of Hebbian links to 
learn the mapping between the two representations since no external teacher is requited to 
guide the learning process. Our architecture is based on that of Abidi (1994) who 
successfully employed a Hebbian network connecting two Kohonen feature maps in a 
simulation of the development of mappings between concepts and words in children.
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The network to be trained comprises links, initially of random strengths, between each 
node in one Kohonen layer and all nodes in the other. The training process consists of 
presenting input to each Kohonen map simultaneously, causing regions of both Kohonen 
layers to become activated. The inputs to the Kohonen maps represent environmental 
examples, reportedly encountered by the infant {cf. Roger Brown’s corpus or Lois Bloom’s 
corpus: MacWhinney, 1991), of conceptual and language-dependent information concerning 
number. For instance, an experience may involve the care-taker of the child pointing towards 
two toys whilst saying to the child "There are two of them". This would be simulated during 
one training iteration by randomly positioning two objects in the visual scene creating a 
magnitude representation in one Kohonen map, and by presenting the phonological 
representation for the number word ‘two’ to the other Kohonen map. Hebbian links then 
strengthen the connections linking the most highly activated regions in each Kohonen layer. 
The effect of the training process is the gradual establishment, over time, of associations 
between magnitude and verbal representations of number.
Following training, it was found that presenting a specific number of objects in the visual 
scene caused an appropriate magnitude representation to be activated, which in turn activated 
a verbal representation (magnitude to verbal mapping). It has been reported by Gallistel and 
Gehnan (1992) that this mapping may be involved in the subitising process, whereas other 
numerical procedures such as the retrieval of the number facts encompass the reverse 
mapping, from verbal to magnitude. The property of bi-directionality in the Hebbian links 
enables magnitude representations to be retiieved in response to an input of a number word 
representation; by inputting a verbal representation of number to the relevant Kohonen map, a 
specific region on the Kohonen map with a magnitude representation for number is caused to 
become activated (verbal to magnitude mapping).
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Figure 3.22. Regions along a number line, represented as 
a Kohonen layer, onto which number words map.
Gallistel and Gelman’s bi-directional mapping hypothesis describes a number line divided 
into sections of equal sizes, onto which number words map. In contrast, it can be seen, from 
Figure 3.22, that the number line represented by our Kohonen layer is partitioned into 
successively smaller sections due to the compressive nature of magnitude representations, as 
discussed in section 3.4.2. A partitioning of the number line occurs in this simulation as a 
side-effect of the formation of a linear association between two kinds of representations of 
number.
3.6 Conclusions
In this chapter we presented a modular connectionist architecture which acts as a numerosity 
detection system, capable of nonlinguistically quantifying objects varying in size and 
position. The architecture of the model divides into a series of modules based upon a 
previous system reported in the literature. We have demonstrated how, by employing 
learning networks in place of hard-wired modules, a number of psychologically-observed 
effects, not programmed by the experimenter, can be accounted for. The trained system fits 
two psychophysical functions (distance effect and Fechner’s law for numbers), displays 
generalisation capabilities, and exhibits a developmental progression.
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According to Canfield and Smith (1996) a model of enumeration requires the following 
criteria to be fulfilled: fii'st, “a means for unitising perceptual experience” (1996:277); and, 
second, the amalgamation of units. Both can be identified in the models referred to in this 
chapter, for example, in Meek and Church’s accumulator mechanism: first, a mode switch 
permits identical pulses, generated by a pacemaker, to pass by in response to each entity 
being quantified; second, an accumulator fills up by an equal amount in response to each 
pulse passing the mode switch.
The connectionist models, on the other hand, unitise perceptual experience by representing 
the objects independently of their sizes. Dehaene and Changeux achieve this through a 
normalising process whereas we employ second-order neural networks. This is followed by 
the unitised representations being mapped onto accumulated ones. For both neural network 
models the accumulator is calibrated in order to identify the numerosity of the input objects. 
This is carried out by a further stage of processing which maps the accumulated output onto a 
number line.
Numerosities are represented as magnitudes along a number line by being hard-wired in 
Dehaene and Changeux’s model. In our model the Kohonen network self-organises, based on 
the similai'ities between the input patterns. Since the input patterns aie examples of 
magnitudinal representations of numerosities, and because these become more dissimilar the 
greater their numerical difference, the positions of their representations become less 
proximate on a topographic map, achieving a distance effect.
We noted above that Dehaene and Changeux were able to simulate the effect of Fechner’s 
law, due to the variance occurring across the activations on the location map, supporting the 
scalar variability assumption. However, from our model an alternative explanation arises as a 
result of learning, in support of the compressive mapping assumption. The mapping from a 
numerosity to its magnitude representation is compressive as a consequence of the 
relationship between the input patterns employed in training.
Finally, since the model presented here is a learning system, a developmental progression 
can perhaps be construed. Hence, using a connectionist approach, we have shown how 
numerosity detection may be considered to be an innately-determined mechanism which may
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develop over time. This supports a nativist’s view, yet accounts for empiricist observations 
that, in the majority of research investigating eaiiy numerical abilities, performance varies 
with age. In this simulation we believe that each of the thiee issues listed by Klahr (1984) in 
accounting for the development of an ability has been considered: we have investigated an 
innately-endowed structure; the process by which the mechanism adapts itself; and the 
envh'onmental inputs required for development to take place.
Furthermore, we extended the model to simulate subitising by intioducing bi-directional 
links between magnitude and verbal representations for number and, in doing so, illustrated a 
method for dividing a number line into sections onto which number words are mapped. This 
is a shift away from the traditional approach of describing subitising with purely verbal 
statements.
Finally, we consider the approach that we have employed to simulate numerosity detection 
and its development into subitising. Whilst we have moved away from the connectionist 
method of constraining the model at the representational level, that of hard-wiring connection 
weights, we must concede that we have constrained the model at a architectural level; the 
modelling paradigm illustrated in this chapter involves the decomposition of a function, by 
hand, into a series of subtasks, followed by the allocation of each to an appropriate network. 
This may be regarded as a method for hard-wiring tasks to networks. There is, however, a 
higher level at which a connectionist modular- architecture may be constrained, which avoids 
this form of hard-wiling. Under this approach, it is the learning process itself that 
decomposes a function and allocates component networks to subtasks. We exemplify this 
method in Chapter 5 by modelling an alternative quantification ability, that of verbal 
counting.
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Chapter 4
Decomposition of Temporal Tasks with Gated Architectures
4.1 Introduction
In the preceding chapter, we demonstrated that a non-gated modular connectionist 
architecture is capable of simulating the quantification ability, subitising. However, the 
model discussed required subtasks to be allocated to each of the component networks by the 
modeller. The mixture-of-experts model overcomes this limitation by employing a gating 
network to ‘discover’ an appropriate decomposition of the computation learnt during the 
training procedure. In this chapter, the mixture-of-experts model is applied to the simulation 
of a further quantification skill acquired by humans, that of verbal counting.
We begin this chapter by reviewing the psychological literature describing the 
development of the counting process. With regard to immovable objects, Fuson (1988) has 
defined counting in terms of the co-ordination of two subtasks, those of pointing to objects 
and reciting the number words. Nevertheless, we shall see that previous connectionist models 
in this area have generally focused on either moving between output states in response to the 
objects encountered, or on the generation of the number word sequence, and have therefore 
failed to address how these two subtasks might be co-ordinated.
Next, the connectionist architecture that shall be applied to simulating counting is 
explored. The ability of a mixture-of-experts model to simulate two subtasks has been 
exemplified in work carried out by Jacobs, Jordan and Bar to (1991). In this case, the 
“what/where” visual task was decomposed and component networks were allocated suitable 
subtasks as pai't of the learning process. Here the networks were feedforwai'd. We extend 
this research by examining whether a mixture-of-experts model is capable of decomposing a 
task into static and temporal elements, by introducing recurrent links into the architecture. 
The subtasks on which we initially train the model represent those undertaken in verbal 
counting; the static subtask involves deciding to which object the next pointing action is to be 
applied, whilst the temporal subtask entails the outputting of the relevant number word.
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This model is adapted to simulate the acquisition of verbal counting. This is achieved 
through the introduction of an additional gate which enables both pointing and word subtasks 
to be produced in response to each object counted. Types and proportions of pointing errors 
made by the simulation thioughout the tiaining process aie found to be consistent with 
childlike enrors reported in the literature. Furthermore, the model mimics the incorrect use of 
number words by young children.
We end this chapter by combining the models presented in the previous and current 
chapters, to form a unified model of quantification. This final system employs a gating 
network which learns which of the two routes thiough the model should determine the result 
of enumerating objects in a visual scene; when faced with a limited response time, the output 
is specified by the subitising route, and otherwise by the counting process. By viewing 
estimation as the application of subitising to large numbers of objects, the resulting model 
may be seen as caixying out the three quantification abilities found in humans: subitising, 
counting and estimation.
4.2 Development of Counting and Existing Simulations
Counting, the operation of pailing objects with numeric labels in order to obtain the 
numerosity of a set, is the most well-defined method of the quantification processes available 
to humans. Gelman and Gallistel (1978) examined the developmental stages of this process 
and described counting with regard to five principles: the principles of one-one 
correspondence; stable-order; caidinality; abstiaction; and, order-irrelevance. The first three 
of these describe the method of counting and are referred to as the how-to-count principles. 
The fourth principle is concerned with what to count, whilst the fifth encompasses elements 
of the other principles.
The one-one correspondence principle involves each item in the set to be counted, being 
paired with one and only one numeron. Across cultures these numerous may correspond to 
verbal utterances such as number words or names of body parts, or non-verbal signals, for 
example, finger gestures or hand configurations (Gelman, 1982). The one-one principle 
entails the co-ordination of two processes: firstly, partitioning the items into those which
102
have been counted and those yet to be counted; and, secondly, tagging the items with 
numerous. The second principle, that of stable-order, requires the numerous to be selected in 
an order which is not deviated from. The cardinal principle is concerned with the last 
numeron signifying the total number of items, that is, the cardinal number of the set. The 
abstraction principle is concerned with applying the how-to-count principles to abstract as 
well as concrete sets; Young children appear to have difficulty in realising that counting can 
be administered to the former case. Finally, the order-irrelevance principle describes the 
understanding that the order in which items aie counted is immaterial to gaining the correct 
cai'dinal number.
4.2.1 Development of counting
Counting appears to emerge shortly after infancy. Initially, with the acquisition of a 
language, children learn the conventional sequence of number words, before understanding 
how to apply the list in enumerating a set of items. With the ability to recite an ordered list of 
number names, two-year-olds begin to place the words in one-to-one correspondence with 
objects comprising small sets. Both the one-one and stable-order principles are exhibited at 
this stage, yet the cardinal principle appears to develop later (Gelman & Gallistel, 1978).
Recall from Chapter 3 that two theoretical models, the accumulator mechanism and the 
counting-principles theory, have been proposed to account for numerical abilities. The 
counting-principles theory may be differentiated into the principles-first theory which holds 
that the principles aie innate (Gallistel & Gelman, 1992) and the opposing principles-afier 
theory which describes the counting principles as being acquired through counting experience 
(Briars & Siegler, 1984). It is this second view which forms the basis to our counting 
simulations with learning neural networks. In simulating the acquisition of counting, we hope 
to identify typical errors. The errors made by children in acquiring the skill of verbal 
counting appeal* to fall into two main categories: those related to the production of the number 
word sequence; and, those concerned with pointing to objects in a serial manner.
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Word errors
In examining the acquisition of the number word sequence by children, Fuson, Richards and 
Briars (1982) noted three characteristics: firstly, the structure of the sequence produced can 
be partitioned into three portions, namely, conventional, stable yet nonconventional, and, 
unstable and nonconventional structures; secondly, the number words in the stable yet 
nonconventional section are often correctly ordered but some aie omitted, with “fifteen” 
being excluded more than any other; and, thirdly, children are more successful at supplying 
the next number word in the sequence in response to the previous two being provided, rather 
than the preceding number only.
Pointing errors
In 1988, Kai'en Fuson published a detailed study into the development of children’s counting 
abilities. She defines counting in terms of a spatial sequence and a temporal one; counting 
involves matching objects, positioned spatially, to a temporal list of number words. This is 
achieved through an indicating act, which is usually a pointing action for children. An 
indicating act sets up a correspondence between action and object and a correspondence 
between word and action. As a result, a one-to-one correspondence between words and 
objects is established.
Error Class Error Type Example
□ □ □point-object object skipped
“one" “tw o”
npoint-object multiple count n n
“three” “four”
□word-point point-no word
Table 4.1. Most common correspondence errors identified by Fuson (1988).
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In an investigation of errors related to these correspondences, Fuson identified examples of 
errors in linking actions with objects (point-object errors) and mistakes in matching words 
with actions (word-point errors) and recount errors for each half-year age group between the 
ages of 3 V2 and 6 yeai s. The most frequently occurring types of point-object error, illustrated 
in Table 4.1, were the object skipped and multiple count errors. In the first, the child refrains 
from pointing to a particular object or providing a number word for it. The second describes 
the child pointing to an object, giving the appropriate number word, then pointing to the same 
object and supplying the next number word. For the word-point class, the main eixor 
involved the child correctly pointing towards an object but not supplying a number word, and 
was therefore referred to as point-no word error by the author. It was reported that the rates 
at which these errors were made decreased across increasing age groups, with a particular 
improvement in counting competence shown to be around the age of four.
We have drawn inspiration fr om Fuson’s account of the development of counting in the 
simulation work presented in this chapter. Previous neural network models of counting have 
focused upon a single subtask, for example, either the response of a system to a series of input 
stimuli or the generation of the verbal number word sequence. These models are reviewed 
below.
4.2.2 Existing connectionist models in the counting domain
It has been observed that highly-interconnected stiuctures of units can give rise to behaviour 
resembling numerical skills such as counting. In order to simulate this kind of temporal 
operation, connectionist networks may employ feedback links, which send activation from 
one cycle into the next, and as such, output patterns are determined in part by the current 
input pattern and in part by the previous state of the model. These networks, classified as 
recurrent (see section 2.4.6), can be used in the processing of temporal patterns and, by 
implication, be used in the modelling of short-term memory. Three implemented 
connectionist architectures featuring feedback links are discussed next. Each models a single 
aspect of the numerical counting capabilities present in young children, namely: counting 
chimes; the acquisition of the sequence of number words; and, learning to count.
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An attractor counting network
Neural networks have been used in simulating the counting of stimuli, for example, Amit 
(1988) has designed an attractor neural network to count chimes. He defines an attractor 
neural network in terms of neurons with a high degree of feedback, whose dynamics cause 
the network to settle into states over time. The counting network moves between these states, 
known as attractors, which represent numbers, under the influence of chimes. A necessary 
prior condition to such a network is the ability to move between attractors in an order which 
represents the correct sequence of numbers. The cardinal number of a set of chimes is 
indicated by the final attractor into which the network settles. This is achieved by the 
network lingering in an attractor once the chimes have ceased.
Amit’s counting network comprises two attractor networks, as shown in Figure 4.1. The 
first, a Hopfield network, classifies the input stimulus, representing chimes as entities to be 
counted. This sends activation to the second attractor network which counts. Every stimulus 
presented to the second network corresponds to a chime to be counted. Amit comments that 
this network acts as a universal counting network, because it would be capable of counting 
the stimuli passed to it from additional Hopfield networks which could classify categories of 
stimuli other than chimes.
External
stim uli Classifies the 
input stim ulus
Attractor 
Network 1:
M oves betw een attractors 
representing counts and resets 
after a long silence
Attractor 
Network 2:
Figure 4.1. Two attractor networks co-operate in Ainit’s (1988) counting model.
Despite the fact that every stimulus has an identical representation, it is necessary that the 
attractors, into which the counting network settles in response to input stimuli, differ. The 
output of the network, following each presentation of a stimulus, must vary according to the 
previous inputs. Amit has noted that often researchers simulate such behaviour through the 
modification of Hebbian links; whenever two nodes are simultaneously firing and one is
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sending activation to the other, the weight of the connection between the two is strengthened. 
Consequently, when the input stimulus is presented to the network for a second time, the 
network’s response is different than before, due to the change of weight. In contrast, Amit 
has implemented an alternative method to model the effect of a short-term memory; by using 
an attractor network which stores a temporal sequence, the input of each stimulus causes the 
network to enter a new state and hence the subsequent input stimulus encounters the network 
in a different state than the previous input did.
Amit (1989) has drawn a number of parallels between the behaviour of the counting 
network and of a biological system. Firstly, both are restricted to being unable to count 
chimes which occur too close together or, alternatively, too far apart, in which case the 
cardinal number has been identified too early. Secondly, Amit comments that it is doubtful 
whether one could persist in counting chimes continuously, in the same way as one could 
recite the number word sequence, and proposes that counting networks need not count further 
than about a few dozen. It then appears plausible that oire network state, representing a single 
number, is described by the activation of a large number of nodes. Such a representation 
allows further features of the concept of number to be encoded, such as visual or auditory 
associations, and hence simultaneously retiieved, resembling the recollection of a number by 
a human. Thirdly, Amit’s counting network presupposes prior knowledge concerning the 
sequence of number words. This may be regaided as analogous to the developmental stages 
of human cognition, in that young children are capable of reciting sequences of number words 
before lear ning how to apply them in the technique of enumeration.
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A network simulation o f the acquisition o f the number word sequence
In conti'ast to Amit’s model, which assumes that the number word sequence has akeady been 
acquired, Ma and Hiiai’s (1989) later model was constiucted to simulate the acquisition of 
this sequence by children. They view the acquisition of the number word sequence as 
learning the associative relationships between each pair of number words. The network is 
partly shown in Figure 4.2. Through a training process, whereby representations of the 
correct sequence of number words aie repeatedly presented, the relationships between 
consecutive number words such as between “one” and “two” aie strengthened to a greater 
extent than between non-successive words, for example, between “one” and “three”.
Presentation of input vectors 
representing number words
Feedback
loops
Layer 1
Layer 2
Retrieved number word
Figure 4.2. A simplified version of the heteroassociative architecture employed in Ma and Hirai’s (1989) 
simulation. The model also comprises a readout control unit and an inhibitory recurrent network. The 
latter suppresses tlie representation of number words other than the current number word in the model’s 
output.
Recall from section 4.2 that Fuson, Richai’ds and Briars (1982) observed three 
characteristics in children’s behaviour when learning the number words: the structure of the 
sequence can be divided into three distinctive parts; children experience more difficulty 
learning particular number words over others; and, given two number words, it is easier to 
respond with the third in the sequence, than it is to supply the next word given only one
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number word. Ma and Hiiai claim that their model simulates these three features: by 
including more examples of the smaller number words than larger ones in the training data 
set, the structure of the sequence generated by the network can resemble the child’s; an output 
corresponding to the number word “fifteen” is omitted more frequently than any other 
number word; and finally, the correct pattern can be retrieved in response to the two previous 
in the sequence, yet not associated with the preceding one only. Hence, by regarding the 
learning of the sequence of number words as memorising associative relationships, aspects of 
the child’s acquisition of the sequence can be simulated.
A network simulation o f learning to count
Hoekstra (1992) has devised a two-layered neural network architecture (Figure 4.3) with a 
combination of feedforward and delay connections, which learns to count. Input is presented 
to the network in a serial manner. The input layer is a single node, which is activated to 
represent a pulse and not activated to represent the absence of a pulse. On the current time- 
step, the feedforward connections carry activation from one layer to the next. The delayed 
units caiTy activation from the previous time-step to the current one.
Feedforward connections
Output layer
Hidden layer
Input layer
Delayed connections 
Figure 4.3. Architecture of Hoekstra’s (1992) model.
The network is trained to respond to the activation of the input node by representing the 
total number of pulses in the output layer and learns to return zero activation in response to an
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input of zero activation. An example, provided by the authors, of an input-output sequence 
on which the trained network was tested is displayed in Figure 4.4. With an adapted back- 
propagation learning algorithm, the network learns to count up to sixteen, by modifying 
connections weights in response to error signals sent from nodes which are not linked via 
connections with delay elements.
Input 0 1 0  1 1 1 1 1 1 1 1 0  1 1 1 0
Output 0 1 0  1 2 3 4 5 6 7 8 0 1 2 3 0
Figure 4.4. Example of a pattern sequence on which Hoekstra’s counting 
network was tested.
Like Amit’s counting model, this network responds to input stimuli which represent the 
entities to be counted. A similarity to Ma and Hirai’s model is that the connection weights 
are modified during a training process, simulating learning over time. However, unlike either 
of the previously described connectionist models, Hoekstra did not examine whether the 
network generated the same behaviour as children in the domain of counting and instead 
chose to focus upon investigating the efficacy of his network architecture. None of these 
networks learnt both subtasks involved in counting, that is, to move between output states in 
response to input stimuli and to produce a verbal number word response.
As stated at the beginning of this section, a common feature of the networks described here 
relates to the notion of recurrency modelled through feedback connections, permitting time- 
dependent behaviour to be simulated. Recurrency plays a central role in our own simulations 
which are documented later in this chapter, where we focus upon modelling the development 
of verbal counting, and in doing so, attempt to reproduce empirically-collected data in this 
domain. But first, we discuss the kind of modular architecture that forms the basis of our 
model. A mixture-of-experts architecture will enable us to model the two subtasks involved 
in counting without experiencing the detrimental crosstalk effects that are present when a 
single neural network attempts to learn two tasks. The capability of a mixture-of-experts
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model to decompose a task into subtasks, and to model those subtasks efficiently, has been 
demonstrated by researchers in applying it to the “what” and “where” vision tasks.
4.3 Decomposition of Static and Temporal Tasks with Modular 
Architectures
In this section the ability of the mixture-of-experts model to decompose a task into two static 
subtasks is explored by reviewing and replicating the work of Jacobs, Jordan and Bar to 
(1991). We confirm their findings that the mixture-of-experts model does not suffer from 
temporal crosstalk (section 4.3.1). A novel version of the model is then presented, which 
represents time in one of its component expert networks in terms of a short-term memory. 
The dynamic properties of the resulting architecture allows the model to decompose a task 
into static and temporal subtasks (section 4.3.2).
4,3.1 Decomposition of the “what” and “where” vision tasks with a modular 
architecture
The human visual system enables us to not only to recognise objects, but to do so irrespective 
of the object’s position in the visual field. The debate over how this is accomplished 
concerns the representations with which the retinal images of objects are compared. 
Proposed explanations range from there being, stored in memory, a single representation for 
an object, to there being multiple representations, one for every position on the retina. 
Consider the case that fewer representations are stored than the number of possible locations 
in the visual field. Since a single representation would be associated with an area in the 
visual field then positional information concerning the object would be lost. This indicates a 
requirement for an additional system to process spatial information. In fact, neuroscientists 
have presented evidence supporting the suggestion that the tasks of identifying “what” an 
object is and “where” it is located are processed by separate pathways (Mishkin, Ungerleider 
& Macko, 1983).
Following on from the above work, researchers investigated why separate pathways may 
have evolved on a computational level. For example, Rueckl, Cave and Kosslyn (1989)
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examined whether two systems for processing the “what” and “where” tasks separately aie 
advantageous over a single system. By designing a model where resources could be 
dedicated to one of the two subtasks, they reached the conclusion that the performance of the 
tasks is improved when carried out separately. In neural network terms, this is achieved by 
allocating a subset of hidden nodes to one task and the remainder to the other. The result is 
that the model does not suffer from spatial crosstalk, which is an interference effect where 
hidden nodes receive conflicting information during tiaining because they are involved in 
detecting features for ti aining patterns for more than one type of task. In a model where the 
hidden nodes are split, each set of nodes attempts to form an internal representation which is 
appropriate to the single task with which it is involved.
Jacobs, Jordan and Bai'to (1991) extended this work by investigating whether a neural 
network model could not only decompose a task into subtasks itself, but whether it would 
also allocate appropriate networks to each subtask. Following the work of Rueckl et a l, 
which demonstrated that the “where” task could be considered linearly separable, whereas the 
“what” task cannot, Jacobs et a l devised an eaiiy version of a mixture-of-experts model 
consisting of a single-layered, and two multi-layered, experts. The model, shown in Figure 
4.5, tended to allocate an expert network with the most suitable topology to each vision task; 
the “where” task was allocated the single-layered network, whilst the “what” task was 
allocated one of the two multi-layered networks.
Jacobs et a l (1991) employed a range of neural network architectures in shnulating the 
“what” and “where” tasks in order to compaie the levels of crosstalk in single and modular 
architectures. In the following subsections, then work is considered in greater detail.
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Figure 4.5. Jacobs, Jordan and Barto’s (1991) architecture for simulating the “what” and “where” vision 
tasks.
Description o f Jacobs, Jordan and Bartons (1991) experiments
Temporal crosstalk occurs when a single network is successfully trained on one task, and then 
trained on a second one. While the network attempts to learn the new task, the weights, 
which were coiTect for computing the first task, are adjusted to model the second task. 
Therefore the weights lose information relevant to carrying out the original task. The effect is 
most dramatic when a blocked training procedure is used. Here, each epoch consists of all the 
patterns in the training set, which describe one of the two tasks, being presented to the 
network, followed by the presentation of the remaining patterns. Under this method, the 
network experiences temporal crosstalk because the tasks are learnt in succession. Random 
tiaining, whereby each training pattern is randomly selected once hom  the entire set of 
patterns, minimises temporal crosstalk because the two tasks are learnt simultaneously.
Jacobs et a l (1991) investigated this effect by training a single network on the “what” and 
“where” tasks, under each of these training procedures. They expressed the results as 
learning curves by plotting the percentage of correctly learnt patterns against the number of 
epochs. The curve for blocked training was consistently below that for random training, 
indicating a reduced performance under blocked training. The reseaichers similarly 
examined a mixture-of-experts model for temporal crosstalk by compaiing its performance
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under both training procedures. The resulting leaining curves closely matched, signifying 
that the mixture-of-experts model does not suffer from this type of crosstalk. The reason for 
this is that the model allocates experts networks to separate tasks, and therefore the expert 
networks do not experience the conflict that occurs when attempting to learn one task 
followed by another.
Replication of results
We conducted our own set of simulations to examine temporal crosstalk in single and 
modular connectionist architectures, which are summarised in Table 4.2. The training 
patterns which are employed in the experiments described below aie based upon Rueckl et 
a l ’s (1989) description of input-output pairs. The inputs nodes form a 5 by 5 retina, across 
which input patterns represent one of nine possible objects, in one of nine possible positions. 
All elements of the output patterns are set to zero except for one element that is set to one to 
represent the class to which the input belongs. The class corresponds to either the identity or 
the location of the object. Like in Jacob et al.'s simulations, an additional input node, whose 
activation level specifies the function to be computed by the network, is used to represent 
which is the current task to be carried out. This is known as the task specifier.
System Architecture Input
Single network Feedforward network (26-18-9) Retinal matrix and task specifier
Modular network Feedforward expert (26-36-9) Retinal matrix and task specifier
Feedforward expert (26-9) Retinal matrix and task specifier
Gate (1-2) Task specifier
Table 4.2. Models investigated in temporal crosstalk experiments, based upon systems studied by Jacobs, 
Jordan and Barto (1991).
In the first experiment, the “what” and “where” training patterns were taught to a single 
feedforward network of size 26-18-9. Using parameter values, activation function and 
performance measures provided in Jacobs et aV s  (1991) paper, the network was trained 
initially with the blocked method and subsequently under the random procedure. Each
114
experiment was carried out 25 times and an average percentage of correct outputs at each 
epoch was recorded. The results of simulating the vision tasks under these two training 
methods is shown in Figure 4.6. We see that the random method of training is faster than the 
blocked, confirming Jacobs et a/.’s findings that single networks suffer from temporal 
crosstalk.
100
0 10 20 30 40 50 7060 80 90 100
-random training 
-blocked training
Epoch
Figure 4.6. Replication of results presented by Jacobs et al. (1991; Figure 3).
In our second experiment, a mixture-of-experts model was trained on the vision tasks 
under the two training methods. Here, a modified version of the update procedure for a 
mixture-of-experts, proposed by Jacobs and Jordan (1991), was employed. A full description 
can be found in section 2.6.2. The model comprised a 26-9 single-layer expert, a 26-36-9 
multi-layer expert and a 1-2 gating network. By analysing the behaviour of the gating 
network after 100 training epochs, the model was found to have allocated the single-layer 
network to the ‘\vhere” task and the multi-layer network to the “what” task, as Jacobs et al. 
(1991) had demonstrated, under both training procedures. On examining the percentage of 
correct outputs, shown in Figure 4.7, it can be see that the performance of the modular 
network is not affected by the method of training, indicating that a mixture-of-experts model 
does not suffer from temporal crosstalk.
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Figure 4.7. Replication o f results presented by Jacobs e t al. (1991; Figure 6) with Jacobs and Jordan’s 
(1991) modified version of the modular architecture.
Here we have seen die ability of a mixtm e-of-experts model to decompose a task into two 
static siibtasks and to allocate appropriate feedforwai'd experts to each subtask. Recall from 
section 4.2,1 that Fuson (1988) has described verbal coimting as the co-ordination of two 
sequences, those of moving between spatially positioned objects and of producing a list of 
number words. We suggest tliat tliese two subtasks may be regaided in tenns of a 
“what/where” task; given an aiTangement of objects in a visual scene, coimting on a paiticular 
time-step involves identifying “where” is tlie object to be pointed to and “what” is tlie 
appropriate number word. The “what” component in the counting task is in fact time- 
dependent, and hence requiies a memory for its computation, hi the following section we 
shall investigate whether a mixture-of-expeits model is capable of decomposing a task into 
time-dependent and time-independent subtasks, and of allocating recuiTent and feedforwai'd 
experts appropriately.
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4.3.2 Decomposition of the “point” and “word” counting tasks with a modular 
architecture
In the preceding section, a mixture-of-experts model was seen to be capable of self­
decomposition of a problem into linearly and non-linearly separable components, as 
demonstrated thiough the learning of the “what” and “where” vision tasks. Furthermore, 
following the work of Jacobs, Jordan and Baito (1991), we confhmed that the performance of 
the model does not diminish when a blocked method of training is chosen over a random one, 
as it does for single connectionist networks. In this section, we examine whether a mixture- 
of-experts model is able to decompose a problem into static and temporal elements. Such a 
problem is exemplified by the two subtasks undertaken in verbal counting. The first subtask 
involves identifying which object is the next to be pointed to (hereafter “point” subtask). 
This subtask may be considered static in the sense that the correct object to be pointed to can 
be directly determined by examining the positions of the objects and the current pointing 
action in the visual scene. The other subtask, that of producing the next word from the 
number word sequence (hereafter “word” subtask), is time-dependent in that it requhes 
knowledge of the previous word generated for a correct outcome. The model described here 
forms the foundation of a model for simulating counting presented later in this chapter.
Description o f model
Input-output patterns
The input layer of the mixture-of experts model presented here comprises two subsets in 
addition to a single node acting as the task specifier. One subset of the input nodes represent 
the possible locations at which objects may be positioned in a simplistic visual scene. Of 
these, an input node with an activation value of 1 corresponds to the presence of an object, 
whereas an input node with a zero activation level indicates a space, of any physical size, 
between objects.
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According to this representation schema, a row of 4 blocks positioned in space as
□ □ □□
is represented by the 5-dimensional vector [1,1,0,1,1], The remaining subset of input nodes 
represent which object is currently being pointed to, with the activation of the final node 
representing a ‘no point’ action. Of these, an input node takes an activation value of 0.9 to 
represent a pointing action, and a value of 0.1 otherwise.
Activation of the output nodes represents the response of the model performing either the 
“point” or the “word” task, according to the task specifier. In the “point” case, the output 
nodes describe the object to which the next pointing action is to be applied, with the final 
node indicating the end of the counting task. Under the “word” subtask, the same output 
nodes become associated with number words, [“one”, “two”, “three”, “four”, “five”], with the 
final output node now representing a “no word” output. An example is provided below.
Consider a series of input-output patterns for each task, applied to three objects, shown 
diagrammatically in Figure 4.8. Initially the visual scene displays a row of objects, none of 
which are being pointed to. The fhst response of the model under the “point” task is to 
determine which object is to be pointed to fiist, that is, the leftmost object. It is assumed that 
the physical action of pointing is carried out, causing a modification to the visual scene. This 
forms a new input which is presented to the model on the following time-step. Subsequent 
outputs represent the order in which the remaining objects are to be pointed to. When the 
final object in the row is cuiTently being pointed to, as shown by fourth pattern, the idealised 
output on the “point” task is the a ‘no point’ response. Under the “word” task, the initial 
output is a ‘no word’ response, since there is no pointing action taking place in the visual 
scene. However, on subsequent time-steps, outputs represent the relevant number words. 
Note that the “point” and “word” tasks here are not co-ordinated, but a task specifier indicates 
which single task is to be carried out on a particular time-step.
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Figure 4.8. A example set of input-output patterns for the “point” and “word” subtasks.
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Figure 4.9. Architecture for simulating “point” and “word” counting tasks.
Aj‘chitecture and training method
The mixtxire-of-experts model employed in simulating the tasks, illustrated in Figure 4.9, 
comprised two expert networks and one gating network. The architectures of the individual 
expert networks were determined by incorporating domain knowledge of the two subtasks; a 
simple feedforward network is sufficient to model the “point” subtask whereas a recurrent 
architecture is a suitable choice for the simulation of the “word” subtask. Although the 
architectures of the expert networks were designed by hand, the model was allowed to 
perform the allocation of experts to tasks itself during the training process. The feedforwar d 
network was of size 12-3-6 and updated according to the backpropagation algorithm. A 
recurrent 12-3-6 network with 6 state units (see section 2.4.6) was employed, whose weights 
were updated under a modified version of the backpropagation algorithm. In the recurrent 
network, the weights of the recurrent links connecting the output nodes to the state units were 
set to take values of 1, whilst the weights of the self-recurrent links to the state units were 
assumed to be 0. A method of teacher forcing for training the recunent expert was employed, 
in which the output units send the ideal outputs supplied in the training data set to the state 
units. The logistic function was used throughout as the activation function, except when
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expressing the gating and expert network’s outputs as probabilities, in which case the softmax 
function was applied. The architectural details are summarised in Table 4.3.
System Architecture Input
Modular network Feedforward expert (12-3-6) Visual scene and task specifier
Recurrent expert (12-3-6, 6) Visual scene and task specifier
Gate (1-2) Task specifier
Table 4.3. Details of system employed in decomposition experiment of “point” and “word*' 
counting subtasks.
It is essential when training a network on a temporal task that the patterns comprising the 
training set are ordered so that the output on the previous time-step is appropriately recorded 
in the memory of the network for processing on the current time-step. Hence a form of 
blocked training must be employed in this experiment, in which a complete set of “point” or 
“word” patterns are presented before another set can be. Fortunately, as we saw in section 
4.3.1, the mixture-of-experts model does not suffer from temporal crosstalk when trained 
under a blocked procedure.
The data set for training consisted of 30 complete input-output sets of examples for both 
the “point” and “word” tasks, forming a total of 286 patterns. In each set, up to 5 objects, 
randomly positioned in a row across 5 locations, and the current object being pointed to, were 
represented in the input. The model was considered to output a correct response if the single 
node, resembling either the object to be pointed to or the number word, took a high activation 
value, whilst the remainder had low activation levels. For instance, a response of “two” 
required activation levels over 0.6 for the 2nd element of the output array, and under 0.4 for 
all other elements.
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Results o f décomposition
We were interested to see whether this mixture-of-experts model was capable of self- 
decomposing the training patterns into the “point” and “word” subtasks, in addition to 
allocating the most appropriate experts to these subtasks; the feedforward expert to the 
“point” subtask and the recurrent expert to the “word” subtask. If the feedforward network 
were to learn the “word” subtask and the recurrent one the “point” subtask, temporal 
information required by the “word” subtask would be lost. This would also be the case if the 
feedforward network attempted to learn both subtasks. The other possibility would be for the 
recurrent expert network to learn both subtasks, which would be possible since a recurrent net 
is capable of simulating both time-dependent and time-independent problems. However, this 
would not be the most efficient result since the recurrent expert would experience spatial 
crosstalk (see section 4.4.1 for a more detailed description of this type of crosstalk).
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Figure 4.10. Learning curves for each subtask and across the entire training set on an example trial; 92% of 
the “word” patterns are correctly learn, compared to only 57% of the “point” patterns after 1 GO epochs
The result of training was that the two subtasks were correctly allocated expert netwoiks 
with the most appropriate topologies in 100% of cases, over 10 trials. Despite this, on 
average only 75.5% of the patterns were learnt after 100 training cycles. (Figure 4.10 
illustrates the learning curves for the task as a whole, and for the individual subtasks, for a 
specific trial.) On examining the proportions of learnt patterns for each subtask, we
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discovered that although 89% of the “word” patterns were being correctly learnt, only 62% of 
the “point” patterns had been. This implied that the feedforward expert might not have had 
the most suitable topology for modelling the “point” task. We investigated this by training a 
single feedforward network on the set of patterns describing the “point” task only, with 
various sizes of hidden layer. The results are presented in Table 4.4. With an increase in the 
number of hidden nodes, the network has the capability to learn a greater proportion of the 
training patterns.
Architecture of 
single feedforward 
network
Percentage of 
learnt patterns 
on “point” task
12-3-6 66.4%
12-4-6 82.5%
12-5-6 95.8%
12-6-6 100%
Table 4.4. Percentage of learnt patterns after ti'aining a single 
feedforward network on the “point” task for 100 ti’aining 
cycles.
Having seen that the performance of the “point” task improves by increasing the size of 
the hidden layer, the mixture-of-experts model was re-trained with an increase in the size of 
the hidden layer in the feedforward expert. The model was found to correctly learn up to 
96.1% of the training patterns. However, an improvement in the number of correctly learnt 
patterns was accompanied by a decrease in the average number of times that the experts were 
correctly allocated to subtasks. For example, increasing the feedforward expert’s hidden 
layer from 4 to 6 caused the success rate in allocation to decline from 100% to 60%. In each 
case where the allocation failed, the recurrent expert became allocated to the “point” subtask, 
whilst the feedforward expert was allocated to the “word” subtask. From this we conclude 
that increasing the number of hidden nodes, that is the number of feature detectors, in the 
feedforward network increases the likelihood that that expert will perform better on the 
“word” subtask than the “point” task during the initial training process. This results in the 
feedforward expert attempting to specialise at the subtask for which it is least suited.
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Having improved the modelling of “point” task by modifying the aichitectiire of the 
feedforward expert, we examined the ability of the recurrent expert in simulating the “word” 
task. The input-output mappings of this task, where the inputs include feedback, can be 
thought of as lineaiiy separable on each time-step. Hence the recurrent expert was reduced to 
a single-layered network. Using a multi-layered feedforward expert with 6 hidden nodes and 
a single-layered recurrent expert (see Table 4.5), the correct allocation of experts to subtasks 
occurred 100% over 10 trials. On average, 99.5% of patterns were correctly learnt in 100 
epochs. This further demonstrates how building in domain knowledge into the experts 
improves the process of decomposition.
System Architecture Input
Modular network Feedforward expert (12-6-6) 
Recurrent expert (12-6, 6) 
Gate (1-2)
Visual scene and task specifier 
Visual scene and task specifier 
Task specifier
Table 4.5. Details of system employed in decomposition experiment of “point” and “word” 
counting subtasks, witli multi-layered feedforward and single-layered recurrent expert networks.
In conclusion, it appears from these experiments that a mixture-of-experts model is 
capable of successfully decomposing time-dependent and time-independent tasks. 
Furthermore, the model tends to allocate the most appropriate experts to each subtask. 
Whether or not the most suitable experts are allocated is influenced, at least in part, by the 
topology of those experts.
The neural network model described here stops short of modelling counting in two 
respects: fiistly, the two subtasks aie not co-ordinated; and secondly, a task specifier is 
required to determine which subtask to carry out. In the next section, we shall overcome 
these limitations by extending the model to incoiporate two gating networks. This solves the 
fii'st issue by allowing the simultaneous output of both subtasks and the second by removing 
the requirement of a task specifier.
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4.4 Surrey’s Learning (Task-Decomposing) Model of Counting
In the preceding section the decomposition of the two subtasks involved in counting by a 
mixture-of-experts model was examined. In this section counting is viewed as the co­
ordination of these two sequential subtasks, after Fuson (1988). We present a novel mixture- 
of-experts model in a simulation of learning to count by extending the previous model. 
Having described the architecture, representation and training data set, we report the results of 
experiments carried out in an attempt to reproduce psychologically observed data concerning 
types of counting errors made by children.
In the preceding section, a mixture-of-experts model was seen to be capable of 
decomposing and learning the subtasks involved in counting. However, a limitation of the 
model with regard to simulating counting relates to the inclusion of a task specifier for 
determining which subtasks aie to be computed. This specifier may be thought of as having a 
supervisory role in that it prompts the network on each time-step, and in this way is unlike the 
continuous process of verbal counting carried out by humans. Jacobs, Jordan and Barto 
(1991) demonstrated how a mixture-of-experts model may operate without a task specifier by 
introducing an additional gating network into the model. The resulting architecture has an 
increased output layer size, allowing output nodes to be dedicated to each of the subtasks. 
This may be seen as an improvement over the architecture described in the previous section 
for modelling verbal counting; it would allow one set of output nodes to be involved in 
expressing the output of the pointing task, whilst an alternative set would be devoted to 
representing the word output.
4.4.1 Two-gated mixture-of-experts model
A mixture-of-experts model featuring two gating networks was described by Jacobs et al. in 
the simultaneous simulation of the “what” and “where” tasks. The architecture is illustrated 
in Figure 4.11. The output of the model is a gated combination of the outputs of the experts, 
as before, but with each gate operating on different subparts of the expert’s output vectors. 
The first ‘n’ output components fiom each expert network are combined by one gating 
network to represent the result of one subtask; the last ‘m’ output components from each
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expert network are combined by the other gating network to represent the result of the second 
subtask.
y  l(n+l),..,lm
21,...2n
Gating
Network
Gating
Network
Expert
Network
Expert
Network
..........
Figure 4.11. Architecture of a mixture-of-experts model with two gating networks (Jacobs, Jordan and 
Barto, 1991).
When tasks are performed by a network simultaneously, the problem of spatial crosstalk 
arises. This interference effect occurs due to the hidden layer of a neural network. When a 
network is trained on a particular task, the hidden nodes, which act as feature detectors, have 
information related to the error that the network is cuiTently experiencing fed back to them 
from the output nodes. During the backpropagation of this error, it is possible that a 
particular hidden node is infoimed by one output node that its output level should be 
increased, whilst an alternative output node indicates that the same hidden node’s output level 
ought to be less. Therefore, the hidden node experiences a conflict which results in the 
performance of the network, during leaining, being impeded. This effect is more dramatic 
when two tasks are being learnt by a network because the output nodes involved in both tasks 
relay information, which may be conflicting, to the same set of hidden nodes.
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Topologies may be designed to overcome this detrimental effect by limiting the number of 
hidden nodes that receive error information sent to them by the two sets of output nodes. For 
example, spatial crosstalk may be reduced by splitting the hidden layer into two parts and 
dedicating one set to computing the first task and the other set the second task (for example, 
see Rueckl et al., 1989). In a mixture-of-experts model the hidden nodes are split in a similar 
fashion in that they are divided between the component expert networks. Hence, the 
advantage of this type of modular system over a single network is that it suffers less from 
spatial crosstalk, providing that the system allocates separate experts to different tasks.
4.4.2 Possible representations of the counting task
For such an architecture to be applied to modelling counting, that is, the quantification of 
objects in a serial manner, suitable input-output patterns are required. A model of verbal 
counting involves simulating two continuous sequences: pointing actions according to a 
layout of objects; and, the generation of number words. Moreover, the co-ordination of these 
two processes is required.
One way in which the co-ordination of the subtasks may be interpreted is as a strictly 
serial operation, whereby the pointing task is considered to be processed first. Once 
complete, the word task takes place and is followed by the processing of the next pointing 
task, and so the cycle continues. On the other hand, human beings show a degree of 
anticipation of the next move and, for some, this is evidence that the brain processes in 
parallel and accomplishes complex tasks by doing so. For instance, McClelland, Rumelhart 
and Hinton (1986) have discussed the satisfaction of ‘multiple simultaneous constraints' 
including, for example, the arrangement of muscles in a limb and the positions of nearby 
obstacles in carTying out what appears to be a simple reaching action. It is this feature of 
parallelism which is exploited by neural network models.
If the two subtasks employed in counting run “concurrently”, as Fuson (1988) has 
described, we can consider representing the counting task in terms of sequential pointing and 
word tasks but executed in a parallel manner. In this case there is no constraint that a 
pointing task must be completed, for example, before a word task is allowed to be processed.
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Perhaps the most straightforward method for representing the counting task under such a 
scheme, is with the current visual scene acting as the input, and the pointing action and 
consequent number word as outputs.
Using a similar method of illustr ation to that employed in the previous section, this may be 
explained by considering the training patterns shown in Figure 4.12. The example shown is 
not a single input-output mapping, but a sequence of patterns, since a number of time-steps is 
involved in counting a set of multiple objects in a serial manner. On the frrst time-step the 
output represents that the first object in the row is next to be pointed to and that the word 
generated is the number word “one”. Similarly, a point towards the object located in the 
second position, ignoring the gap between objects, and the number word “two” form the ideal 
oufrrut on the subsequent time-step.
Now consider the final time-step in which the input comprises the row of objects with the 
final object being pointed to. Under this representation schema, the ideal output would be a 
‘no word’ and ‘no point’ output. A network attempting to learn this behaviour could 
ascertain the ‘no point’ output from the current input scene, since there are no more objects 
located to the right of the one currently being pointed to. However, the network would 
experience difficulty in determining when the number word sequence should cease, because 
the input scene does not explicitly represent that the end of the counting task is about to be 
reached.
The problem described above arises because on a particular time-step the appropriate 
pointing action and word output are determined simultaneously. The pointing action causes a 
change to the visual scene, but this is not reflected until the following time-step. This is 
illustrated by the first input-output pair, where the number word “one” is being associated 
with an input scene in which the corresponding pointing action is absent, whereas that 
number word ought to be linked to an input scene in which the first object is being pointed to.
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Figure 4.12. One method of representing a set of tr aining input-output patterns for an example of counting 
3 objects. Production of the number word output ‘no word’ requires tlie word subtask to compute whether 
or not tliere ar e any objects left to count, whereas this ought to be the role of the point subtask.
This led us to consider modelling point and word subtasks that share the same visual input 
scene. For instance, consider the visual scene below, part-way through a counting task, 
where third object is currently being pointed to.
nn n □□
On this time-step, the counting task involves generating a number word and deciding which 
object to point to next. For a correct outcome, the word produced is “three” and the pointing 
action is applied to the next object on the right. Assuming that the physical action of pointing 
to the next object takes place, the visual scene is altered with the pointing action now being
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directed towards the fourth object. This becomes the input to the model on the following 
time-step.
□□ □ □□
The problem which arose under the previous scheme is not present here because the input 
with which a number word output ought to be associated is represented by the current visual 
scene.
A complete set of patterns for counting three objects under this second scheme is shown in 
Figure 4.13. Since the spatially-dependent task here is to determine which is the next object 
to be pointed to, we now refer to it as the “next object” subtask, rather than the “point” 
subtask. On the first time-step the input to the model is simply 3 positioned objects. The 
ideal output is to produce a ‘no word’ response since none of the objects is currently being 
pointed to, and to choose the object furthest on the left-hand side to be the first one pointed 
to. This causes a modification to the visual scene, forming a new input to be presented to the 
model on the following time-step. Now the conect response of the model to a row of objects 
with the first one being pointed to is a representation of the number word “one” by the 
“word” subtask, together with a decision relating to which is the second object to be pointed 
to by the “next object” subtask. Similarly, the correct response on the following time-step is 
“two” and the identification of the third object in the row to be pointed to. This continues 
until the final object in the row is currently being pointed to, as shown by 4“^  pattern in Figure 
4.13. Here the idealised output is the representation of the conect number word together with 
a ‘no point’ output. Lastly, on the final time-step, the resultant visual scene is simply the row 
of objects without a pointing action, to which ‘no word’ and ‘no point’ responses are given, 
indicating the end of the cuiTent counting task.
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Figure 4.13. A further complete set of input-output patterns representing tire stages involved in counting 3 
objects.
This form of representation was the one employed for the training patterns in our counting 
model described next. In short, the two subtasks experience the same visual scene as input on 
a particular’ time-step and are computed in parallel. The overall output of the model 
represents outputs of both “word” and “next object” subtasks, which may be interpreted as 
forming the current linguistic response of the system and indicating to which object a 
subsequent physical action, that is the pointing action, will be directed. This is similar to 
children when counting who, rather than outputting the linguistic and physical responses 
simultaneously, associate a number word with the current object being pointed to, before 
pointing to the next object.
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4.4.3 Developmental counting model
Here we combine the ideas of the two previous subsections on two-gated architectures and 
counting representation schemata into a model for simulating counting. Initially the model 
was trained to count up to 5 objects, and then re-trained on larger numbers of objects. The 
longest row of objects presented to the model was 22 under training, and 29 for testing the 
model’s capacity for generalisation. These numbers correspond closely to the numbers of 
objects counted by children aged 3% to 6 in Fuson’s (1988) study where the longest rows 
ranged from 22 to 31 objects.
On separate runs of the counting model, the sizes of the layers of the network were 
modified according to the size of the problem task. The size of the part of the visual scene for 
representing objects was set to be twice the size of the maximum number of objects being 
counted, allowing for spaces to be included between neighbouring objects. The first object to 
be counted was represented by the first vector component of the input layer. The output layer 
of nodes consisted of two subsets; one subset representing a possible verbal response and the 
other describing the object to which the next pointing action was to be applied. Each of the 
18 output nodes in the “word” subset were associated with either an entire number word or 
part of a number word as follows [“-teen”, “-ty”, “one”, “two”, “three”, “four”, “five”, “six”, 
“seven”, “eight”, “nine”, “ten”, “eleven”, “twelve”, “twen-”, “thir-”, “fif-”]. An additional 
node represented a ‘no word’ output. The total number of output nodes in the “next object” 
subset were determined by the largest number of objects being presented in the visual scene.
The architecture of the mixture-of-experts counting model, illustrated in Figure 4.14, 
comprised two multi-layered expert networks and two gating networks. As with the model of 
section 4.3.2, one expert was recurrent, whereas the other was feedforward. Here we 
incorporated a further set of recuiTent links, labelled in the diagram as ‘external’, which 
connect the output nodes of the “next object” subtask with the visual scene. These links, with 
pre-set weight values of 1, feed the model’s decision of which object to point to next back 
into the visual scene, and hence update the input layer for the subsequent time-step.
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Figure 4.14. Ai'chitecture of a mixture-of-experts model with feedforward and recurrent experts. One 
gating network oversees the output of the “word” subtask, whilst the other directs the output of the “next 
object” subtask.
The architectures of the individual expert networks and gating networks for which the 
results are reported below are described in Table 4.6. The number of state units in the 
recurrent expert network corresponds to the number of output nodes representing number 
words. The activation levels of each of the recurrent expert’s output nodes are fed back into 
the state units. Having concluded in section 4.3.2 that task decomposition by mixture-of- 
expert models is sensitive to the topology of the expert networks, the hidden layer sizes were 
determined through a trial-and-error procedure. The training data set comprised 50 examples 
of counting various sized sets of objects, totalling 700 training patterns.
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System Architecture Input
Modular network Feedforward expert (89-20-63) Visual scene
Recurrent expert (89-9-63, 18) Visual scene
Gate (0-2) None
Gate (0-2) None
Table 4.6. Details of system employed in modelling verbal counting.
4.4.4 Training the counting model
The ability of the model, not only to learn, but to decompose the counting task, involved 
examining the behaviour of the individual experts and the gating networks, in addition to the 
model as a whole. We discuss each of these below.
Learning
The model was considered to output a verbal response if a subset of the nodes resembling a 
number word took a high activation value, whilst the remainder had low activation levels. A 
high activation was considered to be over 0.6 and an activation below 0.4 was classified as 
low, as in section 4.3.2. For instance, a response of “four” required activation levels over 0.6 
for the 6th element of the array, and under 0.4 for all other elements. Similarly, activation 
values over 0.6 for the 2nd, 5th and 15th elements and values of under 0.4 for the remaining 
ones, was associated with an output of “twenty-three”. In contrast, for the output nodes 
describing the pointing action, only one node could take a high activation value in order to 
represent the position of the next object to be pointed to. The activation of a par ticular node 
referred to as ‘no point’ indicated that the model had identified that there were no more 
objects to be pointed to.
Under a teacher forced training procedure, the model was found to have correctly 
decomposed the counting task into the two subtasks 96% of the time over 25 trials. For the 
successful trials. Figure 4.15 shows the proportions of correct responses of the model over 
400 training epochs for each of the two subtasks, in addition to the overall counting task
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itself. The counting task can be seen to perform only as well as the least successful of its 
subtasks, which is the “next object” subtask at all epochs. The way in which the learning of 
the subtasks is influenced by the gating networks is discussed next.
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-"Next ot)ject" subtask
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Figure 4.15. Learning curves for the counting task, and the individual subtasks, with the modular 
architecture.
Decomposition
Throughout the training process, the behaviour of each gating network was studied to confirm 
that an efficient decomposition of the counting task took place. Recall that these two 
networks are responsible for gating different sets of components outputted by the expert 
networks. Let gate 1 refer to the gating network which is responsible for the patterns 
describing the “word” subtask, and to gate 2 as the gating network responsible for the “next 
object” patterns. The most efficient solution is then for gate 1 to switch on the output of the 
recurrent expert and to switch off the output of the feedforward expert and vice versa for the 
second gate.
Figure 4.16 shows one example of the behaviour of the gates across a particular trial. 
Initially, both gates develop a strong preference for the recurrent expert network. (The 
preference of a gate for the recurrent expert is simply one minus its preference for the 
feedforward expert.) The recurrent expert, suitable for modelling the “word” subtask by
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feeding back all necessary information from the previous cycle, quickly attains a high 
performance on the “word” patterns; it can be seen from Figure 4.17 that over 650 patterns 
are correctly learnt over the first 20 epochs. The “next object” subtask, on the other hand, is 
more complex, requiring a large number of hidden nodes to act as feature-detectors for its 
simulation. This is seen in Figure 4.17 by the number of learnt patterns initially reaching 
only around 100 for this subtask. As the number of epochs approaches 100, the recurrent 
network becomes more specialised in the “word” task and therefore less capable of modelling 
both subtasks. Gate 2 then attempts to favour the feedforward expert for the “next object” 
subtask, but this is accompanied by a dramatic decline in the performance of this subtask 
because, until now, the feedforward network has had little opportunity to learn the task. The 
result is that gate 2 switches to the recurrent expert. Since neither the recurrent, nor the 
feedforward, expert is currently successful at modelling the “next object” subtask, gate 2 
continues to move back and forth between the two experts creating the oscillatory effect 
shown until ar ound 160th epoch. On each occasion that gate 2 has a high preference for the 
feedforward expert, this is accompanied by the feedforward expert improving its performance 
on the “next object” subtask. Finally, gate 2 settles upon the feedforward expert and the 
behaviour of both gates remain stable.
This type of gate behaviour whereby the recurrent expert is initially favoured by both 
experts was found to account for 36% of the trials. Alternatively, on 12% of the trials, both 
gates displayed an initial preference for the feedforward expert, in which cases gate 1 quickly 
switched to the recuixent expert, presumably due to the poor performance of the “word” task 
with a network lacking feedback. On a single trial (4%), the most unsuitable combination of 
experts was chosen by the gates but they permanently swapped choices after few epochs. 
Cases in which the two gates made the most efficient choices from the start of training 
account for the remaining 48% trials. Having confirmed that the model correctly learnt and 
decomposed the counting task, we proceeded to compare the model’s behaviour with real 
counting data.
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Figure 4.16. Example of the behaviour of the two gating networks in the mixture-of-experts model 
learning a counting task on a single trial. (A data point above 0.5 indicates a preference for the feedforward 
network, whereas a point below indicates a preference for the recurrent network.)
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Figure 4.17. The proportions of correctly learnt patterns for each subtask on the trial described in Figure 
4.16.
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4.4.5 Comparison of simulation results with child counting data
Results produced by the counting model fall into two categories concerning: firstly, the 
production of errors; and, secondly, the ability of the model to generalise. In the first case, 
we have chosen to focus on examining two types: errors associated with the sequence in 
which number words were generated; and, correspondence errors related to the sequence in 
which objects were pointed to. Analysing the capability of the model to generalise involved 
testing whether the model was capable of counting novel arrangements of objects such as a 
higher number of objects than on which the model had been trained.
Testing of the counting model involved feeding back the actual output of the recurrent 
expert network into the state units, rather than the ideal output (which was the method used 
under the teacher forced training method). In other words, the recurrent expert processed the 
information it fed back to itself regardless of whether a correct or incorrect number word had 
been generated on the previous time-step. Another way in which the testing method differed 
from the training one was that whichever object the model chose to point to next was 
reflected in the visual scene on the following time-step. This contested with the training 
process in that when the incorrect object was selected, the input on the next time-step was 
modified to display the object that should have been pointed to. Next we report the errors 
made by the simulation related to each of the counting subtasks in turn.
Word errors
The verbal responses generated by the model were then examined in order to investigate the 
structure of the number word sequence. According to Fuson, Richaids and Briais (1982), the 
sequence produced by children is characterised by three sections; stable and conventional; 
stable and nonconventional; and, unstable and nonconventional. Examples of a child’s 
response based on data provide by Fuson et a l (1982:50) is shown in Table 4.7.
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1->13, 19, 16, 13, 19
1-^13, 16, 19
1-^13, 16, 14, 16, 19
1->13, 16, 19, 16, 13, 14, 19, 16, 19
1-»13, 19, 16, 14_____________________
Table 4.7. Example of the production of the number word sequence by 
a child. From Fuson, Richards and Briars (1982).
In this case, the child is consistent in producing the number words between 1 and 13 
correctly over a number of trails {cf. conventional portion). The number words “sixteen” and 
“nineteen” can be seen to be repeatedly produced, yet incorrectly used {of. stable, 
nonconventional portion). Number words such as “thirteen” and “fourteen” illustrate the use 
of inaccurate number words whose order varies across trials {of. unstable, nonconventional 
portion).
After 40 epochs After 120 epochs
1-48 8 l->8 8
l->9  8 l->9 8 9
l-> 4  6-48 19 13 18 19 1->11 8
1->11 8 W l l  8
1-44 6 17 18 19 20 1 8 19 20 1 ^ 1 5  6 7 8 9 8 9
l->6  17 18 19 8 19 20 8 1-419 8 9
Table 4.8. Production of the number word sequence by the model at stages 
throughout tire training process.
A similar structure can be observed in the simulation results displayed in Table 4.8. The 
two sets of responses are provided by one run of the model, after 40 and 120 epochs 
respectively. The sequence produced can be seen to fall into the three categories described 
above: number words earlier in the sequence are generated correctly {cf conventional 
portion); the number word “eight” is often, but inaccurately, used (cf. stable, nonconventional 
portion); whilst “six” and “thirteen” can be seen to be classified under the unstable, 
nonconventional portion.
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The reason that the model is able to consistently and correctly produce the lower end of 
the number word sequence, and not the remainder, is due to the imposition of a domain- 
specific constraint upon the inputs to the model. This constraint took the form of a bias in the 
training data set whereby number words earlier in the sequence occur more frequently than 
later ones. It has been argued whether certain number words are more frequent in our 
vocabulary than others (for example, Dehaene and Mehler (1992)) but since counting even 
small sets always includes the number words earlier in the sequence, that is, “one”, “two” 
etc., we assume a child being taught to count has an increased exposure to these. Our model 
experiences examples of the number word sequence in precisely this manner.
By comparing the number word sequences produced by the model at the two stages of 
training in Table 4.8, the size of the stable, conventional portion can be seen to increase 
whilst the other portions decline. Lear ning of the correct association between neighbouring 
number words for the higher numbers is a result of further experience with those words.
The second observation by Fuson, Richards and Briars (1982) concerns the less frequent 
occurrence of irregular number words in the child’s number word output. Similarly, the 
model was found to have more difficulty in producing an irregular number word such as 
“fifteen” than others. This may be explained by considering the representations of 
neighbouring number words. Learning to associate regular pahs of number words is aided by 
past experience of leaining other neighbouring number words that share part of their 
representations. For example, learning that “sixteen” is followed by “seventeen” is helped by 
knowing that “six” precedes “seven”. Meanwhile, leaining that “five” follows “four” hinders 
the task of learning that “fourteen” is followed by the irregular- “fifteen” rather than “five- 
teen”.
The final finding of Fuson, Richards and Briars (1982) relates to the child’s capacity to 
hold a stronger association between a number word and the two previous ones, rather than 
between a number word and the preceding one only. This effect is not simulated in our 
model since information from only one time-step is fed back into the recurrent expert in order 
to determine the current output. We suggest that this third type of childlike behaviour may be 
examined in a mixture-of-experts model by introducing non-zero weights to the feedback
140
links connecting the state units in the recurrent expert to themselves. Perhaps establishing 
such self-recurrent links would enable the model to develop associations between a current 
number word representation and several preceding word representations, by allowing 
histories of activations of the state units to influence the current output.
Pointing Errors
The aim of the analysis of error production was not only to investigate whether the model 
gave similar' types of errors to those found in children; in addition, we examined whether the 
proportions of those errors were comparable and whether those proportions decreased over 
time at a similar rate, reflecting the improvement in counting experienced by children. In 
order to simulate this developmental progression, training was stopped at regular intervals at 
which snapshots of the model were recorded before training resumed. The snapshots of the 
model were tested to see whether they corresponded to specific stages in the child’s 
development regarding counting.
To assess the “next object” errors made by the model, the 50 examples of rows of objects 
which acted as input during training were presented to the model again. This was repeated 
for each snapshot recorded at intervals of 40 training epochs. On each time-step the actual 
output of the pointing task fell into four categories: firstly, an object selected, represented by 
a node with an activation level over 0.6 and all other nodes with activation below 0.4; 
secondly, a ‘no point’ output, with the ‘no point’ node activated over 0.6 and all others below 
0.4; thirdly, a ‘best guess’ output describing a category which includes all poorly represented 
responses. Here an object selected or ‘no point’ output was determined by the node with 
maximum activation above a threshold of 0.3; and, finally, ‘no output’ indicated by all nodes 
being activated below 0.3. An example of each case is provided in Table 4.9.
If the output on a par ticular time-step was incorrect, it was classified as falling into one the 
following error types; an ‘object skipped’ error occurred if any number of objects were 
skipped over; a ‘multiple count’ error was recorded whenever the object currently being 
pointed to was selected again; a ‘no object’ error occurred if the model selected a space 
between objects; and, a ‘stopped early’ error was considered to take place if objects to the 
right of the last one being pointed to were not included in the counting procedure. The
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condition that indicated that the counting task had stopped eaiiy was either an incorrect ‘no 
point’ output or a ‘no output’. ‘No output’ may be interpreted as a child refusing to continue 
with the counting procedure. Additionally, a ‘stopped early’ error was recorded whenever the 
model starting re-counting objects. Often this was accompanied by the number word 
sequence starting from “one”, indicating that the model was attempting to carry out a new 
counting task. Table 4.10 shows the four error types recorded and an example of each. The 
fii'st three of these error types have been described by Fuson (1988) in her extensive study of 
error types made by children. The last error type identified in our model may be inteipreted 
as the end of the current counting task.
Fuson described the number of errors made by children in terms of an error rate, a 
measurement which controls for the number of objects involved in counting, by measuring 
the number of errors per 100 objects counted. In our simulation results, the total number of 
objects involved in the counting process was calculated by subtracting the number of objects 
that remained uncounted under the ‘stopped early’ error type from the total number of objects 
displayed across all counting tasks. The rates of errors for the first thiee error types 
throughout training were averaged over 10 runs of the model. The results are displayed in 
Figure 4.18 where they can be seen to decrease with increasing experience of the counting 
task.
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Possible response Explanation Example
Current input scene Output vector and
subsequent input scene
Object selected The position of the next 
object to be pointed to is [0.1,0.1,0.1,0.7,0.1,0.1]
correctly or incorrectly 
chosen.
nn
é
nn n n  n në
‘No point’ output The end of the current 
counting task is [0.1,0.1,0.1,0.1,0.1,0.65]
correctly or incorrectly nn nn
é
n n  nn
identified.
‘Best guess’ The response is a poor 
representation of either [0.1,0.2,0.1,0.5,0.1,0,3]
of the above. nn
é
nn n n  n né
No output No output nodes are 
activated above 0.3. The [0.1,0.1,0.1,0.15,0.1,0.2]
subsequent input scene nn nn n n  n n
is simply the é
arrangement of objects.
Table 4.9. Possible outcomes of the “next object” subtask.
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Error type Explanation Example
Current input scene Subsequent input scene
Object skipped One (or more) objects are
ignored as the next object □□ n o nn  nn
chosen is not adjacent to é é
the current one.
Multiple count Repeated selection of the
object currently being n o  nn n n  nn
pointed to. é é
No object The next pointing action
is applied to a gap n n  nn n n  nn
between objects. ë ë
Stopped early The object selected has
already been included in n n  nn n n  nn
the counting task, or the ë ë
response is either an
incorrect ‘no point' or ‘no
output’.
Table 4.10. Categories of errors into which tlie outputs of tlie “next object” subtask fall.
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Figure 4.18. Rates of three types o f pointing errors measured at intervals throughout training.
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Figure 4.19. The relationship between proportions o f skipped object errors by children and by our simulation.
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Figure 4.20. The relationship between proportions o f multiple count errors by children and by our simulation.
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As mentioned in section 4.2.1 ‘object skipped’ and ‘multiple count’ are the main two 
point-object error types made by children. Since developmental data is available for each of 
these error types, they were compared to the proportions of errors generated by the 
simulation. In Figures 4.19 and 4.20 the error rates made by the simulation for each problem 
type ai*e plotted together with Fuson’s data. Error bars at the 95% confidence level were 
obtained from 1000 bootstraps (Efron & Tibshirani, 1993). The number of Uaining epochs 
corresponding to each of four age ranges, 3^2-4, 4-472, 472-5 and 5-572 are chosen to be 
evenly distanced. Referring to Figure 4.19, the skipped error rate at 120 epochs can be seen 
to most closely resemble the data of the fii'st age range 372-4 and at 200 epochs for the 
second age range 4-472. The interval of 80 epochs is then applied in positioning the 
subsequent children’s data points. By ensuring that the length of tiaining of the network 
between the points matched to children’s data is constant, there is an underlying assumption 
that children aie exposed to equal amounts of counting examples between 372 and 572 years 
of age. It can be seen fr om Figure 4.20 that the proportions of errors for both data sets are 
fairly similar- and both decrease in a comparable manner. The same intervals between epochs 
were used in plotting the children’s multiple count error rates in Figure 4.20. Here, the 
proportions of errors are lower for both data sets and for neither do the rates smoothly 
decrease with time.
Comparison of error types confirms, to some extent, that the model is good one for 
simulating the learning of the next object subtask. Moreover, the proportions of skipped and 
multiple count errors found in the model closely correspond to children’s developmental data. 
However, one difference between the behaviour of the network and of children’s counting 
abilities relates to the third error type, called ‘no object’, whereby a gap between objects is 
pointed to. Since development data is unavailable we are unable to plot a graph to compare 
error rates of children and of the simulation. Fuson has identified this error to be less 
frequent in children’s counting performance than the other two error types discussed above. 
However, in the simulation this is the most highly occurring eiTor type, as seen in Figure 
4.18. This indicates one of the limitations of this model compared to human ability; it reflects 
the improved ability of a human in distinguishing objects from spaces over that of the
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model’s. Whilst the model lacks knowledge of objects in spatial arrangements, it has been 
reported that infants are capable of interpreting the physical world in terms of individual 
entities from an early age (Spelke, 1994).
Generalisation: Increasing the numbers o f objects counted
In subsequent experiments, the model was tested for its ability to generalise by presenting it 
with novel arrangements of objects in the visual scene. Of particular interest was the model’s 
ability to count a laiger number of objects than to which it had previously been exposed. For 
this, the model, having been trained on examples of counting up to 22 objects, was presented 
with a visual scene representing 29 adjacent objects.
For the “word” subtask, verbal responses of number words higher than “twenty-two” had 
not been encountered during tiaining. Despite this, the counting model attempted to represent 
number words according to the limited experience it had gained. Representations for number 
words outputted by the model during testing were “one”-“nineteen”, “twenty”, “twenty-one”, 
“twenty-two”, “thiee”, “twenty-four”, “five”, no output, “twenty”, no output and “nine”. It is 
not surprising that the first three number words in this list are correct since they formed part 
of the tiaining set. Although the representation of the next number word, “twenty-three” was 
not achieved, the model outputted a number word by using its experience in associating “two” 
with “tliree”. On the following time-step, the number word “twenty-four” was successfully 
represented by activation levels over 0.5 in the elements of the vector symbolising the 
syllables “twen-”, “-ty” and “four”, and by activation values less than 0.5 elsewhere. Even 
though higher number words were poorly represented by the model, the correct output of 
“twenty-four” is indicative of some capacity of the model to generalise.
Simulation of the production of the number word “twenty-four” was possible, despite 
failing to produce the number word of “twenty-three”, through the teacher forced method of 
correcting the actual output of the model from the previous time-step. This simulates 
prompting a child with a coiTcct number word once he or she has generated an incorrect one, 
in order to assist in the retrieval of the succeeding word in the sequence. Perhaps like 
children, the model was able to use experience of associations between neighbouring number
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words to generate a number word that it had not encountered previously. However, there is a 
limit for such a model to generate unseen number words; the production of irregular terms in 
the number word sequence, such as “thhty”, would require exphcit teaching, in the form of 
training on a larger data set.
A limitation of the model in pointing to objects at unseen locations was also identified. 
The response of the “next object” subtask was to point to each object coiTectly in turn when 
the locations of objects were exemplified during training. Under a localist representation 
scheme, individual positions of objects are denoted by particular elements of the input vector. 
If the training data set lacks an example of an object being located in, say, the 14‘'^  position, 
then the corresponding input node would not have experienced an update in its connection 
weights during the tiaining process. Although this may be solved by ensuring a complete set 
of training patterns, the network would still not be able to generalise in pointing to a larger 
number of objects than the maximum sized set presented in training. Two ways in which this 
might be overcome concern: first, the weight-sharing of connections linking nodes which 
were involved in the learning process with nodes whose weights had not been; and, second, 
the use of explicit rules which, McClelland (1995) has proposed, might combine with implicit 
strategies to direct children’s behaviour.
4.4.6 Extending the counting model
Input for the counting model described in this chapter are vectors whose components 
represent the presence or absence of objects and a possible pointing action. Output comprises 
two sequences, one of which indicates the order in which objects are pointed to whilst the 
other represents number words. Two extensions to this model are explained in this section. 
The first relates to the inclusion of modules appended to the front of the model which are 
concerned with the processing of visual information. These include a two-dimensional retina 
for displaying multiple objects in a row and a module for representing the objects 
independently of their* sizes. The second involves modules being joined to the end of the 
model in order to simulate the production of a cardinal number of the input stimuli. The final 
architecture is illustrated in Figure 4.21.
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Figure 4.21. Extended ai'chitecture of the counting model.
Visual processing simulation
The component in the simplistic visual system connected to the counting model is a retina on 
which objects can be displayed side by side. The retina is divided into a single row of 
receptive fields of sizes 3 by 3, and for simplicity a single object is constrained to lie within a 
receptive field. Each field provides input to a scale-invariant network, whose outputs 
represent the presence, or not, of an object to be counted. A full description of the training 
methods for such networks can be found in section 3.4.4, where a similar visual processing 
system was employed in simulating subitising. Although the response of the scale-invariant 
networks is independent of the sizes and locations of the objects within the receptive fields, in 
the subitising simulation a further processing stage was necessary. This involved producing a 
representation which was translation-invariant across the entire retina. However, in 
modelling counting this stage is not required. Indeed it is essential to preserve the 
approximate positions of the objects across the retina since counting requires the items to be 
regarded in a spatial sequence. Hence the output of the set of scale-invariant networks can be 
treated directly as input to the mixture-of-experts counting model.
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Cardinal number response simulation
The second part of extending the counting model involved appending the system with a 
module that simulated a cardinal number response. Whilst the mixture-of-experts model 
itself outputs the sequence of number words, it does not explicitly signify which is the 
cardinal number. In order to achieve this, we used a Madaline network, with input and output 
layer sizes of 19 and 64 nodes respectively. The input vectors comprised a verbal 
representation of number and a single element representing the ‘no point’ output, both 
generated by the two-gated mixture-of-experts counting model. The output vectors employed 
a localist representation of number word responses, corresponding to the final module of the 
subitising model (section 3.5.2). The Madaline network was trained on 44 examples of 
idealised input/output pairs, according to the learning process described in section 2.4.1. 
Number words were represented by the output vectors when the ‘no point’ input node was 
highly activated indicating the end of a counting task, otherwise they represented a ‘no 
output’ response. Table 4.11 depicts four typical examples of input/output pans on which the 
network was trained.
Input Output
Number word Activation of 
‘no point’ node
Cardinal number word
"four" 0.1 no output
"four" 0.9 "four"
"twelve" 0.1 no output
"twelve" 0.9 "twelve"
Table 4.11. Four examples of input/output pairs on which the caidinal 
response network was trained.
On examining the weights of the trained network, strong excitatory values were seen to 
have developed between representations of the same number words in the input and output
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layers. Weaker excitatory weights formed on connections linking the ‘no point’ node in the 
input layer to nodes in the output layer. Thus, the output of the trained Madaline was 
influenced by both the number word represented in the input layer and the level of activation 
in the ‘no point’ input node. Low activation of the ‘no point’ node resulted in the weighted 
sum of inputs, calculated by each output node, not exceeding the threshold, and therefore in 
the network giving a ‘no output’ response. The Madaline successfully learnt to produce the 
same verbal response provided by the counting model but only on completion of the counting 
task. This output, then, may be interpreted as the car dinal number of the objects in the visual 
scene.
Testing the extended counting model
Having extended the mixture-of-experts counting model to include a visual processing 
element and a cardinal number response network, the countiirg system as a whole was tested. 
We presented a row of objects in the visual scerre and allowed activation to flow from the 
retina into the scale-invariant networks, onto the mixture-of-experts model over a number of 
time-steps and, on each of those time-steps, through the Madaline network. The input to the 
Madaline network was updated on each time-step according to the current output of the 
counting model. On the first occurrence of the ‘no point’ node being activated above a 
threshold of 0.6, the output of the Madaline was recorded. This was carried out whether or 
not the Madaline had correctly responded with a cardinal number word on that particular 
time-step. Figure 4.22 illustiates the outputs generated by the mixture-of-experts counting 
model and the Madaline cardinal number word network over a series of time-steps in 
response to an anangement of objects.
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Input to Extended Counting Model
Visual scene representing 5 objects in a row, with a space between the 4**' and 5"‘ objects.
A  A B C C 
A B C  
B C
D D 
D D D 
D D
E
E E  
E E E
Output of Extended Counting Model
Time-step Output of counting model Output of cardinal number 
response network
1 Verbal output: no word
Next pointing action; first object -
2 Verbal output: "one"
Next pointing action: second object -
3 Verbal output: "two"
Next pointing action: third object -
4 Verbal output: "three"
Next pointing action: fourth object -
5 Verbal output: "four"
Next pointing action: sixth object -
(correct "best guess" output)
6 Verbal output: "five"
Next pointing action: no point "five"
(correct "best guess" output)
7 Verbal output: no word
Next pointing action: no point -
Testing completed
Figure 4.22. An example of the extended counting model correctly responding with a cardinal number 
word to five objects in tlie visual scene.
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4.4.7 Limitations of our counting model
The model presented here is only a first step in attempting to model the co-ordination of the 
two subtasks involved in counting. Three limitations faced by this model are as follows. 
Firstly, the work deals with one of less complicated forms of counting whereby the objects 
are immovable and positioned only in a row. Secondly, both subtasks are assumed to be 
learnt simultaneously whereas children are exposed to, and can recite, the number word 
sequence before applying it in a counting procedure. However, there is no reason why prior 
domain knowledge regarding either of the subtasks cannot be incorporated into the relevant 
expert network in a mixture-of-experts model, for example, through the initial set of weights.
Finally, the main difficulty faced in employing a mixture-of-experts model concerns the 
co-ordination of the two subtasks. In the earlier experiments a task specifier was used to 
oversee which subtask was carried out. This task specifier, implausible because of its 
supervisory role, was avoided in the later counting model by using a two-gated mixture-of- 
experts model. However, a limitation of this architecture is that the outputs of both subtasks 
are produced simultaneously. Rather than associating an input scene with a point and word 
response concurrently, we chose to update the input scene with the pointing action before the 
number word subtask was executed (see section 4.4.2 for more details). Therefore the output 
of the model represented the current word output and the next object to be pointed to. Further 
work in this area could involve incorporating time delays between producing a number word 
associated to the current object being pointed to and deciding which object to point to next, 
which would more closely reflect a child’s behaviour.
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4.5 MASCOT - A Modular Architecture for Subitising and Counting 
Over Time
The two models of subitising and counting, presented in Chapters 3 and 4 respectively, were 
combined into a single system for quantification, MASCOT. The system comprises two 
routes: one for enumerating objects in parallel (hereafter ‘subitising route’); and, the other for 
quantifying objects in a serial manner (hereafter ‘counting route’). The ai'chitecture is shown 
in Figure 4.23.
Subitising Route cGating \  nclnvri j
/  \
^  Translation- ^ M agnitude Bi- ^
invariant represen tnlion for directional representation for
representation connections numlier
^  Weiglit-slmmg net Kahonett map ^  Hehlrian nefmort Koliotten map Jr
r  \Visual scene displaying] 
multiple objects |-*'  Scale- ^  invariant representation
^  Retina J ^  Secoiui-oriicr nets J ( F - i )
\ Cardinal
number
response
CouiUing
model
Mixture-of-
Ciu-dinal \
number
response
Madaline J
Counting Route
Figure 4.23. MASCOT - a system for quantifying objects under limited and unlimited timing conditions.
Input to both routes is a visual scene in which multiple objects can be displayed. 
(Although a scene in which objects are located randomly can be processed by the subitising 
route, the counting pathway requires the objects to be positioned in a row.) The final output 
of the system is a layer of nodes which displays a verbal representation of number, describing 
the cardinal number of the input set. The decision as to whether this output is produced by 
the subitising or the counting route is determined by the system itself, thi'ough the gating 
network.
As we have seen throughout this chapter, gating networks aie capable of integrating the 
outputs of component networks. In this system, a gating network was employed to determine
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which route ought to provide the final output of the system. Whilst counting a set of objects 
is time-dependent, subitising is the fast apprehension of numerosities. Therefore the gating 
network was trained with a single input to represent whether or not the system faced a time 
constiaint in determining the cardinal number. This input acts as a task specifier; the gate 
learns to respond with the result of whichever route produces the most accurate cardinal 
number word given the time conditions. MASCOT responds with the output of the subitising 
route when the response time is limited, and the! with result from the counting route when 
unlimited.
Once the gating network had been trained to distinguish between limited and unlimited 
response times, the final output of MASCOT was examined under the two conditions. The 
cardinal number responses of the MAS OCT system to various numbers of objects displayed 
in the visual scene, under the limited time condition, are shown in Figure 4.24. The number 
of errors in the responses was found to increase with increasing numerosity of the input set. 
This is due to the approximately constant variability in the magnitude representations along a 
compressive number line, generated by the subitising route. For example, between 
numerosities one to five the number of incorrect responses rose from 4% to 36%. The poor 
performance of MASCOT in subitising larger numbers of objects, particularly eight, nine and 
eleven objects was due to the increasing overlap in their magnitude representations as 
demonstiated in Figure 3.10. The exceptionally high performance of the system in subitising 
twelve objects is accounted for by the ‘edge effect’ of the one-dimensional Kohonen map (see 
section 3.4.2).
Excluding this edge effect, the increase in incorrect responses with increased numerosities 
agrees with Dehaene and Changeux’s (1993) proposal that the effect of Fechner’s law may 
account for the increasingly inaccurate perfonnance of humans with larger numerosities. 
Dehaene and Cohen (1994) have suggested that when enumerating a set with a numerosity 
too high to be represented precisely, an alternative quantification process to subitising is 
employed.
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Number of objects 
in visual scene
n  n  ÿ -,
Response of MASCOT under 
limited time conditions
s 6 I I
Figure 4.24. Cardinal number word responses generated by MASCOT under limited time conditions, 
in quantifying 50 examples of each of 1 to 12 objects displayed in the visual scene. The ‘edge effect’ 
of the one-dimensional Kohonen map accounts for the frequent response of the number word “twelve” 
for larger numerosities.
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Figure 4.25. Cardinal number word responses generated by MASCOT under unlimited time 
conditions, in quantifying 50 examples of each of 1 to 12 objects displayed in the visual scene. The 
counting model generates proportions of pointing errors that correspond to a child aged 5-5 
according to Fuson’s (1988) data.
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In MASCOT, an alternative quantification process, that of counting, is used under 
unlimited time conditions. The cardinal number responses of the system under these 
conditions are shown in Figure 4.25. The key component of the counting route is the 
mixture-of-experts model which, having been trained for 400 epochs, displays proportions of 
pointing errors that approximately correspond to those of a 5-516 year old child. The counting 
route, in general, provides more accurate responses than those of the subitising route. Even 
so, on occasions the counting route may still produce incorrect cardinal number words. This 
may be due to errors related to pointing, generating the sequence of number words or 
outputting a cardinal number word occur. Recall from section 4.4.5 the discussion on how 
proportions of such errors, similar to those found in children, diminish in the simulation 
results with increased experience of the counting procedure.
The thii'd quantification ability employed by humans, that of estimation, may be seen as 
the fast but inaccurate apprehension of large numerosities. This method may be interpreted in 
the model as the processing cairied out by the subitising route under limited time conditions, 
with lar ge sets of input stimuli, since the model generates increasingly inaccurate responses 
as the size of the input stimuli set increase. As such, the final system may be regarded as co­
ordinating the three quantification abilities available to humans: subitising, counting and 
estimation.
4.6 Conclusions
In this chapter we have presented a modular connectionist architecture which quantifies 
objects in a serial manner and produces a representation of a verbal response. The model is 
not constrained at the representational, nor at local architectural, levels. In other words the 
connection weights are free parameters and the tasks are not hard-whed by the modeller to 
the component networks. During the training process, the model exhibits childlike 
proportions of pointing errors and a developmental progression in the acquisition of the 
number word sequence. The counting model also displays generalisation abilities related to 
counting higher number of objects than those to which is was exposed during training.
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Of Gelman and Gallistel’s (1978) five counting principles, the one-one correspondence, 
the stable-order and the cardinality principles are concerned with how to count. These three 
counting principles have been identified in the operation of Meek and Church’s theoretical 
mechanism, described in section 3.2.2. This mechanism uses a counting process to account 
for infants’ pre-verbal numerical abilities including the discrimination of numerosities and is 
thought, by some, to underlie the development of verbal counting (Gallistel & Gelman, 1992). 
In the mechanism, the accumulator moves through states, one at a time (cf. one-one 
correspondence), in response to each item being counted, in a stable order. The 
accumulator’s final state represents the numerosity of the set being counted (of cardinality).
Likewise, we note that Amit’s (1988) attractor counting network displays these thiee 
counting principles, but in a different manner. The network moves between output states in 
an ordered sequence, in response to each chime and lingers in the final state when the chimes 
cease. In contrast to Amit’s work, however, we have regained the principles of ‘how to 
count’ as rules which a child learns, following the principles-after theory. In our simulation, 
the network leains this rule-like behaviour through the modification of connection weights 
over time, in response to examples. This training procedure appears plausible in modelling 
the environmental input and feedback experienced by children: children are exposed to 
examples of counting from a range of sources, in particulai', from teachers, parents and 
siblings.
The first two of the how-to-count principles are learnt by the mixture-of-experts model. 
Firstly, the trained network displays the principle of one-one correspondence, since each 
activated input maps onto one and only one number word representation. Secondly, the 
principle of stable-order is demonstrated, in that the same sequence of number word outputs 
is replicated in response to each set of input stimuli encountered. The cardinality principle is 
reflected in the appended module in which the output activation corresponds to the number of 
input stimuli in the set. Indeed, it appears plausible to model the cardinality principle in a 
sepaiate, yet connected, component of the model since psychologists have reported this 
principle appears to be acquired later than the other two in child development (Gelman & 
Gallistel, 1978).
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The rule-like behaviour which the two-gated mixture-of-experts model has learnt to 
reproduce is described in Tables 4.12 (a) and (b). On one hand, the rules describing the 
“word” subtask aie time-dependent in nature in that both the current input and the previous 
input affect the current output. (Incidentally, this enables the stable-order principle to hold.) 
On the other hand, the rules describing the “next object” subtask aie not time-independent, 
but aie rather, spatially-dependent. The two subtasks aie connected according to an 
indicating act, which we have referred to as pointing, following Fuson (1988). These explicit 
sets of rules were not directly given to the network, nor learnt by the network, during the 
training process; instead, to adopt a phiase from McClelland et a l, the network learnt "to act 
as though it knew the rules" (1986:32).
Premise Action
Input at time t-1 Input at time t
0 1 Move to first output in sequence
1 1 Move to next output in sequence
1 0 Reset to “no word” output
0 0 Retain “no word” output
Table 4.12 (a). Rules describing the “word” subtask. (In the table, T ' indicates the 
presence, and ‘0 ’ the absence, of a pointing action).
Premise Action
Input at time t Objects present to die right
of current pointing action
0 - Move to. first output in sequence
1 Yes Move to next output in sequence
1 No Reset to “no point” output
Table 4.12 (b). Rules describing the “next object” subtask. (Again, T ’ indicates the 
presence, and 'O' the absence, of a pointing action).
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In summaiy, previous counting models, outlined in section 4.3, have focused on either the 
production of the number word sequence or on moving between objects in a serial manner. In 
contiast, the work introduced here combines the two and centres around how these subtasks 
might be learnt by a modular ar chitecture.
Mixture-of-experts models have previously been exemplified in the domain of visual task 
simulation. In this case the lear ning process was seen to be capable of decomposing the 
"what" and "where" vision tasks and of allocating feedforward expert networks to these 
linearly and non-linearly separable tasks. This work differs with our own in that here we 
employ a recurrent version of the mixture-of-experts model, by having competing recurrent 
and feedforwar d expert networks. By viewing the cognitive activity of counting as involving 
both temporal and static subtasks, we have demonstrated the ability of the mixture-of-experts 
to decompose the counting task and to allocate appropriate experts to time-dependent and 
time-independent subtasks.
One role of a gating network in a mixture-of-experts model is to mediate between the 
expert networks during the lear ning process. A single gating network achieves this through a 
task specifier. The introduction an additional gating network, however, overcomes the need 
for a task specifier and thus enabled us to model the co-ordination of the counting subtasks. 
A further role of a gating network is to integrate the outputs of the expert networks in 
determining the final output of a system. It is in this context that a gating network was 
employed to switch between outputs of the subitising model, described in Chapter 3, and the 
extended counting model presented in this chapter, under timing conditions. Training of this 
gating network demonstrates how outputs of multiple routes can be co-ordinated through a 
learning process, despite the allocation of routes to subtasks by the experimenter, like in the 
Meta-Pi architecture. The final gated, dual route architecture forms MASCOT, a system 
capable of simulating a range of quantification skills.
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Chapter 5
Conclusions and Future Work
In our work on simulating aspects of early numerical development we have investigated both 
gated and non-gated modular connectionist architectures. In Chapter 3 we demonstrated the 
training of neural network modules on subtasks that were explicitly allocated to them, in a 
system for numerosity detection and its extension into a model of subitising. In Chapter 4, 
one-gated and subsequently two-gated modular architectures were explored in relation to 
modelling the decomposition of a counting task and allocation of subtasks to component 
networks. Having modelled the quantification abilities of subitising and counting as learnt 
under unsupervised and supervised paradigms respectively, we addressed the issue of how 
these abilities may be co-ordinated within a single connectionist model. Our focus here 
concerned the mediation of outputs through lear ning rather than thr ough programming.
In this chapter, we conclude the thesis by suggesting that the types of modular ai'chitecture 
explored in this work may have implications for a range of domains. Finally, we propose 
future work in two areas: first, in extending our simulation system; and, secondly, in lesioning 
the system to provide insights into cognition through mathematical disorder simulation.
5.1 Conclusions
Connectionism is the study of computational models inspired by the operation of components 
of the brain. The advantages of connectionist architectures in terms of adaptivity, non- 
linearity, graceful degradation and generalisation have led to their application across diverse 
fields. The contribution of this work to the connectionist literature lies in taking two steps 
away fr om the representationally conshained approach to modelling undertaken by previous 
researchers. First, the component neural network modules of a modular architecture, with 
hard-wired connection strengths, have been replaced by networks which learn subtasks. 
Second, the modules, rather than being hard-wired to subtasks, have been organised in a 
architecture which itself learnt which modules were to learn which subtasks. These steps
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were exemplified in models simulating the acquisition of two quantification skills, those of 
subitising and counting respectively. Our simulations indicate that modulai' connectionist 
networks aie a promising architecture for simulating cognitive phenomena.
Initially, we modelled the ability to discriminate small numerosities in a parallel manner. 
Our numerosity detection system may be considered an innate mechanism in terms of having 
individual, component modules explicitly allocated to subtasks. The system learnt through 
the modification of weighted connections in those modules. The modules adapted in 
response to inputs through a process of self-organisation, and thus, were not guided by an 
external teacher in the form of environmental feedback. This concurs with Karen Wynn’s
(1995) notion that an innate mechanism underlies the numerical abilities of infants. 
Furthermore, both her theoretical model of such a mechanism, and our implemented system, 
share the method of representing numerosities in terms of accumulated magnitudes.
The numerosity detection system presented in this work demonstiated two psychophysical 
functions characteristic of numerical processing by humans, those of the distance effect and 
Fechner’s law for numbers. Like in the model of Stanislas Dehaene and Jean-Pierre 
Changeux, Fechner’s law accounted for the improved performance in dealing with smaller 
over larger numerosities by humans, as displayed in discriminating numerosities by infants 
and in subitising by adults. Importantly, our system reproduced the psychophysical functions 
as consequences of a learning process, whilst they were ai'tefacts of hard-wiring the 
connection strengths in Dehaene and Changeux’s model. Interestingly, the two models 
offered different, but equally valid, explanations as to why Fechner’s law holds. In the eailier 
model increasing numerosities were represented with increasing variability, along a linear 
number line, in accordance with the scalar variability assumption. In our model numerosities 
were represented as magnitudes along a compressive number line, in agreement with the 
compressive mapping assumption.
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The benefit of the approach to modelling that we undertook in building the numerosity 
detection system was that a developmental progression could be simulated. We demonstrated 
this by modelling developmental change on a number of levels: First, within the individual 
learning neural networks; Second, through the communication of two networks whereby the 
output activation of one network acted as the input to another; Third, through a neural 
network which learnt to associate simultaneously occurring patterns of activities in two other 
networks. This third technique was employed in extending the numerosity detection system 
to simulate subitising. The initial system was appended with modules which enabled the 
model to respond with a representation of the number word quantifying the number of objects 
in the visual scene. Maps, trained under the unsupervised Kohonen feature mapping 
algorithm and featuring magnitude and verbal representations of number, were connected via 
an intercommunicating network of Hebbian links. The links were trained to learn bi­
directional mappings and, as a result, the number line became partitioned into regions onto 
which different number word representations mapped. These regions became successively 
smaller due to the compressive nature of the number line, in disagreement with the bi­
directional mapping hypothesis that suggests the regions are of equal size. Thus, we have 
simulated the ability to subitise according to the compressive mapping assumption.
There are, however, a number of disadvantages in replacing hard-wired connections with 
adaptive weights: For each subtask, an appropriate neural network architecture must be 
carefully chosen together with a suitable learning paradigm within which to train the network. 
For example, a supervised, feedforward network may be relevant in modelling a classification 
task, whereas the self-organising Kohonen feature map might be suitable for clustering 
through topological mapping. Since communication between trained modules takes place 
with the activation of one module acting as the input to another, the organisation of modules 
must be taken into account in deciding between locahst and distributed representations used 
in individual modules and in determining the sizes of the input and output layers. Moreover, 
the training method and its stopping criteria must be selected, together with the learning 
parameters. Whether or not the modules have adaptive or pre-set weights, the modeller is 
faced with decomposing the task and assigning subtasks to appropriate networks. This can be
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resolved by moving away from a model consfrained at the local architectural level, as 
illustrated in our subsequent simulation work.
Taught abilities can be regar ded as learnt as a result of environmental feedback to modules 
with suitable topologies. The mixture-of-experts model is an architecture which allocates 
modules to subtasks according to performance, rather than being explicitly pre-set. We 
demonstrated the decomposition capability of the mixture-of-experts model in a simulation of 
learning to count. Previously the tasks of identifying “what” an object is and “where” it is 
located have been decomposed and learnt by feedforward expert networks in a such a model. 
We transformed these subtasks to resemble the two subtasks involved in counting: patterns 
representing the “what” task were modified to describe the time-dependent subtask of what is 
the next number word in the sequence. The “where” patterns remained time-independent, and 
represented the location of the current object being pointed to. Having confirmed that the 
mixture-of-experts model does not suffer from temporal crosstalk, we introduced a temporal 
element to the model by having both recuirent and feedforward networks acting as experts. 
The mixture-of-experts model was found to be successful in decomposing time-dependent 
and time-independent subtasks and in allocating the most appropriate expert network to each 
subtask.
Consequently, the architecture was adapted to model the co-ordination of the counting 
subtasks. This was acliieved through the introduction of an additional gate which enabled 
both subtasks to be carried out simultaneously. As such, the two-gated architecture has no 
need for a task specifier and may be thought of as undergoing self-decomposition.
The two main error types experienced by children, those of skipping objects and counting 
an object more than once, and their decreasing proportions over time, were reflected by the 
ti’ained model. Hence the simulation may be seen as relatively successful in modelling 
learning to count. However, another error which occurred in the model, that of pointing to a 
space instead of an object, occuiTed more frequently than is reported for children. We noted
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in Chapter 4 that this may be due to the lack of notion of physical object in the simulation, 
that is believed to play a prominent role in perception even in infancy. Simulation eiTors 
concerning the production of the number word sequence did, however, resemble the findings 
of child psychologists. Changes in the structure of the sequence displayed a developmental 
progression and generalisation capabilities were realised. Whilst Rochel Gelman and C. R. 
Gallistel hold that the principles of counting aie innate, this simulation suggested how a 
network can act as though it acquires the how-to-count principles through experience, in 
agreement with the principles-after theory.
Whilst the mixture-of-experts is successful in automatically decomposing a task and 
allocating expert networks which are the most computationally suited to each subtask, it 
suffers from a number of restrictions: First, the introduction of an additional expert network 
after training requires re-tiaining of the entire ai'chitecture; Second, the mixture-of-experts 
model carries out the horizontal decomposition of tasks and not vertical decomposition; 
Third, although the architecture is not constiained at the level of explicitly allocating expert 
networks to subtasks, the ai'chitecture is constrained at another level, by having the topologies 
of expert networks built-in. This means that in some cases the decomposition process is 
unwarranted if prior knowledge of the subtasks is adequate. Indeed, in our final system, 
MASCOT, we demonstrated how a gating network could be trained independently to mediate 
the outputs of two mature pathways.
To conclude, whilst the non-gated models may prove useful in exploring innately- 
structured mechanisms, the gated architectures may contribute to capturing behaviour leaint 
thr ough environmental feedback and in the allocation of modules to subtasks according to the 
nature of the task.
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5.2 Future Work
The MASCOT system may be developed further in two directions: Firstly, by continuing the 
theme of modelling numerical development by extending the current architecture; Secondly, 
by investigating mathematical disorder simulation by lesioning the system. In this section 
each of these proposals is discussed in turn.
5.2.1 Proposed extensions to MASCOT
Our proposals for extending MASCOT fall into two subsections. The fii'st is concerned with 
introducing an alternative connectionist architecture for the visual processing component of 
the model, whilst the second builds on this idea in terms of extending the system to simulate a 
visual written representation of number.
In building the visual processing system employed by MASCOT we attempted to 
incorporate neurobiological findings concerning receptive fields and unsupervised learning. 
Our simplistic system comprises two modules for achieving invariant pattern recognition: 
The first is a collection of second-order neural networks which represent objects 
independently of theii' sizes; The second, a weight-sharing network, represents objects 
independently of their locations. These modules were found to be adequate since the focus of 
our work was to simulate numerical rather than visual processing. However, we suggest the 
visual processing system in MASCOT could be improved tlirough the inclusion of a more 
complex, self-organising system for pattern recognition.
An example of such a hierarchical, multi-layered architecture is Fukushima’s neocognitron 
(Fukushima & Miyake, 1982). The network, comprising layers of alternating simple and 
complex cells which themselves are divided into planes, has extensive numbers of 
connections. Fortunately the number of free par ameters in the network is reduced through the 
use of fixed weights on the connections to the complex cells and the use of weight sharing 
between simple cells on the same plane. It has been reported by Fukushima (1989) that the 
model is capable of recognising input patterns despite changes in size or position and operates 
under supervised, as well as the more biologically-plausible unsupervised, learning
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paradigms. The introduction of the neocognition into MASCOT has implications for further 
modelling possibilities, as we discuss below.
Since the development of the abilities to quantify through subitising and counting appear 
to rely on magnitude and verbal representations, it was sufficient for our purposes to model 
only two representations of number. However, according to the triple-code model for 
numerical cognition (see Figure 1.1), there is a third representation employed in reading and 
writing, referred to by Dehaene (1992) as the visual Arabic number form. Arabic notation is 
a method of denoting numbers by utilising a finite number of digits, where each digit’s value 
is multiplied by that digit’s position, for example, 82 is (8 x 10) + (2 x 1). It is therefore 
considered a positional notation and thought to enable the symbol manipulation process of 
calculation to be performed.
Incorporating the visual Arabic form of number representation into MASCOT would be 
the first step in extending the model to simulate the acquisition of the aiithmetic facts and 
procedures. This may be achieved tlirough the capabilities of a model, developed by 
Fukushima in 1987 and based upon the neocognitron, to segment and individually recognise 
components of patterns in a visual scene. Having trained the model on five examples of 
Arabic numerals, from 0 to 4, testing involved the presentation of two-digit patterns, like 32. 
The model was found to be capable of attending to each digit in turn and recognising even 
distorted versions. Inclusion of the three representations of number in a single model of 
numerical cognition might lead to a suitable simulation system within which theories related 
to both development and disorder can be explored.
5.2.2 Modelling mathematical disorder
The results of cognitive neuropsychological investigation into the field of number processing 
deficits has encouraged researchers to hypothesise about normal processing of numerical 
abilities. For example, evidence has suggested that humans are capable of employing more 
than one cardinal representation of number, by identifying patients with impaired number 
knowledge. Dehaene and Cohen (1991) reported the case of a patient with aphasie acalculia 
(Kahn, 1988). This condition affects the written and auditory input, and the written and
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spoken output of number, causing impairment in calculation. The patient, N. A. U. displayed 
an approximate, rather than accurate, knowledge of numbers. For example, he described a 
dozen as 6 or 10 and a year as 350 days. Similarly, even in simple calculations his response 
would be inaccurate, but approximately coiTect. This indicated to the authors the existence of 
a route for processing numbers as approximate magnitudes, and another as precise symbols.
Connectionist models have been used by cognitive neuropsychologists in order to explore 
theories of disorder through the damaging of the network, known as lesioning. The 
performance of a neural network after lesioning, which usually involves the introduction of 
noise to the connection strengths or the destruction of connections or units, is thought to 
resemble the symptoms of brain-damaged patients. Simulations of disorder reported in the 
literature generally focus upon modelling language breakdown, including reading disorders, 
such as dyslexia (Plaut et a l, 1994) and spoken disorders, for example aphasie naming (Dell 
et al, 1995). The systematic lesioning of a modular architecture in which destruction of 
connection or the modification of parameters in more than one component module may 
contribute to the modelling of a range of disorders has also been illustrated. For instance, 
Wright’s (1995) simulation of both acquired and progressive language disorders.
In the field of numerical cognition simulation, lesioning has been demonstrated in the 
weakening of the connection weights in the MATHNET model which was accompanied by 
errors in some multiplication problems. Our simulation system, MASCOT might prove 
useful in modelling types of impaiiment like the one suffered by N.A.U. in which only a 
magnitude representation of number could be accessed. For example, assuming an extended 
version of MASCOT, with thiee representations of number, connected via Hebbian links, 
such a disorder might be simulated by damaging the verbal and Arabic modules themselves 
or the links which allow them to communicate with the magnitude representation. The 
resultant changes in the behaviour of the model may provide ftirther insights into the 
processing of unimpaired numerical tasks.
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To reiterate, our work in investigating modular neural networks presented in this thesis has 
cuhninated in a dynamic version of the mixture-of-experts architecture. This novel model is a 
synthesis of two popular topics in the current connectionist literature: committee machines 
and recurrency. A mixture-of-experts model exemplifies
"how it is possible for task assignment to be innately determined, not on the basis of 
the task per se, but rather the match between a task’s requirements and the 
computational properties of network architectures " (Elman et ah, 1996:77-78).
By introducing recurrency, we demonstrate how a neural network has the capability to match 
a task’s temporal requirements with the dynamic properties of its architecture. We believe 
this type of architecture is not limited to the domain of numerical development simulation, 
but lends itself to a variety of time-dependent applications. These include time-series 
prediction in financial analysis, signal processing and control systems. Thus, the self- 
decomposing connectionist architecture at the core of the MASCOT system may prove 
suitable for future work in modelling time-varying phenomena in diverse applications by 
vir tue of its adaptive and dynamic characteristics.
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Appendix
This appendix contains ar chitectural details of, and parameter values used for, the simulations 
undertaken in building MASCOT.
Module Neural ai'chitecture Size of input 
layer
Size of output 
layer
Number of 
connections
Scale-invariant
representation
Translation-invariant
representation
M agnitude
representation
Verbal
representation
Bi-directional
connections
C ounting
m odel
Cardinal number 
response
Gating
netw ork
Total
Second-order networks 
W eight-sharing network  
K ohonen map 
K ohonen map 
Hebbian links 
M ixture-of-experts 
M adaline network  
Single-layered network
648
72
36
16
36
89
19
72
15
36
64
64
63
64
648
1080
1296
1024
2304
4633*
1216
917 380 12203
Table A-1. Architectural details of the individual neural networks comprising MASCOT.
*See Table A-2 for explanation.
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Module Neural
arcliitecture
Size of 
input layer
Size of 
hidden 
layer
Size of 
output 
layer
Number 
of state 
units
Number
of
connections
Feedforw ard
expert
Back-
propagation
network
89 20 63 N /A 3040
Recurrent expert Partially
recurrent
network
89 9 63 18 1548
Gating network S in g le  layer 
o f  
nodes
0 N /A 2 N /A 0
Gating network S ingle layer 
of  
nodes
0 N /A 2 N /A 0
Table A-2. Architectural details of the mixture-of-experts counting model featured in MASCOT. The model 
has an additional 45 external recurrent links employed in updating tire input layer on each time-step.
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M o d u le N u m b er  o f  tra in in g  ep och s L ea rn in g  ra te  p a ra m eter  va lu e
Scale-invariant representation 20 0.5
Translation-invariant representation 1 1.0
M agnitude representation 150 0 .5
Verbal representation 100 0 .3
Bi-directional connections 50 0 .2
C ounting m odel 4 00 N /A
- Expert networks N /A 0 .95
- G ating networks N /A 0 .05
Cardinal number response 50 0 .2
G ating network 100 0.1
Table A-3. Parameter values used in training the individual neural networks comprising MASCOT.
M o d u le  In it ia l size o f  
n eigh b ou rh ood
R a te  o f, an d  co n d ition  for , red u ctio n  in  
size  o f  n eigh b ou rh ood
R a te  o f, an d  con d ition  for, 
red u ctio n  in  size  o f  lea rn in g  ra te
M agnitude 15 
representation
2  units per 8 epochs, i f  current size >  10 
1 unit per 8 epochs, i f  current size  >  5 
1 unit per 16 epoch, otherwise
m ultiplication factor o f  0 .85 every  
8 epochs, i f  learning rate >  0 .05
Verbal 6  
representation
2  units per 10 epochs, i f  current size >  5 
1 unit per 10 epochs, otherwise
m ultiplication factor o f  0 .85  every  
10 epochs, i f  learning rate >  0 .05
Table A-4. Parameter values used in training the Kohonen maps.
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