Abstract-This paper investigates the performance of the zero-forcing (ZF) and minimum mean-square error (MMSE) equalizers in MIMO frequency selective channels under zeropadding (ZP) transmission. It was previously known that the SISO zero-forcing ZP receiver achieves full diversity; this paper shows that the MIMO version of this receiver is suboptimal in diversity. The MMSE ZP is also investigated, showing that it exhibits an intricate error behavior that depends not only on channel memory and antenna configuration, but also on transmission rate. This behavior is fully characterized in closed form, revealing that the MMSE ZP receiver attains the (optimal) diversity of a ML receiver but only at small spectral efficiencies. Thus MMSE ZP works better than ZF ZP, but not quite as well as ML. To further improve the performance, lattice-reduction aided equalization in the frequency-selective channel is investigated. It is shown that lattice-reduction-aided zero forcing equalizer as well as MMSE equalizer achieve the maximum spatial and temporal diversity at all spectral efficiencies.
I. INTRODUCTION

I
N block transmission schemes a guard interval is inserted between consecutive blocks to avoid inter-block interference. This guard interval can either consist of zero symbols, known as zero padding (ZP), or it can consist of a cyclic extension of the transmitted symbols, known as cyclic prefix (CP). It is known that in single-antenna (SISO) systems ZP transmission allows a linear receiver (e.g. zero-forcing and MMSE) to collect the full multipath diversity [1] , [2] . The corresponding question for MIMO systems has been open up to date, which is the subject of the first part of this paper.
We discover that in MIMO systems, zero forcing with zero padding does not achieve full diversity except for the special case of SISO and SIMO systems. The MMSE receiver provides better performance in a manner depending not only on antenna and channel configuration, but also on transmission rate. The MMSE receiver attains optimal diversity for a small set of rates. In search for better performance, we consider lattice reduction (LR), a technique that has been proposed to reduce the gap between the performance of linear receivers and maximum likelihood receivers [3] , [4] . This technique has been used mostly on single-user and multi-user flat MIMO channels or frequency-selective SISO channel [5] - [8] ; in this work we apply it to the frequency-selective MIMO channel. We adopt the complex Lenstra-Lenstra-Lovász (CLLL) algorithm [8] and analytically obtain the diversity order of LRaided ZF and MMSE over frequency selective MIMO. We now briefly review some related results in the area of linear receivers. Onggosanusi et al. [9] study the outage probability of different finite-length equalizers in scalar and vector frequency-selective channels. Hedayat and Nosratinia [10] obtain the diversity order of block-based linear equalizers (LE) under CP transmission. They show that the diversityorder of ZF-LE is always one whereas the diversity-order of MMSE-LE depends on the spectral efficiency R (b/s/Hz) via a relationship that was subsequently given explicitly by [11] . For the infinite-length equalizers, the diversity order was obtained in [12] for ZF-LE and MMSE-LE. Slock [13] obtains the DMT of IIR equalizers in time-varying frequency-selective channel under CP transmission as well as the DMT of FIR equalizers in block transmission (but without ZP/CP insertion). The performance of the MMSE receivers in the context of MIMO channels was also studied in [9] , [14] , [15] . The diversity of the MMSE MIMO receivers at zero multiplexing gain 1 was shown to be a function of the spectral efficiency R [14] , [15] . For the frequency-selective channel, Medles et al. [16] characterize the optimal DMT of the i.i.d. Rayleigh MIMO channel. Slock [17] analyzes the diversity of linear receivers in frequency selective channel under cyclic-prefix transmission.
To reduce the gap between the performances of linear receivers and the maximum likelihood receiver, the lattice reduction technique has been recently proposed. Lattice reduction [3] , [4] aims to find a better representation of the channel matrix that has nearly orthogonal columns vectors, thus the noise enhancement problem inherent in channel inversion is reduced. It has been shown through simulations [3] , [4] , [18] (and analytical results for some cases [5] - [8] ) that the diversity order of LR-aided receiver is the same as maximum likelihood. In this paper we analytically obtain the diversity order of LRaided ZF over frequency selective MIMO channels. This paper is organized as follows. Section II describes the system model. Section III finds the exponential order of zero-forcing receiver under-zero-padding receiver. Section V provides the analysis of lattice-reduction aided equalization. Section VI provides simulation results. II. SYSTEM MODEL Figure 1 shows a MIMO transmission model. We assume a frequency-selective channel with channel memory ν. The (ν + 1)-tap channel impulse response between the transmit antenna m and receive antenna n is given by h mn = [h mn,0 , h mn,1 , . . . , h mn,ν ]. We also assume that h mn remains unchanged during a transmission block. Assuming M transmit and N receive antennas with N M , the received vector y k at time instant k is given by [11] , [19] 
where 
The MMSE/ZF equalizer and the unbiased decision-point SINR of its output are respectively given by [20] :
where ρ is the per-stream SNR. The constant c = 0 for the ZF equalizer and c = 1 for the MMSE equalizer. The diversity gain is given by
where P (E) is the pairwise error probability. Following the methodology of [11] , [21] , we perform the outage analysis to obtain d out defined as
where P out is the outage probability. Providing tight exponential bounds on the error probability via outage (hence d = d out ) follows from [11] , and omitted here for brevity. We also denote the exponential equality of two functions f (ρ) and
Similarly to [21] , in our analysis we substitute R = r log ρ where r is the multiplexing gain. When r = 0, R is not a function of ρ and in this case the diversity must be obtained via a different type of analysis [15] , [22] .
In the following sections we analyze the outage diversity for the zero padding systems. The PEP analysis follows in a direct manner as in the flat fading case [15] .
III. THE ZERO PADDING ZF RECEIVER
The equalized signal is given bŷ y Wȳ = Wx +ñ (6) whereñ = Wn. Assuming joint spatial encoding, the effective mutual information between the data vectorx and the equalized received signalŷ is 2 [9] , [11] I(x,ŷ) =
It is well known that linear receivers can achieve full multipath diversity under zero-padding transmission in SISO frequency-selective channel [1] , [23] , [24] . In this section we investigate the corresponding MIMO channel.
1) Diversity Upper Bound:
Assuming R is the normalized rate in bits/s/Hz, the outage can be expressed:
Applying the ZF equalizer to the received vector in (2) the outage probability is given by
where we substitute (4) in (7) to obtain (8), and (10) follows in the same manner as the bound in [25, Section III.B]. In (11) we have introduced a new parameter α
The block diagonal elements of H e H H e are given by
The matrix H e H H e is Toeplitz and Hermitian. Note that D is a Wishart matrix. 3 Define M S to be the set of the M smallest eigenvalues of H e H H e . The outage bound in (11) can be further lower bounded as follows
Note that the sum in (13) is over a smaller set of M positive elements. We now use the Sturmian separation theorem [26, P.1077].
Theorem 1: (Sturmian Separation Theorem)
Let {A r , r = 1, 2, . . .} be a sequence of symmetric r × r matrices such that each A r is a submatrix of A r+1 . Then if {λ k (A r ) , k = 1, . . . , r} denote the ordered eigenvalues of each matrix A r in descending order, we have
For our purposes, we consider a special case of the Sturmian Theorem by constructing a set of matrices
H H e and making all other matrices A i to be (successively embedded) i × i principal submatrices of H e H H e , such that 3 Let W n, denote a Wishart distribution with degree of freedom n and covariance (also called scale) matrix . The matrix D given by (12) 
the smallest matrix is A M = D. Then we repeatedly apply the first inequality in the Sturmian to get:
This implies that the M smallest eigenvalues of H e H H e are bounded above, one by one, by the M eigenvalues of D. Hence:
D is a sum of (ν + 1) central Wishart matrices each with N degrees of freedom and with identity covariance matrix, i.e.
where (15) follows from the properties of eigenvalues, (16) follows because the trace is equal to the sum of eigenvalues, and (17) is true because
Here we use the fact that the Wishart matrix D and its inverse are positive definite, hence the diagonal elements are positive numbers [27] .
Since D ∈ W (ν + 1)N, I , each [28, Section III] . Hence the outage bound in (18) can be evaluated as follows
where (19) follows as in [21] , [23] . Thus the diversity is
Remark 1: This upper bound shows that for a MIMO system with multiple antennas at both transmitter and receiver, the diversity of the ZF receiver under zero-padding is smaller than the M N (ν +1) diversity order achieved by the maximum likelihood receiver. This is in stark contrast with the SISO case, where it is known that the ZF receiver achieves the maximum spatial temporal diversity in the SISO channel
2) Diversity Lower Bound: A tight lower bound is obtained for the special case of L d = 1. In this case the channel matrix is given by
Rewriting (9),
where (23) follows from Jensen's inequality. When L d = 1 the matrix H e ∈ W (ν + 1)N, I . The minimum eigenvalue λ min has distribution that is proportional to λ N (ν+1)−M near zero [29] , [30] . Thus the probability in (24) can be evaluated similarly to [14, Section III] to obtain
Therefore we have shown 
IV. THE ZERO PADDING MMSE RECEIVER
For this system upper and lower bounds on diversity were obtained in [25] that were not tight against each other except for the case L d = 1. In this section we provide a new lower bound that is tight against the existing upper bound and thus completes the characterization of the diversity of zero-padding MMSE MIMO receiver. We start with a brief sketch of the proof of the diversity upper bound from [25] , since partial intermediate results from it will be used for the subsequent analyses. The reader is invited to consult [25] for full details of this result.
3) Diversity Upper Bound: Using the MMSE SINR given in (5), the outage probability is given by
where we have used Jensen's inequality to obtain (28) . Define
From [25, Section VI.B.1],
where
and we have been able to take the last step in the same manner as the analogous result in the flat fading channel [25, Section II] because D is a sum of (ν + 1) central Wishart matrices each with N degrees of freedom and with identity covariance matrix, i.e. D ∈ W((ν + 1)N, I).
4) Diversity Lower Bound:
We now proceed to provide the new diversity lower bound. We use a bounding technique similar to [31] . We first provide the sketch of the proof and then proceed with the details. Define the event J
Expressions (27) through (30) imply:
The major steps in the proof involve showing that error probability P (E) is bounded as follows
and also that using Fano inequality [21] , we have
Thus, using (33), (34) and (35),
which establishes that
We now proceed with the details. We want to show that P err˙ P (J ). Using Bayes Theorem
where we have used (31) to obtain (39) . We will now show that P(E,J )˙ ρ −d * , and thus, using (39) , P (E)˙ P(J ).
The error probability can be bounded via the pairwise error probability and the union bound. The pairwise error probability subject to a channel realization H e can be computed in a manner similar to [25, Section IV-A]
where σ 2 n (k) is the variance of the interference plus noise. Using union bound for codewords of length l we get
Now define {α k } as the exponential orders of the eigenvalues of H H e H e , i.e., λ k = ρ −α k . This is a useful change of variable that is by now fairly common in diversity analysis, see e.g. [21] . Thus we have:
where M (α) = α k >1 1. Now consider two sets: {α : M (α) = 0} and its complement. We can evaluate P(E,J ) by computing
We have:
where (46) follows since we have P J = 1 − P J .
= 1 (cf. Eq. (31)).
We now evaluate P(E|J , M(α) = 0). Define M S to be the set of the M smallest eigenvalues of H e H H e . Then we have
where (47) follows using the Sturmian separation theorem as in Section IV-3. Similarly to [25, Eq.(56) ], it can be shown that
In the same manner, in the complementary region {α : M (α) 1} we have
Recall that
where (51) 
where the last step follows because the first and second exponentials in (53) are independent of ρ. We can now further condition on M (α) 1 to get, via a technique similar to [25, Eq.(58)]:
We now use (48) and (56) to bound (45)
Using (57), we can now bound P (E) in (39)
which establishes (34) and hence (36) and (37).
V. LATTICE REDUCTION AIDED EQUALIZATION
The main problem with zero-forcing equalization, which also manifests itself in the system diversity, is noise enhancement. When H e is near-singular, zero-forcing amplifies the noise strongly along the smaller eigenvectors of the channel, causing difficulties for the detector. One way to address this problem is Lattice Reduction (LR) [3] , [4] . In this section we show that lattice reduction aided equalization achieves full diversity. We begin with a short review of LR-aided detection. The orthogonality of a matrix H can be quantified using the notion of orthogonality defect defined as [32] 
Moreover, the orthogonality defect can be bounded as follows [32] 
If the matrix H has orthogonal columns then H H H is diagonal and thus using ZF equalizer yields same performance as the ML detector, since the decision regions in both cases are the same. However, since H is in general not orthogonal, linear equalization does not perform as well as ML.
Lattice reduction finds a mapping of the lattice onto itself so that from the viewpoint of the detector, the columns of the transformed equivalent channel are near-orthonormal. More specifically, lattice reduction finds a unimodular 4 matrix T such that H = H e T is approximately orthogonal. 5 The process is as follows:
Denoting with W ZF the ZF equalizer for the reduced channel H = H e T, we have
Nowx is decoded and x is recovered by multiplying with T.
Lattice reduction aided detection has been proposed and analyzed in several scenarios. A quantitative analysis was presented in [3] where it is shown that the error rate performance of LR is within 3 dB of ML for a 2 × 2 Gaussian MIMO channel model. The LR-aided detection (LRAD) is known to achieve full receive diversity in uncoded flat MIMO broadcast channel [6] . It is also shown [7] that LRAD ( with its modified version complex LLL [34] ) achieves full receive diversity in MIMO flat V-BLAST channel. LRAD was also studied for OFDM SISO channel [35] . The diversity of lattice-reductionaided receivers in the frequency-selective MIMO channel has been an open problem, which is addressed in this section.
A. Diversity Analysis
An n-dimensional lattice L in the m-dimensional space is generated by linear combination of n linearly independent
Each lattice can be represented by (infinitely) many different bases. Lenstra et al. [33] proposed the first polynomial time algorithm (LLL) that finds a near-orthogonal basis whose vectors are all roughly the same size, specifically, the ratio of the second norm of any two vectors of the basis is no bigger than 2 (n−1)/2 . The LLL algorithm was originally introduced for real lattice bases and was shown to require O(n 4 ) arithmetic operations. Complex LLL (CLLL) algorithms have been proposed in [7] , [34] that yield similar performance as LLL when applied to complex channel but with reduced complexity.
We start with outlining a recent result from [36] which characterizes the performance of lattice-reduction-aided detection in infinite lattice decoding (ILD). Let d ILD denote the Euclidean distance between a lattice point to the closest boundary of the corresponding Voronoi cell, and d ZF denote the distance between the same lattice point and the closest boundary of the decision region of the ZF detector (cf. Figure 2 ). The term "proximity factor" is defined in [36] as follows
where the supremum is taken over the set H reduced of basis matrices satisfying a certain reduction criterion.
The factor κ zf is a function of not only the lattice, but also the basis that is used to represent it, and without lattice reduction κ zf is unbounded. With reduction, this factor is upper bounded by a constant that is a function of the cardinality of the basis of the lattice [36] . Although [36] is based on a real channel model, the analysis is easily extended to the complex case by rewriting the system model in (61) as
Similar to the analysis of [36] , by using (63) for a complex lattice it can be shown that the error probability of the LRaided ZF detector is upper bounded as
where P e is the error probability of the infinite lattice decoding. It is known that for sufficiently large block lengths the outage and error probabilities decay at the same rate with increasing SNR and we thus have [21] , [37] 
Therefore we concentrate on outage calculations. The outage probability P out is given by
where I(x; y) = log det(I+ρ [38] . We now bound
where {λ k } are the eigenvalues of H H e H e . We can thus bound the outage probability in (66) 
Recall from the definition of the Frobenius norm
where h i,j is the entry (i, j) of the matrix H e . Since H e is block Toeplitz it can be easily verified that
Using (68) and (69) we have
Since m,n,k |h mn,k | 2 is a chi-square random variable with 2M N (ν + 1) degree of freedom, evaluating (70) yields [21] , [39] P
Thus the outage diversity of the LR-aided ZF is lower bounded d out ≥ M N (ν + 1). We also know d out ≤ M N (ν + 1) via the diversity of the optimum ML receiver. Therefore we conclude that the LR-aided ZF outage diversity is d LR out = M N (ν + 1). Remark 3: We note that the identical proof easily follows for the MMSE equalizer, therefore it is established that the lattice-reduction MMSE equalizer also enjoys full diversity. in frequency selective channels that are difficult to demonstrate via simulations. Figure 3 shows the outage probabilities of ZF MIMO receiver under zero-padding transmission for M = N = 1, M = 1, N = 2 and M = 2, N = 3 with 2 channel taps and R = 4 b/s/Hz. The diversities are respectively given by 2, 4 and 5. Figure 4 shows the outage probabilities of MMSE MIMO receiver under zero-padding transmission for R = 4 b/s/Hz and different antenna configurations. When M = N = 2 the MMSE receiver diversity is 3 whereas when M = 1 and N = 2 the MMSE receiver diversity is 4. Figure 5 shows the outage probabilities of MMSE MIMO receiver for different values of R. From (32) the diversity at R = 1.9 and 4 b/s/Hz is 8 and 3 respectively. Large diversities are not easily verified in simulations, but it is shown in Figure 5 that at R = 1.9 b/s/Hz the diversity is much larger than the diversity at R = 4 b/s/Hz. Figure 6 shows the outage probabilities of lattice-reduction aided ZF MIMO 
VII. CONCLUSION
This paper provides performance analysis of zero-forcing (ZF) and MMSE MIMO receivers in frequency selective channels under zero-padding transmission. It is shown that the performance of the MIMO ZF receiver under these conditions is generally highly suboptimal, even in the presence of outer coding across the data streams. However, in the special cases of the SISO channel, full diversity is achieved by the ZF receiver. The MMSE receiver provides better performance in a manner depending not only on antenna and channel configuration, but also on transmission rate. It is shown that the MMSE receiver attains optimal diversity at low rates. For improved performance, we investigate lattice-reduction aided equalization. It is shown that lattice-reduction-aided linear equalizers achieve the maximum spatial and temporal diversity at all spectral efficiencies.
