Three-Axis Measurement and Cancellation of Background Magnetic Fields to
  less than 50 uG in a Cold Atom Experiment by Smith, Aaron et al.
Three-Axis Measurement and Cancellation of Background Magnetic Fields to less
than 50 µG in a Cold Atom Experiment
Aaron Smith,1 Brian E. Anderson,1 Souma Chaudhury,2 and Poul S. Jessen1, 2
1Center For Quantum Information and Control (CQuIC) and Department of Physics,
University of Arizona, Tucson, Arizona 85721, USA
2Center For Quantum Information and Control (CQuIC) and College of Optical Sciences,
University of Arizona, Tucson, Arizona 85721, USA
(Dated: March 6, 2018)
Many experiments involving cold and ultracold atomic gases require very precise control of mag-
netic fields that couple to and drive the atomic spins. Examples include quantum control of atomic
spins, quantum control and quantum simulation in optical lattices, and studies of spinor Bose con-
densates. This makes accurate cancellation of the (generally time dependent) background magnetic
field a critical factor in such experiments. We describe a technique that uses the atomic spins
themselves to measure DC and AC components of the background field independently along three
orthogonal axes, with a resolution of a few tens of µG in a bandwidth of ∼ 1 kHz. Once measured,
the background field can be cancelled with three pairs of compensating coils driven by arbitrary
waveform generators. In our laboratory, the magnetic field environment is sufficiently stable for the
procedure to reduce the field along each axis to less than ∼50 µG rms, corresponding to a sup-
pression of the AC part by about one order of magnitude. This suggests our approach can provide
access to a new low-field regime in cold-atom experiments.
PACS numbers: 67.85.-d, 37.10.Jk, 67.85.Fg, 07.55.Ge
I. INTRODUCTION
Magnetic fields play an important role in the pro-
duction, manipulation and study of cold and ultracold
atomic gases. A particular experiment may require a
near-zero field environment or a very accurate applied
field. In either case, control of the total field requires a
high level of background field suppression, and the degree
to which this can be accomplished is often a key limita-
tion. One important example is quantum information
processing and quantum simulation with qubits encoded
in field sensitive atomic spin states. Field sensitive states
are required for spin-dependent atom transport in optical
lattices [1], and thus for studies of quantum walks [2] and
the generation of entanglement via controlled collisions
[3][4]. In such experiments, background magnetic fields
limit the time and distance over which coherence and en-
tanglement can be maintained. Similarly, recent demon-
strations of site resolved atom addressing in optical lat-
tices use field dependent states [5][6][7], and background
fields limit the spatial resolution and fidelity of control.
Going beyond qubits, the fidelity of quantum control and
measurement of larger atomic spins is also fundamen-
tally limited by background fields [8][9][10]. A second
important example is the study of spinor condensates
[11], where many predictions have been made regarding
novel ground states [12][13], magnetic response [14], and
dynamical control [15][16] near zero magnetic field. To
reach this as yet inaccessible regime, background mag-
netic fields must be suppressed to a level where the Zee-
man energy is negligible compared to the spin-dependent
interaction energy. In a typical experiment with 87Rb
atoms in an optical dipole trap this may correspond to
fields of a few tens of µG or less [17]. Spinor condensates
in much higher magnetic fields have been studied exten-
sively [18][19][17][20][21][22][23], but even in this regime
the ability to observe critical features of the dynamics
can in some cases be affected by magnetic field stability.
Background magnetic fields are typically suppressed
by passive magnetic shielding, or through measurement
and active cancellation. The latter is often preferable
in experiments that require good optical access and/or
rapidly time varying applied fields. Conventional mag-
netometers cannot be placed at the position of the atom
cloud, but it is possible in principle to interpolate the field
from measurements with an array of sensors and cancel it
in real-time using negative feedback [24]. Such schemes
are limited by time varying field gradients and by the
sensitivity and bandwidth of compact, affordable mag-
netometers, and cannot deliver the performance required
for the most demanding experiments. Alternatively, the
experiment can be synchronized with the power line cy-
cle, and contributions to the background field from DC
and AC power-line components and from magnetization
and eddy currents in the apparatus can be measured up-
front and compensated with an applied field. In an envi-
ronment where these field components are dominant and
stable, this approach can yield surprisingly good results.
In this paper we describe a novel technique whereby the
cold atom sample itself is used as an in situ probe to
measure the background magnetic field separately along
each of three orthogonal axes, with a sensitivity of a few
tens of µG in a bandwidth of ∼1 kHz. Three pairs of
compensating coils driven by arbitrary waveform gener-
ators are subsequently used to cancel the measured field,
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2and a second measurement verifies that the residual field
is below ∼50 µG rms. Our scheme uses a spin echo tech-
nique to single out one of three orthogonal field com-
ponents, and reads out the spin dynamics in real time
by measuring the resulting polarization modulation of a
weak, far-off-resonance optical probe. We emphasize that
the technique has been developed to meet a critical need
in cold atom physics, rather than as a general purpose
magnetometer. General purpose magnetometry with hot
[25], cold [26][27][28] and ultracold [29] atomic gasses has
a considerable history, and it remains to be seen if the
ideas outlined here might prove useful in that context.
The remainder of this paper is structured as follows.
In Sec. II we describe our experimental setup, including
the optical readout of spin dynamics. Sections III and
IV describe how we use spin echoes to measure and can-
cel field components that are transverse and longitudi-
nal (parallel) to the probe propagation direction, respec-
tively. Section V describes how we measure and cancel
the time dependent background field. Finally, in Sec. VI
we summarize our findings.
II. EXPERIMENTAL SETUP
Our apparatus consists of a vapor cell magneto-optic
trap (MOT) and optical molasses, capable of preparing
a sample of ∼107 Cs atoms at temperatures as low as
3 µK. To reduce eddy currents and residual magnetiza-
tion, we use an all glass vapor cell, our MOT coils are
wound on a teflon support, and all magnetic or conduc-
tive materials are kept at a distance of at least 15 cm
from the atom sample. The vapor cell and MOT coils
sit inside a precision machined plexiglass housing that
holds three pairs of 7”×7” square coils in near-Helmholz
configurations. These coil pairs generate magnetic fields
along three precisely defined orthogonal directions, which
we choose as the x, y, and z axes of our coordinate sys-
tem. Driving each pair with an arbitrary waveform gen-
erator, we can apply fields up to 50 mG per axis, with
a bandwidth of ∼350 kHz and an accuracy better than
1%. The primary use of these ”control” coils is to gener-
ate time dependent fields for quantum control of atomic
spins [9], but they are also the source of spin-echo pulses
during field measurements, and AC compensation fields
during subsequent experiments. Cancellation of the DC
background field is performed with another, much larger
set of ”nulling” coils that surround the entire apparatus.
The experiment is triggered at a fixed point in the AC
power cycle, so that the power-line contribution to the
background field remains constant from one repetition
to the next. The size of our atom sample and its motion
during the short duration of the experiment are small
enough that spatial inhomogeneity of both the applied
and background fields can be ignored.
At the beginning of a measurement cycle we turn
off the MOT coils and hold the atom sample in op-
tical molasses for 15 ms, sufficient for the MOT field
and associated eddy currents to decay completely. The
MOT/molasses beams are then extinguished and the
atom sample is released into free fall. At this point, we
use a combination of optical pumping and Larmor pre-
cession in a pulsed magnetic field to initialize atoms in an
F = 3 state with maximum projection of the spin along
a desired direction. An optical probe, initially polarized
along x and tuned in the vicinity of the Cs 6S1/2 → 6P1/2
(D1) transition, is passed through the atom sample along
the z (vertical) direction, and the resulting spin depen-
dent change in its polarization state is measured with a
low-noise polarimeter. Because our atom sample has low-
to-moderate optical density on resonance, OD ≤ 1, the
spin-probe coupling is too weak to generate significant
entanglement, and its effects can be viewed as separate
transformations of the spin and probe degrees of freedom.
Even so, for an atom with F > 1/2, the spin-probe inter-
action is both rich and complex (see ref. [30] for details)
and we highlight only a few of the relevant features here.
For a probe detuning much larger than the hyperfine
splitting of the 6P1/2 excited state, the dominant effect
is Faraday rotation of the probe polarization. We deter-
mine the polarization rotation by measuring the power
difference between the linear polarization components
along (x± y)/√2, and obtain a signal
MFar(t) ∝
OD
∆/Γ
〈Fz〉t, (1)
where ∆ is the detuning and Γ = 4.7 MHz is the natural
linewidth. This is the basis for our measurements of mag-
netic fields transverse to the probe axis. Fields along the
probe axis conserve 〈Fz〉 and must be accessed by mea-
suring a different spin observable. In principle this can
be done with a second probe beam propagating along,
e.g., x and measuring 〈Fx〉, but for technical reasons this
is inconvenient to do in our setup. We instead tune our
probe beam between the F ′ = 3 and F ′ = 4 manifolds
of the 6P1/2 state, where the rank-2 tensor component of
the atomic polarizability is substantial. In this situation
the atom sample becomes birefringent, and the resulting
ellipticity of the probe polarization reflects the spin state.
We determine the ellipticity by measuring the power dif-
ference between the components of circular polarization
and obtain a signal
MBiref(t) ∝
OD
(∆/Γ)2
〈FxFy + FyFx〉t. (2)
This signal is sensitive to longitudinal magnetic fields,
going through two full periods each time the spin Larmor
precesses by 2pi around the probe axis.
For our choice of (linear) probe polarization, the probe
induces a spin-dependent light shift of the form
HA = β
(2)~γsF 2x , (3)
3FIG. 1: Schematic of a rotary echo pulse sequence. The
magnitude of the applied magnetic field is constant in time
but changes sign once per time interval τ , generating a series
of alternating −2pi and +2pi rotations around the field axis.
In our setup B ≈ 50 mG, corresponding to a Larmor period
τ = 57.0 µs.
where γs ∝ (∆/Γ)−2 is the rate of photon scattering per
atom, and where β(2) is a parameter that depends on the
rank-2 tensor polarizability and thus on the precise probe
frequency and details of the atomic transition. This non-
linear Hamiltonian causes a periodic collapse and revival
of the mean spin [31], which is undesirable in the present
context. In our setup we are able to perform Faraday
measurements, Eq. (1) with sufficient signal-to-noise ra-
tio at modest probe power and detunings up to 100GHz,
where the timescale for the first nonlinear collapse is
much longer than the total measurement time. By con-
trast, the birefiringence signal, Eq. (2), and nonlinear
spin Hamiltonian both depend on the rank-2 tensor po-
larizability and thus scale in the same way with probe
power and detuning. As a result, we have been unable to
find working conditions for which the nonlinear collapse
can be ignored. In this situation it is necessary to model
the entire spin dynamics including nonlinear effects, in
order to understand how the latter affect our magnetic
field measurements. See Sec. IV for further details.
III. TRANSVERSE FIELD MEASUREMENT
We initiate a measurement of the background mag-
netic field along a transverse axis (e. g. the x axis) by
rotating the atomic spins so they are spin-up along z,
|ψ0〉 = |F = 3,mz = 3〉. Following that, we apply a se-
ries of n pulses of magnetic field along the measurement
(x) axis, each having Larmor frequency ωP = 2pi × 17.5
kHz (B ≈ 50 mG) and duration τ = 2pi/ωP = 57.0 µs,
and with the entire pulse train comprising a measure-
ment window of duration T = nτ . The sign of the ap-
plied field is alternated from pulse to pulse (Fig. 1),
so that the spins go through alternate rotations by −2pi
and +2pi around the field axis. This so-called 2pi rotary
spin echo sequence was originally developed by the NMR
community [32], and has proven useful in other contexts
including the manipulation of cold atom qubits [33]. In
our protocol it is key to isolating and measuring only the
FIG. 2: Time-dependent polarization signals and correspond-
ing power spectra in a transverse field measurement. In the
absence of a background field the signal from sequential ro-
tations by −2pi and +2pi is indistinguishable from standard,
unidirectional Larmor precession, resulting in a sinusoidal sig-
nal (a) and a power spectrum with a single peak at the Larmor
frequency (c). In the presence of a background field (280 µG
in this example) kinks develop in the sinusoidal signal (b) and
sidebands appear in the power spectrum (d). The signals and
power spectra shown here are averaged over 50 runs of the
experiment.
field component along the desired measurement axis.
To understand how the rotary echo is used to generate
a measurement signal, consider first the case of zero back-
ground field. In this situation the direction of rotation
is always reversed exactly when an atom returns to the
spin-up state, and the Faraday signal MFar(t) is a perfect
sinusoid indistinguishable from Larmor precession in a
constant field (Fig. 2(a)). The power spectrum then con-
sists of a single carrier at frequency 1/τ (Fig. 2(c)). For
a constant, non-zero background field along the measure-
ment axis, the alternating pulse angles are ±2pi + ωBτ ,
where ωB is the background Larmor frequency, and suc-
cessive reversals of rotation occur at points increasingly
far from the spin-up state. As a result, MFar(t) devel-
ops a series of ”kinks” (Fig. 2(b)), and those give rise to
sidebands in the power spectrum that are shifted from
the carrier frequency by ±1/2τ (Fig. 2(d)). A measure-
ment of the background field can then be obtained by
manually adjusting a compensating field to minimize the
sidebands and null the total (average background plus
compensating) field.
Figures 3(a) and 3(b) show calculated and measured
powers in the carrier and sidebands as a function of a
4FIG. 3: (Color Online) Power versus background field
along the measurement axis, for the carrier (green/diamonds),
and for the low-frequency (red/circles) and high-frequency
(blue/triangles) sidebands. Lines and symbols correspond to
numerical simulation and experimental data, respectively. In
(a) and (b) the measurement axis is in the transverse direc-
tion, and the measurement windows are T = 1 ms and T = 4
ms respectively. In (c) and (d) the measurement axis is in the
longitudinal direction, and the pulse durations are T = 1 ms
and T = 4 ms respectively.
deliberately applied background field, and in particular
the steep drop in the sideband powers near zero field.
Both these minima grow sharper with increasing mea-
surement duration and/or increasing number of rotary
echo pulses, leading to a tradeoff between measurement
sensitivity and bandwidth as one would expect. In the
laboratory we typically average the power spectra from
a few tens of repetitions, both to improve our signal to
noise ratio and to reduce the sensitivity to field fluctu-
ations that are not correlated with the AC power cycle.
Even so, with a cycle time near 1 second for our cold atom
experiment, it is possible to perform the basic sideband
minimization and field nulling routine in real time. In
practice, we are able to determine the point of minimum
sideband power and thus measure the background field
to within ±35 µG for a measurement window T = 1 ms,
and to within ±9 µG for a measurement window T = 4
ms.
It is important to consider how our measurement pro-
tocol is affected by errors in the magnetic field pulses
that drive the rotary echo. Asymmetry between posi-
tive and negative echo pulses mimic the presence of a
background field, but can be easily detected by measur-
ing the coil currents directly, and if necessary removed by
FIG. 4: (Color Online) Measurement error versus rotary
echo pulse angle, for transverse (blue/circles) and longitu-
dinal (red/triangles) field measurements. Lines and symbols
correspond to numerical simulation and experimental data,
respectively. As the pulse angle deviates from 2pi the mea-
sured field is shifted from the true value.
reprogramming the arbitrary waveform generator. Alter-
natively, the problem can be diagnosed by switching the
leads to the relevant control coils between two consecu-
tive measurements of the field, and looking for changes
in the apparent background field. In our case, there is no
indication that pulse asymmetry contributes significantly
to the overall measurement uncertainty. A second possi-
bility is that the pulse areas, while equal, correspond to
rotations by ±(2pi+ ), perhaps due to imperfect calibra-
tion of the control coils. All rotary echoes are inherently
robust against such angle errors – the atom still returns to
the spin-up state after every other pulse – but the Fara-
day signal will have kinks and the power spectrum will
contain sidebands even in the absence of a background
magnetic field. In spite of this, both numerical simula-
tion and experiments with deliberately introduced angle
errors show that minimization of the sideband power re-
mains a good way to determine the background field.
Figure 4 shows the measurement error resulting from a
given pulse angle error, defined as the shift in the re-
quired compensating field. In our setup the estimated
uncertainty in the pulse angle is ±0.5%, corresponding
to a measurement error of ±13 µG, which is less than
our signal-to-noise limited resolution.
It is known from NMR spectroscopy that 2pi rotary
echoes are robust not only against angle errors, but also
against errors in the frequency of the driving field [32].
In our case, the equivalent of a frequency error is a non-
zero field orthogonal to the measurement axis. This sug-
gests that our measurement should be close to uni-axial,
unaffected by the presence of orthogonal fields. Numer-
ical simulations, as well as experimental measurements
5FIG. 5: Error in a transverse field measurement due to the
presence of an orthogonal background field. The lines and
symbols correspond to numerical simulation and experimental
data, respectively.
in the presence of deliberately applied orthogonal fields,
confirm that the compensating field required to minimize
sideband power shifts only very slightly, as shown in Fig.
5. The resulting measurement error remains below 35 µG
for orthogonal fields up to ∼8 mG, far beyond anything
normally present in our apparatus. To fully appreciate
how small this effect is, consider an alternative scheme in
which we apply a constant rather than pulsed field along
the measurement axis, and then measure the shift in the
overall Larmor frequency ω resulting from a background
field along the measurement axis. In that case, the effect
of orthogonal fields is also reduced because they add in
quadrature with the bias field, ω =
√
ω2P + ω
2
⊥. However,
for our value of ωP, a 8 mG orthogonal field would lead
to a measurement error of 650 µG, a nearly twenty-fold
increase relative to the rotary echo protocol!
Finally, it is worth noting that an orthogonal field large
enough to produce a significant measurement error also
leads to a large increase in sideband power even at the
most optimal compensating field. This serves as a con-
venient warning that a field measurement should not be
trusted. In this situation we resort to a simpler scheme,
wherein we use our DC nulling coils to minimize Larmor
precession in the absence of other applied fields. This
usually suffices to reduce the overall, time-averaged back-
ground field well below the 8 mG threshold. Of course,
once we have used our protocol to null the entire three di-
mensional background field, the orthogonal fields present
in subsequent iterations of the measurement will be in-
significant.
FIG. 6: Time dependent polarization signals and correspond-
ing power spectra in a longitudinal field measurement. In the
absence of a background field the sequence of ±2pi rotations
produces a sinusoidal signal at twice the Larmor frequency
(a), with a superimposed collapse due to the spin-dependent
light shift. The corresponding power spectrum contains a sin-
gle peak (c). In the presence of a background field (430 µG in
this example) kinks develop in the sinusoidal signal (b) and
sidebands appear in the power spectrum (d). The signals and
power spectra shown here are averaged over 50 runs of the
experiment.
IV. LONGITUDINAL FIELD MEASUREMENT
As outlined in Sec. II, background fields parallel to the
probe (z) axis must be measured using the birefringence
signal, Eq. (2). To initiate a measurement, we rotate
the atomic spins so they are parallel to the (x + y)/
√
2
axis and thus the expectation value 〈FxFy + FyFx〉 and
MBiref(t = 0) take on their maximum value. Following
that, we apply the 2pi rotary spin-echo sequence along the
z axis, and proceed just as for transverse fields. Figures
6(a) and 6(b) show the birefringence signal for zero and
non-zero background fields respectively, differing from
the Faraday signals in transverse fields (Fig. 2) mainly
by oscillating at twice the Larmor frequency and under-
going a nonlinear collapse in amplitude due to the spin-
dependent light shift, Eq. (3). The power spectra (Fig.
6(c) and Fig. 6(d)) consist of a carrier at frequency 2/τ ,
and sidebands shifted by ±1/2τ . Longitudinal fields can
now be measured in the same way as transverse fields, i.
e. by applying a compensating field along the z axis until
the sideband power is minimized. Figures 3(c) and (d)
show the calculated and measured carrier and sideband
powers versus background field, including minima near
6FIG. 7: Error in a longitudinal field measurement due to
the presence of an orthogonal background field. Lines and
symbols correspond to numerical simulation and experimental
data, respectively. The orthogonal field is at an agle of 0◦ (a),
45◦ (b), 90◦ (c) , and 135◦ (d) with respect to the x axis.
zero field of comparable width to those for transverse
fields.
The accuracy of longitudinal field measurements are
subject to the same limitations as transverse field mea-
surements. Most importantly, the basic resolution limit,
given by our ability to determine the point of minimum
sideband power, is similar to that for transverse fields
(±35 µG for T = 1 ms, ±9 µG for T = 4 ms). Pulse
angle errors and orthogonal background fields also play
similar roles. As shown in Fig. 4, the measurement er-
ror resulting from pulse angle errors is slightly larger,
about ±15 µG for our estimated ±0.5% uncertainty in
the pulse angle. Figure 7 shows the measurement error
as a function of orthogonal background fields. Note that,
in contrast to the case of transverse fields, the error for a
longitudinal field depends on the direction of the orthog-
onal field, presumably because both the signal MBiref(t)
and the non-linear light shift Hamiltonian HA break the
rotational symmetry in the x-y plane. Even so, we can
still tolerate an orthogonal field as large as ∼5 mG be-
fore the corresponding error exceeds our 35 µG resolution
limit. As is the case for transverse fields, it is straight-
forward in practice to ensure that orthogonal fields are
well below this limit.
FIG. 8: (Color Online) Example of AC power-line back-
ground fields in our laboratory, along directions x (red), y
(blue) and z (green) before (solid lines/solid symbols) and
after (dashed lines/open symbols) cancellation. Symbols in-
dicate experimental data, solid lines are fits including DC and
AC power line components. The rms AC fields before (after)
cancellation are 301 µG (38 µG) along x, 140 µG (39 µG)
along y, and 223 µG (34 µG) along z.
V. AC BACKGROUND FIELD MEASUREMENT
AND CANCELLATION
Our basic protocol for measuring background magnetic
fields in short-time windows can be used to map out time-
dependent fields with a time resolution given by the win-
dow width. In practice, measuring the field for even a
single time step requires a few runs of the experiment, so
the approach is limited to fields that are stable and re-
producible from run to run. In our apparatus there is no
significant contribution from residual magnetization or
eddy currents, and the background field is dominated by
DC and AC power-line components whose amplitude and
phase are to a good approximation stable over time. This
can be easily verified with a three-axis fluxgate magne-
tometer placed near the vapor cell. It is then straightfor-
ward to ensure reproducibility by triggering the start of
each run at a fixed point in the 60 Hz power line cycle. To
map out the time dependent field in a given direction we
perform a series of measurements spaced by the window
width T . We then fit this time series to a function con-
taining DC, 60, 120, 180 and 240 Hz components, with
the various amplitudes and phases as fit parameters. To
cancel the background field in subsequent experiments,
we subtract the fit from whatever field is being applied
by the arbitrary waveform generator and control coils for
that axis. Figure 8 shows an example of the measured
three-axis AC field during a 10ms interval, before and af-
ter cancellation. Empirically, we have found that the AC
components of our background field tend to be stable over
7a period of many days, provided that we do not change
the location or the on/off status of any electronic equip-
ment in our lab. In that case it suffices to re-measure
and cancel them once a week. The DC component is not
as stable and must be re-measured and cancelled daily.
Overall, during periods when the magnetic field environ-
ment is quiet (nights or weekends) the cancelled back-
ground fields can remain below ∼50 µG rms per axis for
several hours; similar but slightly worse performance can
be achieved during standard working hours.
Finally, we note that time dependence can affect in-
dividual field measurements in non-intuitive ways. For
fields similar to those in Fig. 8 the time dependence can
be considered roughly linear across any 1 ms measure-
ment window. For our parameters, numerical simulations
show this will result in field estimates that are shifted
from the mid-point value by 20% of the field change
across the window, with a positive (negative) slope caus-
ing a negative (positive) offset. As a result, the measured
time-dependent fields turn out to be practically undis-
torted but shifted in time by ∼ 200 µs relative to the
true fields. For our modest AC fields this discrepancy is
below the measurement accuracy, and we see no statisti-
cally significant difference in the cancelled fields whether
we take the time shift into account or not. Much larger
AC fields might, however, require two or more iterations
to achieve good cancellation.
VI. SUMMARY AND OUTLOOK
We have implemented and tested a protocol to per-
form in situ measurement and cancellation of DC and
AC background magnetic fields in a cold atom experi-
ment. The protocol starts with a spin-polarized atom
sample, applies a 2pi rotary spin-echo sequence, and ob-
serves the resulting spin dynamics via polarization mod-
ulation of an optical probe. A background field along
the spin echo axis of rotation leads to distinctive side-
bands in the power spectrum of the polarization modu-
lation. These sidebands can be minimized by canceling
the background field with a known applied field, thereby
yielding a measurement of the original background field.
Three-axis measurements can be performed by repeat-
ing the basic protocol with different spin echo axes of
rotation, and time dependent fields can be mapped out
by measuring the field in a series of short-time windows.
Once measured, a time-dependent field can be cancelled
by adding a compensating field. In this fashion, we rou-
tinely cancel our background field to below 50 µG rms per
axis, limited by measurement resolution and the stability
of the DC and AC power-line fields. In our laboratory
the approach has proven adequate for several demand-
ing experiments involving non-trivial quantum control of
atomic spins [8][9][10]. Most recently, we have used a
similar approach to measure and stabilize a dynamically
switched 3 G magnetic bias field in a quantum control ex-
periment now underway in our group [34]. Preliminary
results indicate that, by canceling powerline components
and compensating for transient effects following turn-on
of the bias field, we are able to stabilize the total field
(bias plus background) to within 30 µG (one part in 105),
and to set its value with an accuracy of 60 µG.
We expect our magnetic field measurement and can-
cellation procedure will work at least as well in experi-
ments with quantum degenerate gases. In particular, the
larger on-resonance optical density of these atomic sam-
ples should lead to much better signal-to-noise ratios in
the polarimetry measurement [35], and thus allow better
measurement sensitivity and/or higher bandwidth. Pro-
vided that such experiments are performed in magnetic
field environments that are both quiet and stable, this
may provide access to a new low-field regime for quan-
tum simulation and spinor condensate physics.
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