We investigate the phase structure of the random-field Ising model with a bimodal random-field distribution. Our aim is to test for the possibility of an equilibrium spin-glass phase, and for replica symmetry breaking ͑RSB͒ within such a phase. We study a low-temperature region where the spin-glass phase is thought to occur, but which has received little numerical study to date. We use the exchange Monte Carlo technique to acquire equilibrium information about the model, in particular the P(q) distribution and the spectrum of eigenvalues of the spin-spin correlation matrix ͑which tests for the presence of RSB͒. Our studies span the range in parameter space from the ferromagnetic to the paramagnetic phase. We find, however, no convincing evidence for any equilibrium glass phase, with or without RSB, between these two phases. Instead we find evidence ͓principally from the P(q) distribution͔ that there are only two phases at this low temperature, with a discontinuity in the magnetization at the transition like that seen at other temperatures.
I. INTRODUCTION
The random-field Ising model ͑RFIM͒ is one of the simplest problems that one can define theoretically in which disorder is present and plays a significant role in the physics. This problem gains further interest since a related random system which may be realized experimentally-namely, the site-diluted antiferromagnet in a uniform field-may be mapped onto the RFIM. The RFIM has been subjected to considerable study, both experimental and theoretical, for over 25 years. 1 Much effort has been focused on the nature of the phase diagram. It is known rigorously that, for low temperatures and low random fields, the ferromagnetic ͑FM͒ phase found in the pure system survives for dу3 ͑where d is the space dimension͒. However, most other questions that one can ask about this system for dϭ3 ͑hence beyond the range of validity of mean-field theory͒ remain unanswered. For example, is the phase transition first order or continuous? Is there a tricritical point, separating a critical line from a line of first-order transitions? Does the answer to these questions, and/or the universality class of the critical line, depend on the distribution of random fields? And finally: is there a third, spin-glass ͑SG͒ phase, in addition to ͑and likely separating͒ the FM and paramagnetic ͑PM͒ phases?
In this work we focus on this last question. Early numerical studies using mean-field theory 2-4 defined a nonequilibrium ''domain state,'' characterized by various forms of irreversible behavior, of a similar nature to the irreversible behavior seen experimentally. This irreversibility region, found between the PM and FM phases, gives ͑at most͒ hints of the presence of an equilibrium glassy phase. Stronger arguments for a glassy phase were made by de Almeida and Bruinsma, 5 who showed that, although mean-field theory in strictly infinite dimension gives replica symmetry, 6 in large dimensions there is a stable glassy phase with replica symmetry breaking ͑RSB͒. This result is supported by the work of Mezard and Young 7 and of Mezard and Monasson, 8 who
showed that there is a SG phase with RSB in the limit of a large number of spin components, and by Guagnelli et al., 9 who showed the presence of multiple solutions to the meanfield equations in dϭ3, at a temperature well above the FM ordering temperature. Subsequently, Brezin and de Dominicis 10 developed a renormalization-group approach for a replicated theory, and argued for RSB on the basis of a loss of stability of the fixed point. Finally, we mention exact numerical zero-temperature studies 11 which show the appearance of extensive entropy in the ground state at the point where FM order disappears.
Thus there are good reasons to consider the possibility of a SG phase for the RFIM, located between the FM and PM phases, and likely ͑see Ref. 5͒ more easily detected at low T and large random field. It is also of great interest to test for the presence of RSB in this phase. To date, conclusive evidence for RSB is confined to theoretical models in infinite dimension; to confirm RSB in a three-dimensional problem-which can be studied experimentally-would be an important step.
In earlier work 12, 13 we have developed a method for detecting RSB in finite-size numerical studies. The method relies on examining the eigenvalues of the spin-spin correlation matrix. We showed that, in the limit of large number of spins N, there are multiple O(N) eigenvalues of this matrix, if 13 and only if 12 there is RSB. This was clearly confirmed by Monte Carlo ͑MC͒ studies of the infinite-ranged SherringtonKirkpatrick problem, which is known to have RSB. Unfortunately, this method gave no evidence for RSB in a finite͑four͒-dimensional version of the same problem.
We apply the same method to the three-dimensional RFIM in this work. We note that previous numerical studies 14 of phase transitions of the RFIM are almost entirely confined to two regions: either relatively high temperatures and low random fields, or zero temperature. However, based on the location of the irreversibility regions in phase space, and on the results of Ref. 5 , one is most likely to find a glassy phase by looking in the high-field, low-T region; this we do here.
Our results, in short, are as follows. We find some, rather ambiguous, evidence for RSB in the behavior of the spinspin eigenvalues, over a small range of field, at fixed, low temperature. On either side of this region we see clearly the PM and FM phases. Thus this narrow region is either the sought-for glassy phase, or simply the finite-size effects of the phase transition itself. We then examine the order parameter function P(q), finding that its behavior favors the latter explanation: a FM/PM phase boundary. Specifically, we see clear signs in P(q) of competition between two large ͑FM and PM͒ order parameters, with persistence of the two ''large'' eigenvalues correlated with persistence of fluctuations between these two order parameters. Finally, we see at the transition the discontinuity ͑or near discontinuity 15, 16 ͒ in magnetization that has been seen in many other studies, both at zero [17] [18] [19] and at higher [20] [21] [22] temperature. We organize the rest of this paper as follows. In Sec. II we briefly explain the general technique of correlation matrix spectral analysis introduced in our previous work. 12 In Sec. III we present the procedures and results of the numerical analysis of the bimodal RFIM model in a cross section of the phase diagram. Finally in Sec. IV we present our conclusions.
II. CORRELATION MATRIX SPECTRAL ANALYSIS
In considering frustrated and disordered systems such as spin glasses, one is forced to broaden the concept of ''ordering'' in describing the frozen phase. The key point, as recognized long ago by Edwards and Anderson, 23 is simply the freezing itself: long-time averages become nonzero. One can detect this freezing through correlation functions: if the freezing is long ranged ͑i.e., truly a distinct phase͒, then so are the correlations. Viewing the correlation function as a matrix, one finds that ordering ͑freezing͒ appears in the spectrum of the correlation matrix as an extensive ͑which we will also call ''large''͒ eigenvalue. 24 Thus examination of this spectrum allows one to detect ordering/freezing, while completely avoiding any need to guess the nature of the ordering ͑i.e., the eigenfunction corresponding to the large eigenvalue͒.
For Ising systems, a suitable correlation function is
this is a real symmetric positive semidefinite matrix with trace equal to the system volume N. In the frozen phase at least one of the eigenvalues of C i j is extensive, i.e., of O(N). For a simple Ising ferromagnet without quenched disorder, freezing leads to the partitioning of spin configuration space into two disjoint regions (ϩ and Ϫ); each is frozen, and each has the same thermodynamic weight since they are related by a symmetry of the Hamiltonian, namely spin inversion. Since C i j is invariant under this symmetry, the two ͑symmetry breaking͒ frozen states give only a single large eigenvalue.
In the case of replica symmetry breaking or RSB, there are multiple frozen states which are not related by any symmetry of the Hamiltonian. We have shown 13 that, when there is RSB, there must be more than one extensive eigenvalue in the spectrum of C i j -assuming of course that the thermal average is taken over the entire configuration space. We have also shown 12 that, in the absence of RSB, there can only be one such extensive eigenvalue. Given these results, one can obtain a definitive answer to the question of whether or not a system exhibits RSB, by determining whether there is or is not more than one large eigenvalue in the spectrum.
This latter question is well defined, but is vulnerable to finite-size uncertainties ͓as are other criteria such as the overlap distribution P(q)]. Here such uncertainties arise because the definition of an extensive eigenvalue depends on taking the large-N limit. Thus, in numerical studies of finite systems, one must look for convincing evidence that one has indeed found the asymptotic behavior, at least of the two largest eigenvalues of C, as N increases. In particular, one must determine if the second largest eigenvalue 2 grows linearly with N at large N. In the absence of RSB, 2 can grow 12, 13 with N as 2 ϳN 1Ϫ␦ with ␦Ͼ0. RSB, in contrast, requires that ␦ be strictly zero.
Let us now discuss these ideas as applied specifically to the RFIM. In the paramagnetic phase ͑for nonzero values of the random field͒ there is freezing of the spins, which ͑on average͒ simply follow the random field. Thus the frozen configuration is unique, giving a single large eigenvalue. In the ferromagnetic phase there is a ϩ and a Ϫ state. However, due to the random field, the two are no longer strictly related by symmetry; nor-due to a net field of O(N 1/2 )-do they have equal thermodynamic weight. ͑These two states are termed ''similar but incongruent'' by Huse and Fisher. 25 
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Hence we again expect a single extensive eigenvalue in the FM phase.
In this work we will look for signs of a spin-glass phase in a low-temperature region between the PM and FM phases. If the SG phase has RSB-and we are able to study a range of N beyond the threshold 12 for observing RSB-then we should find multiple large eigenvalues of C. Note that, if 2 /N decays over the entire range of N studied, and reaches a very small value within that range, then that small value offers a rough upper bound for the thermodynamic weight which may be assigned to any putative RSB state. Hence there may be RSB in such a case; but it would be a ''weak'' RSB, where only one state has large thermodynamic weight. We also do not rule out the possibility of a SG phase without RSB, i.e., with a single large eigenvalue. In this case one needs other measures ͓such as qualitative changes in the scaling of 2 /N, in P(q), or in the spin-glass susceptibility SG ] to distinguish the SG phase from the other two. Let us note once more that our test criterion for RSB, as derived in Refs. 12 and 13, requires observing the asymptotic ͑large-N) behavior of the second-largest eigenvalue 2 /N. Clearly one is most likely to observe asymptotic behavior ͑at finite N) when one is far from a phase boundary in parameter space-as was the case in Refs. 12 and 13. In the present study of the RFIM, we lack prior knowledge of the phase diagram, and in fact will of necessity cross one or two phase boundaries as we scan parameter space, searching for a SG phase. Hence it will be important to exercise caution in studying the eigenvalue spectrum near a phase boundary or boundaries. If there is a SG phase, and it has significant extent in the phase diagram, then our technique has a good chance of detecting asymptotic behavior of 2 /N inside the SG phase. If these preconditions are not met ͑as will turn out to be the case-see below͒, then it may be impossible to obtain decisive information ͑that is, asymptotic behavior of 2 /N) over a narrow region of the phase diagram. This region may then contain one or two phase boundaries; however, nonasymptotic behavior of the eigenvalue spectrum in this region would make it impossible to distinguish these two possibilities without further information.
III. NUMERICAL PROCEDURES AND RESULTS

A. Numerical method
The RFIM Hamiltonian is given by
with ͗i j͘ indicating the sum over nearest neighbors, J being the strength of the ferromagnetic coupling, and h i being a quenched random variable. In this work we will take Jϭ1, so that temperatures and fields are measured in units of J. The two common probability distributions for h i are a Gaussian distribution, with variance ⌬, or the bimodal distribution
As we noted in the Introduction, there is some uncertainty as to which features of the phase diagram are sensitive to the choice between these two distributions. For example, Aharony 26 predicts a tricritical point for the bimodal distribution, but not for the Gaussian. We will work with the bimodal distribution, principally because it enables faster Monte Carlo simulation. Also, we know of no reason to expect that a SG phase is more or less likely to occur for one or the other distribution.
As is the case in all glassy systems, the system sizes of Monte Carlo simulations are severely restricted by long relaxation or equilibration times. The typically long time that it takes to jump across large energy barriers in configuration space can be greatly reduced by the parallel tempering or exchange Monte Carlo technique. 27 This technique consists of running simultaneously multiple replicas of the system at different temperatures, while allowing the swapping of spin configurations between adjacent temperatures. Such swaps are attempted every N s Monte Carlo steps. By choosing the probability of swapping correctly-meaning that the probability of a given spin configuration being accepted from another replica at a different temperature is constrained to be consistent with the Boltzmann distribution at the original temperature-all copies of the system remain in equilibrium under the swapping process. This effectively enables the jumping of free-energy barriers, since different replicas are likely to be in different local minima of the free energy.
Another important aspect of Monte Carlo simulations in quenched-disorder systems is a set of robust equilibration criteria, needed to obtain reliable numerical data. The parallel tempering technique does not allow one to use the equilibrium criteria used in Ref. 28 , in which two methods of calculating the disconnected spin-glass susceptibility approach the equilibrium value from different directions. In the case of spin glasses with Gaussian random bonds, a different technique was used to determine the Monte Carlo time needed for equilibrated results. 29 This criterion cannot be used in the RFIM problem, but another one, which can be derived in a similar fashion, 30 can be used for Gaussian distributed random fields. Taking q to be the first moment of P(q) ͑or, equivalently, the mean-square equilibrium magnetization͒, we find ͑see also Ref.
where
and disorder average, respectively. One can calculate q numerically using the overlap of two uncorrelated replicas (a and b) at the same temperature,
or by using expression ͑2͒ to obtain what we will call q (2) . These two quantities approach the thermodynamic equilibrium value q from opposite directions as t 0 , the number of Monte Carlo steps used, increases. Hence one can use their convergence to a common value as a criterion for the equilibration time.
We have not found an expression analogous to Eq. ͑2͒ for the case of a bimodal distribution of fields. We note, however, that the time evolution of q (1) (t 0 ) for the bimodal case follows that for the Gaussian distribution ͑using the same parameters͒ very closely. Therefore we can take the equilibrating value of t 0 obtained for the Gaussian distribution, and use it for the bimodal case as a minimum Monte Carlo time needed to reach equilibrium for each disorder configuration. We retain the bimodal distribution for the bulk of our MC studies as it allows for a faster algorithm.
In Fig. 1 we show the behavior of the two versions of q, calculated with a Gaussian distribution for T/Jϭ2.2, ⌬/J ϭ0.4, and Lϭ5. We also show these two quantities for the bimodal model. It is clear that q (2) is not equivalent to q (1) in this case. However, as noted above, both q (1) and q (2) for the bimodal model plateau at the same point where q (1) and q (2) meet for the Gaussian model. As criteria for equilibrium we then have several requirements. First, the equilibration time must be at least twice the time needed to establish convergence of q (1) and q (2) for the Gaussian case. Second, we require that two distinct ways of computing SG (dis) ϵ(1/N) ͚ i j ͗S i S j ͘ T 2 , one using two replicas at the same temperature and the other a direct Monte Carlo method, agree within statistical error. 13 Our third criterion has to do with the exchange Monte Carlo method. In order to ensure that equilibrium holds for all the various temperatures simulated in parallel, we require that the probability histogram for visiting the different temperatures is flat, and also that the acceptance ratio for swapping among the configurations at different temperatures is at least 0.3. In order to avoid the bottlenecks mentioned in Ref.
29 with regard to the acceptance ratios among the different temperatures, we follow a procedure introduced by Hukushima. 31 Here we perform a quick Monte Carlo simulation ͑only a few disorder realizations͒ with an equidistant set of ␤'s to obtain an approximation for the average energy of the system. In order to obtain homogeneous acceptance ratios one performs the following mapping:
Here the values of E(␤ i ) are obtained by extrapolation from the ones obtained in the initial Monte Carlo runs. Using this procedure we obtain a set of temperatures (␤'s͒ that yield homogeneous acceptance probabilities when a swap between two adjacent temperatures is attempted. We can then, if necessary, increase the number of ␤'s and repeat the procedure, until the uniform swapping probability reaches our minimum goal of at least 0.3. In Fig. 2 we show the swapping acceptance ratios after zero, one, and two iterations of this procedure, for Lϭ11, T min /Jϭ1.5, and ⌬/Jϭ0.6. It is clear from the figure that the bottleneck at T/Jϭ4 is removed by the iterative procedure. Our final criterion is to require that the maximum temperature used in the parallel tempering process shows a ''melted'' P(q); that is, P(q) at the smallest ␤ must have an approximate Gaussian shape centered at or near qϭ0. This criterion is necessary to ensure that all free-energy barriers have vanished at this ␤, so that the different thermodynamic states in the low-temperature phase͑s͒ will be visited with a probability corresponding to their thermodynamic weight.
B. Numerical results
As mentioned in Sec. I, there are indications from meanfield studies 5,7-9 that a SG phase with RSB may exist in an intermediate region of the phase diagram, which roughly coincides with the irreversibility region found in dynamical calculations. [2] [3] [4] One can see a hint of this by doing a Monte Carlo simulation, and computing the spectrum of C i j , for a single disorder realization at a relatively small system size ͑in order for the calculation to be feasible͒ over the whole phase diagram. We plot the first two eigenvalues of C i j for a single disorder realization in Fig. 3 . In the FM and PM phases there is clearly a single large eigenvalue 1 , while in a region between the two phases the first two eigenvalues are of the same order of magnitude. This could be due to an intermediate phase with RSB. On the other hand, such behavior could also be due to the FM and PM eigenvectors ͑which represent two distinct forms of ordering͒ trading places in the spectrum as one moves from one phase to the other.
We can follow up these hints by studying larger systems, at a single ͑low͒ temperature, over a range of fields ⌬ which spans the intermediate region seen in Fig. 3 . Hence we have performed a rather thorough Monte Carlo scan of the field parameter ⌬ at a fixed, low temperature Tϭ1.5. Results from this scan (͓ i ͔ av only͒ are plotted in Fig. 6 . The hints of possible RSB seen in Fig. 3 are considerably stronger here, particularly at ⌬ϭ2.4. ⌬ϭ1.8 is clearly in the FM phase. Also, it seems very likely that the falloff of 2 /N at ⌬ϭ2.6 will persist at larger N. Hence we may take ⌬ ϭ2.6 to lie in the PM phase. The question is then, have any of the other plots of 2 /N in Fig. 6 reached asymptotic behavior?
We can immediately rule out two, namely, the values ⌬ ϭ2.2 and 2.3. The reason is clear: 2 /N is rising as a function of N for these ⌬ values, a behavior that cannot possibly persist at larger N. Such a rise must be followed by an asymptotic behavior which is either flat or falling. Hence we know immediately that these two ⌬ values are strongly dominated by finite-size effects: we can say nothing about the large-N behavior of 2 /N here. Nor can one draw any conclusion from the behavior at ⌬ϭ2.0; this behavior is clearly simply intermediate between that seen at 1.8 and at 2.2, and is almost certainly not the asymptotic behavior.
This leaves the plot at ⌬ϭ2.4. Here one is tempted to consider RSB, since 2 /N is flat ͑after a rise at smaller N). We cannot rule out that this flatness will persist at larger N, thus confirming RSB at this value for ⌬. However, there is another possibility, at least as plausible, namely, that the behavior at 2.4 is ͑again͒ simply intermediate to that seen at 2.3 and 2.6-so that the flat region of 2 /N is simply a local maximum in N, to be followed by a decay of 2 /N like that seen at ⌬ϭ2.6. Thus, taken as a whole, the six plots in parameters; the spectral scaling technique in this region cannot distinguish between these two scenarios without going to larger N.
We find that this ambiguity is considerably diminished by a study of the equilibrium P(q) distributions for the various ⌬ values. Figure 7 shows the P(q) distribution ͑at positive q) for the same ⌬ values seen in Fig. 6 . The overall impression is that two different kinds of order, represented by peaks at different values of the overlap q, are competing ͑via fluctuations͒ in the intermediate values of ⌬. At the lower end of the scan, ⌬ϭ1.8, the FM phase gives a peak at q very close to one. There is a much smaller peak at q near Ϫ1 ͑not shown in the figure͒ which comes from fluctuations into the ''wrong'' spin ordering, i.e., that which is not favored by the net random field ͓which is, again, of O(N
At the other extreme (⌬ϭ2.6) it is equally clear that FM fluctuations ͑present at small N) disappear at larger N, leaving a clear peak in P(q) at the ͑lower͒ q value appropriate to the PM phase. At an intermediate range of N, we see two peaks, from the two competing forms of order. This competition tends to make 2 /N behave like a ''large'' eigenvalue. At larger N, the dying off of the ferromagnetic fluctuations is well correlated with the decay of 2 /N in Fig. 6 . This interpretation is readily extended to most of the remaining ⌬ values. For instance, at ⌬ϭ2.2 in Fig. 7 there are clearly PM fluctuations giving a very broad peak at qϳ0.9. This is even more clear if we expand the negative-q portion of the P(q) plot for the same ⌬ ͑Fig. 8͒. Here we see a small peak near qϭϪ1 showing overlap between ''wrong'' and ''right'' FM states, and an even smaller peak which we ascribe to overlap between wrong FM fluctuations and PM fluctuations. We note from Fig. 8 that the PM fluctuations actually increase with N, out to the largest N studied; and ͑again͒ this increase helps to explain the rise in 2 /N seen for ⌬ϭ2.2 in Fig. 6 . The competition which we observe for ⌬ϭ2.2 in Figs. 7 and 8 is thus almost certainly a finite-size effect, due to nearness to a FM/PM phase boundary, rather than to a new phase. In other words-based on a careful consideration of the three Figs. 6, 7, and 8 together-we believe that the growth of the PM fluctuations with N is nonmonotonic: it must cease ͑Fig. 6͒, and yet, from Figs. 7 and 8, it shows no sign of giving rise to a new phase with a distinct P(q) profile. We see only two kinds of competing order ͑PM and FM͒. We conclude that it is most likely that the PM fluctuations will cease growing and in fact decay for larger N, leaving ⌬ϭ2.2 ͑and by inference, smaller ⌬) in the FM phase.
We note also that neither of these competing order parameters seems to become small at the phase boundary. It is in fact their large magnitude which ͑we believe͒ gives the impression of two large eigenvalues in the spectrum of C, over a range of ⌬ near the transition.
We turn next to ⌬ϭ2.4. The P(q) spectrum in Fig. 7 qualitatively supports our interpretation, postulated earlier, that the behavior at 2.4 is simply intermediate to that at higher and lower ⌬, rather than a distinct phase. We see clearly a competition between two types of order in P(q) for positive q, with the FM peak steadily losing weight to the PM peak. We assume this competition will result in one of the two types of order ͑likely, from Fig. 7 , the PM phase͒ dominating at sufficiently large N; this means in turn that we interpret the flat region of 2 /N in Fig. 6 as being only a local maximum. We note further that the weight in P(q) at negative q vanishes very fast with increasing N. This feature is the same as that seen at ⌬ϭ2.6. For these reasons we expect ͑although this conclusion is tentative-see Fig. 9 and related discussion below͒ that ⌬ϭ2.4 lies in the PM phase in the thermodynamic limit.
Finally we consider ⌬ϭ2.3. Again, we know from Fig. 6 that this ⌬ value is still dominated by finite-size effects. It is also unclear from Fig. 7 what the large-N form of P(q) will be. The behavior of P(q) for negative q is however much like that ͑for negative q) seen at ⌬ϭ2.2: two well-defined peaks, each of which can be ascribed to FM or PM fluctuations, and each growing with N. This fact, plus the consistency of the positive-q part with the picture we have of two competing order parameters, leaves little reason to believe, from the present data, that ⌬ϭ2.3 lies in a distinct phase. We will not try to guess which phase ͑PM or FM͒ ⌬ϭ2.3 lies in at large N. ͑We note that recent zero-temperature studies find a single phase boundary at ⌬ϭ2.27.
32
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Further support for the picture developed above may be found in Fig. 9 . Here we plot the average value of the mag- 
FIG. 7.
The overlap probability distribution P(q), plotted for various ⌬ ͑as indicated͒ and system size. The heavy curves correspond to the largest size, Lϭ11. Curves ͑light lines͒ for Lϭ5, 7, and 9 may be located by noting that, almost everywhere in q, the curves monotonically approach the Lϭ11 curve. Note that, for clarity, almost every plot uses a different range on each axis. nitude of q, i.e., ͉q͉ av ϵ͐dq͉q͉P(q), as a function of N for various ⌬. We choose ͉q͉ as it makes sense both for the FM phase ͑where wrong fluctuations are treated as right͒ and for the PM phase ͑where the weight at negative q vanishes rapidly͒. We note, however, that the qualitative conclusions we draw from Fig. 9 hold also for qϭ͐dqqP(q) itself. We see from Fig. 9 that finite-size effects are largest at ⌬ϭ2.3 and 2.4: ͉q͉ av is far from converging at these ⌬ values. In contrast, the PM phase at 2.6 and 2.8 is clear, as is the FM phase at 2.2 and lower. Our tentative assignment ͑above͒ of ⌬ ϭ2.4 to the PM phase is neither supported nor contradicted by the behavior of ͉q͉ av . The overall picture we obtain from Fig. 9 is then: PM for ⌬у2.6, FM for ⌬р2.2, and ''close to the transition'' for ⌬ϭ2.3 and 2.4. Figures 6, 7, 8 , and 9, when viewed together, give, we believe, a rather clear picture. The suggestive ͑of RSB͒ behavior in Fig. 6 is almost certainly a finite-size effect, in which the second eigenvalue grows, or remains large, purely due to growing or persisting fluctuations between two nearby phases, each with a large degree of order. These two phases are the ͑known͒ PM and FM phases. We see no convincing reason from our own data to postulate a third phase at this temperature. Finally, we estimate the transition point, at T ϭ1.5, to lie close to ⌬ϭ2.3.
There is a further conclusion which seems obvious from the above considerations, and from Fig. 7 . The location ͑in q) of the peak in q, for the FM phase, shows no sign of going to zero as the transition is approached from below. Hence either the magnetization is discontinuous at the phase boundary [17] [18] [19] [20] [21] [22] or it is continuous, but with an extraordinarily small exponent ␤, 15, 16 such that it is ''practically'' discontinuous. Obviously, our numerical studies cannot distinguish these two possibilities. However, this aspect of the behavior of P(q) at Tϭ1.5-that is, the abrupt vanishing of the magnetization at the transition-is completely consistent with the behavior seen at higher temperatures ͑closer to the pure critical point͒ and at zero temperature. This consistency, we believe, adds further support to our claim that there is no new, third phase in the part of the phase diagram studied here.
IV. CONCLUSION
Our results and reasoning have led us to a simple picture. We find no convincing evidence for a spin-glass phase, with or without replica symmetry breaking, for the bimodal random-field Ising model in the low-temperature region that we have examined. One of the tests that we have applied was to study the scaling with N of the spectrum of eigenvalues of the spin-spin correlation function C i j . We have used this technique previously 12, 13 to give unambiguous confirmation of RSB in a case ͑the Sherrington-Kirkpatrick problem in infinite dimension͒ where it is strongly believed to occur, and also to give strong evidence against RSB for a finitedimensional version of the same problem ͑for which there is still controversy͒. Here we have sought evidence for RSB in a different problem, the RFIM-which may be mapped to the diluted antiferromagnet in an external field, a system which may be studied experimentally. We have found that the eigenvalue spectrum gives no sign of RSB over most of the range of random-field strength ⌬ that we have studied.
There is a small range of ⌬ for which the behavior of this spectrum is ambiguous due to its proximity to the phase transition line ͑or lines͒. However examination of the overlap distribution P(q) reduces the ambiguity, supporting instead a single phase transition between the FM and PM phases, with no intervening equilibrium phase. Hence we view the behavior of the eigenvalue spectrum ͑Figs. 3 and 6͒ in this intermediate region as purely the finite-size effects of closeness to a phase boundary. In particular, the failure of 2 /N to decay for this range of fields ⌬, even out to Nϭ1331 spins, stems from the persistence of fluctuations between two adjacent phases, each with a large order parameter. Hence we speculate that the eigenvalues would behave less ambiguouslyi.e., they would display a reduced tendency to mimic RSB-if the transition were continuous in a conventional sense, such that the order parameters on either side vanished more smoothly. It is possible that studies at larger system sizes may reveal these conclusions to be wrong, confirming instead a spinglass phase confined to a narrow range of ⌬ ͑near 2.3) at low T. A more promising direction for future work might be to examine the RFIM with a Gaussian distribution of fields, since it remains possible that the two problems have differing phase diagrams. Also, one might argue that a SG phase is suppressed by the strength of the order parameters on each side of the transition. By this argument, one should look at higher T, closer to the pure critical point. However, both nonequilibrium 2-4 and equilibrium 5 mean-field arguments point to the low-temperature region as being most likely to support a spin-glass phase. This is why we looked at low T; and our results favor the hypothesis of only two phases there.
