We study global fixed points for actions of Coxeter groups on nonpositively curved singular spaces. In particular, we consider property FAn, an analogue of Serre's property FA for CAT(0) complexes of higher dimension. FAn has applications to irreducible representations and to complex of groups decompositions. In this paper, we give a specific condition on Coxeter presentations that implies FAn and show that this condition is in fact equivalent to FAn for n = 1 and 2.
Introduction
A Coxeter group is a group W that has a presentation of the form
where m ij = m ji ∈ {1, 2, . . . , ∞} and m ij = 1 ⇐⇒ i = j (see [Bo] ). We will consider actions of Coxeter groups on CAT(0) spaces. Recall that a CAT(0) space is a complete geodesic space which is nonpositively curved in the metric sense, i.e., triangles are no thicker than their Euclidean counterparts (see [BH] ). A fundamental notion of Bass-Serre theory is Serre's property FA. A group G has property FA if every G-action on every simplicial tree is trivial, i.e. has a global fixed point. Such groups are "rigid"; they do not split nontrivially as amalgamated free products or HNN extensions and all their irreducible GL 2 (C)-representations have algebraic integer traces. In addition to finite groups, Serre proved in [Se] that SL 3 (Z) and Coxeter groups with every m ij < ∞ have FA.
A generalization of Serre's property is property FA n , as defined by Farb in [Fa] . A group has FA n if every action of it by cellular isometries on every CAT(0) n-complex is trivial. By n-complex, we mean a piecewise-Euclidean simplicial complex X with only finitely many isometry types of cells. We emphasize that the action is not assumed to be cocompact, properly discontinuous, or faithful, and that X is not assumed to be locally finite. Note that FA 1 is equivalent to FA. The properties FA n and FA m are distinct for n = m. For example, Farb proved in [Fa] that SL n (Z[1/p]) has FA n−2 . However, SL n (Z[1/p]) acts nontrivially on the affine building for SL n (Q p ), and so does not have FA n−1 .
As is the case with FA (see [Se] ), groups with FA n satisfy certain strong properties:
1. If Γ has property FA n then Γ does not split nontrivially as a nonpositively curved n-complex of groups in the sense of Gersten-Stallings, Haefliger, and Corson (see [St] , [Ha] , [Co] ).
2. Suppose Γ has property FA n . Let ρ : Γ → GL(n + 1, k) be any representation of degree n + 1 over the field k. Then, the eigenvalues of each of the matrices in ρ(Γ) are integral. In particular, they are algebraic integers if char(k)=0 and are roots of unity if char(k) > 0. (In the language of Bass, Γ is of integral (n + 1)-representation type.) Moreover, there are only finitely many conjugacy classes of irreducible representations of Γ into GL n+1 (K) for any algebraically closed field K (see [Fa] ). (This result follows from considering actions on the Bruhat-Tits buildings for SL n (Q p ), which are CAT(0) for all primes p.)
The following results are known about Coxeter groups and property FA n :
1. (Serre [Se] ) If every m ij is finite, then W has property FA.
2. (Farb [Fa] ) If W is a discrete group generated by reflections in the sides of a compact Euclidean or hyperbolic n-simplex, then W has property FA n−1 but does not have property FA n .
In this paper, we generalize these results. We first consider natural conditions on Coxeter groups that imply property FA n . For T ⊂ S, let W T denote the subgroup of W generated by T . It is well-known (see, for example, [Bo] ) that (W T , T ) is a Coxeter system with a Coxeter presentation that is induced from the presentation for W . The group W T is a special subgroup with rank equal to the order of T .
Applying techniques from [Fa] , we prove the following theorem by considering the combinatorics of fixed sets of finite special subgroups. Theorem 1.1. Let (W, S) be a Coxeter system such that every special subgroup of rank n+1 is finite. Then W has property FA n .
Suppose a group acts nontrivially on an n-dimensional CAT(0) space X. Then, for m ≥ n it acts nontrivially on the CAT(0) space X × R m−n which is of dimension m. So, for m ≥ n we have FA m ⇒ FA n . In other words, for every group G that acts nontrivially on some finite dimensional CAT(0) complex, there an integer n such that G has FA m if and only if m < n. This n is the smallest dimension of a CAT(0) complex on which G acts nontrivially. We suspect that Theorem 1.1 gives this bound for Coxeter groups. In particular, we pose the following: (ii) Every special subgroup of W of rank at most n + 1 is finite.
(iii) W does not split nontrivially as a nonpositively curved m-simplex of special subgroups, for all 0 < m ≤ n.
Conjecture 1.2 is known for n = 1 (see Mihalik-Tschantz [MT] ). In this paper, we reduce the proof of Conjecture 1.2 to proving that spaces arising from certain simplex of groups decompositions of W are CAT(0). Specifically, given an infinite special subgroup W ′ of a Coxeter group W , we construct a simplex of groups decomposition of W which yields a nontrivial action of W on a simply connected space X W ′ . Conjecture 1.2 follows if X W ′ is always CAT(0).
Conjecture 1.3 (CAT(0) Conjecture). X W ′ is CAT(0).
In Section 6.3, we prove the CAT(0) Conjecture in dimension 2. This implies the following theorem.
Theorem 1.4. Conjecture 1.2 holds for n=1, 2.
For many classes of Coxeter groups, the proof of Conjecture 1.2 reduces to the cases in Theorem 1.4. This gives a complete description of when these groups have FA n . 3. W has FA but does not have FA n for n ≥ 2 otherwise.
A natural next step is to determine the maximal FA n subgroups of Coxeter groups.
Maximal FA n Conjecture. A subgroup H ⊂ W is maximal F A n if and only if H = wAw −1 for some maximal FA n special subgroup A of W and w ∈ W .
This has been shown for n = 1 by Mihalik-Tschantz in [MT] . In Section 7, we prove the following: Theorem 1.6. CAT(0) Conjecture ⇒ Maximal FA n Conjecture.
In particular, since the CAT(0) Conjecture holds in dimension 2, so does the Maximal FA n Conjecture.
We also consider nontrivial actions of Coxeter groups, when they exist, by asking to what extent nontrivial actions are unique. In dimension one, our method gives the following generalization of Theorem 1 of [MT] .
Theorem 1.7. There is a finite set G of graph of groups decompositions of W , each naturally obtained from the Coxeter presentation of W , such that the following holds: Suppose W acts on a complete, connected one-dimensional CAT(0) space T . Then, W splits as a graph of special subgroups Λ ∈ G where each vertex and edge group of Λ acts trivially on T.
In Sections 2-4, we recall important results about Coxeter groups, CAT(0) spaces, and complexes of groups. We discuss in Section 5 background and techniques related to property FA n . We present and prove our main results in Sections 6-9.
Luis Paris has recently independently found results similar to those in Section 6.
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Coxeter groups
We briefly recall key definitions and results on Coxeter groups which we will need. The reader is encouraged to consult [Bo] or [Hu] for further details.
Definitions
Let S be a finite set. A Coxeter matrix on S is a symmetric |S| × |S| matrix M with entries in N ∪ {∞} such that each diagonal entry is 1 and each off-diagonal entry is ≥ 2. Associated to M is a group W with presentation W = S | (st) mst = 1 , where we omit the relation if m st = ∞. The pair (W, S) is a Coxeter system, W is a Coxeter group, and the group presentation is a Coxeter presentation for W . The conjugates of elements of S are called reflections in W .
Given a Coxeter system (W, S), we will use two different labeled graphs with vertex set S. The Coxeter graph Γ associated to (W, S) has an edge labeled m st connecting s to t if and only if m st = 1, 2 whereas the Coxeter diagram Ψ associated to (W, S) has an edge connecting s to t if and only if 1 < m st < ∞. Note that both the Coxeter graph and Coxeter diagram encode the same information as the Coxeter matrix. A Coxeter system (W, S) is irreducible if its Coxeter graph Γ is connected.
We define the link complex L S of (W, S) to be the simplicial complex with vertex set given by S such that {s 1 , s 2 , . . . , s k+1 } spans a k-simplex in L S if and only if the subgroup generated by {s 1 , s 2 , . . . , s k+1 } is finite. Note that the l-skeleton of L S is precisely the (unlabeled) Coxeter diagram of (W, S).
Reduced words and the word problem
We now consider reduced words in Coxeter groups. Given a Coxeter system (W, S) and w ∈ W , we denote by ℓ(w) the length of w, which is given by
An expression for w which achieves its length ℓ(w) is called a reduced or geodesic expression for w. These notions depend heavily on the choice of Coxeter generating set S.
We will denote by s i the omission of s i from an expression. The following is a standard characterization of Coxeter groups. (See, for example, Theorem 5.8 of [Hu] .) Type (I) -Delete a subword of the form ss for some s ∈ S.
Type (II) -Replace an alternating subword sts . . . of length m st for some s, t ∈ S with the alternating word tst . . . of length m st .
Remark 2.4. Elementary M -operations do not change the image (under the natural surjection from F (S) to W ) of the word in W . Moreover, they do not increase the word length.
We say a word is M -reduced if its length cannot be reduced via elementary Moperations. A Tits Reduction (or M -reduction) of a word is a sequence of elementary M -operations.
The word problem is a fundamental motivating question in combinatorial and geometric group theory. The deletion condition implies that Coxeter groups have solvable word problem. In particular, Tits (see [Ti] , [Bro2] ) proved the following theorem. Remark 2.6. An important special case of Theorem 2.5 is for alternating products. In particular, for a, b, ∈ S, an alternating product of a and b of length strictly less than m ab is the unique reduced representative of the corresponding element of W .
Theorem 2.5 together with Remark 2.4 solve the word problem for Coxeter groups. Since Type (II) M -operations do not change the set of generators involved in an expression, the following standard result is an immediate corollary of Theorem 2.5.
Corollary 2.7. Let (W, S) be a Coxeter system. Then, for any w ∈ W , there is a unique subset S w ⊂ S such that every reduced expression for w involves precisely the letters in S w . Moreover, S w is the minimal special subgroup of W containing w and is the intersection of all the special subgroups containing w.
Parabolic subgroups
Given a Coxeter group W , we will be particularly interested in certain natural subgroups of W . (Note that for elements or subsets A 1 , A 2 , . . . , A k of a group G we denote by A 1 , A 2 , . . . , A k the subgroup of G generated by the union of the A i 's.) Definition 2.8. A special subgroup of W is a subgroup W T of W given by W T = T for some T ⊂ S. Note that this notion depends on the choice of generating set S. We say W ∅ = 1 and we define the rank of W T to be |T |. The W -conjugates of special subgroups of W are called parabolic subgroups of W .
The following theorem shows, in particular, that the above terms are well-defined for a fixed choice of Coxeter system (W, S).
Theorem 2.9 (See, for example, [Hu] ). Let (W, S) be a Coxeter system with Coxeter matrix M , and let T, U ⊂ S.
(i) (W T , T ) is a Coxeter system with Coxeter matrix the submatrix of M corresponding to T .
(ii) If w ∈ W T , and w = s 1 s 2 . . . s k is a reduced expression for w with respect to S, then s i ∈ T for all i. In particular, W T ∩ S = T . Moreover, the length of w with respect to S equals the length of w with respect to T .
(iii) S is a minimal generating set for W , and more generally, T is a minimal generating set for W T .
Given T ⊂ S, consider the Coxeter system (W T , T ). Denote by Γ T , respectively Ψ T , the associated Coxeter graph, respectively Coxeter diagram. Note that by Theorem 2.9, these are simply the labeled subgraphs of Γ, respectively Ψ, generated by T . Denote by M T the associated Coxeter matrix.
Remark 2.10. If we have a special subgroup G ⊂ W , it will sometimes be convenient to use the notation S G to denote the generators of G as a special subgroup. Note that by Theorem 2.9, we have S G = G ∩ S and G = W SG . In this notation, statement (ii) of Theorem 2.9 implies the well-known result that for special subgroups A and B in W , the intersection of A and B is S A ∩ S B .
For T, U ⊂ S, we say that w is (T,U)-reduced if it is of minimal length in the double coset W T wW U . The following is standard (see, for example, [Bo] (Chapter IV, Section 1, Exercise 3)).
Proposition 2.11. Let T and U be (possibly empty) subsets of S.
Given two parabolic subgroups of W , we will be interested in their intersection. In fact, the intersection of two parabolic subgroups is again a parabolic subgroup. In particular, we have the following, originally due to Tits (for a proof, see Lemma 3 of [MT] , for example).
Proposition 2.12. Suppose A and B are special subgroups of W , with corresponding generating sets S A , S B ⊂ S. For w ∈ W , let d be the unique (S A , S B )-reduced element of AwB. Let w 1 ∈ A and w 2 ∈ B be elements so that w = w 1 dw 2 . Then, A ∩ wBw
Proof of Corollary 2.13. By Proposition 2.12, we have
for w 1 ∈ A and w 2 ∈ B such that w = w 1 dw 2 . Since w 1 ∈ A, we find A ⊂ S A ∩dS B d −1 . Now S A is a minimal generating set of A by statement (iii) of Theorem 2.9, so A cannot be generated by a proper subset of S A . We therefore have
The next two corollaries follow immediately. It therefore makes sense to define the rank of a parabolic subgroup to be the rank of any special subgroup of which it is a W -conjugate.
Classification
Let W be a Coxeter group generated by reflections in the sides of a compact Euclidean or hyperbolic n-simplex. Note that every proper special subgroup of W is finite since every such subgroup stabilizes a point under the natural (discrete, proper) action of W on Euclidean or hyperbolic space. In fact, we have the following characterization of this property (see [Bo] , [Hu] , or page 62 of [Bro2] In case (2), W acts cocompactly on E n−1 or H n−1 and we can recover the dihedral angles of the fundamental domain from the Coxeter presentation.
Remark 2.17. This is part of the general classification of Coxeter groups. In particular, irreducible finite groups and those described in part (2) of Theorem 2.16 are listed in standard books on Coxeter groups, such as [Bo] and [Hu] . In particular, determining whether Coxeter groups (or their special subgroups) are finite reduces to verifying whether their irreducible components appear on the list of irreducible finite Coxeter groups.
CAT(0) spaces
We recall a few key facts about CAT(0) spaces. See [BH] for full details.
Definitions, properties, and constructions
Definition 3.1. Given κ ∈ R, let M n κ be given by E n (Euclidean n-space), H n κ (hyperbolic n-space of constant curvature κ), or S n κ (n-sphere of constant curvature κ) as κ is 0, negative, or positive, respectively. We denote by d κ the distance function on M n κ . Assume that (X, d) is a geodesic metric space. Let T ⊂ X be a geodesic triangle. A κ-comparison triangle for T is a triangle T ′ ⊂ M 2 κ with the same edge lengths as those in T . We say T satisfies the CAT(κ) inequality if for all points x, y ∈ T with corresponding points Remark 3.2. We will be most concerned with the case of κ = 0. CAT(0) spaces are a generalization of complete, simply connected, nonpositively curved Riemannian manifolds. CAT(0) spaces can be singular, even locally infinite. However, the CAT(0) condition yields many strong properties, including convexity of the distance function, unique geodesics, and contractibility.
We briefly discuss a natural construction that yields many interesting examples of CAT(0) spaces. Since E n is (clearly) CAT(0), we will construct additional CAT(0) spaces by gluing together pieces of E n . A piecewise-Euclidean (PE) complex X is a cell complex where each cell is isometric to a polyhedron in E n , with the requirement that the induced metrics agree on intersections. Piecewise-spherical (PS) and piecewise-hyperbolic (PH) complexes are defined similarly. (See [BH] for details.)
Bridson [Bri1] showed that if such a complex is composed of only finitely many isometry types of cells, then it is a complete geodesic space with respect to the naturally defined metric. Note that this condition is often satisfied in cases that arise naturally. In particular, if a group acts cocompactly by isometries on a metric polyhedral complex X, then the original complex X has only finitely many isometry types of cells. Moreover, given a cocompact group action on any polyhedral complex X, metrizing a fundamental domain and extending equivariantly gives X a metric structure with only finitely many isometry types of cells. Definition 3.3. A PE, PH, or PS complex X satisfies the link condition if for every vertex v ∈ X, the link complex (with its natural PS structure) is a CAT(1) space.
The importance of this condition is given by the following theorem, due to Gromov, Ballman, and Bridson (see [BH] To prove that a PE-complex is CAT(0), it thus suffices to show that it is simply connected and has CAT(1) links. Applying Theorem 3.4 to the links then reduces the problem to one of ruling out short loops in successive links. However, in dimension 2, links of vertices are graphs, where checking for embedded loops is straightforward. In particular, we have the following useful characterization. 
Isometries and group actions
Definition 3.6. By an action of a group G on a space X, we mean a homomorphism φ : G → Isom(X). (Note that all actions are thus isometric actions, but we will not, in general, assume that actions are proper or faithful.) A group action on X is trivial if a point of X is fixed by every element of the group. An isometry γ ∈ Isom(X) is semisimple if d(·, γ(·)) attains a minimum on X and an isometry is elliptic if it fixes a point. Moreover, for H ⊂ G, we say H is φ-elliptic if the action of H on X given by φ | H is trivial.
The following are standard facts about fixed sets.
Lemma 3.7. Suppose a group G acts by isometries on a geodesic metric space (X, d) via φ : G → Isom(X).
The next result (Corollary II.2.8 of [BH] ) is crucial for our arguments.
Proposition 3.8 (Bruhat-Tits Fixed Point Theorem). Let X be a complete, connected CAT(0) space. Any action of a finite group on X is trivial. More generally, any action on X with a bounded orbit is trivial.
The proof of this result depends on the fact that the center of a bounded set is well-defined in complete CAT(0) spaces. Since every orbit is preserved, the center of a bounded orbit, which is metrically defined, will be preserved by the action as well.
A standard consequence is the following:
Corollary 3.9. Suppose a group G acts by isometries on a complete, connected
Proof. Since H is finite index in G, there is a normal subgroup N of finite index in G such that N < H < G. Now N is φ-elliptic since H is. Denote the (nonempty, contractible) fixed set of N by X N . Then G/N acts on X N . This action has a fixed point x G by Proposition 3.8. The point x G is fixed by the group G.
Actions of Coxeter groups
In this section, we consider some known actions of Coxeter groups on CAT(0) spaces. Fix a Coxeter system (W, S).
• The Davis-Moussong complex Σ DM associated to (W, S) (see, for example, [DM] ) has a simplicial structure similar to that of the classical Coxeter complex. Let Σ DM (W, S) be the poset of cosets of proper special subgroups of W , ordered by reverse inclusion. Then, Σ DM (W, S) is the poset of simplices of a simplicial complex which we also denote by Σ DM (W, S). In his thesis [Mo] , Moussong proved that by assigning appropriate Euclidean metrics to the cells of a particular cellular structure on Σ DM , the resulting metric on Σ DM is CAT(0). Moreover, W acts on Σ DM properly by isometries. Note that if W is finite, then the action is trivial by Proposition 3.8. We also note that the dimension of Σ DM is given by the maximal rank of finite special subgroups of W .
• Every action of a quotient group of W yields an action of W . This gives additional examples of nontrivial actions as follows: Given another Coxeter system (W ′ , S), there is a surjection of W to W ′ if m ′ ij divides m ij for all i, j. In particular, if the values of m ij are large composite numbers, then W has actions on the DavisMoussong complexes of such quotient groups. We will see in Section 6.3 that large values of m ij imply that W acts nontrivially in low dimensions.
• Suppose W is infinite. Since W is generated by torsion elements, it has no nontrivial homomorphisms to Z. However, Cooper, Long, and Reid in [CLR] and Gonciulea in [Go] showed that W has a finite index subgroup that surjects to Z. Such a finite index subgroup then acts nontrivially by translation on the real line. However, W itself acts nontrivially on a tree if and only if some m ij is infinite (see [MT] ).
• Niblo and Reeves construct in [NR] a locally finite, finite-dimensional CAT(0) cube complex on which W acts properly discontinuously. This action is not always cocompact. For right-angled Coxeter groups, their complex is isometric to the Davis-Moussong complex.
Group decompositions 4.1 Graphs of groups
Recall from Bass-Serre Theory (see [Se] or [SW] ) that decompositions of groups as graphs of groups correspond to actions on trees. A group G has Serre's property FA (see [Se] ) if for every tree T , every action of G (without inversions) on T is trivial, i.e. has a global fixed point. In particular, if G has FA, then G does not split nontrivially as a graph of groups.
Since trees are CAT(0), the Bruhat-Tits Theorem (Proposition 3.8) applies, so finite groups have FA. Additionally, the following groups have FA:
• Every finite index subgroup of SL n (Z) for n ≥ 3 (Margulis-Tits, see [Se] )
• Finitely generated torsion groups (see [Se] )
• Coxeter groups W such that m ij < ∞ for all i and j (see [Se] )
• Finitely generated groups with Kazhdan's property T (see [Wa] )
• Out(F n ) and Aut(F n ) for n ≥ 3 (see [CV] )
• Mapping class groups of surfaces of genus at least 2 (see [CV] )
Recall that the amalgamated product of A and B along C, denoted A * C B, is the pushout of the diagram of groups A ←֓ C ֒→ B. (It is the fundamental group of the graph of groups with vertices labeled A and B and single edge C.)
Remark 4.1. Mihalik-Tschantz note in [MT] that a Coxeter group has FA if and only if every m ij < ∞. In particular, if (W, S) is a Coxeter System and m ij = ∞, then W ∼ = S − {s i } * S−{si,sj } S − {s j } . Definition 4.2. Let G = A * C B, and let g ∈ G. The normal form length of g, denoted ℓ nf (g), is given by
Note that this is equal to the length of g as an element of A * C B in normal form (see [SW] or [Se] for details on normal form in amalgamated products). We will be particularly interested in the normal form length of words in amalgamated products of Coxeter groups. Proof. By Remark 4.3 and Theorem 2.5, any such alternating product is actually a reduced word in the Coxeter group G. (In fact, it is the unique reduced word representing g.) If g were written as another alternating product of elements in A and B, then by the Deletion Condition (Theorem 2.1), deleting an even number of generators would result in the original alternating product. Since deleting generators from such a word does not increase the number of 'alternations' between elements of A and B, the result follows.
Triangles of groups
The study of triangles of groups is a 2-dimensional analogue of Bass-Serre Theory originally due to S. Gersten and J. Stallings (see [St] ). In the next section, we will see a more general context, but the case of triangles will be of particular use in later sections.
Suppose a group G acts on a 2-dimensional simplicial complex with quotient a triangle. By choosing a fundamental domain for the action, we assign corresponding stabilizer groups to the vertices, edges, and face of this triangle. This process yields a triangle of groups, a 2-dimensional analogue of the simple graph of groups corresponding to A * C B. Formally, a triangle of groups is a commutative diagram of groups and monomorphisms, as in Figure 2 below. The groups A, B, and C are vertex groups, D, E, and F are edge groups, and K is the face group.
The fundamental group G of the triangle of groups is the colimit of the diagram, i.e. the unique group (up to isomorphism) satisfying the following universal mapping property.
Given any group H and homomorphisms from the vertex groups to H, there is a unique homomorphism from G to H such that the resulting diagram of groups commutes.
Definition 4.5. Let E, F , and K be groups and let K → E and K → F be homormorphisms. The Gersten-Stallings angle between E and
and φ is the natural surjection φ : E * K F → E, F ⊂ A. Equivalently, n is the length of the shortest loop in the graph whose vertices are the cosets of E and F in A and edges are the cosets of K in A, with incidence given by inclusion.
Note that the minimal length of a nontrivial element in the kernel of E * K F → A will indeed be even. To see this, note that if an element's normal form length is odd, then it can be conjugated by the inverse of its leading element to get another element in the kernel with shorter normal form length.
Given a triangle of groups with fundamental group G such that all the vertex groups inject into G, there is a natural 2-complex on which G acts with quotient a triangle. The 2-simplices are given by cosets of K in G, with incident edges given by the corresponding cosets of D, E, and F , and vertices the cosets of A, B, and C. We give the 2-complex a metric by assigning a metric on the fundamental domain that agrees with the group theoretic angles. In particular, each triangle has the metric of a triangle in E 2 , H 2 , or S 2 , according to the sum of the (group theoretic) angles at each vertex of the triangle of groups. So, the resulting space is PE, PH, or PS, and is called the universal cover of the triangle of groups.
The following is due to Gersten and Stallings (see [St] ).
Theorem 4.6. If the sum of the angles in a triangle of groups is less than or equal to π, then its universal cover X is CAT(0). (If the sum is strictly less than π, then X is in fact CAT (-1) .)
The idea of the proof is that the metric was assigned so that X satisfies the Link Condition (Theorem 3.4).
Simple complexes of groups
The theory of complexes of groups was studied by Haefliger in [Ha] and independently (in dimension 2) by Corson in [Co] . We will follow the development in [BH] but will only need the theory of simple complexes of groups. A simple complex of groups is a commutative diagram of groups associated to a poset. Definition 4.7. A simple complex of groups over a poset Q, denoted G(Q), consists of:
Denote by G(Q) the colimit of the diagram of groups. We often take Q to be the poset associated to the cells of some cell complex. Note that if the geometric realization of Q is simply connected, as will be true in the cases we will consider, then G(Q) is the fundamental group of the corresponding complex of groups.
Remark 4.8. Given presentations for the local groups of G(Q), we have a presentation for the colimit G(Q). The generators are given by the generators of the local groups, and along with the relations coming from the local groups, generators of different local groups are related via the monomorphisms ι τ σ . Specifically, if the local groups have presentations G σ = S σ | R σ , then we have
Suppose Q is the poset corresponding to the simplices of a 2-simplex, ordered by reverse inclusion. A simple complex of groups over Q is a triangle of groups. More generally, if Q is the poset corresponding to the simplices of an n-simplex ∆ n , ordered by reverse inclusion, we refer to a simple complex of groups over Q as an n-simplex of groups.
Remark 4.9. As was the case for triangles, if the local groups inject into G(Q), there is a simply connected space, the universal cover of G(Q), upon which G(Q) acts with quotient the underlying cell complex. In particular, the underlying cell complex is a strict fundamental domain for the action. Assigning a metric to the underlying cell complex of Q yields a metric on the universal cover and the resulting action is by isometries. We will call a simplex of groups nonpositively curved if its universal cover is CAT(0).
The following is a higher dimensional analogue of the graph of groups version given by Mihalik-Tschantz (see Lemma 2 of [MT] (i) For s ∈ S, the set {σ | σ ∈ Q, s ∈ G σ } corresponds to a nonempty connected subcomplex of Q.
(ii) If s, t ∈ S and m st < ∞, then {s, t} ⊂ G σ for some σ ∈ Q.
Proof. Recall that by Remark 4.8, in a simple complex of groups G(Q), if the local groups have presentations G σ = S σ | R σ , then we have
In the case we are considering, we will use the induced Coxeter presentations of the local groups as special subgroups of W for our choice of presentations S σ | R σ . Suppose that (i)and (ii) hold. By (i), we can write
So, it suffices to show that the relations appearing in the vertex groups are precisely the relations of W . By our choice of presentations for the local groups (as special subgroups of W ), every relation r σ ∈ R σ is a relation from our Coxeter presentation for (W, S). Moreover, by (i), every relation s 2 = 1 appears in some local group (hence some vertex group). Finally, by (ii), every relation of the form (st) mst = 1 appears in some local group (so in a vertex group).
5 Property FA n
Definition and examples
By a PE CAT(0) n-complex, we will mean a PE simplicial complex that is complete, connected, CAT(0), and has only finitely many isometry types of cells.
Definition 5.1. A group G has property FA n if for every PE CAT(0) n-complex, every action of G on X by cellular isometries has a global fixed point. G has strong FA n if, for every complete, connected CAT(0) space X of (topological covering) dimension n, every action of G by semisimple isometries on X has a global fixed point.
Bridson showed in [Bri2] that if X is a connected PE complex with only finitely many isometry types of cells, then every cellular isometry of X is semisimple. Therefore, any group with strong F A n also has F A n .
The following, as noted by Farb in [Fa] , is an immediate consequence of Proposition 3.8.
Corollary 5.2. Let G be a finite group. Then, G has strong FA n for all n.
Farb also showed in [Fa] that the following groups have property FA n :
• Finite index subgroups of SL m (Z) and SL m (Z[1/p]) for m ≥ n + 2.
• More generally, arithmetic or S-arithmetic subgroups of K-simple algebraic Kgroups of K-rank at least n + 1, for K a global field.
• Discrete groups generated by reflections in the sides of a Euclidean or hyperbolic (n + 1)-simplex.
Recently, Bridson [Bri4] has also considered property F A n for automorphism groups of free groups.
Homological techniques and implications
Note that the homology we consider throughout is with Z coefficients. We will prove that certain actions are trivial by studying the combinatorics of fixed sets. Consider a collection {S i } i∈I , where each S i is a set. Recall that the nerve N = N ({S i } i∈I ) of this collection is the simplicial complex whose vertices correspond to the sets S i and such that the vertices
We will be particularly interested in the nerves of collections of fixed sets under group actions. Let G be a group, and suppose G acts on a space X via φ : G → Isom(X). Let Σ be a finite collection of φ-elliptic subsets of G. We define the nerve of Σ under φ,
Remark 5.3. Suppose Σ is finite. Then, N (Σ, φ) is a simplex if and only if the action of Σ (the subgroup of G generated by the union of the elements of Σ) given by restricting φ has a global fixed point. By Corollary 3.9, if Σ is a finite index subgroup of G, then this holds if and only if the action of G has a global fixed point.
We will use the following result of Leray (see Theorem VII.4.4 of [Bro1] ).
Theorem 5.4. Suppose X is a CW complex and is the union of subcomplexes X α such that the intersection of any finite subcollection of the X α is either empty or acyclic. Then H * (X) = H * (N ) where N is the nerve of the cover {X α }.
Because we will not always assume that we are working with cell complexes, we will also need the following result (Theorem 2 of McCord [Mc] ).
Theorem 5.5. Let X be a space and U a locally finite open cover of X such that the intersection of any finite subcollection of U is either empty or homotopically trivial. Then, there is a weak homotopy equivalence N → X where N is the nerve of the cover U.
Definition 5.6. Let K be a simplicial complex. We say that K is n-allowable if H m (K) = 0 for all m ≥ n.
The motivation for this definition can be found in the following, which is implicit in [Fa] . We include a proof here for completeness.
Proposition 5.7. Let G be a group. Suppose G acts on a complete CAT(0) space X of dimension n via φ : G → Isom(X). Let Σ be a finite set of φ-elliptic subsets of G. Then
Proof of Proposition 5.7. Let Y be the union of the fixed sets Fix φ (S) for S ∈ Σ. By Lemma 3.7, we have
In particular, nonempty intersections of the sets Y S are fixed sets so are contractible by Lemma 3.7. Taking regular neighborhoods of fixed sets Fix φ (S) preserving the intersection data, we may apply Theorem 5.5 to the resulting open cover of Y . We thus find that N (Σ, φ) is weakly equivalent to Y . In particular, H * (N (Σ, φ)) = H * (Y ). Let m ≥ 1. Applying the long exact homology sequence for pairs, we find the exact sequence
So, since X is contractible (see Remark 3.2), we actually have the exact sequence
The same result follows for a subset T ⊂ Σ by considering the action given by φ restricted to T .
Note that we have in fact proven something stronger. The only assumptions we used for X are that it is a contractible metric space of dimension n with contractible fixed sets.
Remark 5.8. Let K be an n-allowable simplicial complex with 0-skeleton consisting of the vertices v 1 , . . . , v k+1 for some k ≥ n. By the definition of n-allowable, H k (K) = 0. So, if the (k − 1)-skeleton of K is the boundary of a k-simplex, then the k-skeleton (and hence the entire complex K) is a k-simplex.
Using a topological form of Helly's Theorem, Farb applies certain cases of the following in [Fa] . We include here a proof of the general result using the techniques discussed above.
Corollary 5.9. Let G be a group and Σ a finite set of subsets of G whose union generates a finite index subgroup of G. Suppose G acts on a complete CAT(0) n-dimensional space X via φ : G → Isom(x). For n < |Σ|, if every n + 1 elements of Σ generate a φ-elliptic subgroup of G, then G is φ -elliptic.
Proof. By assumption, every n + 1 elements of Σ generate a φ-elliptic subgroup. So, by definition of N = N (Σ, φ), every n + 1 vertices in N span an n-simplex. If |Σ| = n + 1, then G is φ-elliptic by Remark 5.3. Otherwise, consider a subset T ⊂ Σ of cardinality n + 2. Then, the n-skeleton of N (T , φ) is the boundary of an (n + 1)-simplex. By Proposition 5.7, we know that N (T , φ) is n-allowable, so by Remark 5.8, its (n + 1)-skeleton is actually an (n + 1)-simplex. Inductively, we see that the (|Σ| − 1)-skeleton of N is an (|Σ| − 1)-simplex, so N is a simplex. Thus G is φ-elliptic by Remark 5.3.
As an immediate consequence we have the following:
Corollary 5.10. Let G be a group and Σ a finite set of subsets of G whose union generates a finite index subgroup of G. For n < |Σ|, if every n + 1 elements of Σ generate a group with property FA n (resp. strong FA n ), then G has property FA n (resp. strong FA n ).
Definition 5.11. (Notation as in Section 4.3.) We say that an n-simplex of groups is minimal if for all k < n, every local group G σ corresponding to a k-simplex σ is generated by the (images of the) local groups G τ such that σ τ . (Such a G σ will be known as a local group of codimension n − k .) Note that minimality is equivalent to the assumption that all links in the universal cover of the simplex of groups are connected.
The following was proved for FA 1 by R. Alperin in [Al] .
Corollary 5.12. Let n ≥ 1. Suppose the group G is decomposable as a minimal (n + 1)-simplex of groups Λ such that every local group of Λ has FA n (resp. strong FA n ). Then, G has FA n (resp. strong FA n ).
Remark 5.13. The assumption is only that the simplex of groups is realizable; it does not have to be nonpositively curved. This result implies, for example, that any realizable minimal n-simplex of finite groups has strong FA n−1 . So, if a group acts nontrivially by semisimple isometries on any complete, connected CAT(0) space of dimension n, then it does not decompose as a minimal m-simplex of finite groups for any m > n.
Proof of Corollary 5.12. Suppose G acts on a PE CAT(0) n-complex X via φ. Consider the collection Σ = {H | H is a local group of codimension 1}. By minimality, the union of the elements of Σ generates G and for all H ∈ Σ, we know H has FA n . Moreover, for all k ≤ n + 1, every collection of k elements of Σ generates a local group of codimension k, which in turn has FA n . Therefore, G has FA n by Corollary 5.10. The case of strong FA n is completely analogous.
The following lemmas will be useful when characterizing Coxeter group actions.
Lemma 5.14. Suppose (W, S) is a Coxeter system and L is its link complex (see §2.1). If W acts on a complete, connected CAT(0)
In particular, the 0-skeleton of L and that of N are identical, and for k > 0 the k-skeleton of N contains that of L.
Proof. That the 0-skeletons are the same is immediate by definition. The rest of the statement follows from Proposition 3.8 since simplices in L correspond to finite subgroups of W . We will call such a loop of length 3 (i.e. a loop with 2 sides in γ) a corner triangle in the loop γ.
Proof.
We proceed by induction on n. If n = 3, the result holds vacuously. Suppose then that it holds for loops of length less than or equal to k. Consider a loop γ of length k + 1. By assumption, the full subcomplex K(γ) on the k + 1 vertices {v 1 , v 2 , . . . , v k+1 } of γ is 1-allowable. So, since γ itself is not 1-allowable, γ is a proper subset of K(γ). In particular, for some 1 ≤ j ≤ k and 1 ≤ m ≤ k there is an edge in K(γ) connecting v j and v j+m . If m = 1 then we are done. Otherwise, consider the loop γ ′ with (ordered) vertices (v 1 , v 2 , . . . , v j , v j+m , v j+m+1 , . . . , v k+1 ). Then the length of γ ′ is k + 1 − m + 1 < k + 1. By induction, there is a corner triangle in γ ′ . If this triangle is a corner in γ, we are done. Otherwise, one side of the triangle is the edge between v j and v j+m . Consider the shorter loop obtained by 'cutting off' this corner. This is a loop, all but one of whose edges is in γ. Proceeding in this fashion, we eventually either find a corner triangle in γ or end up considering a loop of length 3, of which 2 sides are part of γ (i.e. a corner triangle of γ).
6 Strong FA n for Coxeter groups 6.1 n-finite Coxeter groups Definition 6.1. A Coxeter group W with fixed Coxeter system (W, S) is n-finite if every special subgroup of W of rank less than or equal to n is a finite group. Note that for n ≤ |S|, the group W is n-finite if and only if all of its special subgroups of rank n are finite. A special subgroup is n-finite if it is n-finite with respect to its inherited Coxeter system (W T , T ).
Since finite groups have strong FA n by Corollary 5.2, Theorem 1.1 follow from Corollary 5.10 by letting Σ = {{s} | s ∈ S}. In fact, by Corollary 5.9 we have the following: Corollary 6.2. Let W be a Coxeter group. If W is (n + 1)-finite, then every action of W on every complete connected CAT(0) space of dimension n has a global fixed point.
The converse is true in dimension 1, as seen in [MT] . We will prove it is also true in dimension 2. In general, we have the following reformulation of Conjecture 1.2. 
(ii) Every action of W on every complete connected CAT(0) space of dimension n has a global fixed point.
(iii) W has strong FA n .
(iv) W has property FA n .
(v) W does not split nontrivially as a nonpositively curved m-simplex of special subgroups, for all 0 < m ≤ n.
We have already seen that (i) ⇒ (ii). That (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) is clear by definition. It remains only to show that (v) ⇒ (i).
Remark 6.4. Note that property FA n is by definition a property of a group rather then a presentation of the group. However, by the classification of Coxeter groups, nfiniteness is easily verifiable from a Coxeter presentation itself (see Remark 2.17). If true, the Coxeter F A n Conjecture would thus give a useful characterization of property FA n for Coxeter groups.
The CAT(0) Conjecture
We now describe an approach to completing the proof of Conjecture 6.3. If W is finite, then W has FA n for all n, and there is nothing to prove. We thus only need consider infinite Coxeter groups in what follows.
Given a Coxeter system (W, S) and an infinite special subgroup of W , we construct in this section a nontrivial simplex of groups decomposition for W . Our goal will be to show that the universal cover of this simplex of groups is a PE CAT(0) complex on which W acts nontrivially, i.e. that the simplex of groups is nonpositively curved. This would complete the proof of Conjecture 6.3.
We define v(W ) := max{m | W is m-finite}. Our goal is to construct a simplex of groups decomposition of W of dimension v(W ). To do this, we first consider a "natural" decomposition of a subgroup of W . Let v = v(W ). Then W has FA n for all n < v by Corollary 6.2. ′ , but for A ⊂ S ′ , the local group corresponding to the simplex σ A is S − A . If v(W ) = 1, we recover a graph of groups decomposition of W of Remark 4.1. Note that associated to the maximal simplex σ ∅ is the group S − S ′ .
Example 6.5. Let S = {a, b, c, x, y, z} and let W be the Coxeter group given by the Coxeter graph in Figure 3 . In the next section, we will prove the CAT(0) Conjecture in dimension 2.
Proof of CAT(0) Conjecture in dimension 2
We will now prove the CAT(0) Conjecture in the case where v = 2, i.e. when the v-splitting of W is a triangle of groups decomposition of W . To do so, we will prove that the Gersten-Stallings angles in this triangle of groups are the same as those for the natural decomposition of W ′ . In particular, we have the following result (notation as in Section 4.2).
Proposition 6.9. Suppose (W, S) is a Coxeter system with distinct special subgroups A,B, and C. Then,
Moreover, let W 1 = A, B . Then,
In particular, for a = b ∈ S and T ⊂ S − {a, b},
(where π/∞ denotes 0). Proof of Theorem 6.10. (Notation as in the previous section.) Let Λ be the triangle of groups decomposition of W determined by S ′ ⊂ S, and X its corresponding development. By Proposition 6.9, the Gersten Stallings angles of Λ are the same as those of the corresponding triangle of groups decomposition of W ′ . Since W ′ is either a hyperbolic or Euclidean triangle group, the sum of the angles of Λ is at most π. So X is CAT (0) by Theorem 4.6. A Coxeter group is of large type if m ij > 2 for all i = j. Since every large type Coxeter group of rank 3 is infinite, an infinite large type Coxeter group is never 3-finite.
In particular, such a Coxeter group has FA but not FA 2 if and only if every m ij < ∞ (and does not even have FA otherwise).
A Coxeter group is of odd (resp. even) type if every m ij is odd (resp. even) or infinite. If W is of odd type, then it is of large type, so the above characterization holds. If W is of even type and is 3-finite, then every special subgroup of rank 3 is reducible (a direct product of special subgroups). Moreover, every higher rank special subgroup is reducible and finite and, in particular, W itself is finite. So, an infinite even type Coxeter group never has FA 2 either.
This proves Theorem 1.5. Note that if Λ ′ is hyperbolic (i.e. if W ′ is a hyperbolic triangle group), then the sum of the angles in Λ is less than π, so X is CAT(-1). Hence, we actually have proven the following:
Corollary 6.12. Suppose (W, S) is a Coxeter system with m ij < ∞ for all i, j. Suppose further that a rank 3 special subgroup of W is a hyperbolic triangle group. Then, W acts nontrivially on a CAT(-1) 2-complex.
Before proceeding to the proof of Proposition 6.9 we first define some notation that will be useful.
Notation. Let (W, S) be a Coxeter system. 1. For s, t ∈ S with m st < ∞ we define α st to be the alternating word in s and t of length m st . That is, 
Proof of Lemma 6.13. This follows immediately from the Deletion Condition and Corollary 2.7 together with Remark 2.6.
We will also need the following lemma (notation as in Proposition 2.11).
Lemma 6.14. Let r, t, ∈ S and let w(r, t) be an alternating word in r and t of length strictly less than m rt . Suppose w is the element of W represented by the word w(r, t). Let i(w) (resp. j(w)) be the first (resp. last) elements in the word w(r, t). Then w is (I − i(w), J − j(w))-reduced for all I, J ⊂ S .
Proof of Lemma 6.14. By Proposition 2.11, it suffices to show that for all s ∈ I − i(w) and all s ′ ∈ J − j(w), we have ℓ(sw) > ℓ(w) and ℓ(ws ′ ) > ℓ(w). (Note that by the Deletion Condition (Theorem 2.1(2)) ℓ(sw) = ℓ(w).) Assume that ℓ(sw) < ℓ(w) for some s ∈ I − i(w). By the Strong Exchange Condition (Theorem 2.1(3)) we have w = W s w. However, since w is the unique reduced word representing the element w of W (see Remark 2.6), we have w = s w as words in the alphabet S. Thus s = r or s = t. Without loss of generality, we may assume w = rt . . .
ℓ(w)
. Now s = r since r = i(w) and s ∈ I − i(w). So s = t and sw = trt . . .
ℓ(w)+1
. Then sw is reduced since ℓ(w) < m rt . This contradicts the assumption that ℓ(sw) < ℓ(w) so in fact ℓ(sw) > ℓ(w) as required. The case of s ′ ∈ J − j(w) is analogous.
We are now in a position to prove Proposition 6.9. m ab is a nontrivial element in ker ρ. Moreover, by Lemma 4.4, the normal form length in G of (ab) m ab is 2m ab so k ≤ m ab for all such choices of a and b. It thus suffices to show that for a nontrivial element g ∈ ker ρ, there exist some a ∈ S A − S B and b ∈ S B − S A such that ℓ nf (g) ≥ 2m ab .
Proof of Proposition
Let M be the Coxeter matrix of (W, S) and let M ′ be the Coxeter matrix of (G, S A ∪ S B ) as in Remark 4.3. Define (see Definition 2.3)
Let g ∈ ker ρ of minimal normal form length 2k. By Theorem 2.5, since g = W 1 there is a Tits Reduction in W (i.e. an M -reduction) of g to the identity. Since g = G 1 we know that g does not M ′ -reduce to the identity. So, the Tits Reduction of g to the identity in W involves at least one operation in Op(M − M ′ ). In particular, for some a ∈ S A − S B and b ∈ S B − S A , an M ′ -reduced expression of g must have a subword of the form α ab or α ba .
Choose g nontrivial in ker ρ along with a ∈ S A − S B and b ∈ S B − S A so that m ab is minimal among all possible such choices also satisfying both of the following:
2. α ab or α ba is a subword of some M ′ -reduced expression of g.
Note that such a choice is possible by the preceding discussion. Let m = m ab . Without loss of generality, we may assume that the alternating expression begins with a, i.e. that α ab is a subword of an M ′ -reduced expression of g. By abuse of notation, we will also use g to denote such a choice of M ′ -reduced expression of g. We will show k ≥ m and this will complete the proof.
Case 1: If m = 2 then we need only show k = 1. Suppose otherwise that k = 1 so g = G a 1 abb 2 for some a 1 ∈ A and b 2 ∈ B. Then a 1 a = W b −1 2 b −1 so in particular a 1 a, bb 2 ∈ A ∩ B and thus g ∈ A ∩ B. In particular, the fact that g = W 1 implies that g = G 1 in G since ρ | A∩B is injective. This is a contradiction as g is nontrivial in G.
Case 2: Suppose that m is even and m = 2. Then without loss of generality, we may assume
for some a i ∈ A − {1} for i = j, b i ∈ B − {1} for i = m + j − 1, a j a ∈ A − {1}, and bb m+j−1 ∈ B − {1}. Conjugating in G we obtain another nontrivial element h of ker ρ given by
Moving to W , we have h = W 1 so
As a / ∈ B, the generator a cannot appear in any reduced expression of b i for any i (and similarly for b and a i ) by Corollary 2.7. Applying Lemma 6.13 we therefore find that m ≤ j + (2k − (m + j − 1) + 1) = 2k − m + 2 so k ≥ m − 1. If k > m − 1 we are done.
Assume then that k = m − 1. Note that a j = 1 in this case. Leth denote the right side of equation (2) so that h = G α abh −1 . Since α ab is M -reduced, Theorem 2.5 implies thath M -reduces to α ab .
By assumption,h is M ′ -reduced, so as in the argument above, there is an M ′ -equivalent form ofh containing a subword of the form α a ′ b ′ (or α b ′ a ′ ) for some a ′ ∈ S A − S B and b ′ ∈ S B − S A . By the minimality assumption on m we have m a ′ b ′ ≥ m. Note thath consists of an alternating sequence of exactly m elements of A and B. This implies that the subword ofh must in fact be α a ′ b ′ , that m a ′ b ′ = m, and that there exist someã ∈ A andb ∈ B such thath = Gã α a ′ b ′b. So, equation (2) becomes
By Lemma 6.13, since m > 2 we have a ′ = a and b
In W we therefore have α ab = Wã α abb . By Lemma 6.14, ba . . . ba m−2 is (S A , S B )-reduced. Moreover, by assumption,ãa and bb are reduced. Then, by Proposition 2.11,
In particularã = W 1 = Wb . Since ρ is injective when restricted to A and to B, this implies thatã = G 1 = Gb . So h = G α ab α ba = G 1 where the last equality holds because m is even. This contradicts the assumption that h is nontrivial in G. Hence, k ≥ m as required.
Case 3: Now suppose that m is odd. Note that in this case, (α ab ) −1 = G α ab . By an analogous argument to the one in Case 2, we find a nontrivial reduced element h ∈ ker ρ h = G α abã −1
So, in W we have
By Lemma 6.14, ba . . . ab m−2 is (S A , S A )-reduced. So, again proceeding as in Case 2, we apply Proposition 2.11 to findã 1 = 1 =ã 2 . So, h = G α ab α ab = G 1 where that last equality holds because m is odd. This is our desired contradiction.
The rest of the proposition follows immediately from the facts that for special subgroups A, B, and C of W , we have (by Corollary 2.7 for example) A, C ∩ B, C = A ∩ B, C and S A ∩ S B = S A∩B .
7 Maximal FA n subgroups Let W be a Coxeter group. We say that a subgroup H ⊆ W is maximal FA n if H has property FA n and H is not properly contained in any other subgroup of W with FA n . Note that every (n + 1)-finite special subgroup of W (with respect to any Coxeter generating set of W ) has FA n . We conjecture that all maximal FA n subgroups of W arise in this way.
Maximal FA n Conjecture. Given a Coxeter group W , a subgroup H ⊆ W is maximal FA n if and only if H = wAw −1 for some maximal (n + 1)-finite special subgroup A of W and w ∈ W .
The Maximal FA 1 Conjecture was proven by Mihalik-Tschantz in [MT] . Our proof in this section is a modification of their arguments to our context. We prove the following result, which implies Theorem 1.6. Because FA n is a property of the group rather than of a particular presentation, we immediately have the following: Corollary 7.3. For all Coxeter groups W , and for all n for which the Maximal FA n Conjecture holds, the set of conjugates of maximal (n + 1)-finite special subgroups of W is independent of the Coxeter presentation. In particular, this is true for n = 1 and n = 2.
The following proposition shows that the only possible candidates for maximal FA n subgroups are indeed conjugates of (n + 1)-finite special subgroups. Proof of Proposition 7.4. Let v = v(W ) as in Section 6.2. If n < v, then W has FA n , and we are done (as W will be the unique maximal FA n subgroup). So, we may assume n ≥ v. Note then that H has FA v . By our construction in Section 6.2, there is a special v-splitting of W with vertex groups special subgroups of W of rank |S| − 1. Since H has FA v and the CAT(0) Conjecture holds for v, H fixes a point in the corresponding action. Therefore, H ⊂ w 1 B 1 w −1 1 for some special subgroup B 1 ⊂ W of rank |S| − 1 and w 1 ∈ W . If B 1 does not have FA n , there is a special v 1 -splitting of B 1 (where
where B 2 is a special subgroup of rank |S| − 2. We continue splitting in this way. Since S is finite and the number of generators of B k is |S| − k, the process terminates. So, we find H ⊂ w k B k w −1 k for some B k with property FA n as required.
Remark 7.5. Proposition 7.4 implies in particular that the only possible subgroups of W which could be maximal FA n are conjugates of (n + 1)-finite special subgroups. Moreover, if B ⊂ A are (n + 1)-finite subgroups of W , then wBw −1 ⊂ wAw −1 for all w ∈ W , so if H is a maximal FA n subgroup of W , then H is a conjugate of a maximal (n + 1)-finite subgroup. It remains to show that all conjugates of maximal (n + 1)-finite subgroups are maximal FA n subgroups.
The following Lemma is a key step in the proof. for some (n + 1)-finite subgroup B, then by Lemma 7.6, S A = S B , so A = B and A ⊂ wAw −1 . By Corollary 2.13, this implies that S A is a subset of a conjugate of itself. In particular, since S A is finite, we have S A = dS A d −1 where, as in the notation of Corollary 2.13, d is an (S A , S A )-reduced element of AwA. Let a 1 , a 2 ∈ A such that w = a 1 da 2 . Then,
So A = wAw −1 is in fact a maximal FA n subgroup.
Now it remains only to prove Lemma 7.6.
Proof of Lemma 7.6. Suppose the lemma fails for some Coxeter system. Consider the set T = {|S| | Lemma 7.6 fails for (W, S) for some Coxeter group W }.
Let (W 0 , S 0 ) be a Coxeter system such that |S 0 | = min T and Lemma 7.6 fails for (W 0 , S 0 ). Choose S A , S B ⊂ S 0 and w ∈ W 0 with A maximal (n + 1)-finite, B (n + 1)-finite, A ⊂ wBw −1 and S A = S B . By Corollary 2.14, S B is not a subset of S A so there is some b ∈ S B − S A . Since A is maximal (n + 1)-finite, and b / ∈ S A , there are elements a 1 , a 2 , . . . , a n ∈ S A such that a 1 , a 2 , . . . , a n , b is infinite. Since B is (n + 1)-finite a i / ∈ S B for some i, 1 ≤ i ≤ n. Without loss of generality, we may assume a 1 / ∈ S B . Consider the n-splitting of W 0 determined by {a 1 , a 2 , . . . , a n , b}, where the vertices of the fundamental domain in X (the universal cover of this splitting) are labeled v a1 , v a2 , . . . , v an , v b , and the stabilizer of the vertex v ai (resp. v b ) is S 0 − {a i } (resp. S 0 − {b} ). Since b / ∈ S A and a 1 / ∈ S B , we have A ⊂ stab(v b ) and B ⊂ stab(v a1 ). Then, A ⊂ wBw −1 ⊂ w stab(v a1 )w −1 = stab(wv a1 ). Note that v b = wv a1 since by Remark 4.9 the vertices v a1 , v a2 , . . . , v an , v b are part of a strict fundamental domain for the action of W 0 . Since X is CAT(0) and A acts by isometries, A stabilizes the (unique) geodesic from v b to wv a1 . In particular, since A acts cellularly on X, A stabilizes an edge containing v b . The stabilizer of this edge is given by x S − {b, a i } x −1 for some 1 ≤ i ≤ n and x ∈ stab(v b ) = S − b . Consider the Coxeter groups W ′ = S 0 − {b} and W ′′ = x S 0 − {a i , b} x −1 with Coxeter generating sets S ′ = S 0 − {b} and S ′′ = x{S 0 − {a i , b}}x −1 , respectively. Note that A is an FA n subgroup of W ′′ and a maximal (n + 1)-finite subgroup of W ′ . By Proposition 7.4, there is an (n + 1)-finite special subgroup
where A is maximal (n+ 1)-finite and V ′ is (n+ 1)-finite as special subgroups of
Remark 7.7. Note that the above arguments apply equally well to maximal strong FA n subgroups. So, in particular, if the CAT(0) Conjecture holds, the maximal strong FA n subgroups of W are the same as the maximal FA n subgroups of W .
Classifying nontrivial actions in dimension 1
By Remark 4.1, a Coxeter group W acts nontrivially on a one-dimensional complete connected CAT(0) space if and only if some m ij is infinite. We will show that every such action is related to a graph of groups arising from the link complex of W (see Section 2.1).
The following example motivates our approach. ({a, b, c, d}, φ) ֒→ N also has trivial first homology. In particular, either [a, c] or [b, d] is also an edge in N . Applying Proposition 5.7 repeatedly in this way, we conclude that N is of one of the types shown in Figure 6 (up to cyclic permutation of the labeling).
Given any one of these possibilities, we can construct an action of W on a tree T realizing it. In particular, each possible nerve N naturally determines a graph of groups decomposition of W as illustrated in Figure 7 . The vertex groups correspond to maximal simplices of N which implies that the elliptic subgroups in the actions given by the graphs of groups are also elliptic in the original action. As noted in the Introduction, this is a generalization of Theorem 1 of [MT] . The approach of our proof is different from that in [MT] .
Remark 8.3. Suppose a Coxeter group W decomposes as a graph of groups Ψ with underlying graph G. It is a standard fact (see [Se] ) that there is a surjection W ։ π 1 (G). Now π 1 (G) is a free group since G is a graph. The image of a finite order element under a homomorphism to a free group is trivial, so as W is generated by involutions, we must have π 1 (G) = 1. In particular, G is a tree.
Constructing a graph of groups. Let (W, S) be a Coxeter system and suppose W acts on X via φ : W → Isom(T ) as in the statement of Theorem 8.2. Let N = N (φ, S). Then N is a simplicial complex whose vertices correspond to elements of S and whose k-simplices correspond to φ-elliptic special subgroups of W of rank k + 1 . For a subset T ⊆ S, denote by N T the nerve N (φ, T ) corresponding to the action of W T on X. Note that N T can be viewed naturally as a subcomplex of N = N S . By Lemma 5.14, we have L S ֒→ N . Moreover, by Proposition 5.7, we have H 1 (N T ) = 0 for all T ⊆ S.
Consider now the set of maximal simplices in N . They correspond to maximal φ-elliptic special subgroups of W . Let K be the nerve of the covering of N by these simplices. By Theorem 5.4 we see that H 1 (K) = H 1 (N ) = 0. Let K 1 denote the 1-skeleton of K. Our goal will be to delete edges from K 1 to obtain a tree. When labeled with the corresponding special subgroups of W , this tree of groups will be the desired graph of groups decomposition of W . The set G will be the set of all decompositions arising in this way, for different choices of T and φ. Since each such decomposition corresponds to a subgraph of the complete graph on 2 |S| vertices, it is clear that there are only finitely many possible elements of G.
Let Λ 0 be the graph of groups with underlying graph K 0 := K 1 and vertex and edge groups those naturally associated with K. That is, for σ a maximal simplex in N , denote by [σ] the corresponding vertex in K. By definition, σ represents a maximal φ-elliptic special subgroup of W . In particular, σ corresponds to a unique subset T σ ⊂ S. We denote by σ the subgroup W Tσ of W and σ is the vertex group associated to [σ] in Λ 0 . An edge in K corresponds with the (nonempty) intersection of two maximal simplices in N . For maximal simplices σ 1 and σ 2 in N we denote by τ 12 their intersection, by [τ 12 ] the corresponding edge in K 1 , and by τ 12 the corresponding edge group σ 1 ∩ σ 2 = T σ1 ∩ T σ2 , where the last equality follows from Remark 2.10.
Reducing to a tree. We will need the following terminology. Suppose Λ ′ is a graph of groups with underlying graph K ′ . Let v 1 and v 2 be vertices in K ′ and let H be a group. We say there is a path from v 1 to v 2 in Λ ′ containing H if there is an edge path in K ′ from v 1 to v 2 such that every vertex and edge group along the path contains H. Our strategy will be to apply a finite sequence of moves to Λ 0 to obtain a tree of groups satisfying the two conditions of Proposition 4.10. These moves will be of the following two types. Let Λ k denote the resulting graph of groups after k moves. That reducing to a tree of groups using moves of Types 1 and 2 is sufficient is given by the following lemma.
Proof of Lemma 8.4 . For a tree of groups, we need only verify criteria (i) and (ii) of Proposition 4.10. Note that Λ 0 satisfies (ii) since every finite special subgroup is φ-elliptic so is contained in a maximal φ-elliptic special subgroup of W , i.e. a vertex group of Λ 0 . Since both Type 1 and Type 2 moves leave vertices and vertex groups unchanged, Λ k also satisfies (ii). To verify (i), note that if s ∈ σ 1 ∩ σ 2 then by the definition of K, there is an edge [τ 12 ] and s ∈ τ 12 . After either type of move, there is still a path from [σ 1 ] to [σ 2 ] containing τ 12 . In particular, s is still contained in every vertex and edge group along such a path, so the set of vertices and edges with groups containing s is a connected subgraph.
Remark 8.5. The above proof in fact shows that after a sequence of moves of Types 1 and 2, the resulting graph of groups has the following property: Between any two vertices [σ 1 ] and [σ 2 ] in the underlying graph, there is a path containing the group τ 12 .
To prove Theorem 8.2, it thus suffices to show that there is a finite sequence of moves of Types 1 and 2 so that the resulting graph of groups Λ k is a tree of groups. For t ≥ 0 let K t denote the underlying graph of Λ t . Then Λ t is a tree of groups if and only if K t is a tree, which holds if and only if #(edges(K t )) = #(vertices(K t )) − 1.
In particular, since both types of moves fix the number of vertices, it suffices to show that #(edges(K t )) = #(vertices(K)) − 1 for some t. Note that moves of Type 1 reduce the number of edges while Type 2 moves do not increase this number.
Let N K be the (combinatorial) length of the longest loop in K 0 . We proceed as follows. Let γ be a loop in K t . We remove an edge of γ using a Type 1 move if possible. Otherwise, we perform a Type 2 move to get a loop γ ′ of shorter length. That we can do so is given by the following lemma.
Lemma 8.6. Let γ be a loop in K t . Then, either an edge of γ can be removed by a Type 1 move or a Type 2 move reduces γ to a loop γ ′ of strictly shorter length.
Next, we use a Type 1 move to remove an edge of γ ′ if possible. Otherwise, we again use a Type 2 move to shorten the loop. We repeat this process on the successively shorter loops until we can perform a Type 1 move. We can eventually (after at most (N K − 3) Type 2 moves) do so by the following lemma.
Lemma 8.7. Let γ be a loop of (combinatorial) length 3 in K t for some t ≥ 0. Then, an edge of γ can be removed using a Type 1 move.
After a Type 1 move is used on Λ t , we choose a loop in Λ t+1 and repeat the process. Eventually, we find the desired tree of groups. Note that the total number of moves required is bounded above by (N K − 2) times the quantity (1 − X (K 0 )), where X denotes the Euler characteristic.
It remains to prove the above lemmas. By Proposition 5.7, X 123 is 1-allowable. The 1-skeleton of X 123 is the boundary of a 2-simplex since, for example, τ 12 ∪ τ 23 ⊂ σ 2 and σ 2 is φ-elliptic. So X 123 is a 2-simplex by Remark 5.8. That is, τ 12 , τ 23 , and τ 13 fix a common point under φ. In particular, the special subgroup they generate
is φ-elliptic. The vertex groups of Λ t are precisely the maximal φ-elliptic special subgroups of W so some vertex group σ j of Λ t contains W 123 (and hence the three edge groups τ 12 , τ 23 , and τ 13 ).
Case 1: Suppose first that W 123 ⊂ σ i for some i ∈ {1, 2, 3}. Without loss of generality, we may assume i = 1. Then 
Now we have
τ 23 ⊂ σ j ∩ σ 2 ∩ σ 3 = T σj ∩ T σ2 ∩ T σ3 = τ 2j ∩ τ 3j .
In particular, the path from [σ 2 ] to [σ 3 ] consisting of the path α 2j followed by the reverse of the path α 3j is a path containing τ 23 that does not contain the edge [τ 23 ]. So, we are again able to remove the edge [τ 23 ] via a Type 1 operation.
We can now consider the case of a longer loop as in Lemma 8.6.
Proof of Lemma 8.6 . Suppose the ordered vertices of γ are given by ([σ 1 ], [σ 2 ] , . . . , [σ n ]). If n = 3 then we are done by Lemma 8.7. Suppose then that n > 3. We proceed as in the length 3 case. In particular, let Σ = Σ 12...n = { τ 12 , τ 23 , . . . , τ n−1,n , τ n1 }.
Then Σ is a collection of φ-elliptic subgroups of W . Moreover, for 1 ≤ i ≤ n we have τ i−1,i ∪ τ i,i+1 ⊂ σ i . So, the 1-skeleton of N (Σ, φ) contains the n-gon with vertices corresponding to the groups τ i,i+1 and edges between the vertices corresponding to τ i−1,i and τ i,i+1 . By the Corner Lemma (Lemma 5.15), for some i, the vertices corresponding to τ i−1,i , τ i,i+1 , and τ i+1,i+2 are the vertices of a triangle in the 1-skeleton of N (Σ, φ). Renumbering if necessary, we may assume i = 2. Restricting to the subcomplex of N (Σ, φ) given by these three groups, we see as in the proof of Lemma 8.7 that there is some vertex group σ containing the group W 1234 generated by τ 12 , τ 23 , and τ 34 . Remark 8.8. Note that to prove Theorem 8.2, the only assumptions we used on X were that finite groups fix points, that X is one dmensional, and that the conclusion of Proposition 5.7 holds for actions on X. So, the conclusion of Theorem 8.2 holds for actions on this larger class of spaces.
Proper actions
In this section, we briefly consider the case of proper actions of Coxeter groups. The CAT(0) dimension of a group G, denoted dim ss (G), is defined to be the minimal dimension of a complete CAT(0) space on which G acts properly by semi-simple isometries. CAT(0) dimension has been studied by Bridson [Bri3] and Brady-Crisp [BC] , among others.
The following is immediate from the definitions.
Lemma 9.1. Suppose G is a group and H is an infinite subgroup of G with strong FA n . Then dim ss (G) > n.
Together with Corollary 6.2, this gives the following lower bound on the CAT(0) dimension of Coxeter groups. 
On the other hand, every Coxeter group W acts properly on its Davis-Moussong Complex Σ DM (see Section 3.3). It follows that dim(Σ DM ) is an upper bound for dim ss (W ). In particular, dim ss (W ) ≤ max{n | W has a finite special subgroup of rank n}.
A natural question then is how the two bounds on dim ss (W ) given by (5) and (6) are related. The following example shows that the bound given by (6) is not optimal.
Example 9.3. Consider the Coxeter group W with Coxeter graph given by Figure  8 . Note that W is 2-finite but not 3-finite since W {a,b,c} is infinite. So by Corollary 6.11 we have W has strong FA 1 but not strong FA 2 . In particular, the triangle of groups decomposition of W in Figure 9 gives a PE CAT(0) 2-complex on which W acts nontrivially by semi-simple isometries. Moreover, the point stabilizers under this action Figure 9 . In particular, all point stabilizers are finite, and the action is proper. Hence dim ss (W ) ≤ 2. Moreover, by Corollary 9.2, since W {a,b,c} is infinite and 2-finite, we have dim ss (W ) ≥ 2. So, the CAT(0) dimension of W is 2. However, the Davis-Moussong complex Σ DM is 3-dimensional since, for example, W {a,b,d} is finite.
