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Vector Lyapunov Function based Stability for a
Class of Impulsive Systems
Héctor Ríos†, Laurentiu Hetel‡ and Denis Efimov†
Abstract—This paper contributes to the exponential stability
analysis for impulsive dynamical systems based on a vector
Lyapunov function and its divergence operator. The method
relies on a 2D time domain representation. The results are
applied to analyze the exponential stability of linear impulsive
systems based on LMIs. Some examples illustrate the feasibility
of the proposed approach.
Index Terms—Impulsive systems, Exponential stability.
I. INTRODUCTION
IMPULSIVE systems [1] represent an important class ofhybrid systems [5] containing discontinuities or jumps
in the trajectories of the system governed by discrete dy-
namics. There exist a large variety of phenomena that are
characterized by abrupt changes in the system state at certain
instants, e.g. power electronics, sample-data systems, models
in economics, bursting rhythm models in medicine, etc. Ac-
cording to the manner impulses are triggered several types of
impulsive systems can be distinguishable: systems with time
dependent impulses, systems with state dependent impulses
(reset systems), and the combination of both of them (see,
e.g. [1], [5] and [14]). In the current work impulsive systems
with time triggered impulses are studied.
In the context of stability analysis of impulsive systems
an important effort has been made for linear dynamics. In
[2], a functional-based approach is developed for stability
analysis. This method introduces looped functional leading
to LMI conditions which allows to establish dwell-time
results. Exponential stability, based on Lyapunov functions
with discontinuity at the impulses, is proposed by [9] for
nonlinear time-varying impulsive systems but the stability
conditions are only applied to the linear case. In the sample-
data system framework, there exist many works where the
impulsive systems are used to describe the behavior of
aperiodic sample-data systems (see, e.g. [6] and [12]). These
approaches rely on the equivalent correspondence between
continuous and discrete time domains showed in [11]. It is
worth mentioning that there exist some works related to the
stability for nonlinear 2D systems based on vector Lyapunov
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function approach, i.e. [3] and [4]. However, those results are
not directly applicable for impulsive systems.
In this paper, based on a 2D time domain equivalence
(see, e.g. [10] and [13]), the exponential stability notion for a
class of impulsive systems is studied using a vector Lyapunov
function approach [7]. The proposed method contributes to
the development of a stability analysis method for impulsive
dynamical systems based on a divergence operator of the
vector Lyapunov function in a 2D time domain. The main
result is applied to analyze the exponential stability of linear
impulsive systems based on LMIs. Some numerical examples
illustrate the feasibility of the proposed approach.
The outline of this work is as follows. The problem
statement and a preliminary definition of exponential stability
are given in Section II. The main result as well as the
conditions of exponential stability are described in Section
III. Application of the developed theory to the problem of
exponential stability for linear impulsive systems is consid-
ered in Section IV. Finally, some concluding remarks are
discussed in Section V.
II. PROBLEM STATEMENT
Consider the class of impulsive dynamical systems for
which the impulse times are external to the system and time
dependent, i.e.





, ∀t ∈ I, (2)
x(0) = x0,
where x, x0 ∈ Rn are the state of the system and the initial
condition, respectively. The set of impulse times I := {ti}i∈N
is a countable subset of R+ with ti+1 − ti > 0, for all
i ∈ N and t0 = 0 and limi→∞ ti = +∞ in order to avoid
any zeno phenomena. The state trajectory is assumed to be
right continuous and to have left limits at all times. The
notation x(t−i+1) denotes the left limit of x(t) as t goes to
ti+1 from the left, i.e. x(t−) = limt↑ti+1 x(t). The distance
between the impulses, i.e. the dwell-time (see, e.g. [8] for
more details), is defined as Ti := ti+1 − ti ≤ Tmax, for all
i ∈ N. The Lipschitz nonlinear functions f1 and f2 are such
that f1(0) = 0 and f2(0) = 0. It is assumed that for all
x0 ∈ Rn, f1 is such that system (1) has a unique solution
over any time interval [ti, ti+1) for all i ∈ N.
The proposed Vector Lyapunov function based approach
relies on the embedding of system (1)-(2) into a 2D time
domain. Indeed, the entire state trajectory x(t) can be viewed




(t, k) = f1 (x(t, k)) , ∀t ∈ [ti, ti+1) , (3)
x(t, k + 1) = f2 (x(t, k)) , ∀t = ti+1, (4)
∀i = k ∈ N, t0 = 0, x(0, 0) = x00,
where x(t, k) : [ti, ti+1)×N → Rn is the current state vector,
x(ti+1, k + 1) : ti+1 × N → Rn represents the reset vector
state, x(ti+1, k) : ti+1×N → Rn denotes the value of x just
before the switching k+1, for all i = k ∈ N, i.e. x(ti+1, k) =
limt↑ti+1 x(t, k), for t < ti+1. It is worth saying that the
solutions of system (3) are unique for the diagonal dynamics,
i.e. for all i = k ∈ N, t ∈ R+; and they are represented by
a sequence of functions {x(ti + τ, k), τ ∈ (0, ti + 1]}i, for
all i = k ∈ N.
Assume that |q| denotes the Euclidean norm of a vector
q. The following stability definitions are introduced:
Definition 1. A 2D system described by (3)-(4), is said to
be diagonal exponentially stable (DES) if there exist positive
constants κ1, κ2, c and ε such that
|x(ti+1, k + 1)|2 ≤ cκk+11
∣∣x00∣∣2 , 0 < κ1 < 1− ε, (5)
|x(t, k)|2 ≤ κ2 |x(ti, k)|2 , ∀t ∈ [ti, ti+1) , (6)
for all i, k ∈ N, and a small positive ε.
The goal in this work is to find the conditions for the
stability of the impulsive systems described by (1)-(2) by
means of the 2D time representation (3)-(4).
III. MAIN RESULT: STABILITY OF IMPULSIVE SYSTEMS
In order to give the stability conditions a vector Lyapunov
approach is used, i.e.
V (t, x(t, k), x(ti+1, k + 1)) =
[
V1 (t, x(t, k))
V2 (x(ti+1, k + 1))
]
, (7)
where V1(t, x) > 0, V2(x) > 0, for all t ≥ 0 and x = 0,
and V1(t, 0) = 0, V2(0) = 0, ∀t ≥ 0. Now, the divergence
operator of the candidate function V along the trajectories
of system (3)-(4) is introduced for all t ∈ [ti, ti+1):
divV (t, x(t, k), x(ti+1, k + 1)) =
dV1 (t, x(t, k))
dt
+ V2 (x(ti+1, k + 1))− V2 (x(ti+1, k)) , (8)
i.e. V1 is differentiable with respect to continuous time t
while the difference in V2 is calculated in discrete time.
Based on the previous explanations, the following theorem
is established:
Theorem 1. Assume that for some Ti there exist positive
constants ε, c1, c2, c3, c4 and c5 such that the vector
1The diagonal dynamics make reference only to those dynamics given by
(3)-(4) corresponding to i = k, for all i, k ∈ N and for all t ∈ R+.
Lyapunov function V (t, x(t, k), x(ti+1, k + 1)) and its di-
vergence along the trajectories of the system (3)-(4) satisfy,
for all t ∈ [ti, ti+1), the following inequalities:
c1 |x(t, k)|2 ≤ V1 (t, x(t, k)) ≤ c2 |x(t, k)|2 , (9)
c3 |x(ti+1, k)|2 ≤ V2 (x(ti+1, k)) ≤ c4 |x(ti+1, k)|2 , (10)
divV ≤ −c5
(
|x(t, k)|2 + |x(ti+1, k)|2
)
, (11)





γ < Ti, (13)











all c2 (c4 − c5) > c1c5. Then, the 2D system (3)-(4) is DES.
Proof. It is omitted due to lack of space.
The result given by Theorem 1 can be perfectly depicted
by the following algorithm:
Algorithm 1 Exponential Stability
1: Define the Lyapunov functions V1 and V2
2: Calculate the constants c1, c2, c3, c4 and c5
3: if c4 > c5 then
4: if c2 (c4 − c5) ≤ c1c5 and Ti > c2c5 γ then
5: “System is DES”
6: else if c2
c5









12: if Ti > c2c5 γ then






Remark 1. Based on the statements given by Theorem 1,
the Algorithm 1 provides some notions of minimum and
maximum dwell-time depending on the structure of the
system dynamics. In particular, the first and third case for
diagonal exponential stability (pseudo-code lines: 5 and 13,
Algorithm 1) give conditions for minimum dwell-time while
the second case (pseudo-code lines: 7, Algorithm 1) provides
conditions for maximum dwell-time.
In the following, the statements given by Theorem 1
are applied to prove the exponentially stability of linear
impulsive systems.
IV. EXPONENTIAL STABILITY OF LINEAR IMPULSIVE
SYSTEMS
Consider the following class of linear impulsive systems
dx
dt
(t, k) = Ax(t, k), ∀t ∈ [ti, ti+1) , (14)
x(t, k + 1) = Ex(t, k), ∀t = ti+1, (15)
∀i = k ∈ N, t0 = 0, x(0, 0) = x00,
where A and E are constant matrices with corresponding
dimensions. It is assumed that A is Hurwitz and E is Schur.
Then, the direct application of Theorem 1, provide us the
following corollary that establishes the conditions to ensure
the diagonal exponentially stability, described by Definition
1, for the linear impulsive system (14)-(15).
Corollary 1. Consider the vector Lyapunov function
V (x(t, k), x(ti+1, k + 1)) in (7), with V1 (x(t, k)) =
xT (t, k)P1x(t, k) and V2 (x(ti+1, k + 1)) = xT (ti+1, k +
1)P2x(ti+1, k+1). If there exist matrices P1 = PT1 > 0 and
P2 = P
T
2 > 0, such that[
P1A+A
TP1 0
0 ETP2E − P2
]
= −Q, (16)
for Q = QT > 0, and the constraints (12) and (13)
hold; for c1 = λmin(P1), c2 = λmax(P1), c3 = λmin(P2),
c4 = λmax(P2) and c5 = λmin(Q); then, the linear impulsive
system (14)-(15) is DES.2
Proof. It is clear that the vector Lyapunov function
V (x(t, k), x(ti+1, k + 1)) satisfies inequalities (9) and (10),
i.e.
λmin(P1) |x(t, k)|2 ≤ V1 (x(t, k)) ≤ λmax(P1) |x(t, k)|2 ,
λmin(P2) |x(ti+1, k)|2 ≤ V2 (x(ti+1, k)) ≤ λmax(P2) |x(ti+1, k)|2 .
From the divergence definition and the previous inequalities,
it is obtained that for all t ∈ [ti, ti+1)






+ xT (ti+1, k + 1)P2x(ti+1, k + 1)
− xT (ti+1, k)P2x(ti+1, k),
and using the reset equation (15), it follows that











From the matrix equality (16), it is obtained
divV ≤ −λmin(Q)
(
|x(t, k)|2 + |x(ti+1, k)|2
)
.
Then, the divergence of V satisfies the inequality (11),
and according to the statements given by Theorem 1, system
(14)-(15) is DES, if the constraints (12) and (13) hold.











Note that both matrices are stable, i.e. A is Hurwitz and
E is Schur. Then, Corollary 1 is applied and the following






, P2 = 12I2,
Q = 9I4,
2The values of λmin(Y ) and λmax(Y ) correspond to the minimum and
maximum eigenvalues of a matrix Y , respectively.
with c1 = 2.0729, c2 = 5.4271, c3 = 12, c4 = 12 and
c5 = 9. Therefore, according to the Algorithm 1, as it was
expected, the impulsive system is DES for all Ti > 0 (It is
easy to check that c4 > c5 and c2 (c4 − c5) ≤ c1c5 hold
and then the first case for diagonal exponential stability is
obtained). The trajectories of the system, for Ti = 0.5, are
































Figure 1. Example 1 (Stable-Stable): Trajectories of the linear impulsive
system for Ti = 0.5.
In order to deal with linear impulsive systems where
matrix A, or matrix E, is not Hurwitz, or not Schur, respec-
tively; it is necessary to improve the structure of the Lya-
punov function V (t, x(t, k), x(ti+1, k + 1)), to be precisely
V1 (t, x(t, k)). In this sense, the following corollaries provide
different ways to design V1 (t, x(t, k)) and the conditions to
get diagonal exponential stability.
Corollary 2. Consider the vector Lyapunov
function V (t, x(t, k), x(ti+1, k + 1)) in (7), with
V2 (x(ti+1, k + 1)) = x
T (ti+1, k + 1)P2x(ti+1, k + 1),
and
V1(t, x(t, k)) = x
T (t, k)P (t)x(t, k), (17)





where Δ(t) = Ti − τ(t), with τ̇(t) = 1, and τ(ti) = 0,
∀t ∈ [ti, ti+1). Then, if there exist matrices R = RT > 0,
P1 = P
T
1 > 0 and P2 = P
T
2 > 0, such that
Υ0 + TiΥ1 = −Q1, (19)
Υ0 = −Q2, (20)














and the constraints (12) and (13) hold; for c1 =





ϕ = sups∈[0,Ti] λmax(Ee
AΔ(s)), c3 = λmin(P2), c4 =
λmax(P2) and c5 = min(λmin(Q1), λmin(Q2)); then, the
linear impulsive system (14)-(15) is DES.
Proof. First, taking into account that x(ti+1, k + 1) =
EeAΔ(t)x(t, k), V1(t, x(t, k)) can be rewritten as follows
V1(t, x(t, k)) = x
T (t, k)P1x(t, k)
+ Δ(t)ξT (t, k)Rξ(t, x), (21)
where ξ(t, x) = x(t, k) − x(ti+1, k + 1). Now, from the
divergence definition it is obtained that for all t ∈ [ti, ti+1)














− ξT (t, k)
]
Rξ(t, x)











+ Δ(t)ξT (t, k)RAx(t, k)
+
[
Δ(t)xT (t, k)AT − ξT (t, k)]Rξ(t, x)





Then, it follows that
divV ≤ [ xT (t, k) xT (ti+1, k) ]×[







Since this LMI is affine in τ , its negative definiteness over
the interval [ti, ti+1) is given by the negative definiteness at
the vertices of the set, i.e. over the finite set τ ∈ {0, Ti};
hence, the LMIs (19) and (20) are provided. Then, if these
LMIs are feasible, the divergence of V satisfies (11) with
c5 = min(λmin(Q1), λmin(Q2)).
Finally, in order to take advantage of Theorem 1, it is
necessary to prove that V1(t, x(t, k)) satisfies inequality (9).
From definition of V1(t, x(t, k)), it follows that
V1(t, x(t, k)) ≤ λmax(P1) |x(t, k)|2 + Tiλmax(R) |ξ(t, k)|2 ,
≤ λmax(P1) |x(t, k)|2
+ Tiλmax(R)
(|x(t, k)|2 + |Ex(ti+1, k)|2) ,








≤ [λmax(P1) + Tiλmax(R) (1 + ϕ2)] |x(t, k)|2 ,
where ϕ = sups∈[0,Ti] λmax(Ee
AΔ(s)), thus; the upper
bound is obtained. For the lower bound, it holds that
V1(t, x(t, k)) ≥ λmin(P1) |x(t, k)|2. Therefore, the lower
bound is also obtained, and according to the statements given
by Theorem 1, system (14)-(15) is DES, if the constraints
(12) and (13) hold.












Note that the continuous dynamics is unstable while the
discrete one is stable, i.e. A is not Hurwitz and E is Schur.
Corollary 1 is applied together with a bisection-like approach















0.0294 −0.0303 −0.1427 0.0276
 0.1197 0.1392 −0.3810
  1.2074 −0.2009






0.1664 −0.0853 −0.1769 0.0972
 0.4332 0.0972 −0.4594
  1.2074 −0.2009









with c1 = 0.0032, c2 = 0.7350, c3 = 2.9415, c4 = 4.4852
and c5 = 0.0052. Therefore, according to the Algorithm 1,
the impulsive system is DES for all 0.2499 > Ti > 0 (It
is easy to check that c4 > c5 and c2 (c4 − c5) > c1c5 hold
and then the second case for diagonal exponential stability
is obtained). The trajectories of the system, for Ti = 0.24,






























Figure 2. Example 2 (Unstable-Stable): Trajectories of the linear impulsive
system for Ti = 0.24.
Remark 2. Note that Example 2 (A unstable and E Schur)
illustrates the conditions for maximum dwell-time given by
Theorem 1 and depicted in pseudo-code lines: 7, Algorithm
1.











For this example the continuous dynamics is stable while
the discrete one is unstable, i.e. A is Hurwitz and E is







, P2 = 0.2I2,







with c1 = 0.8225, c2 = 2.1564, c3 = 0.2, c4 = 0.2
and c5 = 3. Therefore, according to the Algorithm 1, the
impulsive system is DES for all Ti > 1.7092 (it is easy
to check that c5 > c4 holds and then the third case for
diagonal exponential stability is obtained). The trajectories




























Figure 3. Example 3 (Stable-Unstable): Trajectories of the linear impulsive
system for Ti = 0.2.
Remark 3. Note that Example 3 (A Hurwitz and E anti-
Schur) illustrates the conditions for minimum dwell-time
given by Theorem 1 and depicted in pseudo-code lines: 5
and 13, Algorithm 1.
V. CONCLUSIONS
In this paper the exponential stability notion for a class
of impulsive systems is studied using a vector Lyapunov
function approach. The proposed method contributes to the
development of a stability analysis for impulsive dynamical
systems based on a vector Lyapunov function and its di-
vergence operator in a 2D time domain. The main result
is applied to analyze the exponential stability of linear
impulsive systems based on LMIs, and some numerical
examples illustrate the feasibility of the proposed approach.
The analysis of exponential stability of nonlinear systems is
in the scope of the future research.
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