This paper describes a corpus of about 3000 English literary texts with about 250 million words extracted from the Gutenberg project that span a range of genres from both fiction and non-fiction written by more than 130 authors (e.g., Darwin, Dickens, Shakespeare).
Introduction
In his 'The psycho-biology of language ', Zipf (1932) introduced the law of linguistic change claiming that as the frequency of phonemes or of linguistic forms increases, their magnitude decreases. Zipfs law elegantly expresses a tendency in languages to maintain an equilibrium between unit length and frequency suggesting an underlying law of economy.
Thus, Zipf speculated that humans strive to maintain an emotional equilibrium between variety and repetitiveness of environmental factors and behavior and that a speakers discourse must represent a compromise between variety and repetitiveness adapted to the hearers tolerable limits of change in maintaining emotional equilibrium. In a way, Zipf not only was a precursor of contemporary natural language processing/NLP (e.g., Natural Language Tool Kit/NLTK; Bird, Klein, & Loper, 2009) , Quantitative Narrative Analysis (QNA), Computational Linguistics or Digital Humanities, but also of Psycholinguistics and Empirical Studies of Literature, since he theorized about 'the hearers responses' to literature.
About 30 years later, when analysing Baudelaires poem 'Les chats', Jakobson and Lévi-Strauss (1962) counted text features like the number of nasals, dental fricatives, liquid phonemes or adjectives and homonymic rhymes in different parts of the sonnet (e.g., the 1 st quatrain) to support their qualitative analyses and interpretation of e.g. oxymora that link stanzas, of the relation between the images of cats and women, or of the poem as an open system which progresses dynamically from the quatrain to the couplet. While their systematic structuralist pattern analysis of a poem starting with formal metric, phonological and syntactic features to prepare the final semantic analysis provoked a controversy among literary scholars, it also settled the ground for subsequent linguistic perspectives on the analysis (and reception) of literary texts called cognitive poetics (e.g., Leech, 1969; Stockwell, 2002; Tsur, 1983; Turner & Poeppel, 1983) .
Today, technological progress has produced culturomics, i.e. computational analyses of huge text corpora (5.195.769 digitized books containing ~4% of all books ever published) enabling researchers to observe cultural trends and subject them to quantitative investigation . More particularly, Digital Literary Studies now 'propose systematic and technologically equipped methodologies in activities where, for centuries, intuition and intelligent handling had played a predominant role' (Ganascia, 2015; Moretti, 2005) .
One promising application of these techniques is in the emerging field of Neurocognitive Poetics which is characterized by neurocognitive (experimental) research on the reception of more natural and ecologically valid stimuli focusing on literary materials, e.g. excerpts from novels or poems (Jacobs, 2015a,b; Schrott & Jacobs, 2011; Willems & Jacobs, 2016) . These present a number of theoretical and methodological challenges (Jacobs & Willems, 2017) regarding experimental designs for behavioral and neurocognitive studies which -on the stimulus side-can be tackled by using advanced techniques of NLP, QNA and machine learning (e.g., Jacobs, Hofmann, & Kinder, 2016; Jacobs & Kinder, 2017 , 2018 Jacobs, Schuster, Xue, & Lüdtke, 2017; Mitchell, 1997; Pedregosa et al., 2011) .
A particularly interesting challenge consists in finding or creating the optimal training corpus for empirical scientific studies of literature (Jacobs, 2015c) , since standard corpora are not based on particularly literary texts. Recently, Bornet and Kaplan (2017) introduced a literary corpus of 35 French novels with over 5 million word tokens for a named entity recognition study, but in the fields of psycholinguistics and (Neuro-)Cognitive Poetics such specific corpora still are practically absent.
In this paper, I describe a novel literary corpus assembled from the digitized books part of project Gutenberg (https://web.eecs.umich.edu/~lahiri/gutenberg_dataset.html), augmented by a Shakespeare corpus (http://www.shakespeare-online.com/sonnets/sonnetintroduction.html; cf. , henceforth called the Gutenberg Literary English Corpus/GLEC. The GLEC provides a collection of over 3000 English texts from the Gutenberg project spanning a wide range of genres, both fiction and non-fiction (novels, biographies, dramas, essays, short stories, novellas, tales, speeches and letters, science books, poetry; e.g., Austen, Bronte, Byron, Coleridge, Darwin, Dickens, Einstein, Eliot, Poe, Twain, Woolf, Wilde, Yeats) with about 12 million sentences and 250 million words.
The GLEC and GEPC
The GLEC, i.e. the original Gutenberg texts augmented by the Shakespeare corpus, contains over 900 novels, over 500 short stories, over 300 tales and stories for children, about 200 poem collections, poems and ballads and about 100 plays, as well as over 500 pieces of nonfiction, e.g. articles, essays, lectures, letters, speeches or (auto-)biographies. Except for the poetry collection subcorpus further explored in this paper and henceforth called the Gutenberg English Poetry Corpus (GEPC), these texts are not (yet) edited, shortened or cleaned yet.
For the present analyses, I cleaned (in large part manually) all 116 texts making up the GEPC, e.g. by deleting duplicate poems, prefaces, introductions, content tables and indices of first lines, postscripts, biographical and author notes, as well as footnotes 1 or line and page numbers, and by separating poems from plays or essays (e.g., in Yeats texts), so that only the poems themselves remain in the texts without any piece of prose. This was important to obtain a valid 'poetry-only' subcorpus and a valid poetic language model for comparison with poetic texts or text fragments, such as metaphors (Jacobs & Kinder, 2017 , 2018 (Frank, 2013) . However, it makes a big difference when trigram probabilities are computed on the basis of a nonliterary as compared to a literary or poetic training corpus (cf. .
Other purposes are similarity analyses, which can be based on features extracted by latent semantic, topic or sentiment analyses (e.g., Deerwester et al., 1990; Jacobs et al., 2015; Schmidtke et al., 2014a; Turney & Littman, 2003) . Such features can then be used to train classifiers for identifying authors, periods of origin or main motifs, as well as for predicting ratings and other response data of poetic texts (e.g. Jacobs & Kinder, 2017 , 2018 Stamatatos, 2009; van Halteren et al., 2005) .
Similarity analyses
As an example for a similarity analysis, Figure 1 shows a multidimensional scaling representation of the 47 texts of the GEPC based on latent semantic analysis (document-termmatrix/DTM analysis 2 ). This analysis reveals e.g. that the 'Lake poets' (e.g., Coleridge, Woodsworth) cluster together, or that some poets like Pound or Joyce stand out from the rest. The data summarized in Figure 2 and the topic list (Appendix) reveal e.g. that the most important topic for Shakespeare's sonnets is topic #16 represented by the following 20 key word stems: 'natur spirit hath everi truth right hope think doth back find much faith art free 2 The DTM was based on sklearn-CountVectorizer with minimum term frequency = 1; maximum term frequency = .95, NLTK stopwords; stemmer = SnowballStemmer (cf. Bird, Klein, & Loper, 2009; Pedregosa et al., 2011). round whole set drop'. In contrast, topic #2 appears to be the most important for Lord
Tennyson (key word stems: 'king knight arthur round queen answer mine lancelot saw lord mother arm call name thine hall among child hath speak').
Moreover, the data of Figure 2 reveal that texts like those of Walt Whitman cover only four of the 20 topics (#1,3,4,17 have probabilities > 0), whereas other authors such as Charles
Dickens cover a large range of topics (i.e., 15/20 with p>0). Such data can be used further in deeper analyses of generic poetic texts such as Shakespeare sonnets that look at topics important for aesthetic success (e.g., Simonton, 1990) or for evoking specific affective and aesthetic reader responses .
Comparing word uniqueness and distinctiveness for two texts
A third and last example for how to use the present GEPC concerns a more detailed comparative analysis for a subset of the 47 texts including surface and semantic features. This is done for two authors with shorter texts of comparable length: Blake vs. Dickens (4439 words vs 3758). We have recently provided an extensive comparative QNA of all 154
Shakespeare sonnets looking at both surface and deep semantic features. For example, we compared features such as poem or line surprisal, syntactic simplicity, deep cohesion, or emotion and mood potential . As an example for another interesting feature not considered in our previous study, here I will focus on word distinctiveness or keyness. In computing this feature I closely followed the procedure proposed in: DARIAHDigital Research Infrastructure for the Arts and Humanities;
https://de.dariah.eu/tatom/feature_selection.html. According to DARIAH's operationalisation, one way to consider words as distinctive is when they are found exclusively in texts associated with a single author (or group). For example, if Dickens uses the word 'squire' in the present GEPC and Blake never does, one can count 'squire' as distinctive or unique (in this comparative context). Vice versa, the word 'mother' is distinctive in this GEPC comparison, because Dickens never uses it.
Identifying unique words simply requires to calculate the average rate of word use across all texts for each author and then to look for cases where the average rate is zero for one author.
Based on the DTMs for both texts this yielded the following results: Thus, appearing only once in the entire text, Dickens' word stem 'outgleam' in the line 'Behold outgleaming on the angry main!' appears to be distinctive, much as the other four word stems in Table 2 .
A final quantitative comparison inspired by DARIAH's approach to determining word distinctiveness uses Bayesian group or author comparison. It involves estimating the belief about the observed word frequencies to differ significantly by using a probability distribution called the sampling model. This assumes the rates to come from two different normal distributions and the question to be answered is how confident one is that the means of the two normal distributions are different. The degree of confidence (i.e., a Bayesian probability), that the means are indeed different then is another probabilistic measure of distinctiveness.
Using a Gibbs sampler to get a distribution of posterior values for δ 3 , which is the variable estimating the belief about the difference in authors' word usage (for details, see https://de.dariah.eu/tatom/feature_selection.html.), I computed the probability that using the words 'squire' and 'fine' (both more characteristic of Dickens' poems than of Blake's) is likely to be zero. According to this Bayesian analysis 'squire' appears more distinctive of Dickens' poetry than 'fine', but since both words do not produce a high probability of differing from zero, I would not put much belief in them being specifically characteristic of Dickens in the GEPC (although they are most distinctive in comparison to Blake, see Table 1 ). This Bayesian 'feature selection' method can be extended to every word occurring in a corpus producing a useful ordering of characteristic words (for details, see https://de.dariah.eu/tatom/feature_selection.html.).
Comparing two individual poems
The above analyses dealt with the entire GEPC or two poem collections, respectively. Next I focus on a more detailed -purely descriptive-comparison of two short individual texts from the GEPC that are far apart from each other (and the rest of the poems) in the similarity graph of Figure 1 : George Eliot's poem 'How Lisa Loved the King' and James Joyce's 'Chamber Music'. I will give just a few illustrative statistics both for surface and deeper semantic features that are of potential use in Digital Humanities and Neurocognitive Poetics studies (for review on the latter, see Jacobs, 2015a; .
Two features that are often used as indicators of linguistic complexity, poetic quality or aesthetic success are lexical diversity -measured by the type-token ratio-and adjective-verb quotient: for example, 'better' Shakespeare sonnets are distinguished by a higher type-token ratio, more unique words, and a higher adjective-verb quotient (e.g., Simonton, 1989) . The number of types can also be considered a co-estimate of the size of an authors' (active) mental lexicon and vocabulary profile. As can be seen in columns 2 and 3 of Table 4 , both poems descriptively do not differ much on these features. Looking at the three most frequent nouns, verbs and adjectives, as well as significant bi-and trigram collocations in columns 4 and 5, the key words suggest that both poems have much to say about one of three favorite poetry motifs, i.e. love. This is also evident from the two lexical dispersion plots in Figure 3 that show, among others, that 'love' appears well distributed across the entire poems, never letting the reader forget the poems' central motif.
Figure 3 here
Poetic language expertly plays with the sound-meaning nexus and our group has provided empirical evidence that sublexical phonological features play a role in (written) poetry reception (Aryani et al., 2013; Jacobs, 2015b,c; Jacobs et al., 2015 Jacobs et al., , 2016b Schmidtke et al., 2014b; Schrott & Jacobs, 2011; Ullrich et al., 2017) . A sublexical phonological feature with poetic potential is the sonority score (Jacobs, 2017; Jacobs & Kinder, 2018 ; see Appendix A for details). It is based on the notion of sonority profile (cf. Clements, 1990; Stenneken et al., 2005) which rises maximally toward the peak and falls minimally towards the end, proceeding from left to right, for the universally preferred syllable type (Clements, 1990, p. 301) . Through a process of more or less unconscious phonological recoding text sonority may play a role even in silent reading (Braun et al., 2009; Ziegler & Jacobs, 1995) and especially in reading poetic texts (Kraxenberger, 2017) . Column six of Table 4 shows that the two poems differ little in their global sonority score. At a finer-grained level of individual lines or stanzas, sonority could still notably differ, however, and implicitly affect readers' affective-aesthetic evaluation (cf. Jacobs & Kinder, 2018) An important task for QNA-based Neurocognitive Poetics studies is sentiment analysis, i.e. to estimate the emotional valence or mood potential of verbal materials (e.g., .
In principle, this is done with either of two methodological approaches: using word lists that provide values of word valence or arousal based on human rating data (e.g., Jacobs et al., 2015) , or applying a method proposed by Turney and Littman (2003) based on associations of a target word with a set of labels, i.e. key words assumed to be prototypical for a certain affect or emotion. Following previous research (Westbury et al., 2014) , I computed the lexical features valence and arousal according to a procedure described in Appendix B.
The mean values in the rightmost column of Table 4 indicate that at this global level both poems practically do not differ on any of these three affective features. This can be visualized for the entire poems by the 3D plots of the principal components extracted from the three variables for all words in the poems: descriptively, they appear very similar. All other things being equal, this suggests that e.g. human ratings of the global affective meaning of both poems should not differ significantly (cf. Aryani et al., 2016) .
Figure 4 here

Discussion
In this paper I have briefly described a relatively big corpus of English literary texts, the GLEC, for use in studies of Computational Linguistics, Digital Humanities or Neurocognitive Poetics. As a whole, the GLEC requires further processing (e.g, cleaning, regrouping according to subgenres etc.) before it can be used as a training and/or test corpus for future studies. Using a smaller subcorpus already cleaned and consisting of 116 poetry collections, poems and ballads from 47 authors, i.e. the GEPC, I presented a few exemplary QNA studies in detail. In these explorations of the GEPC, I showed how to use similarity and topic analyses for comparing and grouping texts, several methods for identifying distinctive words, and procedures for quantifying important features that influence reader responses to literary texts, e.g. lexical diversity, sonority score, valence or arousal.
The GEPC could be applied to a variety of research questions such as authorship and period of origin classifications (cf. Stamatatos, 2009) , the prediction of beauty ratings for poetic stimuli (e.g., Jacobs & Kinder, 2017 , 2018 or the design of neuroimaging studies using literary stimuli (e.g., Bohrn et al., 2013; O'Sullivan et al., 2015) . A limitation of the corpus lies in its texts being relatively 'old': due to copyright issues, the GLEC and GEPC contain only texts from 1623 to 1952, the majority of the GEPC stemming from the 19 th century (Median = 1885) . To what extent the GLEC or GEPC are useful training corpora for studies using more modern and contemporary literary text materials is an open empirical question to be adressed in future research. The successful application of the GLEC as a reliable language model (with a hit rate of 100%) for the computation of the surprisal values of 464 metaphors which also included contemporary ones (Katz et al., 1988 ) is encouraging in this respect (Jacobs & Kinder, 2018) . 
Top 20 topics with 20 key word stems
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A Computing the sonority score
Following previous work (Jacobs & Kinder, 2018; Stenneken et al., 2005) and considering that here we deal with written instead of spoken words, I used a simplified index based on the sonority hierarchy of English phonemes which yields 10 ranks: approximation, given the lack of any empirical data that would justify more complex models.
Moreover, the fact that identical graphemes can have multiple context-dependent pronounciations in English like the /a/ in 'hAndbAll in the pArk' (Ziegler et al., 1997 ) is neglected in this first approximation which considers written, not spoken verbal materials.
B Computing word similarity, valence and arousal
Following upon an early unsupervised learning approach proposed by Turney and Littman (2003) and own previous theory-guided research (Westbury et al., 2014) , I computed the lexical features valence and arousal on the basis of (taxonomy-based) semantic associations of a target word with a set of labels, i.e. key words assumed to be prototypical for a certain affect, e.g. positive valence. The procedure for computing valence and arousal -implemented as a python script-was as follows. The script compared every target word with every word in the NLTK wordnet/WN database and computed the pairwise similarities (WNsim in equation 1 below, based on WN's path-similarity metric), and summed and averaged them for each target word and for each text.
(1) mean[WNsim(word, label_1pos) + ... + WNsim(word, label_1Npos)] label_1pos and label_Npos are the first and last terms, respectively, in either the valence or arousal lists given below.
The hitrates (i.e., overlap between words in the WN database and the present target words)
were 80% for the Joyce poem and 77% for Eliot's. 
Label
