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Abstract
For a class of linear neutral type systems the problem of eigenvalues and eigenvectors
assignment is investigated, i.e. finding the system which has the given spectrum and
almost all, in some sense, eigenvectors. The result is used for the analysis of the
critical number of solvability of a vector moment problem.
Résumé
Placement de valeurs propres et de vecteurs propres pour un système
avec retard de type neutre Pour une classe de systèmes linéaire avec retards de
type neutre, on étudie le problème de placement de valeurs et de vecteurs propres à
un nombre de vecteurs près. Le résultat est utilisé pour analyser l’intervalle critique
de solvabilité d’un problème de moments vectoriel.
Version française abrégée
L’un des problème centraux de la théorie du contrôle est le placement de
spectre : placement de valeurs propres mais aussi de vecteurs propres ou de
structure spectrale. Nous considérons ce type de problèmes pour des systèmes
linéaires avec retards de type neutre (1). Le problème de placement de vec-
teurs et valeurs propres se ramène de fait au problème de placement de valeurs
et vecteurs singuliers pour une matrice ∆(λ) (2) dont les éléments sont des
fonctions entières. Ces éléments spectraux sont quadratiquement proches des
éléments spectraux de l’équation pour le cas L = 0. Ces derniers étant entiè-
rement exprimées par la structure spectrale de la matrice A−1.
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Dans le présent article nous étudions le problème inverse suivant :
Quelles conditions doivent satisfaire un ensemble de nombre complexes {λ}
pour être les racines de l’équation caractéristique det∆(λ) = 0 et une fa-
mille de vecteurs pour constituer le noyau de la matrice ∆(λ) correspondant
à l’équation (1) pour un choix particulier de matrices A−1, A2(θ), A3(θ) ?
En fait le noyau à droite (ou le noyau à gauche) de la matrice ∆(λ) est lié
directement aux vecteurs propres du système (1) représentés sous la forme (3)
dans l’espace de Hilbert M2 = C
n×L2([−1, 0],C
n). Après une description dé-
taillé des propriétés spectrales du système (3) on abouti à une caractérisation
des familles de valeurs propres et vecteurs propres réalisables par un choix des
matrices A−1, A2(θ), A3(θ).
Théorème 0.1 Soit µ1, . . . , µn des nombres complexes distincts et z1, . . . , zn
une famille libre de Cn. Pour λ˜mk = ln |µm| + i (Arg µm + 2πk), m =
1, . . . , n, k ∈ Z, on considère un ensemble arbitraire de nombre complexes
distincts {λmk } ∪ {λ
0
j}j=1,...,n tel que
∑
k
∣∣∣λmk − λ˜mk ∣∣∣2 < ∞, m = 1, . . . , n et un
ensemble arbitraire de vecteurs {wmk } ∪ {w
0
j} satisfaisant
∑
k ‖w
m
k − zm‖
2 <
∞, m = 1, . . . , n. Alors il existe des matrices A−1, A2(θ), A3(θ) telles que :
i) les nombres {λmk , λ
0
j} sont les racines simples de l’équation det∆(λ) = 0 ;
ii) wm
∗
k ∆(λ
m
k ) = 0,m = 1, . . . , n; k ∈ Z et w
0∗
j ∆(λ
0
j) = 0, j = 1. . . . , n; sauf
peut être un nombre fini de vecteurs wmk à la place desquels on obtient des
vecteurs ŵmk arbitrairement proches.
Ce résultat permet également la résolution d’un problème de moments vecto-
riel exprimé par les relations (11) et, plus précisément, de quantifier l’intervalle
(0, T0) pour lequel le problème est solvable. Cet intervalle est lié à l’indice de
contrôllabilité d’une paire (A−1, B) induite par le problème (cf. [3]).
1 Introduction
One of central problems in control theory is the spectral assignment problem.
It is important to emphasize that the problem means the assignment of not
only eigenvalues, but also eigenvectors or (in general) some geometric eigen-
structure.
Our purpose is to investigate this kind of problems for a large class of neutral
type systems given by the equation
z˙(t)− A−1z˙(t− 1) = Lz(t+ ·), t ≥ 0, (1)
where Lf(·) =
∫
0
−1
[
A2(θ)f˙(θ) + A3(θ)f(θ)
]
dθ, f(θ) ∈ Rn and A−1, A2(·),
A3(·) are n× n matrices. The elements of A2 and A3 are in L
2(−1, 0).
It is well known [2] that the spectral properties of this system are described
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by the characteristic matrix ∆(λ) given by
∆(λ) = λI − λ e−λA−1 −
∫
0
−1
[
λ eλθ A2(θ)− e
λθ A3(θ)
]
dθ. (2)
In fact the problem of assignment of eigenvalues and eigenvectors is reduced
to a problem of assignment of singular values and degenerating vectors of
the entire matrix value function ∆(λ). It is remarkable [4,5] that the roots
of det∆(λ) = 0 are quadratically close to a fixed set of complex numbers
which are the logarithms of eigenvalues of the matrix A−1. Moreover, the
degenerating vectors of ∆(λk) are also quadratically close to the eigenvectors
of A−1.
In this paper we investigate an inverse problem:
What conditions must satisfy a sequence of complex numbers {λ} and a se-
quence of vectors in order to be a sequence of roots for the characteristic
equation det∆(λ) = 0 and a sequence of degenerating vectors for the char-
acteristic matrix ∆(λ) of equation (1) respectively for some choice of matrices
A−1, A2(θ), A3(θ)?
The result obtained for this problem allows to precise the critical interval for
the solvability of a vector moment problem. Namely this critical interval is
given by the controllability index of a couple (A−1, B) related to the moment
problem (as considered in [3]).
2 The operator representation and the spectral equation
As it is shown in [4,5] the system in question can be rewritten in the operator
form
d
dt
(y, zt(·)) = A (y, zt(·)) , (3)
where zt(·) = z(t+ ·) and A : D(A)→M2 = C
n × L2([−1, 0],C
n),
D(A) =
{
(y, ϕ(·)) | ϕ(·) ∈ H1([−1, 0],Cn), y = ϕ(0)− A−1ϕ(−1)
}
,
and the operator A is given by formula A (y, ϕ(·)) =
(
Lϕ(·), dϕ
dθ
(·)
)
. This op-
erator is denoted by A˜ instead of A if A2(θ) = A3(θ) ≡ 0. The operator A˜
is defined on the same domain D(A). One can consider the operator A as a
perturbation of the operator A˜, namely A (y, ϕ(·)) = A˜ (y, ϕ(·)) + (Lϕ(·), 0) .
Let B0 : C
n → M2 be given by B0y = (y, 0), and P0 : D(A) → C
n by
P0 (y, ϕ(·)) = Lϕ(·). ThenA = A˜+B0P0. Denote byXA the setD(A) endowed
with the graph norm. The operator P0 browses the set of all linear bounded
operators L(XA,C
n) as A2(·), A3(·) run over the set of n×nmatrices with com-
ponents from L2[−1, 0]. Indeed, an arbitrary linear operator Q from L(XA,C
n)
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can be presented as Q(y, ϕ(·)) = Q1(ϕ(0) − A−1ϕ(−1)) +
∫
0
−1 Â2(θ)ϕ˙(θ)dθ +∫
0
−1 Â3(θ)ϕ(θ)dθ, where Â2(·), Â3(·) are (n × n)-matrices with component
from L2[−1, 0] and Q1 is a (n × n) matrix. Let us observe that ϕ(−1) =∫
0
−1 θϕ˙(θ)dθ +
∫
0
−1 ϕ(θ)dθ, ϕ(0) =
∫
0
−1(θ + 1)ϕ˙(θ)dθ +
∫
0
−1 ϕ(θ)dθ and denote
A2(θ) = Â2(θ)+(θ+1)Q1−θQ1A−1 and A3(θ) = Â3(θ)+Q1−Q1A−1. Then, the
operator Q may be written as Q(y, ϕ(·)) =
∫
0
−1A2(θ)ϕ˙(θ)dθ+
∫
0
−1A3(θ)ϕ(θ)dθ.
Hence P0 describes all the operators from L(XA,C
n).
Assume that λ0 is an eigenvalue of A, x0 is a corresponding eigenvector, and
that λ0 does not belong to the spectrum of A˜, then we have
x0 + (A˜ − λ0I)
−1B0P0x0 = 0. (4)
Let us notice that v0 = P0x0 6= 0, because λ0 /∈ σ(A˜). Then applying the
operator P0 to the left hand side of (4) we get v0+P0(A˜−λ0I)
−1B0v0 = 0. This
equality means that λ0 is a point of singularity of the matrix-valued function
F (λ) = I + P0(A˜ − λ0I)
−1B0 and v0 is a vector degenerating F (λ0) from the
right. Hence, there exists a nonzero vector w0 degenerating this matrix from
the left. One can obtain the following
Proposition 2.1 Let λ0 do not belong to σ(A˜). Then the pair (λ0, w0), w0 ∈
C
n, w0 6= 0, satisfies the spectral equation
w∗
0
F (λ0) = 0. (5)
if and only if λ0 is a root of the characteristic equation det∆(λ) = 0 and w0
∗
is a row-vector degenerating ∆(λ0) from the left, i.e. w0
∗∆(λ0) = 0.
Thus, one can consider the equation w∗F (λ) = 0 as an equation whose roots
(λ0, w0) describe all eigenvalues and (left) eigenvectors of the characteristic
matrix ∆(λ). We assume that the matrix A−1 has simple nonzero eigenvalues
µ1, . . . , µn. In this case [4,5] the spectrum σ(A˜) consists of simple eigenvalues
which we denote by λ˜mk = ln |µm| + i(Arg µm + 2πk), m = 1, . . . , n, k ∈ Z,
and of the zero-eigenvalue λ˜0 = 0. Let Φ = {ϕ˜
m
k }∪{ϕ˜
0
j} be a family of almost
normed eigenvectors corresponding to the eigenvalues {λ˜mk , λ˜0} which forms a
Riesz basis in the space M2. Denote by Ψ =
{
ψ˜mk
}
∪
{
ψ˜0j
}
the bi-orthogonal
basis to Φ. Let w∗
0
and λ0 be as in (5) and zj, j = 1, . . . , n be the eigenvectors
of the matrix A∗−1 and let the representation of w
∗
0
in the basis zj be as follows:
w∗
0
=
∑
j αjz
∗
j . Thus, the condition for a pair (λ0, w0) to satisfy the spectral
equation, i.e. Proposition 2.1, can be rewritten in the following form.
Proposition 2.2 Let λ0 do not belong to σ(A˜). Then the pair (λ0, w0), w0 ∈
C
n, w0 6= 0, satisfies equation (5) if and only if
αm =
∑
k∈Z
n∑
j=1
αj
pjk,m
λ˜mk − λ0
, m = 1, . . . , n, (6)
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where for any m, j, the sequences
{
pjk,m
}
satisfy
∑
k
∣∣∣pjk,m∣∣∣2 <∞.
3 Conditions for spectral assignment
We confine ourselves to the assignability problem of simple eigenvalues for the
operator A, this is guaranteed by the assumption that the matrix A−1 has
distincts eigenvalues (see [5]). Then one can enumerate those eigenvalues as
{λmk } ∪
{
λ0j
}
, for m, j = 1, . . . , n; k ∈ Z, where the sequence {λmk } satisfies
∑
k,m
∣∣∣λmk − λ˜mk ∣∣∣2 <∞. (7)
Let the vectors wmk be such that (w
m
k )
∗∆(λmk ) = 0, m = 1, . . . , n; k ∈ Z. Then
one can also show that
∑
k
‖wmk − zm‖
2 <∞, m = 1, . . . , n. (8)
For all indices m0 = 1, . . . , n; k0 ∈ Z, consider decompositions (w
m0
k0
)∗ =∑n
j=1 α
k0
jm0
z∗j . Then condition (8) for w
m0
k0
is equivalent to
∑
k0
∣∣∣αk0mm0
∣∣∣2 <∞, m 6= m0, ∑
k0
∣∣∣αk0mm − 1∣∣∣2 <∞, m,m0 = 1, . . . , n. (9)
We now consider the space ℓ2 of infinite sequences (columns) indexed as
{ak}k∈Z with a scalar product defined by 〈{ak} , {bk}〉 =
∑
k akbk. One can
also see that { 1
λ˜m
k
−λ
m0
k0
, k ∈ Z} ∈ ℓ2 for all m,m0 = 1, . . . , n; k0 ∈ Z. Then,
putting λ0 = λ
m0
k0
and w0 = w
m0
k0
in the equations (6), we obtain
αk0m,m0 =
n∑
j=1
αk0jm0〈{
1
λ˜m
k
−λ
m0
k0
}k∈Z, {p
j
k,m}k∈Z〉, m,m0 = 1, . . . , n, k0 ∈ Z. (10)
Hence, the assignment problem is equivalent to the existence of an infinite
vector {pjk,m}k∈Z ∈ ℓ2 satisfying the system of equation (10).
Consider the following infinite matrices
Smm0 =
{
1
λ˜m
k
−λ
m0
k0
}
k0,k∈Z
, Λm = diag
{
λ˜mk − λ
m
k
}
k∈Z
, m,m0 = 1, . . . , n.
The solvability of equations (10) is based on the following result.
Lemma 3.1 1. For m 6= mo the infinite matrices Smm0 represent linear
bounded operators from L(ℓ2) with bounded inverses.
2. ΛmSmm is a bounded operator from L(ℓ2) and has a bounded inverse.
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The proof of Lemma 3.1 uses the Levin’s Theorem on the property for a family
of exponentials to be a Riesz basis in L2 (see for example [1]).
Now we are ready to present our main results on the spectral assignment.
Theorem 3.2 Let µ1, . . . , µn be different nonzero complex numbers and
z1, . . . , zn be n-dimensional linear independent vectors. Denote
λ˜mk = ln |µm|+ i (Arg µm + 2πk) , m = 1, . . . , n, k ∈ Z.
Let us consider an arbitrary sequence of different complex numbers {λmk } k∈Z
1≤m≤n
such that ∑
k∈Z
∣∣∣λmk − λ˜mk ∣∣∣2 <∞, m = 1, . . . , n,
and an arbitrary sequence of vectors {ŵmk } k∈Z
1≤m≤n
satisfying
∑
k∈Z
‖ŵmk − zm‖
2 <∞, m = 1, . . . , n.
Let, in addition, the complex numbers λ0j , j = 1, . . . , n be different from each
other and different from λmk and let d
0
j , j = 1, . . . , n be nonzero vectors. Then,
for any ε > 0 there exist N > 0, a sequence {wmk }k∈Z, m=1,...,n:∑
k∈Z
‖wmk − ŵ
m
k ‖
2 < ε, wmk = ŵ
m
k , |k| > N, m = 1, . . . , n,
and a choice of matrices A−1, A2(θ), A3(θ) such that:
i) all the numbers {λmk }k∈Z, m=1,...,n ∪{λ
0
j}j=1....,n are the simple roots of the
characteristic equation det∆(λ) = 0;
ii) wm
∗
k ∆(λ
m
k ) = 0, m = 1, . . . , n, k ∈ Z and w
0∗
j ∆(λ
0
j) = 0.
As a possible application of this result, we can precise a condition for the
solvability of a vector moment problem, namely by giving the time (or interval)
of solvability.
Remark 3.3 Consider the following moment problem: find the function
ui(t), i = 1, . . . , r such that
smk =
∫ T
0
eλ
m
k
t
(
b1k,mu1(t) + . . .+ b
r
k,mur(t)
)
dt, k ∈ Z,m = 1, . . . , n, (11)
for a given sequence of complex numbers smk . We assume that the sequence λ
m
k
verifies the conditions of Theorem 3.2 and bjk,m, j = 1, . . . , r are such that
∑
j,k,m
∣∣∣bjk,m − bjm∣∣∣2 <∞, ∑
j
∣∣∣bjm∣∣∣ > 0, ∑
j
∣∣∣bjk,m∣∣∣ > 0, k ∈ Z,m = 1, . . . , n.
There exists T0 > 0 such that this moment problem is solvable for any sequence
{smk } ∈ ℓ2 if T > T0 and not solvable for T < T0.
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Such a number is called the critical number of solvability (cf. for example [1]).
In [3] it was shown that the critical number of solvability T0 equals n1(A−1, B),
i.e. the controllability index of the couple (A−1, B), which is the minimal in-
teger such that rank
(
B A−1B . . . A
n1−1
−1 B
)
= n, where B = {bjm}
j=1,...,r
m=1,...,n and
A−1 = diag(µ1, . . . , µn), under the assumption that this problem of moments
corresponds to a controllability problem of a controlled system of neutral type
z˙(t) − A−1z˙(t − 1) = Lz(t + ·) + Bu(t). Theorem 3.2 allows to eliminate the
last assumption.
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