Researchers sometimes argue that their exposure-measurement errors are independent of other errors and are nondifferential with respect to disease, resulting in estimation bias toward the null. Among well-known problems with such arguments are that independence and nondifferentiality are harder to satisfy than ordinarily appreciated (e.g., because of correlation of errors in questionnaire items, and because of uncontrolled covariate effects on error rates); small violations of independence or nondifferentiality may lead to bias away from the null; and, if exposure is polytomous, the bias produced by independent nondifferential error is not always toward the null. The authors add to this list by showing that, in a 2 3 2 table (for which independent nondifferential error produces bias toward the null), accounting for independent nondifferential error does not reduce the p value even though it increases the point estimate. Thus, such accounting should not increase certainty that an association is present. bias; epidemiologic methods; measurement error; misclassification; odds ratio; relative risk; validation Abbreviations: IN, independent nondifferential; MLE, maximum likelihood estimate.
Error in a measure X of an exposure T is independent of other errors and nondifferential with respect to other variables when the chance of a given error in X depends on only T. We will call such error IN error. It has long been known that IN error in a binary measure X of a binary T reduces the power of tests for the association of T with an outcome Y, and it induces a bias toward the null in common 2 3 2 table association measures (1, 2) , apart from a few special cases in which no bias occurs (3) . This fact has fueled intuitions that, given IN error, one can be more certain that an association is present than indicated by conventional statistics relating X to Y.
Unfortunately, such intuitions can be misleading. For example, if an association is present, IN error can produce bias away from the null or reverse a trend when T and X are polytomous or continuous (4, 5) , and additional conditions are required to ensure that IN error does not bias an estimated trend past the null (6) . Furthermore, the IN condition does not ensure that an observed (as opposed to expected) estimate is closer to the null than the true measure, since random error away from the null can sometimes exceed the bias toward the null (7, 8) . Finally, in ecologic regression, the IN condition tends to lead to bias away from the null under the same conditions that it produces bias toward the null in the individual-level data (9) .
We present yet another counterintuitive result: That in the simple case of a 2 3 2 table, in which IN error does produce bias toward the null, statistical adjustment for misclassification does not reduce the p value even though the adjusted point estimate moves away from the null (as intuition expects). Hence, the adjustment should not increase certainty (in either an informal or Bayesian sense) that an association is present.
In this paper, we illustrate this phenomenon by using a real study, and we provide some intuition. Elsewhere, we discuss Bayesian analogues of the phenomenon (10) .
AN EXAMPLE
Consider a case-control study of antibiotic use during pregnancy and subsequent occurrence of sudden infant death syndrome (11) . Let Y be the indicator of sudden infant death syndrome and X be the indicator of a ''yes'' response to the antibiotic question. For 173 of 775 cases and 134 of 797 controls, X ¼ 1. Superficially, the association appears unequivocal: The odds ratio is 1.42 with 95 percent confidence limits of 1.11, 1.83; the Wald p value (from taking the log odds ratio divided by its standard error) is 0.01, as are the likelihood-ratio and score (Pearson chi-squared) p values.
Of course, this positive association could be due to biases such as differential recall; nonetheless, given the small p values, it might seem that chance alone is not a reasonable explanation. Furthermore, chance plus IN error is not a reasonable explanation, because IN error does not harm the validity of the p value (i.e., under the null hypothesis that T and Y are unassociated, the p value for the X-Y association remains the probability that the test statistic is at least as large as observed provided that the error in X is IN) (1). Hence, it seems we should be confident in rejecting the T-Y null.
Adjustment with known classification rates
Suppose we examine the potential impact of IN error on these results by using some educated guesses about the errors in X as a measure of the true antibiotic-use indicator Tthat is, conduct a sensitivity analysis ((12), chapter 19). Starting with sensitivity (chance of X ¼ 1 given T ¼ 1) and specificity (chance of X ¼ 0 given T ¼ 0) of 0.85, basic formulas to correct for IN error (appendix 1) yield an adjusted odds ratio estimate of 4.4, much larger than the unadjusted estimate of 1.4.
The dramatic increase (1.4 to 4.4) accords with intuition that IN error should have deflated the estimate, and it might make one think that a positive association is even more likely in light of IN error. Nonetheless, the adjusted Wald p value is now 0.06! This increase in p is a statistical artifact of the Wald method, however (13, 14) , and the likelihoodratio and score p values remain 0.01. Thus, even if we were 100 percent certain that sensitivity and specificity were 0.85 for both cases and controls, we should be no more confident that the T-Y association is positive than we were from examining only the unadjusted results (which corresponds to assuming no misclassification, so that the X-Y and T-Y associations are identical).
Of course, we are not certain about the error rates and so should at least try other pairs. Table 1 shows results for various choices. It is clear that specificity is most important (unsurprising given the low exposure prevalence) and that the estimates blow up as the specificity approaches 693/797 ¼ 0.83 5/6, the smallest value for which the adjustment formula yields positive odds ratios (Bayesian estimates do not blow up in this situation (15) ). In every case, the odds ratio and confidence limits are larger after adjustment, yet the adjustment never decreases the p value. Thus, in this setting, adjusting for IN error should not increase our certainty that the T-Y association is positive, even though it shifts our estimates upward.
There is an intuitive reason for the latter phenomenon. The estimated variance of the log odds ratio is inversely proportional to the table numbers, hence it is most sensitive to the smallest numbers, and misclassification adjustment can make those numbers smaller. Thus, even though the log odds ratio estimate moves away from the null upon adjustment for IN error, the random variability of that estimate increases as well, so that the net certainty about the direction of the association does not increase. In fact, because the standard error increases even faster than the point estimate, the Wald p value increases upon adjustment, while the more accurate likelihood-ratio and score p values remain fixed (appendix 1). As a result, adjustment does not change our inference about the presence of a positive association, even when it changes the point and interval estimates dramatically (table 1) .
Adjustment with validation data
Each of the analyses within a sensitivity analysis unrealistically assumes that the sensitivity and specificity are known exactly, leaving only random error unknown. The conventional analysis (no adjustment for misclassification) is but the one point in the sensitivity analysis that assumes (unrealistically) there was no classification error. In reality, when important classification error is present, we never know its extent. Although often impractical because of ethics and cost, the most direct way to address this ignorance involves obtaining validation data on a subsample of subjects, as was done in the study of sudden infant death syndrome; table 2 shows the data. With these data, one can use adjustments more efficient than formulas based on only sensitivity and specificity estimates from those data (16) (17) (18) . Given this efficiency gain, one might expect increased certainty after adjusting for IN error. Instead, from the wholestudy data and those in table 2, the maximum likelihood estimate (MLE) of the T-Y odds ratio is 1.49 with 95 percent confidence limits of 1.02, 2.17; Wald p ¼ 0.04. Thus, despite adding information through the validation data, the adjustment did not reduce uncertainty about the size and direction of the association (and in fact in this example appeared to leave even more uncertainty). More generally, a reviewer of this paper pointed out that the Wald p value obtained from regression-calibration adjustment (19) will not change with adjustment: Under the null hypothesis, the adjustment factors for the estimate and the standard error are equal and hence cancel out in the Wald statistic (estimate/standard error).
DISCUSSION
Many expectations about the impact of IN error are not always borne out in reality: Bias can be away from the null (4, 5) , and, even when the bias is toward the null (i.e., the estimate is too close to the null on average), a particular estimate may be an overestimate (7, 8) . We have additionally shown that even in the simple 2 3 2 case, when the bias must be toward the null, allowance for IN error does not increase certainty that the association is in the observed direction.
In keeping with common practice, we have focused on the ordinary two-sided p values obtained from large-sample (approximate) chi-squared statistics. While we agree that p values are terribly overused and misinterpreted, one-sided p values can often be translated into Bayesian inferences (20, 21) . For example, if the prior distribution is sufficiently diffuse, in typical asymptotically normal examples, the smaller of the two one-sided p values (i.e., half the twosided p value) approximates the posterior probability that the observed association is in the wrong direction (appendix 2). Thus, although the ordinary two-sided p value is not (as often misinterpreted) the probability that the null is true, half that p value often approximates the certainty that the true association is in the direction opposite of that observed and thus measures how unsure we should be that our result is qualitatively correct.
The independence condition is often overlooked, and common claims that nondifferentiality alone (equal error rates among cases and controls) produces bias toward the null are simply wrong; dependent errors can easily produce bias away from the null even when the errors are nondifferential and the null is true (22, 23) . Furthermore, departures from nondifferentiality can easily arise even with prospectively collected data (24, 25) , and small departures can produce bias away from the null when noncase specificity minus case specificity approaches the true exposure prevalence (26) . Finally, IN error in a binary confounder Z results in bias away from the null in the Z-adjusted estimate if the direction of confounding by Z is away from the null (27) , although this is not always so for polytomous confounders (5, 28) .
We have focused on IN error because its recognition provokes expectations of ''conservative'' results. These expectations are often unwarranted with regard to inference about the presence or direction of an association. Recognition of differential error can also produce misleading expectations. In the above example, there is some basis to expect recall bias (higher sensitivity and/or lower specificity among cases) (29) , which can lead to bias away from the null, although the data are borderline compatible with nondifferentiality. It seems a common belief that the presence of such differential recall implies that the observed estimate is an overestimate. This is not so. Although the differential portion of the error does produce an upward bias in a positive association, there remains a downward bias due to shared error components; this downward bias may more than counterbalance the recall bias, so that the average estimate understates the true association and the test statistic is conservative (30) . In addition, even when the net bias is upward, downward random error might more than counterbalance the upward bias, so that the observed estimate could still be an underestimate.
Recent literature has recommended extending one-pairat-a-time adjustment by placing prior distributions on sensitivities and specificities, drawing random values from these distributions, adjusting the results by using these values, and summarizing the distribution of adjusted results (31) (32) (33) (34) . Under certain assumptions, these distributions can approximate Bayesian posterior distributions based on the same priors (35) . Alternatively, one can just use the prior distributions directly in a Bayesian analysis (36) . Doing so, we have found that, given IN error and informative priors for all parameters, the posterior probability that the observed association is in the correct direction can actually be reduced by adjustment (10) .
Collection of validation data, while laudable, is no panacea for the problems reviewed above. First, those data may be unethical or prohibitively expensive to collect, and the amount collected may be so small that they leave tremendous uncertainty about the relation of X to the truth T and hence of T to Y. Second, those data often add only another 
* A ''yes'' response on the questionnaire is indicated by X ¼ 1, and medical record of antibiotics is indicated by T ¼ 1.
presumably better measure S of T (an ''alloyed gold standard'' S). Most medical records provide prescription data, not compliance, and noncompliance leads to imperfect specificity of the record. Diet and nutrition validation add only food-diary data, which is still far from life history, and for which errors are likely dependent. When S is imperfect, adjustments based on assuming that S is perfect (S ¼ T) may introduce more bias than they remove (37) . Proper adjustment must account for the error in S as well as in X as a measure of T (38), and this adjustment will not increase certainty about the direction and size of the association, despite bias toward the null.
In summary, the IN condition is difficult to satisfy. Even when satisfied, it does not always guarantee bias toward the null; even when the bias it produces is toward the null and adjustment moves the estimates away from the null, it does not follow that adjusting for the error will strengthen the evidence that the observed association is in the correct direction.
