The potential applications of dynamically substructured systems (DSS) with both numerical and physical substructures can be found in diverse dynamics testing fields. In this paper, a feedforward adaptive controller based on a neural network (NN) is proposed to improve the DSS testing performance. To facilitate the NN compensation design, a modified DSS framework is developed so that the DSS control can be considered as a regulation problem with disturbance rejection. Then an NN feedforward compensation technique is proposed to cope with uncertainties and nonlinearities in the DSS physical substructure. The proposed NN technique generalizes the existing results in the literature. Real-time experimental results on a mechanical test rig demonstrate the improved performance by using the NN compensation strategy.
INTRODUCTION
The dynamically substructured system (DSS) technique is currently receiving significant attention in various fields, e.g. large-scale structural and automotive system testing. A DSS contains both numerical and physical substructures (Stoten and Hyde (2006) ). In a DSS test, a full-size system is decomposed into two or more subsructures, in which only the critical parts (usually containing nonlinearities and uncertainties) are tested physically, while the remaining parts (usually containing large-scale components) are tested simultaneously in numerical model form. In this sense, DSS is able to test full-size critical components of an emulated system in a laboratory environment so that the drawbacks involved with purely numerical and purely physical testings can be avoided. See (Stoten and Hyde (2006) ; Williams and Blakeborough (2001) ) for a detailed discussion on the advantages of using DSS. DSS is distinguishable from the hardware-in-the-loop (HIL) method, which is used traditionally to test the performance of a controller, with a hardware interface to an embedded numerical plant. However, in more recent de-velopments, the HIL approach has some common features with DSS methodology (e.g. MacDiarmid et al. (2007) ). The distinguishing feature of DSS is the synthesis of a composite system involving both numerical and physical testing components, which must be synchronized at their interfaces in order to create a similar testing environment to the original emulated system. See (Plummer (2006) ) for a discussion about the differences between the concepts of DSS and HIL.
In a DSS test, it is expected that the differences between the salient responses of the DSS and the original emulated system are as small as possible. These differences are affected by the synchronization of the physical and numerical substructures. Hence, the control design objective in a DSS test is to synchronize the interaction signals at the interface between the numerical and physical substructures subject to the testing (i.e. excitation) signal. In the previous work of Stoten and Hyde (2006) , a substructuring framework and general control design methodologies have been proposed and successfully applied to a quasimotorcycle (QM) DSS test rig (Stoten et al. (2009) ).
Generally, the performance of a DSS test can be influenced by two factors. One factor is from the inevitable and significant uncertainties and nonlinearities in the physical substructure. Ignoring these problems during DSS con-troller designs may greatly deteriorate the testing results. Due to this reason, a DSS usually requires a high fidelity controller which must be able to cope with uncertainties and nonlinearities in the physical substructure. Some DSS control strategies have been proposed to overcome these problems in different situations. Among these strategies, an adaptive control algorithm, called minimum control synthesis (MCS), has been demonstrated to be an effective control method for DSS control problem (Wagg and Stoten (2001) ; Neild et al. (2005) ). The second factor is the complication introduced by the dynamics of the actuators employed in a DSS. The limiting characteristics of the actuators can significantly deteriorate the DSS performance in some cases. These effects are explicitly compensated out by the design given in (Stoten and Hyde (2006) ). Socalled actuator delay compensation is investigated by, e.g., Darby et al. (2002) ; the actuator saturation problems in DSS control are addressed by, e.g. Li et al. (2010 Li et al. ( , 2011 .
In this paper, we focus on the first factor influencing the DSS performance and investigate another novel DSS control strategy: an adaptive controller with neural network (NN) feedforward compensation. This is motivated by the approximation capability of NN in identification and control design, which have been recently studied widely in the control community (e.g. Kosmatopoulus et al. (1995) , Lewis et al. (1999) , Ge et al. (2002) , Polycarpou (1996) , Chen and Liu (1994) ). There are also results dedicated to NN feedforward compensation for the rejection of disturbances, e.g. Lin and Hsiao (2001) , Gorinevsky and Feldkamp (1996) . Recently, Ren et al. (2009a,b) developed two novel NN feedback-feedforward control schemes to attenuate the effect of external vibrations on nonlinear mechanical systems, in which the stability of the proposed schemes can be guaranteed in the sense of Lyapunov. Moreover, the dynamical models of the plant, disturbance and sensors are not required, while only the accelerometer measurements of disturbances are utilized, which makes them attractive from a practical viewpoint. It is noted that NN have rarely been utilized in DSS system design and synthesis.
In this paper, we first transform the existing generalized DSS framework (Stoten and Hyde (2006) ) into a modified framework, and then the DSS control design can be considered as a regulation problem with measured disturbance rejection. With this observation, an NN adaptive compensator can be designed and superimposed upon a pre-designed linear two degree-of-freedom (DOF) DSS controller to achieve improved synchronization. The linear feedback controller is employed to guarantee the stability of the closed-loop system, while the NN is used to provide an extra feedforward compensation action to cope with uncertainties and nonlinearities. The salient feature of the proposed method lies in the fact that the NN feedforward control design does not require any information on the plant, and the system modeling uncertainties can also be eliminated via the NN feedforward compensation. The experimental results on a quasi-motorcycle DSS testing rig demonstrate the superior performance of applying NN feedforward compensation over a linear feedforward controller derived from the system model. The NN compensation strategy in Ren et al. (2009a,b) is also generalized from SISO and decoupled MIMO cases to generic mul- Hyde (2006) tivariable MIMO cases and extended to the DSS control problem.
GENERALIZED DSS FRAMEWORK
The general DSS framework proposed by Stoten and Hyde (2006) is illustrated in Fig. 1 . In this framework, the three terms {G 0 , G 1 , G 2 } are used to represent a generalized system, yielding the generalized substructures Σ 1 and Σ 2 , together with the generalized outputs z 1 , z 2 . For a class of practical applications, we can denote Σ 1 as the numerical substructure and Σ 2 as the physical substructure, respectively, so that Σ 1 = Σ N and Σ 2 = Σ P . The following associations can also be made: G 1 is related to Σ N , G 0 to both Σ P and Σ N , and G 2 to the so-called transfer system component of Σ P . The transfer system consists of the test specimen actuators, sensors and mechanical support structure. In the figure, {d, u} are external excitations and the DSS control signals, while {z 1 , z 2 } are the outputs of the numerical and physical substructures, respectively. In the DSS test, the two outputs must be in near-perfect synchronization; that is, the substructuring error e := z 1 − z 2 must always be driven towards zero if a DSS is to function satisfactorily. The control objective of the DSS, as shown in Fig. 1 , is thus to minimize the difference between z 1 and z 2 :
using a control signal u produced by a 2-DOF controller
Substituting (2) into (1) leads to
where
Under this DSS framework shown in Fig.1 , various DSS controllers have been designed to achieve the control objective. A straightforward design for the feedforward linear controller is to choose
u G 1 and K e via pole-placement, as shown by Stoten and Hyde (2006) . However, this ideal situation can never be perfectly realized due to parameter variations, unmodelled dynamics and unknown external disturbances in practical systems. In the following section, we present a new method that uses NN to provide an extra compensation to mitigate against the above effects. 
ADAPTIVE NEURAL NETWORK DSS CONTROL
In this section, we develop a novel NN compensation technique inspired by the recent work of Ren et al. (2009a,b) and apply this NN technique to the DSS control problem.
DSS framework transformation -nominal case
By straightforward manipulation, Fig. 1 can be transformed into an equivalent framework as shown in Fig.  2(a) , which can be further transformed to an equivalent framework in Fig. 2 (b) (according to equation (3)). In Fig. 2(b) , G d contains an a priori designed feedforward controller K d and denotes the disturbance model from d to the output y. If the testing signal d is assumed to be the external disturbance, and the reference r is set to zero (r = 0), the control problem in Fig. 2(b) amounts to a standard regulation control problem with measured disturbance rejection, i.e. to regulate the output y (or e) in Fig. 2(b) to zero under the disturbance d. Note that u f is an extra feedforward control signal, which will be used to compensate for the extra disturbance that is not fully compensated by
Following the similar arguments in the last section for choosing
it is intuitively reasonable that the effect of the disturbance d can be eliminated completely in the nominal case. However, this inverse-based feedforward controller may not be feasible in some practical applications. On the one hand, the inverse of G u may not be derived conveniently if it is non-minimum phase or non-invertible; on the other hand, when the system nonlinearities and uncertainties are significant, the performance can significantly degrade. For this reason, we aim to use a nonlinear NN compensator to construct the feedforward compensator, so that the aforementioned problems can be avoided. Although an a priori feedback control K d was used in Fig. 2 , it should be noted that the NN design does not depend on the existence of K d , i.e. in the worst case, we can set K d = 0, so that the feedforward compensation u f is used to accommodate all unknown dynamics and disturbances without using the The following development is based on the transfer function matrix from the signals d and −u f to y
, and A, B u , B d , C are system matrices with appropriate dimensions. Note that G CL is strictly proper by assuming that G 0 , G 1 and G 2 are also strictly proper.
To facilitate further analysis, the following assumption must hold: Assumption 1. The linear DSS control framework in Fig.  1 (or equivalently, Fig. 2 ) is asymptotically stable. Remark 1. In the nominal case, Assumption 1 can be satisfied by appropriately designing the linear controllers K e and K d (See Section 4.2 for example). The modeling error or system uncertainties are further considered in the next section. Moreover, Assumption 1 guarantees that A in (5) is Hurwitz. Hence there exist positive definite matrices P and Q such that A T P +P A = −Q holds. This condition will be used later in the proof of the closed-loop stability involving the NN compensator.
Neural network feedforward compensator
If we use an auxiliary external disturbance ∆ω to represent the influences from uncertainties and nonlinearities, then (5) can be modified as
In order to compensate for this extra disturbance ∆ω and also d, the adaptive DSS control scheme with a feedforward NN compensator (as shown in Fig. 3 ) is proposed. The feedforward compensation signal u f is provided by
where W ∈ R N ×nu is the adaptive NN weight matrix,
T ∈ R N is the network basis function; S i (d) is sigmoidal functions with the form of S i (d) = a 1+e −bd − c, where the parameters a, b ∈ R + and c ∈ R are NN tuning parameters that represent the bound, slope and bias of the sigmoidal curvature, respectively.
In the DSS synthesis, the external excitation d is precisely known and available. However, the proposed method can also be extended to a system in which only an approximate measurement of d is available (e.g. the accelerometer signal of d as in Ren et al. (2009a) ). Moreover, the established feedforward control does not depend on the system model and the disturbance model, which can be applied to a more general DSS control system with unknown excitation and external disturbances.
The NN weight W can be updated online with the following adaptive laẇ
where y is the norm of the output y; Γ = Γ T > 0 is the adaptive learning matrix with Γ ∈ R N ×N ; σ > 0 is the e-modification parameter and F ∈ R nu×ny is a designed matrix fulfilling the matching condition P B u = C T F T . This condition will be utilized in the proof of the closed-loop stability (see Eq. (13)). Note that this matching condition is usually considered as the strictly positive real (SPR) type condition, which can be fulfilled in our DSS study. Walcott and Zak (1988) provided a detailed analysis for the construction of matrices F and Q to satisfy this condition.
It has been shown that an unknown function can be approximated by an NN in a compact set (Kosmatopoulus et al. (1995) ). So we can use an NN to approximate the dynamicsũ *
(10) Here B u , B d are known matrices defined in (5); W * ∈ R N ×nu , with N > 0, is the optimal network weighting matrix; ∆φ ∈ R nu is the approximation error vector. Assumption 2. The optimal NN weighting matrix W * and the approximation error vector ∆φ are bounded by W * ≤ W N , W N > 0 and ∆φ ≤ ε, ε > 0 on the compact set. Substituting (7) and (10) into (6), then the system (6) with a NN compensation can be expressed as
Then we have the following result: Theorem 1. Consider the DSS dynamics described by (6) with the NN feedforward control (7) and the parameter update law (8). The system states and the network weight error are uniformly ultimately bounded (UUB), as given by the right-hand sides of (15) and (16), respectively.
Proof : Consider the following Lyapunov function:
where tr{·} denotes the trace of the corresponding matrix.
By applying (11) and Assumptions 1, 2, we can obtain the time derivative of V aṡ
According to the fact tr{W
where Q m is the minimum eigenvalue of Q, and C M , P M , B M are the maximum eigenvalues of C, P and B u , respectively.
It can be shown thatV ≤ 0 as long as either
Therefore,V is negative outside a compact set in the x and W plane, which is shown to be an attractive set for the system. According to the Lyapunov theorem extension (Lewis et al. (1999) ), this demonstrates the UUB of both the system state x and the NN weight error W . This means that the regulation performance of the system of Fig. 3 can be retained, i.e. the system output y or regulation error e are bounded in a small neighbourhood around zero. In this case, the synchronization of the DSS control can be achieved. 2 Remark 2. In Ren et al. (2009a,b) , only second order SISO and decoupled MIMO systems are considered. Here, Theorem 1 extends the results to high order multivariable systems, and more specifically, this paper incorporates the NN feedforward compensation into a modified DSS control framework to propose a DSS control synthesis methodology. Remark 3. In the proposed DSS framework in Fig. 3 , the NN compensator is superimposed on a pre-designed linear feedforward controller K d to provide an extra compensation signal in the feedforward path, so that the uncertainties and nonlinearities in the plant can be compensated out. Hence this method can guarantee a better performance than the case with linear feedforward controller alone. This is also different to the method proposed by Ren et al. (2009b) , where only an NN compensator without a linear feedforward controller is employed. Remark 4. In the practical implementation of the proposed NN compensation (7), the form of the feedforward control neural network W T Φ(d) can be converted into a discrete-time version in which the input vector of the NN at the sampling time k can be selected as
. This has been practically verified by Ren et al. (2009b) and others in the study of steady state performance.
THE SUBSTRUCTURED TEST RIG AND EXPERIMENTAL RESULTS

The test rig and its substructured form
In this case study, we apply our control strategy to a quasi-motorcycle (QM) hydraulically-actuated system developed at the University of Bristol. This test rig has been extensively studied in previous work (see e.g. Stoten et al. (2009) ). Different DSS testing modes can be set for this test rig, and in this paper we only report the experimental results for one of the modes, called the single mode (see Stoten et al. (2009) for details on how to establish different DSS testing modes for this QM test rig.).
Control system design
For the above mentioned system, both feedback and feedforward control are designed. The linear feedback controller K e and a linear feedforward controller K d can be designed using an LQR strategy to fulfill Assumption 1.
Suppose that the transfer functions G 0 (s), G 1 (s) and G 2 (s) are strictly proper and their state space matrices are G i (s) ∼ (A i , B i , C i , 0) with i = 0, 1, 2. Then, the state space realization for the whole system can be written aṡ
The corresponding equations for a linear observer arė
Suppose the feedback gain K is computed from the algebraic Ricatti equation so that u = −Kx (19) Substituting (19) and (18b) into (18a) leads to the LQG controller-observer equations:
The weights of the Kalman filter when designing the observer are chosen as Q n = 20 × I ny and R n = I nu ; the weights for the algebraic Ricatti equation are Q = 100 × C TC and R = I nu .
For the NN feedforward compensator, a single-layer neural network with 4 neurons is employed. The network basis function is 
Experimental results
The testing signal
T was composed of two ramped chirp signals, where d 2 had a 0.85s delay from d 1 , representing the forward motion of the vehicle. The testing duration was 20s. A ramp time of 20s was used, with the magnitude increasing from 0m to 0.0025m at 20s. The frequency span was from 10Hz to 2Hz. This testing signal was assumed to be a road disturbance, when the vehicle (1.7m in length between the front and rear wheels) was running at a speed of 2m/s. Fig. 4 shows the DSS errors when using an LQR controller K e , K d alone, and when using both an LQR controller and an NN compensator u f . It is clear that the magnitude of the DSS errors when using LQR control plus NN compensation at lower frequencies are much smaller than the DSS errors when only using LQR control alone. However, the performance of the LQR control plus NN compensation is slightly worse at higher frequencies. In fact, this trade-off can be adjusted by tuning the parameters during testing.
For a clearer comparison, we plot the integral squared errors of the DSS errors in Fig. 5 , which demonstrates that the overall performance of the case with LQR and NN compensator significantly outperforms the case with LQR control alone.
CONCLUSION
A generalized NN compensation strategy is proposed based on the works by Ren et al. (2009a,b) . This technique is used in DSS testing to compensate for uncertainties and nonlinearities. The advantage of using this method is that no previous knowledge of the physical substructure of a DSS is required during the NN compensator design. The real-time applications on a mechanical test rig demonstrates the efficacy of this method. 
