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THE PROJECTIVE TRANSLATION EQUATION AND UNRAMIFIED
2-DIMENSIONAL FLOWS WITH RATIONAL VECTOR FIELDS
GIEDRIUS ALKAUSKAS
Abstract. Let x = (x, y). Previously we have found all rational solutions of the 2-dimensional
projective translation equation, or PrTE, (1 − z)φ(x) = φ(φ(xz)(1 − z)/z); here φ(x) =
(u(x, y), v(x, y)) is a pair of two (real or complex) functions. Solutions of this functional equa-
tion are called projective flows. A vector field of a rational flow is a pair of 2-homogenic
rational functions. On the other hand, only special pairs of 2-homogenic rational functions
give rise to rational flows. In this paper we are interested in all non-singular (satisfying the
boundary condition) and unramified (without branching points, i.e. single-valued functions in
C2 \{union of curves}) projective flows whose vector field is still rational. If an orbit of the flow
is given by homogeneous rational function of degree N , then N is called the level of the flow.
We prove that, up to conjugation with 1-homogenic birational plane transformation, these are
of 6 types: 1) the identity flow; 2) one flow for each non-negative integer N - these flows are
rational of level N ; 3) the level 1 exponential flow, which is also conjugate to the level 1 tangent
flow; 4) the level 3 flow expressable in terms of Dixonian (equianharmonic) elliptic functions; 5)
the level 4 flow expressable in terms of lemniscatic elliptic functions; 6) the level 6 flow express-
able in terms of Dixonian elliptic functions again. This reveals another aspect of the PrTE: in
the latter four cases this equation is equivalent and provides a uniform framework to addition
formulas for exponential, tangent, or special elliptic functions (also addition formulas for poly-
nomials and the logarithm, though the latter appears only in branched flows). Moreover, the
PrTE turns out to have a connection with Po´lya-Eggenberger urn models. Another purpose of
this study is expository, and we provide the list of open problems and directions in the theory of
PrTE; for example, we define the notion of quasi-rational projective flows which includes curves
of arbitrary genus. This study, though seemingly analytic, is in fact algebraic and our method
reduces to algebraic transformations in various quotient rings of rational function fields.
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1. Introduction
For convenience reasons, we write F (x, y) • G(x, y) instead of (F (x, y), G(x, y)). We also
write x = x • y. This paper is a continuation of [Al10, Al12]. It is completely independent
from the first, and also mostly independent from the second paper, apart from the ([Al12],
Section 4, steps I and III), which are crucial for the current work. The main needed steps
will be summarized here in the Subsection 1.3. The current paper is an introduction to the
prospective paper [Alpr2] where general plane vector fields are treated in the framework of
quasi-rational flows; see the Subsection 5.4.
1.1. Background. The general “affine” translation equation is a functional equation of the
type
F (x, s+ t) = F (F (x, s), t) x ∈ Cn, s, t ∈ C,
where F : Cn × C 7→ Cn. Note that this is not the most general form of the translation equa-
tion; to get the feeling of the variety of structure and methods that underlies this equation, the
reader may consult [Ac66, Mo73, Mo95, FR08, FR10]. Our research concentrates on the special
case of this equation, where F (x, t) is of the form φ(xt)t−1; this choice is not accidental, since
it exhibits several fascinating features not encountered in the general affine solutions (“affine
flows”). This special case was first introduced in [Al10] where we considered the 2-dimensional
equation from the topologic point of view in the simplest case of the sphere S2.
In the paper [Al12] we solved the following problem: find all rational solutions of the 2-
dimensional projective translation equation (PrTE for short)
(1− z)φ(x) = φ
(
φ(xz)
1− z
z
)
.
(1)
Here φ(x, y) = u(x, y) • v(x, y) is a pair of rational functions in two real or complex variables.
It appears that, up to conjugation with a 1-homogenic birational plane transformation (1-BIR
in short, for the structure of these see the Appendix in [Al12]), all rational solutions of this
equation are as follows: the zero flow 0 • 0, two singular flows 0 • y and 0 • y
y+1
, an identity
flow x • y, and one non-singular flow for each non-negative integer N , called the level of the
flow; this solution is given by φN below. The non-singular solution of this equation is called
the projective flow. Non-singularity means that a flow satisfies the boundary condition
lim
z→0
φ(xz)
z
= x. (2)
Thus, each rational projective flow u(x, y) • v(x, y) is automatically a birational plane transfor-
mation whose inverse is given by −u(−x,−y) • −v(−x,−y).
The main object associated with a solution is its vector field given by
v(φ; x, y) = ̟(x, y) • ̺(x, y) = d
dz
φ(xz, yz)
z
∣∣∣
z=0
. (3)
Vector field is necessarily a pair of 2-homogenic functions. For smooth functions, the functional
equation (1) implies the PDE
ux(x, y)(̟(x, y)− x) + uy(x, y)(̺(x, y)− y) = −u(x, y), (4)
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and the same PDE for v, with boundary conditions
lim
z→0
u(xz, yz)
z
= x, lim
z→0
v(xz, yz)
z
= y.
In principle, the PDE (4) with the above boundary conditions is equivalent to (1); but the proof
of this equivalence is possible only in each case separately, since there arises the complication
to determine the definition domain of the flow - for example, explore φlog below. Thus, not
all functions in two complex variables can be iterated without restrictions - this restriction is
explicitly present in (1), but only implicitly present in (4), and only a posteriori, after we have
found the solution, whether in analytic form in terms of known special functions, or via an
independent analysis.
Each point under a flow possesses the orbit, which is either a curve (when we deal with flows
over R) or a surface (complex curve over C), or a single point; the orbit is defined by
V (x) =
{φ(xz)
z
: z ∈ R or C
}
.
For rational flows of level N , there exists an Nth degree homogenic rational function W (x, y)
such that the orbits are the curves W (x, y) = c, c ∈ C∪{∞}. We will also refer to non-rational
flows as also being of level N if the orbits are given by Nth degree homogeneous rational
function. It appears that the vector field of a rational flow is a pair of 2-homogenic rational
functions. The main theorem in [Al12] gives the first structural result for the rational flows;
many more properties of the flows which take into account not only the level but the birational
conjugation itself will be treated in [Alpr1]. The main idea of the proof (which is rather lengthy)
is that using conjugation with 1-BIR, the vector field can be reduced step by step, leading to
rational 2-homogenic functions with numerators of smaller degree, and eventually, provided we
do not encounter an obstruction, to quadratic forms. The obstruction arises when we hit the
vector field whose both coordinates are proportional. So, we are left to find all rational flows
whose vector field is given by a pair of two quadratic forms in two variables, or whose one of
the coordinates vanish (this is equivalent, after a linear conjugation, to the obstruction). The
first case is a rewarding part of the proof. For example, we find that some of these pairs of
quadratic forms lead to rational solutions, while others should be discarded since they arise
from non-rational flows. In this paper we take a closer look at non-rational solutions of (1)
whose vector field is a pair of quadratic forms. In general, every vector field whose orbit is given
by a homogeneous rational function of degree N ∈ N0 gives rise, generally, not to a rational
flow but to a quasi-rational flow; see the Subsection 5.4 and [Alpr2].
1.2. Addition formulas. Motivation. Consider the following two-variable two-dimensional
functions:
φexp(x) = xey • y = xf(y) • y;
φtan(x) =
xy + y2 tan y
y − x tan y • y =
xy + y2f(y)
y − xf(y) • y;
φN(x) = x(y + 1)
N−1 • y
y + 1
= xf(y) • y
y + 1
;
φlog(x) =
xy
(y + 1)[y + x log(y + 1)]
• y
y + 1
=
xy
(y + 1)[y + xf(y)]
• y
y + 1
.
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(Here in each case f(y) stands for the corresponding function, ey, tan(y), and so on). We can
check directly that these functions satisfy the PrTE (1). The vector fields and the equations
for the orbits of these flows are given by
exp: xy • 0, W (x, y) = y;
tan: x2 + y2 • 0, W (x, y) = y;
N : (N − 1)xy • (−y2), W (x, y) = xyN−1;
log: −x2 − xy • (−y2), W (x, y) = exp(yx−1)y.
(In the last case the orbits are non-algebraic curves). In fact, replace the known function
in the expression of φ with the unknown f (this is shown above). Now require that the so
obtained function satisfies (1). Eventually, this turns out to be equivalent to nothing else but
the standard addition formulas:
exp : f(x+ y) = f(x)f(y);
tan : f(x+ y) =
f(x) + f(y)
1− f(x)f(y);
N : f(xy − 1) = f(x− 1)f(y − 1);
log : f(xy − 1) = f(x− 1) + f(y − 1).
The first two can be restated in a symmetric way; that is, if u+ v + w = 0, then
exp u · exp v · expw = 1,
tanu · tan v · tanw = tanu+ tan v + tanw.
These are superior to the former, since if we know additionally that exp(0) = 1 and tan(0) = 0,
then these identities also encode the symmetry properties exp(u) exp(−u) = 1 and tan(u) +
tan(−u) = 0. In [Al12] we found out that the k-dimensional PrTE is directly related to bira-
tional transformations of P k−1(C), as opposed to general “affine” translation equation which is
tied to birational affine transformations of Ck, albeit this dependency is of different nature, the
first case being much more involved. Now we see another fascinating feature of (1); namely,
the PrTE provides a uniform framework for addition formulas for certain functions: abelian -
exp(y), tan(y); algebraic - (y + 1)N−1, if N ∈ Q; integrals over algebraic - log(y + 1). This is
the simplest, 2-dimensional case of the theory. As we will see in Theorem 1, the above list will
not include trigonometric functions sin(y) and cos(y), but will include rather special elliptic
functions related to regular hexagonal and square lattices. The higher dimensional case even
in the setting of [Al12] (that is, classification of higher dimensional rational projective flows) is
open and very promising; see the Subsection 5.1.
Now we formulate the main problem of this paper.
Problem 1. Find all flows, that is, bivariate functions satisfying (1), which are defined for
x ∈ C2 \ {union of isolated curves}, whose vector field is rational, and which are single-valued
functions, i.e. without branching points.
Thus, the flow φlog has an infinite branching point at y = −1. The flow φN has an infinite
branching if N /∈ Q and a finite one if N ∈ Q \Z. So, our chief interest is only the case N ∈ Z,
and this was dealt with in [Al12]. On the other hand, the flows φexp and φtan are single-valued
functions for all x ∈ C2. With the help of linear conjugation we can force the exponential and
tangent flows to be symmetric with respect to the linear involution (x, y) 7→ (y, x). Thus, we
summarize this as
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Proposition 1. Let
φe = ue(x, y) • ue(y, x), ue(x, y) = 1
2
(
(x− y)ex+y + x+ y), and
φt = ut(x, y) • ut(y, x), ut(x, y) = (x+ y)x+ (x+ y)y tan(x+ y)
x+ y + (y − x) tan(x+ y) .
These functions are symmetric projective flows. Both ue and ut satisfy the PDE (4), where
̟(x, y) = 1
2
(x2 − y2) = ̺(y, x) in the exponential case, and ̟(x, y) = x2 + y2 = ̺(y, x) in the
tangential case, respectively. The projective flow property is equivalent to addition formulas for
corresponding functions.
Note however that these two cases are conjugate and will fall under the same item in the
classification (see Theorem 1). In fact, let us define the 1-BIR by
ℓ(x, y) =
x(x+ y)
y
• (x+ y).
Then
ℓ−1 ◦ φexp ◦ ℓ(x, y) = x(x+ y)e
x+y
xex+y + y
• y(x+ y)
xex+y + y
,
and the latter projective flow is linearly conjugate (over C) to φtan.
1.3. Quadratic forms as vector fields of projective flows. We will see later that along
with (y+1)N−1, tan(y) and exp(y), there are three more pairs of functions which complete the
picture. As a crucial part of our investigations, let us make a brief summary of the Step II of
the proof of the main theorem in [Al12]. Let the vector field of the projective flow φ = u • v
be given by ̟(x, y) • ̺(x, y), where both coordinates are 2-homogenic rational functions, and
the common denominator has a degree d ≥ 1. We found that, unless ̟ and ̺ are proportional,
there exists a 1-BIR ℓ such that the vector field of the flow ℓ−1 ◦ φ ◦ ℓ is a pair of rational
functions with lowered degree in the common denominator. Thus, we are left to consider cases
where either ̟ and ̺ are proportional, or they both are quadratic forms. If the first statement
holds, then we see that (after a linear conjugation) one can confine to the case ̺(x, y) ≡ 0.
This implies v(x, y) = y. If φ were a rational function, then this would necessarily mean that
u is a Jonquie`res transformation; this would imply that ̟ is in fact a quadratic form, and
calculations in ([Al12], Step II) provide the complete solution. The flows φexp and φtan arise
exactly from this analysis in cases ̟(x, y) = xy and ̟(x, y) = x2 + y2, respectively. In the
setting of the Problem 1, the pair u(x, y) • y with the vector field ̟(x, y) • 0 ought no longer
be rational, the implication that u is a Jonquie`res transformation is irrelevant, and we need to
provide an independent analysis of the solution of (4) in case ̟ is any 2-homogenic rational
function, and ̺ ≡ 0. This is accomplished in the Subsection 4.4.
Suppose now that both ̟ and ̺ are quadratic forms, see ([Al12], Step III). We found that if
x̺− y̟ is a cube of a linear polynomial, then this always leads to the flow with a ramification
of the type log(y + 1). If x̺ − y̟ is not a cube, then the vector field, with the help of linear
conjugation, can be transformed into
̟(x, y) = ax2 + bxy, ̺(x, y) = cxy + dy2.
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The cases b = 0 or c = 0 lead to rational solutions or flows with ramification of the type (y+1)r,
r /∈ Z. So, let b, c 6= 0. If d = 0 or a = 0, this again leads to a ramification of the type log(y+1).
So, after a linear conjugation, we may assume that
̟(x, y) = x2 +Bxy, ̺(x, y) = Cxy + y2.
The flow with this vector field has ramifications of both types (1 − y)−B and (1 − x)−C , so, if
there is none, we get the arithmetic condition
B,C ∈ Z. (5)
If B = 1, then again, C = 1, otherwise the flow is ramified, and B = C = 1 gives exactly the
rational flow of level 0. Assume B,C 6= 0, 1. Then the vector field ̟ • ̺ with the help of linear
conjugation can be transformed into the vector field
x2 +
B + C − 2
BC − 1 xy • Cxy + y
2. (6)
Since this is also unramified, we get another arithmetic condition
B + C − 2
BC − 1 ∈ Z. (7)
The case B + C = 2 leads to a rational or algebraically ramified flow. It is fascinating that if
B,C 6= 0, 1, and B+C 6= 2, then all pairs (B,C) which satisfy as simple arithmetic conditions
as (5) and (7) are encoding elliptic unramified flows! More precisely, there are exactly 10 such
pairs (standard exercise):
(−2,−1)↔ (−5,−1), (−1,−2)↔ (−5,−2), (−2,−5)↔ (−1,−5);
(−1,−3)↔ (−3,−3), (−3,−1) 	;
(−2,−2) 	 .
The symbol “ ↔ ” means that the two pairs a linearly conjugate via (6), and “ 	 ” means
that the flow is self conjugate. The pairs (B,C) and (C,B) are also linearly conjugate with the
help of the involution i(x, y) = (y, x). So, there are three equivalence classes of flows (shown
as rows above), consisting of 6, 3 and 1 pairs respectively; in each class any two flows are
linearly conjugate, and we will show that all three arise form elliptic flows. We will choose such
representatives: (B,C) = (−2,−2), (B,C) = (−3,−3), and (B,C) = (−1,−2). Most of this
paper deals with the first case, the fascinating vector field
̟(x, y) = x2 − 2xy, ̺(x, y) = y2 − 2xy, (8)
which is the class on its own and thus it has exactly the 6-fold symmetry: for every γ ∈ Σ,
γ−1 ◦ (̟, ̺) ◦ γ = (̟, ̺); (9)
for the definitions, see the property (SYMM), Subsection 3.2. In the setting of [Al12], all the
tricks which ruled out other vector fields as arising from non-rational flows (as a rule, these
tricks constituted in showing that corresponding flows have branching points, and rational
flows, obviously, cannot have these) were not applicable in all these exceptional cases of (B,C),
and it was still not clear why the solution of (4) in case (8), for example, which is exactly the
function λ(x, y) (see the Subsection 3.2), cannot be a rational function. And it appears that it
is not; since, if we put f(z) = λ(z,−z)/z, then, as the property (ELL), Subsection 3.2, implies,
one has
f(z)f(−z)[f(z) + f(−z)] ≡ 2,
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and thus (f(z), f(−z)) parametrizes the elliptic curve XY (X + Y ) = 2 and f(z) cannot be
a rational function. In this case λ(x, y) is not rational itself. Two other vector fields with
(B,C) = (−3,−3) and (B,C) = (−1,−2), whose orbits are also elliptic curves, are examined
in the Subsection 4.5.
2. Auxiliary functions
Now we make an interlude and introduce functions which will be crucial in our study of
the vector field (8). The material is just a collection of various facts from the literature; our
contribution to this topic is an introduction of special elliptic functions sp(u) and cp(u) for
which we prove Proposition 3.
2.1. The special hypergeometric series. Let us introduce our first auxiliary function [BAT]
W (x) =
1
3
1∫
0
dt
[(1− t)(1− xt)]2/3 = 2F1
(2
3
, 1;
4
3
; x
)
, −∞ < x < 1. (10)
It satisfies W (0) = 1, and the linear ODE
3x(1− x)W ′(x) + (1− 2x)W (x) = 1. (11)
The derivative of this gives the second order ODE
3x(1− x)W ′′(x) + (4− 8x)W ′(x)− 2W (x) = 0,
which coincided with Euler’s hypergeometric differential equation for (a, b; c) = (2
3
, 1; 4
3
). Since
c = 2a, the function W (x) is invariant under Pfaff’s transformation and thus it satisfies the
functional equation [BAT]
W (x) =
1
1− xW
( x
x− 1
)
, x < 0;
this can be verified easily using the integral representation (10). Of course, this functional
equation is satisfied by all hypergeometric functions of the form 2F1(a, 1; 2a; x). For example,
when a = 1, this hypergeometric function reduces to −x−1 log(1− x). The change of variables
1− xt = (1− x)T in (10) gives
W (x) =
1
3[x(1− x)]1/3
1
1−x∫
1
dt
[t(t− 1)]2/3 , x < 1. (12)
The appearance of the symmetric group S3 in our investigations - see (SYMM), the Subsection
3.2 - can be explained from several points of view; here is one of them.
The special case of Kummer’s theory for hypergeometric series [BAT] is the following fact,
which is easily checked in our case: the differential equation (11) has the following three solu-
tions:
W0(x) =W (x) for −∞ < x < 1, W0(0) = 1;
W1(x) = −W (1− x) for 0 < x <∞, W1(1) = −1;
W∞(x) =
1
x
W
(1
x
)
for x ∈ (−∞, 0) ∪ (1,∞), W∞(∞) = 0.
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This can be treated as the complete description of the differential equation (11) on the line
P 1(R). The three singular points 0, 1,∞ divide this circle into three parts. For each interval
(a, b), a, b ∈ {0, 1,∞}, a 6= b, the general solution of (11) in the interval (a, b) with a floating
boundary condition is given by
pWa(x) + (1− p)Wb(x), p ∈ R.
The symmetric group S3 acts on the set {0, 1,∞} by permutations. This corresponds to the
action of Mo¨bius transformations on W0, W1 and W∞ as follows.
f(x) 7→ 1
x
f
(1
x
)
corresponds to (0∞)(1),
f(x) 7→ −f(1− x) corresponds to (0 1)(∞),
f(x) 7→ 1
1− xf
( x
x− 1
)
corresponds to (1∞)(0).
The first entry, for instance, means the following: the map under consideration interchanges
W0 and W∞ but leaves the function W1 intact. Other two elements of S3 (the last one is the
identity) are obtained from the above. So, for example, the cycle (0 1∞) = (0∞)(1) · (1∞)(0)
corresponds to the transformation
f(x) 7→ −1
x
f
(x− 1
x
)
.
These correspondences should find their analogues in the setting of the Subsection 5.1, at least
in case of symmetric groups SN , N ≥ 4.
2.2. The Dixonian elliptic functions. For the general theory of elliptic functions we may
refer to the classical book (in Russian) [Ah48]. Let ω = e2πi/3. The functions sm(u), cm(u)
were introduced by Dixon [Di90] as a pair of functions which parematrize the Fermat cubic
X3 + Y 3 = 1. These are in fact special elliptic functions satisfying the following
Proposition 2. [Di90, FCF05] The Dixonian elliptic functions have these properties
sm(0) = 0, cm(0) = 1, sm3(u) + cm3(u) ≡ 1,
sm′(u) = cm2(u), cm′(u) = − sm2(u),
sm(−u) = − sm(u)
cm(u)
, cm(−u) = 1
cm(u)
,
sm(ωu) = ω sm(u), cm(ωu) = cm(u), sm
(π3
3
− u
)
= cm(u),
sm(u+ v) =
s1c
2
2 + s2c
2
1 − s21s22c1c2
1− s31s32
,
cm(u+ v) =
c1c2 − s1s2(s1c22 + s2c21)
1− s31s32
,
here s1 = sm(u), c1 = cm(u), s2 = sm(v), c2 = cm(v),
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sm(u) = u− 4u
4
4!
+ 160
u7
7!
− 20800u
10
10!
+ 647680
u3
13!
+ · · · ,
cm(u) = 1− 2u
3
3!
+ 40
u6
6!
− 3680u
9
9!
+ 880000
u12
12!
+ · · · ,
cm
(
x1/3(x− 1)1/3W (x)
)
=
1
(1− x)1/3 , sm
(
x1/3(x− 1)1/3W (x)
)
=
(−x)1/3
(1− x)1/3 ;
the last holds for −∞ < x < 1. Here the contant π3 (the period, according to the notion of
Zagier-Kontsevich) is given by
π3 = B
(1
3
,
1
3
)
=
Γ(1
3
)2
Γ(2
3
)
=
√
3
2π
Γ
(1
3
)3
= 5.299916250856+, and Π =
π33
27
= 5.513701576710+.
The last two constants are of great importance in the current paper. The can be numerically
calculated by the fast converging series
π63 = 8π
6
(
1−
∞∑
n=1
504n5
(−1)ne√3πn − 1
)
= 820.824437079556+.
The full lattice of periods for both sm(u) and cm(u) is given by Zπ3 ⊕ Zπ3ω. Let F =
{π3s+ π3ωt : s, t ∈ [0, 1)} be the fundamental parallelogram. Consider 9 special points
qa,b =
aπ3
3
+
bπ3ω
3
, 0 ≤ a, b ≤ 2.
In terms of the theory of elliptic functions, both sm(u) and cm(u) are order 3 elliptic functions,
and so each of them attains every value in C∪{∞} in F exactly thrice, counting multiplicities.
The simple poles of both sm(u) and cm(u) are q2,0, q1,1 and q0,2. The function sm(u) has
simple zeros at q0,0, q2,1 and q1,2, while the values at q1,0, q0,1 and q2,2 are, respectively, 1, ω, ω
2.
Likewise, cm(u) has simple zeros at q1,0, q0,1 and q2,2, and the values at q0,0, q1,2 and q2,1 are,
respectively, 1 (triple value), ω, ω2. These properties follow from Proposition 2. The authors
in [FCF05], for the convenience reasons, introduce the hyperbolic versions of these functions,
given by smh(u) = −sm(−u), cmh(u) = cm(−u). These functions parametrize the “Fermat
hyperbola” y3 − x3 = 1. For our purposes, we will need yet another version of these functions,
and here we introduce
sp(u) = −sm
2(u)
cm(u)
, cp(u) =
cm2(u)
sm(u)
.
These are order 6 elliptic function with the same period lattice Zπ3⊕Zπ3ω. Moreover, we have
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Proposition 3. The functions sp(u) and cp(u) have these properties:
1 ≡ sp(u) cp(u)[ sp(u)− cp(u)],
sp′(u) = − sp2(u) + 2 sp(u) cp(u),
cp′(u) = − cp2(u) + 2 sp(u) cp(u),
sp(ωu) = ω2 sp(u), cp(ωu) = ω2 cp(u),
sp(−z) = sp(z), cp(−z) = 1
sp(z) cp(z)
,
cp
(π3
3
− u
)
= − sp(u),
sp(u+ v) =
(C1 + C2 − S1S2C1C2)2S1S2
(1− S21S22C1C2)(S1S2C1 + S1S2C2 − 1)
,
cp(u+ v) =
(1− S1S2C1 − S1S2C2)2C1C2
(1− S21S22C1C2)(C1 + C2 − S1S2C1C2)
;
here S1 = sp(u), C1 = cp(u),
S2 = sp(v), C2 = cp(v).
These are verified using Proposition 2.
3. The results
3.1. Classification. The first main result of this paper is the complete solution of the Problem
1.
Theorem 1. Let φ(x) = u(x, y) • v(x, y) be a smooth projective flow such that (2) holds, and
its vector field, defined by (3), is a pair of 2-homogenic rational functions. Suppose that both
u and v are defined on C2, except for a countable set of isolated curves each, where they might
have poles, and that u, v in their definition domains are single-valued analytic functions. Then
there exists a 1-BIR ℓ, such that ℓ−1 ◦ φ ◦ ℓ(x) is one of the following canonic projective flows:
1) x • y;
2) φN for N ∈ N0, the level N flow, whose orbits are given by xyN−1 = c; only in the latter
two cases the flow is rational;
3) φe(x), the level 1 flow whose orbits are given by x + y = c; it is conjugate to the flow
φt(x), also the level 1 flow and also with orbits given by x + y = c (for these two, see
Proposition 1);
4) Λ(x) = λ(x, y) • λ(y, x), the level 3 flow whose vector field is x2− 2xy • y2− 2xy, orbits
are given by xy(x−y) = c, and this flow is algebraically expressable in terms of Dixonian
elliptic functions (see Theorem 2);
5) Ψ(x) = ψ(x, y) •ψ(y, x), the level 4 flow whose vector field is x2− 3xy • y2− 3xy, orbits
are given by xy(x− y)2 = c, and this flow is expressable in terms of lemniscatic elliptic
functions (with quadratic period lattice);
6) ∆(x) = α(x, y) • β(x, y), the level 6 flow whose vector field is x2 − xy • y2− 2xy, orbits
are given by (3x−2y)x3y2 = c, and this flow is expressable in terms of Dixonian elliptic
functions again (for the last two, see the Subsection 4.5).
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Our main concern of this paper is the case 4); the last two cases will be covered in the
Subsection 4.5. The case 4) is particularly interesting since it has an additional 6-fold symmetry,
and now we will concentrate on it.
3.2. The S3-superflow. (For the explanation of the title, see the Subsection 5.1). So, we
investigate the fascinating function Λ(x, y) = λ(x, y) •λ(y, x) which possesses these main prop-
erties.
• (PDE). The first coordinate satisfies the partial differential equation
λx(x, y)(x
2 − 2xy − x) + λy(x, y)(y2 − 2xy − y) = −λ(x, y) (13)
with the boundary condition
lim
z→0
λ(xz, yz)
z
= x. (14)
• (FLOW). The function Λ satisfies the iterative functional equation
(1− z)Λ(x) = Λ
(
Λ(xz)
1 − z
z
)
, x = (x, y) ∈ C2, z ∈ C.
• (SYMM). If γ = ( a bc d ), let γ(x, y) = (ax+by, cx+dy). Consider the 6 element subgroup
of GL2(R), call it Σ ∼= S3, whose elements are
i =
(
1 0
0 1
)
, σ =
(
0 1
1 0
)
, τ =
(
1 −1
0 −1
)
,
and
στσ =
( −1 0
−1 1
)
, στ =
(
0 −1
1 −1
)
, τσ =
( −1 1
−1 0
)
;
then (στ)3 = (τσ)3 = i, σ2 = τ 2 = (στσ)2 = i. The function Λ(x, y) possesses the
6-fold symmetry: for every γ ∈ Σ, we have
γ−1 ◦ Λ ◦ γ(x, y) = Λ(x, y).
Of course, involutions σ and τ generate the whole group Σ, so only two of these in-
variance properties are independent. The invariance under σ tells us that Λ(x, y) =
(λ(x, y), λ(y, x)), that is, the second coordinate is just the flip of the first, and the
invariance under τ implies the identities{
λ(x, y) + λ(−y, x− y) + λ(y − x,−x) = 0,
λ(x, y) + λ(−x, y − x) = 0. (15)
• (ELL). In case x, y are fixed, xy(x− y) 6= 0, the pair of functions
(X(z), Y (z)) =
(λ(xz, yz)
z
,
λ(yz, xz)
z
)
= (λz(x, y), λz(y, x))
parametrize the elliptic curve XY (X − Y ) = xy(x− y); thus,
λ(xz, yz)
z
· λ(yz, xz)
z
·
(λ(xz, yz)
z
− λ(yz, xz)
z
)
≡ xy(x− y), x, y, z ∈ C.
It turns out that three exceptional lines y = 0, x−y = 0, and x = 0 correspond to three
ramification points of the algebraic function [z(1 − z)]−2/3; namely, z = 0, 1, and ∞.
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Figure 1. The vector field of the flow Λ(x) is given by x2−2xy •y2−2xy. Here
we show the normalized vector field, meaning that all arrows are adjusted to have
the same length. A selected orbit shown is the elliptic curve xy(x−y) = −0.04. A
point travels this orbit with a convention that, for example, if it goes up via the
left side of the top-right branch, it reappears on the left side of the bottom-right
branch, and so on. So, we always mind the asymptote.
3.3. Basic properties of λ(x, y). The PDE (13) with the boundary condition (14) has, as
already mentioned, the unique solution λ(x, y). In this subsection we will derive few computa-
tional results. As was proved in [Al12], we formally have
λ(xz, yz) = xz +
∞∑
i=2
zi̟(i)(x, y), (16)
and the homogenic functions ̟(i)(x, y) can be recurrently calculated by
̟(i+1)(x, y) =
1
i
[̟(i)x (x, y)̟(x, y) +̟
(i)
y (x, y)̺(x, y)], i ≥ 2; (17)
here, as before, ̟(x, y) = x2 − 2xy, ̺(x, y) = y2 − 2xy. This recursion is essentially equivalent
to the PDE (13). The above also holds for i = 1 if we make a natural convention that
̟(1)(x, y) = x. Thus, we can calculate these polynomials, as presented in the Table 1.
The two pairs of functions (x, y) and (x2 − 2xy, y2 − 2xy) are invariant under conjugation
with two independent linear involutions (x, y) 7→ (y, x) and (x, y) 7→ (x− y,−y). We thus get
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i ̟(i)(t, 1) = wi(t).
1 t
2 t2 − 2t
3 t3 − t2 + t
4 t4 − 2t3
5 t5 − 52 t4 + 52t3
6 t6 − 3t5 + 3t4 − 2t3
7 t7 − 72 t6 + 92t5 − 2t4 + t3
8 t8 − 4t7 + 437 t6 − 327 t5 + 57t4 − 27 t3
9 t9 − 92 t8 + 22528 t7 − 19928 t6 + 5114 t5 − 328 t4 + 128t3
10 t10 − 5t9 + 28528 t8 − 757 t7 + 16528 t6 − 3314t5
11 t11 − 112 t10 + 887 t9 − 2928t8 + 29728 t7 − 9928t6 + 3328 t5
12 t12 − 6t11 + 21314 t10 − 29514 t9 + 1207 t8 − 11714 t7 + 32t6 − 37t5
13 t13 − 132 t12 + 50728 t11 − 157356 t10 + 147556 t9 − 84356 t8 + 30956 t7 − 37t6 + 328 t5
14 t14 − 7t13 + 854 t12 − 732 t11 + 352791 t10 − 4741182 t9 + 13813 t8 − 28591 t7 + 27364 t6 − 3182t5
15 t15 − 152 t14 + 34514 t13 − 3257 t12 + 1403252548 t11 − 1081232548 t10 + 539052548 t9 − 1095182 t8 + 38552548 t7 − 152548 t6 + 32548 t5.
Table 1. Polynomials wi(t).
that polynomials wn(t) = ̟
(n)(t, 1) possess the same 6-fold symmetry:
wn(t) + (−t)nwn
(
1− 1
t
)
+ (t− 1)nwn
( 1
1− t
)
= 0,
wn(t) + (1− t)nwn
( t
t− 1
)
= 0.
Moreover,
wn(t) ≡ 0 mod t(n), (n) = 2
⌊n + 2
6
⌋
,
and this congruence is exact, meaning that the next higher power of t is the smallest power
present in the polynomial wn(t). Computer calculations show that this fact uniquely charac-
terizes wn(t) among monic polynomials with 6-fold symmetry only for small n. Let
λ(x, y) =
∞∑
n=0
xnfn(y), fn(y) =
1
n!
∂n
∂xn
λ(x, y)
∣∣∣
x=0
∈ C[[y]].
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The functions fn(y) are in fact all polynomials:
f1(y) = 1− 2y + y2,
f2(y) = 1− y,
f3(y) = 1− 2y + 5
2
y2 − 2y3 + y4 − 2
7
y5 +
1
28
y6,
f4(y) = 1− 5
2
y + 3y2 − 2y3 + 5
7
y4 − 3
28
y5,
f5(y) = 1− 3y + 9
2
y2 − 32
7
y3 +
51
14
y4 − 33
14
y5 +
33
28
y6 − 3
7
y7 +
3
28
y8 − 3
182
y9 +
3
2548
y10,
f6(y) = 1− 7
2
y +
43
7
y2 − 199
28
y3 +
165
28
y4 − 99
28
y5 +
3
2
y6 − 3
7
y7 +
27
364
y8 − 15
2548
y9,
and so on. By the direct calculation, using (17), we get (computationally now, which is auto-
matic a posteriori we finish the proof of the Theorem 2) that
λ(0, x) = 0, λ(x, x) =
x
1 + x
, λ(x, 0) =
x
1− x, (18)
λx(x, x) =
1
2
(x+ 1)−2 +
1
2
(x+ 1)2, λy(x, x) =
1
2
(x+ 1)−2 − 1
2
(x+ 1)2,
but
λ(x,−x) = x+ 3x2 + 3x3 + 3x4 + 6x5 + 9x6 + 12x7 + 117
7
x8 +
171
7
x9
+
246
7
x10 +
348
7
x11 +
495
7
x12 +
708
7
x13 +
13140
91
x14 +
131076
637
x15
+
186903
637
x16 +
266670
637
x17 +
380403
637
x18 +
542532
637
x19 +
1130958
931
x20
+
20971530
12103
x21 +
209391300
84721
x22 +
298661544
84721
x23 +
425993769
84721
x24 + · · · .
(19)
The orbits of the flow Λ are given by W (x, y) = xy(x− y) = c ∈ C. Consider the plane cubic
(in affine coordinates) XY (X − Y ) = c. When c 6= 0, this is a non-singular cubic and thus an
elliptic curve. If
X =
c− q
2p
, Y =
−c− q
2p
,
we get it in Weierstrass form (also in affine coordinates)
(p : q : 1) ∈ P 2(C) : q2 = 4p3 + c2.
3.4. Hypergeometric approach. The function λ(x, y) can be explored in two different (mu-
tually inverse) ways - either using hypergeometric function W (x), or using Dixonian elliptic
functions sm(u) and cm(u). We choose the second way, but will now exhibit how the first
approach does work. Both methods reduce in fact to algebraic manipulations in quotient rings
of rings of rational functions. Let us define the curve C0 ⊂ R2 parametrically by (see Figure 2)
C0 =
{(
xW (x),W (x)
)
: −∞ < x < 1
}
.
Proposition 4. The function λ(x, y) vanishes on the curve C0:
λ(xW (x),W (x)) ≡ 0 for −∞ < x < 1.
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Proof. Let P (x) = λ(xW (x),W (x)). When x = 0, we have P (0) = 0. Let A = xW (x),
B = W (x). Then
P ′(x) = λx(A,B)[W (x) + xW
′(x)] + λy(A,B)W
′(x). (20)
Note that the differential equation (11) for W (x) implies
A2 − 2AB − A = [W (x) + xW ′(x)] ·W (x)3x(x− 1),
B2 − 2AB − B = W ′(x) ·W (x)3x(x− 1).
Thus, let us multiply (20) by W (x)3x(x− 1). Then the PDE for λ(x, y) implies
P ′(x) ·
(
W (x)3x(x− 1)
)
= λx(A,B)(A
2 − 2AB − A) + λy(A,B)(B2 − 2AB −B)
= −λ(A,B) = −P (x), for −∞ < x < 1.
This is the differential equation for P (x), and, minding P (0) = 0, its only solution is P (x) ≡
0. 
The curve C0 has the asymptote x = y. More precisely, it is much closer to the cubic(
x, x+
Π
x2
)
, x > 1.
Let E(c) = {(x, y) ∈ C2 : xy(x − y) = c}, and ER(c) = {(x, y) ∈ R2 : xy(x − y) = c}.
Not every orbit (elliptic curve) ER(c) for c 6= 0 intersects the curve C0, but only those with
c ∈ (−Π,Π) \ {0}. This follows from the inspection of the function W 3(x)x(1 − x), which is
monotonically increasing from −Π to Π in the interval (−∞, 1); see the representation (12).
The Figure 2 shows the boundary case ER(Π), where this elliptic curve and C0 touch at infinity.
On the curve
C∞ =
{(
W (x), xW (x)
)
: −∞ < x < 1
}
the function λ(x, y) attains the value ∞, and the same holds on the curve
C1 =
{(
(x− 1)W (x),−W (x)
)
: −∞ < x < 1
}
.
The curve C0 as a whole remains intact under the linear involution (x, y) 7→ (−x, y − x), while
the other two curves interchange. This and similar properties follow from the Subsection 2.1.
This shows how the action of the group S3 on the function W (x) can be interpreted as its
action on λ(x, y). Despite the possibility to develop all properties of λ(x, y) over C2 (not just
over R2) in the framework of W (x), henceforth we choose the elliptic function setting.
3.5. Analytic formulas. Our second main result of this paper reads as follows.
Theorem 2. The function λ(x, y) can be given the analytic expression:
λ(x, y) =
ς
(
c ς2 − sc2y ς + s2xy)2
y
(
x− c3y)(c2 ς2 − sx ς + s2cxy) ,
λ(y, x) =
ς
(
c2 ς2 − sx ς + s2cxy)2
x
(
x− c3y)(c ς2 − sc2y ς + s2xy) ;
here ς = ς(x, y) = [xy(x−y)]1/3, and s = sm( ς), c = cm( ς) are the Dixonian elliptic functions.
This function satisfies all the above properties. In particular, λ(x, y) is a single-valued 2-variable
analytic function.
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Figure 2. The function λ(x, y) for (x, y) ∈ R2; it is a real section of the bivariate
analytic function. The grey and white regions show where this function is negative
and, respectively, positive. The double zero is the curve C0 parametrized by
(xW (x),W (x)), where W (x) is the hypergeometric function; see the Subsection
2.1. Three branches of the elliptic curve xy(x− y) = π33/27 = 5.513+ are shown;
on this curve the expression for λ(x, y) is particularly simple. Note however that
there is a countable number of curves on which λ(x, y) has double-zeros or poles,
but these fall out of the borders of the picture.
Of course, one expression for λ is sufficient, but interchanging x and y changes ς into − ς,
and we rather rewrote cm(− ς) and sm(− ς) in terms of cm( ς) and sm( ς) using Proposition
2. The function λ is unramified because of Proposition 3. Indeed, for given (x, y) ∈ C2, fix one
of the three values for ς = [xy(x− y)]1/3, and use this value consistently in the above formula
for λ(x, y). Then we get that the value of λ(x, y) does not depend on our choice of the cubic
root: we can rewrite the expression for λ as
λ(x, y) =
x(x− y)(c− (s ς−1)c2y + (s ς−1)2xy)2(
x− c3y)(c2 − (s ς−1)x+ (s ς−1)2cxy) ,
and both series cm( ς) and sm( ς) ς−1 contain only integral powers of x, y. This function does
satisfy the property (PDE) by the very solution; see the Subsection 4.1. The property (FLOW),
as in the cases of φe and φt, is equivalent to addition formulas for the Dixonian functions
given by Proposition 2. This is, to our understanding, a remarkable fact! We note that it is
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considerably more natural to write down the analytic expression of λ in terms ofA = sp( ς) ς and
B = cp( ς) ς, where sp and cp are other two elliptic functions introduced in the Subsection 2.2.
This expression is given by (23), and the rational function in the middle of (23) is 1-homogenic
and defines the quasi-rational projective flow of genus 1; see the Subsection 5.4. We chose to
present the results in terms of Dixonian functions sm and cm solely because these are more
conventional functions and there are few results already available in the literature. In fact, the
expression for λ(x, y) in the Theorem 2 is also 1-homogenic, if x, y, ς are given weight 1, and
cm( ς) and sm( ς) are both of weight 0.
3.6. Values on special curves. Now we are able to say more about the Taylor coefficients of
the function λ(x,−x)x−1, which were computed in ([Al12], Section 4, Step III); see (19).
Corollary 1. Let (x, y) = (z,−z), choose ς = −z 3√2. We have
λ(z,−z)
z
=
3
√
2
(
c 3
√
4− sc2 3√2− s2)2(
1 + c3
)(
c2 3
√
4 + s 3
√
2− s2c) , c = cm(−z 3√2), s = sm(−z 3√2).
Further, λ(z,−z)z−1 is an elliptic function. In general, for fixed x, y, xy(x − y) 6= 0, the
function λ(xz, yz)z−1 is an elliptic function in z. On the other hand, fix c 6= 0. On the elliptic
curve E(c) the function λ(x, y) is a rational function in x, y with degree 6 numerator and degree
3 denominator:
λ(x, y)
∣∣∣
E(c)
=
x(x− y)(B − AB2y + A2xy)2
(x−B3y)(B2 −Ax+ A2Bxy) = R(A,B; x, y),
λ(y, x)
∣∣∣
E(c)
=
y(x− y)(B2 − Ax+ A2Bxy)2
(x−B3y)(B − AB2y + A2xy) = R
(A
B
,
1
B
; y, x
)
.
here A = sm( ς) ς−1, B = cm( ς).
The power series at the origin for cm(−z 3√2) and sm(−z 3√2) 3√4 contain only rational coef-
ficients, so Taylor coefficients of λ(z,−z)z−1 belong to Q, and they are given by (19). In fact,
we can use the Taylor series in Proposition 2 to calculate the expansion of λ(z,−z)z−1; these
series were borrowed from [FCF05], formula (6), only note the typo “8880000” instead of the
correct value “880000”. This and our first method of calculations, i.e. (19), which is done using
the recursion (17), match perfectly.
For some special c the function λ(x, y) has a particularly simple expression. For example,
let ς = (π3
3
+ π3k) for any k ∈ Z, c = ς3. (see the Subsection 2.2). Then B = 0, A = ς−1, and
then
λ(x, y)
∣∣
E(c)
= −x(x − y)y
2
ς3
= −y, λ(y, x)∣∣
E(c)
= x− y.
Also, for example, when ς is a zero of sm equivalent to the point q2,1 (see the Subsection 2.2
as well), we get A = 0, B = ω2, and then
λ(x, y)
∣∣
E(c)
= x, λ(y, x)
∣∣
E(c)
= y.
To summarize, we have observed a different behaviour of λ(x, y) on three kinds of curves:
lines through the origin; elliptic curves; transcendental curves parametrized by hypergeometric
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functionW (x). In the end of the Subsection 4.2 we will see that the function λ(x, y) is algebraic
function on another transcendental curve
sp(u)u ≡ 1.
3.7. The symmetry property. Now we will turn our attention to the property (SYMM).
Note that if xy(x − y) = c, then (−y, x − y), (y − x,−x) ∈ E(c), and so the first equality in
(15) means that the following as if holds on the elliptic curve E(c):
R(A,B; x, y) + R(A,B;−y, x− y) + R(A,B; y − x,−x) ?=0.
In fact, this is NOT the identity satisfied by the rational function R(A,B; x, y) for arbitrary
free A,B, x, y, as computer calculations show: if we calculate the l.h.s. for arbitrary unspecified
variables A,B, x, y, we get a complicated and lengthy expression, and it involves high powers of
A and B. But in our case the four variables are related via the identity A3xy(x− y) +B3 ≡ 1.
Consider now the field of rational functions C(A,B, x, y). What we really get is
R(A,B; x, y) + R(A,B;−y, x− y) + R(A,B; y − x,−x) ≡ 0 mod (A3xy(x− y) +B3 − 1),
and this is satisfied for free variables: the numerator of the l.h.s. is divisible by A3xy(x−y)+B3−
1, what MAPLE really does confirm, too. Likewise, if (x, y) ∈ E(c), then (−x, y−x) ∈ E(−c).
So, the second identity of (15), if we use Proposition 2, gives
R(A,B; x, y) + R
(A
B
,
1
B
;−x, y − x
)
≡ 0 mod (A3xy(x− y) +B3 − 1).
This is also easily reverified using computer algebra engine.
In the Subsection 4.3 we will see that the Symmetry property can be described in terms of
the group structure of the elliptic curve E(c).
3.8. Relation to Po´lya-Eggenberger urn model. The PrTE (1) was first introduced in
[Al10]. This is a new and fascinating object with many ramifications; see the Section 5. While
working on the paper [Al12] we were unaware of any research related to the algebraic theory of
the PDE (4). However, in the course of the evolvement of the current work the importance of
the constant π3 emerged. This later led us to the paper [BF10], and then to many other works,
including [Du79, Du86, BF11, FCF05, FGP05, FDP06]. It appeared that a theory related to
the PDE similar to (4) was already well investigated with relation to the Po´lya-Eggenberger urn
models. We will shortly describe the setting and the reasons why both directions (projective
flows and urns) have a certain intersection in common.
Suppose there is an urn containing a finite number of balls of two types: x and y. At each
tick of a time we choose one ball at random, observe its color, put it back to the urn, and
then add or subtract balls from the urn according to the result of this random pick. If the ball
x is picked, we add balls of type x, y in quantities α and β, respectively. If the ball is y, we
add balls of type x, y in quantities γ and δ, and negative numbers are allowed and stand for a
subtraction. The urn is said to be balanced if increase of balls at each step is deterministic, i.e.
α+β = γ+δ = s. The task is to describe all histories of any given length; a history is any legal
sequence of steps that lead from the initial urn to any specific one; say, the one where all balls
are of type x. (Of course, certain simple arithmetic conditions, called tenability conditions, on
coefficients α, β, γ, δ, and the initial urn composition are needed to ensure that at each step
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the action of subtraction can be performed). It appears that histories can be investigated via
analysis of the differential operator [FGP05]
Υ = x1+αyβ
∂
∂x
+ xγy1+δ
∂
∂y
.
This is completely analogous to the recurrence (17) where ̟(x, y) • ̺(x, y) is an arbitrary 2-
homogenic vector field. So, it appears that the property of the urn to be balanced corresponds
to projectivity in our setting. Nevertheless, these fields of research have many differences.
While we deal with arbitrary 2-homogenic rational functions in C(x, y), the research in Po´lya
urns concentrates and has a combinatoric meaning only for the monomials x1+αyβ • xγy1+δ.
On the other hand, our vector fields are 2-homogenic, which corresponds to the balance 1 in
the urn setting; but other balances are also investigated and are of great importance; balance
s 6= 1 does not seem to correspond to a flow or other geometric object. So, the two theories are
different though have an non-empty intersection and there are many similarities! For example,
a relative of the function λ(x, y) has already appeared in the literature, though in a disguise
which at first seem to be unrecognisable ([FCF05], Proposition 3):
H(x, z) = (1− x3)1/3 smh
(
(1− x3)1/3z +
∫ x(1−x3)−1/3
0
ds
(1 + s2)2/3
)
;
here, as mentioned in the Subsection 2.2, smh(u) = − sm(−u). Still, this function is closely
related to λ(x, y), which can be seen if we go a few step further: that is, apply the addition
formulas for the Dixonian elliptic functions and use their relation with hypergeometric series.
Then the above complicated formula would turn into a formula similar to that in our Theorem
2. Philippe Flajolet and many other mathematicians have developed powerful analytic and
combinatoric techniques to investigate (not necessarily balanced) urns; see, for example, the
excellent study [BF11]. In our paper we did not touch the combinatoric aspects at all. Possibly,
these techniques will be of big help in the prospective work on quasi-rational flows [Alpr2].
4. The proofs. Further properties
4.1. The analytic expression for λ(x, y). With all tools at hand, we can solve analytically
the PDE (13) and prove the Theorem 2.
Proof. Let us introduce
Ω(u, ς) = λ
(
sp(u) ς, cp(u) ς
)
.
Each pair of finite complex numbers x, y can be represented as (x, y) = ( sp(u) ς, cp(u) ς) for
ς ∈ C, u ∈ F (fundamental parallelogram of our elliptic functions), except when xy(x−y) = 0.
The boundary condition requires that
lim
ς→0
Ω(u, ς)
ς
= sp(u). (21)
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Then, by a direct calculation and Proposition 3,
Ωu(u, ς) = λx
(
sp(u) ς, cp(u) ς
)
sp′(u) ς + λy
(
sp(u) ς, cp(u) ς
)
cp′(u) ς
= λx
(
sp(u) ς, cp(u) ς
)(
− sp2(u) + 2 sp(u) cp(u)
)
ς
+ λy
(
sp(u) ς, cp(u) ς
)(
− cp2(u) + 2 sp(u) cp(u)
)
ς;
Ω ς(u, ς) = λx
(
sp(u) ς, cp(u) ς
)
sp(u) + λy
(
sp(u) ς, cp(u) ς
)
cp(u).
Therefore, according to (13), we have
ςΩu(u, ς) + ςΩ ς(u, ς) = Ω(u, ς).
The general solution of this linear PDE is given by H(u− ς) ς, for any H , which is smooth in
C, except possibly at the poles. The boundary condition (21) requires that H(u) = sp(u). So,
Ω(u, ς) = λ
(
sp(u) ς, cp(u) ς
)
= sp(u− ς) ς.
Recall that x = sp(u) ς, y = cp(u) ς. Then xy(x − y) = ς3, and thus ς = [xy(x − y)]1/3. Let
S = sp(u), C = cp(u), a = sp(− ς), b = cp(− ς). Then using Proposition 3, we get
sp(u− ς) = (b+ C − abSC)
2aS
(1− a2bS2C)(aSC + abS − 1) .
Replace in the latter expression S = x ς−1, C = y ς−1. We get
sp(u− ς) = (b ς
2 + y ς − abxy)2ax
( ς3 − a2bx2y)(axy + abx ς − ς2) .
Further, let A = sp( ς), B = cp( ς). Again, from Proposition 3 we know that a = A, b =
(AB)−1. Rewriting the above in terms of A, B, we get
sp(u− ς) = ( ς
2 + ABy ς − Axy)2x
A(B ς3 −Ax2y)(ABxy + x ς − B ς2) . (22)
Finally, let sm( ς) = s, cm( ς) = c. So, A = −s2c−1, B = c2s−1. This gives
sp(u− ς) ς = (c ς
2 − sc2y ς + s2xy)2x ς
(c3 ς3 + s3x2y)(s2cxy − sx ς + c2 ς2) .
Since x2y − xy2 = ς3, the last simplifies to
λ(x, y) = sp(u− ς) ς = ς(c ς
2 − sc2y ς + s2xy)2
y(x− c3y)(c2 ς2 − sx ς + s2cxy) .
This is exactly the statement of Theorem 2. 
4.2. Rational and algebraic interpretation of λ. We now proceed in showing that the
function λ(x, y) can be described purely algebraically without appeal to elliptic functions, which,
most importantly, leads us to the definition of projective quasi-rational flows of arbitrary genus;
see the Subsection 5.4. Let ς be as in the previous Subsection, but let us rewrite the formula
21 G. Alkauskas
(22) not in terms of A and B as given there, but (as mentioned in the end of the Subsection
3.5) in terms of A = sp( ς) ς, B = cp( ς) ς, which is the most natural. We thus have
λ(x, y) =
[x(x− y) + AB − Ax]2y(x− y)
A[B(x− y)− Ax][AB + x(x− y)−B(x− y)] = T (A,B; x, y). (23)
Note that if A,B, x, y are all given a weight 1, then T (A,B; x, y) is a 1-homogenic function.
The boundary condition property (14) reads as
lim
z→0
T (−z3xy(x− y), 1; xz, yz)
z
= x. (24)
The PDE (13) can be rewritten in terms of the rational function T . Indeed,
ςx =
2xy − y2
3 ς2
, ςy =
x2 − 2xy
3 ς2
,
Ax = [ sp
′( ς) ς + sp( ς)] ςx, Bx = [ cp
′( ς) ς + cp( ς)] ςx,
Ay = [ sp
′( ς) ς + sp( ς)] ςy, By = [ cp
′( ς) ς + cp( ς)] ςy.
Thus,
x ςx + y ςy = ς, ςx(x
2 − 2xy) + ςy(y2 − 2xy) = 0. (25)
The PDE (13) now read as
0 = λx(x
2 − 2xy − x) + λy(y2 − 2xy − y) + λ(x, y)
= TA[ sp
′( ς) ς + sp( ς)] ςx(x
2 − 2xy − x) + TB[ cp′( ς) ς + cp( ς)] ςx(x2 − 2xy − x)
+ Tx(x
2 − 2xy − x)
+ TA[ sp
′( ς) ς + sp( ς)] ςy(y
2 − 2xy − y) + TB[ cp′( ς) ς + cp( ς)] ςy(y2 − 2xy − y)
+ Ty(y
2 − 2xy − y) + T
= −TA[ sp′( ς) ς + sp( ς)] ς −TB[ cp′( ς) ς + cp( ς)] ς
+ Tx(x
2 − 2xy − x) + Ty(y2 − 2xy − y) + T
= TA(A
2 − 2AB − A) + TB(B2 − 2AB − B)
+ Tx(x
2 − 2xy − x) + Ty(y2 − 2xy − y) + T ;
in the penultimate equality we used (25), and in the last one Proposition 3 was used. We get
that the PDE for the rational function T is just an amalgam of two identical PDE’s. Each of
them separately is solvable in terms of elliptic functions, while their amalgam gives a rational
solution! Since T is 1-homogenic, we seem to obtain the 4-variable PDE
TA(A
2 − 2AB) + TB(B2 − 2AB) + Tx(x2 − 2xy) + Ty(y2 − 2xy) ?=0. (26)
However, computer calculations show that this is NOT the identity satisfied by the rational
function T - that is the meaning of the question mark. In fact, the four variables A,B, x, y are
not independent but satisfy AB(A − B) = xy(x − y). Now, calculations prove that this PDE
is indeed satisfied modulo AB(A−B)− xy(x− y). We thus get the needed property: for free
variables A,B, x, y, one has
l.h.s. of (26) ≡ 0 mod
(
AB(A− B)− xy(x− y)
)
.
This shows that the first coordinate of the flow Λ, now in the avatar T , can be described
purely algebraically as follows: it is 1-homogenic, it satisfies the boundary condition (24), and
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the 4-variable PDE in the quotient ring. This leads us to the definition of quasi-rational flows
in the Subsection 5.4.
Moreover, we can give (26) another appearance by eliminating one variable; say, A. First,
by the homogeneity property,
ATA = T − BTB − xTx − yTy.
Now plug this into (26). The derivative with respect to the variable A is not present any more,
and we can freely choose A = 1. We thus obtain the equation
TB(3B
2 − 3B) + Tx(x2 − 2xy − x+ 2Bx) + Ty(y2 − 2xy − y + 2By) = (2B − 1)T , (27)
which is valid in the quotient ring C(B; x, y)/
(
B(1 − B)− xy(x− y)). So, let B = B(x, y) be
the solution of B(1−B) = xy(x− y), which we can express in quadratic radicals:
B(x, y) =
1
2
+
1
2
√
1− 4xy(x− y).
Let therefore
E(x, y) = T (1, B(x, y); x, y)
be an algebraic function of two free variables. This also satisfies the PDE, as we will now see.
First, we have
Bx =
2xy − y2
1− 2B , By =
x2 − 2xy
1− 2B .
Therefore,
Ex = TB 2xy − y
2
1− 2B + Tx, Ey = TB
x2 − 2xy
1− 2B + Ty.
So,
Ex(x2 − 2xy) + Ey(y2 − 2xy) = Tx(x2 − 2xy) + Ty(y2 − 2xy),
Exx(1− 2B) + Eyy(1− 2B) = Txx(1− 2B) + Tyy(1− 2B) + TB(3x2y − 3xy2).
Subtract now second from the first. This, using (27), implies (in an unconventional form)
Ex(x2 − 2xy) + Ey(y2 − 2xy)
E − xEx − yEy = 2B − 1 =
√
1− 4xy(x− y).
The validity of this identity was also double-checked on MAPLE, and it holds true; both
numerator and denominator on the left side are rather complicated expressions.
4.3. The group structure of E(c) and its effect on the flow Λ. Let, as before, ω = e2πi/3.
If c 6= 0, the projective transformation
X = cr − q, Y = −cr − q, Z = 2p
maps the curve XY (X − Y ) = cZ3 to the elliptic curve [Kn92]
Ê(c) = {(p : q : r) ∈ P 2(C) : q2r = 4p3 + c2r3}.
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If P = (X : Y : 1) ∈ E(c), then −P = (−Y : −X : 1). Further, let P1 = (X1 : Y1 : 1) and
P2 = (X2 : Y2 : 1) be two (finite) points on E(c). The standard addition formulas for the curve
Ê(c) translate onto E(c) as follows. Let P3 = P1 +P2 = (X3 : Y3 : Z3). Then
X3 = (−X1Y1 +X21 +X2Y2 −X22 )(Y1 − Y2)2,
Y3 = (X1Y1 − Y 21 −X2Y2 + Y 22 )(X1 −X2)2,
Z3 = (X1 −X2)(Y1 − Y2)(X1 − Y1 + Y2 −X2).
This can be given an alternative expression. Using X1Y1(X1− Y1) = c and X2Y2(X2− Y2) = c,
we can rewrite this as
X3 = (Y1 − Y2)3X1X2,
Y3 = (X1 −X2)3Y1Y2,
Z3 = (X1 −X2)(Y1 − Y2)(X1Y1 −X2Y2).
The duplication formula read as follows. If P = (X : Y : 1), then 2P = (X1 : Y1 : Z1), where
X1 = (2X − Y )3Y,
Y1 = (2Y −X)3X,
Z1 = (X + Y )(2X − Y )(2Y −X).
Now we will introduce few special points, which give the cyclic 6-group on the curve E(c), as
presented in the Table 2. Note that for any c 6= 0 these 6 points are different. The addition
Order Ê(c) (p : q : r) E(c) (X : Y : Z)
1 Ô (0 : −1 : 0) O (1 : 1 : 0)
2 Q̂2 (− 3
√
c2/4 : 0 : 1) Q2 (− 3
√
c/2 : 3
√
c/2 : 1).
3 Q̂3 (0 : c : 1) Q3 (0 : 1 : 0)
3 2Q̂3 (0 : −c : 1) 2Q3 (1 : 0 : 0).
6 Q̂6 (
3
√
2c2 : 3c : 1) Q6 (− 3
√
c/2 : − 3√4c : 1).
6 5Q̂6 (
3
√
2c2 : −3c : 1) 5Q6 ( 3
√
4c : 3
√
c/2 : 1).
Table 2. Finite order points on elliptic curves Ê(c) and E(c).
formula below give
Q6 +Q2 = 2Q3, 5Q6 +Q2 = Q3, Q3 = 2Q6.
So, we deduce that Q2 = 3Q6. Let this group be C6. When c is complex, we fix the cubic
root 3
√
c. We can also consider a wider group. Let Qω6 = (−ω 3
√
c/2 : −ω 3√4c : 1), Qω26 =
(−ω2 3√c/2 : −ω2 3√4c : 1). The addition formulas give
Q6 +Q
ω
6 +Q
ω2
6 = O,
Q6 −Qω6 = Qω
2
2 = (−ω2 3
√
c/2 : ω2 3
√
c/2 : 1),
Q6 −Qω26 = Qω2 = (−ω 3
√
c/2 : ω 3
√
c/2 : 1).
So, these points produce the group C12 which is isomorphic to Z6 × Z2 via the following (non-
canonical) isomorphism:
Q6 7→ (1, 0), Qω6 7→ (1, 1), Qω
2
6 7→ (4, 1), Qω
2
2 7→ (0, 1), Qω2 7→ (3, 1).
Projective translation equation 24
From the property (ELL) we know that if P = (x : y : 1) ∈ E(c), then
Λz(P) = (λz(x, y) : λz(y, x) : 1) ∈ E(c).
Further, for the three points at infinity - O, Q3 and 2Q3 - the action of Λ can be calculated
using the Corollary 1. Here we use its notation. Indeed, assume A,B 6= 0, A3c + B3 = 1.
Let now (x, y) ∈ E(c), and x, y → ∞ while remaining on the curve (in case c > 0 is real, this
corresponds to the left-bottom asymptote in the Figure 2). Then (x : y : 1)→ O. Thus, using
the identity (x− y) = c(xy)−1, we can calculate
Λ(O) = lim
x∼ y→∞
x−y∼ cx−2
R(A,B; x, y) •R
(A
B
,
1
B
; y, x
)
=
1
AB
• B
2
A
= Fc ∈ E(c),
where Fc is the special point on the curve E(c) as definition of A and B shows. In the same
manner,
Λ(Q3) = −cA
2
B
• − 1
AB
, Λ(2Q3) = −B
2
A
• cA
2
B
.
In case A = 0 the calculations give
Λ(O) = O, Λ(Q3) = Q3, Λ(2Q3) = 2Q3,
and in case B = 0 we have
Λ(O) = 2Q3, Λ(Q3) = O, Λ(2Q3) = Q3.
The order 3 linear map (x, y) 7→ (y − x,−x) corresponds to P 7→ P+Q3. If we know already
that Λ(x) = (λ(x, y), λ(y, x)), the symmetry property (SYMM) now can be checked to be
equivalent to the following nice identity:
Λ(P+Q3) = Λ(P) +Q3 for every P ∈ E(c).
4.4. The case of a vector field ̟(x, y) • 0. In this subsection we will show how to find all
unramified flows in case in the PDE (4) we have ̺(x, y) ≡ 0; see the first paragraph of the
Subsection 1.3 for the explanation. It appears that no new unramified flows appear, apart from
those found in [Al12], Chapter 4, Step II. It was shown there that the solution u(x, y) to (4) in
case ̺(x, y) ≡ 0 satisfies
y/x∫
y/u(x,y)
dt
̟(1, t)
= y.
Put y = 1, and let q(x) = 1
u(x−1,1)
. Then (after a change x 7→ x−1) we get that one needs to
find all rational functions ̟(1, t) such that the function q(x), x ∈ C, defined by
x∫
q(x)
dt
̟(1, t)
= 1,
is single-valued. This is equivalent to the following: for all A,B ∈ C satisfying
B∫
A
dt
̟(1, t)
= 0, (28)
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this condition forces A = B; the integral is taken via any path only avoiding singularities.
Suppose ̟(1, t) = k(t)ℓ(t)−1, where k(t), ℓ(t) are polynomials and the fraction is irreducible
over C. If deg(ℓ) > 0, let t0 be the root of ℓ(t), say, of multiplicity n0 ≥ 1. Let us define
T (x) =
x∫
t0
dt
̟(1, t)
,
where |x − t0| < ǫ, ǫ is sufficiently small such that ̟(1, t)−1 has no poles or zeros inside this
disc except at the center, and the path of integration is a segment. Then the function T (x)
is well defined and, most importantly, it has a zero at x = t0 of multiplicity n0 + 1 ≥ 2. So,
we know that there exists a small open set U ⊂ {x : |x − t0| < ǫ} containing t0 such that
in U the function T (x) attains each value exactly n0 + 1 times, T (t0) = 0 being the only
multiple value [LS87]. In particular, if T (A) = T (B), A 6= B, A,B ∈ U \ {t0}, then (28) holds;
the path of integration consists of a junction of two segments [A, t0] and [t0, B]. We get a
contradiction. Suppose now ℓ(t) ≡ 1, and so ̟(1, t) is a polynomial. If we perform the change
of variables t 7→ 1
t
in (28), we would obtain (by what was just proved) the neccessary condition
that ̟(1, 1
t
)t2 is also a polynomial. So, deg̟(1, t) ≤ 2. In [Al12] we have explored all these
cases; in particular, ̟(1, t) = t and ̟(1, t) = t2 + 1 produce the unramified flows φexp and
φtan, the case ̟(1, t) = t+1 produces the flow linearly conjugate to φtan, while ̟(1, t) = 1 and
̟(1, t) = t2 give rational flows.
4.5. Other two elliptic flows. It can be seen that all the results, apart from the Λ(x, y)-
specific symmetry property (SYMM), can be restated in terms of the flows with the vector
fields x2 − 3xy • y2− 3xy and x2 − xy • y2− 2xy, respectively; see Theorem 1, items 5) and 6),
and also the Subsection 1.3. Consider the first vector field. Let, as already defined in Theorem
1, the solution to (4) with the boundary condition (2) be given by ψ(x, y) •ψ(y, x). The orbits
of this flow are the curves xy(x − y)2 = c. Consider the projective curve xy(x − y)2 = cz4,
c 6= 0. If we make a birational change (x : y : z) 7→ ( z2
x
+ y : y : z), we see that these curves are
birationally equivalent to elliptic curves. So, let us introduce two new elliptic functions p(u) and
q(u) with such properties. The Taylor series for both these functions start at p(u) = u3 + · · ·
and q(u) = u−1 + · · · , and they contains only the powers u4n−1, n ≥ 1 and n ≥ 0, respectively.
Further, we require  1 ≡ p(u)q(u)[p(u)− q(u)]
2,
p′(u) = −p2(u) + 3p(u)q(u),
q′(u) = −q2(u) + 3p(u)q(u).
Using these properties, one can recurrently calculate the unique Taylor coefficients, and we do
it with the help of MAPLE:
p(u) = u3 +
1
5
u7 +
2
25
u11 +
127
4875
u15 +
246
27625
u19 +
1246
414375
u23 +
1234412
1212046875
u27 + · · · ,
q(u) = u−1 +
3
5
u3 +
17
75
u7 +
126
1625
u11 +
32639
1243125
u15 +
6138
690625
u19 +
42898
14259375
u23 + · · · .
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Let x = p(u) ς, y = q(u) ς, ς = [xy(x− y)2]1/4. Similarly as in the Subsection 4.1, we find that
the solution of (4) in case of the vector field x2 − 3xy • y2 − 3xy satisfies
ψ(x, y) = ψ
(
p(u) ς, q(u) ς
)
= p(u− ς) ς.
Let A = p( ς) ς, B = q( ς) ς. We can act completely analogously as in the Subsection 4.1,
i.e. one can derive addition formulas for the elliptic functions p and q and then use them in
the above expression. This gives the analogue of Theorem 2 in this case, and we omit the details.
Equally, the vector field x2 − xy • x2 − 2xy has projective curves (3x − 2y)x3y2 = cz6 as
orbits. The projective birational change (x : y : z) 7→ ( z2
x
: x
2
y
: z) transforms this curve into
3z2y − 2x3 = cy3, and thus for c 6= 0 this is an elliptic curve, and so we can derive analogous
results as in the other two cases.
5. Open directions, further advances
We finish this study with listing the variety of ways and points of view the multivariate PrTE
can be explored from. If we pose a problem, it does not necessarily mean that this problem is
hard - though it might be - or has a positive answer; the aim of this section is mainly expository:
we just wish to exhibit the richness and structural variety that underlies (1).
5.1. Higher dimensional generalization of λ. We will now define an analogue of the flow
Λ(x) in higher dimensions. Let N ∈ N, N ≥ 2. The symmetric group SN+1 has the standard
(N + 1)-dimensional permutation representation inside the group GL(CN+1). The invariant
subspace of this representation is the line µ·(1, 1, . . . , 1), µ ∈ C. So, SN+1 acts on the orthogonal
complement A ⊂ CN+1 of this line which is given by
A =
{
(v1, v2, . . . , vN+1) ∈ CN+1 :
N+1∑
i=1
vi = 0
}
.
Let π : SN+1 7→ GL(A) be this representation. It is well known that it is irreducible and exact.
Let us choose the basis of A as follows:
qi = (0, . . . , 0, 1
i
, 0, . . . , 0,−1), 1 ≤ i ≤ N.
Each transposition of the form (ij) ∈ SN+1, 1 ≤ i < j ≤ N , acts on vectors qi, 1 ≤ i ≤ N , as
the transposition (qiqj). On the other hand, if η ∈ SN+1 is the transposition (1(N + 1)), then
the matrix representation of the linear map π(η) in basis (q1, . . . ,qN )
T is as follows:
κ =

−1
−1 1
−1 1
...
. . .
−1 1
 ;
(matrices act on vector-columns by multiplication from the left). For example, when N = 2,
this corresponds to the matrix στσ, see (SYMM). Let ΣN+1 = π(SN+1). For each γ ∈ ΣN+1,
we henceforth consider γ as a matrix in the fixed basis {q1, . . . ,qN}. Now, we want to find an
N -tuple of quadratic forms
Q(x) =
(
Q1(x), Q2(x), . . . , QN (x)
)
,
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such that if Γ = ΣN+1, we have
γ−1 ◦Q ◦ γ(x) = Q(x) (29)
for each γ ∈ Γ. It is clear from the above that the vector Q should be symmetric with respect
to all coordinates. This means{
Qi(x1, . . . , xi, . . . , xN) = Q1(xi, . . . , x1, . . . , xN), 1 ≤ i ≤ N,
Qj(x1, . . . , xi, . . . , xN) = Qj(xi, . . . , x1, . . . , xN), for j 6= 1, i. (30)
Since transpositions (ij), 1 ≤ i < j ≤ N , together with the transposition (1(N + 1)) generate
the whole group SN+1, it is enough to find a quadratic form Q1(x1, . . . , xN) such that if Qi
are defined by the first entry of (30) and they all satisfy the second entry, then the vector Q
satisfies (29) in a special case γ = κ. This is a linear algebra task, and we find that the solution
is given by
Q1(x) = x
2
1 −
2
N − 1 · x1
N∑
i=2
xi.
So, we pose the following
Problem 2. Let Q1 be as above, and Qi are given by (30). Let ΛN(x) = (λ
(1), . . . , λ(N)), where
λ(i)(x) is the solution of the PDE
N∑
i=1
fxi(x)[Qi(x)− xi] = −f(x)
with the boundary condition
lim
z→0
f(xz)
z
= xi.
(Note that only the boundary condition depends on i). Describe the algebraic and analytic
properties of the flow ΛN(x).
We call the function ΛN(x) the ΣN+1-superflow. The solution of this problem might reveal
deeper connections with various objects encountered in algebraic geometry and number theory.
More generally, we may pose the same problem not only for ΣN+1 ⊂ GL(A), but also for any
finite (sufficiently large, as compared to the degree of representation) subgroup of the linear
group. The results in the Subsecion 3.7 show that this might be interpreted as symmetry
identities for certain rational functions in the quotient rings.
Definition 1. Let N ∈ N, N ≥ 2, and Γ →֒ GL(CN) be an exact representation of a finite
group, and we identify Γ with the image. We call the flow φ(x) the Γ-superflow, if there exists
a vector field Q(x) 6= (0, 0, . . . , 0) whose components are 2-homogenic rational functions and
which is exactly the vector field of the flow φ(x), such that (29) is satisfied for all γ ∈ Γ, every
other vector Q′ which satisfies (29) for all γ ∈ Γ is either a scalar multiple of Q, or its degree of
a common denominator is higher. Thus, Q is uniquely defined up to conjugation with a linear
map x 7→ zx.
Note that we do not require the components of Q(x), which is the vector field of the flow
φ, to be quadratic forms, they are just 2-homogenic rational functions. The main reason is
obvious - the flow φ might possess lots of symmetries while ℓ−1 ◦ φ ◦ ℓ might not, even if we
confine to special 1-BIRs ℓ. Another reason for this is that a priori there is no reason why for
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every vector field Q there must exists an N -dimensional 1-BIR ℓ such that the vector field of
ℓ−1 ◦ φ ◦ ℓ has only quadratic forms as its components. We know that even in a 2-dimensional
case the reduction is rather complicated, and there exists a particular obstruction where such
ℓ does not exist ([Al12], Section 4).
Problem 3. Describe all groups Γ inside GL(CN) for which there exists a Γ-superflow. Describe
the properties of such a flow φ(x) = φΓ(x) algebraically and analytically.
For example, the group S4 has two non-equivalent exact irreducible 3-dimensional represen-
tations. The first is constructed in the beginning of this subsection, while the second one, call
it Σ′4, arises as the group of rotations of a cube, and it is given by the embedding
(12) 7→
0 1 01 0 0
0 0 −1
 , (13) 7→
0 0 10 −1 0
1 0 0
 , (14) 7→
−1 0 00 0 1
0 1 0
 .
The Young diagram of this representation is dual to the Young diagram of the first represen-
tation. Unfortunately, the vector Q of quadratic forms which satisfies (29) for all γ ∈ Σ′4,
is trivial. But there exists a unique, up to scalar multiple, Q, which is invariant under even
permutations, that is, the image of the group A4. This vector field is given by
Q(x) = (yz, xz, xy). (31)
To check the invariance we note that this group contains the order 4 subgroup consisting of
the elements I, diag(−1,−1, 1), diag(−1, 1,−1), and diag(1,−1,−1) (the fourth Klein group).
The invariance under conjugation with these transformations are immediate, and we only need
to check invariance under one element of order three, say, the image of (12)(13) = (123).
Nevertheless, this vector field is also invariant under the matrix0 1 01 0 0
0 0 1
 ,
and adjoining this matrix to tha image of A4 we thus obtain the S4-superflow, which is linearly
conjugate to the flow Λ3, as given above. So, for the contragradient representation Σ
′
4 we obtain
no new superflow, if the vector field is given by the collection of quadratic forms. Such negative
outcome happens for majority of finite subgroups of the full linear group, provided these groups
are large enough or have a particular structure. For example, already one condition (29) for
γ = −I forces Q to be trivial. However, this is not the end of the story in the case of Σ′4. One
can check directly the the vector field
Q(x) =
y3z − yz3
x2 + y2 + z2
• z
3x− zx3
x2 + y2 + z2
• x
3y − xy3
x2 + y2 + z2
is invariant under conjugation with all matrices from Σ′4. Up to the constant factor, this is the
only vector field whose common numerator is of degree at most 2; so we get a Σ′4-superflow,
essentially different form Σ4-superflow. We leave this very promising side of investigations of
the projective translation equation for the future. Concerning the vector field (31), we could
perform similar analysis as in the case of Λ = Λ2. In fact, few initial steps are already contained
in the literature - this vector field lies exactly in the intersection of Po´lya urns (all components
are monomials) and projective flows (they are 2-homogenic). This urn model is called the
pelican’s urn, it can be analytically solved in terms of Jacobian elliptic functions, and the
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combinatoric and analytic theory is very well developed and is profound [Du79, Du81, Du86,
FDP06, Sch76, Vie80]. So, our contribution to this theory is the remark that this flow has a
24-fold symmetry, and the next step would be to rewrite the analytic and symmetry results of
the Subsections 3.5 and 3.7 in the case of the vector field (31) purely algebraically. This seems
to be very promising.
5.2. Topology. Continuous flows on the sphere Sk, k ≥ 3. Consider the functional
equation (1) over R in dimension k ≥ 3, and suppose that a solution extends as a continuous
function φ : R̂k 7→ R̂k, where the latter is a single point compactification of Rk, this point being
denoted by “∞”; we make no further regularity assumptions on φ.
Problem 4. Is the following true? If the above assumption holds, then such φ is either given by
φ(x) = x, φ(x) = 0, φ(x) =∞, or there exists a 1-homogenic continuous function ℓ : Rk 7→ Rk
such that ℓ−1 ◦ φ ◦ ℓ is either φ1 or φ∞, where the j-th coordinates of φ1 and φ∞ are given,
respectively, for j = 1, . . . , k, by
(φ1(x))j =
k∑
i=1
x2i + k · xj
k∑
i=1
(xi + 1)2
, (φ∞(x))j = dj
( k∑
i=1
xi
)2
+ xj ;
here d = (d1, d2, . . . , dk) is a fixed in advance non-zero vector such that
∑k
i=1 di = 0.
The main result in [Al10] claims that this is true when k = 2.
5.3. Birational geometry. Rational flows in dimension k ≥ 3. As mentioned in ([Al12],
Subsection 5.6), in order to understand the algebro-geometric nature of projective flows, one
needs to investigate the structure of rational solutions of (1) in dimension k ≥ 3 over C or any
other algebraically closed field of characteristic 0 (this is the easiest case of the theory). In
particular, we pose
Problem 5. Let φ(x, y, w) = u(x, y, w)• v(x, y, w)• t(x, y, w) 6= x•y •w be a triplet of rational
functions such that φ satisfies (1) and the boundary condition (2). Is it true that then there
exists a 1-homogenic birational transformation of C3, call it ℓ, such that
ℓ−1 ◦ φ ◦ ℓ(x, y, w) = x(w + 1)N−1 • y
w + 1
• w
w + 1
for a certain non-negative integer N?
This is certainly a hard problem, unless some more powerful techniques than the ones used
in [Al12] are applied. Moreover, this problem, if solved, would exhibit only basic invariants of
a k-dimensional rational projective flows. For example, even in dimension 2 there are many
interesting characteristics of projective flows, such as surface (compact or non-compact) on
which a flow is naturally defined; symmetries; limits under conjugation; orbits; fixed points;
homotopy of flows, and many more [Alpr1]. As a continuation of the previous problem and as
a generalizaion of our Theorem 1, we pose
Problem 6. Let k ≥ 3. Classify all k-dimensional smooth projective flows such that they are
non-singular, i.e. satisfy (2), they have rational vector field, and are unramified.
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5.4. Quasi-rational flows of arbitrary genus. The results of Subsections 3.6 and 4.2 suggest
that projective rational flows can be generalized purely algebraically without appeal to elliptic,
abelian or other transcendental functions. We will define the notion of 2-dimensional projective
quasi-rational flow of genus g, quasi-flow in short. Suppose, given a pair of 2-homogenic rational
functions ̟(x, y) and ̺(x, y). Suppose there exists a positive integer N such that the ODE
Nf(x)̺(x, 1) + f ′(x)[̟(x, 1)− x̺(x, 1)] = 0 (32)
has a rational solution f(x). Let N be the smallest such integer, and let W (x, y) = yNf(x
y
) =
P (x, y)Q(x, y)−1, where P and Q are homogenic polynomials of degrees N + d and d for some
d ≥ 0, and their ratio is irreducible over C. The orbits of the flow φ = u • v defined by (4)
and below are then the curves W (x, y) = c, c ∈ C ∪ {∞}. Of course, φ itself may turn out
to be multi-valued analytic function with many branching points. Suppose the genus of the
projective curve P (x, y) = zNQ(x, y) is g ≥ 0.
Definition 2. Given a pair of 2-homogenic rational functions ̟•̺ such that the above assump-
tion concerning ODE (32) does hold, N being the smallest such positive integer. The rational
function U(A,B; x, y) is called a pre-quasi-flow of genus g with vector field ̟ • ̺, if
(i) U is 1-homogenic:
U(zA, zB; zx, zy) = zU(A,B; x, y);
(ii) The function U satisfies the PDE in the quotient ring, i.e. the following holds:
UA̟(A,B) + UB̺(A,B) + Ux̟(x, y) + Uy̺(x, y)
≡ 0 mod
(
P (A,B)Q(x, y)− P (x, y)Q(A,B)
)
. (33)
To define a quasi-flow, not just a pre-quasi-flow, we need to specify the boundary conditions
exactly, to define a pair of such functions U(A,B; x, y) • V (A,B; x, y), both of which satisfy
the above definition but which are subject to different boundary conditions. For this purpose
we need to delve deeper into a certain system of ODE’s. This topic is the central topic of
the prospective paper [Alpr2]. Here we confine with the example T given in the Subsection
4.2 and the examples to follow now. For example, it turns out that any rational flow gives
rise to a quasi-flow of genus 0. We will show this in case of the canonical flow φN , see the
Subsection 1.1; the general case will be treated in [Alpr1]. Since the vector field of the flow φN
is (N − 1)xy • (−y2), and W (x, y) = xyN−1, the general strategy of the Subsection 4.2 shows
that we need to solve the system a(u)b(u)
N−1 = 1,
a′(u) = −(N − 1)a(u)b(u),
b′(u) = b2(u).
So, we can choose a = −uN−1, b = −u−1. In our case ς = (xyN−1) 1N . So, let A = a( ς) ς =
−xyN−1, B = b( ς) ς = −1. Thus,
x(y + 1)N−1 = −A(y −B)
N−1
yN−1
= U(A,B; x, y);
y
y + 1
=
yB
B − y = V (A,B; x, y).
We check that now the l.h.s. of (33) in both cases is identically 0, so the congruence holds all
the more. The bondary conditions read as
lim
z→0
U(−zNxyN−1,−1; xz, yz)
z
= x, lim
z→0
V (−zNxyN−1,−1; xz, yz)
z
= y.
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Note that the function U , even if we enforce three conditions - (i), (ii), and the above boundary
condition - is not uniquely defined. For example, all three are also satisfied by
x(y + 1)N−1 =
x(B − y)N−1
BN−1
= Uˆ(A,B; x, y) = −U(x, y;A,B).
Note also that V (A,B; x, y) = −V (x, y;A,B). Thus, rational flows give rise to quasi-flows of
genus 0. The converse is not true. We will show this on the example of the flow φe, as given
by the Proposition 1. Let therefore N = 1, ̟(x, y) = (x2 − y2)/2, ̺(x, y) = (y2 − x2)/2. Then
f(x) = x + 1, and P (x, y) = x + y, Q(x, y) = 1. The curve x + y = z is a line and thus is of
genus 0. The system  a(u) + b(u) = 1,2a′(u) = b2(u)− a2(u),
2b′(u) = a2(u)− b2(u),
has a solution a(u) = 1
2
− e−u, b(u) = 1
2
+ e−u. In this case ς = x+ y, so let
A = a( ς) ς = (x+ y)
(1
2
− e−(x+y)
)
,
B = b( ς) ς = (x+ y)
(1
2
+ e−(x+y)
)
.
So, according to Proposition 1,
ue(x, y) =
1
2
(
(x− y)ex+y + x+ y) = x2 − y2
B − A +
x+ y
2
= U(A,B; x, y) = V (A,B; y, x),
and
UA̟(A,B) + UB̺(A,B) + Ux̟(x, y) + Uy̺(x, y) =
(x2 − y2)(x+ y − A− B)
B − A ,
and so (33) holds. The boundary conditions now read as
lim
z→0
U(−1
2
(x+ y)z, 3
2
(x+ y)z; xz, yz)
z
= x, lim
z→0
V (−1
2
(x+ y)z, 3
2
(x+ y)z; xz, yz)
z
= y;
(since both functions are 1-homogenic, we have an identity and not just the limit). Nevertheless,
this quasi-flow arises from the flow φe which is not rational, though the orbits are lines. From
the other side, given a projective curve W (x, y) = zN . There are infinitely many pairs of
2-homogenic rational functions ̟ and ̺ such that
Wx(x, y)̟(x, y) + Wy(x, y)̺(x, y) = 0.
So, there are potentially many flows having the same orbits.
Problem 7. Develop a theory of quasi-flows. In particular, find all quasi-flows with orbits
given by W (x, y) = c for any curve of arbitrary genus. Find a condition on ̟ and ̺ which, if
satisfied, leads to a quasi-flow.
As was proved in [Al12], the pair ̟ • ̺ leads to a rational flow if and only if
y̟y(x, y)− x̺y(x, y)
y̟x(x, y)− x̺x(x, y) =
ax+ by
cx+ dy
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for certain a, b, c, d ∈ C satisfying a 6= d, and
(a + d)2 − 4bc
(a− d)2 = M
2, for a certain M ∈ N.
In this case, the integer M is exactly the level of a flow. We therefore ask for a similar criterio
for quasi-flow.
5.5. Projective flows over finite fields. For simplicity, consider a finite field Fp, p being a
prime. Let F̂p = Fp ∪ {∞}, and extend the sum and the multiplication operations, initially
defined on Fp, to F̂p using the natural definition: that is, if a ∈ Fp \ {0}, then a · ∞ = ∞,
a+∞ =∞, a∞ = 0, 0 +∞ =∞, ∞ ·∞ =∞, but 0 · ∞, ∞ +∞ are undefined. We will now
find all 1−dimenional projective flows over finite fields. Suppose, f : F̂p 7→ F̂p satisfies
(1− z)f(x) = f
(
f(xz)
1− z
z
)
, x, z ∈ F̂p.
Then f(x) ≡ 0, f(x) ≡ ∞, or there exists a ∈ Fp, such that f(x) = x(ax + 1)−1. Indeed,
assume f(∞) = b, b 6= 0,∞. Then substitution x =∞ into the functional equation, for z 6= 0,
gives (1 − z)b = f(b(1 − z)z−1), and the answer follows for a = b−1. The cases f(∞) = 0 or
∞ are dealt similarly. So, there are exactly p+ 2 projective 1-dimensional flows over the finite
field Fp, p of them are non-singular. Now consider the dimension 2. For further convenience
we note that (1) implies the identity
nφ ◦ · · · ◦ φ︸ ︷︷ ︸
n
(x) = φ(nx), n ∈ N; (34)
this is valid in any dimension over any field provided that n is not a multiple of the characteristic
of this field. Returning to finite fields and dimension 2, we encounter the interesting problem
to investigate where the projective flow is defined. For example, the flows
(x− y)2 + x • (x− y)2 + y, x
x+ 1
• y
y + 1
,
x
x+ y + 1
• y
x+ y + 1
are defined and take values on spaces F2p, (F̂p)
2 and P 2(Fp), of cardinalities p
2, (p+1)2, p2+p+1,
respectively. In fact, these maps are automorphisms of corresponding spaces (in this case this
simply means they are bijections). On the other hand, let p be an odd prime. The nature of
the flow
φp(x, y) =
x2 + y2 + 2x
(x+ 1)2 + (y + 1)2
• x
2 + y2 + 2y
(x+ 1)2 + (y + 1)2
depends on the arithmetic of p. If
(
−1
p
)
= −1, this flow is the bijection from F2p ∪ {∞} onto
itself, where φ(−1,−1) = ∞, φ(∞) = 1 • 1; this space (“sphere”) is of cardinality p2 + 1.
Consider now the case
(
−1
p
)
= 1; for example, take p = 5. For (x, y) ∈ F25, the function φ
is defined for 16 pairs, for 9 pairs it is undefined, and it takes also 16 and leaves 9 values.
It appears that the only meaningful completion is to add 11 additional points. For example,
since φ(3 • 1) is undefined, let φ(3 • 1) = η. Further, by the projective flow property (34)
φ(3 • 1) = φ ◦ φ(4 • 3) = 2−1φ(2(4 • 3)) = 2−1φ(3 • 1), so 2η = η. So, η can be formally
denoted by ∞ • 0. Further, let φ(0 • 1) = α. Then φ(α) = φ ◦ φ(0 • 1) = 2−1φ(2(0 • 1)) =
2−1φ(0 • 2) = 3φ(0 • 2). More calculations confirm that α can be formally denoted by 1 • ∞.
Once again, φ(η) = φ ◦ φ(3 • 1) = 2−1φ(2(3 • 1)) = 2−1φ(1 • 2) = 2−1(4 • 3) = 2 • 4. Also,
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φ ◦ φ ◦ φ(3 • 1) = 3−1φ(3(3 • 1)) = 3−1φ(4 • 3) = 1 • 2. By direct similar calculations, we thus
complete the Table 3. The symbols 1•∞ and 0•∞, for example, obey the rules 2(1•∞) = 2•∞
x\y 0 1 2 3 4 ∞
0 0 • 0 1 •∞ ∞ • 1 2 • 0 1 • 4 4 • 2
1 ∞• 2 3 • 3 4 • 3 0 •∞ 1 • 0 ∞• 3
2 3 •∞ 3 • 4 4 • 4 ∞• 4 1 • 2 3 • 0
3 0 • 2 ∞• 0 2 •∞ 2 • 2 1 • 3 2 • 3
4 4 • 1 0 • 1 2 • 1 3 • 1 ∞•∞ 0 • 4
∞ 2 • 4 3 • 2 4 •∞ 4 • 0 0 • 3 1 • 1
Table 3. The flow φp over the finite field F5
and 3(0 • ∞) = 0 • ∞. So, the case
(
−1
p
)
= 1 corresponds a bijection of (F̂p)
2 onto itself and
thus to torus rather than a sphere. On the other hand, the analysis of the flow
x(x2 + y2)
x2y + xy2 + x2 + y2
• x(x
2 + y2)
x2y + xy2 + x2 + y2
leads to investigations of the arithmetic of genus 0 cubic x2y + xy2 + x2 + y2 = 0 over Fp.
Further, it is obvious that the number of projective flows over a finite field in any dimension is
finite. Finally, note that the exponential flow φexp has no analogue in the finite field setting;
for example, the flow x2y • y is not property defined on (Fp)2 for p odd. So, we formulate the
following
Problem 8. Let k ≥ 2. Describe all projective flows over (Fp)k. What is the total number of
flows? How they distribute among different completions of (Fp)
k? Do all these flows arise as
reductions mod p of rational flows over Q (like φp above)?
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