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Use of the local-global concept in detecting 
component vibration in reactors 
Mansur A. Al-Ammar 
Under the supervision of R. A. Danofsky 
From the Department of Nuclear Engineering 
Iowa State University 
The local-global concept, based on the detector adjoint function, 
was used to develop the response of a detector to an absorber vibrating in 
one dimension. A one-dimensional two-group diffusion code was developed 
to calculate the frequency dependent detector response as a function of 
detector and absorber positions for the coupled-core UTR-10 reactor. Re­
sults from this code indicated the best possible detector and absorber 
locations, where more detailed calculations were made using a two-group, 
three-dimensional diffusion code with finite detector and absorber vol­
umes. An experiment was then designed, for the chosen positions, using a 
vibrating cadmium absorber with a detector on each side. The assembly 
was placed in the vertical central stringer of the reactor. Investiga­
tions were carried out for vibrations in two flux gradients and experi­
mental data were analyzed in the frequency domain using a microcomputer 
based data acquisition system. 
The experimental investigation showed the validity of the local-global 
concept. A normalized outputs cross power spectral density was developed 
that correctly predicted the different flux tilts in the two flux gradients. 
It was also shown that the frequency response of the local component had a 
2 
wide plateau region. Monitoring the behavior of the normalized cross 
power spectral density was thought to be a promising indicator for the de­
tection and localization of malfunctioning vibrating components. It might 
also be used to detect flux irregularities in the vicinity of a vibrating 
component. 
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I. INTRODUCTION 
A large number of components in a nuclear reactor are designed to 
sustain a tolerable degree of vibrational behavior. Control rods are 
fixed to the driving mechanism from one end and free at the other. Fuel 
pins are fixed at one end, but allowed a clearance at the other for thermal 
expansion. Spacers that hold the rods and fuel pins along the fuel assem­
bly are designed with clearances to allow coolant passage and thermal ex­
pansion. The operation of the reactor coolant system causes these rods to 
vibrate. These vibrations are excited by pressure difference fluctuations 
on opposite sides of the rod, which are generated in the boundary layer 
around the rod and from flow disturbances in the whole flow loop. It has 
been well-established experimentally (1) that the frequency of vibration 
coincides with the natural frequency of the rod, which depends on the rod 
geometry, kind of supports, etc. The early detection of malfunctioning 
rods has been one of the main objectives of noise analysis for some time. 
In principle, noise analysis can be used to identify malfunctions and pro­
vide an early warning with virtually no interference with the normal oper­
ation of the reactor and without any additional external excitation. This 
task has not been accomplished yet because in an operating power racctor 
the noise driving sources are numerous (coolant fluctuations, boiling 
noise, vibrations, etc.) and they act simultaneously making it difficult 
to extract meaningful information regarding a certain driving source with­
out a full understanding of the fundamental interactions of each source 
with the neutron field. 
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Neutron density fluctuations induced by absorber rod vibrations have 
been demonstrated experimentally. A number of reactor measurements (2, 3) 
have clearly demonstrated the strong correlation between rod vibration and 
neutron noise. But the problem of locating or estimating the position of 
such a vibrating component remains unsolved. A problem associated with 
localizing a disturbance was found to concern the detector response. De­
pending on the core geometry and the flux shape, a detector can be posi­
tioned to respond more effectively to disturbances in certain parts of the 
core rather than others. A detector response model based on a space and 
frequency dependent adjoint function was developed (4) where a detector 
"angle or field of view" was suggested. Using this model for the problem 
of vibrating absorbers (5), a better understanding was achieved regarding 
the basic interactions of the "local" and "global" components generated by 
a vibrating absorber. A global component is a neutron fluctuation caused 
by a reactivity perturbation of the point reactor model, while the local 
component is a disturbance produced by the absorber depression as it 
moves. The local effect is space dependent, or as the detector is moved 
away from the absorber, the local component decreases, while the change 
in the global component through the space dependent transfer function is 
small in the frequency range below the break frequency. It is this spatial 
dependence of the local effect and its associated phase behavior that 
could give some promise in localizing the disturbance. 
The work that has been done in this field so far has been concerned 
with the response of a point detector model based on the analytical solu­
tion of the two-group diffusion equations in one and two-dimensional geom­
etry and in the plateau region of the point reactor transfer function 
3 
(5, 5). In this region, the detector response and the detector adjoint 
function are assumed to be frequency independent. No experimental evidence 
has been found in the literature regarding the validity of the local-global 
concept for a vibrating absorber. The purpose of this research is twofold: 
1. To establish an experimental verification of the local-global con­
cept for a vibrating absorber in a loosely coupled core reactor 
using a finite volume core detector in the calculation; 
2. To investigate the possibility of using this concept as a tool for 
locating malfunctioning rods. 
Since the detector response largely depends on the reactor under con­
sideration, a preliminary one-dimensional two-energy group calculation for 
the detector response was carried out for the loosely coupled-core UTR-10 
reactor. This model was extended to cover the full frequency range of 
the point reactor transfer function. After establishing the possible 
detector and absorber locations and the frequency range of interest, a 
three-dimensional two-energy group diffusion calculation was carried out 
using the WHIRLAWAY Code (7) for a finite volume detector. The results 
of this calculation indicated the best detector location and the interest­
ing directions of vibrations. Experimental measurements were then carried 
out using an oscillating cadmium absorber installed in the central vertical 
stringer region of the Iowa State University UTR-10 reactor. The experi­
mental investigation was concerned with measuring the detector response on 
both sides of the absorber which was allowed to vibrate along the two major 
axes of the reactor, north-south and east-west, where two different global 
flux gradients are involved. The experimental data were analyzed in the 
4 
frequency domain using a microcomputer based data acquisition system to 
calculate the auto and cross power spectral densities of the two detec­
tors on both sides of the absorber and of the driving signal. Experimental 
results were compared with the theoretical predictions and practical 
observations were made on how well the results agree with the basic ob­
jectives. 
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II. LITERATURE REVIEW 
The investigation of the neutron noise induced by the vibration of 
absorber rods has been the subject of work carried out by several authors. 
An early and sophisticated treatment was given by Weinberg and Schweinler 
(8), who developed the theory of an ascillating absorber in a neutron 
field. They showed that an absorber oscillating in a flux gradient at a 
frequency below the periods of delayed neutrons, or below the break fre­
quency of the reactivity transfer function, produced both fluctuations in 
the flux fundamental mode, or a global component, and fluctuations in the 
neutron field in the neighborhood of the absorber due to the local depres­
sion movement, or a local component. They also showed that at high fre­
quencies of oscillation, the reactivity effect disappeared, due to the low 
pass filter effect of the transfer function, but the local depression ef­
fect remained, implying the broader frequency response of the local com­
ponent. They calculated that this depression is propagated away from the 
absorber as a damped neutron wave with a wave length, velocity and attenua­
tion length depending on the properties of the medium. They pointed out, 
too, that both the global and the local effects were used separately as 
methods for absorption cross-sections measurements. It is believed that 
the foundation of the local-global concept and the measure of distance, or 
attenuation, involved in the local component were presented in this paper. 
The importance of detecting rod vibrations in a reactor did not appear 
until 1966 when Stephenson et al, (9) detected a peak in the detectors' 
power spectra that was attributed to a faulty control rod bearing in the 
Oak Ridge Research Reactor (ORR). When the faulty bearing was replaced, 
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the peak disappeared. Paidoussis and Wambsganss (1, 10) showed that high 
velocity coolant, flowing through the reactor core, was a source of energy 
that could induce and sustain vibration in core components which would re­
spond at their natural frequencies. The observations of Stephenson tl a1. 
(9) were the topic of a number of papers (2, 11, 12), where, using a point 
reactor model, it was concluded that the driving sources for the observed 
spectra were due to inlet temperature fluctuations over the low frequency 
range, below 5Hz, and rod vibration over the higher frequency range, with 
an overlapping region in between. Robinson (2) calculated the resonance 
frequency of the vibrating rod and found it to coincide with the observed 
peak after incorporating it with the inlet temperature fluctuation model. 
Kosaly and Williams (11) used the resonance frequency in a model describing 
the vibration of a randomly excited rod, then used a least square fitting 
procedure with the experimental results to obtain the parameters used by 
Robinson (2), for the remaining parts of the spectrum. Kosâly and Mesko 
(12), on the other hand, showed that the inlet temperature driving function 
would produce a sink structure in the output spectra and the peaks shown in 
the ORR spectra were due to the interaction between this structure and the 
vibration response function. It was also pointed out that at higher cool­
ant flow rate, the inlet temperature fluctuations were overshadowing the 
vibration effect resulting in a diminishing peak at the rod frequency (11). 
A conclusion that may be drawn from this work is that any meaningful tech­
nique for vibration detection should be able to reject, to a certain degree, 
interference from other driving sources. 
Another experimental evidence of vibration detection was given by 
Lucia et al. (3), where spectra of transducers mounted on fuel elements were 
7 
correlated with noise spectra of incore neutron detectors. In this experi­
ment, another peak in the noise spectrum v/as seen at twice the fuel element 
vibration frequency. Antonopoulos-Domis (13), working through the global 
and local flux gradients, attempted to explain the double frequency peak seen 
in Lucia et al. results (3) by arguing that the rod was vibrating in its own 
depression which remained stationary. Pazsit (14), working with one-dimen-
sional, space-dependent one group theory, showed that the double frequency 
effect (13) could be obtained in cases of strong absorbers where the lin­
earization assumption in the diffusion equation would not be valid; and if 
the amplitude of vibration of the absorber was too large, making the in­
clusion of second order terms in the Taylor's series expansion of the ab­
sorber position function a necessary step. This conclusion can also be 
seen in (8) where the local depression was shown to oscillate with the ab­
sorber. The detection of the double frequency was also the subject of an­
other paper (15) where an experiment was designed for this purpose, but no 
such frequency was detected. 
The use of a continuous on-line noise monitor was reported by Fry 
(16) for the High Flux Isotope Reactor in Oak Ridge. It was reported that 
the monitor was successfully used to detect control rod bearing failures. 
Mayo (17) reported on the detection of pressurized water reactor internal 
vibration by using four ex-core detectors located on opposite sides of the 
core outside the pressure vessel. The detection of internal vibrations in 
power reactors has been reported by a number of authors (18 - 29), It ap­
pears from these papers that the experimental procedures used can be clas­
sified in the following categories: 
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1. Carrying out detailed structural dynamic calculations for the major 
components to find their frequencies of vibrations. These fre­
quencies were then monitored using the neutron detectors' spectra. 
This approach appeared to be successful in detecting core barrel 
motion in PWRs (17, 18, 22, 25); 
2. Mounting transducers, where possible, and correlating their spectra 
with the neutron detectors' spectra for highly coherent frequencies 
(23, 26, 27). This approach has a limited success in certain 
reactors. 
The major problem has been localizing a given vibrating rod among many 
others vibrating in the same frequency range. BWRs represented a more dif­
ficult problem due to the presence of boiling noise as a dominating noise 
source and the lack of a method that can enhance the detection of a certain 
noise source. It has also been pointed out (30) that, at the present time, 
the theoretical understanding of power reactor noise has not kept pace with 
measurement techniques and much work is needed to improve the analytical 
understanding in this field. The first attempt in developing a theoretical 
model which could yield results of practical interest was suggested by 
Williams (31), although some of the results could also be found in (8). 
He showed that a vibrating absorber was a better absorber than a stationary 
one since the mean flux throughout the absorber was shown to be higher in 
the vibrating case resulting in more absorption. For the same reason, fuel 
vibration increased reactivity and acted as a positive feedback. In this 
paper, the vibrating absorber was modelled as 
6Eg(r,t) = Y 6(r-rp-c(t)) - <S(r-r^) 
9 
where y is the absorber strength, r^ is the rod mean position and e(t) 
the rod displacement. This model for the absorber was subsequently used 
by other authors. The main concern of this paper was reactivity changes, 
or global effect, and no emphasis could be seen on the local-global con­
cept. Until 1976, when Van Dam (4, 32) introduced the frequency dependent 
detector adjoint function, the theoretical models available (11, 12, 13, 
14, 31, 33) were based on either the point reactor model, or one-dimension-
al, one-energy group diffusion theory. Such models could not be used, in a 
satisfactory manner, to handle the spatial dependence of the multi-noise 
sources in operating power reactors. The adjoint formulation of the de­
tector response to a frequency dependent source or a combination of 
sources (34, 35) produced a new insight into the subject. The local and 
global components were found as separate terms in the detector response 
function for a vibrating absorber (5). The calculational effort for a 
combination of sources were greatly reduced (34), making the study of a 
number of noise sources acting simultaneously a practical problem. 
Through this method, the use of existing multi-group static codes, with 
some modification (7), was made possible, thus extending the capability of 
noise techniques to a larger number of practical problems. Although the 
local-global concept was used in the theoretical modeling of the vibra­
tion problem, it was restricted to a point detector and a point absorber 
and no experimental evidence of the basic concept has been found in the 
1iterature. 
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III. DETECTOR RESPONSE TO A VIBRATING ABSORBER 
A. Mathematical Preliminaries 
In this section, a brief background is given on the adjoint trans­
formation, since the terms adjoint operator and adjoint flux will be used 
extensively throughout this chapter. A brief derivation of the general 
detector response is also given. 
1. Linear transformations and adjoint operators 
A linear transformation or linear operator L defined on a vector 
space V is a correspondence that assigns to every vector x, ^ e V, a vector 
Ix, L^eV such that (36) 
L(ax + = aU + bL^. 
If ^ are two independent vectors defined on V, and L is a linear 
+ transformation that operates on then a unique linear operator L , can 
always be found that satisfies the following inner product equation (36) 
<LN, l> = <N, L%> . (3.1) 
If L is a matrix defined with respect to some basis X = 
then 
"-""j " ^^Kj*k-
If the inner product <a^,Lxj> is formed, then 
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where x is assumed to be an orthonormal basis (unit vectors) and 6,^j is an 
element of the matrix L. 
Using (3.1) on the independent vectors x., Xj 
where * refers to the conjugate. Therefore, the adjoint operator can 
be found by transposing and conjugating the original operator L. 
In the present work, L is the diffusion operator, N is the neutron 
density vector, is the adjoint operator, and Y is the detector adjoint 
function. All of these vectors are frequency dependent as will be shown 
later. It is to be emphasized that N and Y are two independent vectors 
and the interpretation given to Y depends on the boundary conditions im­
posed. 
2. The frequency dependent two-group adjoint equations 
The two-group diffusion equations can be put in matrix form (2) as 
L(r,t) 0 (r,t) = 0 (3.2) 
where * = vN. 
Assuming perturbations in the diffusion operator around the steady 
state, where 
L(f,t) = L(r) + ôL(r,t) 
*(r\t) = *(f) + 6<j)(r,t) (3.3) 
L(f)*(f) = 0 
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yields upon substituting (3.3) into (3.2), and linearizing 
L(r,t)6<j)(r,t) = 6L(r,t)*(r). (3.4) 
Taking the Fourier Transform of (3.4), the resulting equation in the 
frequency domain is 
L(r,w)60(r,w) = 6L(r,cj)(J)(f) (3.5a) 
where 
L(r,w) 
v-Dj(r)v-Zj(r)+vE^j^(r){l-z^ vî:^^(r){l-z-
jwg 1 , J w Ï 
v.DgCfjv-ZgCrJ-j^-
. (3.5b) 
In the present work, perturbations are assumed to be in the thermal 
absorption cross-section, hence 
6L^(r,u)) = 
0 
6Z2(r,w) 
(3.5c) 
From the definition of the adjoint operator (3.1) 
<L6*,f> = <6*,L^Y> 
where 
L*(r,w)f(r,w) = Zj(r\w), 
( 3 . 6 )  
(3.7) 
it follows that upon taking the inner product of Y with (3.5a) and iS<p with 
( 3 . 7 )  
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<L(f ,a))ô(j)(r ,(o) ,4'(r,aj)> = <6L(f\w)*(r),Y(r,w)> 
( 3 . 8 )  
<6*(r\w),L*(r\w)y(r,w)> = <6*(r\w),Zj(r\w)>. 
Using (3.6) it can be seen that the left hand sides of (3.8) are 
equal, and hence 
<6L(r,a))(})(r),4'(r,co)> = <64(r\w),Zj(r\w)>. (3.9) 
Using the integral representation of the inner product, (3.9) becomes 
J[6L(r,cj)9(r) ]^i'(r,a))dr = ^/6*^(r\w)Zj(r\w)dr . (3.10) 
-> -»• 
r r 
Since the integration is carried out over the real spatial space only, 
thus excluding the complex frequency space, no conjugation is required 
on L^, 6L, 6*, ijj and E .. If Ej(r^,a)) is interpreted as a detector cross 
section over the space (r^), then the right hand side of (3.10) gives the 
response of a detector that spans the space (r^) as a function of fre­
quency. The integration on the left hand side is taken over the perturba­
tion space (^p); therefore the response of a detector of volume (d) to a 
perturbation of volume (p) is given by 
= yi6L(f,a))(f)(r)]^>l'(rj,r,a))dr . (3.11) 
rp 
Equation (3.11) shows how information is transmitted from the pertur­
bation region to the detector region through the detector adjoint function 
(Y(f\w)). Once Y(r\w) is determined by solving (3.7) for a certain 
<5R(?d'%''^) = 
ÔR, 
ÔR, 
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detector position, the response to any perturbation or a number of them 
can be found by applying (3.11). It is to be noted that the operators 
(L,L^) should contain the steady state parameters of the perturbations. 
The computational sequence for a detector response can be summarized (for 
a practical situation) as follows: 
1. Carry out a criticality search calculation with the different 
perturbations in their mean positions, so that the steady state 
diffusion operator (L) can be found (which will contain the new 
of the core). 
2. Construct the frequency dependent operator L(r\w) as given by 
(3.5a). 
3. Transpose L(r,u) to form L^(f,w). 
4. Solve (3.7) for a certain detector position and find Y(r\w). 
5. Apply (3.11) to find the detector response for the different 
perturbations. 
The basic advantage of the above procedure is that it is easier to 
solve a differential equation of the form (3.7) with one forcing function 
(Zj) than to solve(3.5a) with many forcing functions (contained in 
ôL(r,a))). Also, once Y(r\w) is determined for a certain detector position, 
the response to any future perturbations can be calculated without having 
to solve any differential equation (as long as their mean positions were 
taken into account in the original calculation of L). 
15 
B. The Vibrating Absorber 
As stated earlier, perturbations are assumed to be in the thermal 
absorption cross-section, produced by a thermal neutron absorber vibrating 
around a mean position. For a point absorber, such a perturbation can be 
represented by the following (31) 
ôE2(f,t) = Y{6(f-fp-E(t)) - ô(r-rp)} (3.12) 
where 
Y = absorber strength 
rp = absorber mean position 
e(t) = absorber amplitude of motion. 
Substituting (3.12) into (3,11) and using (3,5c), the detector response is 
given by 
^+oo 
Y 
•> 
6(r-rp-G(t))-5(r-Fp^ ëJwtjt df. 
where the { } bracket represents the Fourier transform of dZgfr^t). 
Changing the order of integration, the above reduces to 
+CO 
Expanding the spatial variable in a Taylor Series around fp and 
neglecting second order terms in the expansion, yields 
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/
, j Y 
r=r 
e(t)+4'2(rj,r ,u)) 
dr 
;(t) 
r=r 
dÏ2(rj,r,w) dfgfrl 
dr dr 
e^it) Igjwt dt. 
r=r 
If the amplitude of vibration e(t) is small, then the term containing 
2 E (t) can be neglected and the response is given by 
dYy(r,,r,w) 
gRzfrj.rp.w) = yj O^frp) 
r=r 
,(?) 
dr ->- -» r=r_ 
where 
e ( u )  
(3.13) 
/ e(a)) = I  E(t)ëj^^ dt. 
On the other hand, if E^(t) is not negligible, then a third term con-
2 taining e (w) will appear in (3.13), which will produce a double fre­
quency component in the detector response, since if 
g(oj) = A Sin(u)t) 
2 
E^(U)) = A^Sin^(a)t) = I  (l-Cos(2wt)) 
If higher order terms were included in the Taylor's expansion, then 
higher harmonics will show up in the detector response. The detection of 
such harmonics depends on sft), the magnitudes of higher order derivatives 
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of the static flux Ogfr) and the detector adjoint function Ygfr)» and 
how close these frequencies are from the reactor cut off frequency. Since 
no perturbations were assumed in the fast group absorption cross-section 
(62^=0), hence 6Rj=0. 
In the above discussion, a point absorber was assumed. For an ab­
sorber with a finite volume v and a total strength y, a small volume Av 
may be assumed to consist of a number of point absorbers with a strength 
of ^ Y. Assuming the expression 
in Equation (3.13) is constant within Av, then the detector response to 
this small volume absorber is 
where the subscripts in (3.13) were dropped. The detector response to a 
finite volume absorber can be found by integrating the above equation over 
the absorber volume 
where dr is the differential volume. 
Using Green's theorem (36) 
(3.14b) 
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Equation (3.14b) shows that in this case, the detector response is 
the integral around the surface of the absorber of the product of the 
thermal static flux and the thermal detector adjoint function. If it is 
assumed further that the finite volume absorber vibrates along one direc­
tion, say the X-direction, then in a three-dimensional (x,y,z) geometry. 
Equation (3,14a) reduces to 
Equation (3,15) is the integral along the y-z surface at Xn minus the 
same surface integral at x^, where (xg-x^) is the length of the absorber 
along the x-axis. 
It is to be noted that Equations (3,14, 3,15) are based on the assump­
tion that the static flux and the frequency dependent adjoint derivatives 
are in the same direction, which may not be the case; for example the flux 
gradient may be reversed while the detector is kept in the same position, 
or the detector may be moved to the other side of the absorber while the 
flux gradient is kept the same. In such cases, a volume integration of 
each term of (3,13) would be required. 
^ ( w )  j f j r * 2 ( x 2 , y , z ) w 2 ( x 2 , y , z ) 3 y 3 z  -  ^ Y*2(xi'y,z)^2(*l'y'Z)3y3z • 
(3.15) 
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Equation (3.13) shows that the detector response is comprised of two 
components. The first one depends on the static flux and the adjoint flux 
gradient at the perturbation point, which is called the "local" component. 
The second term contains the adjoint flux and the static flux gradient, 
which is called the "global" component (5). The static flux gradient is 
assumed to be the gradient at the perturbation point when the absorber is 
removed. This is done since when carrying a Taylor's expansion of 
((>(rp+e(t)) around (r^) in (3.13), it is assumed that e(t) is not too close 
to (rp) or it is large enough to take (rp+e(t)) outside the local depres­
sion produced by the absorber. The term "global" is used because this 
component depends on the "global" static flux curvature in that region. 
For a flat flux profile, this component would vanish. It can also be 
seen from (3.13) that, depending on the signs of the flux and the adjoint 
flux derivatives, the two components can add or subtract. Also changing 
the static flux gradient would change the detector response. It is part 
of the purpose of this research to investigate experimentally this local-
global interaction. 
It is worth repeating here that the calculation of the frequency de­
pendent detector adjoint function (3.7) is completely independent of how 
the absorber is vibrating. Once Y(f,w) is calculated in three dimensions 
for a certain detector and absorber position, then it is a simple proce­
dure to calculate the response to an absorber vibrating in the x, y or z 
direction (3.15) or even a number of absorbers vibrating at different 
positions, if their static positions were included in (3.7), and different 
directions. In an actual operating power reactor, the flux profile is 
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generally flat over the middle part of the core, implying a weak global 
component; therefore, the possibility of detecting and possibly localizing 
a vibrating component is enhanced. A physical interpretation of the global 
effect can be given as follows: as the absorber moves to a higher flux 
region, in a flux gradient, more neutrons will be absorbed, while on the 
other hand, moving to a lower flux region reduces the number of neutrons 
absorbed. Hence, the total neutron population in the core will fluctuate 
as the absorber moves up and down the gradient producing a reactivity or 
"global" effect. In a flat flux environment, the motion of the absorber 
will cause a movement of the absorber's local depression which would not 
produce any change in the total neutron population and it is the propoga-
tion of this depression in the core which is called the "local" effect. 
The basic difference between a vibrating absorber and the classic 
reactivity oscillator is that in the latter, a variable depression is 
produced at a fixed point which causes a fluctuation in the total neutron 
population, while in the former a spatially dependent depression is pro­
duced in a flux gradient and a moving constant depression in a flat flux 
environment. 
C. The One-Dimensional Model 
A one-dimensional solution of Equations (3.7) and (3.13) using the 
Green's Function Technique (37) was carried out for the Iowa State Univer­
sity UTR-10 reactor using a point thermal detector and a point thermal 
vibrating absorber. Different detector and absorber positions were in­
vestigated. The purpose of this work was to study the response of the 
UTR-10 reactor at different locations so that the most feasible locations 
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for the detector and absorber could be identified to aid the design of the 
experiment. 
1. The basic equations 
The UTR-10 reactor is divided into five regions: two outer reflectors, 
two core tanks and an inner reflector region as shown in Figure 3.1. The 
perturbed two-group equations for the core regions are 
jwg. 
12 ^2? -zz-jv: 
6En(r,w)^g(x) 
(3.15) 
and for the reflector regions 
1 
1 2  
6(J)j (x,to) 
6*?(x,w) 0% jCo)((^ (x ) 
(3.17) 
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Figure 3.1. Schematic diagram of the UTR-10 reactor 
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If the relevant region does not contain the absorber, then the right 
hand side of (3.16) or (3.17) would be zero. The adjoint equations for 
the core are 
'l' ^-fxT'-JTT ^12 
jwg. 
. w DgV -Eg.j-
H'j(x,Oj) 
YgfX'w) a(x-Xj) 
and for the reflector regions 
(3.18) 
12 
w 
Yl(x,w) 
4*0 ( X 5 to ) d(x-Xj) 
(3.19) 
If the relevant region does not contain the detector, then the right 
hand side of (3.18) or (3.19) would be zero. 
Equations (3.18) and (3.19) were solved using the Green's Function 
technique subject to the usual free surface boundary conditions and the 
continuity of the adjoint currents at region interfaces plus the usual 
Green's Function boundary conditions at the detector, namely 
Yl(x,w) = 4'^(x,w) 
'd+0 d-0 
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fgtx.w) ,0) ) 
X d+O 'd-0 
dY^(x,w) 
dx 
dY^(x,w) 
*d+0 
dx 
= 0 (3.20a) 
d-0 
dYgtx.w) dVmfx.w) 
"d+O JX  'd-0 
(3.20b) 
The procedure used for solving the above equations was the same as 
given by Nodean (38) except that the regions coefficients were put in a 
matrix form, as suggested by Pazsit (5), and given by 
where 
MA=F (3.21) 
M = matrix containing solutions of the equations at regions and 
detector boundaries (complex); 
A = column vector containing the required regions coefficients; 
F = column vector with zero elements except at a detector 
boundary as given by equation (3.20b). 
Solving for A, 
A = M"^F. 
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Once the regions' coefficients have been found, the fast and thermal 
adjoint fluxes can be determined at any point in the reactor from the fol­
lowing equations 
a,x -a,X apX -a^X 
Tl(x,w) = A^e + Age + A^e + A^e 
A.X a,X 
Ygfx.w) = A'^e ^ + A'pe ^ + A'^e ^ + A'/, 
aoX -agX 
e 
where 
"1 " + ^{(ki+kg)^ _ 4(k2t2-HiH2)}' 
a . .  ^(k^+kg) h i i k l + k ^ ) ^  -  4(k^l<2-HjH2)}' 
and where for core regions 
4 = if 
1 
Cl+Ci2+if 
jwp. 
•^2 ° ^  (^2+:^) 
H, = 12 
1 D, 
"2 = 
26 
A' A', 4-°i ^ 
Hi ' A3 
. 2  2  
ki-Og 
and for the reflector 
0) 
Hg = 0 
A\ = A' = 0 
1 2 
H 1 
AV k2-4 
In order to get the detector response, the static flux and its deriva­
tive at the absorber are required (3.13). The steady state two-group dif­
fusion equations given by (3.16) and (3.17) with w=0, 6* changed to <j) and 
zero right hand sides; were solved. The procedure used was similar to 
the one outlined previously except, in this case, a matrix equation was ob­
tained in the following form 
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MoA, = 0 (3.22) 
where is the real matrix containing boundary conditions solutions and 
is the regions' coefficients column vector. Adding and subtracting 
an identity matrix to reduces (3.22) to 
(M +I-I)A = 0 
o o 
or 
MA = A (3.23) O 0 
where 
M = M +1. 
o 
Equation (3.23) is an eigenvalue problem of the form Ax = xX with 
A=l. The eigenvalues of M in (3.23) were calculated and the eigen vector 
corresponding to the unity eigenvalue was taken as the required A^ vec­
tor. The steady state flux and its derivative were then calculated for 
specified absorber positions. A listing of the one-dimensional code de­
veloped is given in Appendix A. 
2. Cross-section parameters 
The cross-section parameters used in the solutions of the one-
dimensional model were those used by Huang (7). These parameters were 
calculated using LEOPARD (39), a zero dimensional cross-section code, for 
a fresh core loading of the UTR-10 reactor. This would generally produce 
a core with a certain excess reactivity, thus violating the requirement 
that perturbations are to be made around the steady state. To account 
for this, or to make the steady state equations critical, either a 
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k-effective calculation or a poison search is to be made. The latter 
option was chosen. 
A one-dimensional diffusion code, FOG (40), was u:ed and the core 
tanks were poisoned until a was obtained. The poison search was 
done on the fuel thermal absorption cross section which was then adjusted 
accordingly. In all of these one-dimensional calculations, an axial 
leakage term was used in the total absorption cross section for the two 
groups. A region and energy independent buckling of 0.0023, which was 
experimentally determined (40), was used. Cross-section data are presented 
in Appendix A. 
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IV. ONE-DIMENSIONAL RESULTS 
In this chapter, the results of the one-dimensional calculations are 
presented. These include the detector adjoint function distribution for 
various detector locations, its interpretation in terms of the detector 
"angle" or "field" of view; the response to a vibrating absorber as given 
by equation (3.13) as a function of detector and absorber positions; and 
the response of the detector as a function of frequency for various loca­
tions. The effects of interactions of the "local" and "global" components 
and how they affect the choice of the experiment to be performed will be 
discussed. 
A. The Detector Adjoint Function 
The steady state flux as calculated by Equation (3.23) is presented 
in Figure 4.1. The detector adjoint function plots as calculated from 
Equations (3.18) and (3.19), are shown in Figure 4.2 for various detector 
locations. The first position (15 cm) is in the middle of the south 
graphite reflector region. The plot shows how much this detector will see 
of a perturbation placed anywhere in the reactor. It will see more of a 
signal placed in the higher flux regions (the fuel tanks) than one placed 
in the graphite regions, even if it was closer to the detector. This is 
obviously due to the neutron multiplication process in the fuel which am­
plifies the perturbing signal. The other two positions (37.5 cm, 67.5 cm) 
are in the middle of the south fuel tank and in the middle of the central 
graphite reflector (central stringer). From these two plots, one can see 
that for a perturbation in the fuel tank, the signal seen by the central 
stringer detector is about 20% less than that seen by the mid-fuel tank 
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Figure 4.1, UTR-10 thermal flux profile 
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Figure 4.2. The detector adjoint function for different detector positions 
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detector. From a practical point of view, one might be able to afford 
this small loss in signal rather than place the detector in the fuel tank 
which is not convenient in the case of the UTR-10 reactor. 
Figure 4.3 shows the phase angle of the detector adjoint function 
relative to the real axis for a frequency of 10 rad/s. The phase shift is 
seen to range from a minimum of about -186° to a maximum of about -195° 
giving a ratio of real to imaginary parts of the detector adjoint function 
from 5 to 10. The 10 rad/s frequency is within the plateau region of the 
global response (zero power transfer function) and the input signal is 
assumed to be on the real axis. The phase angles are seen to be greater 
than -180°; this is because the detector cross section was taken as posi­
tive rather than negative as assumed by some authors (5). 
The conclusion to be drawn from these plots is that within the plateau 
region of the global frequency response, the detector adjoint function may 
be assumed to be real, since the imaginary part is much smaller than the 
real part. 
If a perturbation is located at a fixed position (Xp) and the detector 
location (X^) is moved across the core, then vfXj'Xp'w) is the detector 
adjoint function as a function of detector position. Figure 4.4 shows 
different perturbation locations and the corresponding 
phase behavior is shown in Figure 4.5. 
B. Vibration Response 
The response of the point detector to a vibrating point absorber as 
calculated by equation (3.13) is shown in Figures 4.6 - 4.9. The magni­
tude and phase of aW^fXp'Xd'w) for absorbers placed in the south graphite 
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reflector (15 cm, 25 cm) and the south fuel tank (37.5 cm) as the detector 
moves across the core, are shown in Figures 4.6 and 4.7. It is clear from 
the plots and especially from the first two absorber positions that the 
responses on both sides of the absorber are different, suggesting an addi­
tion of the two terms in equation (3.13), on the right, and a subtraction 
on the left. This is called the local-global interaction by Pazsit (5). 
As the absorber moves to the right, to a higher flux region (Figure 4.1), 
a negative global reactivity is produced. The detector on the right will 
see the decrease in flux due to the approaching depression of the absorber 
(local) and the decrease due to the global negative reactivity, thus the 
two effects are added, while the detector on the left will see an increase 
due to the local depression moving away from it and a decrease due to the 
global component. Thus, the two effects are subtracted. It can also be 
said that, on the right hand side, the local and global components are in 
phase, while on the other side, they are out of phase. The phase response 
shows a small change in phase angles on each side of the absorber, indicat­
ing a large dominating global effect due to the high flux gradients. In 
these plots, the nearest detector positions are placed 0.5 cm away on 
either side of the absorber. 
Figures 4.8 and 4.9 show further the clear interaction of the local-
global effects in the left and right of center (57.5 cm, 77.5 cm) posi­
tions at the central graphite reflector. At the central stringer absorber 
position (67.5 cm), the global effect vanishes due to the flat flux profile 
in this region (Figure 4.1) giving a zero gradient, and the plot shows the 
propagation of the remaining local effect as the detector is moved across 
the core with its 180° phase change as it crosses the absorber location. 
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Figure 4.9. One of the objectives of the experiment, to be discussed 
later, is to investigate this 180° phase reversal for an absorber placed 
at the center of the reactor. 
It is to be emphasized that the magnitude of the adjoint flux Y(r,w) 
scales directly as the detector cross-section Zj(r^. It is the shape of 
the response function dRg, rather than its absolute value, which is the 
main interest of this work. 
C. The Frequency Response 
The reactor transfer function for a vibrating absorber may be defined 
as 
"SIJ'PCXJ,X ,W) 
where 
G(Xj,Xp,to) = Transfer function of a detector at X^, due to an 
absorber at X^. 
The detector response as defined by the right hand side of Equation 
(3.10) is, for a point thermal detector 
The frequency response was calculated for different perturbation 
points and different detector positions. Two absorber locations are of 
interest; the first is in the middle of the central graphite reflector 
where the global component vanishes and, hence, the frequency response of 
the local component can be determined, and the second is in the midsouth 
fuel tank where a flux gradient is present, and the combined response is 
calculated. Figures 4.10 and 4.11 show the magnitude and phase of G for 
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the first location (67.5 cm). It is seen that when the detector is close 
to the absorber (68 cm) a flat or "a white" response is obtained; the same 
behavior, but with a reduced amplitude and the appearance of a higher 
break frequency, results as the detector is moved to the fuel tanks (38, 
98 cm), and then to the outer reflectors (15.5, 120.5 cm). The propagation 
of the local effect with space and frequency is clearly seen. The phase 
plot shows the 180° change-over as the detector moves to the other side 
of the absorber. 
Figures 4.12 and 4.13 show the response to the fuel tank absorber, 
where both components are present. The magnitude curves show the expected 
behavior of the classic space dependent transfer function (global response) 
for this reactor at these positions (41), except for the shift in magni­
tude. This shift is due to the "beating" between the local and global 
effects where they add or subtract depending on the detector position. 
The phase angle seems to be influenced by the global response since the 
local component has a higher break frequency. It is to be noted that if 
the global component was comparable with the local, for example, if the 
absorber was in a weak gradient location, then different magnitude shapes 
might be obtained. This can be seen by assuming that 
G|_(x,a)) = R^(x,w) + jI|_(x,co) 
GG(X,w) = RG(X,w) + JLG(X,w) 
where 
G^,Gg = local and global transfer functions 
R,I = real and imaginary parts of G^,Gg; 
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then, on one side, 
G(x,u)) = G g +G^ = ( R g (x,io)+R|_(x,a))) + j ( I g (x,w)+lL(x,w) (4.2) 
and on the other, 
G(x,w) = G g - G ^  =  ( R g (x,w) - R ^(x,w)) + j ( I g (x,w) - I ^(x,w)). (4.3) 
Equation (4.3) may result in a different shape from that shown in Figure 
4.12 depending on Rg, Ig, Ij^ and a "sink" structure may show up in the 
plateau region where Ig is usually small. 
From the results presented in this chapter, a possible absorber loca­
tion, where the local-global interaction can be investigated is in the 
middle of the central graphite reflector (vertical stringer) where the 
flux gradient is weak and can be varied over a limited range. 
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V. THE THREE-DIMENSIONAL MODEL 
A. Basic Equations 
Based on the analytical calculations shown earlier, it was decided 
that an interesting location for the vibrator would be the vertical central 
stringer, which is also an easily accessible part of the reactor. In order 
to get a reasonable result for the detector response, a three-dimensional 
calculation for the adjoint function and the detector response is required. 
As stated earlier, the detector adjoint function Y(r\w) and the ad­
joint operator L^(r,w) are both complex, while the detector cross-section 
Zj(r), from a practical point of view, is real and frequency independent. 
Therefore, the adjoint equation (3.7) can be written in the following form 
(L"^p(r,u) + jL^;(f,w))(Yp(f,w) + jY;(f,w)) " Z^{r) (5.1) 
where 
L^(r\w) = L*%(r\w) + jL*;(r\w) 
Y(f,w) = Y%(f,w) + jY;(f,w). 
The real and imaginary parts of Equation (5.1) can be written separately as 
I-VR - = îj (6.2a) 
'-Vl * = 0. (5.2b) 
The subscripts (f\w) have been dropped for simplicity. Assuming that 
Tp is the main variable in (5.2a) and is the main variable in (5.2b), 
then can be thought of as an "up scatter" term from (5.2b) to (5.2a) 
while is a "down scatter" term in these coupled equations. For a 
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two-group calculation, the matrix equations (5.2a) and (5.2b) will form 
four-"group" equations in the variables I'jj, ^21 each of 
these equations will contain a coupling term representing an "up scatter" 
or "down scatter" or both. To solve such equations using existing static 
codes, a code should be selected that can handle up and down scatter 
terms for four "energy" groups. 
If the calculation is restricted to the plateau region of the global 
response, where x«w<<g/&, then L^=0, Huang (7). This will reduce the 
equations to 
L = Zj (5.3) 
= 0. (5.4) 
In this form, the correspondence between and has been lost due 
to the missing coupling term. It was shown in the previous chapter that 
in the plateau region, Vj is negligible compared to 9^, and since L^j is 
small compared to the adjoint equation to be solved is (5.3) for two 
energy groups. 
B. The Reactor Model 
The absorber chosen for this study is cadmium and the first problem 
in developing the three-dimensional model for the UTR-IO reactor is to 
decide on the reactivity worth of the cadmium sheet to be used. A pre­
liminary estimate was done using the one-dimensional diffusion code FOG 
(40). A small area, 1.25 cm wide, of the central stringer was poisoned 
and the flux around it was mapped; then this area was moved 1.25 cm to the 
side and the flux was mapped again. It was found that a poison worth of 
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about 25(i (3=0.0064) would produce a reasonable flux variation in the area 
around the absorber, which can be measured when two detectors are placed 
on opposite sides of the absorber, as will be described later. It was 
then experimentally found that a cadmium sheet 25 cm x 2.5 cm x 0.5 mm 
would give this amount of reactivity. The two detectors to be placed near 
the assembly have an estimated reactivity worth of 12i each and active 
dimensions of 20 cm long by 2.5 cm diameter. The reactor model consisted 
of the two outer graphite reflectors, the two fuel tanks, the central 
graphite reflector, a 25 x 3 x 3 cm absorber region in the central stringer 
and a 20 X 3.5 x 3.5 cm detector region on each side of the absorber. 
Thus, a symmetrical arrangement on the X,Y axis was obtained and quarter 
symmetry could be used in the calculation. A schematic diagram is shown 
in Figure 5.1. 
C. The Computer Code 
The computer code used in the calculation was a modified version of 
the WHIRLAWAY code (42), which is a two-group, three-dimensional neutron 
diffusion code in rectangular geometry. The code solves the following 
type of equations: 
L* = 0 (5.5) 
and 
L\ = Zj . (5.6) 
The criticality calculation carried out by Equation (5.5) produces a 
Keff which is incorporated in for the solution of the detector adjoint 
function w in the inhomogenous equation (5.6). The original code solves 
either a set of homogenous equations for the flux and the adjoint flux or 
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Figure 5.1. Schematic cross-sectional diagram for the UTR-10 reactor 
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a set of inhomogenous equations for the flux (with a source) and the de­
tector adjoint function. In order to perform the calculation of the de­
tector adjoint function (5.3), the cross-sections for the core model had 
to be established for the steady state initial conditions that correspond 
to the experimental set up of the vibrator and the two detectors. To do 
that, the following steps were carried out: 
1. Using the cross sections of Appendix A, a criticality calculation 
was done with the core tanks poisoned to give an excess reactivity 
of approximately 50it which is the worth of the cadmium absorber and 
the two detectors, while without poison, the excess reactivity was 
about 2$. FOG (40) was used to obtain a preliminary estimate of 
the thermal poison. 
2. The two detector regions were poisoned to get an excess reactivity 
of 28#, which is that of the absorber. 
3. The absorber region was poisoned to get a critical core with 
= 1. With the new adjusted values of the thermal absorption 
cross sections for the core tanks, detector regions and the vibrator 
region, the reactor was critical as required by the initial condi­
tions. 
Although the code does a criticality calculation before it goes to 
the adjoint mode, it is obvious that such a calculation implies changing 
(vE^) of the core tanks to make the reactor critical which is not a true 
representation of the experimental set up. It is to be noted that the 
code does not have a poison search option and few runs were made for each 
case with kept within about 1.5# of the required values. Also, the 
adjoint cannot be calculated without having to calculate the flux first. 
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Since the absorber motion is assumed to be in one dimension, either 
along the X or Y axis (see Figure 5.1), the detector response was calcu­
lated according to equation (3.15). The response of both detectors is the 
same, since no global component is present and using equation (3.15) avoids 
calculating any adjoint derivatives as required by equation (3.13). A 
total of six detector adjoint and detector response calculations were made. 
The first three were for the absorber vibrating along the X-axis and the 
detectors, at North-South positions at three different vertical locations 
along the Z-axis. The assembly was then rotated by 90 degrees with the 
absorber vibrating along the Y-axis and the detectors at East-West posi­
tions with the same detector locations along the Z-axis. 
D. WHIRLAWAY Results 
Figures 5.2, 5.3, and 5.4 show the steady state fast and thermal flux 
distribution along the X, Y and Z axes passing through the 25 cm x 3 cm x 
3 cm absorber located at the center of the reactor, which is the origin of 
the X and Y-axis plots. These figures show the expected behavior of the 
fast and thermal fluxes in these regions (44). 
Figures 5.5, 5.6, and 5.7 show the fast and thermal detector adjoint 
functions for a detector placed on the X-axis and 4.5 cm away from an ab­
sorber placed at the origin. The amplitudes of the thermal detector ad­
joint function at the absorber location represent the X,Y,Z components 
of what the detector can "see" of the perturbation. The shapes of these 
plots differ slightly from those obtained by Huang (7), since the absorber 
used in this work is nearly twice as large in volume and its reactivity 
worth is nearly two times larger. Also, the detector used here is nearly 
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Figure 5.6. Detector adjoint functions along the Y-axis with an absorb­
er at the origin and a detector at Y = 0 cm 
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absorber and a detector at Z = 60.96 cm 
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four times heavier, in terms of reactivity, and 15 cm longer. The fast 
detector adjoint would represent the importance of a fast neutron relative 
to the total system, since the detector cross-section was assumed to be 
zero in the fast group. Comparing Figure 5,5 with the one-dimensional 
analytical solution of Figure 4.2 for approximately the same detector 
position shows an increase in the response function for the region around 
the detector for the three-dimensional calculation although the shape for 
the other regions agrees with the one-dimensional point detector model. 
Figures 5.8, 5.9, and 5.10 show the same plots with the detector placed 
on the Y-axis rotated by 90 degrees. Both sets of figures exhibit a simi­
lar general behavior except for the sharp peak in Figure 5.5, corresponding 
to the detector position of 4.5 cm. In these plots, the detector adjoints 
have been normalized internally in the code and the normalization factors 
are different for both sets of figures, since the core configuration is 
changed when the detector is moved to the Y-axis. The absolute values of 
the detector adjoints are used when calculating the detector response and 
these are saved on magnetic tapes before the output routing "0UT2" is 
called, where the normalization is done. 
The detector response was calculated according to Equation (3.15) for 
the following cases: 
1. The detector was placed on the X-axis 4.5 cm away from the absorber. 
The absorber was then vibrated along the X-axis and the detector 
response calculated. The same calculation was repeated with the 
absorber vibrating along the Y-axis. The same detector adjoint 
was used for both calculations. In the first case, the gradient 
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Figure 5.9. Detector adjoint functions along the Y-axis with an absorb­
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of the detector adjoint along the X-axis was used in the absorber 
volume integration (or the YZ surface integrals of Equation (3.15)), 
while in the second case, the gradient along the Y-axis was used 
(or the XZ surfaces). In the actual calculations, surface inte­
grals were used. 
2. The calculations in 1 were repeated for two vertical positions of 
the detector (6 cm and 12 cm along the Z-axis) with the same ab­
sorber position as in 1. 
3. The detector turned by 90 degrees, to the Y-axis, with the same 
distance from the absorber as in 1, and the same calculations of 1 
and 2 were repeated. 
From these calculations, it was found that the detector response was 
ten times higher when the detector was placed along the direction of 
vibration than perpendicular to it. Figure 5.11 shows the detector re­
sponse as a function of position along the Z-axis, when it was placed 
along the direction of vibration. For vibration along the X-axis, the 
maximum response can be seen to be when the detector was moved 6 cm up. 
This is due to the increase in flux at the absorber position when the 
detector, which is also an absorber, is taken out of the central X-Y 
plane. For vibration along the Y-axis, the detector response is seen to 
decrease as the detector is moved up. 
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VI. EXPERIMENTAL APPARATUS AND PROCEDURES 
It was found from the analytical calculations shown in Chapter III 
that an interesting and easily accessible location for the vibrator assem­
bly would be in the central stringer of the reactor. The three-dimensional 
calculations of Chapter V showed that a detector in this location gives a 
reasonable response and the best vertical location for the detector is at 
the center. Although at this position the response was about 25% less 
than if it was placed 6 cm up for oscillations along the X-axis, it would 
give the maximum response for oscillations along the Y-axis and would be 
easier to install from a practical point of view. The apparatus consisted 
of an absorber placed in the middle of a removable graphite block with two 
BFg detectors on the sides. The two detector signals, and the vibrating 
absorber signal, derived from a microswitch, were conditioned and fed to 
a microcomputer where they were digitized simultaneously and stored on a 
floppy disk. The playback signals were then analyzed using the same 
microcomputer to find the auto and cross spectral densities of the detec­
tors and microswitch signals. The purpose of the experiment was to check 
the validity of the local-global concept developed for vibrating absorb­
ers and to investigate its possible use as a diagnostic tool for localiz­
ing malfunctioning vibrating components, such as control rods, fuel pins, 
etc., in nuclear reactors. 
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A. Experimental Apparatus 
1. The UTR-IO reactor 
The UTR-10 (44) is an Argonaut type lOKW, light water moderated and 
cooled, graphite reflected reactor. The reactor core consists of a 112 cm 
X 142 cm X 122 cm stack of graphite, in which two rows of fuel elements 
are embedded. The fuel elements are positioned within two parallel core 
tanks spaced 61 cm on center. The internal graphite reflector has a ver­
tical central stringer 9.5 cm x 9.5 cm x 122 cm, which is accessible 
through ports in the top shield closures. A partial cross sectional view 
is shown in Figure 6.1. 
The central vertical stringer (CVS) was removed during the experi­
mental measurements so that the absorber-detectors assembly could be in­
serted in the CVS region which has a flux level of approximately 10^^ 
2 
neutrons / cm -sec at 10 KW. 
2. The vibrator assembly 
The vibrator assembly consisted of an aluminum box, containing the 
actuating mechanism, two BF^ detectors, a Plexiglas strip with a cadmium 
absorber piece, and a specially machined graphite block to which all the 
former components were secured. The assembly was placed in the central 
vertical stringer (CVS) as shown in Figure 6.1. The aluminum box, 10 cm x 
10 cm X 12.5 cm, contained two 28V, 0.3A, d.c. coils, a position micro-
switch and one end of a 30 cm x 2.5 cm x 0.625 cm Plexiglas strip, which 
was pivoted inside the box (Figure 6.2(a)). The other end of the Plexi­
glas strip was covered, on one side, with a 5 cm x 2.5 cm x 0.5 mm. 
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cadmium piece and allowed to vibrate inside the graphite block as shown in 
Figure 6.2(b). The two detectors, 2.5 cm diameter and 20 cm long, were 
type G-10-2A 120 cm pressure, manufactured by N. Wood Counter Laboratory, 
Inc. They were placed in special guides machined on opposite sides of the 
graphite block (Figure 6.2(c)). 
The oscillating motion was produced by driving the two coils with a 
square wave generator to attract consecutively an iron piece at the upper 
end of the Plexiglas strip. Figure 6.2(a), thus producing a back and forth 
motion, 0.625 cm in amplitude, at the lower absorber end of the strip. 
The frequency of motion was varied over the range 1-lOHZ. A block dia­
gram of the experimental set up is shown in Figure 6.3. 
3. The signal detection system 
As the absorber moved back and forth in the neutron field, a fluctua­
ting signal was produced, which was detected by the two neutron detectors. 
The signal indicating the position of the absorber was taken from the 
microswitch which produced a binary signal. A block diagram of the de­
tection system is shown in Figure 6.4. 
The detectors were operated in the ion chamber current mode with an 
operating voltage of 270 volts supplied by a battery. The detector casing 
was connected to the high voltage side, while the collecting electrode to 
the low voltage terminal. As shown in Figure 6.4, the current output of 
each detector was fed to a preamplifier, which was a current to voltage 
converter, then to a variable gain amplifier with a bias control to remove 
the d.c. component, and to a low pass anti-aliasing filter before feeding 
it to the microcomputer. The d.c. battery supply, the preamplifier, and 
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the amplifier were manufactured by the Ames Laboratory. The low pass 
filters were type 3321 manufactured by Krohn-Hite. 
The microswitch was connected to a d.c. power supply, causing its 
output to switch between 0 and 2 volts. This signal was fed to an ampli­
fier, then to a Krohn-Hite 33OA band pass filter and then to the microcom­
puter. This filter was required since it was discovered that some high 
frequency surges were getting picked up by this channel causing the micro­
computer to halt erratically. 
The magnetic coils driving signal was generated by feeding the output 
of a square wave signal generator (Model 111, Wavetek) to an amplifier 
(SIE, Model DM-2), then to a 6 volt d.c. relay. The contacts of this re­
lay were used to alternately route the 28 volts d.c. to the two coils as 
shown in Figure 6.5. 
4. Experimental set up and procedure 
The 122 cm central vertical stringer was removed and a half stringer 
61 cm high was inserted. The graphite block containing the vibrator-de­
tector assembly, shown in Figure 6.2 was then put on the top of the half 
stringer. Detectors and coils supply cables were taken out through a 
guide in a special shield plug to the top of the reactor where power 
supplies, preamplifiers, and the driving signal instruments were located. 
The reactivity worth of the apparatus was about 3Qt (g=0.0064), and 
runs were made at 500 watts power levels for about 3 hrs per run. The 
maximum dose rate 72 hrs after shutdown was approximately 6 mR/hr at 
contact. During these runs, the reactor was operated under automatic 
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Figure 6.5. Block diagram of the magnetic coils driving signal 
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control, since for the frequency range of interest, 1-lOHZ, the control 
system effects do not show up and reactor power drift would be minimized. 
B. The Data Acquisition System 
The two detectors and microswitch signals. Figure 6.4, were ampli­
fied and the detectors' d.c. components were biased out to approximately 
1% of the original level, so that the time dependent signal levels could 
be amplified in the range ±5 volts. The microswitch signal was also con­
ditioned to fall into this range. After filtering, the analog signals 
were digitized and stored on floppy disk using a 6800 series MSI micro­
computer system. The recorded digitized signals were then played back and 
analyzed for the auto and cross spectral densities using a Fast Fourier 
Transform (FFT) program written in Software Dynamics Basic (SD BASIC). 
Two types of vibrator driving signals were used, a square wave and a 
pseudo-random binary sequence (PRBS) obtained from a noise generator 
(HP, Model 3722A). For the square wave input, a sampling rate of 31.25 
msec (32 HZ) and a filter cut off of 12 HZ were used. This sampling rate 
results in a Nyquist frequency of 16 HZ which was well above the maximum 
frequency of interest, thus avoiding aliasing errors (45). For 
the PRBS input, a 31 bit m-sequence and a clock frequency of 12 HZ were 
used. The low pass filters cut off frequencies were 15 HZ and a sampling 
rate of 20.182 msec (49.5 HZ), giving a Nyquist frequency of about 25 HZ. 
A low frequency test using the PRBS with the same sequence length, 1.2 HZ 
clock, 1.5 HZ filter cut off frequency and a 201.82 msec sampling rate 
was also used. The general procedure used for selecting the input and 
sampling parameters is discussed below. 
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1. Square wave test 
The FFT program required a data block of 128 points. A record (or 
block) length of 4 sec was chosen giving a fundamental record frequency of 
0.25 HZ. The sampling rate. At, was chosen so that 
128 X At = 4 
At = 31.25 msec. 
The frequencies used in the test were integer multiples of the fundamental 
frequency, 0.25 HZ, and the sampling rate was kept constant throughout. 
No tapering was thought to be required, but multiple averaging was used. 
2. The PRBS test 
A clock frequency (f^) of 12 HZ was chosen so that a useful frequency 
range of up to 7 HZ was obtained, Kerlin (46). The sequence length, Z, 
was chosen so that a record length (T), given by 
T = Z X 
c 
was equal to 2-4 seconds. If Z is 31 bits long, then T = 2.583 seconds 
giving a fundamental frequency of 0.38 HZ. The sampling rate was dictated 
by the 128 data points requirement of the FFT routine, giving 
At = = 20.182 msec. 
For the low frequency test, the frequency range of interest was a 
factor of 10 lower than the high frequency test, and hence, everything 
was scaled down by a factor of 10. Also, multiple averaging was used, but 
no tapering, since the calculated frequencies were the actual frequencies 
contained in the signal. For the square wave test, the average of 8 blocks 
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was taken while 32 block averaging was used for the PRBS test. A record 
length of a few seconds (2-4) was chosen because the average of each 128 
point block of data was removed before Fourier transformation was carried 
out. Due to the anticipated drift in reactor power during the experiment, 
which is nonlinear, it was decided that removing the d.c. from shorter 
records would insure better elimination of drift. 
3. The microcomputer 
A 6800 Series computer manufactured by Midwest Scientific, Inc., with 
32K memory and single floppy disk drive was used for data analysis. An 8 
bit ADC (Burr Brow, NP21) with a multiplexer for 16 inputs was installed 
in the computer and treated as part of the memory. The sampling interval 
was under softwear control using the machine cycle of 1 pS as the basic 
unit. During digitization by the ADC, the computer was in a halt mode 
until the three analog input signals were converted. The number of machine 
cycles required for a given sampling interval were corrected for the ap­
proximately 600 ps elapsing from the start of conversion until the con­
verted inputs are stored in memory. The ADC required 40 ps to convert each 
input, thus giving less than 0.5 degrees phase lag between the first and 
the third input at the maximum frequency of 10 HZ. It was also estimated 
that the maximum error in the sampling rate is less than 0.1% for the maxi­
mum rate of 20 msec. After a block of data consisting of 3 x 128 data 
points was stored in memory, it was written on a hard sectored floppy disk; 
a process requiring approximately 50 sec compared to about 4 sec of data 
collection time. 
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4. The data analysis program 
The main part of the program is the FFT routine (47) which was con­
verted to SD BASIC to calculate simultaneously the Fourier transforms of 
two time records of 128 points each. The spectral densities were calcu­
lated according to the expressions (45) 
2A t 
N 'K 
for the auto power spectral density, and 
2A t 
XK^K 
for the cross spectral density, where 
X» = E exp 
n=l " 
-J • 2irKn N = discrete Fourier transform at frequency 
point K 
N = number of data points 
At = sampling interval 
= x(nAt) 
= value of x(t) where t = nAt 
•k 
X|^ = conjugate of X» 
Y|^ = Fourier transform of Y(t). 
The units of the APSD and CPSD are not shown on the figures, but are 
normally taken as volts^/Hz (45). 
Before the program could start recording data, certain information, 
such as sampling rate, number of blocks to be recorded, etc., must be en­
tered. Play back for data analysis also required data and answers for 
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certain parameters and options. A sample of a recording and analysis 
dialogue is shown in Appendix B. 
The program also had an option to calculate a signal that was added 
to one channel and subtracted from the other, which was the local-global 
interaction as defined in the previous chapters. This was done by con­
sidering the following relations 
fl(t) = Xg(t) + x^Ct) (6.1) 
fgCt) = XgCt) - X|_(t) (6.2) 
where 
fl(t), f2(t) = time signals from detectors 1 and 2 
Xg(t) = global component 
%^^(t) = local component. 
By adding and subtracting (6.1) and (6.2), the local and global components 
are separated and given by 
XQ(t) = (f^(t) + f2(t))/2 
x^ft) = (fi(t) - f2(t))/2. 
The two components are then Fourier analyzed to calculate their spectral 
densities. Also, a detector efficiency correction was available as an 
option when calculating the local-global components (Appendix B). Figure 
6.6 shows a flow diagram of the program and a listing is included in 
Appendix B. 
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Figure 6.6. Flow diagram of the data analysis program 
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C. Program and Apparatus Testing 
The amplifiers and the filters were calibrated and tested by Huang 
(7). The detectors were tested using a neutron source and a counting sys­
tem and found to conform with the manufacturer's specifications. The 
biasing voltage of 270 volts for the detectors was determined experimental­
ly at a reactor power of 10 watts from a current vs. voltage plot. The 
two main tests were of the program and the vibrator. 
1. Testing the program 
A 31 bit PRBS signal from the noise generator was fed to the two fil­
ters and then to the computer, while a third branch was connected directly 
to the computer, Figure 6.7. The sampling rate, filter cut off frequency 
and the number of records to be averaged were exactly the same as those to 
be used in the experiment. The measured auto-power spectral density 
(APSD) of the PRBS, (channel 3), is shown in Figure 6.8, together with the 
calculated PSD for a 31 bit PRBS, which is given by Kerlin (46) 
p - 2(Z+1)A^ 
where 
P|^ = APSD of K''" harmonic 
Z = sequence length 
A = signal amplitude. 
These plots were normalized to the APSD of the first harmonic. The re­
sponses of the filters obtained from the other two channels were the same 
as those measured by Huang (7). From those results, it was concluded 
that the program was working properly. 
Sin(WZ) 
Kn/Z 
for K 0 (6.3) 
Channel 3 
Micro­
computer Channel 2 
Channel 1 
generator 
PRBS 
Low pass 
fi1 ter 
Low pass 
filter 
Figure 6.7. Program testing arrangement 
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2. The vibrator 
The same PRBS signal was fed to the vibrator and the APSD of the 
microswitch signal was measured. Two clock frequencies were used, 12 HZ 
(high frequency) and 1.2 HZ (low frequency) under the same conditions as 
before. Figure 6.9 shows the measured and the calculated APSDs normalized 
to the first harmonic. The high frequency test showed a large fluctuation 
in the measured APSD as compared to the calculated one above the 17^^ 
harmonic (6.6 HZ). The error goes up to 45% in this frequency region, 
while the low frequency test was more consistent. The reason for this 
was that, as the rod moved from one coil to the other, a transit time which 
becomes more important at high frequencies, was involved, which was not 
reflected in the microswitch signal. A common source of error in the PRBS 
measured spectra is the uncertainty involved in the frequency dial setting 
of the clock generator causing the analysis frequency to be slightly dif­
ferent from the actual frequency. This results in different errors in 
different harmonics, Kerlin (46). The 8 bit ADC also introduced digiti­
zation error, which was estimated to be about 2% for a 3 volt input signal. 
The total common errors as estimated from the results of Figure 6.9 varied 
from 1-20% over the first 25 harmonics (0.4-10 HZ). 
3. The detector signal 
During initial operation of the vibrator, it was found that the re­
sponse of the two detectors differed by more than was predicted by the 
global-local concept. The signal of the detector closest to the cadmium 
absorber was found to be very small compared to that of the other detector. 
System problems were ruled out after exchanging the detectors, and then 
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Figure 6.9. Microswitch response to PRBS test signal 
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turning the whole apparatus by 180 degrees. In both cases, the signal 
from the detector nearest to the cadmium was approximately 10% of the sig­
nal from the other detector, which was on the Plexiglas side. It was con­
cluded that the flux on the cadmium side was depressed so much that the 
fluctuations were much reduced, while the 0.625 cm thick Plexiglas pro­
duced more thermal neutrons, thus generating a thermal neutron peak on the 
Plexiglas side relative to the cadmium side. It was, therefore, concluded 
that, in order to investigate the local-global interaction, it would be 
necessary to take measurements from the Plexiglas side detector at two 
positions 180 degrees apart. 
Another effect that was encountered was that of the vibrational be­
havior of the Plexiglas strip which, as shown in Figure 6.2, consisted of 
a 61 cm long 2.5 cm wide strip pivoted 50 cm from the cadmium end. Due to 
its flexibility, it was found to vibrate in a "whipping" fashion with the 
top part leading the bottom part, causing it to bend. This effect was 
important in the high frequency test (1-10 HZ), since the natural fre­
quency of the freely supported strip was found to be around 4 HZ. The 
graphite channel walls would act as stoppers to the motion, thus compli­
cating any amplitude analysis of the motion of the absorber. Obviously, 
the best answer would be to place the position indicator, a microswitch 
or otherwise, in contact with the absorber, rather than in the aluminum 
box at the top, but this option would present mechanical difficulties and 
result in activation of the switch. The net effect of this mechanical be­
havior was to produce different amplitudes of motion at different fre­
quencies. This would make the determination of the frequency response of 
the detector signal, which was not a primary object of this work, a 
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difficult task. One way to investigate the vibration pattern of the ab­
sorber was to check the detector APSD in the plateau region, where reac­
tor effects are constant in this frequency range (1-5 HZ), Figure 6.10 
shows the detector APSD for a square wave input at 1 HZ. The fundamental 
frequency of the 4 sec record was 0.25 HZ and the square wave harmonics 
would show up at 1, 3, 5, 7 HZ (etc.) corresponding to the 4^^, 12^^, 
20^^, and 28^^ harmonics. All these are clearly seen in Figure 6.10, plus 
a small peak at the 8^^ harmonic (2 HZ) which could be due to the problems 
mentioned above. The effect of the varying amplitude of vibration on the 
interpretation of the results will be discussed further in the next chap­
ter. Figure 6.11 shows time records of the microswitch and the detector 
signals for a square wave input at 1 and 7 HZ. 
It was concluded that the microswitch signal could not be used as a 
proper representation of the amplitude and phase of the input signal, but 
could provide a relative comparison between the detectors' outputs refer­
enced to the microswitch for phase measurements. 
Pickup due to the magnetic coils and the relay contacts was detected 
especially at high frequencies. The apparatus was run while it was inside 
the reactor, and before start up, in order to monitor the pickup level. 
Proper shielding and grounding of cables and the aluminum box reduced the 
pick up amplitude to about 0.1 volt, compared to a 4 volt signal amplitude 
at the highest frequency. It was estimated that this would add an error of 
around 5% to the APSD at high frequencies (above 5 HZ). 
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Figure 6.10. Detector auto-power spectral density for a square wave input 
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VII. EXPERIMENTAL RESULTS AND ANALYSIS 
As pointed out in the previous chapters, the purpose of this research 
is to carry out an experimental verification of the local-global model as 
described in Chapters IV and V. To meet this objective, a series of mea­
surements was carried out using the UTR-10 reactor and the experimental 
system described in Chapter VI. These measurements yielded the APSD and 
the CPSD of the detector and the microswitch position indicator at dif­
ferent detector locations and different control rod positions. 
Prior to performing the experiment, several preliminary steps had to 
be completed. A safety analysis report of the proposed experiment was 
prepared and submitted to the reactor safety committee for approval. The 
proper operating voltage of the BF^ detector was chosen, the gain of the 
amplifiers was checked and the data recording and analysis program was 
tested. The reactor was operated under automatic control for each measure­
ment. Both square wave and PRBS input signals were used in the measure­
ments. 
A. Square Wave Input 
In this experiment, the absorber was allowed to vibrate along the X-
axis (Figure 7.1) with the detector at the North (N) position. The assem­
bly was then turned by 180 degrees with the detector at the South (S) 
position. For both positions, the reactor power level was 500 watts and 
the control rod positions were the same. The magnetic coils were driven 
by a square wave generator over the frequency range 1-8 HZ. The APSDs and 
CPSDs of the microswitch position indicator and the detector signals were 
measured using the following parameters for the FFT program. 
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Figure 7.1. Layout of the UTR-10 reactor 
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N = number of data points in the record 
= 128 
At = sampling rate 
= 31.25 msec 
f^ = low pass filters cut-off frequency 
= 12 HZ 
q = number of segments averages 
= 8. 
The analysis was made for the fundamental frequency only. The detec­
tor signal consisted of the response to the moving absorber, the neutron 
chain noise, and the detection noise. The APSD of the last two components 
(both are white noise) was measured while the absorber was not vibrating 
and found to be at least a factor of 100 smaller than the APSD of the 
fundamental frequency. The 8 segment averaging would give an error of 35% 
(45), for the white noise components, which was found to reflect a less 
than 1% error on the amplitude at the fundamental frequency of the input 
signal. The detection noise was found to dominate the neutron chain noise, 
which was expected for the estimated detector efficiency of 10^-10"^. 
The total error in the APSD of the fundamental due to the ADC, sampling 
frequency, pick up and detection noise was estimated to range from 5% at 
low frequencies to 10% at the high frequencies (above 5 HZ). 
Figure 7.2 shows the APSD of the detector signals at N and S positions 
and their phase angles relative to the microswitch. For this run, the 
shim control rod, which is located at NE, Figure 7.1, was 80% withdrawn 
with a suppressed reactivity worth of 6 x 10~^ while the regulating rod 
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Figure 7.2. Detector response in North and South positions for a 
square wave input 
(at SW) was 15% withdrawn suppressing a reactivity worth of 11 x 10"^. 
Since the response of the north detector is largest, it follows that the 
flux tilted from the north core down to the south. As the absorber moved 
north, to a higher flux region, more neutrons were absorbed producing a 
negative reactivity (global component) which was detected as a decrease in 
signal amplitude in both detector positions (N and S), but the motion of 
the absorber north brought with it the absorber's own depression (local 
component) closer to the north detector, causing its signal level to de­
crease more. At the same time it was moving further away from the south 
detector causing an increase in its signal level. Hence, the north side 
detector would detect the local and global components added together, while 
the south detector measured the difference between them. This interaction 
is clearly seen in Figure 7.2, where the north detector shows a higher 
signal than the south detector over all the frequencies shown. The 180 
degrees phase change between the two signals is another evidence of the 
addition and subtraction process between the local and global components. 
This experimental evidence agrees very well with the local-global concept 
developed in Chapter IV using the detector adjoint function formulation. 
In order to investigate the local-global behavior over the frequency 
range of Figure 7.2, it is necessary to know the frequency behavior of 
each component over this range. The global component of the frequency 
response is given by the zero power reactor transfer function, which has 
a plateau region up to 5 HZ and a break frequency of 7.8 HZ for the UTR-10 
reactor (48). On the other hand, the local component, as was shown in 
Chapter IV, Figure 4.10, has a plateau region of up to 30 HZ, and hence. 
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(7.1) 
it can be assumed to be frequency independent over the frequency range of 
interest. The signals of the north and south detectors, shown in the vec­
tor diagram of Figure 7.3, can be expressed as 
X^(t) = ^Q(t) + x ^ i t )  
Xg(t) = A:g(t)-Xj^(t) 
and their Fourier transforms are 
= Rg(u)) + R^(w) - jlg(w) 
Xg(w) = Rgfw) - R^(w) - jlg(w) 
where 
Xg,X|^ = global and local components 
R^jIq = real and imaginary parts of the global component's 
Fourier transform 
R|^ = local component transform. 
The power spectral densities of both detectors are 
APSD^ = (Rg+R|_)^+I^g (7.2a) 
APSDg = (R q-R l)^+i V  (7.2b) 
Equation (7.2a) indicates the the roll-off due to the global behavior 
should show in the APSD^, which is not the case in Figure 7.2. This is 
believed to be due to variations in input amplitude with frequency. In 
order to eliminate the amplitude dependence on the response function, a 
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Figure 7.3. Vector representat ion of the local and global components for 
North and South detector posit ions 
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normalized cross spectral density function was developed. The cross 
spectral density (CPSD) between the S and N posit ions is 
and between each detector and the input are 
GPSDi.N = "NPSDi 
and 
CPSD . ^ S  = HgPSD. 
X. "s-
Therefore, 
5 ° ^  ° 
CPSD. H 
CPSD$ , N  C P S D . ' s  ^  
1 J O 
where 
i ,S,N = input, south and north posit ions 
= transfer function between the two detectors 
H^.Hg = transfer function between the input arid each detector 
^N'^S'^i  ~ Fourier Transforms. 
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Defining a normalized CPSD between the detectors as 
CPSDg |\ j  CPSD^ ly 
NCPSDS^N "  PSDg' "  CPSD.'3 
i t  can be seen that the ampli tude dependence of the input has been el imi­
nated. Since the apparatus had to be turned by 180 degrees for the north 
and south measurements, the NCPSD was measured using the CPSD between the 
detector and the input signal (from the microswitch) for each posit ion 
as stated in (7.3). 
The theoretical CPSD between the detectors was calculated using 
Equation (7.1) and is given by 
CPSNg^N = XN(w)Xg(w) 
= (VRL-JlG)(RG-\" j lG) 
= RV i^g-RVJ(2\IG) 
and 
+1% -R? +j(2R, Ip) 
N C P S D g  .  =  — ^ ^  2 2  • (7.4) 
The expression for the global component was calculated using a sim­
pl i f ied one group model for the reactor transfer function given by, 
Hetr ik (49) 
where 
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G = reactivi ty transfer function 
& = neutron l i fe time 
A = one group delayed neutrons decay constant 
g  = delayed neutrons fract ion. 
The local component, was calculated by assuming that at low frequen­
cies (~1 HZ), Ig can be neglected and Equation (7.2) becomes 
APSD^ = (Rq+RL)^ 
APSDg = (Rq-RL)^-
The above two equations were solved using the measured values of APSD^, 
APSDg at 1 HZ and the rat io of Rj^ to Rg was found to be 3.7. This rat io 
of the local to global components was thought to be quite reasonable for 
the UTR-10 under the condit ions of the experiment. The calculated values 
of the magnitude and phase of the NCPSDg Equation (7.4), are plotted 
against the measured values. Equation (7.3), in Figure 7.4. Reasonable 
agreement can be seen for the magnitude. The phase plot shows some dis­
crepancy between the calculated and the measured values. This was 
thought to be due to the high energy concentrated in the square wave fun­
damental causing the iron piece on the absorber str ip to remain attached 
to the coi l ,  due to the back e.m.f. ,  even after the energizing current 
had been shut off ,  thus causing an error in the phase angle. But the 180 
degree phase change can st i l l  be clearly seen. 
The square wave test shows experimental evidence for the local-global 
components interact ion, where they add on one side of the vibrat ing ab­
sorber and they subtract on the other. Figure 7.2. I t  also shows that the 
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assumption made for the frequency independence of the local effect,  based 
on the theoretical analysis of Chapter IV, is quite val id. Figure 7.4. 
Equation (7.4) shows that i f  the local component is zero, the |NCPSD| = 1 
with a zero phase angle, whi le, i f  the global component is zero, then 
INCPSDI = 1, but with a 180 degrees phase angle. Any value other than 1 
for the magnitude of the NCPSD indicates the presence of local and global 
components, and the closer the detectors are to the local effect,  the 
closer their phase angle is to 180 degrees. I t  may be concluded that the 
normalized cross spectral density between two detectors may be useful in 
detect ing and local izing a local effect without any prior knowledge of the 
input function. I f  vibrat ion frequencies are assumed to be on the plateau 
region of the global component, where the phase angle of the global com­
ponent is quite small ,  then the phase angle of the NCPSD becomes quite 
sensit ive to the size of the local component, which is a function of the 
detector posit ion. The results of this section also show that the Plexi­
glas sheet with the cadmium absorber at the end, was vibrat ing with di f­
ferent ampli tudes at dif ferent frequencies. 
B. The Pseudo-random Binary Input 
In this experiment, a PRBS signal was used as the input forcing func­
t ion and the absorber was al lowed to vibrate along the X-axis f i rst and 
then along the Y-axis, Figure 7.1, by turning the assembly by 90 degrees. 
For each posit ion, the main parameters used for data analysis were 
N = 128 data points/segment 
At = 20.18 msec 
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= low pass f i l ters cut off  frequency 
= 15 HZ 
Z = sequence length 
= 31 bits 
^co ~ clock frequency 
= 12 HZ 
q = number of segment averages 
= 32. 
Figure 7.5 shows the APSDs of the detector signal at the N and S posi­
t ions. The same reactor power and control rods posit ions, as for the 
square wave test,  were maintained. The errors involved were est imated to 
range from 5% at the lower frequency range to 20% at the higher range 
(above 5 HZ). The 0.4 HZ results in the f igure were thought to be due to 
control system interference in this very low frequency range. The f i rst 
17 harmonics were used for analysis. 
Figure 7.6 shows the APSD of the detector at the North posit ion for 
dif ferent regulat ing rod posit ions. The dif ference in the APSDs is con­
sidered to be within the experimental error, indicating that the change in 
the global component due to change in the f lux t i l t  was not signif icant 
within the accuracy of the measurement system. 
The normalized cross spectral density (NCPSD), is shown in Figure 7.7. 
Reasonable agreement was obtained between the experimental and theoretical 
values for the magnitude and phase. An improvement is seen for the phase 
plot compared to the square wave phase plot shown in Figure 7.4. This is 
bel ieved to be due to the lower concentrat ion per harmonic for the PRBS 
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input signal that causes a lower back e. in,f .  in the coi l  magnet, thus help­
ing the coi l  to release the absorber once the energizing current disap­
pears. This would result  in a more consistent microswitch behavior, thus 
improving the phase measurement. 
The vibrator detector assembly was turned by 90 degrees so that the 
absorber would vibrate along the Y-axis, Figure 7,1, with the detectors 
in the East and West posit ions. The results of this test are shown in 
Figure 7.8, The two APSDs are seen to be approximately the same with a 
180 degrees phase dif ference. The NCPSD, Figure 7.9, is seen to be approx­
imately unity in magnitude and has a phase angle closer to 180 degrees, 
compared to the North-South direct ion. Both f igures imply a smaller global 
component than for the N-S direct ion. This is an expected result  for this 
location in the reactor. As shown in Figure 7.1, the regulat ing rod is 
located in the southwest and the shim rod at northeast, and for these 
experiments, the regulat ing rod was heavier in terms of suppressed reac­
t iv i ty than the shim rod. A f lux gradient was thus produced that ran from 
the North down to the South and a smaller t i l t  from East to West. With 
the assembly in the same posit ion, a low frequency test was made for a 
clock frequency of 1.2 HZ. The results are shown in Figure 7.10. A 
larger dif ference between the two APSDs is seen as compared to the high 
frequency test.  This was an expected result ,  since at this frequency 
range, delayed neutrons start to inf luence the global component (49), 
causing i t  to increase. The f i rst point,  0.04 HZ, on the plot was 
thought to be inaccurate due to the dr i f t  encountered in this run due to 
the longer record length. The phase angles show the same trend as before. 
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The APSD of the East detector was measured for dif ferent regulat ing rod 
posit ions. Figure 7.11, and i t  was concluded that the change in the global 
component was within the error margin of the measurement channel. 
The results of the PRBS test were consistent with the conclusions of 
the square wave test.  In addit ion, i t  showed that a f lux t i l t  could be 
detected, by proving that the t i l t  in the N-S direct ion was greater than 
that in the E-W direct ion, since the global in the latter case was shown 
to be smaller than in the former. This was an expected result  for the 
UTR-10 reactor with the control rods posit ions as indicated. However, the 
dif ferent regulat ing rod posit ions for N and E posit ions (Figures 7.5 and 
7.6) did not produce appreciable changes in the output APSDs, al though 
changing the regulat ing rod from i ts 15% to the 75% withdrawn posit ion 
should have resulted in a small  t i l t  in the other direct ion had the core 
tanks been evenly loaded. The North core tank is loaded with more fuel 
than the South tank, thus the f lux t i l t  was or iginal ly in N-S direct ion 
and the PRBS tests showed that the regulat ing rod does not have suff icient 
reactivi ty worth to induce a signif icant change in f lux t i l t .  
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VIII .  SUMMARY OF RESULTS AND CONCLUSIONS 
The object ive of this research was to investigate the possibi l i ty 
of using the local-global concept, proposed by some authors (5, 8, 34), as 
a tool for detect ing vibrat ing components in nuclear reactors. The 
theoretical model developed in this research for the UTR-10 reactor, in 
both one-dimension and three-dimensions, and the experimental results ob­
tained support the fol lowing conclusions. 
1. A clear experimental evidence has been provided for the val idi ty 
of the local-global concept, where the two components add on one 
side of the absorber and subtract on the other. 
2. I t  has been experimental ly shown that the local component has a 
much higher break frequency than the global component. A conclu­
sion that agrees quite well  with the theoretical results of the one 
dimensional model. 
3. I t  has been shown that the cross spectral density between the two 
detectors normalized to the auto-power spectral density of either 
detector (NCPSD) gives a very good est imate of the local to global 
rat io. No pr ior knowledge of the input ampli tude spectrum would be 
required. This conclusion is thought to be important, since from 
such measurement, the global f lux t i l t  can be est imated and moni­
tored. In power reactors, the global f lux is approximately f lat 
and the NCPSD would be expected to be nearly unity, for a similar 
set up, with a 180 degree phase angle; but any f lux irregulari t ies 
in the region surrounding the absorber would be ref lected in a 
change in the NCPSD magnitude and phase. Such f lux irregulari t ies 
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might be caused by a variety of reasons, e.g.,  inserted control 
rods, part ial  coolant blockage, fuel pin swell ing, etc. Although 
two dimensional vibrat ion is involved in power reactor components, 
i t  is bel ieved that the same basic local-global interact ion would 
be expected. 
4. The three-dimensional calculat ion showed that the two detectors 
would not respond to vibrat ions in a direct ion perpendicular to 
their axis. This select ion capabil i ty could be useful in detect ing 
certain components in operating reactors. No experimental veri f i ­
cat ion was carr ied out since the apparatus was not designed for such 
a set up. 
5. In this work, the local component was nearly four t imes higher than 
the global component and the auto-power spectral densit ies of the 
two detectors were approximately of the same shape, but shif ted in 
magnitude. Had the two components been comparable in size, the two 
APSDs would have been dif ferent in shape. 
The usefulness of the local-global concept in the detect ion and local­
izat ion of vibrat ing components stems from the fact that as the detector 
is moved away from the absorber, the local component decreases in ampli­
tude, but the global remains approximately the same. Hence, a measure of 
distance is involved. Another possibi l i ty for local izat ion may exist 
Using the normalized cross power spectral density (NCPSD). Assuming two 
detectors are placed on one side of a vibrat ing absorber, with one of 
them f ixed while the other can be moved and the NCPSD is normalized to the 
f ixed detector. Then, as the moving detector is moved towards the absorb­
er, the magnitude of the NCPSD wi l l  increase due to the increase in the 
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local component, whi le the phase changes sl ight ly. As the detector 
crosses over to the other side of the absorber, a large phase change wi l l  
be detected, due to the 180 degrees phase reversal of the local component. 
In this way, an est imate of the absorber posit ion and i ts frequency of 
vibrat ion can be obtained. Once this vibrat ing component starts to mal­
function, i ts frequency of vibrat ion wi l l  change, whi le i ts neutronic 
propert ies may not change, i f  i t  was a purely mechanical fai lure. Hence, 
the magnitude of the NCPSD would not change, but the frequency would shif t .  
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IX. SUGGESTIONS FOR FUTURE WORK 
The suggestions given here are concerned with possible improvements 
in the apparatus i tself  and other experiments that may be designed to carry 
out the investigation further. The apparatus can be improved in the fol­
lowing aspects: 
1. The Plexiglas str ip could be changed to a st i f fer material so as to 
achieve a constant input ampli tude spectrum. 
2. The microswitch posit ion indicator should be changed to another type 
of indicator that fol lows the absorber motion more closely. 
3. A better signal could be obtained i f  the preampli f iers and the ampli­
f iers were battery operated, since an appreciable noise contamination 
was seen on the detector outputs which was thought to be due to the 
l ine voltages, power suppl ies, etc. 
4. Closer attention should be paid to the magnetic coi ls relay. Sparks 
produced by the relay contacts were causing a pick up signal at the 
output. A 0.5 mfd capacitor was used as a spark arrester, but 
probably a better switching mechanism may be designed. 
5. The cadmium absorber should be placed symmetrical ly with respect to 
the two detectors. 
Future experiments that may be useful in carrying the investigation 
further are the fol lowing: 
1. I t  wil l  be interest ing to check the response of the detectors to 
vibrat ions perpendicular to their axis. 
2. Dif ferent absorber strengths may be used to check how the APSDs would 
change when the rat io of the local to global is changed. To do this. 
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i t  would be possible to use either f ixed absorber lengths, but with 
dif ferent absorbing propert ies or dif ferent lengths of cadmium 
str ips. 
3. The use of the NCPSD as a tool for malfunction detect ion may be in­
vestigated further by placing a number of detectors along the axis 
of vibrat ion and on both sides of the absorber. 
4. The response to dif ferent f lux gradients may be done. I t  was found 
that the control rods were not enough to cause an appreciable change. 
Absorbers may be used for this purpose, but i t  is thought that they 
should be placed as far as possible from the vibrator so as to avoid 
a severe f lux depression in the neighborhood of the experiment. 
5. A combination of bubble noise and vibrat ion noise act ing together 
could be studied with some modif icat ion to the present apparatus. 
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XII.  APPENDIX A: INPUT DATA AND CROSS SECTION 
PARAMETERS FOR THE ONE-DIMENSIONAL CODE 
Given below is a descript ion of the input data required for the one-
dimensional code, cross-section parameters used and a l ist ing of the pro­
gram. Special features of the program are l isted below; 
1. Calculates and/or plots the detector adjoint function at a given 
frequency for given detector locations. Plots are made across the 
UTR-IO reactor with 2.5 cm intervals. 
2. Cross plots are made for given perturbation locations with the de­
tector moved across the reactor at steps of 5 cm (single frequency). 
3. Detector response for a vibrat ing absorber located at given posi­
t ions. Plots are made as the detector is moved across the core, 
in steps of 2.5 cm, with the absorber f ixed at a given location 
(single frequency). 
4. Frequency response plots for an absorber located in a certain posi­
t ion and a detector located at various points of the reactor re­
gions. 
The program can easi ly be modif ied to calculate the response of a detector 
to a number of absorbers vibrat ing simultaneously in dif ferent locations. 
A. Input Data Cards 
1. Option card (free format) 
I  OP = 1 Adjoint tables and plots 
= 2 Cross plots 
= 3 Detector response plots 
= 4 Frequency response plots 
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2 .  Option card for lOP = 1 (free format) 
IAD = 1 Fast and thermal adjoint plots 
= 2 Thermal adjoint plots only 
= 3 Tables of fast and thermal adjoints and phase angles 
3. Cross plots option for lOP = 2 (free format) 
10 = Number of perturbation points 
INP = Region number of a perturbation point 
RPP = Location of the perturbation 
INP and RPP are read in pairs 
4. Thermal flux parameters for lOP > 2 (free format) 
AFL = Thermal flux at perturbation point 
DAF = Thermal flux gradient at perturbation point 
Card 3 has to be read, too 
5. Frequency card (free format) 
NF = Number of frequencies 
OM = Frequencies 
6. Reactor regions (free format) 
NN = Number of regions in the reactor 
7. Detector card (free format) 
ND = Detector region 
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8. Reactor regions dimensions (free format) 
T = Dimensions of reactor regions starting from the origin (Figure 
3.1). The first detector position is regarded as a region 
boundary. 
9. Fuel region cross-sections card (5F12.5) 
^1' ^^f ' ^ 1 ~ F3st group parameters 
Dg, ^2» ^p» vZjT , Vg = Thermal group parameters 
Zp = Poison cross-section obtained by poisoning the reactor for 
criticality using the FOG code 
10. Delayed neutrons parameters (2F12.5) 
3,A = One group delayed neutron fraction and decay constant 
11. Graphite cross sections (5F12.5) 
Dp Ej, Dg, Zg ~ Graphite fast and thermal groups parameters 
12. Detector locations cards (free format) 
Two cards are required for each new detector position. The first 
one indicates the reactor region where the detector is to be lo­
cated, while the second card indicates its position. A maximum of 
five detector locations, including the initial position, can be 
used. These cards are not required for lOP = 2 option (cross 
plots). 
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13. Plots title cards (5A4) 
The first set of cards contains the plots main titles for all loca­
tions, while the second set contains the sub-titles. 
A program listing followed by a sample input for a frequency response 
option with five detector locations are presented in the following pages. 
126 
REAL** Tin .P(*.6),%0#eN,EC,PP,T0,Pa,S: COMPLEX*:* ROC 61tRIC6)tAPlI 4•6)•AP2C4#6)tAP3I4«61•AP4(4.61 CqwPLE*#:6 A(24.a4).e<24,:),DET COMPLEX AO#36,3).DC,ACD,DAD,RES COMPLEX Rli,*22.AL&tAL3tSGI•S03tS08*SOSS.ALl1tAL33 OIMENSION A00(801«ATHETI901*A|0(3«*ft)•ANG(50*91.RPP<9*,INP(9) OIMENSION AFL<9).OAF(9#,*e#(50,9),AA(5),XP(S0),Xp(5) OlMENSfCN TNET(36,3),A0A<36*3)•AOR(3«*91•AOl(36,3> 
DIMENSION TFS(9,S,2a),TAM*9.S,2S).AK:#S0),AX2(S0#,AX3(S@##0M(*9) OIMENSION AX4(S0I«AX9ISÔI»VI(90)*Y2(90>»Y3(90l*V4(90»»VSf90) OIMENSION XI(5),*#(9;,X3(S)#X4(9),%9<9),YD(5# 
DIMENSION CM 90) • C2190) tC3C 90 I .€4190 ) tC9f 90) REAL LAM COMMON A 
REAOflOP C IOP«l—ADJOINT TABLES & PLOTS C I0P«2—CROSS PLOTS C :0P»3--VIBRATI0W PLOTS C I0P«4 TRANSFER FUNCTION C NP—PERTURBATION REGION C PP—PERTURBATION POINT 
1F( 10*>.GT. 1 )READ.%0.(INP( ll*RPP( I ) «l»! .|0) 
IFC|0P.GT,2)READ, (AFL( I ) ,OAF#I10)  REAO,NF,<OM(I)*1«|tNF) 
1F( lOP.EO. DREAO.IAO C lAO-l FAST • THERMAL ADJOINT PLOTS C IA0«2 THERMAL ADJOINT PLOT ONLY C :AD=3 NO PLOT TABLES OF AOJTS • PHASE ANGLES REAO,NN 
READ,NO READ.IT#I).I":,6) 
IF(I0».6T«2) GO TO 122 GO TO 1 122 *RITE(6.i24) 
124 FORMAT*//.9X#'FLUX # GRAD•t4X«•PERTURB PT',5X,'REGN*.5X, I «FLUX*»BX.'GRADIENT#//! 
00 126 1*1,10 
«RITE<6»127)RPP(I),1NPCI),AFL(I),DAF<I) 
126 CONTINUE 
127 F0RMAT(17K,E19.5,I5,2E%9.9) I T(7) = :39. 
REA0(5*I0) 01tSIGl.SIGR.USIGFI.VI 10 FORMAT(SFt2*9) READI9.22) 02•SIG2*SIGP2.USIGF2tV2 22 F0RMAT(9FI2.9) 
READC5.32I BETA,LAM 32 F0RMAT(2F|2.9) C GRAPHITE PARAMETERS 
REAOtfi.lOl 0R1.S1GRI.SIGRR.0R2.SI6R2 
«R|TE(6.40)01.SIGI.SIGR.USIGFI.VI 
40 FORMAT!//,lOX.'FUEL—FAST*.5X.*D"',El&«4•3X.•S1GA«*•Ell.4• I 3X,'SlGRm'.ElI•4,3X.•NSIGF«••Ell•4.3X••Vt•'•E11•4) WRITE(6.49)D2,SIG2,SIGP2.USIGF2.V2 
45 FORMAT(//•lOX.'FUEL-THERM'.SX.'D#'*E11«4.3X,'SIGA"•.Elt.4. 
1 3X,'SIGR"',E:I•4,3X.'NSIGF«'*El 1•4,3X••V2«••E11•4) 
«RITEf 6.50)ORI.SICR I•SIGRR•0R2.SIGR2 SO FORMAT*//.IOX.'GRAPH—FAST'.SX.*0"'.El 1.4.3X.'SIGA««.E11•4. 
1 3X.«S1GR«'.Ell.4.SX.'THERMAL—•.2X.'0«'.El I•4.3K. 
2 'SIGA"'.E:&.4//) L0«l • 
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3 ;L=0 
2  O M E G = O W | I L + I I  
I F I I O P . E O . * )  G O  T O  1 0 3  
•  m T f ; ( 6 i  I 0 2 ) 0 M E C  
1 0 2  F O R M A T ( / / , 2 0 % , ' 0 4 E G * a * , F 1 0 . 2 , 2 % , ' R A D I A N S * / / #  
1 0 3  K K = 3  
C A L L  P A R M ( O M E G « A | t  « R 2 2 « A L l , A L 3 , S 0 &  • S Q 3 1 S O S » S 0 S 5 « D R 1 , D R 2 , 0 1 , 0 2 ,  
1  A L l  1  •  A L 3 3  * S ( G 1  « S I G R v U S l G F U V l  •  S I  G 2  •  S I G P 2  , O S l  G F 2 ,  
2  V 2 , 8 E r A , L A M , S I G R | , S I G R R «  S t G R 2 )  00 160 K*l,6 
; F ( K . F O . 1 . 0 R . K . E Q . 6 )  G O  T O  1 0 0  
I F ( N 0 . E Q . l , A N O . K . e O . 2 . O R . N O . E Q . I , A N O . K . E O . * )  G O  T O  1 0 0  
I F ( N 0 . E 0 . 2 , A N 0 . K . e0 . 4 )  G O  T O  1 0 0  
1 F ( N D . E Q . 3 , A N D * K . E Q » 3 . 0 R . N 0 . E Q . 3 , A N 0 , K . E Q . 4 )  G O  T O  1 0 0  
1 F ( N 0 , E 0 . % . A N D . K . E 0 . 3 )  G O  T O  1 0 0  
I F ( N D . E Q . 5 . A N O . K . E 0 . 3 . D R . N D . E 0 . 5 . A N D . K . E a . 5 )  G O  T O  1 0 0  
G O  T O  I S O  
1 0 0  R O ( K ) s R l l  
R 1 ( K ) = R 2 2  
A P K  t  , K ) = 3 C M P L X (  1  , 0 0 , 0 . 0 0 )  
A P I ( 2 . K ) = D C M P L X ( 0 . 0 0 , 0 . 0 0 )  
A P  ! ( 3 , < ) s R 1 1  
A P l ( 4 , K ) = O C M P L X ( O , O 0 , 0 . D 0 )  
A P 2 ( 1 , K ; = O C M P L X ( I . 0 0 , 0 , 0 0 )  
A P 2 ( 2 , K ) = 3 C M P L X ( 0 . 0 0 , 0 . 0 0 )  
A P 2 ( 3 . K » = - R l I  
A P 2 ( A « < ) a O C M P L K * 0 . 0 0 , 0 . 0 0 )  
A P 3 ( I , K ! = S 0 5  
A P 3 ( 2 , K ) a O C M P L X ( 1 . 0 0 . 0 . 0 0 )  
A P 3 ( 3 . K ) = S 0 5 5  
A P 3 ( 4 , K ) s R 2 2  
A P 4 ( 1 , K ) = 5 0 5  
A P 4 ( 2 , K ) = 9 C M P L X ( 1 . 0 0 , 0 . 0 0 )  
A P 4 l 3 , K ) a - 5 0 d 5  
A P 4 ( 4 . K ) = - R 2 2  
I F ( N D . G T . 2 . A N O . K . E Q . S . U R , N D * G T . 2 « A N 0 * K « E Q . 5 )  G O  T O  1 1 1  
IF<tC-l nil .111 ,114 
1 1 1  P ( 1 , K ) = 1 . 3 0  
P ( 2 , K ) = 1 .  
P | 3 , K ) = 0 R 1  
P ( 4 , K ) = 0 R 2  
G O  T O  1 6 0  
1 1 2  0 0  I  1 4  I = 1  , 4  
P I  I  , < ) » - P < 1 , 1 )  
1 1 4  C O N T I N U E  
G O  T O  1 6 0  
1 6 0  R 0 ( K ) = A L 1  
P 1 ( K ) = A L 3  
A 0  1 ( 1 , K ) = 0 C M P L K < 1 • 0 0 , 0 , 0 0 )  
A P l (2, K )=S0I 
A P 1 ( 3 , K ) = A L I  
A P K  4 . K ) z A L l  1  
A P 2 ( 2 , K ) = S 0 1  
A P 2 ( 3 , K ) = - A L 1  
A P 2 t l . K ) = D C M P L X ( 1 . 0 0 , 0 , 0 0 )  
A P 2 ( 4 , K ) = - A L 1 1  
A P 3 <  1  , K >  * D C M P L X l  \ . 0 0 , 0 . 0 0 )  
A P 3 ( 2 , K ) = S 0 3  
A P 3 (  3  »  K )  = A L 3  
A P 3 I 4 , K ) = A L 3 3  
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A P 4 ( I , K ) = D C M P L X ( I . 0 0 , 0 . D O )  
A P 4 ( 2 . K ) » S 0 3  
A P 4 ( 3 , K ) = - A L 3  
A P 4 ( 4 , K * S - A L 3 3  
P T  =  l  •  
I F C N D . G T . l . A N 0 . K . E Q . 2 . 0 R . N 0 . G T . * • A N 0 « K . E 0 * 4 )  P T a - l .  
P ( % , K ) * 1 * # P T  
P ( 2 » K | > 1 . $ P T  
P ( 3 , K ) a O I # P T  
P ( 4 , K ) z 0 2 # P T  
1 6 0  C O N T I N U E  
0 0  1 6 2  1 = 1 , 5  
l F ( I . E O . I . O R . I . E 0 . 3 . 0 R . I . E a . 5 ; A A ( I # * 0 R 2  
I F ( I . E 0 . 2 . 0 R . I . E 0 , 4 I A A ( : ) = D 2  
1 6 2  C O N T I N U E  
! F ( I 0 P . E Q . 4 )  G O  T O  1 2 0  
0 0  1 1 0  1 3 = 1 , 6  
W R I T E ( 6 . 2 0 ) T (  I  3 ) • R O (  I  3 > . R ! ( I  3  >  
t a R I T E ( 6 * 2 S )  
D O  3 b  1 = 1 , 4  
M R 1 T E ( 6 « 3 0 | A P 1 <  : , I 3 )  , A P 2 ( I  • I  3  )  , A P 3 (  1  •  1 3  )  •  A P 4 ( 1  • ( 3 ) ,  
I  P (  1 ,  1 3  )  
3 5  C O N T I N U E  
1 1 0  C O N T I N U E  
2 0  F O R M A T * / / , 5 X . ' R E G : 0 N = ' , F 6 . 2 , 5 X . ' F A S T  E X P  A R G = ' . 2 E 1 0 . 2 ,  
I  5 % . ' T H E R M A L  E X P  A R G s •  ,  2 E I  0 • 2  I  
2  5  F O R M A T * / / , 1 2 X , • A P I • , 2 2 X , • A P 2 * , 2 4 X , • A P 3 • , 2 4 X , • A P 4 • • 2 0 X , • P • / »  
3 0  F O R M A T ( 9 E 1 3 * 4 )  
1 2 0  n o  5  1 = 1 , 2 4  
D O  6  j s l  , 2 4  
A I  1  • J ) = D C M P L X < 0 . 0 0 , 0 . 0 0 )  6 CONTINUE 
5  C O N T I N U E  
X O = T ( N O + l )  
A t  1 , 1  ) « D C M P L * (  1  . 0 0 , 0 , 0 0 )  
A (  1 . 2 ) = D C M P L X |  1 . 0 0 , 0 . 0 0 )  
A (  1  , 3 ) « A P 3 ( 1 , 1 )  
A ( 1 , 4 ) = A P 4 ( 1 , 1 )  
A ( 2 , l ) = D C M P L X ( 0 . 0 0 , 0 , 0 0 )  
A ( 2 , 2 ) = 0 C M P L X ( 0 . 0 0 , 0 . 0 0 )  
A ( 2 , 3 ) = D C M P L X ( 1 . 0 0 , 0 . 0 0 )  
A <  2 , 4 ) s D C M P L X t  1  . 0 0 , 0 . 0 0 )  
1=2  
J = 0  
5 1  =  1 .  
D O  8 0  K = I , 5  
K O  =  K  
D O  7 5  1 2 = 1 , 2  
K K  =  3  t  
; F ( K . E Q , N D , A N O . K O . E O . K ) K K « 1  
I F ( K . E O . N O , A N O . K O . G T . K ) K K z 2  
I  1  =  1  
D O  7 0  I  1  =  1 , 4  
1=11*11 
P 1 = P ( I  1  , K 0 ) * S I  
: F ( I 2 . E 0 . 1 ) T O = T ( K * l ) - T ( K )  
I F ! J 2 . E Q * 2 > T O « 0 «  
C A L L  I N T F I P I , T 0 . R 0 ( K 0 ) , A P I ( 1 1 « K O ) ,  
I  A P 2 (  I  1 , K O )  , A P 3 ( I  1 « K O )  , A P 4 (  I  1  , K 0 )  , R 1 ( K O )  , K K ,  I , J )  
7 J  C O N T I N U E  
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C A L L  C R A P H ( L « C l f V l t 3 » l O l « 7 « t 4 « » O « * O « i 0 * t O « »  
\  ' D I S T A N C E  ( C M ) ' P H A S E  A N G L E  ( R A D ) : ' ,  
2  ' A O J  P L O T - I O  R A D / S : ' t X l )  
C A L L  G R A P H S ( L . C 2 , V 2 , A , 1 0 : , X 2 )  
C A L L  G R A P H S < L . C 3 , Y 3 , 5 # I O l , X 3 )  
C A L L  G R A P H ( L . C 4 , A X 4 * 6 t 1 0 1 , 7 . # 4 . , 0 . # 0 , , 0 . , 0 . ,  
1  ' D I S T A N C E  ( C M ) ; ' , ' A D J O I N T  M A G  < A B S K * «  
2  ' A D J  P L O T - I O  R A 0 / S ; ' t X 4 )  
C A L L  G R A P H S ( L , C 5 , A X S , 7 . 1 0  1 , X 5 )  
C A L L  O R I G I N ! I . , 3 . 7 , 6 )  
C A L L  G R A P H ( L  « C A . V 4 » 6 « I  0 1 • 7 , , 4 . , 0 . , 0 . , 0 , , 0 . ,  
1  ' D I S T A N C E  ( C M ) S ' f ' P H A S E  A N C L E  ( R A D ) ; ' »  
2  ' A D J  P L O T - I O  R A 0 / S ; ' . X 4 )  
C A L L  G R A P M S ( L . C 5 . Y 5 . T , 1 0 1 , X 5 )  
G O  T O  9 0 0  
8  I L = I L + 1  
D O  i  0 6  1 = 1 , 1 0  
N P = ! N P ( I )  
ppsR9p(I )  
C A L L  C R 0 P ( 8 . N P , P P , 0 P $ D A . T , A P 1 • A P 2 , A P 3 • A P 4 « R O t X O • R 1 • 2 • D C )  
A I D ( 1 L , 1 ) = D P  
A N G ( I L . I ) = D A  
6  C O N T I N U E  
X P ( I L ) = X 0  
T ( N D + l ; s T ( N 0 * : ) + 5 .  
I F ( T ( N 0 + I I . L T . ( T ( N D » 2 ) - I . ) )  G O  T O  1 2 0  
1 F ( N 0 * L T . N N )  G O  T O  2 0 0  
n o  1 0 8  J = 1 , I L  
A X l ( J ) = A I D I J . l )  
Yl(J|sANG<Jtl) 
A X 2 ( J ) = A : 0 ( J , 2 )  
Y 2 < J I = A N G I J , 2 )  
A X 3 ( J ) « A | D ( J • 3 )  
Y 3 ( J ) = A N G ( J , 3 )  
A X 4 ( J ) = A I D ( J . 4 )  
Y 4 ( J ) = A N G ( J . 4 )  
A X 5 ( J ) = A I D ( J , 5 )  
Y5<JI=ANG(J,5) 
8  C O N T I N U E  
R E A 0 8 S 2 . ( X I < I I ) , I : = I $ 5 ) , ( X 2 < I I > , : 1 = : , 5 ) , ( X 3 ( I I I , I I « 1 , S )  
R F A D 8 5 3 , ( X 4 ( : I ) . l l = l , 5 ) . ( X 5 < I I ) , I f = 1 . 5 )  
C A L L  G R A P H ( I L . X P , A X 1 , 3 , 1 0 1 , 7 . , 4 , , 0 # , 0 . , 0 , , 0 . ,  
1  ' D E T .  P O S I T I O N  ( C M ) : ' , ' M A G N I T U D E  ( A B S ) ; ' •  
2  ' C R O S S  P L O T S - 1 0  R A D / S ; ' , X 1 )  
C A L L  G R A P H S # I L . X O , A X 2 , 4 . 1 0  1 . X 2 I  
C A L L  G R A P H S * I L , X P » A X 3 , 5 , 1 0 1 , X 3 )  
C A L L  G R A P H S !  I L . X P , A X 4 , 6 , I  0 1 • X 4 )  
C A L L  G R A P H S !  I L  , X P . A X 5 . 7 , 1 0 1 . X 5 »  
C A L L  0 R I G I N I 2 . , 3 . 5 , 6 )  
C A L L  G R A P H ! I L , X P . Y l . 3 . 1 0 1 , 7 . , 4 . . 0 . , 0 . , 0 . , 0 . .  
1  ' D E T .  P O S I T I O N  ( C M ) : '  . « P H A S E  A N G L E  ! R A D ) % ' ,  
2  ' C R O S S  P L O T S - I O  R A D / S : ' , X 1 )  
C A L L  G R A P H S ! I L , X P , Y 2 , 4 , 1 0 1 , X 2 )  
C A L L  G R A P H S ! I L . X P . Y 3 , 5 . 1 0 1 , X 3 )  
C A L L  G R A P H S !  I L  . X P . Y A . 6 . 1 0  1  • X 4 )  
C A L L  G R A P H S ! I L , X P . Y 5 , 7 , 1 0  1 , X 5 )  
G O  T O  9 0 0  
r i L  =  i L + i  
D O  5 1 0  1 > 1 * 1 0  
N P = I N P ( 1 )  
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PPeRPPII) 
CALL CR0P(8$NP,PP,0P.DA,T$AP:,AP2,AP3,AP4,R0.X0,R:,2,0C) 
ACO=DC 
CALL CROP<B,NP,PP,OP,DA,T,APItAP2•AP3•AP4tRO•XO•R1.4,DC) 
DAD=DC 
RFS( IL «I ;=OAO*AFL(I)*ACO#DAF( I) 
Y=AIMAG(RES<IL.I))/REAL(RES<:L,!)) 
ANG(IL,I)=ATANlY) 
K= I . 
AX = SIGN(X.REAL(RES( IL. I) I ) 
|F(AX.EO.-l.)ANG(IL,I)>ANG(IL,:)-3,&4159 
AO = REAL(RES( IL,:)) 
ARSAIHAGCRESIIL.I)) 
IF(AO.GT.O..ANO.Aa.GT.O.)ANG( XL,:)=ANG<IL,I )-6 *26310 
%F(|.E0.6.AND.AO.GT.O..AND.AR.LT.O.)ANG( IL,I )=ANG(IL * I )-6*2832 
IF(10P.E0.4)TFS(1,L0,IL)=CABS(RES(IL,!)) 
IF(I0P.EQ.4)TAN(I,LO,IL)*ANG(IL,I) 
510 CONTINUE 
IF(I0P.E0.4)G0 TO 649 
XP(IL)=X0 
T(ND»i)*T(NO+;)+2.S 
IF(T(N0+&).LT.(T(ND+2)-l.)) GO TO 120 
IF(NO.LT.NN) GO TO 200 
no 520 I3|,10,3 
DO 530 J-1,IL 
AXl(J)=CAB5(RES(J,:)) 
AX2(J)-CA6S(RES(J,!•!)) 
AX3(Jl=CABS(RES(J.I+2)) 
Y1 (J)=ANG(J, 1) 
Y2(J)=ANGfJ,I*:I 
Y3< J > =ANG(J,I*2) 
533 CONTINUE 
REA0S2 3,<X1(II).I:«l,5),<X2(il),l:*l.5),(X3(II),l|=l,5) 
523 FORMAT!15A4; 
IF(t.E0.7) CALL ORXCIN(l«,3«7,6) 
CALL GRAPHIII,XP,AX|,3,10I#7* , 4 «,0#*0*#0#*0., 
I 'OET. POSITION (CM):','MAGNITUDE (ABSl:', 
? «VÏ8. FREQ. 10 RAO/S;«,XI) 
CALL GRAPHS!1L,XP,AX2«4,I01,X2) 
CALL GRAPHS<IL.XP.AX3.5,10I,X3) 
CALL ORIGIN*4.8,2,,6) 
CALL GRAPH(IL,XP,V&,3,:0I,7,,4.,0..0.,0.,0., 
1 'OET. POSITION (CM);«PHASE ANGLE (RAO);', 
2 'VIB. FREO. 10 RA0/S;',X1) 
CALL GRAPHS! IL •XP,Y2,4•101,X2) 
CALL GRAPHS!IL.XP,Y3.5,t0l•X3) 
CALL ORIGIN*4.6,2.,7) 
520 CONTINUE 
GO TO 900 
640 IF(IL.LT.NF) GO TO 2 
(F(NO«LT*NN) GO TO 200 
00 64 I I=1 ,NF 
0H(I)=ALOG10(OMCI)) 
841 CONTINUE 
RE AO 852, ( XKII ),l|=l,5),( X2( I I ),I I =1,5),( *3(1 I),I 1=1,5) 
REAOeS 3,(X4(II),fI = l,5),(XS( I I),11 = 1,5) 
852 F0RMAT(15A4) 
653 FORMAT(10A4I 
00 845 1=1,10 
00 842 J»l#NF 
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AXl(Jl=TFSi1f1 
Yt(J)=TAH( I • I • J) 
AX2#J)=rFS(I.2#J) 
Y2(J)=TAN( 
AX3(J) = TFS( I,3, J) 
Y3(J)=TAN<I•3«J) 
AX*(J)=TFS(1,A$J) 
Y*(J)=TANI 
AX5(J)=TFS( 
Y5(J)=TAN(I,3,J) 
042 CONTINUE 
REA0654i(Y0(M)•1l«t•«> 
854 F0PMAT(SA4) 
IFd.EQ.SI CALL 0Q:G:N( * . a ,2.9.6) 
CALL GRAP4(NF,OM,A%&#3,101,-7.*4.,0.5,0,,0.,0., 
1 •VIBRATION FREO RAO/S;*,'MAGNITUDE (A8S);«,YD,X1) 
CALL GR4PHS(NF,0M.AX2t4*tOI.X2) 
CALL GRAPHS(NF.OM,AX3,5,lO*,%3) 
CALL GRAPHS(NF.0M,AX4.6,:0l,X4) 
CALL GRAPHS!NF tOMt AX5« 7*I 0 IiXS I 
CALL ORIGlNI 0.5,1.5,6) 
IFIt.FO.S) CALL OR|GIN(0.5,2.75.6) 
CALL GRAPM(NF,OM,YI,3,10:,-7.,4«,0.5,0.,0.,0., 
) «VIBRATION FREO RAp/S I • ,•PHASE ANGLE (RAO):'.YD,XI* 
CALL GRAPHS(NF.OM,Y2*4,10t«XaI 
CALL GRAPHS(NF•0M,y3,S,l0l,X3> 
CALL GRAPHStNF«OH•Y4.6 • 10 I ,X4 ) 
CALL GRAPHS!NF.OM,V5«7,10 I ,Xd) 
CALL ORIGIN!4.8,3.7,7) 
845 CONTINUE 
CO TO 900 
200 READ,NO 
REAO.XO 
LO=LO+I 
T(ND)=T(ND+I) 
T ( N o + i ; = x o  
IF(lOP.EO* 4) GO TO 3 
RO(ND)=RO(ND+I) 
R1(NO)sRt(NO»1) 
DO 210 tzi,4 
API(I.NOJsAPI(I,NO+l1 
AP2< f .N0)=AP2< I,ND + I ) 
AP3{I•ND)»A03(l.NO+l) 
AP4((,NO*=AP4(I,NO+l) 
P( I ,NO)=-P( I,N0*1 I 
21 J CONTINUE 
GO TO 120 
900 STOP 
END 
SUBROUTINE 1NTF(P,T,R,SS1,SS2.TT&,TT2,RR,KK,1,J) 
C0WPLEX*I6 R,SSI•SS2,TT1,TT2,RR 
REAL$8 P.T 
C0*PLFX*16 A(24,24),C(4) 
COMMON A 
C(1)=SS1»CDEXP(R#T) 
C(2)=SS2*CDEXP(-R#T) 
C!31=TT1$CDEXP(RR$T) 
C(4 )=TT2#CDEXP(-RR* r )  
IF(KK.EO. 1 )Ps|• 
IF!KK •EQ.2)P«-l• 
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1 0 
00 10 K=1,* 
L » J  +  K  
A t  I  , L » « C ( K ) $ P  
C O N T I N U F  PETUHN 
END 
5U800UTINE CMAT(A «B»I I I IJJJ*LOTOET) D I M E N S I O N  A ( I D , ; 0 ) , e ( : 0 , l )  C0MPLEX*I6 A,8 .S ,0,OET 
REAL*8 A KK=II I NV=IABS(JJJ) O-OCMPLXl1,00,0.00) IF (JJJ .L r .0)O=OCMPLX(O«D3.O.OOI KKM«KK-| 00 9 1=1 «KKM SsOCMPLXi 0.00, 0.00) 00 1 J%I,KK 
| P 0 = 1  *  I  
0 0  d  J - I P Q « K K  
I F ( C D A 8 S ( A ( J , | ) ) . E Q . O . )  G O  T O  6  S=A(J,*)/AII,l) 
A ( J « I ) - O C M P L X ( O . D O « 0 # 0 0 )  
D O  6  K ^ I P O i K K  
6  A ( J , K ) = A ( J , K ) - A < I , K ) * S  
[ F ( N V . t E . O )  G O  T O  8  00 7 K=L.NV 
7 B ( J . K # = B ( J , K ) - B ( I , K ) * S  
9  C O N T I N U E  
9  C O N T I N U E  
D O  1 0  I = I • K K  
1 0  0 = 0 # A < 1 , 1 )  
I F ( N V , L E , 0 )  C O  T O  1 3  KM0=KK-1 
0 0  I P  K = l , N V  
8 ( * K , K ) = 8 ( K K , K ) / A ( K K , K K )  
0 0  t ?  1 = 1 , K M O  
N = K K - I  
0 0  I I  J x N . K M O  
1 1  8 ( N , K ) = 8 < N . K ) - A ( N , J + I | # G ( J H . K )  
1 2  8 ( N . K ) = a ( N . K ) / A ( N , N )  
1 3  D E T = n  
« F T U R N  
R=C0A8S(A(J,:))  
1F(R.LT.C0ABS(S)»G0 TO 1 SsR 
J 
5  
2 
Lr J 
C O N T I N U E  
I F ( L . E O . 1 >  G O  T O  5  
0 0  2  J s I . K K  
5  =  A  <  I  #  J  )  
A < ; , J ) = A < L , J  I  
A ( L , J | = S  
I F ( N V . L E . O ) G O  T O  4  
n o  3  J = i , N V  S=8<I,J) B(I,J*=8(L,J) B(L,J>=S 
0  = - 0  
IF<C D A B S t A < I t 1 > > « E Q . O . ) G 0  T O  9 
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END 
SUGROUriNE OATT 
CDMPLEX»&6 A(2*,24) 
COMMON A 
WP|TF(6.92) 
92 FORMAT*//,lOX."INPUT MATRIX FOLLOWS"//) 
DO 95 1=1,2# 00 94 jsl,24,4 jj=j+3 
WR!TE(6,55)l,J,(A(l,Jl),JI=J,JJj 94 continue 
95 CONTINUE 
55 FORMAT! 5%, M=* , I2,2X,'je' .12,8613. 4 )  
RETURN 
END 
SUBROUTINE PARM(0ME6.R11•R22•ALI #AL3.S0l,S03* S05* S055.0RI•0R2• 
1 01 ,02»AL1 If AL33•SI G 1•SIGR.USIGF 1•VI •SIG2•SIGP2•USIGF2. 
2 V2.beta .L AM.SIGRl .31GRR.S1GR2) 
COMPLEX EKl .eK2.M2,ekri ,EKR2.AI ,A2.A3.AH .AL3,S01 ,503.505 
COMPLEX RM•R22•ALII•AL33.S055 
real lam 
complex a4 
8 2 = 0 . 0 0 2 1 6  
8R=(LAM##2*0MEG**2*<l.-8ETA))/(LAM*#2+0MEG**2) 
BI=(CMEG*LAM*BETA)/(LAM#*2+0MEG$#2) 
SIGT|=0l#B2*SIGl+SIGR 
e M = < SIGT!-USIGF|#BR)/DI 
EI2=(0MEG/V!*U5IGFi#8I)/DI 
EKI=CMPLX(El&.El 2) 
SIGT2=02#B2*SIG2+SIGP2 
E2I=SrGT2/02 
E22=0MEG/|D2*V2) 
EK2=CMPLXtE2l,E22) 
HI=SIGR/0l 
HI |=(USIGF2#8R)/02 
HI2=(USIGF2$8I)/D2 
H2=CMPLX(HII,-HI2) 
SIGTRl=DRI#B2+SIGR:+SIGRR 
SI=SIGTRI/OR| 
S2=OMEG/(OR1#V1) 
EKR1=CMPLX(S1.S2) 
SIGTR2=DW2*B2+SIGR2 
S3=SIGTR2/DR2 
54=0MEG/(0A2#V2* 
fKR2=CMPLX(S3,54) 
l=SIGRR/OR| 
AI=EKl»EK2 
A2=EK|•EK2-H14H2 
A1=CS0RT(A 1**2-4.#A2) 
ALI=CS0RT<AI/2.+A3/2.) 
AL 3=CSaRT( AI/2.-A3/2.) 
s0i=(ek|-ali**2)/mi 
sn3=(ekl-al3**2)/h| 
sû5=hrl/<ekrl-ekb2» 
Wll=CSOWT(EKRl) 
R22=CSQRT(EKR2) 
AL11=AL*«SOI 
AL33=AL3#S03 
5055=R22*S05 
RETURN 
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E N D  
S U 9 R Q U T I N E  T 8 L E ( A D , B , A P 1 . A P 2 • A P 3 • A P 4 • R O • T  « R I . X O . X P . I  A D , A D D , A D A ,  
\  A T H E T  « X D . T H E T • A O R , A D : , L , N D )  
C O M P L E X  A D 0 6 , 3 )  
C O M P L E X * 1 6  8 ( 2 4 , & ) , A 0 ( 6 ) , A 1 ( 6 ) , A P 1 ( 4 , 6 ) , A P 2 ( 4 , 6 ) , A P 3 | 4 , 6 ) ,  
t  A P 4 ( 4 , 6 )  
P F A L * 8  n  7 ) , X O . E N  
0 1  M E N S  I O N  X P C  3 6 ) • A T H E T ( S O ) , X D ( 5 1 • A D A ( 3 6 * 3 1 , A D D ( 3 6 ) ,  
I  T M E T ( 3 6 , 3 ) , A D A ( 3 6 , 3 ) , A D I ( 3 6 , 3 )  
K= :  
1 = 1  
L  =  0  FN = 4. 
X O = T ( K )  
X n = X D + E N  
8 0 0  L = L * I  
X P < L ) = X O  
D O  3 0 0  ( 1 = 1 , 3  
1 P = I 1  
I F *  I  I  . E 0 . 3 ) I P * $  
A O ( L , I I ) = B < I , 1 ) * A P & ( l P . K ) * C D E X P | R O t K l * I X O - T I K ) ) > •  
1  8 ( 1  +  1 , 1 )  * A P 2 (  I P , K  )  * C O E X P (  R O ( K  )  • (  T ( K ) - X O  )  )  * •  
2  a ( I » 2 ,  1  ) * A P 3 t  I P - t C l  • C O E X P C R l  ( K | » ( X 0 - T ( K )  1  ) •  
3  m ( 1 + 3 , 1 ) # A P 4 ( 1 P , K ) • C D E X P ( R 1 ( K ) « ( T ( K ) - X O ) >  
A D A ( L  , 1  I  ) = C A B S ( A O ( L ,  I D )  
A D R < L . l l )  = R E A L ( A O ( L ,  I D )  
A O l ( L , 1  I ) = A 1 M A G ( A 0 ( L , : : ) )  
X X = A I  M A O #  A D ( L  t  I  I  )  ) / R E A L < A O ( L ,  I D )  
T H E T ( L , 1 I ) = A T A N ( X X )  
X  =  1  .  
A X = 5 I G N ( X , A 0 R ( L , I f ) )  
I F ( A X . E O . - l . ) T H E T ( L , I  I ) = T M E T ( L , :  l ) - 3 . 1 4 1 5 9  
3 0 0  C O N T I N U E  
X O = X O + E N  
| F ( X O . L T « r ( K + l ) )  G O  T O  8 0 0  
1  =  1 + 4  
K=K+l  
I F (  [  . L T . 2 * )  G O  T O  6 0 0  
I F (  l A D - 2  # 8 9 0 , 8 9 5 , 8 9 6  
6 9 0  ! M s |  
G O  T O  1 1  
6 9 5  1 M = 2  
G O T O  I t  
I  1  0 0  3 5 5  M M = 1 , L  
A D 0 ( M M ) = A D A ( M M , 1 M )  
A T H E T ( M M ) s T H E T ( M M . | M >  
3 5 5  C O N T I N U E  
I f ( I M . E O . 1 ) G 0  T O  8 9 5  
G O  T O  1 2  
6 9 6  W P I T E ( 6 , 4 0 ) N O , T ( N O + I )  
4 0  F O R M A T ( / / •  l O X , « O E r E C T O R  R E G I O N e # . I 3 , : O X , » O E T  P 0 S = ' , E : 5 , 4 )  
W R I T E * 6 , 3 1 0 )  
W R I T E ! 6 , 3 1 5 )  
3 1 0  F O R M A T ( 2 0 X , ' F A S T  A O J O I N T ' , 5 0 X • • T H E R M A L  A D J O I N T * / / )  
3  1 5  F O R M A T ( 5 X , • P O S *  . 1 0 % , * A t t S *  , I 0 X • • R E A L • ,  1 0 X • • I  M A G *  ,  1  O X , • P H A S E *  .  
1  I 2 X  .  <  A B 5 *  , 1 2 X , • R E A L *  ,  l O X  ,  I  I M A G *  , 1  O X , ' P H A S E '  )  
0 0  3 2 5  K « 1 , L  
W R I T E ( 6 , 3 2 0 ) X P I K ) , ( A 0 A ( K ,  1 1  ) , A 0 R ( K  « |  M  , A D l <  K ,  1  I  ) , T H E T ( K , I I ) ,  
1 11=1,2) 
3 2 5  C O N T I N U E  
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3  2 0  F O R M A T ( F  9 * 2 « e r 1 5 . 4 )  
WRirE(6«322) 
3 2 2  F O R M A T ( / / • 1 O X • • T H E R M A L  A D J O I N T  D E R I V A T I V E ' / / )  
0 0  7 5 0  K * l , L  
W R I T E ( 6 , 3 3 0 ) X P ( K ) • A D A ( < • 3 ) « A O R ( K «  3 ) t A D I ( K • 3 ) • T H E T ( K • 3 )  
7 5 0  C O N T I N U E  
3 3 0  F 0 R M A T ( F 9 . 2 , 4 E I 5 . 4 !  
1 2  R E T U R N  
E N D  
S U B R O U T I N E  C M O P ( 3 , N P . P P , D P . D A , T , A P | . A P 2 , A P 3 . A P 4 , a O , X O . R : , J . D C )  
C O M P L E X * 1 6  8 ( 2 4 , ! ) # R 0 ( 6 ) , R I < 6 ) , A P | ( 4 , 6 ) , A P 2 ( 4 , 6 ) • A P 3 ( 4 , 6 ) ,  
1  A P 4 ( 4 , 6 )  
R E A L » 8  T ( 7 ) , X 0 . P P  
C O M P L E X  D C  
J P c N P  
I F I P P - I X O + O . I ) * 7 . 7 , 8  
7  J P * J P - l  
8  I « ( J P - | ) $ 4 * |  
I F ( N P . E O . l ) 1 » l  
O C = R ( I , l ) # A P | ( J . J P ) • C O e X P I R 0 ( J P ) * ( P P - T ( J P ) ) ) +  
X  B ( I + I , : ) # A P 2 ( J . J P ) $ c o E x p ( n o ( J P ) * ( T ( j p ) - p p ) ) f  
2  8(1+2,; ) # A P 3 ( J • J P ) $ C D E X P ( R I ( J P ) # ( P P - T ( J P ) ) >  +  
3  8 ( I + 3 , & ) » A P 4 ( J , J P ) $ C D E X P ( R | ( J P ) • ( T ( J P ) - P P ) }  
D P = C A B S ( O C )  
Y « A  I  M A G ( O C ) / R E A L ( D C )  
D A = A T A N ( Y )  
X = l .  
A X = S I G N ( X . R E A L ( D C ) )  
I F ( A X . E O . - l . )  D A = D A - 3 . 1 4 : 5 9  
R E T U R N  
E N D  
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C  S A M P L E  P R O B L E M  I N P U T  U A T A  
C  F R E O .  R E S P O N S E  A T  5  D E T E C T O R  L O C A T I O N S  
C  F O R  E A C H  O F  9  A d S O R B E R  P O S I T I O N S  
4 
9  2  l b .  2  2 5 .  3  3  7 . 5  4  5 7 . 5  4  6 7 . 5  110. 6 120. 
2 . 3 8 9 4  
3 . 8 3 6 2  
S . 7 2 6 6  
5 . 4  1 8 7  
5 . 2 7 6 4  
5 . 4  1 5 1  
5 . 7 1 5 9  
3 . 8 3 0 5  
2 . 3 8 6 9  
2 5  0 . 0 2  
8*  10 .  S 
0 . 1 5 6 0 2  
0 . 1 2 5 4 3  
- 0 . 3 % 7 9 6  
- 0 . 0 2 4 9 1 6  
~ 0 «  0 0 0 1  7 5 6  
0 . 0 2 4 5 5 4  
0  . 3  1 9 9  
-  0 .  1 2 5 , 2 3  
- 0 . 1 5 5 6  
0 . 0 4  0 . 0 6  
1 5 .  2 0 .  3 0 ,  
0 . 0 8  
4 0 .  
0 .  1  
6 0 .  
0.2 80. 0 . 4  0 .  100 .  6  0 .  1 5 0 .  8  1 .  2 0 0 .  2. 4 0 0  •  
0 .  1  5  
1 . 4 2 1  
0 . 2 2 5 4  
0 . 0 0 6 4  
1 . 1 5 3  
2 
3 8 .  
3  
6 8 .  
4  
9 8 .  
5  
3 0 .  
0 . 0 0 1 9 6  
0 . 0 5 2 4 1  
0 . 1  
. 0 0 0 0 0 0 0 5  
1 2 0 . 5  
D E f  .  P O S .  A T  1 5 . 5  C M o e r  
O E T .  P O S .  A r  9 8 . 0  C M O E T  
P E R T  .  P T .  A  T  1 5 . 0  C M  
P E R  I  .  P T .  A T  2 5 . 0  C M  
f E R T  «  P T .  A T  3 7 . 5  C M  
P f H T  .  P T .  A T  5 7 . 5  C M  
P E R  1  .  P T .  A T  6 7 . 5  C M  
P E R T  .  P T .  A T  7 7 . 5  C M  
P E R T  .  P T .  A T  9 7 . 5  C M  
P E R T  •  P T .  A T  1  1 0 .  C M  
P E R T  .  P T .  A T  1 2 0 .  C M  
4 5 .  
0 . 0 3 4 1 3  
0  . 0 0 2 7 3 6  
9 0 .  
0 . 0 0 1 8 6  
0 . 0 7 6 4  
0 . 0 0 2 8 7 4  0 . 9 9 1 8  
1 0 5 .  
3 0 0 0 0 0 0 .  
220000.  
0 . 0 0 0 3 0 6  
A O S .  
POS­
A T  3 8 . 0  C H O E T .  P O S .  
A T  1 2 0 . 5 C M  
A T  6 8 . 0  C M  
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B. Cross Section Parameters 
Macroscopic parameters for the fuel, water and graphite regions are 
shown in the following tables. These data were used for the one-dimension­
al code (fuel and graphite regions), and for the three-dimensional Whirla-
way Code, where the water region was included. 
Table 12.1. Macroscopic parameters for the fuel 
coolant temperature of 320C 
region of the UTR-10 at a 
Energy group D 
^^s^i-vi+1 Za 
1st group 2.30847 0.0813495 0.0016907 0.00026532 
2nd group 1.163952 0.1066567 0.00024492 0.0003347 
3rd group 0.774892 0.1047691 0.0045654 0.00510796 
Combined fast group 1.421447 0.341292 0.0019626 0.00186632 
Thermal group 0.231576 0.0524102 0.07640672 
Table 12.2, Macroscopic parameters for the graphite reflector region 
Energy group 0 
^^s^i-»-i+l %a 
1st group 2.2393188 0.2388177 0.63324 E--7 0.0 
2nd group 1.0509005 0.0103966 6.1601857 E-•8 0.0 
3rd group 0.9314399 0.00574158 0.88038 E-•7 0.0 
Combined fast group 1.152864 0.00287363 0.5326368 E-•7 0.0 
Thermal group 0.991810 0.3066133 E-•3 0.0 
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Table 12.3. Macroscopic parameters for water at a temperature of 32°C 
Energy group D ^^s^i->i+l 
1st group 2.206438 0.1051795 0.00139486 0.0 
2nd group 1.0930185 0.1494903 0.000012605 0.0 
3rd group 0.5915430 0.1506139 0.00094565 0.0 
Combined fast group 1.322587 0.0483673 0.000797165 0.0 
Thermal group 0.1552289 0.01878511 0.0 
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XIII. APPENDIX B: LISTING OF THE DATA 
COLLECTION AND ANALYSIS PROGRAM 
141 
0010 REM SAMPLE 3 CHANNELS STORES RAW DATA ON DISK,READ BACK i ANALYSE 
0020 REM A BLOCK OF DATA CONTAINS 384 SAMPLES FOR 3 CHANNS;128/CH 
0030 DIM A(400),B(260),C1(130),C2(130),H(66),G4,G5 
0040 DIM Y$(1),N$(1),N,N1,N2,N3,M,ME,R,I,J,I<,L,NN,KI,K2,K8 
0050 DIM U(2),W<2),T(2),X(2),FMT$(62),SR,SR0,X1,X2,N5,N6 
0060 DIM LPK,G1,G2,G3,D1,D2,D3,L9,R9,FILNAME$(8),B9 
0070 DIM P1<66),P2(66),CP(130),CP1(66),FRE(66),PH<66),FR,N0 
0080 FMT$="##.## -###.# 
0090 N=128 
0100 ON ERROR GOTO 900 
0110 10 1NPUT"D0 YOU WANT TO RECORD RAW BATA?"Y$ 
0120 IF Y$<>"Y" THEN 100 
0130 REM SAMPLING AND STORAGE FOLLOWS 
0140 INPUT"NO OF BLOCKS WANT TO STORE?"NN 
0150 INPUT"SAMPLING RATE(MSEC)?:"SRO 
0160 INPUT"D.C CH1,CH2,CH3?:"D1,D2,D3 
0170 INPUT"GAIN CHI,CH2,CH3?;"GI,G2,G3 
0180 INPUT"READY?"Y$ 
0190 IF Y$<>"Y" THEN 10 
0200 SR=(SR0-»1000-337) 
0210 SR=INT(SR/9) 
0220 L9=INT(SR/256) 
0230 R9=INT(SR-L9*256) 
0240 REM L9,R9 ARE MAX. i LEAST SIG. BYTES OF SR 
0250 REM PUT SR BYTES AT LOC. F01C,D 
0260 P0KE:F01C,L9\POKE:FO1D,R9 
0270 REM SET START ADHR. OF DATA TO :6200,PUT IN LOC. FOIE,F 
0280 POKE:F01E,:62\POKE:F01F,;00 
0290 REM START DATA COLLECTION & STORAGE 
0300 INPUT'TILE NAME(MAX 8 CHAR)?:"FILNAME$ 
0310 FILNAME$=LEFT$(FILNAME$,LEN(FILNAME$)) 
0320 CREATE H01,FILNAME$ 
0330 WRITE #01,NN,SR0,D1,D2,D3,G1,G2,G3 
0340 FOR J=1 TO NN 
0350 CALL DCS 
0360 REM DATA TRANSFER TO VECTOR A 
0370 B9=:6200 
0380 FOR 1=1 TO 384 
0390 A(I)=PEEK(B9+I-1 ) 
0400 WRITE «01,Ad) 
0410 PRINT"PASS #,DATA STORED";J;A<I) 
0420 NEXT I 
0430 NEXT J 
0440 CLOSE #01 
0450 REM DATA READ BACK FROM DISK 
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0460 too 1NPUT"D0 YOU WANT TO READ BACK & ANALYZE RAW DATA?"Y$ 
0470 IF Y«<>"Y" THEN 700 
0480 INPUT'TILE NAME?"FILNAME$ 
0490 FILNAME$=LEFT$(FILNAME$,LEN<rILNAME$)) 
0500 OPEN #01,FILMAMES 
0510 READ #01,NN,SR0,D1,D2,D3,G1,G2,G3 
0520 PRINT"# BLOCKS RECORDED=";NN;"SAMPLING RATE=";SRO 
0530 PRINT"D.C.CH1,2,3=";D1;D2;D3 
0540 PRINT"GAIN CHt,2,3=";G1;G2;G3 
0550 120 INPUT"» BLOCKS TO BE AVERAGED?"NN 
0560 INPUT"UHICH 2 OUT OF 3 CHANNS TO BE ANALYSED?:"I<1,K2 
0570 PRINT"CHANN8 TO BE ANALYZED=";K1;K2 
0580 K8=0 
0590 INPUT"WANT LOC & GL0B(CH.1,2:0/P,1G,2L)?:"Y$ 
0600 IF Y$="Y" THEN KB=1 
0610 INPUT"EFF. CORRECT. BET 1,2(L&G)="G4,G5 
0620 INPUT"READY?"Y$ 
0630 IF Y$<>"Y" THEN 120 
0640 N5=0 
0650 FOR 1=1 TO N/2 
0660 PI(I)=0\P2(I)=0\CP(2*I-1)=0\GP(2:H)=0 
0670 NEXT I 
0680 150 REM FFT CALCULATION FOLLOWS 
0690 FOR 1=1 TO 384 
0700 READ MOI,AH) 
0710 NEXT I 
0720 REM PREPARE TWO CHANNELS AS REAL & IMAG OF ARRAY B FOR FFT 
0730 FOR J=1 TO N 
0740 B(2*J-1)=A(3*J+K1-3) 
0750 B<2*J)=A<3*J+I<2-J> 
0760 PRINT"CHANN # ,DATA" ;K1 ;B( 2+J-1 ) ;l<2;B< 2:t J) ; "PASS #";N 
0770 NEXT J 
0780 REM REMOVE B.C. 
0790 X1=0\X2=0 
0800 FOR 1=1 TO N 
0810 X1=X1+B(2*I-1) 
0820 X2=X2+B(2*I) 
0830 NEXT I 
0840 X1=X1/N\X2=X2/N 
0850 FOR 1=1 TO N 
0860 B<2*I-1) = B(2:H-1)-X1 
0870 B(2*I)=B(2*I)-X2 
0880 NEXT I 
0890 IF K8=1 THEN 500 
0900 GOTO 550 
0910 500 FOR 1=1 TO N 
0920 X1 = (B(2:t:I-1 ) tG4+B(2:M)*G5*G1/G2)/2.0 
0930 X2=(B(2*I-1)+G4-B(2»I)^G5t61/G2)/2.0 
0940 B(2*I-1)=XI 
0950 B(2tI)=X2 
0960 NEXT I 
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0970 REM TRANSFER TO FFT 
0980 550 GOSUB 400 
0990 REM C1,C2 CONTAIN THE TRANSFORMS OF THE TWO CHANNELS 
1000 REM P1,P2 ARE THE PSHS S CP IS THE CPS» 
1010 FOR 1=1 TO N/2 
1020 PI (I)=P1 (I)+C1 {2H-1 ) *C1 (2*1-1 )+C1 (2$I):|:C1 (2*1) 
1030 P2(I)=P2(I)+C2(2+I-1)*C2(2*I-1)+C2(2«I)*C2(2+I) 
1040 CP(2*I-1 )=CP(2*I-1 )+C1 (2*1-1 )*C2(2tI-1 )+C1 (2=1=1 )=^C2(2*I ) 
1050 CP(2*I)=CP(2*I)-C1 (2*1-1 )*C2( 2*1 )+C1 (2+1 )=t:C2(2+I-1 ) 
1060 NEXT I 
1070 N5=N5+1 
1080 PRINT"PASS # ";N5 
1090 IF N5<NN THEN 150 
1100 CLOSE #01 
1110 PRINT"FFT CALCULATIONS DONE" 
1120 REM NORMALIZATION FOR H.C & GAIN 
1130 . IF K8=l THEN G2=G1 
1140 ON K1 GOTO 170,180,190 
1150 160 ON K2 GOTO 200,210,220 
1160 170 X(1)=G1\W(1)=D1\G0T0 160 
1170 180 X(1)=G2\W(1)=D2\GDT0 160 
1180 190 X(1 )=G3\g(1 )=I i3\G0T0 160 
1 190 200 X(2)=G1\W(2)=I i1\G0T0 250 
1200 210 X(2)=G2\W(2)=[i2\G0T0 250 
1210 220 X(2)=G3\U(2)=Ii3\G0T0 250 
1220 250 T(1)=X(1)+X(1)=(=U(l)+U(l)=t=N/(2=»SRO*0.001) 
1230 T(2)=X(2)*X(2)*W(2)*W(2)*N/(2*SRO*0.001) 
1240 FOR 1=1 TO N/2 
1250 P1(I)=PI(I)/(NN4T<1)) 
1260 P2(I)=P2(I)/(NN*T(2)) 
1270 CP(2*I-1)=CP(2*1-1)/(NN*SQR(T(l))*SQR(T(2))) 
1280 CP(2M)=CP(2*I)/(NN*SQR(T<1 ))+SQR(T(2))) 
1290 IF CP(2*I-1)<>0 THEN PH(I)=ATN(CP(2=f=I)/CP(2=ia-1 ) )=M80/PI 
1300 ELSE PH(I)=90 
1310 PH(I)=ABS(PH(I)) 
1320 K=SGN(CP<2*I-1)) 
1330 L=SGN(CP<2*I)) 
1340 IF L>=0 THEN IF K>0 THEN PH( I)=r'H( 1 )-360 
1350 IF L> = 0 THEN IF K<0 THEN PH(I) =-PH(I)-180 
1360 IF L<0 THEN IF K<0 THEN PH(I)=PH(I)-180 
1370 IF L<0 THEN IF K>0 THEN PH<I)=-PH(I) 
1 380 IF K=0 THEN IF L>0 THEN PH ( I )-=PH ( I )-360 
1390 ELSE PH(I)=-PH(I) 
1 400 IF K=0 THEN IF L=0 THEN PHd)=0 
1410 CP1 (I)=CP(2*I-1 )=fCP(2*I-l )+CP(2:H) tCP(2:M) 
1420 CP1(I)=S0R(CP1(I)) 
1430 IF P2(I)>0 THEN IF P1(I)>0 THEN H(I)=S0R<P1(I)/P2(I)) 
1440 ELSE H(I)=0 
1450 NEXT I 
1460 INPUT"# OF POINTS WANTED?:"N6 
1470 PRINT"FREQ";TAB(8);"PSIi1";TAB(17);"PSD2";TAB(26); 
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1480 PRINT"CPSD";TAB(35);"PHASE";TAB(44);"TRANSF" 
1490 FR=1000/(SR0+<N-1)) 
1500 FOR 1=1 TO N/2 
1510 FRE(I):=FR4(I-1) 
1520 NEXT I 
1530 FOR 1-1 TO N6 
1540 PRINT USING FMT$,FRE(I),P1(I),P2(I),C|:'1<I),PH(I),H(I) 
1550 NEXT I 
1560 INPUT"DO YOU WANT TO SAVE RESULTS?"Y$ 
1570 IF Y$<>"Y" THEN 700 
1580 INPUT'TILE NAME'TILNAME* 
1590 FILNAdE$=LEFT$(FILNAME$,LEN(FILNAME$)) 
1600 CREATE #OI,FILNAME$ 
1610 WRITE #01,NN,K1,I<2 
1620 FOR 1=1 TO 64 
1630 WRITE #01,FRE(I),P1(I),P2(I),CP1<I),PH<I) 
1640 NEXT I 
1650 CLOSE «01 
1660 700 INPUT"DO YOU WANT TO LOOK AT STORED RESULTS?"Y$ 
1670 IF Y$<>"Y" THEN 800 
1680 INPUT"FILE NAME? "FILNAME# 
1690 INPUT"# OF POINTS WANT Ï0 READ(<64)?:"N6 
1700 FILNAME$=LEFT$(FILNAME$,LEN(FILNAME$)) 
1710 OPEN N01,FILNAME$ 
1720 READ #01,NN,K1,K2 
1730 PRINT"# PASSES USED=";NN 
1740 PRINT"CHANNELS ANALYZED=";K1;K2 
1750 PRINT'TREQ";TAB(8);"PSD1";TAB(17);"PSD2";TAD(26); 
1760 PRINT"CP3D";TAB(35);"PHASE";TAB(44);"TRANSF" 
1770 FOR 1=1 TO N6 
1780 READ #01,FRE(I),P1(I),P2(I),CP1(I),PH(I) 
1790 PRINT USING FHT$,FRE(I),P1(I),P2(I),CP1(I),PH(I),H(I) 
1800 NEXT I 
1810 CLOSE #01 
1820 GOTO 800 
1830 400 REM FFT ROUTINE FOLLOWS 
1840 N0=1 
1850 N3=0 
1860 5 NO=NO+NO 
1870 N3=N3+1 
1880 IF NO<N THEN 5 
1890 REM RE-ORDER SEQUENCE 
1900 N2=N/2 
1910 N1=N-1 
1920 J=1 
1930 FOR 1^1 TO N1 
1940 IF I>=J THEN 2 
1 950 T(1 )=B(2:|:J-1 ) 
1960 T(2)=B(2+J) 
1970 B(2*J-I)=B42+I-1) 
1 980 B(2*J)=£i(2^U) 
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1990 )=T(I) 
2000 B(2»I)=r(2) 
2010 2 K=N2 
2020 3 IF K>=J THEN 4 
2030 J=J-K 
2040 K=K/2 
2050 GOTO 3 
2060 4 J=J+K 
2070 NEXT I 
2080 REM CALCULATE FFT 
2090 FOR H=1 TO N3 
2100 U(1)=1.0 
2110 U(2)=0.0 
2120 ME=2"M 
2130 K=ME/2 
2140 R=PI/K 
2150 W(1)=C0S<R) 
2160 W(2)=-SIN(R) 
2170 FOR J=1 TO K 
2180 FOR L=J TO N STEP ME 
2190 LPK=L+I< 
2200 T(1 ) = B<2*LPK-1 ):tU(1 )-B(2+LPK):t:U(2) 
2210 T(2)=B(2*LPK-1)*U(2)+B(2+LPK)*U(1) 
2220 B(2*LPK-1)=B(2*L-1)-T(1) 
2230 B(2*LPK)=B<2*L)-T(2) 
2240 B(2*L-1)=B(2*L-1)+T(1) 
2250 B(2+L)=B(2*L)+T(2) 
2260 NEXT L 
2270 X(1)=U(1) 
2280 X(2)=U(2) 
2290 U(1)=X(1):|:U(1)-X(2)tW(2) 
2300 U(2)=X(1)*W(2)+X(2)*W(1) 
2310 NEXT J 
2320 NEXT M 
2330 FOR 1=1 TO N/2 
2340 J=N-I+2 
2350 IF 1=1 THEN J=1 
2360 CI (2H-1 ) = (B(2*I-1 )+B(2*J-1))/2 
2370 CI(2*I)=(B(2+I)-B(2tJ))/2 
2380 02(2+1-1 ) = (B<2*J)+B«2U))/2 
2390 C2(2*I)=(B(2*J-1)-B(2*I-l))/2 
2400 NEXT I 
2410 RETURN 
2420 900 PRINT"ERROR # ";ERR 
2430 IF ERR=0 THEN ERROR ELSE 10 
2440 800 INPUT"[iO YOU WANT ANOTHER RUN?"Y$ 
2450 IF Y$="Y" THEN 10 
2460 STOP 
2470 END 
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DATA 
0010 
0020 
0030 
0040 
0050 
0060 
0070 
0080 
0090 
0100 
0110 
0120 
0130 
0140 
0150 
0160 
0170 
0180 
0190 
0200 
0210 
0220 
0230 
0240 
0250 
0260 
0270 
0280 
0290 
0300 
0310 
0320 
0330 
0340 
0350 
0360 
0370 
RAT 
FREQ 
CONV 
ACQUISITION 
MEM EQU 
SRATE EQU 
DCS LDX 
STX 
CLR 
SAMPLE INC 
LDA 
CMP 
BNE 
RTS 
LDX 
DEX 
BNE 
CLR 
LUX 
STA 
LDA 
NOP 
LDA 
COM 
I NX 
STX 
LDX 
STA 
INX 
STX 
LDA 
INC 
CMP 
BEO 
LDX 
J MP 
RMB 
RMB 
RMB 
RMB 
END 
STRE1 
COUNT 
NDATA 
STRE2 
PROGRAM(ASSEMBLEY) 
$F01E 
$F01C 
MEM 
COUNT 
NDATA 
NDATA 
A NDATA 
A N$81 
RAT 
SRATE 
FREQ 
B 
#$COOO 
B STRE2 
A X 
A X 
A 
STREl 
COUNT 
A X 
COUNT 
B STRE2 
B 
B #$03 
SAMPLE 
STREl 
CONV 
2 
2 
1 
1 
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A SAMPLE PROGRAM DIALOGUE FOR RECORDING AND ANALYZING DATA 
PROGRAM NAME IS DATSUN 
SOURCE IS DATAN 
DCS SOURCE IS TEMP 
DO YOU WANT TO RECORD RAW DATATY 
NO OF BLOCKS WANT TO ST0REÎ32 
SAMPLING RATE(MSEC)?:31.25 
D.C CHl,CH2,CH3?!l,l,l 
GAIN CHI,CH2,CH3?î57,50,1 
READY7N 
DO YOU WANT TO RECORD RAW DATATN 
DO YOU WANT TO READ BACK & ANALYZE RAW DATATY 
FILE NAMEÎF2PR500 
# BLOCKS RECORDED= 33 SAMPLING RATE= 20.182 
D.C.CHI,2,3= 1 1 1 
GAIN CHI,2,3= 57 50 1 
# BLOCKS TO BE AVERAGED732 
WHICH 2 OUT OF 3 CHANNS TO BE ANALYSED?:1,2 
CHANNS TO BE ANALYZED: 1 2 
WANT LOC & GL0B(CH.1,2;O/P,1G,2L)?;N 
EFF. CORRECT. DET 1,2(L&G)=1,1 
READY? 
»G 2800D0 YOU WANT TO RECORD RAW DATA?N 
DO YOU WANT TO READ BACK â ANALYZE RAW DATA?N 
DO YOU WANT TO LOOK AT STORED RESULTS?N 
DO YOU WANT ANOTHER RUN?N 
ERROR » 0 
STOP AT LINE 800 
FDOS READY 
