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Índice general
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3.1. Datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
v
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indican transiciones de LWTs que no están presentes en cada reanálisis,
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Resumen
La cantidad de datos climáticos aumenta continuamente en volumen y complejidad a
la vez que lo hace el número de usuarios dentro de la comunidad cient́ıfica y su público.
En este contexto, las técnicas de procesamiento de señales permiten resumir el contenido y
facilitan su utilización en múltiples aplicaciones. El objetivo de este trabajo está orientado
al tratamiento de señales (en concreto series temporales de situaciones atmosféricas a
escala sinóptica) y su clasificación y agrupamiento en conjuntos más sencillos que facilitan
su análisis e interpretación.
Para ello se implementarán una serie de métodos estad́ısticos de tratamiento de datos
relacionados con las técnicas de segmentación o clustering, las cuales se aplicarán a señales
correspondientes a Modelos Climáticos Globales (GCMs) con el fin de crear patrones de
tiempo (clusters), agrupando las señales más similares entre śı. La comparación de los clus-
ters extráıdos de los modelos con los de productos de reanálisis (pseudo-observaciones) per-
mite evaluar la capacidad de los GCMs para representar de manera fidedigna la circulación
atmosférica de larga escala. Esta validación resulta de gran interés para las aplicaciones
del ámbito de las técnicas de regionalización del clima y de estudios de cambio climático,
donde la elección de un GCM u otro tiene un gran impacto en los resultados finales.
Palabras clave: señales climáticas, técnicas de clustering, tipos de tiempo de Lamb,
modelos climáticos globales, reanálisis.
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Abstract
The amount of climate data is constantly expanding in volume and complexity as the
number of users within the scientific community and its public increase. In this context,
signal processing allows summarizing the data and facilitate its use in multiple applica-
tions. The aim of this work is oriented to the signal processing (in particular, climate time
series of atmospheric situations at a synoptic scale) and their classification into simpler
sets that facilitate their analysis and interpretation.
A series of statistical data processing methods related to clustering techniques will be
implemented for this purpose. Clustering analysis will be applied to signals from Global
Climate Models (GCMs) in order to create climate types, grouping the most similar signals
among them. The comparison between the clusters extracted from the models with those
from reanalysis products (pseudo-observations) allows to perform an evaluation of the
capacity of GCMs to accurately represent large-scale atmospheric circulation patterns.
This validation exercise is of paramount importance in climate science applications, such
as the application of downscaling techniques in climate change studies, where the choice
of the driving GCM has a great impact on the final results.
Keywords: climate signals, clustering techniques, Lamb Weather Types, Global Cli-
mate Models, reanalysis.
1
Introducción
En la actual era digital, el volumen de información y de datos se incrementa d́ıa a
d́ıa desde diferentes fuentes y servicios que han ido apareciendo en las últimas décadas.
El cada vez menos reciente concepto de Big Data hace referencia a este gran volumen
de datos, que aumenta en complejidad a la vez que lo hace la diversidad de las fuentes y
servicios que los generan. Las redes de sensores (como el novedoso IoT), las redes sociales o
los servicios Cloud son algunos ejemplos de servicios que producen gran cantidad de datos
y contribuyen a la expansión del Big Data (Fahad et al., 2014). Esta expansión conlleva
evidentes deficiencias que se convierten en los retos de hoy de las ciencias de la compu-
tación: necesidad de altas capacidades de almacenamiento; alta potencia computacional
en los equipos; gran volumen de operaciones anaĺıticas, de procesado y de recuperación de
los datos que resultan de alta complejidad y duración; etc. Resulta imprescindible idear
técnicas que permitan resumir y facilitar la manipulación de la información con el fin de
afrontar estos retos, y una de las formas existentes son las técnicas de agrupamiento (o
clustering analysis en inglés).
El clustering analysis es un conjunto de técnicas que trata de clasificar las observa-
ciones en un número determinado de grupos (llamados clusters) basándose en unas reglas
de similitud, de manera no supervisada. Su objetivo es definir los clusters de forma que
las observaciones dentro del cluster sean más parecidas entre ellas que a observaciones de
otros clusters (Anderberg, 1973; Cherkassky y Mulier, 1998). Las técnicas de clustering
han encontrado aplicabilidad en multitud de campos, como la ingenieŕıa, las ciencias de
computación, la medicina, las ciencias sociales y de la tierra e incluso la economı́a (Har-
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tigan, 1975; Everitt et al., 2011). La diversidad de aplicaciones del clustering hace ver
que éste ocupa una posición importante en la investigación cient́ıfica. Sin embargo, por la
misma razón, el término en śı puede cambiar ligeramente si se utiliza en una aplicación
u otra. Según Rui Xu y Wunsch (2005), un determinado algoritmo de clustering pensado
para resolver un problema concreto en una aplicación espećıfica asume ciertas hipótesis
en favor de la aplicación de interés, lo que da lugar a que existan múltitud de técnicas
de modelización de clusters donde este inevitable sesgo inicial afecta al rendimiento del
algoritmo.
En el ámbito de las telecomunicaciones, las técnicas de clustering suponen una solución
interesante para ciertos problemas de tratamiento de señales. Son utilizadas en aplicaciones
de detección de señales, donde se buscan patrones que puedan ser correspondientes a
información de la señal y otros correspondientes a ruido aleatorio (pattern recognition),
como en la implementación de Gu et al. (2008); o en aplicaciones de data mining donde se
clasifican las secuencias de datos recibidas en función de unas propiedades determinadas,
como en Aggarwal et al. (2003). Otro uso popular del clustering en Telecomunicaciones
está en el enrutamiento dentro de las Wireless Sensor Networks (WSNs). El enrutado
condicionado a clustering proporciona una serie de ventajas para las WSNs, como mayor
escalabilidad, agregación de datos, menor carga de datos, menor uso de recursos y enerǵıa,
mayor robustez, etc. (Liu, 2012).
El uso de las diferentes técnicas de clustering es también frecuente en ciencias de la
tierra, por ejemplo, en climatoloǵıa, debido a la recopilación exhaustiva que se realiza cada
d́ıa de datos meteorológicos en todo el mundo. Las técnicas de clustering son utilizadas
sobretodo para definir los tipos de circulación (Circulation Types, CTs) y tipos de tiempo
Weather Types, WTs). Los CTs y WTs proporcionan una clasificación de los patrones de
circulación atmosférica en el ámbito de la climatoloǵıa sinóptica. En otras palabras, se
clasifican los diferentes estados atmosféricos dados por la serie temporal de una o varias
variables meteorológicas en grupos o clusters (donde cada uno de ellos se correspondeŕıa
a un CT o WT) teniendo en cuenta su similitud. Más concretamente, los CTs hacen
referencia a clusters de variables climáticas como la presión atmosférica en superficie y
otras variables (geopotencial, humedad) en niveles altos de la atmósfera, y los WTs hacen
referencia a clusters de variables climáticas a nivel de superficie (p. ej.: precipitación,
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temperatura en superficie, etc.). Iniciativas internacionales previas (p. ej. Tveito et al.,
2016) han definido y detallado estos CTs y WTs en numerosas investigaciones desde 2005.
La aplicación de los tipos de circulación y de tiempo ha proporcionado nuevas per-
cepciones sobre las tendencias climatológicas y las proyecciones climáticas, contituyendo
aśı un método de análisis práctico y significativo en este ámbito. Por ejemplo, Littmann
(2000) utiliza los WTs/CTs para obtener una clasificación de la presión atmosférica sobre
el dominio del Mar Mediterráneo en 20 grupos o clusters. La secuencia diaria de ocurrencia
de estos clusters se usa para explicar la variación de la precipitación en esta región. Por
otro lado, Huth et al. (1993) analiza la climatoloǵıa a escala diaria en los meses de invierno
(Diciembre-Febrero) en Praga, obteniendo 44 tipos de tiempo en su análisis. Se utilizan
hasta 8 variables para caracterizar la climatoloǵıa en dicho estudio (como la temperatura
media diaria, humedad relativa, velocidad del viento, etc.), por lo que el volumen de datos
se escala por un factor de 8. En un estudio posterior, Huth et al. (2008) analiza la evo-
lución de estas técnicas en el marco de la Acción COST733 como una técnica de análisis
climatológica y presenta tres tipos de aplicaciones potenciales para los CTs y WTs: en el
análisis histórico de la climatoloǵıa, en el análisis de variaciones presentes del clima y en
la evaluación de Modelos Climáticos Globales (Global Climate Models o GCMs en inglés).
1.1. Información climática
1.1.1. Modelos Climáticos Globales
Los GCMs se desarrollan desde los años 60 (Manabe y Wetherald, 1967) y contituyen
una avanzada y compleja herramienta software para la simulación del clima global tanto
del pasado como del futuro. Dividen el globo terráqueo en una malla o grid tridimensional
de datos con una resolución horizontal de unos 200 Km y de 10 a 20 capas atmosféricas en
el eje vertical (Figura 1.1), por lo que la cantidad de volumen de datos que generan resulta
elevada. Estos modelos se ciñen a una serie de ecuaciones que representan la iteración de
los procesos f́ısicos de las diferentes componentes del sistema climático (atmósfera, océano,
criósfera y superficie terrestre). En 1995 comienza el Coupled Model Intercomparison Pro-
ject (CMIP), bajo la supervisión del Working Group on Coupled Modelling (WGCM), con
el fin de producir un dataset público constitúıdo por un conjunto de modelos con un for-
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mato estandarizado y que arroje información sobre las proyecciones de cambio climático.
Desde la creación de CMIP, han tenido lugar múltiples fases de este proyecto: p. ej. la fase
5 o CMIP5 (Taylor et al., 2012) y muy recientemente ha salido a la luz la fase 6 o CMIP6
(Eyring et al., 2016), cuyas simulaciones aún se encuentran en fase de publicación, aunque
ya existe una diversidad de modelos disponibles lo que ha permitido el desarrollo de este
estudio.
Figura 1.1: Representación de una división t́ıpica en malla del globo terráqueo utilizada en la reso-
lución numérica de un GCM. Fuente: NOAA, http:// celebrating200years.noaa.gov/ breakthroughs/
climate model/ AtmosphericModelSchematic.png
Todos los modelos incluidos en los proyectos CMIP5 y CMIP6 contienen, por un lado,
simulaciones de variables climáticas desde 1850 hasta 2005 en el caso de CMIP5 y hasta
2014 en el caso de CMIP6 (lo que se conoce como escenario histórico) y, a continuación,
se extienden durante todo el siglo XXI (lo que se conoce como proyecciones climáticas
futuras). Hablando de las simulaciones históricas, se usan habitualmente para evaluar los
modelos, evaluar su capacidad de representar procesos y caracteŕısticas del clima. Estas
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simulaciones tienen en cuenta condiciones variables (consistentes con las observaciones
reales) que incluyen influencia de actividad humana sobre el medio ambiente, actividad
volcánica y la actividad solar; y proporcionan las condiciones iniciales para los experi-
mentos de escenarios futuros. El informe más reciente del Panel Intergubernamental del
Cambio Climático (IPCC, 2014) (5th Assessment Report, AR5) se basa en los resultados
de CMIP5 y el próximo informe (AR6), que se publicará en 2022, se basará en CMIP6.
El IPCC es el órgano internacional de referencia en la evaluación del cambio climático,
fundado por el United Nations Environment Programme (UNEP) y el World Meteorolo-
gical Organization (WMO) en 1988 para este fin. En su quinto informe (AR5), se definen
un conjunto de escenarios caracterizados por diferentes cantidades de gases de efecto in-
vernadero, variaciones en la concentración de aerosoles y suponiendo distintos cambios
socio-económicos y demográficos. De esta forma, se da lugar a cuatro diferentes escenarios
de cambio climático, los cuales son simulados por los GCMs y son derivados de forzar las
condiciones iniciales dependientes de estos múltiples factores. Estos escenarios se denomi-
nan Representative Concentration Pathways (RCP) y dependen del forzamiento radiativo
en el año 2100 con respecto al periodo preindustrial: RCP 2.6, RCP 4.5, RCP 6.0 and
RCP 8.5. Cada uno de estos escenarios hace referencia a una existencia de menor a mayor,
respectivamente, concentración de aerosoles, gases de efecto invernadero, etc., donde el
escenario RCP 2.6 seŕıa el más optimista y el RCP 8.5 el más pesimista.
1.1.2. Regionalización del clima
A pesar de la importancia de representar el sistema climático de forma global por parte
de los GCMs, existen limitaciones en los mismos, como por ejemplo su resolución hori-
zontal demasiado grosera (cientos de kilómetros) que impiden su aplicación a escala local.
Con el fin de solucionar este problema, se han desarrollado técnicas de regionalización
(downscaling en inglés) de dos tipos: dinámicas y estad́ısticas. Los métodos de regiona-
lización dinámica se basan en los Modelos Climáticos Regionales (RCMs, Giorgi (2006);
Feser et al. (2011)), que simulan las caracteŕısticas f́ısicas del clima, definidas por las con-
diciones iniciales y de frontera de los GCMs, con mayor resolución sobre un área concreta
(Figura 1.2). Sin embargo, el resultado de estos RCMs contiene importantes sesgos re-
gionales heredados de los GCMs de referencia y que, a d́ıa de hoy, no existe un método
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que los corrija completamente (Christensen et al., 2008; Maraun, 2012). Por otra parte,
las técnicas de regionalización estad́ıstica se basan en modelos estad́ısticos emṕıricos que
relacionan las variables de gran escala o predictores (p.ej. presión a nivel del mar), con
las variables en superficie medidas a escala local (p.ej. precipitación), que se convierten
en la variable dependiente del modelo (ver, por ejemplo, Benestad et al., 2008). Ambas
familias de técnicas se apoyan en gran medida en la circulación atmóferica dada por los
GCMs, que proporcionan las condiciones iniciales y de frontera (regionalización dinámi-
ca) y los predictores (regionalización estad́ıstica) para generar proyecciones climáticas. El
Coordinated Regional Downscaling Experiment (CORDEX, Giorgi et al. (2009); Jones
et al. (2011) supone hoy en d́ıa el grupo de trabajo más amplio en cuanto a experimen-
tos de interacción GCM-RCM. Es un proyecto del World Climate Research Programme
(WRCP) y su objetivo es proporcionar proyecciones de regionalización en todo el mundo.
La sección de EURO-CORDEX se encarga de obtener las proyecciones regionales en el
continente europeo.
Figura 1.2: Representación del aumento de la resolución de la malla de un Modelo Climático
Regional (RCMs). Fuente: WMO, https:// www.wmo.int/ pages/ themes/ climate/ climate models.
php
1.1.3. Reanálisis
En otro orden de cosas, los reanálisis son modelos que asimilan datos de observaciones
reales para simular la circulación atmosférica global para periodos de tiempo pasados, con
el fin de aliviar la escasez de observaciones de ciertas variables atmosféricas en grandes
zonas del globo. Por esto, son comúnmente referidos como pseudo-observaciones en el
ámbito de la climatoloǵıa. Pueden extenderse hasta varias décadas atrás en el tiempo, para
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lo que asimilan observaciones de estaciones a nivel de superficie, de barcos, boyas, aeronaves
y satélites. Proporcionan datos de carácter multivariable, f́ısicamente coherentes entre śı, y
dif́ıcilmente medibles por otros medios con la resolución temporal y espacial necesarias. El
principal objetivo de este tipo de datos es producir un registro homogéneo de la evolución
atmosférica pasada, libre de otras señales no climáticas espurias introducidas por cambios
en la formulación del modelo, el sistema de asimilación, etc. Sin embargo, cambios en el
sistema de observación y la presencia de sesgos temporales y espaciales en los modelos
y las observaciones afectan inevitablemente a la representación de las señales climáticas
entre los diferentes reanálisis existentes. En otras palabras, pueden existir diferencias entre
un reanálisis y otro en ciertas regiones y periodos de tiempo (Brands et al., 2013). En este
trabajo, los reanálisis sirven como referencia pseudo-observacional para evaluar GCMs, de
forma que cuanto más fielmente reproduzca el modelo las situaciones atmosféricas a escala
sinóptica del reanálisis, mejor será el modelo.
1.2. Herramientas de software. El entorno climate4R
Por lo tanto, los estudios de impactos del clima, de forma general requieren la uti-
lización de diferentes tipos de datos climáticos (por ejemplo, observaciones, reanálisis,
proyecciones de cambio climático), que deben ser obtenidos de diferentes fuentes, requi-
riendo un importante esfuerzo para su acceso, armonización y post-proceso por parte del
usuario (por ejemplo, corrección de sesgos, geo-localización, ajuste temporal de las series
etc.), las cuales son tareas propensas a errores que consumen mucho tiempo y requieren el
desarrollo de código espećıfico aśı como el uso de diferentes programas especializados, que
involucran la utilización de herramientas diversas de software en cada etapa del flujo de
trabajo, lo que a menudo dificulta la reproducibilidad y la comparabilidad de resultados.
Recientemente, climate4R1 (Iturbide et al., 2019), desarrollado por el Grupo de Me-
teoroloǵıa de la Universidad de Cantabria, se ha erigido como un entorno de trabajo de
creciente utilización basado en lenguaje R (R Core Team, 2020), orientado a servicios
climáticos, que busca aglutinar bajo un mismo paraguas los diferentes procedimientos
necesarios en estudios de clima, desde el acceso a los datos hasta su procesamiento y
1https://github.com/SantanderMetGroup/climate4R
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visualización, pensando en las necesidades de un amplio abanico de usuarios de datos
climáticos.
Climate4R implementa un modelo común de datos compatible con dos tipos de es-
tructuras de datos climáticos básicas: en malla (o grid-boxes en inglés) y en estaciones
meteorológicas o localizaciones puntuales. Todos los datasets o grids de observaciones,
reanálisis, predicción estacional o proyecciones climáticas (a los cuales se puede tener ac-
ceso a través de climate4R) siguen una estructura de metadato compatible propia. Aśı,
climate4R supone una herramienta de tratamiento de señales climáticas potente al con-
tener cerca de 100 funciones software repartidas en 4 paquetes centrales: loadeR (Cofiño
et al., 2018; Iturbide et al., 2019), que contiene principalmente funciones de acceso a datos
climáticos; transformeR (Iturbide et al., 2019), que se centra en la transformación, ma-
nipulación y conversión de datos, entre otras funcionalidades; downscaleR (Bedia et al.,
2020), que pone el foco en funciones que ejecutan técnicas de regionalización y corrección
de sesgos; y visualizeR (Fŕıas et al., 2018), para la visualización de datos climáticos.
Además, existen diversos paquetes adicionales completamente integrados con climate4R
para tareas en sectores de estudio más espećıficos, tales como la modelización de distri-
buciones de especies en estudios de ecoloǵıa (Iturbide et al., 2018), el cálculo de ı́ndices
climáticos para el análisis de seqúıas o riesgo de incendios (p.ej. Bedia et al., 2018), aśı
como un módulo especial para el registro del metadato asociado a productos climáticos
(Bedia et al., 2019). La estructura del entorno climate4R se esquematiza en la Figura 1.3.
Para este Trabajo Fin de Máster se han implementado una serie de herramientas
software en lenguaje de programación estad́ıstico R que han servido además como contri-
bución al conjunto de paquetes climate4R, extendiendo aśı sus funcionalidades al análisis
de clustering.
1.3. Objetivos
El objetivo principal del trabajo es realizar un análisis estad́ıstico de señales climáticas
que sirva para evaluar la capacidad de los GCMs de reproducir la circulación atmosférica
en el periodo histórico, analizando las variaciones de los CTs y WTs respecto a los obteni-
dos de reanálisis o pseudo-observaciones. Para conseguir este objetivo, se ponen en práctica
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Figura 1.3: Vista esquemática del entorno de trabajo climate4R, que consta de tres capas: (a)
Servicio de Datos climáticos basados en NetCDF-Java y THREDDS para cargar datos locales o
remotos, y también conjuntos de datos del servicio de datos climáticos del Grupo de Meteoroloǵıa
de Santander (User Data Gateway, UDG); (b) Núcleo de paquetes básicos de R para acceso a
datos y posproceso, formado por cuatro paquetes principales para la carga de datos, transforma-
ción, regionalización, ajuste de sesgos y visualización. Estos paquetes centrales son la base de otros
paquetes espećıficos orientados a estudios de impacto sectoriales, que extienden aśı las funcionali-
dades de climate4R a aplicaciones concretas. (c) Paquetes externos, conectados mediante fuciones
adaptadas al modelo de datos de climate4R. (d) Paquetes climáticos adicionales que otorgan fun-
cionalidad extendida, incluyendo registro de metadato (“provenance”) y control y transformación
de unidades (basado en el software UDUNITS). Las flechas indican los posibles flujos de datos
y el sombreado azul destaca los desarrollos internos. Todos los componentes se distribuyen bajo
Licencia Pública General GNU. Los logotipos de THREDDS, NetCDF-Java y UDUNITS son cor-
teśıa de UCAR / Unidata. El logo R es c©2016 The R Foundation. El icono RDF utilizado por
METACLIP es c©1994-2006 W3C. La figura ha sido tomada del repositorio oficial de climate4R
en https:// github.com/ SantanderMetGroup/ climate4R
dos aplicaciones de la utilización de técnicas de clustering en climatoloǵıa. La primera es
la obtención de CTs y WTs para una señal de un periodo histórico y la realización de un
análisis climático de los mismos; y la segunda es la evaluación de los modelos o GCMs
basándose en la comparación de clusters de modelos y reanálisis. Esta validación de los
modelos es importante de cara a confiar en sus proyecciones o simulaciones del periodo
futuro. Existen estudios previos que exploran esta aplicación de evaluación de los GCMs
(Perez et al., 2014; Belda et al., 2015; Ahmadalipour et al., 2017; Otero et al., 2018; Can-
non, 2020) donde la variedad de técnicas de clustering utilizadas es extensa. Sin embargo,
a diferencia de los anteriores estudios, en este Trabajo de Fin de Máster se presenta un
análisis más detallado a escala continental Europea, considerando un conjunto de modelos
10 1. INTRODUCCIÓN
de última generación, como paso previo al desarrollo de experimentos de regionalización
que se encuentran actualmente en fase de diseño experimental (la nueva generación de
EURO-CORDEX).
Este Trabajo de Fin de Máster se ha desarrollado en el Grupo de Meteoroloǵıa de
la Universidad de Cantabria (www.meteo.unican.es). La contribución de este trabajo a
climate4R se basa en la implementación de funciones utilizadas para automatizar el tra-
tamiento de series temporales climáticas aplicando técnicas de segmentación (clustering) y
clasificación de situaciones meteorológicas, que constituyen la metodoloǵıa de este trabajo.
Este trabajo se enmarca dentro del proyecto INDECIS, aunque también tiene relevancia
dentro de las actividades del proyecto AfriCultuRes. INDECIS (Integrated approach for
the development across Europe of user oriented climate indicators for GFCS high-priority
sectors, http://www.indecis.eu), centra su investigación principalmente en la creación de
indicadores climáticos (́ındices de circulación, de impacto, de teleconexión, etc.) sobre la
región europea, que ayuden a terceros en sectores como la agricultura, la reducción de los
riesgos de desastre, la enerǵıa, la salud, el agua y el turismo. En concreto, el trabajo de este
Trabajo de Fin de Máster contribuye al Work Package 5 (WP5), que se centra en la relación
de los ı́ndices con la circulación atmosférica y su evolución temporal. Para INDECIS, el
desarrollo de clasificaciones de situaciones atmosféricas para el cálculo de ı́ndices y patrones
de circulación es de gran relevancia. Encontrar relaciones entre la circulación atmosférica
y los impactos locales (cuantificados mediante ı́ndices de impactos) permitiŕıa mejorar
la monitorización y predicción de dichos impactos. El proyecto AfriCultuRes Enhancing
Food Security in AFRIcan AgriCULTUral Systems with the Support of REmote Sensing
(http://www.africultures.eu), dentro del programa europeo Horizonte 2020, tiene como
objetivo diseñar, implementar y probar un sistema de monitorización agŕıcola y de alertas
que pueda dar soporte en la toma de decisiones en cuanto a seguridad alimentaria, por lo
que también se beneficia de los resultados de este trabajo.
La organización del Trabajo de Fin de Máster es la siguiente. En el caṕıtulo 2 se
define la metodoloǵıa de clasificación de situaciones atmosféricas a seguir en los caṕıtulos
siguientes. En el caṕıtulo 3, se obtienen los patrones de circulación (CTs y WTs) para un
conjunto de GCMs y se procede a la evaluación de los mismos frente a datos de reanálisis.
Finalmente, en el caṕıtulo 4 se exponen las conclusiones y el trabajo futuro.
2
Métodos de clustering: descripción e
implementación
Existe una gran variedad de tipos de técnicas de clustering las cuales se clasifican
teniendo en cuenta multitud de criterios más allá del dominio o campo de aplicación.
Por ejemplo, una forma general de clasificar las técnicas de agrupamiento en dos familias
es teniendo en cuenta la naturaleza de sus reglas de “similitud”. Aśı, se clasifican las
técnicas de agrupamiento en objetivas o subjetivas. Las técnicas objetivas se caracterizan
en que sólo se basan en los propios datos para definir las normas que generan los clusters.
Al contrario, las técnicas subjetivas se valen de conocimiento técnico espećıfico sobre la
aplicación concreta para establecer las normas de clasificación de los datos.
Otra forma general de clasificar las técnicas de agrupamiento es en técnicas de apren-
dizaje supervisado y no-supervisado. En el aprendizaje no-supervisado se intenta descubrir
una estructura subyacente en los datos. Suelen ser procesos iterativos donde la estructura
de clusters que se intenta descubrir va cambiando en el proceso. En el aprendizaje super-
visado esta estructura ya es conocida a priori, es decir, se dan unas estructura de clusters
desde el inicio que permite clasificar los nuevos individuos en alguno de los subgrupos
existentes. Una conocida clasificación de las técnicas aprendizaje no-supervisado se esta-
blece en base a su carácter jerárquico o particional, según las caracteŕısticas del algoritmo
seguido para contruir los clusters.
En este trabajo, se van a describir cuatro técnicas de agrupamiento populares en el
campo de la climatoloǵıa sinóptica, que son representativas de los tipos de familias de
algoritmos objetivos y subjetivos, no-supervisados y jerárquicas o particionales: K-medias
11
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(Hastie et al., 2001), jerárquico (Gordon, 1987), mapas auto-organizativos (Kohonen, 1982)
y el método de Lamb (Lamb, 1972).
Se han implementado estas cuatro técnicas de clustering utilizando el lenguaje de
programación estad́ıstico de software libre R (R Core Team, 2020). La idea es automatizar
el tratamiento de los datos (series temporales climáticas) y la obtención de los resultados
gracias a una serie de herramientas software que ejecuten estos métodos y otras funciones
auxiliares.
2.1. Técnicas de agrupamiento objetivas
2.1.1. K-medias
El algoritmo K-medias (k-means en inglés) (Hastie et al., 2001) pertenece a la fa-
milia de las técnicas de agrupamiento no-supervisado y de carácter particional, basada
en centroides (“promedio de los elementos que componen cada grupo”). En el algoritmo
K-medias conocemos de antemano el número de grupos que queremos obtener.
El objetivo del algoritmo K-medias es obtener un número de K grupos o clusters,
dando previamente el número de grupos que queremos generar. Los grupos C1,... ,CK
contienen los ı́ndices de las observaciones pertenecientes a cada cluster. La idea detrás de
K-medias es que un agrupamiento es bueno cuando la variabilidad intra-grupos W (Ck)
es lo más pequeña posible. Por otra parte, la variabilidad entre-grupos es una medida de
cuánto difieren las observaciones pertenecientes a un grupo de las de otro. Con la ecuación
2.1 se representa el problema que K-medias resuelve:
minimize
C1, . . . , Ck
{
K∑
k=1
W (Ck)
}
(2.1)
Dicho de otro modo, la ecuación 2.1 indica que queremos dividir las observaciones en
K grupos (clusters) de modo que se minimice la suma total de la variabilidad en cada
cluster. Para resolver 2.1, debemos definir una medida de dicha variabilidad. La métrica
más comúnmente utilizada es el cuadrado de la distancia Eucĺıdea. Es decir, definimos la
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siguiente métrica de variabilidad intra-grupo:
W (Ck) =
1
|Ck|
∑
i∈Ck
∑
i′∈Ck
d(xi, xi′), (2.2)
donde |Ck| denota el número de observaciones en el cluster ‘k-ésimo’. Por tanto, la
variabilidad intra-cluster es la suma de todas las distancias Eucĺıdeas entre todos los
pares de observaciones d(xi, xi′) dentro de ese cluster, dividido por el número total de
observaciones dentro de ese cluster. La combinación de las ecuaciones (2.1) y (2.2) enuncia
el problema de optimización que debe resolver el algoritmo K-medias:
minimize
C1, . . . , Ck

K∑
k=1
1
|Ck|
∑
i∈Ck
∑
i′∈Ck
d(xi, xi′)
 (2.3)
Este algoritmo se caracteriza por tener una inicialización aleatoria del proceso de ob-
tención de los clusters. Esto implica que si se ejecuta el algoritmo repetidas veces, se
obtendrán resultados diferentes en cada realización.
El mecanismo con el que opera K-medias para agrupar todas las observaciones satisface
dos propiedades: Todas las observaciones están asignadas a un cluster; y dichos clusters
nunca se solapan, es decir, ninguna observación puede pertencer a más de un cluster.
Las principales ventajas que presenta esta técnica son su sencillez y su rapidez en la
obtención de un resultado. Además, la representación de la solución con centroides pro-
porciona una interpretación gráfica y estad́ıstica inmediata de la misma. Por otro lado, el
inconveniente más importante del algoritmo K-medias es la propia necesidad de determi-
nar a priori el número de clases, K, que se va a obtener, ya que puede no conocerse el
número óptimo de clases con anterioridad. En Gutiérrez et al. (2004b) y Bermejo y Ancell
(2009) se aplica el algoritmo K-medias en climatoloǵıa.
2.1.2. Jerárquico
Las técnicas de agrupamiento jerárquico se corresponden con algoritmos iterativos
que pueden ser de dos tipos: técnicas aglomerativas, que proceden uniendo individuos
o pequeños clusters sucesivamente; y técnicas divisivas, que dividen grandes clusters en
subgrupos cada vez más pequeños (Gutiérrez et al., 2004a).
14 2. MÉTODOS DE CLUSTERING: DESCRIPCIÓN E IMPLEMENTACIÓN
A diferencia de K-medias, en este tipo de técnicas de agrupamiento no se requiere de
antemano el número de grupos o clusters. En este caso se obtiene un diagrama con estruc-
tura de árbol, denominado “dendrograma”, que permite visualizar en un solo diagrama el
agrupamiento obtenido para cada número posible de grupos, desde 1 hasta n, siendo n el
número total de observaciones (Gordon, 1987).
Para el tipo de clustering jerárquico conocido como “aglomerativo” o “de abajo hacia
arriba” (en referencia al hecho de que normalmente se representa como un árbol boca-
abajo), se comienza a elaborar por las hojas y va combinando clusters para formar ramas
de forma progresiva hasta llegar a un tronco común. En otras palabras, para cada paso se
unen los individuos o clusters que estén más cerca entre śı. Existen varios tipos de métodos
diferentes para esta técnica de agrupamiento: Single linkage (Sneath, 1957), Complete
linkage (Sorensen, 1948) o Centroid linkage (Sokal, 1958), entre otros. La diferencia entre
estos métodos reside en la forma de cómo se define el concepto de diferencia (o semejanza)
entre los individuos y los clusters. Para Single linkage, la distancia entre clusters se entiende
como la distancia más pequeña entre dos observaciones, una de un cluster y otra de un
clusters diferente; en Complete linkage se tiene en cuenta la distancia más grande entre
dos observaciones de dos clusters distintos; y en Centroid linkage se toma como distancia
la media de todos los pares de observaciones.
En cuanto al tipo de agrupamiento jerárquico conocido como divisivo, se comienza con
una única clase o cluster que contiene las n observaciones y en cada paso del algoritmo se
divide el cluster existente en dos. Son varios los algoritmos que buscan esta división global
de forma óptima, sin embargo, son bastante costosos y complicados computacionalmen-
te. Esto supone la principal desventaja del tipo de técnicas divisivas con respecto a las
aglomerativas, lo que las hace menos populares.
Para más información sobre ambos tipos de agrupamiento jerárquico se recomienda
consultar Anderberg (1973); Gordon (1987) o Everitt et al. (2011). Además, en Kalkstein
et al. (1987) se exploran las aplicaciones de los métodos jerárquicos aglomerativos en la
clasificación climatológica sinóptica.
2.1. TÉCNICAS DE AGRUPAMIENTO OBJETIVAS 15
2.1.3. Mapas auto-organizativos (SOM)
El algoritmo de los mapas auto-organizativos o SOM (Self-Organized Maps en inglés)
(Kohonen, 1982) es uno de los método de aprendizaje no supervisado más utilizado. En
SOM no se conocen las clases o clusters a priori para luego asignar individuos a un cluster
u otro, sino que se crea una “red” bidimensional de clusters siguiendo un conjunto de
reglas internas en un proceso iterativo. Everitt et al. (2011) señalan que el procedimiento
de SOM es comparable con el de otras técnicas de agrupamiento más convencionales, como
K-medias, pero con una caracteŕıstica añadida importante: los centroides que forman la
red bidimensional son forzados a reorganizarse en cada iteración, siguiendo una segunda
regla de similitud.
La red regular 2D generada por SOM está formada por un número arbitrario de clases
k = s× t. El vector pm = (i, j) representa la posición de la clase m sobre la red 2D, donde
1 ≤ i ≤ s, 1 ≤ j ≤ t. De forma similar a K-medias, cada una de las clases tiene asociado
un vector de pesos, que representa la posición del centroide de la clase sobre el espacio de
observaciones. Otra similitud con el algoritmo K-medias es que los vectores de la SOM se
inicializan de manera aleatoria. El objetivo de SOM es adaptar iterativamente los vectores
de pesos, para que el centroide final represente al conjunto de datos de la clase, es decir,
los que están más cerca de ese centroide.
Lo que diferencia a SOM de otros algoritmos es que, en el resultado final, las clases
o clusters más cercanos entre śı en el espacio 2D son también las que más se parecen
en el espacio de los datos, mientras que las clases más alejadas en la red 2D son las
que menos se parecen en el espacio de los datos. Esto supone una de las principales
ventajas de SOM. Que la red 2D de clusters esté organizada facilita más el manejo de la
clasificación final al conformar una representación visual del espacio de los datos, lo que
hace a SOM una técnica competitiva especialmente indicada para trabajar en espacios de
alta dimensionalidad.
Ripley (1996) hace referencia a este método dentro de su investigación sobre aplica-
ciones de técnicas de redes neuronales y lo incluye en dicho contexto a pesar de ser un
método de aprendizaje no supervisado, en contraposición con otros métodos más conven-
cionales de redes neuronales. Estudios como el de Cavazos (1997), Hewitson y Crane (2002)
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o Gutiérrez et al. (2005) exploran la aplicación de SOM en el campo de la climatoloǵıa
sinóptica, utilizándose esta técnica para la obtención de CTs y WTs.
2.2. Técnicas de agrupamiento subjetivas: Tipos de tiempo de Lamb
Las técnicas de agrupamiento presentadas hasta ahora tienen en común que son méto-
dos de aprendizaje objetivos, donde la clasificación en clusters tiene una componente
aleatoria o estocástica. La clasificación en tipos de tiempo de Lamb (Lamb Weather types
en inglés, LWTs) es un método subjetivo de clustering y se basa en reglas que derivan de
un conocimiento técnico experto y espećıfico de meteoroloǵıa (Lamb, 1972). Como método
de clustering espećıfico para ser usado en climatoloǵıa, su objetivo es sintetizar una serie
de situaciones meteorológicas diarias en clases o clusters de circulación sinóptica. Estos
LWTs suponen uno de los métodos de clustering más populares en climatoloǵıa para la
obtención de CTs y WTs debido a que sus fundamentos se establecen sobre una interpre-
tación f́ısica determinista y bien definida de la atmósfera. El uso de LWTs frente a CTs
obtenidos con otros métodos de clustering supone una ventaja para los objetivos de este
trabajo. La interpretación de los resultados obtenidos aqúı tendrá como trasfondo unas
condiciones meteorológicas reales, eliminando aśı la incertidumbre inherente al uso de al-
goritmos estocásticos de agrupamiento, cuyo comportamiento depende de sus condiciones
de inicialización.
De acuerdo con otros estudios que utilizan LWTs (Trigo y DaCamara, 2000; Brands
et al., 2014; Ramos et al., 2014; Pereira et al., 2018), se clasifican todos los d́ıas de la serie
temporal en 26 clases diferentes, donde cada una se corresponde con un tipo de circulación
atmosférica o CT. A continuación se describe el modo en el que se obtienen los 26 LWTs. En
primer lugar, se toma una malla de 16 localizaciones centrada bien en las Islas Británicas
como en su definición original (Jones et al., 1993) (55◦N, 5◦W), o bien en la Peńınsula
Ibérica sobre Portugal (Trigo y DaCamara, 2000) (40◦N, 10◦W) o sobre España (Brands
et al., 2014) (40◦N, 5◦W) o bien sobre los páıses nórdicos (Chen, 2000) (60◦N, 15◦E).
Entre los puntos de la malla adyacentes existe una separación de 5◦ de latitud y 10◦ de
longitud (Jenkinson y Collison, 1977). A diferencia de las otras técnicas de clustering, con
las que se pueden crear clusters aplicando distintas variables al mismo tiempo, LWTs exige
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usar únicamente valores de presión atmosférica en superficie (Sea Level Pressure, SLP).
Con estos datos se calculan 6 parámetros relacionados con las caracteŕısticas del flujo
del viento: flujo meridional, flujo occidental, flujo total, vorticidad de corte meridional,
vorticidad de corte occidental y vorticidad de corte total. En función de sus valores, el
SLP diario se clasifica en un tipo de tiempo determinado. Los 26 LWTs se denominan de
la siguiente forma: se definen 10 clases “puras”, denominadas por los 8 puntos cardinales
(NE, E, SE, S, SW, W, NW, N) más un tipo Ciclónico y otro Anticiclónico (C y A); y se
definen 16 clases “h́ıbridas”, 8 para C y otros 8 para A (ver Jones et al. (2013) para más
detalles sobre esta definición).
2.3. Contribución a climate4R
2.3.1. Implementación de los métodos
Parte de la contribución de este Trabajo de Fin de Máster es la implementación de los
métodos de clustering descritos en la sección 2.1 y 2.2 dentro del software de tratamiento
de datos climáticos climate4R. De entre las funciones implementadas en este trabajo,
destaca la función denominada clusterGrid, que supone el núcleo de la aplicación de
las diferentes técnicas de clustering dentro de climate4R y se incluye dentro de paquete
transformeR. Esta función es un wrapper de otras funciones en R que implementan los
algoritmos K-medias, jerárquico y SOM y de una implementación propia de Lamb WTs.
Para el caso de K-medias y jerárquico se utilizan las funciones kmeans y hclust del paquete
stats (v3.6.3, R Core Team, 2020). Para SOM, se usa la función somgrid disponible en
el paquete Kohonen(v3.0, Wehrens y Kruisselbrink, 2018). Para Lamb, se crea un script
propio dentro de transformeR siguiendo el procedimiento descrito en Jones et al. (2013). El
input principal de clusterGrid es un grid de formato climate4R, el cual puede contener
una o varias variables climáticas (multigrid) e incluso varias realizaciones o miembros de
un conjunto o ensemble de modelos. De entre las operaciones de pre-procesado (antes de
ejecutar el clustering) destaca el “escalado” de las variables, operado internamente por la
función scaleGrid, con el objetivo de estandarizar las variables y ser elegibles para crear
clusters; y la extracción de los puntos que forman la malla de datos necesaria en Lamb
(Sección 2.2) a partir de la cual se obtiene la clasificación. Se muestran ejemplos de la
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aplicación de estos métodos en la Sección 2.3.2.
Además de crear clusters de un determinado dataset escogiendo un algoritmo determi-
nado, clusterGrid tiene una segunda funcionalidad, predecir o proyectar tipos de tiempo
para un nuevo grid a través del argumento newdata en base a una clasificación previa con
otros datos de entrenamiento. Con esta funcionalidad se pretende cumplir con el objetivo
de proyectar tipos de tiempo para datos meteorológicos de un periodo de tiempo dife-
rente permitiendo la aplicación de clusterGrid en el contexto de predicción estacional
y proyecciones de cambio climático. Para esto es necesario haber ejecutado primeramen-
te un análisis de clustering para unos datos de referencia o entrenamiento. La salida de
clusterGrid será un nuevo grid que contendrá información sobre los tipos de tiempo de
“entrenamiento” obtenidos en un atributo llamado wt.index, que se usarán para asignar,
por similitud, un cluster a cada elemento de newdata. De esta forma, es posible crear grupos
o clusters a través de otra clasificación de referencia, lo cual tiene aplicación en la proyec-
ción o predicción de tipos de tiempo. Para más detalles sobre la función clusterGrid, ver
https://github.com/SantanderMetGroup/transformeR/wiki/Clustering.
2.3.2. Ejemplos de aplicación de los métodos
A continuación, se proporciona un ejemplo de análisis de tipos de circulación y de
tiempo a través de la función clusterGrid, demostrando el potencial de esta función
software como herramienta de procesado de señales climáticas en el ámbito de la cli-
matoloǵıa sinóptica. Se utiliza presión atmosférica a nivel del mar del reanálisis Natio-
nal Centers for Environmental Prediction / National Center for Atmospheric Research
(NCEP-NCAR) (en adelante NNRP, Kalnay et al., 1996) sobre el dominio espacial de la
Peńınsula Ibérica (PI) en los años 1983-2002 como conjunto de datos para obtener 10 CTs
(o clusters) aplicando las técnicas de agrupamiento K-medias, Jerárquico y SOM. Para
más detalles sobre el procedimiento seguido y el código utilizado en estos ejemplos, ver
https://github.com/SantanderMetGroup/transformeR/wiki/Clustering-Algorithms.
En la Figura 2.1 se observan los clusters obtenidos del conjunto de datos de NNRP
tras aplicar el algoritmo K-medias. Cada uno de los sub-paneles representa uno de los
10 centroides resultantes. Se observan clusters con muestras de altas presiones en todo el
dominio (predominan los colores rojo y naranja) y otros donde predominan las presiones
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Figura 2.1: Representación de 10 Tipos de Circulación obtenidos aplicando el algoritmo K-medias
a partir de datos de SLP del reanálisis NNRP de los meses de invierno en los años 1983-2002
bajas (clusters 9 y 10). Otros clusters, por ejemplo, muestran presiones bajas solo en el
norte de la PI (cluster 2 y 8) o al este de la PI (cluster 3). En el caso de aplicar el algoritmo
de agrupamiento jerárquico (Figura 2.2), se obtiene que la clasificación óptima por defecto
está formada por 5 clusters. Mientras se utilice el algoritmo jerárquico, si el número de
clusters no se proporciona (como en el ejemplo), éstos se establecen automáticamente y
el dendograma se corta cuando la diferencia de altura entre dos clusters consecutivos (or-
denadas en orden ascendente) es mayor que el rango intercuart́ılico del vector de alturas
del dendograma (ver panel derecho de la Figura 2.2). A grandes rasgos, los clusters obte-
nidos concuerdan con la clasificación basada en K-medias. En el cluster 2 en la Figura 2.2
predominan las presiones altas y en el cluster 5 las presiones bajas, como en el cluster 1
y 10, respectivamente, de la Figura 2.1. Al centrarse en la Figura 2.3, que muestra los 10
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Figura 2.2: Representación de 5 Tipos de Circulación (izquierda) y dendograma (derecha) obte-
nidos aplicando el algoritmo jerárquico a partir de datos de SLP del reanálisis NNRP de los meses
de invierno en los años 1983-2002. En el dendograma se muestran con diferentes colores los datos
pertenecientes a diferentes clusters.
clusters obtenidos con SOM para el subconjunto de NNRP, se observa que los centroides
son muy similares a los obtenidos con K-medias (Figura 2.1), pero ordenados en el espa-
cio. En otras palabras, en SOM, para cada cluster n, los clusters n+1 y n-1 son los que
maximizan la similitud con n.
Los Tipos de Tiempo de Lamb se representan en la Figura 2.4. En este caso, se utiliza el
reanálisis ERA-Interim (Dee et al., 2011) sobre Europa en los años 1981-2010 para calcular
Tipos de tiempo de Lamb, como en el caso de estudio del caṕıtulo 3. El uso de un dominio
espacial diferente es necesario debido a las condiciones iniciales del algoritmo, que necesita
tener las 16 localizaciones definidas en la Sección 2.2 como entrada. Las localizaciones se
centran sobre las Islas Británicas. Los LWTs proporcionan resultados más interpretables
desde el punto de vista climático que el resto de técnicas mencionadas, lo cual supone la
principal ventaja del algoritmo. Además de que la propia técnica se basa en conocimiento
técnico experto y bien definido sobre la atmósfera, en la Figura 2.4 se observan patrones
de presión atmosférica sobre las Islas Británicas, representados por los centroides de los
LWTs, y que están en relacionados con el nombre del propio cluster.
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Figura 2.3: Representación de 10 Tipos de Circulación obtenidos aplicando el algoritmo SOM a
partir de datos de SLP del reanálisis NNRP de los meses de invierno en los años 1983-2002
En la Figura 2.4 se muestran los 8 LWTs con mayor frecuencia de ocurrencia obtenidos
de ERA-Interim, suponiendo el 74 % de los d́ıas totales. De acuerdo con Trigo y DaCamara
(2000); Brands et al. (2014); Fealy y Mills (2018), los LWTs más frecuentes para esta región
son el Anticiclónico (A) y el Ciclónico (C), seguidos por tipos de flujo del Oeste (W, SW,
NW y AW) y los tipos Sur (S) y Norte (N).
Hasta aqúı se ha visto cómo la función clusterGrid supone una herramienta útil para
el análisis de tipos de tiempo (WTs). Desde el inicio de este trabajo, se presentaba el
objetivo de explorar más exhaustivamente las aplicaciones de análisis de WTs, en parti-
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cular, en el estudio de la climatoloǵıa sinóptica. A partir de ahora, se comienza un caso
de estudio de validación de Modelos Climáticos Globales o GCMs a partir de WTs. La
función clusterGrid es utilizada como principal herramienta de computo de los Tipos
de Tiempo, por lo que cobra especial importancia para el desarrollo de este trabajo. El
estudio se centra en analizar en profundidad los Tipos de Tiempo de Lamb, ya que propor-
cionan resultados más interpretables desde el punto de vista climático. Estos resultados
se describen en el caṕıtulo 3.
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Lamb WTs de ERA−Interim (1981−2010)
A: 20.35% C: 13.44%
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Figura 2.4: Representación de 8 Tipos de Circulación obtenidos aplicando el método de Lamb a
partir de datos de SLP del reanálisis ERA-Interim en los años 1981-2010 sobre Europa, centrando
las 16 localizaciones de inicio sobre las Islas Británicas. Los LWTs mostrados son los más frecuentes
dado el conjunto de datos, mostrando su nombre abreviado y la frecuencia del LWT en la parte
superior del mismo. La leyenda está centrada en el valor medio de presión atmosférica a nivel del
mar (101300Pa).

3
Caso de estudio: Evaluación de la circulación
atmosférica
La variabilidad estacional de los patrones a gran escala de presión atmosférica ejerce
una influencia directa sobre el clima regional europeo. Por ejemplo, el patrón de la Oscila-
ción del Atlántico Norte (NAO, Hurrell et al., 2003; Folland et al., 2009) y las situaciones
de bloqueo provocados por la persistencia de sistemas de altas presiones (Jury et al., 2019)
tienen influencia sobre los eventos de temperaturas extremas (Buehler et al., 2011; Ba-
rriopedro et al., 2011; Favà et al., 2015), precipitaciones intensas (Busuioc et al., 2001;
Casanueva et al., 2014; Sousa et al., 2017) o seqúıas (Bladé et al., 2011). Esto se debe a su
capacidad de alterar el flujo ciclónico predominante del oeste (Sillmann y Croci-Maspoli,
2009), que es el que fundamentalmente determina las condiciones climáticas del continen-
te europeo. La representación adecuada de la circulación atmosférica y de la variabilidad
de los sistemas de presiones es esencial para la reproducción apropiada de los principales
eventos climáticos regionales. Los actuales Modelos Climáticos Globales (GCMs) mues-
tran errores esenciales en esta representación (Vial y Osborn, 2012; Dawson et al., 2012;
Masato et al., 2013).
Los sesgos en la circulación atmosférica simulada por los modelos afectan la frecuencia y
duración de los eventos de bloqueo invernal del Atlántico y Europa (Vial y Osborn, 2012;
Anstey et al., 2013), que son subestimados sistemáticamente por los modelos globales,
en particular, por los modelos de CMIP5 (Taylor et al., 2012). La reproducción de las
trayectorias de las borrascas en el hemisferio norte ha mejorado en los modelos de CMIP5
con respecto a los modelos de versiones anteriores de CMIP (Zappa et al., 2013), pero
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todav́ıa se subestima la intensidad de los ciclones y permanecen sesgos en la localización
de los mismos (Chang et al., 2012; Colle et al., 2013). Del mismo modo, los modelos de
CMIP5 son capaces de reproducir los patrones climáticos del Mediterráneo oriental, aunque
de forma inexacta (Hochman et al., 2019). La reciente generación de modelos de CMIP6
(Eyring et al., 2016) muestra mejoras notables con respecto a CMIP5 en la reproducción
de la frecuencia y la persistencia de los tipos de circulación en todo el mundo (Cannon,
2020), aunque todav́ıa se necesitan análisis que se centren en evaluar adecuadamente las
implicaciones que esto puede tener en el contexto de la regionalización del clima (Addor
et al., 2016; Perez et al., 2014; Otero et al., 2018).
Las nuevas actividades de EURO-CORDEX (Jacob et al., 2014, 2020) se enmarcan en
la regionalización dinámica de los modelos de CMIP6. Para ello es necesario diseñar un
nuevo experimento que incluya una selección de los GCMs a regionalizar, ya que seŕıa de-
masiado costoso computacionalmente producir simulaciones para el conjunto de modelos
completo. La selección de GCMs para las actividades de regionalización es un proceso de
dos pasos (McSweeney et al., 2015): en primer lugar, se requiere que el modelo ofrezca
tendencias plausibles o razonables en variables de superficie, (como la temperatura y/o la
precipitación); y, en segundo lugar, conseguir abarcar la mayor variabilidad que ofreceŕıa
el conjunto de modelos completo. Simular adecuadamente sólo las variables en superfi-
cie es insuficiente y puede dar lugar a una selección poco óptima de GCMs. Por ello es
recomendable llevar a cabo una evaluación basada en procesos, considerando las varia-
bles climáticas sobre las que se apoya la posterior regionalización (Brands et al., 2013;
McSweeney et al., 2015; Addor et al., 2016).
A pesar de que se pueden mejorar los modelos a través de una corrección de los sesgos
en las variables de superficie (véase, por ejemplo, Dosio, 2016; Iturbide et al., 2020), resulta
problemático eludir los errores fundamentales del modelo, es decir, errores en los procesos a
gran escala (como la circulación atmosférica, seqúıas, trayectoria de borrascas, etc.) (Addor
et al., 2016; Maraun et al., 2017). Incluso cuando los métodos de corrección de sesgos
mejoran las simulaciones climáticas para aplicaciones concretas, en general, no solucionan
la baja calidad del modelo, pudiendo incluso ocultar la falta de credibilidad cuando se
aplican inadecuadamente las correcciones (Maraun et al., 2017), dando lugar a malas
decisiones en la selección de modelos. En definitiva, la selección del GCM de referencia
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tiene un gran efecto en la calidad de las simulaciones del RCM (como se demuestra, por
ejemplo, por Prein et al., 2019, en América del Norte), y en las simulaciones de proyecciones
climáticas (Turco et al., 2013). La elección del GCM es una cuestión de gran relevancia
en los experimentos de interacción GCM-RCM.
En este caso de estudio, se agrupan los patrones de circulación en Europa de la nueva
generación de GCMs de CMIP6, los de CMIP5 y los de varios reanálisis, siguiendo el
algoritmo de clasificación de tipos de tiempo de Lamb (LWT) (Lamb, 1972). Se evalúan,
en primer lugar, los patrones de todos los modelos de ambas generaciones comparándolos
con los obtenidos de los reanálisis y, en segundo lugar, se compara el resultado de los nuevos
modelos de CMIP6 con su homólogo de la generación anterior (CMIP5), para identificar
posibles mejoras. Nos centramos en Europa para abordar el problema de selección de GCMs
para aplicaciones de regionalización en el contexto de EURO-CORDEX. En particular,
nos proponemos 1) evaluar la posible mejora de los modelos de CMIP6 con respecto a
los de CMIP5, en lo que respecta a la reproducción de la frecuencia, la persistencia y la
probabilidad de transición entre los tipos de tiempo y 2) proporcionar una clasificación
cuantitativa de los modelos, con el fin de dar una solución al problema de selección de
modelos sobre Europa. Este trabajo actualiza trabajos anteriores sobre la habilidad de los
GCM para representar los tipos de circulación en esta región (Perez et al., 2014; Otero
et al., 2018) e introduce las probabilidades de transición de un tipo de tiempo a otro como
un método de cuantificación del comportamiento adecuado de los modelos.
3.1. Datos
Aplicamos la técnica de agrupamiento LWT para clasificar patrones de presión diaria
atmosférica media a nivel del mar de un conjunto de GCMs correspondientes a los experi-
mentos históricos de CMIP y a los reanálisis (como referencia pseudo-observacional). Para
todos los datasets, consideramos el peŕıodo de 30 años 1981-2010, siguiendo las directri-
ces de la World Meteorological Organization, WMO, sobre el cálculo de las distribuciones
climáticas (WMO, 2017). Este peŕıodo contiene una muestra de unos 11000 d́ıas aproxi-
madamente por conjunto de datos.
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3.1.1. Datos de Modelos Globales del Clima
Se utilizan las simulaciones del periodo histórico de un conjunto de GCMs de CMIP5
y el CMIP6 para evaluar ambas generaciones de modelos. Se selecciona un conjunto de
9 pares de modelos aproximadamente equivalentes entre ambos experimentos (Tabla 3.1)
para analizar espećıficamente la mejora de los modelos, primer objetivo de este trabajo.
Cada par de GCMs se desarrolla en un centro de simulación diferente.
Dado que las simulaciones históricas de los modelos de CMIP5 terminan en 2005,
utilizamos el peroodo 2006-2010 del escenario RCP8.5 de cada modelo para completar
el peŕıodo de análisis común 1981-2010. Esto se ha hecho en estudios anteriores (p. ej.
Casanueva et al., 2020) y no se espera un impacto en los resultados, ya que la diferencia
en el forzamiento de las condiciones RCP de estos escenarios es muy pequeña para el
periodo de relleno mencionado.
CMIP5 Grid (◦) CMIP6 Grid (◦) Centro de Simulación (CMIP5) CMIP6
CanESM2 2.81 CanESM5 2.81 Canadian Centre for Climate Modelling and Analysis
CNRM-CM5 1.41 CNRM-CM6-1 1.41 Centre National de Recherches Météorologiques - Cen-
tre Européen de Recherche et de Formation Avancée
en Calcul Scientifique
EC-EARTH 1.13 EC-EARTH3 0.70 (Irish Centre for High-end Computing) EC-EARTH
Consortium
GFDL-ESM2M 2.26 GFDL-ESM4 1.00 NOAA - Geophysical Fluid Dynamics Laboratory
HadGEM2-ES 1.59 UKESM1-0-LL 1.59 Met Office Hadley Centre
IPSL-CM5-LR 2.96 IPSL-CM6A-LR 1.98 Institut Pierre-Simon Laplace
MIROC5 1.41 MIROC6 1.41 (Japan Agency for Marine-Earth Science and Tech-
nology, JAMSTEC) JAMSTEC, AORI, NIES and R-
CCS
MPI-ESM-LR 1.88 MPI-ESM1-2-LR 1.88 Max Planck Institute for Meteorology
NorESM1-M 2.21 NorESM2-LM 2.21 Norwegian Climate Center - Norwegian Meteorologi-
cal Institute
Reanalysis Grid (◦) Centro de Simulación
ERA-Interim 0.75 European Center for Medium Range Weather Fore-
casts
JRA-55 0.56 Japanese Meteorological Agency
NNRP 2.5 National Centers for Environmental Prediction / Na-
tional Center for Atmospheric Research
ERA-20C 1.13 European Center for Medium Range Weather Fore-
casts
Tabla 3.1: Conjuntos de pares de modelos de CMIP5 y CMIP6 utilizados en este trabajo, su
resolución espacial nominal (Grid) en el Ecuador (en ◦) y su Centro de Simulación (arriba). Los
reanálisis considerados (abajo). Nótese que 1o de resolución equivale aproximadamente a 100km.
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3.1.2. Datos de reanálisis
Se utiliza el reanálisis ERA-Interim reanalysis (Dee et al., 2011) del Centro Europeo
de Predicción a Medio Plazo (European Center for Medium Range Weather Forecasts en
inglés, ECMWF) como la principal referencia pseudo-observacional para evaluar los mode-
los de CMIP. Este reanálisis de última generación es comúnmente utilizado en el contexto
de CORDEX para evaluar el comportamiento de los modelos además de proporcionar con-
diciones de frontera inicial y lateral para las simulaciones de evaluación. Por lo tanto, es
natural utilizar ERA-Interim en este caso para evaluar las condiciones de frontera de los
GCMs.
Además, se consideran 3 productos adicionales de reanálisis (Tabla 3.1) para tener en
cuenta la incertidumbre relacionada con la referencia utilizada en la evaluación (incer-
tidumbre observacional): el renálisis japonés desarrollado por la Agencia Meteorológica
Japonesa Japanese Meteorological Agency 55-year reanalysis (JRA-55; Kobayashi et al.,
2015; Harada et al., 2016), los productos de reanálisis estadounidense del National Cen-
ters for Environmental Prediction / National Center for Atmospheric Research (NCEP-
NCAR) (NNRP, Kalnay et al., 1996), y el ERA-20C del Centro Europeo (Poli et al.,
2016). Las mayores diferencias entre los distintos reanálisis se deben a la naturaleza de
los datos observados que incorporan. El ERA-20C únicamente asimila observaciones de
presión superficial y vientos maŕıtimos, por lo que no es ciertamente comparable con los
otros reanálisis que asimilan una gama más amplia de observaciones de superficie, aéreas
y de satélites. Por otro lado, este reanálisis es el único que proporciona registros históricos
que se remontan al S. XX, siendo de gran interés para la evaluación de tendencias a largo
plazo de los modelos.
3.2. Métodos de evaluación
Con el objetivo de evaluar el grado de exactitud de reproducción de las variables
climáticas por parte de los Modelos Globales del Clima o GCMs, se utilizarán medidas de
validación como las Probabilidades de transición, el Sesgo o Bias Relativo, la divergencia
de Kullback–Leibler (KL), el Test de Proporciones (Two-proportions Z-Test en inglés) y el
Índice de Matriz de Probabilidades de Transición (en inglés Transition Probability Matrix
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Score, TPMS). Gracias a la aplicación de estas medidas, se proporciona una comparación
directa entre los modelos y datos de reanálisis al obtener un valor cuantitativo del grado
de disparidad/semejanza entre los mismos.
3.2.1. Sesgo Relativo
A partir de los LWTs obtenidos de las series históricas de los modelos con resolución
diaria discreta X1, X2, . . . , XT y T d́ıas, se calcula la frecuencia de ocurrencia del LWT `
por estación s y denotada f(`, s) como el número de d́ıas con tipo de tiempo ` dividido por
el total de d́ıas de la estación s ∈ {DJF,MAM,JJA, SON}. Las siglas DJF , MAM , JJA
y SON denotan las estaciones de invierno, primavera, verano y otoño respectivamente,
de manera que las siglas están formadas por la primera letra de los meses que forman
la estación en inglés. Aśı, se considera el Bias Relativo ε para medir la desviación de la
frecuencia de los LWTs de un datasets con respecto a los de un dataset de referencia:
εm(`, s) =
fm(`, s)− fo(`, s)
fo(`, s)
(3.1)
donde fm(`, s) se refiere a las frecuencias en el modelo m y fo(`, s) son las frecuencias
obtenidas del modelo de referencia, que en este caso se tratará de un reanálisis o pseudo-
observaciones.
3.2.2. Divergencia de Kullback–Leibler (KL)
La divergencia de Kullback–Leibler (Kullback y Leibler, 1951) o Entroṕıa Relativa es
un concepto de Teoŕıa de la información (Cover y Thomas, 2006) y hace referencia al grado
de disparidad o discordancia entre dos funciones de distribución de probabilidad P (x) y
Q(x), ambas definidas en el mismo espacio de probabilidades X. Se define de la siguiente
forma:
KL(P ||Q) =
∑
x∈X
P (x) log
P (x)
Q(x)
(3.2)
Esta disparidad entre distribuciones de probabilidad es siempre positiva, e igual a
cero si y sólo si P = Q. En este trabajo, se utiliza la divergencia de KL con el objetivo de
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comparar los LWTs obtenidos de un GCM con los obtenidos de varios reanálisis y aśı poder
cuantificar el grado de disparidad de un modelo con respecto a las observaciones. De esta
forma, se aplica directamente la divergencia de KL en el campo de la climatoloǵıa, más
concretamente en la evaluación del comportamiento de los GCMs. Para ello, análogamente
a los trabajos de Jiang et al. (2011) y Sharma y Seal (2019), es necesario entender una
clasificación en clusters obtenida de un algoritmo de clustering (en este caso, Lamb) como
una función de probabilidad discreta. El número de clusters se corresponde con el número
de muestras en el espacio X de la distribución, donde cada muestra lleva asociada una
probabilidad que es la frecuencia relativa (en porcentaje) observada de cada cluster. P (x)
representa la función de probabilidad discreta de los LWTs obtenidos para los modelos
y Q(x) será la de referencia (reanálisis). Aśı, es posible comparar dos clasificaciones de
clusters utilizando la divergencia de KL.
Esta aplicación de la divergencia de KL en climatoloǵıa está presente en Weijs et al.
(2010) donde se utiliza esta métrica para cuantificar la calidad de las predicciones y pro-
yecciones climáticas. En el mismo estudio se defiende la ventaja de utilizar la divergencia
de KL en lugar de distancias eucĺıdeas para esta aplicación, ya que en el caso de contar con
probabilidades (frecuencias) extremas el resultado final puede quedar demasiado condicio-
nado por dichos valores. La divergencia de KL ofrece una comparación de distribuciones
independiente de las probabilidades de las muestras, lo que supone una ventaja en el caso
de probabilidades extremas. Según Jiang et al. (2011), la divergencia de KL es necesaria
en la comparación de dos distribuciones de probabilidad por el hecho de que se pueden
estar comparando distribuciones diferentes, con elementos muestras de diferente tamaño o
con diferentes centros geométricos. En este trabajo, se utiliza la implementación software
disponible en la paquete en R phylentropy (v0.4.0, Drost, 2018).
3.2.3. Test de Proporciones (Z-Test)
El Test de proporciones o Z-Test se utiliza para evaluar la significancia estad́ıstica
entre la diferencia de dos proporciones. En este caso, se aplica este test en dos ocasiones:
en primer lugar, las dos proporciones a las que se les aplica el Z-Test son las frecuencias
relativas de los LWTs de cada modelo y los de un reanálisis; y en segundo lugar, para las
probabilidades de transición en de los LWTs de un modelo y las de un reanálisis. Se aplica
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el Test para combinación de LWT `, estación s y modelo m. En este trabajo, se utiliza la
implementación software del Z-test disponible en la función prop.test del paquete de R
stats (v3.6.3, R Core Team, 2020).
3.2.4. Probabilidades de Transición
Las probabilidades de transición entre LWTs suponen una medida temporal de gran
utilidad para medir la capacidad de los modelos de reproducir los patrones de circulación
atmosférica (Hochman et al., 2019). Sea la variable aleatoria descreta Xt que representa un
LWT en el time step t, con valores posibles xt ∈ {1, . . . ,K} y K = 26, el número de LWTs,
se consideran los d́ıas consecutivos Xt−1 y Xt para construir la Matriz de Probabilidades
de Transición (TPM) A de dimensiones K ×K. Aij = p(Xt = j|Xt−1 = i) representa la
probabilidad de pasar de un LWT en la fila i a un LWT en la columna j. Por tanto, la
suma de los valores de cada fila de la matriz es igual a 1:
∑
j
Aij = 1. La TPM supone aśı
una referencia de cómo un modelo determinado reproduce la clasificación en LWTs, y esta
puede compararse con la TPM de una referencia pseudo-observacional a través de alguna
medida espećıfica de validación (ver Sec. 3.2.5).
3.2.5. Índice de Matriz de Probabilidades de Transición (TPMS)
Con el objetivo de resumir la información obtenida en las Matrices de Probabilidades de
Transición (Sec. 3.2.4), se presenta el TPM Score, TPMS como una métrica que permite
ordenar los modelos en base a su comportamiento en las TPM, y se define de la siguiente
forma:
TPMS =
∑
p∈A∗
|pm − po| (3.3)
donde pm y po son las probabilidades de transición en el modelo y en reanálisis o
pseudo-observaciones, respectivamente, cuya diferencia (en valor absoluto) se calcula con-
siderando el subconjunto de probabilidades de transición A∗ de la matriz completa (A)
que son significativamente diferentes a las del reanálisis, siguiendo los resultados del Z-
Test o de Proporciones. Para incluir las transiciones “perdidas” en la puntuación (es decir,
las transiciones que existen en el reanálisis pero que no tienen lugar en el modelo, o las
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transiciones que son simuladas por el modelo pero que no se producen en el reanálisis), se
les asigna una probabilidad cero (es decir, pm = 0 o po = 0, respectivamente) y se incluyen
en el subconjunto A∗. Como resultado, un Score igual a cero supone un acuerdo perfecto
entre las TPM del modelo y del reanálisis. Cuanto más grande sea este Score, mayor será
la disparidad de las TPM del modelo y del reanálisis.
3.3. Resultados
3.3.1. Tipos de tiempo observados
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Figura 3.1: Comparativa de frecuencias relativas estacionales de Lamb Weather Types (LWTs)
obtenidas de los cuatro reanálisis (ERA-Interim, JRA, NNRP y ERA-20C) siguiendo la definición
de LWTs de Lamb 1972. Los LWTs están representados en orden decreciente en función de las
frecuencias anuales en ERA-Interim, indicado dicho valor con una ĺınea horizontal como referencia
para cada tipo de tiempo.
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En primer lugar, se analizan las frecuencias de los LWTs obtenidos de los reanálisis,
representados por los cuatro productos de reanálisis. En la Fig. 3.1, se muestran las fre-
cuencias estacionales de los LWT, representadas en orden decreciente según la ocurrencia
anual de los LWTs de ERA-Interim (en la Fig. 2.4 se muestran los 8 LWTs con mayor
frecuencia).
En general, se observan pequeñas diferencias entre los reanálisis en todas las estaciones.
Por otro lado, el conjunto común de LWTs predominantes presenta frecuencias diferentes
entre las estaciones. En los tipos de tiempo de invierno (DJF), el Oeste (Westerly en inglés,
W) y Suroeste (Southwesterly, SW) son más frecuentes que el tipo ciclónico (Cyclonic, C),
y ambos exceden la frecuencia anual. Los tipos de tiempo con flujo del oeste (westerly
types) disminuyen en primavera y verano, y el tipo Anticiclónico (Anticyclonic, A) es más
frecuente en verano. Los tipos A, C, W y SW son los cuatro LWTs más frecuentes en todas
las estaciones. Los tipos S (Southly), NW (Northwesterly) y AW (Anticyclonic Westerly)
están entre los 8 más dominantes en todas las estaciones. El tipo N (Northly) también
está entre los 8 más frecuentes, excepto en invierno, cuando es menos frecuente que el
tipo ASW (Anticyclonic Southwesterly). Además, el tipo N representa cerca del 5 % de
los d́ıas en todas las estaciones y también aparece entre los 8 principales LWTs para los
tipos de tiempo anuales de ERA-Interim. Ante estos resultados, consideramos el siguiente
subconjunto de LWTs en adelante para seguir con el análisis: A, C, W, SW, NW, S, AW
y N.
En cuanto a la incertidumbre observacional de las frecuencias relativas de LWTs, se
observa que es pequeña al obtener valores similares entre los diferentes reanálisis, con la
excepción de ERA-20C. Este último reanálisis muestra frecuencias relativas de LWTs más
bajas en comparación con ERA-Interim, JRA y NNRP, especialmente en los dos tipos más
frecuentes (A y C), lo que se compensa principalmente por un aumento de la frecuencia
en los tipos con flujo S y SW. Este hecho podŕıa deberse a las diferentes fuentes de datos
del reanálisis ERA-20C en comparación con los otros reanálisis disponibles (Sec. 3.1.2).
Aśımismo, en la Figura 3.2 (panel izquierdo) se muestra el grado de semejanza entre los
reanálisis (ERA-20C, JRA y NNRP) con respecto a ERA-Interim utilizando la divergencia
de KL. Esto proporciona una nueva medida de similitud pero esta vez en un solo valor por
reanálisis y se obtiene usando las frecuencias de los 26 LWTs. De nuevo, entre los reanálisis,
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Kullback-Leibler Divergence : GCM & Reanalysis vs ERA−Interim
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Figura 3.2: Divergencia de Kullback–Leibler (KL) (valores por estaciones y anuales, por columnas)
de los diferentes reanálisis (izquierda) y modelos por experimentos (derecha, CMIP5 y CMIP6).
ERA-20C muestra las mayores diferencias con respecto a ERA-Interim (KL = 0.008) en
comparación con los otros reanálisis (0.003 tanto para el JRA como para el NNRP). Esto
concuerda con la figura 3.1, donde las frecuencias de LWTs de ERA-20C son las más
dispares entre todos los reanálisis.
3.3.2. Tipos de tiempo en los modelos climáticos
A continuación, se evalúan las diferencias de los modelos con una referencia pseudo-
observacional, que es ERA-Interim. En el Anexo A se incluyen más resultados considerando
los reanálisis alternativos como referencia. En la Fig. 3.2 (paneles de la derecha) se obtiene
el grado de semejanza de los modelos con ERA-Interim a través de la divergencia de KL.
A primera vista, el dato de divergencia anual puede ocultar la compensación de grandes
sesgos estacionales. En general, se observa una clara mejora de CMIP5 a CMIP6, aunque
si nos fijamos en los valores más grandes de divergencia de KL en estaciones espećıficas de
CMIP5, éstos sólo disminuyen ligeramente con respecto a CMIP6 o se mueven a otra esta-
ción en CMIP6. Se llega a una conclusión similar al utilizar como referencia los otros tres
reanálisis (véanse las figuras A1, A3 y A5 del Anexo A). En cuanto a los valores anuales,
el modelo de CMIP6 EC-EARTH3 muestra la menor desviación (KL = 0.007), seguido
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Rel. Bias GCM & Reanalysis vs ERA−Interim
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Figura 3.3: Sesgo Relativo de las frecuencias de los LWTs de los diferentes reanálisis y GCMs
respecto a ERA-Interim (en filas: reanálisis en negro, GCMs de CMIP5 en rojo, GCMs de CMIP6
en azul) en las 4 estaciones (DJF, MAM, JJA y SON en columnas). Las filas están ordenadas
siguiendo la clasificación de modelos (de menor a mayor) dada por el valor anual de divergencia de
KL de la Figura 3.2 (las clasificaciones estacionales se dan entre paréntesis). Las cruces indican
valores estad́ısticamente significativos después de ejecutar el Z-Test (Sect.3).
por UKESM1-0-LL (0.009), HadGEM2 (0.009), EC-EARTH (0.022) e IPSL-CM6A-LR
(0.026). EC-EARTH3 muestra también un comportameinto ligeramente mejor que ERA-
20C en el valor anual, lo cual no ocurre en las divergencias estacionales (p. ej. KL = 0.046
en invierno, KL = 0.031 en primavera) probablemente debido a los sesgos temporales a
lo largo de las estaciones del año y la persistencia de los tipos de tiempo. Las divergencias
de KL más grandes se encuentran en invierno para la mayoŕıa de los modelos CMIP5 y
CMIP6, seguidos por el verano y la primavera. Para explicar estas diferencias, se analizan
a continuación los Sesgos relativos estacionales de todos los GCMs y reanálisis con res-
pecto a ERA-Interim para los 8 principales LWTs (A, C, W, SW, NW, S, AW y N). La
divergencia de KL anual de los modelos CMIP5 y CMIP6 permite configurar una clasifi-
cación según su capacidad de reproducir las condiciones sinópticas con respecto al grado
de acuerdo con ERA-Interim. La mejora general de CMIP6 considerando la divergencia
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anual de KL (Figura 3.2) también es evidente al observar los Biases Relativos (Figura 3.3).
En general, se encuentran Biases más pequeños en los modelos de CMIP6, exceptuando el
IPSL-CM6A-LR en invierno, NorESM2-LM y CanESM5 en primavera, y NorESM2-LM
en verano.
En general, según la Figura 3.3, todos los modelos presentan más dificultades para
reproducir los dos LWTs más frecuentes (el anticiclónico y el ciclónico, con Bias de signo
opuesto) en la estación invernal (DJF). En todas las estaciones, la mayoŕıa de los modelos
subestiman las frecuencias de tipo anticiclónico, mientras que simulan por exceso el tipo
ciclónico. La sobreestimación de la frecuencia de ocurrencia del fenómeno de bloqueo inver-
nal en Europa es un inconveniente conocido en los modelos de CMIP5 (véase, por ejemplo,
Masato et al., 2013). En general, los GCMs de CMIP6 mejoran los Sesgos Relativos de
los tipos A y C en comparación con sus modelos homólogos del CMIP5, especialmen-
te el NorESM2-LM y el GFDL-ESM4, aunque se aprecian diferencias con ERA-Interim
estad́ısticamente significativas.
Los resultados no son concluyentes para el resto de LWTs principales, donde se mues-
tran sesgos de distinta magnitud y signo según el modelo. Se sobreestiman las frecuencias
de los tipos W y SW en NorESM2-LM y CanESM5 en primavera (también por NorESM2-
LM en verano), con un resultado peor que el de sus homólogos del CMIP5. Se subestima el
tipo AW en la mayoŕıa de los modelos en primavera, independientemente del experimento
de CMIP. La mayoŕıa de los GCMs no muestra diferencias significativas con ERA-Interim
para los tipos de tiempo menos frecuentes, especialmente en primavera y otoño. La evalua-
ción de los GCMs tomando como referencia los otros tres reanálisis conduce a conclusiones
y clasificaciones similares (véase las figuras A2, A4, A6 en el Anexo A).
A pesar de la mejora de los modelos de CMIP6 respecto de sus homólogos en CMIP5,
todav́ıa quedan algunos Biases o sesgos, que bien pueden deberse a las limitaciones en la
simulación de las condiciones más persistentes (como los tipos A y C) y las transiciones
de un tipo de tiempo a otro.
3.3.3. Probabilidades de Transición de los Tipos de Tiempo
Con el fin de arrojar luz sobre los Biases Relativos obtenidos, analizamos las Pro-
babilidades de Transición de un tipo a otro, lo que podŕıa explicar la distorsión de las
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condiciones sinópticas y sus frecuencias para la mayoŕıa de los GCMs representados en la
Fig. 3.3. La TPM de ERA-Interim (Fig. 3.4a) proporciona la referencia de las transiciones
entre LWTs y la persistencia de un LWT dado. Por ejemplo, más del 60 % de los d́ıas que
pertenecen el tipo A permanecen en el mismo LWT al d́ıa siguiente, y más del 50 % para
el tipo C. Les siguen los tipos SW, W, SE y E (todos por encima del 30 %).
Las transiciones más frecuentes a un Tipo de Tiempo diferente son de ANE, AN y
ANW a tipo A y de CSE, CS, CSW a tipo C, todos con probabilidades superiores al 40 %.
ASE a SE y AS a S completan el conjunto de las transiciones más comunes. Este patrón
es similar en el resto de los reanálisis utilizados como referencias alternativas, observando
mayores diferencias para ERA-20C (ver Figuras A7 y A8 del Anexo A).
En general, la habilidad de los GCMs para reproducir cualitativamente la TPM de
referencia, independientemente de la generación del CMIP, es notable (véase el ejemplo en
las Figs. 3.4b-c y también A9-A16 en el Anexo). Todas las TPM de los CMIP son capaces
de captar adecuadamente el patrón de ERA-Interim de referencia, aunque en algunos ca-
sos hay importantes desviaciones en la magnitud de sus probabilidades. Como resultado,
la mayoŕıa de los GCM no reproducen la alta persistencia de los LWTs ciclónico y anti-
ciclónico. En particular, atendiendo a la significación estad́ıstica de sus probabilidades, la
alta persistencia de las TPM ciclónicas y anticiclónicas sólo se reproduce adecuadamente
en unos pocos modelos, como el EC-EARTH y HADGEM2-ES de CMIP5 (Figs. A9 y
A10 del Anexo A), y los modelos IPSL-CM6A-LR (Fig. 3.4c) y UKESM1-0-LL (Fig. A10
del Anexo A) de CMIP6. Por otra parte, el LWT ciclónico (el segundo más frecuente en
el registro histórico) es reproducido significativamente sólo por los modelos EC-EARTH,
HADGEM2-ES y MPI-ESM-LR de CMIP5, aśı como por sus homólogos de CMIP6 (Figs.
A9, A10 y A13 respectivamente, del Anexo A).
La información de las TPM de cada GCM y reanálisis se resume cuantitativamente
con el TPMS en la Figura 3.5. Destaca la mejora del CMIP6 sobre el CMIP5 para los
modelos IPSL-CM6A-LR y GFDL-ESM4. Ambos GCM son capaces de simular las altas
probabilidad de persistencia de los tipos A, C y W mejor que sus homólogos de CMIP5
(Fig. 3.4 y Fig. A14 del Anexo A). Además, la dispersión del TPMS asociada con la
incertidumbre observacional disminuye en el caso de los modelos de CMIP6, mostrando
un mejor acuerdo general en su representación de la circulación atmosférica, a excepción
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de dos modelos NORESM2-LM y CANESM5, que ofrecen un bajo comportamiento que
empeora más aún en CMIP6 (Figura 3.5). Aunque NORESM2-LM mejora la persistencia
del tipo ciclónico, las transiciones de CNE a C y de ASW a SW empeoran en CMIP6
(Fig. A14 del Anexo A), en consonancia con el sesgo negativo del tipo C en invierno
y los grandes sesgos encontrados para el tipo SW en primavera y verano (Fig. 3.3). De
manera similar, CANESM5 presenta un tipo C demasiado persistente y probabilidades
de transición demasiado altas de AW y SW al tipo W (Fig. A15 del Anexo A), lo que
puede estar relacionado con la sobreestimación de las frecuencias del tipo W en invierno
y primavera (Fig 3.3).
En cuanto a la evaluación de la incertidumbre observacional utilizando el TPMS, se
encuentran valores muy similares para JRA (TPMS = 0.71) y NNRP (TPMS = 0.76) en
comparación con ERA-Interim, y un TPMS más grande para ERA-20C (TPMS = 1.11,
ver la Fig. A7 del Anexo A). El mejor comportamiento de los modelos de CMIP6 que
de CMIP5 es independiente del reanálisis usado como referencia (Figura 3.5), lo cual
está en consonancia con los resultados de Cannon (2020). No se obtiene una diferencia
relevante en los resultados de la evaluación de los modelos por el hecho de utilizar un
reanálisis u otro. En general las diferencias producidas por la utilización de un reanálisis
u otro (incertidumbre observacional) son más pequeñas que las propias diferencias entre
modelos.
3.4. Conclusiones
Tras el análisis de todos los resultados y cumplir con los objetivos principales del estu-
dio, se puede concluir que existe una mejora general de los modelos de CMIP6 respecto a
los de CMIP5 en base a la aplicación de varias medidas de validación estad́ısticas, relacio-
nadas con las frecuencias simuladas de los tipos de tiempo de los GCMs y sus secuencias
temporales (persistencia y probabilidad de transición de un tipo a otro). Algunos GCMs
con un buen comportamiento en CMIP5 (p. ej., EC-EARTH y HADGEM2-ES), también
lo muestran en CMIP6. Se encuentran grandes mejoras en el modelo IPSL-CM5A-LR
y el GFDL-ESM4. Por el contrario, siguen existiendo importantes desviaciones en otros
GCM de CMIP6 (p.e. NORESM2-LM). Estos sesgos se relacionan con sus inexactitudes
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en la representación de las probabilidades de transición, y en general, tienden a ocurrir
en estaciones espećıficas. En general, los GCMs muestran una capacidad notable para
reproducir las probabilidades de transición entre LWTs de los reanálisis, aunque existen
algunas diferencias significativas en transiciones particulares. Además, estos resultados son
independientes del reanálisis que se utilice como referencia (los resultados que consideran
los reanálisis alternativos se incluyen en el Anexo A).
Los modelos de CMIP6 que experimentan una mejora sustancial son los que se han
desarrollado una resolución espacial más alta en comparación con la de sus predecesores
del CMIP5, p. ej. los modelos GFDL y IPSL (ver Tabla 3.1). Por el contrario, los mode-
los CANESM, MIROC y NORESM, que no se actualizan a una resolución más alta en
CMIP6, son los que peor rendimiento ofrecen en esta comparativa. Además, otros traba-
jos anteriores también muestran que el aumento de la resolución horizontal de los GCMs
lleva a una mejor representación de la frecuencia concreta del bloqueo invernal europeo
(Matsueda et al., 2009; Berckmans et al., 2013; Davini et al., 2017).
Por último, también se muestra que la incertidumbre observacional es una fuente menor
de sesgos en comparación con las desigualdades entre los propios modelos y experimentos.
Teniendo esto en cuenta, nuestros resultados son robustos en lo que respecta al reanálisis
de referencia elegido, y la mejora de CMIP6 con respecto a CMIP5 es independiente de
esta elección (resultado consistente con lo descrito por Cannon, 2020).
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Figura 3.4: Ejemplo de Matrices de Probabilidades de Transición (A) de los Tipos de Tiem-
po Lamb, considerando los modelos CMIP5 IPSL-CM5A-LR (b) y su versión de CMIP6 IPSL-
CM6A-LR (c) para el peŕıodo histórico 1981-2010. Aij = p(Xt = j|Xt−1 = i), que representa la
probabilidad de pasar de un LWT en la fila i a un LWT en la columna j. Las transiciones no ob-
servadas se han dejado en blanco para diferenciarlas de las de baja probabilidad. Las probabilidades
de transición significativamente diferentes de las observadas en ERA-Interim (a) se marcan con
cruces. Además, las transiciones simuladas por el modelo pero no observadas en ERA-Interim se
indican con ćırculos vaćıos. Asimismo, los ćırculos sólidos indican transiciones de LWT no simu-
ladas por el modelo, pero que se producen en ERA-Interim. Los correspondientes valores del TPMS
obtenidos en los modelos se indican entre paréntesis en los t́ıtulos de los paneles (b) y (c).
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Figura 3.5: Índice de matriz de probabilidades de transición (TPMS) alcanzadas por los modelos
CMIP5/CMIP6 (śımbolos rojo/azul), tomando como referencia diferentes reanálisis. Los resultados
se presentan como pares de GCMs CMIP5-CMIP6, en orden ascendente de izquierda a derecha
teniendo en cuenta el TPMS de los modelos CMIP5 con ERA-Interim como referencia (ćırculos
con relleno sólido). Las gráficas de la derecha resumen los resultados de las gráficas de su izquierda
para cada reanálisis individualmente (ver el śımbolo de la leyenda que indica la mediana) y el
proyecto del CMIP (color).
4
Conclusiones generales y trabajo futuro
En este Trabajo de Final de Máster se muestra un análisis estad́ıstico de señales climáti-
cas que sirve para evaluar la capacidad de los Modelos Globales del Clima (GCMs) de re-
producir la circulación atmosférica sobre Europa en el periodo histórico. El análisis se basa
en la comparación de tipos de tiempo de Lamb obtenidos de una bateŕıa de 9 parejas de
modelos de CMIP5 y CMIP6 con los obtenidos de hasta cuatro reanálisis diferentes. Esta
validación cualitativa de GCMs basada en tipos de circulación tiene por objeto ayudar en
el diseño de futuros experimentos de regionalización o downscaling, que están sujetos a las
condiciones de frontera proporcionadas por los GCMs. Se ha cumplido con los objetivos
principales del estudio y se pueden esbozar las siguientes conclusiones:
Se han desarrollado herramientas que permiten obtener tipos de tiempo a través de
las funciones implementadas dentro del entorno climate4R, donde el núcleo de las
operaciones es la función clusterGrid del paquete transformeR. Esta función es
capaz de ejecutar hasta cuatro técnicas de agrupamiento diferentes. El análisis se
ha centrado en los LWTs ya que proporcionan resultados más interpretables desde
el punto de vista climático y es popular en el ámbito de la climatoloǵıa sinóptica
basada en tipos de tiempo.
A lo largo del caṕıtulo 3 se muestra que, en general, los modelos de CMIP6 mejo-
ran el comportamiento de sus respectivos homólogos de CMIP5. Cabe destacar el
comportamiento de los modelos de CMIP6, EC-EARTH3 y UKESM1-0-LL, que son
los que muestran menores sesgos a lo largo del análisis. Sus homólogos de CMIP5
también muestran un comportamiento relativamente bueno.
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Se concluye que los GCMs son capaces de reproducir notablemente el patrón de
transiciones más probables del reanálisis, incluso los modelos que presentan mayores
deficiencias.
En cuarto lugar, se muestra que los modelos de CMIP6 que más han mejorado
su comportamiento en la reproducción de los procesos a gran escala (circulación
atmosférica) son los que se han desarrollado una resolución más alta que sus prede-
cesores de CMIP5, dejando atrás a los modelos que no actualizan su resolución de
CMIP5.
Finalmente, se puede decir que estos resultados no se ven afectados al utilizar un
reanálisis de referencia u otro (véase el Anexo A). La incertidumbre observacional
es pequeña en comparación con las diferencias entre los modelos de ambos experi-
mentos.
Tras estas conclusiones, hay que tener en cuenta que los resultados presentados son
sensibles al algoritmo de clasificación utilizado, y, por lo tanto, las clasificaciones, el com-
portamiento del modelo e incluso las mejoras del CMIP6 mostradas son particulares para
los Tipos de Tiempo de Lamb. En el estudio de Cannon (2020) se muestran resultados
para dos algoritmos de clasificación objetivos, y se observa una mejora o degradación signi-
ficativa en los modelos del CMIP6 dependiendo del método de clasificación utilizado. Por
lo tanto, quedan otras fuentes de incertidumbre no exploradas relacionadas con la técnica
de agrupamiento empleada, que puede servir como trabajo futuro. Además, para abordar
esta propuesta, se puede emplear la función clusterGrid como núcleo de cómputo. Por
otro lado, como se apunta en la sección 2.2, existen algunos estudios que, utilizando Lamb,
centran la selección de los 16 puntos de SLP en localizaciones diferentes a la definición
original. En un estudio futuro, resultaŕıa interesante analizar la dependencia de los resul-
tados a la variación de este centro, con el fin de determinar hasta qué punto es desplazable
y si variaciones en su localicación pueden explicar los sesgos encontrados en determinados
tipos de tiempo.
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4.1. Reproducibilidad e impacto del trabajo
Como se puede ver en el Anexo B, este trabajo se recoge en la publicación: Fernandez-
Granja, J.A., A. Casanueva, J. Bedia y J. Fernandez, 2020. Improved atmospheric cir-
culation over Europe by the new generation of CMIP6 Earth System Models, enviado a la
revista Climate Dynamics, encontrándose en proceso de revisión en el momento de defensa
del Trabajo de Fin de Máster.
Además de las contribuciones hechas a climate4R, se puede acceder a los datos
y reproducir los resultados de este trabajo mediante el contenido facilitado en los hi-
perv́ınculos del caṕıtulo 2, un notebook disponible en un repositorio público en GitHub
en https://github.com/SantanderMetGroup/notebooks/tree/devel (los ficheros de nombre
2020 Lamb ClimDyn.*), y un segundo repositorio que contiene los scripts en R utilizados
para el caso de estudio del caṕıtulo 3 en https://github.com/juanferngran/TFM.
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Maraun, D., T. G. Shepherd, M. Widmann, G. Zappa, D. Walton, J. M. Gutiérrez, S. Ha-
gemann, I. Richter, P. M. M. Soares, A. Hall, y L. O. Mearns, 2017: Towards process-
informed bias correction of climate change simulations. Nature Climate Change, 7, 664–
773, doi:10.1038/nclimate3418.
Masato, G., B. J. Hoskins, y T. Woollings, 2013: Winter and Summer Northern Hemisphere
Blocking in CMIP5 Models. Journal of Climate, 26, 7044–7059, doi:10.1175/JCLI-D-
12-00466.1.
Matsueda, M., R. Mizuta, y S. Kusunoki, 2009: Future change in wintertime atmospheric
blocking simulated using a 20-km-mesh atmospheric global circulation model. Journal
of Geophysical Research: Atmospheres, 114, doi:10.1029/2009JD011919.
McSweeney, C., R. Jones, R. W. Lee, y D. Rowell, 2015: Selecting CMIP5 GCMs for downs-
caling over multiple regions. Climate Dynamics, 44, 3237–3260, doi:10.1007/s00382-014-
2418-8.
Otero, N., J. Sillmann, y T. Butler, 2018: Assessment of an extended version of the
Jenkinson-Collison classification on CMIP5 models over Europe. Climate Dynamics,
50, 1559–1579, doi:10.1007/s00382-017-3705-y.
Pereira, S., A. Ramos, L. Rebelo, R. Trigo, y J. Zêzere, 2018: A centennial catalogue
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Prein, A. F., M. S. Bukovsky, L. O. Mearns, C. L. Bruyère, y J. M. Done, 2019: Simu-
lating North American Weather Types With Regional Climate Models. Frontiers in
Environmental Science, 7, 36, doi:10.3389/fenvs.2019.00036.
R Core Team, 2020: R: A Language and Environment for Statistical Computing . R Foun-
dation for Statistical Computing, Vienna, Austria.
URL https://www.R-project.org/
Ramos, A. M., N. Cortesi, y R. M. Trigo, 2014: Circulation weather types and spatial
variability of daily precipitation in the Iberian Peninsula. Frontiers in Earth Science,
2, doi:10.3389/feart.2014.00025, 00037.
URL https://www.frontiersin.org/articles/10.3389/feart.2014.00025/full
Ripley, B. D., 1996: Pattern recognition and neural networks. Cambridge university press.
Rui Xu y D. Wunsch, 2005: Survey of clustering algorithms. IEEE Transactions on Neural
Networks, 16, 645–678.
Sharma, K. K. y A. Seal, 2019: Modeling uncertain data using monte carlo inte-
gration method for clustering. Expert Systems with Applications, 137, 100 – 116,
doi:https://doi.org/10.1016/j.eswa.2019.06.050.
URL http://www.sciencedirect.com/science/article/pii/S0957417419304506
Sillmann, J. y M. Croci-Maspoli, 2009: Present and future atmospheric blocking and its im-
pact on European mean and extreme climate. Geophysical Research Letters, 36, L10702,
doi:10.1029/2009GL038259.
Sneath, P. H., 1957: The application of computers to taxonomy. Microbiology , 17, 201–226.
Sokal, R. R., 1958: A statistical method for evaluating systematic relationships. Univ.
Kansas, Sci. Bull., 38, 1409–1438.
Sorensen, T. A., 1948: A method of establishing groups of equal amplitude in plant so-
ciology based on similarity of species content and its application to analyses of the
vegetation on danish commons. Biol. Skar., 5, 1–34.
BIBLIOGRAFÍA 59
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Anexo A: Resultados con diferentes reanálisis de
referencia
Divergencia de Kullback–Leibler y Sesgo relativo de los modelos de
CMIP5, CMIP6 y reanálisis tomando como referencia diferentes reanálisis
Referencia: NNRP
Kullback−Leibler Divergence: GCM & Reanalysis vs NNRP
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Figura A1: Divergencia de Kullback–Leibler (KL) (valores por estaciones y anuales, por columnas)
de los diferentes reanálisis (izquierda) y modelos por experimentos (derecha, CMIP5 y CMIP6) con
NNRP.
Rel. Bias GCM & Reanalysis vs NNRP
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MIROC5 (14, 16, 21, 17)
GFDL−ESM2M (16, 18, 8, 21)
NorESM1−M (21, 15, 7, 19)
CanESM5 (19, 20, 9, 18)
NorESM2−LM (12, 21, 19, 20)
IPSL−CM5−LR (20, 19, 16, 16)
CNRM−CM5 (15, 12, 20, 14)
MPI−ESM−LR (13, 11, 15, 13)
CanESM2 (18, 17, 17, 15)
MIROC6 (11, 14, 12, 10)
CNRM−CM6−1 (9, 8, 18, 12)
MPI−ESM1−2−LR (10, 13, 14, 6)
GFDL−ESM4 (7, 9, 6, 11)
IPSL−CM6A−LR (17, 10, 11, 9)
EC−EARTH (8, 5, 5, 5)
UKESM1−0−LL (4, 4, 10, 7)
HadGEM2−ES (5, 6, 13, 8)
EC−EARTH3 (6, 7, 4, 4)
ERA−20C (3, 2, 2, 3)
ERA−Interim (2, 3, 3, 2)
JRA (1, 1, 1, 1)
A C W SW NW S AW N
DJF
A C W SW NW S AW N
MAM
A C W SW NW S AW N
JJA
A C W SW NW S AW N
SON
−1.2 −1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1 1.2
Figura A2: Sesgo Relativo de las frecuencias de los LWTs de los diferentes reanálisis y GCMs
respecto a NNRP (en filas: reanálisis en negro, GCMs de CMIP5 en rojo, GCMs de CMIP6 en azul)
en las 4 estaciones (DJF, MAM, JJA y SON en columnas). Las filas están ordenadas siguiendo
la clasificación de modelos (de menor a mayor) dada por el valor anual de Divergencia de KL de
la Figura A1 (las clasificaciones estacionales se dan entre paréntesis). Las cruces indican valores
estad́ısticamente significativos después de ejecutar el Z-Test (Sec.3).
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Figura A3: Divergencia de Kullback–Leibler (KL) (valores por estaciones y anuales, por columnas)
de los diferentes reanálisis (izquierda) y modelos por experimentos (derecha, CMIP5 y CMIP6) con
JRA-55.
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Rel. Bias GCM & Reanalysis vs JRA
WTs
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Figura A4: Sesgo Relativo de las frecuencias de los LWTs de los diferentes reanálisis y GCMs
respecto a JRA-55 (en filas: reanálisis en negro, GCMs de CMIP5 en rojo, GCMs de CMIP6
en azul) en las 4 estaciones (DJF, MAM, JJA y SON en columnas). Las filas están ordenadas
siguiendo la clasificación de modelos (de menor a mayor) dada por el valor anual de Divergencia
de KL de la Figura A3 (las clasificaciones estacionales se dan entre paréntesis). Las cruces indican
valores estad́ısticamente significativos después de ejecutar el Z-Test (Sec.3).
Referencia: ERA-20C
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Figura A5: Divergencia de Kullback–Leibler (KL) (valores por estaciones y anuales, por columnas)
de los diferentes reanálisis (izquierda) y modelos por experimentos (derecha, CMIP5 y CMIP6) con
ERA-20C.
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Rel. Bias GCM & Reanalysis vs ERA−20C
WTs
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Figura A6: Sesgo Relativo de las frecuencias de los LWTs de los diferentes reanálisis y GCMs
respecto a ERA-20C (en filas: reanálisis en negro, GCMs de CMIP5 en rojo, GCMs de CMIP6
en azul) en las 4 estaciones (DJF, MAM, JJA y SON en columnas). Las filas están ordenadas
siguiendo la clasificación de modelos (de menor a mayor) dada por el valor anual de Divergencia
de KL de la Figura A5 (las clasificaciones estacionales se dan entre paréntesis). Las cruces indican
valores estad́ısticamente significativos después de ejecutar el Z-Test (Sec.3).
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Probabilidades de transición
Probabilidades de transición de los productos de reanálisis
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Figura A7: Matrices de probabilidades de transición (TPM) de los productos de reanálisis. Las
transiciones que no ocurren se dejan en blanco para diferenciarlas de las transiciones con muy baja
probabilidad. Las probabilidades de transición de cada reanálisis son comparadas con las de ERA-
Interim, obteniendo aśı el TPMS. Las probabilidades de transición significativamente diferentes de
las de ERA-Interim se indican con cruces. Por otro lado, las transiciones de LWTs presentes en
cada reanálisis pero no observadas en ERA-Interim se indican con ćırculosm huecos. Asimismo, los
ćırculos con relleno sólido indican transiciones de LWTs que no están presentes en cada reanálisis,
pero śı en ERA-Interim.
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Figura A8: Transiciones que no ocurren en los diferentes reanálisis
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Probabilidades de transición de los modelos de CMIP5/CMIP6
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Figura A9: Matrices de probabilidades de transición de EC-EARTH de CMIP5 y EC-EARTH3
de CMIP6.
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Figura A10: Matrices de probabilidades de transición de HadGEM2-ES de CMIP5 y UKESM1-
0-LL de CMIP6.
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Figura A11: Matrices de probabilidades de transición de MIROC5 de CMIP5 y MIROC6 de
CMIP6.
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Figura A12: Matrices de probabilidades de transición de CNRM-CM5 de CMIP5 y CNRM-CM6-1
de CMIP6.
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Figura A13: Matrices de probabilidades de transición de MPI-ESM-LR de CMIP5 y MPI-ESM1-
2-LR de CMIP6.
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Figura A14: Matrices de probabilidades de transición de NORESM-M1 de CMIP5 y NORESM2-
LM de CMIP6.
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Figura A15: Matrices de probabilidades de transición de CANESM2 de CMIP5 y CANESM5 de
CMIP6.
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Figura A16: Matrices de probabilidades de transición de GFDL-ESM2M de CMIP5 y GFDL-
ESM4 de CMIP6.
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