An algorithm to estimate the tangential and normal accelerations directly using the Doppler radar measurement in an online closed loop form is proposed. Specific works are as follows: first, the tangential acceleration and normal acceleration are taken as the state variables to establish a linear state transition equation; secondly, the decorrelation unbiased conversion measurement Kalman filter (DUCMKF) algorithm is proposed to deal with the strongly nonlinear measurement equation; thirdly, the geometric relationship between the range rate and the velocity direction angle is used to obtain two estimators of the velocity direction angle; finally, the interactive multiple model (IMM) algorithm is used to fuse the estimators of the velocity direction angle and then the adaptive IMM of current statistical model based DUCMKF (AIMM-CS-DUCMKF) is proposed. The simulation experiment results show that the accuracy and stability of DUCMKF are better than the sequential extended Kalman filter algorithm, the sequential unscented Kalman filter algorithm, and converted measurement Kalman filter algorithms; on the other hand they show that the AIMM-CS-DUCMKF can obtain the high accuracy of the tangential and normal accelerations estimation algorithm.
Introduction
In real target motion, the tangential acceleration controls the target velocity size, and the normal acceleration controls the target velocity direction. Compared with the Acceleration Components on the Coordinate Axis, the tangential and normal accelerations reflect the maneuvering state of the target more directly, which are collectively called the Maneuvering Accelerations (MAs). In the traditional target tracking problem, the MAs cannot be estimated directly, but are calculated by the Acceleration Components on the Coordinate Axis (ACAs). These methods can be divided into two types [1] . The first is to take the ACAs as the random process [2] [3] [4] [5] [6] . For example, the ACAs are treated as the firstorder Markov process with zero mean in the Singer model [2] and as the state variables to participate in the filtering and estimated at each step of the iteration. The second is that the ACAs are taken as the unknown deterministic input vector, and the input estimation technique, which is relatively independent of the filtering process, is used to estimate it [7] [8] [9] [10] [11] . However, the estimation of MAs by the calculation of the ACAs is an open-loop method, and the estimation error cannot be corrected in the filter iteration. And the above methods only use the position measurement of the target. For the Doppler radar, the target range rate measurement can be provided. Because the range rate is a function of the target velocity size and the velocity direction, the range rate contains the target maneuvering state information. The range rate is used not only for the estimation of normal acceleration [12] [13] [14] and angle velocity [15, 16] , but also as the measurement information for target tracking [13, [17] [18] [19] . Because the radar cannot detect the acceleration of target, it is necessary to directly estimate the target acceleration based on the measurement.
The purpose of this paper is to develop a method of directly estimating the MAs of maneuvering target by Doppler radar measurements. This is more practical and meaningful than estimating the ACAs. In the early literature [20] , a direct estimation method of the MAs based on the current statistical model is proposed. Then the paper also takes the MAs as the modified Rayleigh-Markov random process and directly as the state variables in each iteration process. Unlike the nonlinear state space equation established in the literature [20] , a linear state space equation is established as a maneuvering target model. Since the performance of the linear state space equation is affected by the accuracy of the velocity direction angle, a fusion framework based on IMM algorithm is applied to improve the accuracy of velocity direction angle. Because of the high nonlinear relationship between Doppler radar measurements and the state variables, we extend the decorrelation unbiased conversion measurement Kalman filter (DUCMKF) algorithm only with the position measurement to the range rate measurement. Finally, combined with the above contents, the adaptive IMM of current statistical model based decorrelation unbiased conversion measurement Kalman filter (AIMM-CS-DUCMKF) algorithm is proposed to estimate the MAs directly in an online closed loop and to improve the tracking performance of the maneuvering target.
This paper is organized as follows. The target state equation is established in Section 2. The DUCMKF algorithm is proposed in Section 3. The AIMM-CS-DUCMKF algorithm is described in Section 4. The simulation experiments are carried out and the results are shown and analyzed in Section 5. Conclusions are drawn in Section 6. The results of the discrete state equation are given in Appendix.
State Space Equation
In order to estimate the MAs of the target directly in an online closed loop, the state vector X is denoted as
where and are the positional components of the Cartesian coordinate system;̇anḋare the velocity components of the Cartesian coordinate system; is the tangential acceleration; is the normal acceleration. Figure 1 shows the relationship between variables in the polar coordinate and Cartesian coordinate system. is the range between the radar and the target, is the target azimuth, is the target velocity direction, V is the target velocity size, anḋis the target range rate. In the two-dimensional plane, it is stated that when the velocity direction of the target changes counterclockwise, the normal acceleration is positive (+); otherwise it is negative (-). When the velocity size increases, the tangential acceleration is positive (+); otherwise it is negative (-).
The relationship between , and,̈on the coordinate axis , is as follows:
The MAs are modeled as the modified Rayleigh-Markov random process [] and meet the following state models: By the properties of Rayleigh distribution [20] , when and are known, the variance 2 of ( ) and 2 of ( ) can be obtained by
where 0 and 0 − are the positive and negative limit of normal acceleration; 0 and 0 − are the positive and negative limit of tangential acceleration.
The system state space equation is denoted aṡ
where the input of state equation is
The noise vector is
Given , F( ) is linear: 
When the sampling period is denoted as , the differential equation of (6) is obtained by discretization: 
Decorrelation Unbiased Conversion Measurement
Suppose that the Doppler radar is located at the origin of the coordinate system . In the corresponding radar polar coordinate system, the nonlinear measurement equation including range, azimuth, and range rate is as follows:
where Z is the Doppler radar measurement vector; is the range measurement; is the azimuth measurement;̇is the range rate measurement; is the Gauss noise and has the covariance matrix:
where , , anḋare the standard deviations of range, azimuth, and range rate measurements; is the correlation coefficient between the range measurement noise and the range rate measurement noise [21] . A decorrelation unbiased conversion measurement is proposed in the literature [22] . The algorithm uses the unbiased transformation to eliminate the measurement transformation error and one step prediction state to replace the present measurement to reduce the correlation between the measurement noise and the measurement error covariance. In this paper, the algorithm is extended to the measurement equation including the range rate measurement. When the azimuth measurement error is small, the nonlinear measurement equation can be converted into a linear measurement equation [13] .
where X = [ , ,̇] is the converted measurement vector; = [̃,̃,̃] is the converted measurement noise vector;̃,̃, and̃̇are the random variables; H is the linear measurement matrix:
, , anḋcan be obtained by
where = − 2 /2 .̇can be detected directly by radar, so it does not need to be converted. The decorrelation covariance matrix is denoted as R at time + 1:
17)
Suppose that the predicted value of the state vector at time + 1 is
Mathematical Problems in Engineering
The predicted position covariance matrix is denoted as P ( + 1 | ):
The predictive measurement ( + 1 | ) and ( + 1 | ) are
The corresponding variance 2 ( + 1) and 2 ( + 1) can be obtained by
AIMM-CS-DUCMKF Algorithm
The state transition matrix Φ( ) is a function of the target velocity direction angle . But the true value of is unknown. Then need to be estimated with other variables. The estimator of at time can be denoted as ( | ) ∈ [− , ]. With the Doppler radar measurement, ( | ) can be calculated through two methods. The first is
where( | ) and( | ) are the estimators of velocity components at time . The range ratėis the function of V and ; that is,̇=
Then the second method is
where
. Generally, after the filtering, ( | ) has the higher accuracy than . By formula (23) and formula (25), has three estimates, denoted as { ( | )} 3
=1
. The most basic idea is to select the most accurate estimate into Φ( ) to obtain the most accurate model of maneuvering target. However, as the formula (23) and formula (25) are nonlinear functions, it is impossible to give a ranking of the three estimators in a single iteration. Then, an adaptive fusion and estimation framework based on IMM algorithm is developed. Firstly, the state space equation of corresponding transformation matrix {Φ ( , ( | ))} 3 =1 is established, which is denoted as { }
is used as the model set and DUCMKF algorithm is used as the filter. The AIMM-CS-DUCMKF algorithm is proposed and its flow chart is shown in Figure 2 . It can not only realize the maneuvering target tracking, but also directly estimate the MAs in an online close loop form. The specific steps of the AIMM-CS-DUCMKF algorithm are given below.
(1) The Model Reinitialization Conditioned. The reinitialization mixed estimates of the state and covariance matrix of the th filter are 
−1| −1 is the mixed probability:
Mathematical Problems in Engineering where is the transformation probability of the th model to the th model; −1 is the probability of the th model. In order to realize the adaptive acceleration mean, let
Substitute ( − 1) and ( − 1) into the formulas (A.1)-(A.3)∼(A.1)-(A.8), the input vector U ( − 1) of the th filter can be obtained. In order to achieve the adaptive acceleration variance, let , three estimators of target velocity direction are calculated, respectively,
)
Substitute ( − 1 | − 1) into formula (A.1)-(A.3); the state transformation matrix Φ ( , ( − 1 | − 1)) of the th filter can be obtained.
(2) The Model Filtering Conditioned. The DUCMKF algorithm is used to acquire {X ( | ), P ( | )} =1 given the initial condition {X ( − 1 | − 1), P ( − 1 | − 1)} =1 from step 1. The steps of DUCMKF are as follows: 
(4) The Estimation Fusion. The overall state estimation and error covariance matrix at time are given:
Simulation Experiment

The Generation of True Trajectory and Measurement.
The simulation experiment is divided into two parts. The first part is to verify the tracking performance of DUCMKF algorithm proposed with the Doppler radar measurement and compare the DUCMKF algorithm with the sequential EKF (SEKF) [18] , sequential UKF (SUKF) [17] , and converted measurement KF (CMKF) algorithms [13] in the previous literatures. The second part is to verify the maneuvering target tracking performance and the MAs estimation performance of AIMM-CS-DUCMKF algorithm and compare it with the IMM algorithm, current statistical model based adaptive EKF (CS-AEKF) [20] , and window-based least squares estimator (WLSE) [7] . In the simulation experiment, the target real trajectory and the corresponding Doppler radar measurement are needed firstly. A standard plane curve motion model is adopted to obtain the true trajectory of the target:
where , , V , and are the independent of Gaussian white noises, respectively, and their standard deviation are , ,
V
, and . Through initializing , , V, and , the true trajectory can be obtained by Runge Kutta method [23] given and . The Doppler radar measurement ( , ,) can be generated with the model as formula (47):
If ≥ 0, "±" is "+"; if < 0, "±" is "−". And "∓" is on the contrary. , , and V are the Gaussian white noise and their covariance is
where , , anḋare the standard deviation; is the correlation coefficient. After inputting a real trajectory into model (47), the corresponding measurement sequence can be obtained.
The Performance of the DUCMKF Algorithm.
The measurement equation of the CMKF algorithm is the same as that of the DUCMKF algorithm, and the difference is in the way of measurement transformation. First, the CMKF algorithm does not consider the correlation between range measurement and range rate measurement. Secondly, the converted measurement covariance matrix needs to be calculated by the current velocity components, but the current velocity component cannot be obtained. Then, the converted measurement covariance matrix is correlated with the measurement noise. With the above reasons, the CMKF algorithm has a big estimation bias. The SEKF algorithm uses the sequential filtering method. The second-order EKF algorithm is used to deal with the pseudo measurement and CMKF algorithm is used to deal with the position measurement, respectively. Similarly, the SUKF algorithm sequentially uses the UKF algorithm to deal with the range rate and the CMKF algorithm to deals with the position measurement. Compared with the UKF algorithm and the standard second-order EKF algorithm, the SUKF algorithm and the SEKF algorithm are superior to use the range rate measurement. As the CMKF algorithm is adopted in the SEKF and SUKF algorithms, the converted position measurement covariance matrix is related to the position measurement noise, which leads to the estimation bias.
In order to compare, the four filtering algorithms all use the CV model, and the corresponding process noise covariance power spectral density (PSD) is set to 10. The 
where is the number of Monte-Carlo simulations; ( | ) and ( | ) are the estimated velocity components; and are the real position components. Figures 3 and 4 show the RMSE of the four filtering algorithms corresponding to three noise levels in the nonmaneuvering short tracking time situation and in the maneuvering short tracking time situation, respectively. Figure 5 shows the RMSE of the four filtering algorithms corresponding to three noise levels under the condition of nonmaneuvering long tracking time. From  Figures 3 and 4 , the DUCMKF algorithm has the smallest position RMSE under different noise levels, compared to CMKF, SEKF, and SUKF. When the target is maneuvering, the DUCMKF algorithm can still keep tracking with a certain estimation error. And from Figure 5 , it can be seen that the DUCMKF algorithm can stably track the target without the influence of estimation bias when the tracking time is long. But the CMKF algorithm has obvious divergence in the later period of filtering. Under the low noise and medium noise, the RMSE of SEKF and SUKF increases with the tracking time. The set of motion models for the IMM algorithm consists of three CA motion models whose PDS are set as {1, 10, 100}. The WLSE algorithm adopts the CV motion model, the size of its window is set as 5, and its PDS is 10. The filter of IMM algorithm and WLSE algorithm is DUCMKF algorithm. As the IMM algorithm and the WLSE algorithm can only estimate the ACAs, that is,̂̈and̂, the following equation is used to estimate the MAs, that is,̂and :
The Performance of AIMM-CS-DUCMKF
The CS-AEKF algorithm uses the CS motion model and the EKF algorithm to estimate the maneuvering acceleration directly. In the CS-AEKF algorithm, the state equation (12) is expanded by Taylor and the first-order linear differential equation is established. Then, the system difference equation is obtained by discretization, which is similar to formula (13) . 
With each of the above algorithm carrying out 100 MonteCarlo simulations, the RMSEs of position, velocity, normal acceleration, and tangential acceleration are calculated like formula (49).
From the RMSEs of position and velocity in Figures 6  and 7 , we can see that the four algorithms can realize the tracking of maneuvering target and have the comparable estimation performance of position and velocity. The RMSE of tangential acceleration and normal acceleration are given in Figures 8 and 9 , respectively. In 0 s∼50 s, the target only has a constant tangential acceleration, the AIMM-CS-DUCMKF algorithm is not the best, and the IMM algorithm using the CA motion model exhibits relatively the better estimation performance. In 51∼200 s, the target has both tangential acceleration and normal acceleration, and the AIMM-CS-DUCMKF algorithm has the higher estimation accuracy than other algorithms. However, the AIMM-CS-DUCMKF algorithm has a significant step on the tangential acceleration and the normal acceleration estimation around 126 s, after the second maneuver acceleration has changed. This is because the target normal acceleration turns from 20 m/s 2 to −20 m/s 2 which leads to the large error in velocity direction estimation. As the range rate measurement contains the information of target velocity direction, with the new measurement arriving, the accurate estimation of target velocity direction is obtained again, and the AIMM-CS-DUCMKF algorithm converges quickly. Figure 10 shows the filtering trajectories of the four tracking algorithms at the 50th Monte-Carlo simulation and the corresponding estimation of the MAs. In particular, the enlarged diagram in Figure 10 (a) shows that the filtering trajectory of the AIMM-CS-DUCMKF algorithm is obviously not smooth at the second target maneuvering acceleration switching. Also, there is a sudden change in the tangential acceleration around 126 s in Figure 10 (b). But the tangential acceleration estimation converges rapidly to the true value. From the details of the filtering and estimation shown in Figure 10 , the AIMM-CS-DUCMKF algorithm can realize the steady tracking of the maneuvering target and can estimate the MAs of the target directly. The CS-AEKF algorithm is used to linearize the state equation and the measurement equation with strong nonlinearity by the first-order Taylor expansion; however the approximation is not satisfactory. As the IMM algorithm and WLSE algorithm use the open-loop method, the estimation errors cannot be corrected in the filtering iterative. Besides, the CS-AEKF algorithm, IMM algorithm, and WLSE algorithm do not use range rate measurement to improve the estimation accuracy of velocity direction angle, compared to the AIMM-CS-DUCMKF algorithm.
Conclusions
In this paper, an algorithm for directly and online estimating the MAs is proposed, i.e., the AIMM-CS-DUCMKF algorithm. Firstly, the MAs of the maneuvering target are introduced into the state equation as state variables. Then the MAs are modeled as the modified Rayleigh-Markov random process. A linear system state equation is obtained given the velocity direction angle. Secondly, tracking target is carried out using Doppler radar measurements including range rate. In order to solve the problem of nonlinear measurement equation, this paper proposes a decorrelation unbiased conversion measurement algorithm for the Doppler radar measurement. The linear state equation established in this paper is affected by the accuracy of velocity direction angle estimation. In order to improve its accuracy, the geometric relationship between range rate and velocity direction angle is applied. The IMM algorithm is used to fuse three different velocity angle estimators, and an adaptive IMM algorithm with three CS models is obtained, whose corresponding filter uses DUCMKF algorithm. In the simulation experiment, firstly, in order to verify the tracking performance of DUCMKF algorithm, it is compared with the previous tracking algorithms proposed using range rate measurement such as CMKF, SEKF, and SUKF in different levels of noise, target maneuvering, and tracking time, and the experimental results show that DUCMKF algorithm has the higher accuracy and stability. Secondly, in order to verify the AIMM-CS-DUCMKF algorithm, it is compared with the IMM algorithm, WLSE algorithm, and CS-AEKF algorithm. The experimental results show that the AIMM-CS-DUCMKF algorithm not only has comparable estimation accuracy of position and velocity, but also can obtain the higher estimation accuracy of tangential acceleration and normal acceleration directly. Although, there is a sudden step in the acceleration estimation at the target maneuvering acceleration switching, the estimator can converge quickly with the arrival of the new measurement. This also shows that AIMM-CS-DUCMKF algorithm not only has high sensitivity, but also has strong robustness.
Appendix
When the radar sampling period is , the state transition matrix of the target is 
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