In this paper, we establish Anderson localization for the quantum kicked rotor model. More precisely, we proved that
Introduction and main result
Anderson localization for quasi-periodic Schrödinger operators is an important topic in both physics and mathematics. For example, we can study
where v n is a quasi-periodic potential and ∆ is the lattice Laplacian on Z ∆(n, n ′ ) = 1, |n − n ′ | = 1, ∆(n, n ′ ) = 0, |n − n ′ | = 1.
Anderson localization means that H has pure point spectrum with exponentially decaying eigenfunctions. Since there are many papers on this topic, we only mention some results here. For more about dynamics and spectral theory of quasi-periodic Schrödinger-type operators, see the survey [15] .
We may associate the potential v n to a dynamical system T as follows:
where v is a nonconstant real analytic potential on T and T is a shift
Fix x = x 0 , Bourgain and Goldstein [4] proved that if λ > λ 0 , for almost all ω, H will satisfy Anderson localization. Their argument is based on a combination of large deviation estimates and general facts on semi-algebraic sets. The method in [4] depends explicitly on the fundamental matrix and Lyapounov exponent. By multi-scale method, Bourgain, Goldstein and Schlag [6] proved Anderson localization for Schrödinger operators on Z 2
where S φ is a Toeplitz operator S φ (n, n ′ ) =φ(n − n ′ )
and v is real analytic, nonconstant on T. Assume φ real analytic satisfying (1.5) |φ(n)| < e −ρ|n| , ∀n ∈ Z for some ρ > 0, Bourgain [2] proved that there is ǫ 0 = ǫ 0 (ρ) > 0, such that if 0 < ǫ < ǫ 0 , H satisfies Anderson localization. Note that in the long range case, we cannot use the fundamental matrix formalism. The method in [2] can also be used to establish Anderson localization for band Schrödinger operators [7] 
where {v s |1 ≤ s ≤ b} are real analytic, nonconstant on T. Recently, this method was used to prove Anderson localization for the long-range quasi-periodic block operators [14] (
For the Anderson localization results of long-range quasi-periodic operators on Z d , we refer to [10] , [13] .
Now, let T be the skew shift on T 2 :
using transfer matrix and Lyapounov exponent, Bourgain, Goldstein and Schlag [5] proved Anderson localization for (1.7) H = λv(T n x) + ∆.
In order to study the quantum kicked rotor equation
Bourgain [1] considered the lattice Schrödinger operator
where v is a real, nonconstant, trigonometric polynomial, φ k are trigonometric polynomials and T is the skew shift on T 2 . Using multi-scale method, Bourgain proved Anderson localization for the operator (1.10).
In [1] , the quantum kicked rotor model is reduced to the monodromy operator
In this paper, we will study another reduction of the quantum kicked rotor model, which leads to an operator with simpler form. More precisely, we consider
where T is the skew shift on T 2 and (T m x) 1 refers to the first coordinate of T m x. To make the operator (1.12) well defined, we will always assume
The model (1.12) is so-called the quantum kicked rotor model proposed by Fishman, Grempel and Prange, see Equation (3) in [11] . As for this model, Bourgain [2] (p.120) remarked as follows:
"This reduction is different from ours and leads to an operator with simpler form. However, one has to deal with the singularity of the tg function. It is likely that the method explained in Chapters 14 and 15 also may be adapted to establish localization results for (16.23)."
In the present paper, we will fulfill Bourgain's idea as the above. More exactly, we will prove the following result. 
and φ real analytic satisfying
Then for almost all ω ∈ DC and ǫ taken sufficiently small, H ω (x 0 ) satisfies Anderson localization.
In the long range case here, the transfer matrix formalism is not applicable. Our basic strategy is the same as that in [1] , but as mentioned above, the main difficulty is that the potential tan is an unbounded function (i.e. of singularity) and the operator H is unbounded.
In order to prove Anderson localization, we need Green's function estimates for
where R Λ is the restriction operator to Λ ⊂ Z. Note that
, . . . , 1 cos π(T N x) 1 .
Since in D(x) −1 , the singularity 1 cos vanishes, we only need Green's function estimates for B(x) −1 . We need to point out that B(x) is not self-adjoint. Fortunately, we find that multiscale analysis still applies to this case. Since the operator H is unbounded and the energy E is unbounded, we use the specific property of trigonometric functions to overcome the difficulty of the unboundedness of the energy E.
We summarize the structure of this paper. First, we will prove Green's function estimates in Section 2. Then we recall some facts about semi-algebraic sets in Section 3 and give the proof of Anderson localization in Section 4.
We will use the following notations. For positive numbers a, b, a b means Ca ≤ b for some
Green's function estimates
In this section, we will prove the Green's function estimates using multi-scale analysis in [1] .
We need the following lemma.
Denote Ω(x) ⊂ [1, N ] the set of bad sites. Assume that for any interval J ⊂ [1, N ] such that |J| > N δ 5 , we have
Then
We also need the following ergodic property of skew shifts on T 2 . Assume φ real analytic satisfying
for some ρ > 0 and ω satisfying
ǫ is small. Then for energy E,
We will apply Lemma 2.1 to B [0,N ] (x). Note that B [0,N ] (x) is not self-adjoint. However, in the proof of Lemma 2.1, we don't need (2.1). Since
We need to prove
using the fact mes x ∈ [0, 1] | cos πx| < η < η, ∀0 < η < 1, we have
Since T is a measure-preserving transformation, ∈ Ω 0 , mesΩ 0 < e −M δ 3 . By (2.28), (2.29), Lemma 2.1, we only need to show that for any 
This proves (2.30) and (2.22).
By (2.17) ,
By (2.31), (2.32), 
Semi-algebraic sets
We recall some basic facts of semi-algebraic sets in this section, which is needed in Section 4. Let P = {P 1 , . . . , P s } ⊂ R[X 1 , . . . , X n ] be a family of real polynomials whose degrees are bounded by d. A semi-algebraic set is given by
where L j ⊂ {1, . . . , s}, s jl ∈ {≤, ≥, =} are arbitrary. We say that S has degree at most sd and its degree is the inf of sd over all representations as in (3.1). We need the following quantitative version of the Tarski-Seidenberg principle.
Proposition 3.1 ([9]). Let S ⊂ R n be a semi-algebraic set of degree B, then any projection of S is semi-algebraic of degree at most B C , C = C(n).
We also need the following fact.
Proposition 3.2 (Corollary 9.6 in [2] ). Let S ⊂ [0, 1] n be semi-algebraic of degree B. Let ǫ > 0, mes n S < ǫ n . Then S may be covered by at most B C ( 1 ǫ ) n−1 ǫ-balls. Finally, we will use the following lemma. Then for any fixed x 0 ∈ T 2 ,
where T ω is the skew shift with frequency ω.
Proof of Anderson localization
In this section, we give the proof of Anderson localization as in [4] . By application of the resolvent identity, we have the following 
Then (4.3) |G I (n 1 , n 2 )| < e M , n 1 , n 2 ∈ I,
Proof. For m, n ∈ I, there is some α such that
By resolvent identity, Assume ω ∈ DC (diophantine condition) Denoting j 0 the center of I, we have
By (4.16), (4.24), we have for |n| ≤ j 0 ,
By (4.25), (4.26), Since ω / ∈ R, by (4.37), there is some N 0 > 0, such that for all N ≥ N 0 , ω / ∈ R N . So, (4.40) holds for j ∈ N ≥N0 [ 1 2 e (log N ) 2 , e (log N ) 2 ] = [ 1 2 e (log N0) 2 , ∞). This proves (4.18) for j > 0, similarly for j < 0. Hence Theorem 4.2 follows.
