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An Approach to Supporting Incremental
Visual Data Classification
Jose Gustavo S. Paiva, William Robson Schwartz, Helio Pedrini, and Rosane Minghim
Abstract—Automatic data classification is a computationally intensive task that presents variable precision and is considerably
sensitive to the classifier configuration and to data representation, particularly for evolving data sets. Some of these issues can best be
handled by methods that support users’ control over the classification steps. In this paper, we propose a visual data classification
methodology that supports users in tasks related to categorization such as training set selection; model creation, application and
verification; and classifier tuning. The approach is then well suited for incremental classification, present in many applications with
evolving data sets. Data set visualization is accomplished by means of point placement strategies, and we exemplify the method
through multidimensional projections and Neighbor Joining trees. The same methodology can be employed by a user who wishes to
create his or her own ground truth (or perspective) from a previously unlabeled data set. We validate the methodology through its
application to categorization scenarios of image and text data sets, involving the creation, application, verification, and adjustment of
classification models.
Index Terms—Visual image classification, multidimensional point placement, information visualization
Ç
1 INTRODUCTION
DATA classification is involved in a large variety of dataintensive tasks and applications. However, no classifi-
cation technique produces good results in all scenarios, and
they need to be adapted to the data at hand. Final classifica-
tion results strongly depend on several factors, such as qual-
ity of the feature space and employed similarity measure.
Adequacy of the training set is also crucial [14].
Users play an important role in building, applying and
adjusting classifiers, since their knowledge of the problem
allows adequate instance set selection as well as faster
understanding of the reasons for poor classification results.
This is particularly the case for exploratory analysis, where
samples sets are not properly assigned or even possible to
attain. Active learning (AL) [20] techniques create a process
in which a classifier is interactively trained with user’s
annotations on informative samples, allowing the classifier
to choose the data from which it wants to learn. The idea is
that a classifier trained on a small set of well-chosen exam-
ples can perform as well as a classifier trained on a larger
number of randomly chosen examples, requiring much less
computational effort [45]. These techniques thus provide
means to the user to insert his or her knowledge about a
specific scenario in the refinement of the classification
model, maximizing its generalization capabilities.
User interference in the classification process may be
potentially more effective if the data sets are presented in a
meaningful and effective manner, so he or she can easily
understand its structure, the relationship amongst instances,
and detect important data specificities that justify classifiers
behavior. Thus, a complete and consistent visual analysis
approach to supporting classification, coupled with appro-
priate visualization techniques, can have considerable impact
in the outcome of a large variety of data analysis challenges.
Point-based visualizations can be successfully used to
give such support, since they strive to display data points
that are highly related in the same region or sector of the
layout. Among them, similarity trees [7] with an appropri-
ate radial layout [2] have been shown to lead to adequate
displays for classification related tasks [29]. Multidimen-
sional projections, which have gained considerable attention
lately, also provide suitable layouts.
In this paper we propose a Visual Classification Methodol-
ogy (VCM) that integrates point-based visualization techni-
ques into classification pipelines to support control over the
whole classification process. Our hypothesis is that point-
based visualization techniques allow insights into the data
set structure that improve the comprehension of the classi-
fiers behavior, supporting an interactive and iterative user
insertion in the classification process for convergence to
adequate results. Any supervised categorization method
can be supported by our approach, and the process is incre-
mental, allowing progressive adjustments to the model, a
necessary requirement for current dynamic data sets.
Since updating of the classifier is fundamental to handle
such evolving data sets, a model that is incremental would
also improve time and memory requirements. We exem-
plify our approach and the system implemented to realize
it through the use of an incremental classification tech-
nique [49].
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In this context, the main contributions of this work are:
 A visual classification methodology for incremental
building and adjustment of classification models as
well as a system that instantiates the methodology.
 A coupled similarity based strategy for analysis of
classification results and support to feedback into
the classification process.
 The validation of the methodology through a series
of case studies.
We evaluate the approach in various scenarios, including
that of strong structural changes in the collections, such as
when new classes appear.
The following sections describe related work, our
approach to interactive visual classification and underlying
methods, the results of several classification scenarios for
text and image data sets, and the illustration of both trees
and projections as supporting visual tools.
2 BACKGROUND AND RELATED CONCEPTS
This section presents current research on data classification,
active learning and visual classification, as well as the classi-
fication and visualization approaches used in our experi-
ments. It is important to highlight, however, that our
proposed methodology supports the use of many other clas-
sification methods or visualization strategies.
2.1 Data Classification and Active Learning
Several authors [21], [35], [52] advocate the importance of
user’s insertion in the image retrieval and classification pro-
cesses, combining human knowledge with computational
capabilities to improve the confidence and comprehensibil-
ity of the model created. This insertion is necessary because
of many factors. First, many types of information, such as
images and videos, reside in a continuous representation
space [53], in which semantic concepts are best described in
discriminative subspaces. Thus, only a small subset of this
space is not enough for describing all concepts. Second, users
tend to employ high-level concepts to interpret images and
measure their similarity, while mostly low-level features are
automatically extracted, producing a semantic gap [25].
Additionally, different users at different times may have dis-
tinct interpretations or intended usages for the same images,
which restricts the reach of an offline and user-independent
learning. Finally, most classification algorithms aim at fully
automatic procedures, preventing users from understanding
the decisions made by the classifier, and from inserting their
domain knowledge into the classification [4].
Relevance feedback (RF) [5] approaches can be used to
provide user insertion. Through them, classification models
are adjusted using information possibly collected via user
interaction. Users may indicate instances of interest or
instances that could be excluded, and these interactions
help adjust the classifier to user preferences. Following this
idea, active learning [20], in which the classifier is interac-
tively trained with user’s annotations on informative sam-
ples is also employed. The idea is that a classifier trained on
a small set of well-chosen examples can perform as well as a
classifier trained on a larger number of randomly chosen
examples, requiring much less computational effort [45],
and reducing human-labeling burden. These systems show
the user a set of instances from which the classification
result is most uncertain and these instances will be used to
reinforce the model knowledge and maximize its generali-
zation capabilities from an accurate labeling performed by
the user. The use of support vector machines (SVM) associ-
ated with AL is a popular approach [43]. Conventional
SVM, however, does not take into account the redundancy
among training instances, allowing similar or even identical
selections, leading to suboptimal solutions [17].
Incremental learning schemes are especially suitable for
real applications since not all information contained in
training sets is useful to the classifier and because human
learning is a gradual process. Some learning techniques
employ generative probabilistic models that learn incre-
mentally by using a Bayesian strategy [12], or incremental
SVMs [24]. A framework with an incremental multi-class
SVM classifier is also proposed for large scale unbalanced
image annotation [44], with good performance reached with
just a small portion of the collections annotated. Other AL
techniques can be found in [38], [50].
2.2 Visual Data Classification
Classification systems that employ AL may incorporate
visual interactive tools that allow user insertion in the pro-
cess. However, many approaches limit user actions to
answering questions about the relationship amongst
selected instances [20], or to selecting, from a list, relevant or
irrelevant samples. In order to ensure a complete experience
to user’s classification activities, it is necessary to display the
data in a meaningful manner, so they can understand the
structure and specificities of the data set. Rodden et al. [34]
demonstrate the potential of organizing images by their sim-
ilarity using layouts created by multidimensional scaling
(MDS) techniques, adapted to fit the images in square grids
and thus avoid overlapping. Nguyen andWorring [28] com-
pare traditional sequential visualization with a similarity-
based approach that associates stochastic neighbor embed-
ding (SNE), locally linear embedding (LLE) and ISOMAP, in
a scenario of image annotation. The approach reduces the
total annotation effort significantly, requiring 16 times lower
effort depending on the separation of the different catego-
ries. These alternatives provide good evidence for the utility
of similarity based displays, but the support given to the
process is still limited.
Some systems aim at supporting understanding of sev-
eral mining procedures [3], [18], [23]. The iVisClassifier [4],
that employs linear discriminant analysis (LDA) to perform
a dimensionality reduction, focuses on group discriminabil-
ity in order to ease the labeling of new instances. The system
permits a recomputation of LDA considering new instances
labeled by the user, representing the incremental insertion
of his or her knowledge to the process, but it does not pro-
vide further interference with the classification process.
Users also have to label each instance, another limitation of
the approach.
In [23], the authors highlight the difficulty, in the image
and video search scenarios, of adequately annotating instan-
ces, as well as the lack of suitable training data. They have
developed a visual analytics system that gives visual
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feedback to users, alongwith a normalizedmaneuver visual-
izations to explore the video data. Users can also choose to
accept or reject particular results to train the system, enhanc-
ing the similarity visualization accordingly and incorporat-
ing human knowledge into the model. The result is a
solution that begins to reduce the ambiguity that user
sketches could have on an untrained system, creating a more
powerful analytical system for the end-user.
Another example of a visual AL application [26] shows
the decision boundary of the classifier and its correspondent
performance curve. It allows changes in the classification
model by moving points on this performance curve, modi-
fying the suitable tradeoff for a specific application, or by
assigning a different label to an instance and using it to
retrain the classifier. A similar system [15] also shows the
decision boundary of the classifier, using a scatterplot
matrix, with its axes representing the confidence value for
each document and the diversity of the documents closest
to the decision boundary. It also presents another view that
uses a least squares projection (LSP) [31] to show the pro-
duced clusters. This system is based on the SVM classifier,
and the user can modify or assign labels to the instances by
selecting them in one of the views. These instances will be
used to retrain the classifier. These systems are applicable
only to binary classification problems that encompass deci-
sion boundaries, which may not be trivial to construct and
interact with in multi-class scenarios.
Interactive construction of decision tree classifiers has
also been proposed [8], [46], which provide means to opti-
mize and prune a decision tree, and analyze it together with
an underlying structure of the data with linked views and
interaction techniques. These are specific to decision trees
and employ attribute based visualizations, which do not
scale for high dimensional data.
Finally, an inter-active learning system [16] provides
feedback on classification quality to users by means of a
set of integrated cascaded scatter plots of the instances
class distribution, in each stage of the classifier. Annotated
instances are also organized by their similarity, using a t-
distributed stochastic neighbor embedding (tSNE) [47].
The system provides a set of interaction tools that allow
the annotation of selected instances, and the assessment
of the quality of the classifier, discovering regions with
wrong class assignment. In this paper, we propose a simi-
lar classification methodology, but visually exploring the
assessment and comprehension, by the user, of the data
structure, and its influence on the classifier behavior, with
feedback into the classification process.
Previous work mentioned above show that classification
tasks are properly supported by visualization techniques
that highlight the relationship amongst instances. In our
work, we show that multidimensional projections and simi-
larity trees consistently support various stages of and incre-
mental data classification for general classifiers. We choose
similarity trees and projections for this support, the first
offering additional levels of detail in terms of degrees of
similarity between instances compared to the latter.
2.3 Related Concepts
In this section we give further details of the particular incre-
mental classification model employed in the experiments
for this paper, and also on point layout for data set visuali-
zation, the latter being the visual basis for our interaction
with the classification processes.
2.3.1 Locally Weighted Projection Regression (LWPR)
The Locally Weighted Projection Regression [48], [49]
algorithm estimates a nonlinear function approximation in
high dimensional space, even in the presence of redundant
and irrelevant input dimensions. It uses a set of locally lin-
ear models spanned by a small number of univariate regres-
sions in specific directions in the original input space. An
online weighted version [49] of Partial Least Squares (PLS)
algorithm [51] is used to perform dimensionality reduction
on the specific directions. LWPR has been widely employed
in prediction tasks in several areas, such as Medicine [13],
Computer Aided Design [27], Robotics [9] and Civil Engi-
neering [1]. This section briefly presents a mathematical
description of the technique.
An LWPR regression model is constructed through a set
of training instances represented as vectors xi and corre-
spondent responses yi, iteratively presented as input-output
tuples ðxi; yiÞ. The LWPR prediction will be the weighted
sum of the prediction of each of k locally linear model,
according to Equation (1):
by ¼
Pk
1 wkbyk
Pk
1 wk
(1)
The weights wk of each locally linear model define the
validity area of these models, also called Receptive Fields,
and are usually modeled by a Gaussian kernel, according to
Equation (2), in which Dk represents a distance metric and
ck represents the center of the kernel. The distance metric
determines the size and shape of the validity area for each
model. A weight value wi;k is computed for each input
instance i. This weight varies according to the distance to
the center of the kernel of each model k, which makes the
learning process of a model localized and independent of
the other models. If the activation value of all the existing
models is lower than a threshold, a new model is created,
granting that the number of models is dynamically updated
during the process:
wi;k ¼ expð0:5ðxi  ckÞTDkðxi  ckÞÞ: (2)
The online weighted version of PLS is employed in the
learning of the locally linear models, so that, for each model,
the dimensions of the input instance xi are sequentially
regressed along selected projections ur, chosen by the tech-
nique in input space, yielding a set of r latent variables.
These directions are chosen according to the correlation of
the input data with the output data (class information). The
regression on a locally model will be composed by the linear
combination of the latent variables for this model. More
details regarding the online PLS algorithm can be consulted
in [49].
The distance metric Dk of each receptive field is individ-
ually updated, using an incremental gradient descent based
on stochastic leave-one-out cross-validation criterion [48].
Algorithm 1 illustrates the incremental learning process of
an LWPR model. In the algorithm, wgen represents a
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threshold for creation of new local models, and rk is the
number of latent variables for each of the k local models.
Algorithm 1. Locally Weighted Projection Regression.
Adapted from [48]
1: Initialize LWPR model with no local models
(LM ¼ 0)
2: for all training instance ðxi; yiÞ do
3: for k ¼ 1 : LM do
4: Calculate activation value (Equation (2))
5: Update local PLS model andDk
6: end for
7: if no linear model was activated by more than
wgen then
8: Create a new local model with rk ¼ 2, ck ¼ X,
Dk ¼ default value
9: end if
10: end for
2.3.2 Point-Placement Strategies
Point-based visualization strategies are used to map data
instances into a visual display, offering a solid first step to
explore data sets. These strategies rely on relationship
among individuals calculated using all the available attrib-
utes. Multidimensional projections can be used to generate
these mappings, and most of them rely on the final result
placing highly related individuals in the same region in
visual space. Interpretation of the layout is accomplished by
locating groups of interest and focusing on such groups and
their subgroups.
Several multidimensional projection techniques are
available, most of them based on dimension reduction tech-
niques. A largely used approach is Principal Component
Analysis (PCA) [19], that employs linear combinations of
the data attributes (dimensions) with a high covariance
degree, producing directions with less dependence. Multi-
dimensional scaling [6] comprises a class of techniques that
can be used to perform projections. The simplest MDS
approach, Force Directed Placement (FDP) [10], is based on
a spring system concept, where the multidimensional
instances are modeled as objects linked by springs such that
the repulsion and attraction forces between the objects are
proportional to the multidimensional distances. The
projection is attained when the spring system reaches an
equilibrium state.
Regardless of their advantages, multidimensional projec-
tions present drawbacks that may impair the comprehen-
sion of the data set by users, such as the difficulty in
maintaining locally the same levels of precision made glob-
ally, and the high degree of cluttering produced. As an
alternative, the data set can be organized as a similarity
tree. Neighbor Joining (NJ), a phylogeny reconstruction
algorithm, has been adapted to construct similarity trees [7],
[29], in which leaves represent instances, internal nodes rep-
resent hypothetical ancestors, and edge lengths indicate the
distance among instances. By positioning objects on
branches, similarity is organized into levels, an intuitive
way of interpreting degrees of similarity. Global analysis is
not impaired, and local analysis is as precise as global.
3 VISUAL INCREMENTAL CLASSIFICATION
We additionally hypothesize that interaction in every step
of the classification process can be benefited by users recog-
nizing groups of highly related individuals. Fig. 1 illustrates
the functional structure of the VCM, totally supported by a
similarity-based form of visualization, that is, a point place-
ment strategy that reflects groups of similar individuals.
This section describes the steps of the VCM methodol-
ogy. Although VCM works with any classification methods
based on training from samples, it benefits most when an
incremental method is employed. An incremental classifica-
tion method makes it faster to rebuild and apply the model.
We have implemented various methods, but present the
approach using LWPR, described in Section 2.3.1.
3.1 Creating and Applying the Model
The instances that compose the training for the classification
model are informed by the user. They can be selected using
the visualization layout, whose structure and point organi-
zation is able to guide the user towards a relevant selection.
Figs. 2a and 2b show two views of a Neighbor Joining
tree for a set of 300 images, from which the user selected
43 images as a training set. In Fig. 2b, a fast simplified force-
based layout [42] was applied in order to minimize clutter-
ing and allow inspection of the branch organization. In this
case, the images from the end of branches were chosen
together with images from the core of the tree. The
Fig. 1. Visual classification methodology diagram, showing three perspectives: CLASSIFICATION, that concentrates the automatic classification
flow, VISUALIZATION, that provides the visual support to comprehension of the data set and classification processes, and USER INTERVENTION,
that provides the possible manners for the user to influence the process by interacting with visualizations.
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confidence of the classification is higher in instances located
at the end of the branches and lower in instances located at
the top of the branches. In the system it is possible to assign
and change labels of selected instance.
The created classification model can be employed in the
classification of any collection bearing the same configura-
tion for the feature space. Fig. 3a shows an NJ tree with the
ground truth of another image collection with 700 images.
Fig. 3b shows the visual classification result for this collec-
tion, using the LWPR model created from the samples
shown in Fig. 2. Numerical results are shown in Table 1.
3.2 Updating the Model
Model updates can also be performed by selecting additional
instances from a visualization layout. In LWPR,model learn-
ing is performed incrementally, thus the selected instances
will update each PLS linear model locally, generating new
ones if necessary, according to the algorithm formulation
presented in Section 2.3.1. The updated model will accumu-
late information from instances used both in creation and
update procedure, so no actual instances need to be stored.
Several model updating strategies can be adopted. In this
work, we use a set of misclassified instances to add informa-
tion about the classes for which the model is deficient. The
similarity layout may also serve for this purpose, helping
users identify the reasons for failure by looking at the
images deemed similar to the misclassified ones.
When a non-incremental model is used for classification
(the system allows, for instance, the use of non-incremental
PLS and SVM), the update module in fact rebuilds that
model using original plus added training instances.
Table 2 presents the model creation and update times,
comparing an incremental approach (LWPR), and two non-
incremental approaches (PLS and SVM), for a collectionwith
21,643 instances categorized in eight classes, using an initial
sample set of 1,200 instances, and using an update sample
set of 24 instances, three of each class. One can notice that the
creation of a LWPR model is slower than the creation of the
PLS and SVM models, but the LWPR update process is con-
siderably faster. Moreover, the time required to update the
PLS and SVMmodels are similar to the time required to cre-
ate thesemodels, since thesemodels are actually rebuilt.
3.3 Rebuilding the Model with New Classes
In some classification scenarios, it is possible that some dras-
tic changes in the class distribution occur and new classes
appear. In this case, even for LWPR, one or more models
have to be created or rebuilt. To avoid re-entering previous
training instances, we opt to store the training sets from pre-
vious model updates. This information is then used in an
update process involving instances of n new classes.
Using the One-Against-All approach, instances of the
current update that belong to the n new classes are
employed in the update of the existing models. Then, n new
models are created, and the previously stored instances,
together with the new ones, are used to train them, resulting
in C þ nmodels. The model created through the Multiclass-
Matrix approach will require the addition of n new
responses. Thus, a new model is created with C þ n
responses, and the previously stored instances, together
with the new ones, are used to train it. In both approaches,
the instances used in the current update are also stored,
together with the previous ones, so they can be used in
future updates that involve new classes. For other classifiers
we also re-create the model from stored training instances.
3.4 The Visual Classification System (VCS)
A Visual Classification System, made available at http://
vicg.icmc.usp.br/infovis2/Tools, has been implemented
aiming at creating the environment presented in Fig. 1, with
the entire classification process supported by visualization
techniques. Its functionalities and their relation with the
VCM are described as follows:
Fig. 2. NJ tree for a 300 image collection, with 43 selected instances,
represented by circles (2a) and by images (2b).
Fig. 3. Classification result for a collection with 700 images.
TABLE 1
Numerical Results of COREL-700 Classification
Results Values
Matching Instances 599 (85.6%)
Non-matching Instances 101 (14.4%)
Accuracy 97.43%
Precision 87.6%
Recall 85.57%
TABLE 2
Time Comparison (in Seconds) to Create and Update
Incremental and Non-Incremental Models
LWPR PLS SVM
O-A-A Multiclass O-A-A Multiclass
Model Creation 36.83 32.07 9.09 29.13 2.66
Model Update 0.75 0.65 8.30 19.17 2.91
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Visualization and creation of the training set. The VISUAL-
IZATION module employs a visualization technique to
construct a layout that allows the user to see the structure
of the collection, as well as to detect trends and patterns
that may provide a better comprehension of the classifica-
tion process. This layout is presented in the main screen
of the system, from which the user selects instances by
clicking on them, or by selecting regions of the layout. It
is also possible to visualize the content of each instance.
All the interaction tools are implemented in the USER
INTERVENTION module. The selected instances will
compose the training set used to build the classification
model. Eventually, before generating the layout, a
dimensionality reduction procedure can be employed in
the collection to highlight in its structure some specific
perspective. If the collection is not previously labeled or if
the user is not satisfied with the current label scheme, he
or she can create or modify the label for any instance on
the layout being inspected.
Building and application of the classification model. The
CLASSIFICATIONmodule includes all the automatic classi-
fication steps, including model building using the set of
selected training instances, and its subsequent application
to a test collection. This model can also be saved for use in
future applications. Various classifiers are included in the
system, such as SVM, PLS and LWPR.
Visualization and analysis of the classification results. The
VISUALIZATIONmodule presents the test collection classi-
fication results, using the same visualization strategy
employed to create the training set. The USER INTERVEN-
TION module contains a set of tools to analyze the classifi-
cation results. In situations in which a ground truth exists
for a collection, it is possible to perform this analysis with
classical evaluation measures, such as accuracy, precision
and recall, as well as to check the number of misclassified
instances and the associated confusion matrix. Additionally,
the system provides a tool named Class Matching, that
uses the layout to visualize, in contrasting color, the individ-
uals that were misclassified, to understand its relationships
to the neighboring data points.
Update of the classification model. By analyzing the layout
of the classification results, in the VISUALIZATIONmodule
the user can select instances to update the classification
model, also by clicking on them, or by selecting regions of
the layout. The layout acts here as a guide to ease this selec-
tion, and enables several update strategies. He or she can
also modify the instances labels, using the USER INTERAC-
TION module tools. The selected instances will be used to
update the model, that will again be applied to the test col-
lection by the CLASSIFICATION module. In this sense, the
user participates in an iterative process, in which as many
model updates as necessary can be performed, seeking its
adaptation to a particular classification scenario, and con-
verging to the desired results.
4 EXPERIMENTAL RESULTS
This section presents the results of several case studies rep-
resenting classification scenarios undertaken with VCM, by
means of the system built to realize it, VCS. The goal is to
offer evidence of a visual framework to provide the
insertion of the user into the classification process of a
potentially evolving data set.
4.1 Data Sets and Test Setup
One textual and two image data sets were employed in the
evaluation tests. The ALL data set, made available at vicg.
icmc.usp.br/infovis2/DataSets, contains 2,814 abstracts of
scientific papers in nine areas of knowledge, collected from
various sources, with considerable part of common content
across labels. From the text set, a feature space was created
by removing stopwords and employing stemming [32]. The
coordinate of any particular point was determined by the
term-frequency-inverse-document-frequency (TD-IDF) count
[39], which has been employed successfully in text visuali-
zation and mining applications, resulting in instances with
5,163 dimensions. The nine labels of the data set were
assigned manually based on the perceived main topic of the
scientific paper. The number of papers across labels is
largely unbalanced.
The ETHZ image collection represents a subset of the
ETHZ data set [11], [36], which provides photographs of dif-
ferent people captured in uncontrolled conditions, with a
range of appearances. This collection is composed of 2,019
images, divided into 28 labels forming unbalanced groups.
Each image is represented by a vector of 3,963 descriptors,
combining Gabor filters, Histogram of Oriented Gradients
(HOG), Local Binary Patterns (LBP) and mean intensity, the
same setup used in [37] for face recognition.
The Free-Photo image collection is a set of 3,462 images
divided into nine unbalanced classes made freely available
at www.freefoto.com. Each image is described by 128 BIC
(Border/Interior Pixel Classification) [33] features.
The experiments presented here were performed on an
Intel Core i7 processor with 3.40 GHz and 16 GB RAM, using
an LWPR library [22] wrapped in a JAVA package, that con-
tains all the methods for model creation and update, as well
as the classification methods. The dimensionality of ALL
and ETHZ collections were reduced by a PLS dimensionality
reduction procedure [30], in its MulticlassMatrix modality,
and training sets containing 647 instances for ALL collection,
and 400 instances for ETHZ collection. The ALL and ETHZ
instances were reduced to 63 and 48 dimensions, respec-
tively. This dimensionality reduction was performed aiming
at highlighting the separability amongst classes on these col-
lections, easing the selection of representatives by the user.
To evaluate the classification process, we measured the
number and percentage of matching instances, representing
instances correctly classified, and non-matching instances,
representing misclassified instances. We also used the fol-
lowing measures, for each class: accuracy, which measures
the proportion of correctly classified instances, amongst all
instances; precision, which measures the proportion of cor-
rectly classified instances, amongst all instances categorized
into the same class; and recall, which measures the propor-
tion of correctly classified instances, amongst all instances
that really belong to this class. We employed the average of
these values to evaluate the classification process.
4.2 Impact of Instance Positioning
This experiment aims at evaluating how the instance posi-
tion in similarity trees may impact the LWPR model
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creation or update. On an NJ tree layout, instances posi-
tioned far from the core of the tree (external instances), that
is, placed on more external leaves, are the individuals that
better characterize the class they belong to. On the other
hand, instances positioned closer to the core of the tree
(internal instances) represent the ones whose features do
not fit well in any class, or that fit in more than one class.
This is given by the nature of the NJ algorithm.
Three training sets are used, the first composed of
external instances, the second composed of internal instan-
ces, and the third composed of a combination of the two
previous ones. In all cases, training and test sets are
disjoint.
For ALL-Reduced, 45 training instances were used, and
the remaining 2,769 instances used as a test set. For ETHZ-
Reduced, 112 instances were used, and the remaining 1,907
instances used as a test set. Table 3 shows the results of each
classification for these collections. The worst results were
obtained using the external instances to compose the train-
ing set. These are likely to be close to the centroids of their
group, and unable to represent boundary elements of the
class, resulting in a restrictive classifier. Using internal
instances, information about the boundaries of the groups is
fed to the classifier, promoting inclusion of a larger variety
of features within each target class.
4.3 Constructing and Updating an LWPR Model
This experiment evaluates the use of visualization for the
construction and update of an LWPR model to improve the
classification results. In LWPR, a regression model, created
from a set of training instances divided into C classes, is
used to classify the data. It is possible to update this model
by adding new instance information to reflect changes in
the classification scenario. We investigated two usually
employed classification strategies in the underlying PLS
model: One Against All andMulticlassMatrix [30]. Our exper-
imental results have shown no significant difference
between the two approaches, considering computational
cost and precision of the generated models. However, the
One-Against-All approach requires the creation and updat-
ing of one model for each class, thus being more costly and
spending more time to execute. This approach was
employed in all the experiments presented in this paper.
The constructed model is employed to classify the remain-
ing instances of the collection.
For ETHZ-Reduced, 84 training instances were used,
three instances per class. The remaining 1,935 instances
were used as a test set. For ALL-Reduced, 45 instances were
used, five instances per class. The remaining 2,769 were
used as a test set.
The numerical results of the classification for ETHZ-
Reduced are presented in the second column of Table 4.
A ClassMatch tool [29] was used to visually evaluate mis-
match between ground truth and results, highlighting in
red the misclassified instances. From this comparison, pre-
sented in Figs. 4a and 4b, as well as from the confusion
matrix of this classification (not shown here due to its
large size), one can notice that two classes concentrated
the higher error rates, 6 (109 misclassified instances) and
25 (65 misclassified instances).
The layout provides several clues that may help to
understand the structure of the collection, as well as classi-
fier behavior. In Fig. 4a, it is possible to see that branches
representing classes 6 and 25 are heterogeneous regarding
class labels. As the layout is constructed based on similarity
amongst instances, the branches are supposed to present a
degree of homogeneity, specially in this experiment, where
the dimensionality of the original collection was reduced
focusing on class separability. If the branches are
TABLE 3
Results of Classification Using Three Types of Training Set
External Instances Internal Instances Combined Instances
ETHZ-Reduced
Matching Instances 1,478 (77.5%) 1,592 (83.5%) 1,713 (89.8%)
Non-matching Instances 429 (22.5%) 315 (16.5%) 194 (10.2%)
Accuracy 97.12% 98.41% 98.73%
Precision 83.41% 88.59% 92.62%
Recall 77.5% 83.48% 89.83%
ALL-Reduced
Matching Instances 1,410 (50.9%) 1,623 (58.6%) 1,609 (58.1%)
Non-matching Instances 1,359 (49.1%) 1,146 (41.4%) 1,160 (41.9%)
Accuracy 80.53% 85.04% 84.23%
Precision 60.87% 63.44% 60.99%
Recall 50.92% 58.61% 58.11%
TABLE 4
Results of ETHZ-Reduced and ALL-Reduced Classification
Using the Initial and Updated LWPR Models
Initial Model Updated Model
ETHZ-Reduced
Matching Instances 1,704 (88.1%) 1,808 (93.4%)
Non-matching Instances 231 (11.9%) 127 (6.6%)
Accuracy 98.47% 99.14%
Precision 89.05% 94.06%
Recall 88.06% 93.44%
ALL-Reduced
Matching Instances 1,875 (67.7%) 1,991 (71.9%)
Non-matching Instances 894 (32.3%) 778 (28.1%)
Accuracy 86.61% 88.45%
Precision 71.98% 73.79%
Recall 67.71% 71.90%
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heterogeneous in terms of class labels, it may indicate that
the classification is mixing instances in these branches.
Another clue presented by the tree of Fig. 4a is related to
class 6, from which it is possible to see more than one
branch. This may indicate that this class covers a wide range
of features, being considerably heterogeneous, and that it
could be divided into more homogeneous subclasses. For a
class with such a complex structure, it is understandable
that the correct classification of its instances is more diffi-
cult, and this can be confirmed by the numerical results.
The analysis of the branches in the neighborhood of those
representing classes 6 and 25 can help understand the classi-
fier behavior. From the confusion matrix one can see that
most of the instances from class 25 were classified as class 8,
and most of the instances from class 6 were classified as
class 15. The layout, in turn, shows that the branches corre-
sponding to these classes are neighbors in the tree, as shown
in Fig. 5, and in case of classes 25 and 8 (Fig. 5b), comprise
one single branch, indicating that the instances of these clas-
ses are very similar.
The layout can also support users to create strategies to
update the classification model. One possibility, using the
ClassMatch tree, is to verify the branches with the highest
misclassification rates, and search for features in the instan-
ces located in these branches that best describes the classes
they belong. Possibly, the classifier is deficient in recogniz-
ing these features. It is important to notice that, in the
absence of a ground truth, the user decides which points
are misclassified, and this misclassification is announced by
points in close branches classified differently, or by hetero-
geneous branches, as stated before. Users can then select
instances that present these features and use them to update
the classifier. This strategy was employed in this experi-
ment. In the tree, 23 misclassified instances, eight from class
25 and 15 from class 6, were selected after analysis of the
ClassMatch tree branches. Fig. 6 presents some examples of
this selection, showing the content of representative images
from class 6 (Fig. 6a) and class 25 (Fig. 6b). These images
were used to update the LWPR model, with the aim of rein-
force the classifier knowledge about these classes. The third
column of Table 4 shows the results of applying the
updated model to a second classification.
Themismatches of the classification can be seen in Fig. 7, in
red. Comparing this result with theClassMatch tree presented
in Fig. 4b, one can see an improvement for ETHZ-Reduced
collection, also observed for ALL-Reduced collection.
To verify the role of the visualization in selecting instan-
ces for LWPR model update, we performed another experi-
ment in which we reproduced the same steps performed
above, but updating the training set with instances selected
randomly. We employed 10 random sets for each data set,
and the average classification obtained for ETHZ-Reduced
was 1,802 (93.1 percent) matching instances, 132 (6.8 per-
cent) non-matching instances, and accuracy, precision and
recall rates of 99.06, 94.22 and 93.17 percent, respectively.
For ALL-Reduced, the average classification result was
1,812 (65,4 percent) matching instances, 956 (34,5 percent)
non-matching instances, and accuracy, precision and recall
rates of 84.9, 74.19 and 65.45 percent, respectively.
For both collections, the improvement is better for the
selection guided by the visualization. For ETHZ-Reduced,
the improvement is not significant, which is expected, since
this collection presents easier separability than the text data
set. Since there are more selections likely to represent well
the classes, improvement of the model is higher. On the
other hand, ALL-Reduced presents worse class separability
Fig. 4. Classified NJ tree of ETHZ-Reduced collection and correspon-
dent ClassMatch tree, highlighting the heterogeneous branches corre-
sponding the classification of instances originally from classes 6 and 25.
Fig. 5. Neighborhood of the branches corresponding classes 6 and 25,
showing the similarity between instances of these classes.
Fig. 6. Representative instances selected from classes 6 and 25.
Fig. 7. Classification results using the updated LWPR model.
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and the criteria used for instance selection may considerably
influence the model learning for each class. In this case, the
layout played a crucial role to produce a satisfactory selec-
tion. Considering a real situation, in which there is no
ground truth for a collection, the user is naturally the best
resource to find a proper set of samples for model update,
and the similarity based visual layout is a potentially valu-
able tool to perform the task.
Table 5 shows the computational time required to con-
struct, update and apply the LWPR models. These results
show that VCM can provide an interactive and online
adjustment procedure that allows for the user to adapt mod-
els to new scenarios in evolving collections. In all experi-
ments, the time spent in the application of the initial model
and all subsequent updated models did not presented sig-
nificant difference. The time spent in each subsequent
model update was also nearly constant, which shows that
users do not experience significant performance impact as
they iteratively update the model.
4.4 Iterative Classification
This experiment aims at verifying the convergence of a clas-
sification procedure using the application of a sequence of
LWPR model updates. Initially, a LWPR model is built from
a training set and used to classify a collection. Based on the
result of this classification, the model is updated by the user
and employed to classify a second collection. The model is
updated again by using the results of the second classifica-
tion, and another classification is performed on a third col-
lection. This experiment was performed on ALL-Reduced
collection and described as follows.
Iteration 1. From ALL-Reduced, three disjoints sets were
built, an initial training set with 45 instances, and two other
subsets, named ALL-Reduced01 and ALL-Reduced02, with
926 and 922 instances, respectively.
The training set was employed to create an LWPR model
that, in turn, was used to classify ALL-Reduced01 set. The
numerical results of this classification is shown in the second
column of Table 6 and the corresponding NJ tree and
Class Matching tree presented in Fig. 8. Classes 2, 4, 8 and 0
presented high misclassification rates: 67.6, 56.3, 50.77 and
47.25 percent, respectively.
Iteration 2. Eight instances from classes 2, 4, 8 and 0 (2
from each classes) were selected to update the LWPR
model, which in turn was used to classify ALL-Reduced02
set. The numerical results of this new classification are
shown in Table 6, fifth column, and the corresponding NJ
tree and Class Matching tree are presented in Fig. 9.
Table 6 shows the results of the first and second itera-
tions of LWPR model applied to both ALL-Reduced01 and
ALL-Reduced02 collections. It can be seen that updating the
model improves classifications in both data sets.
Iteration 3. Six misclassified instances from classes 2 and
3, that presented high misclassification rates, were selected
from NJ tree of ALL-Reduced02 set and used to update
LWPR model. This updated model was then used to classify
a subset of the ALL-Reduced collection, with 2,769 instan-
ces, that contains the instances used in the model updates,
but does not contain any instance of the initial training set.
The results of the classification procedure using the three
versions of the LWPR model are shown in Table 7. They
show that the guided update provided by the tree layout
supports robust convergence of the classifier.
4.5 Collection Evolution-New Classes
This experiment verifies how the visualization layout can
assist the LWPR model update process when there is a
change or evolution in the data set, and new classes
appear. First, an LWPR model is created through a training
set built from instances belonging to a classes and used to
classify another collection containing instances of b classes,
a < b. The performance of the classifier for instances
belonging to known classes is examined, in search for pos-
sible unknown classes. Then, the model is updated using
instances belonging to previously unknown classes and a
new classification is performed. Two model update
TABLE 5
Computational Time (in Seconds) to Create, Update
and Apply the LWPR Models
Data set ALL-Reduced ETHZ-Reduced
Model Creation 0.391 1.804
Model Update 0.178 0.522
Model Application 1.210 1.819
TABLE 6
Classification Result Comparison Using LWPR Models Created in the Iterative Model Update Process
on ALL-Reduced01 and ALL-Reduced02 Collection
ALL-Reduced01 ALL-Reduced02
Iteration 1 2 1 2
Matching Instances 632 (68.3%) 661 (71.4%) 613 (66.5%) 655 (71.0%)
Non-matching Instances 294 (31.7%) 265 (28.6%) 309 (33.5%) 267 (29.0%)
Accuracy 86.81% 88.40% 86.27% 88.22%
Precision 73.07% 73.99% 70.26% 73.10%
Recall 68.25% 71.38% 66.49% 71.04%
Fig. 8. NJ Tree of ALL-Reduced01 collection and corresponding classifi-
cation result using the LWPR model created in iteration 1.
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approaches were examined: the first uses only instances
from unknown classes and the second uses a combination
of instances belonging to known and unknown classes.
A subset of ETHZ-Reduced collection was used, com-
posed of 717 instances organized into 10 classes, called
ETHZ-Reduced717. From this subset, 100 instances from
classes 4, 10, 16, 23, 25 and 26 were used to build an
LWPR model. Classes 5, 7, 8 and 13 were not considered.
Table 8 shows how the model classified instances from the
six known classes, whereas Table 9 shows which classes
the instances of unknown classes were inserted into.
Fig. 10 shows the ground truth of the collection (10a), as
well as the ClassMatch tree from the classification procedure
(10b). As expected, four branches were totally misclassified,
representing the unknown classes.
Fig. 11 shows that instances from unknown class 8 are
positioned at a branch closer to another branch that contains
only instances from known class 25, possibly explaining
why these instances were labeled to that class.
This example shows the layout capability to provide
clues that potential new classes may be appearing in the col-
lection, with instances represented by patterns that are
unknown by the model. Here, two distinct branches present
the same class label, indicating that one of them may be an
unknown class, whose instances the model considered as a
known class. Using multidimensional projections, the pres-
ence of partially or totally disconnected groups of instances,
or even distant groups with the same class labels, may also
indicate the appearing of new classes. These layout trends
do not always represent new classes appearing in the collec-
tion, but they are clues that may indicate that a further anal-
ysis should be performed by the user.
From this result, the LWPR model was updated through
two strategies using only instances from unknown classes
and using a combination of instances belonging to known
and unknown classes. The numerical results of the classifi-
cations are shown in Table 10. The corresponding Class
Matching trees are presented in Fig. 12. The results are bet-
ter when the model is updated using instances that belong
to known and unknown classes. When updated with only
instances from the unknown classes, the model correctly
classified all the instances from these classes, but as shown
in the confusion matrix of Fig. 13, several instances from
previously known classes, that were correctly classified
before, were now misclassified.
Fig. 9. NJ Tree of ALL-Reduced02 collection and corresponding classifi-
cation result using the LWPR model created in iteration 2.
TABLE 7
Classification Result Comparison Using Three Versions of the LWPR Model on ALL-Reduced Subset with 2,769 Instances
ALL-Reduced Subset
Iteration 1 2 3
Matching Instances 1,875 (67.7%) 1,946 (70.3%) 2,008 (72.5%)
Non-matching Instances 894 (32.3%) 823 (29.7%) 761 (27.5%)
Accuracy 86.61% 87.71% 88.24%
Precision 71.98% 72.84% 74.20%
Recall 67.71% 70.28% 72.52%
TABLE 8
Performance of the Classifier for ETHZ-Reduced717
Collection on Instances of Known Classes
Class Hit Rate
4 35/36 (97.2%)
10 47/47 (100.0%)
16 72/72 (100.0%)
23 207/211 (98.1%)
25 125/133 (93.9%)
26 57/73 (78.1%)
TABLE 9
Distribution of Instances from the Four ETHZ-Reduced717
Unknown Classes on the Six Known Classes
by the LWPR Model
4 10 16 23 25 26
5 15 3 0 8 3 0
7 1 11 10 0 7 13
8 0 0 0 0 27 0
13 2 21 1 5 9 9
Fig. 10. Ground truth and ClassMatch tree comparison for ETHZ-
Reduced717 using the model built from instances belonging to six
classes.
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4.6 Other Point Placements as Support to VCM
Naturally, similarity trees are not the only techniques that
can support the visual classification process. Any 2D point
placement of multidimensional data, such as multidimen-
sional projections, could potentially be employed. This sec-
tion illustrates and compares the use of a projection
technique as an alternative to interact with data in the VCM.
An LSP projection and an NJ tree were constructed from
the Free-Photo collection, and, from these layouts, sets of
samples were chosen twice. First, a set of points is selected
as input to a PLS supervised dimension reduction in order
to improve feature space regarding class segregation. Then
the resulting space it is mapped on screen, and again a set
of points is chosen as samples to build the LWPR classifica-
tion model. The model is used to classify the data set.
Finally, new samples are chosen to update the classification
model and the classification is performed again. All these
steps are performed both with the projection and with the
tree to verify their adequacy to sample set selection in the
Visual Classification Procedure. This was a one go procedure,
that is, there was no going back in the pipeline selection!
reduction! classification! classification improvement.
Also, a single improvement step was performed.
4.6.1 Characterization and Results of Classification
Steps
Sample selection for supervised dimension reduction. The inten-
tion of this step was to select between 600 and 700 points
that included samples of all nine classes. On the LSP layout,
a set of 670 points was chosen (see Fig. 14a). Ten trials were
made until all classes were sampled reasonably well. Then,
in the tree layout, 610 points were chosen (see Fig. 14b). The
difference in number is because the tree layout supported
easy recognition of neighborhoods, so satisfaction with the
set was achieved sooner. Five trials sufficed to reach the final
sample set. Then, PLS dimension reduction (10 factors, target
dimensionality 9) was employed on the original data set with
each sample set separately. As a result, two reduced data sets
of 3; 462 samples with nine attributes were built. We call the
reduced space from the 670 points chosen from the projec-
tion 670_reduced, and the reduced space from the 610 points
chosen from theNJ tree 610_reduced. Layouts of the reduced
spaces can be seen in Fig. 16a and also in Figs. 16b and 16c.
The employment of dimension reduction in fact improved
the quality of the original space regarding discrimination of
classes. This can be verified by the calculation of the silhou-
ette coefficient, a measurement of cluster cohesion and sepa-
ration [41] that varies between 1:0 and 1:0. Silhouettes of
the original space, reduced spaces and their layouts can be
verified by the curve in Fig. 15.
Sample selection for classification. After dimension reduc-
tion, the reduced space with better silhouette (610_reduced)
was employed to carry on the rest of the work, that is, to
classify the data set. The procedure was done by selecting
samples and then submitting to LWPR for modeling and
classification. Again, both layouts were employed to sup-
port the selection of samples for training the classifier. The
target was again to choose between 600 and 700 points from
the labeled data set. The interactions with the layouts were
very similar to the ones done in the previous step, only now
working on the reduced data set, that is, with layouts entail-
ing better segregation (see Fig. 16). Therefore, in principle,
location of well grouped points is easier. In total, 675 points
from the projection layout and 598 points from the tree lay-
out were chosen. A model for each training set was created
(675-model and 598-model respectively). They were both
used to classify the Free-Photo data set. The classification
Fig. 11. NJ tree of ETHZ-Reduced717 highlighting the relationship
between instances from classes 8 and 25.
TABLE 10
ETHZ-Reduced717 Classification Result Comparison Using
LWPR Model Updated with Only Unknown Classes
and with Instances from All Classes
4 classes 10 classes
Matching Instances 640 (89.3%) 691 (96.4%)
Non-matching Instances 77 (10.7%) 26 (3.6%)
Accuracy 97.85% 99.00%
Precision 93.26% 97.25%
Recall 89.26% 96.37%
Fig. 12. ETHZ-Reduced717 ClassMatch trees using LWPR model
updated with only unknown classes (12a) and with instances from all
classes (12b).
Fig. 13. Confusion matrix associated to the ETHZ-Reduced717 classifi-
cation using LWPR model updated with only unknown classes.
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results were 73 percent of correct classification for the first
and 75 percent for the latter.
Incremental classification. In this step, additional points
were chosen from each layout using class match for projec-
tion and tree as guide. For the projection layout, 173 extra
points were chosen and fed into the 675-model. From the NJ
tree layout, 171 points were chosen and fed into the 598-
model. The updated models were applied to the original
data set and gave as result 76 and 78 percent correct classifi-
cation, respectively.
4.6.2 Observations and Discussion of the Comparative
Classification Experiment
From employing both projections and similarity trees as
tools for the same classification process, a few observations
can be drawn. The first one relates to the comfort finding
appropriate samples. Locating cohesive groups from which
to choose appropriate samples is at the core of successful
user controlled sampling. Appropriate sampling would
include points within those cohesive groups and at the
boundary between groups. While groups of samples can be
examined in either type of layout, via various tools for
instance observation, the trees tend to place well adjusted
individuals at the ends of branches, while, from the top of
branches, one can select boundary individuals. Making
these individuals easy to locate is one of the benefits of the
NJ tree layout. Projections, on the other hand, have the
problem of scale during interaction, which requires zoom-
ing in and out if one wants to understand whether there is
separation of groups seemingly mixed, even when class dis-
crimination is improved by dimension reduction. This is an
issue for all projections, not only for LSP. This, however,
does not prevent finding good samples, as can be seen from
the similar final results.
While the quality of final results are similar when using
either plot, the productivity and the quality of sample set
selection were more favorable to the tree. The time to select
points on the projection was larger due to the difficulty in
estimating the density when selecting from cohesive
groups. Too many or too few points were sometimes
selected in equal areas of the visual space. The improvement
in quality of the reduced space was larger for the reduction
from the tree samples. Additionally, while the final classifi-
cation results using the tree were only marginally better,
fewer samples were necessary to achieve those results.
Quality of the samples can be confirmed by plotting the
sample sets (see Fig. 17). It can be seen from the figure that
class segregation was better for the sample set chosen from
the tree. Silhouettes of the layouts confirm that visual
impression (Fig. 15).
Another aspect that favors the tree as the appropriate tool
in this process is its complete absence of parameterization.
Fig. 14. Visual displays of the Free-Photo 3,462 points data set.
Fig. 15. Silhouette for original and reduced spaces, and layouts.
Fig. 16. Layouts of the reduced data set by LSP and NJ tree.
Fig. 17. Projections of samples selected from each layout. (a) 675 points
selected for classification from Projection View in 16b. (b) 598 points
selected for classification from Tree View in 16c. Silhouettes are those
of the feature space and of the layout.
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The input for the tree is the similarity relationship or the fea-
ture space and the output is the tree. Projections, on the other
hand, are usually subject to a series of parameters that tend
to be very important in regards to quality of the final layout.
In the case of LSP, its main parameter, the number of control
points, was set do default (10 percent).
Projections are better than trees in other respects. If the
shape of projected groups is meaningful for an application,
then they should be used, since trees destroy any informa-
tion that projections might keep on group shape.
5 CONCLUSIONS AND FUTURE WORK
This work presented the Visual Classification Methodology
for incremental classification tasks. It yields visual support
to classification of evolving data sets by allowing users
interference, via similarity based visualizations, during
supervised classification in an integrated form, promoting
users control over model building, application, evaluation
and evolution. Extensive testing demonstrated that the
association between users and automatic classification pro-
cedures through visualization techniques have great poten-
tial to support convergence to efficient classifiers, as well
as for supporting adaptation of a classification scenario as
the data set evolves.
Bidimensional point-based visualizations provide the
support to most classification tasks including sample selec-
tion, manual labeling, model building, result verification
and model updating. The same set of tools supports an
optional pre-processing step involving dimension reduc-
tion. Additional attribute mappings were developed to sup-
port detailed analysis of the results and for feedback into
the classification processes.
A system to instantiate the methodology is provided
including various classification methods, such as PLS, SVM
and LWPR. Other classification techniques and most point
placement approaches can adapt to the proposed approach.
The work also offers evidence of forms in which similarity
trees, such as NJ trees, show the structure of groups in a way
that allows interacting accurately along the classification
steps. Multidimensional projections are also found useful
for the same purposes.
The process and the underlying techniques, as well as the
system developed with all the features of the methodology,
are incremental and accommodate evolution of the models
and of the data sets over time. The system is made available
for general use.
As a future step, it would be interesting to further
explore the characteristics of point based as well as other
layouts that reflect the particularities of the collection
and the classifier behavior, identifying how they can help
users to interact faster with the classification. A comparison
of these layouts against others created by different visuali-
zation approaches, with respect to their capabilities on com-
posing strategies to update classification models, would
also be an interesting research direction.
A limitation of the approach is the difficulties of interac-
tion with very large data sets for both projections and trees,
due to clutter. We are currently working on a version of the
tree that is multi-scale and coupled with an improved way
to use visual space (see [40]).
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