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The photoluminescence (PL) of semiconductors can be used to determine their absorption coefficient (α)
using Planck’s generalized law. The standard method, suitable only for self-supported thick samples, like
wafers, is extended to multilayer thin films bymeans of the transfer-matrix method to include the effect of the
substrate and optional front layers. α valuesmeasured onvarious thin-film solar-cell absorbers by both PL and
photothermal deflection spectroscopy (PDS) showgood agreement. PLmeasurements are extremely sensitive
to the semiconductor absorption and allow us to advantageously circumvent parasitic absorption from the
substrate; thus, α can be accurately determined down to very low values, allowing us to investigate deep band
tails with a higher dynamic range than in any other method, including spectrophotometry and PDS.
DOI: 10.1103/PhysRevApplied.9.064008
I. INTRODUCTION
Sub-band-gap absorption in semiconductors is a critical
parameter for device application because sub-band-gap
absorption is due to defects and disorder, which influence
the performance of any semiconductor-based device [1].
Thin-film transistors are good examples: the mobility is
affected by band tailing [2], although the band-tail-state
effect on carrier transport is strongly material dependent
[3]. Band tails are also known to reduce the efficiency of
solar cells [4,5] and to be the limiting factor in the case of
amorphous Si solar cells [6].
Recently, De Wolf et al. showed an empirical linear
relationship between band tailing and the voltage deficit (the
difference between band-gap energy and open-circuit volt-
age) for several solar-cell technologies [7]. Band tailing in
semiconductors may occur at both conduction and valence
band edges in a nonsymmetrical way [8]. If the band tails are
described by Urbach behavior [9] [exponential decrease of
the density of states (DOS) from the band edges towards
midgap], which is observed in most materials [10–14], the
extension of the joint DOS below the band-gap energy is
determined by the band edge, which shows the broadest
extension into the band gap [15].
Besides Urbach behavior, various models have been
proposed to describe nonexponential tails [16]. As the
joint DOS is reflected in the absorption coefficient, α,
its measure in the sub-band-gap energy region is of
prime interest for band-tail investigations. Because the
sub-band-gap absorbance is weak, especially for thin films,
photoluminescence (PL) can be advantageously used due to
its capability of measuring extremely low α values, whereas
other methods such as ellipsometry and spectrophotometry
are limited.
Indeed, PL has been proven to be able to measure α down
to 10−16 cm−1 on Si wafers [17]. The equation rigorously
derived for self-supporting samples likewafers has also been
applied to thin films [16]. But in that case, the difference
between the front interface, the film-substrate interface, and
the substrate back-side reflectivity is ignored. Here, we
propose a rigorous yet analytical method to retrieve α from
PL spectra measured on multilayered structures. We also
discuss the advantages and limitations of PL-based absorp-
tion measurements in the case of defect-related absorption.
II. MODEL
A. Emission and absorption rates
The radiative transition rate per volume and per energy
unit between an upper (u) and a lower (l) electronic state
can be derived from Fermi’s golden rule [18]:
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Rsa ¼
2π
ℏ
X
Eu;El
jHj2 ργfγðnun0l − n0unlÞδðEul − ℏωÞ; ð1Þ
Rsp ¼
2π
ℏ
X
Eu;El
jHj2 ργðnun0lÞδðEul − ℏωÞ; ð2Þ
with Rsa being the difference between the stimulated
emission rate and the absorption rate and Rsp the sponta-
neous emission rate. The upper and lower states can be the
conduction and the valence band, but the considerations are
generally valid for any two-state system. E is the energy of
the electronic states (Eul ¼ Eu − El), and ℏω is the photon
energy. jHj2 is the square of the matrix element for the
interaction between the upper and lower electronic states.
Here, the value is averaged over degenerate states. ργ is the
photon mode density and fγ is the photon distribution
function,which is given by aBose-Einstein distribution only
if the material is not excited, i.e., there is no luminescence.
The density of photons is given by nγ ¼ ργfγ. nu;l and n0u;l
are the densities of occupied and unoccupied electron states,
respectively. Those two quantities can be described as nu;l ¼
ρu;lfu;l and n0u;l ¼ ρu;lf0u;l, where ρu;l is the electronic
density of states (the degeneracy factor is implicitly included
in ρ, even though this factor might differ for n and n0; see the
monovalent impurities case in the Appendix), f is
the electron distribution, and f0 ¼ 1 − f. Assuming that
the electrons are in thermal equilibrium with each other, the
electron distributions reduce to Fermi-Dirac distributions,
with a quasi-Fermi level μu;l.
The absorption coefficient α can be defined as the power
absorbed per unit volume divided by the incident energy
flux, which translates into Beer’s absorption law, in one
dimension:
dΦ=dx ¼ −αΦ; ð3Þ
where both sides of the equation are divided by ℏω to
replace the light intensity by the photon fluxΦ. To describe
the flux of photons within the material, we use the
continuity equation. Since photons can be absorbed or
emitted, the net generation rate is given by the difference
between the rates for emission and absorption. To derive α,
we first consider the case without spontaneous emission.
Then the generation rate, Rsa, is given by the difference
between the stimulated emission rate and the absorption
rate given in Eq. (1):
∇⃗ · Φ⃗þ ∂nγ∂t ¼ Rsa; ð4Þ
which reduces to dΦ=dx ¼ Rsa for the steady-state and
one-dimensional cases, corresponding to a material without
lateral variation of carrier densities (i.e., the excitation spot
size must be larger than the carrier diffusion length). Since,
in Eq. (1), ργfγ ¼ nγ ¼ v−1γ Φ, with vγ being the photon
velocity, the absorption coefficient can be derived as
α ¼ 2π
ℏ
v−1γ
X
Eu;El
jHj2ðn0unl − nun0lÞδðEul − ℏωÞ: ð5Þ
To describe the upper and lower densities, we consider
transitions involving bands or monovalent defects; the ratio
nun0l
n0unl − nun0l
¼ 1
expðℏω−ΔμkBT Þ − 1
ð6Þ
depends not on Eu or El (see the Appendix for the
derivation) but on Δμ, the quasi–Fermi-level splitting
(QFLS). Thus, this ratio can be removed from the
sum in Eq. (2), leading to the equivalent of the van
Roosbroeck–Shockley equation [19], modified to include
the nonequilibrium condition, which is described by the
QFLS [20]:
Rsp ¼ α
vγργ
expðℏω−ΔμkBT Þ − 1
¼ αΓ: ð7Þ
B. Light propagation
Now, considering spontaneous emission with a rate Rsp,
given in Eq. (2), in addition to Rsa, the photon continuity
equation becomes [17]
∇⃗ · Φ⃗ ¼ Rsp þ Rsa ¼ αΓ − αΦ: ð8Þ
A useful case for photoluminescence analysis is when Δμ
and α can both be assumed to be constant throughout the
luminescent film. The position-dependent Δμ case can be
treated numerically or by integration over the thickness if the
spatial variation is known [21,22]. Constant Δμ and α
correspond to a homogeneous semiconductor film with
good transport properties. Assuming planar geometry for
the semiconductor film, we can restrain the derivation to one
dimension with the position given by the x coordinate, as
depicted in Fig. 1. The photon flux traveling towards
positive x, Φþ, and the photon flux traveling towards
negative x,Φ−, are the one-dimensional solutions of Eq. (8):
ΦðxÞ ¼ Γþ C expð∓αxÞ; ð9Þ
with the constants C depending on the boundary
conditions.
FIG. 1. Diagram of the optical system with photon fluxes.
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An elegant way to impose the boundary conditions is to
use the transfer-matrix method. Here, we restrain our
analysis to films which show weak or no interference
fringes in their transmittance or reflectance spectra due to
significant thickness or surface roughness, as is often seen
for polycrystalline absorbers of thin-film solar cells. The
intensity matrix, which gives directly the relationship
between light intensities, should be used in such a case
[23]. One may use field matrices to treat coherent light
propagation. As shown in Fig. 1, the optical system
representing the sample consists of the following elements.
(a) Front: a front part that is described by the intensity
matrix coefficients A, B, C, and D. This front part can
account for additional top layers, if there are any, and
their associated interfaces. For the simplest system, the
front part describes only the air-film interface. The
front matrix then reduces to [23]
A B
C D

0jj
¼ n0=njjt0jj2

1 −jrj0j2
jr0jj2 jt0jtj0j2 − jr0jrj0j2

;
ð10Þ
with t and r being the Fresnel coefficients, for normal
incidence tab ¼ 2n˜a=ðn˜a þ n˜bÞ and rab ¼ ðn˜a − n˜bÞ=
ðn˜a þ n˜bÞ, with n˜ ¼ nþ ik being the complex refrac-
tive index. Subscript 0 refers to the air and subscript j
refers to the luminescent layer.
(b) j: the luminescent layer of thickness d in which the
light propagation is governed by Eq. (9).
(c) Rear: a rear part that can account for interface effects,
and an optional substrate which is described by E and
F . Since no light is entering the optical system from
the back side of the substrate, the right part of this
matrix is of no influence.
The boundary conditions are then directly given by
0
Φ−PL

¼

A B
C D

Φþð0Þ
Φ−ð0Þ

; ð11Þ

ΦþðdÞ
Φ−ðdÞ

¼

E ·
F ·

ΦþPL
0

: ð12Þ
Φ−PL and Φ
þ
PL are the PL fluxes emitted at the front and at
the back surface of the stacked sample, respectively. It
should be stressed that PL is the photoemission additional
to the thermal dark (gray-body) emission. Thus, there are
no incoming fluxes considered in Eqs. (11) and (12) since
the dark photon flux has zero divergence and is treated as a
constant background, assuming that the sample is in
thermal equilibrium with its surrounding environment.
For exactness, according to the previous PL definition,
the dark emission contribution to Rsp with Δμ ¼ 0 should
be removed, but, for PL measurements, fexp ½ðℏω − ΔμÞ=
kBT − 1g−1 ≫ ½exp ðℏω=kBTÞ − 1−1, and such a correc-
tion is disregarded.
By use of Eqs. (9), (11), and (12), the emitted PL flux at
the front can be expressed as
Φ−PL ¼ Γ
ðD − BACÞð1 − e−αdÞð1þ FE e−αdÞ
1þ FE BA e−2αd
¼ ΓΘ; ð13Þ
which is simply the product of Γ, the blackbody spectrum
modified by the QFLS, and Θ, an optical correction factor
which takes into account that the light emitted inside the
luminescent material has to escape from the sample to be
detected as a PL signal, but which also includes how the
light intensity increases when light is propagating through
the layer thickness. From the transfer-matrix method, it can
be shown that the optical factor Θ is the absorptivity of the
layer j.
Equation (13) gives the PL flux generalized to a multi-
layer system. For a wafer, B=A ¼ −jrj0j2, D − ðB=AÞC ¼
1 − jrj0j2, and F=E ¼ jrj0j2, and the PL emission given by
Eq. (13) reduces to the equation reported by Daub and
Würfel [17] when considering homogeneous Δμ and α
values throughout the film thickness. If the wafer has
different front-side and back-side reflectivity, Eq. (13)
reduces to the expression reported in Refs. [24,25].
C. QFLS and absorption coefficient measurement
For a quantitative analysis, we explicitly write the
density of the photon mode for both polarizations, neglect-
ing the dispersion of n, ργ ¼ ðΩj=4πÞn3jðℏωÞ2ðπ2ℏ3c3Þ−1,
where c is the vacuum speed of light (vγ ¼ njc). Ωj is the
solid angle of the light cone that corresponds to the light
that can be extracted at the front surface. For the collection
of the PL signal into the hemisphere of 2πsr in front of the
sample, the corresponding solid angle inside the material is
Ωj ¼ 2πf1 − cos½sin−1ð1=njÞg, which reduces to π=n2j for
large nj values, as are typically observed for semiconduc-
tors in the visible and near-infrared range.
Following the approach described in Ref. [26], prior to
the evaluation of α, the QFLS must be determined, which
can be done by rewriting Eqs. (7) and (13) as
ℏω − Δμ
kBT
¼ ln

n2jΩjðℏωÞ2
4π3ℏ3c2
Θ
Φ−PL
þ 1

: ð14Þ
Besides the measurement of the PL signal, the determi-
nation of Δμ and kBT requires the knowledge of Θ. This
term is obtained from the complex refractive index mea-
sured by another technique, such as spectrophotometry
(SP) or spectroscopic ellipsometry (SE), which is reliable in
the high- and midabsorption range. Provided that Θ is
known, PL data can be linearly fitted using Eq. (14) to
retrieve Δμ and kBT. Note that Δμ and T are not wave-
length dependent, and therefore it is sufficient to determine
the complex refractive index over only a narrow spectral
range to apply the method prior to PL data evaluation. The
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range where the complex refractive index has to be
measured by a complementary technique corresponds
typically to the highest energy range of the PL signal,
while the low-energy PL signal is used to accurately
determine α in the low-absorbing range. Once Δμ and T
are determined, one may extract α by using Eq. (13):
α ¼ − 1
d
ln
 
ðFE − 1Þ þ χ
2 FE ð1þ
Φ−PL=Γ
ðABD−CÞ
Þ
!
; ð15Þ
where
χ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
F
E
− 1

2
þ 4 F
E

1þ Φ
−
PL=Γ
ðABD−CÞ

1−
Φ−PL=Γ
ðD− BACÞ
s
:
It must be stressed that in the low absorption range, n ≫ k
and the Fresnel coefficient depends only weakly on k.
Therefore, the optical matrix elements A;…; F , used in
Eq. (15), can be calculated from SP or SE data because,
contrary to k, n is accurately measured by those techniques,
even in the low absorption range. In conclusion, the data
evaluation can be summarized as follows: First, n is
measured over the full range by a complementary technique
(for example, SE or SP) and k is measured in the high
energy range of the PL, where the absorption coefficient is
high. Then the PL data measured in the high-energy range
together with n and k are used to determine Δμ and T.
Finally, the absorption coefficient in the low-energy range
is accurately determined from the PL data and n. Taking
advantage of the high sensitivity of the PL, very low
absorption coefficients can be measured reliably.
We would like to point out that the amount of non-
radiative recombination has no influence on the α values
determined. Any nonradiative recombination reduces that
PL yield, and thus the QFLS. Since the QFLS is determined
before extracting the α values, this effect is taken care of.
Interestingly, when exp ½ðℏω − ΔμÞ=kBT ≫ 1, which is
fulfilled for a wide range of photon energies in the case of a
solar-cell absorber, it can be deduced that Γ ∝ expðΔμÞ
from Eq. (7), and thus Φ−PL ∝ expðΔμÞ from Eq. (13). As
Eq. (15) involves only the ratio Φ−PL=Γ, the PL yield has no
influence on the obtained α values, unlike the spectral
shape, which has to be measured accurately. Under these
conditions, one could use noncalibrated PL spectra. In that
case, the Δμ value extracted from Eq. (14) would not
represent the QFLS and should only be seen as a scaling
factor without physical meaning, but the absorption coef-
ficient derived from Eq. (15) would be correctly evaluated.
III. EXPERIMENTAL DETAILS
The absorption coefficient of different chalcopyrite thin
films, CuInSe2 (CIS), CuðIn;GaÞSe2 (CIGS), and CuGaSe2
(CGS), is measured using different techniques. CIS and
CIGS films are deposited on soda-lime glass (SLG) and on
Mo-coated SLG by single-stage coevaporation of the pure
elements in a molecular beam epitaxy system in order to
obtain homogeneous composition throughout the film.
Their chemical composition is determined by energy-
dispersive x-ray spectroscopy. CGS films are grown by
metal-organic vapor-phase epitaxy on GaAs substrates.
The complex refractive index of CIS and CIGS samples
are measured by SP. Films grown on Mo-coated SLG are
mechanically transferred to transparent substrates. The total
transmittance at normal incidence T and the total reflec-
tance at near-normal incidence R are measured using a
UV–visible–near-infrared spectrophotometer equipped
with an integrating sphere. The substrate refractive index
is evaluated from T and R measurements on the bare
substrate. The complex refractive index is retrieved by
numerically solving

1
R

¼

A B
C D

eþαd 0
0 e−αd

ET
FT

; ð16Þ
where the film thickness is evaluated by cross-section
scanning electron microscopy. The A, B, C, and D
coefficients describe the light-intensity transfers at the
interface between the air and the thin film. For instance,
A ¼ ½ReðnjÞjtair→jj2−1 and B ¼ −Ajrj→airj2, with t and r
being the Fresnel coefficients. E and F include the effects of
the thin film–substrate interface, the propagation inside the
substrate, and the substrate-air interface.
The complex refractive index of CGS is determined by
SE measured at 65°, 70°, and 75°. The ellipsometry
parameters are fitted using the following stack from bottom
to top: GaAs (500 μm), GaAs oxide (3 nm), CGS (555 nm),
and a roughness layer (28 nm).
The PL experiments are conducted under continuous red
(660 and 671 nm for the CIS and CIGS samples) or green
(514.5 nm for the CGS samples) laser excitations set
between 1 and 2 kWm−2 for the CIS and CIGS samples
and varying from 10 to 60 kWm−2 for the CGS samples
with a beam radius of 1 mm for all measurements. The PL
signal is collected by two parabolic mirrors coupled to a
monochromator. The signal is recorded by a Si CCD and an
(In,Ga)As array. The spectral response of the detection
system is corrected with the help of a calibrated halogen
lamp. The intensity calibration is performed using a power
meter. The calibration coefficient of absolute PL intensity is
determined with an accuracy of 33%.
The absorption measurements by photothermal deflec-
tion spectroscopy (PDS) are performed using a conven-
tional PDS experimental setup for transversal deflection
[27] with additional features: the synchronous measure-
ment of the PDS signal and its phase shift with respect to
the excitation, and the measurement of the amplitudes of
both the incident and the transmitted light. This setup offers
a convenient and reliable way to determine the absorption
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coefficient and to distinguish between film and substrate
absorption. The sample is illuminated by a spectrally
resolved light source. Depending on the incident power
and the absorption, the sample temperature changes,
resulting in a change of the temperature gradient in the
deflection medium (CCl4) which is in contact with the film
surface. The temperature gradient induces a refractive-
index gradient in which a laser beam, which is guided
parallel to the film surface, is deflected. At low power, the
deflection of the beam, measured by a position-sensitive
detector, is proportional to the absorbed power in the film.
To achieve the required signal-to-noise ratio, the incident
monochromatic light is chopped and the PDS signal is
measured with the lock-in technique.
IV. RESULTS AND DISCUSSION
We first focus on the case where the PL signal comes
from a single transition process by analyzing the CIS and
CIGS samples. In the second part of this section, we discuss
the case where both band-to-band and band-to-deep-defect-
level are present, as in the CGS samples.
A. Single transition process
Here, we assume that each of the upper (and lower)
carrier densities involved in the PL process is described by
a unique quasi-Fermi level, which corresponds to band-to-
band transitions or a transition involving tail states at room
temperature. The absolute PL signal of a CIS thin film is
plotted in the inset of Fig. 2. Using this spectrum and the
optical factor Θ [defined in Eq. (13)] measured from SP
(not shown), we determine the QFLS and the temperature
using Eq. (14), as shown in Fig. 2, where the values of Δμ
and T, obtained by a linear fit, are given in the legend. The
fitting range corresponds not to the center of the peak but to
its high-energy wing, where the spectrum is the most
influenced by the occupation of states given by the Fermi
distribution, i.e., where the QFLS has the strongest influ-
ence and also where the absorption coefficient is high and
the measurement of Θ by SP is reliable. The deviations
from the linear behavior are multiple outside of the fitting
range. For the high absorption range (ℏω > 1.1 eV), the
large scattering is attributed to the low PL signal due to low
emission intensity and to reabsorption of the emitted light.
Additionally, a bending of the plot may occur in the high-
energy range if there is a residual background in the PL
signal (potentially originating from instrumental noise or
interface states or secondary phase inclusions). For the low
absorption range (ℏω < 1.0 eV), the curve bending results
from inaccuracy in Θ because the complex refractive index
cannot be reliably measured by SP in the low absorption
range (see Fig. 3).
The α value obtained from Eq. (15) is compared, in
Fig. 3, with the SP and PDS measurements. For
ℏω > 1.06 eV, the PL measurement is limited by the
low PL signal, while, for the same range, PDS is not
accurate due to signal saturation. SP and PDS have their
own limitations to measure small values of α due to internal
light trapping for the first one and to the presence of the
substrate and small signal for the latter. Within the range of
their trustworthiness, the α values measured by the three
methods are in good agreement. The PL data (Φ−PL) and the
Δμ and kBT values determined in Fig. 2 are used in Eq. (15)
to calculate αðPLÞ. The optical matrix elementsA;…; F are
still derived from a SP measurement. As discussed in
Sec. II C, the matrix elements are correctly evaluated as
FIG. 2. Determination of Δμ and kBT from a linear fit in the
high-energy range of the PL signal for a CuInSe2 thin film
deposited on a soda-lime glass substrate. The optical factor Θ is
determined from transmittance and reflectance measurements on
the thin film plus substrate and on the bare substrate. (Inset) The
corresponding PL spectrum for an emission in the 2π sr in front of
the sample.
FIG. 3. Comparison of the absorption coefficient of a CuInSe2
thin film deposited on soda-lime glass substrate measured by
various methods (PL, photoluminescence; SP, spectrophotom-
etry; PDS, photothermal deflection spectroscopy).
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long as k can be accurately measured down to n ≫ k,
where the Fresnel coefficients do not depend on k. SP
provides accurate values down to α ¼ 105 m−1, at 1 eV,
which translates to k ≃ 10−2 ≪ n. Thus, the optical matrix
elements A;…; F are correctly evaluated from SP even in
the low absorption range.
The absorption spectra reported in Fig. 3 illustrate well
our interest in using PL to measure the sub-band-gap
absorption of semiconductor thin films. The exponential
rise of α in the low absorption range corresponding to
Urbach behavior is clearly resolved over several orders of
magnitude on the PL-based spectrum, therefore allowing
accurate determination of the Urbach energy. Urbach
energies measured by PL are reported in Table I for a
series of CuðIn;GaÞSe2 thin films with different compo-
sitions. Cu-poor samples show larger Urbach energies since
the Cu deficiency leads to heavy doping and heavy
compensation, which results in band-edge fluctuation
and tailing, as observed previously [28]. CIGS shows
higher Urbach energies than CIS (with comparable Cu
content) because of alloy disorder.
B. Influence of the optical factor
The influence of the optical factor Θ is analyzed in more
detail for comparison with expressions found in the
literature. For thin-film investigation with a calibrated
PL, the spectral variation of Θ is often disregarded by
simply setting Θ ¼ 1 in Eq. (13) [26,29–31]. Here, we
compare two approximations forΘ from the perspectives of
QFLS and absorption coefficient measurement. The first
approximation of Θ is its expression derived for bare thick
wafers:
Θw ¼
ð1 − jrj0j2Þð1 − e−αdÞ
ð1 − jrj0j2e−αdÞ
: ð17Þ
Neglecting reflection at the back side, jrj0j2 ¼ R in the
numerator of Eq. (17), while jrj0j2 ¼ 0 in the denominator
of Eq. (17), which leads to a rougher approximation [26],
Θ01−R ¼ ð1 −RÞð1 − e−αdÞ: ð18Þ
In the high absorption range, when αd ≫ 1,
lim
αd→∞
Θ01−R ¼ Θ1−R ¼ 1 −R: ð19Þ
From an experimental point of view, this last approximation
benefits from the fact that the knowledge of α is not needed
prior to PL data (Φ−PL) evaluation since only R is required.
After T and Δμ evaluation, α might be extracted by
solving Φ−PL ¼ ΓΘ01−R.
In Fig. 4, we compare the results obtained when using Θ
[Eq. (13)], Θw [Eq. (17)], and Θ1−R [Eq. (19)] for a
modeled system made of a 2.5-μm-thick CIS on a Mo
substrate, which is the typical stack used for high-efficiency
solar cells [32]. We also do the comparison for slightly
thinner films (1 μm) on Mo and on SLG.
The complex refractive index of SLG is calculated from
SP measurements on a bare SLG, while its values for Mo
and CIS are taken from Refs. [33,34], respectively. Data
from Ref. [34] are measured from SE, which is inherently
limited for absorption measurement in the low-energy
range. In order to get a realistic PL spectrum, k from
Ref. [34] is modified to present Urbach behavior
(EU ¼ 20 meV) for ℏω < 1 eV [see the dashed lines in
Figs. 4(j)–4(l)]. The PL spectrum, calculated using
Eq. (13) with Δμ ¼ 0.5 eV and T ¼ 300 K, is plotted in
Figs. 4(a)–4(c). However, for a real PL measurement, the
signal in the high absorption range is limited by noise,
which depends on the experimental setup, sample, and
measurement conditions. But a 2- to 3-order-of-magnitude
difference between the PL peak maximum and the noise
level is typically reported [31,35–40]. Thus, random noise
is introduced so that the high-energy side of the PL signal
can be resolved over intensities spanning 3 orders of
magnitude [the blue crosses in Fig. 4(a)]. R is also
computed from the refractive index. When the front and
back reflectivity differs, jrj0j2 in Θw is replaced by an
effective reflectivity re which is calculated by solving
R¼ re½1þ ð1− reÞ2X2=ð1− r2eX2Þ with X ¼ expð−αdÞ.
The computed Θ, Θw, and Θ1−R values are plotted in
Figs. 4(d)–4(f).
The QFLS and the temperature are evaluated from
Eq. (14) (where Θ is replaced by Θw and Θ1−R as
appropriate) as previously shown in Fig. 2. The range
considered for the evaluation is the range where the
absorption is the highest (the high-energy side of the peak)
with reliable data, i.e., an acceptable signal-to-noise ratio.
The fits are performed on 20 consecutive points within the
energy range reported in Figs. 4(g)–4(i). The fitted results
are considered valid if the sum of the squared residuals is
below 3 times the one obtained for the best fit. The
distributions of T and Δμ resulting from valid fits are
shown in Figs. 4(g)–4(i). The absorption spectrum is
calculated by solving Φ−PL ¼ ΓΘi, with Θi ¼ Θ, Θw, or
Θ01−R [leading to Eq. (15) for Θi ¼ Θ], where T and Δμ are
taken from the best fit. The resulting absorption spectra are
displayed in Figs. 4( j)–4(l).
TABLE I. Composition-dependent Urbach energies measured
by PL for CuInSe2 and CuðIn;GaÞSe2 thin films.
Sample ½Cu=ð½In þ ½GaÞ ½Ga=ð½In þ ½GaÞ EU (meV)
CIS-262 0.83 0 14.6
CIS-277 0.95 0 11.3
CIS-276 1.10 0 9.9
CIGS-105 0.99 0.32 12.0
CIGS-104 1.01 0.34 11.9
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For the 2.5-μm-thick film on Mo, Θ, Θw, and Θ1−R have
the same value in the energy range used to determine T and
Δμ, as seen in Fig. 4(d). Accordingly, T and Δμ are
satisfactorily evaluated by both Θ approximations [see
Fig. 4(g)]. However, in the low absorption range, Θ and
Θw are different; therefore, the retrieved absorption spec-
trum using Θw does not match the input spectrum. For
photon energies below 0.95 eV, the two spectra have nearly
the same slope and differ by a factor of 1.5–1.6, giving an
error of only 0.3 meV for the Urbach energy. The
absorption coefficient measurement using Θ1−R yields
inaccurate results, with the Urbach energy being overesti-
mated by 1.3 meV.
For thinner CIS like a 1-μm-thick film on Mo, the film is
slightly transparent for photons with an energy within the
fitting range. The incomplete absorption reduces the PL
signal for all energies where e−αd < 1 [compare Fig. 4(a) to
Fig. 4(b)]. A non-negligible part of the light reflected at the
CIS-Mo interface can contribute to the PL signal.
Consequently, Θ, Θw, and Θ1−R are no longer equal in
the fitting range [see Fig. 4(e)], leading to inaccurate
determinations of T and Δμ [see Fig. 4(h)]. The absorption
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spectrum retrieved using Θw is 10% lower than the input
spectrum near 1.1 eV and is 30%–40% higher for
ℏω < 0.95 eV, while the Urbach energy is correctly
retrieved. The absorption spectrum retrieved using Θ1−R
is off by at least a factor of 2, and the Urbach energy is
overestimated by 1.4 meV.
Replacing the Mo substrate by SLG significantly lowers
the back-side reflection. Thus, the front (air and CIS) and
back sides (CIS, SLG, and air) have reflection coefficients
closer to each other, which makes the wafer approximation
more realistic. Indeed,Θw is similar toΘ [see Fig. 4(f)], and
T and Δμ are correctly evaluated. The absorption spectra
have the same shape as the input spectrum and are shifted
down by 11%–13%. By contrast, results based on Θ1−R are
inaccurate, yet the Urbach energy is overestimated by only
0.2–0.3 meV.
The simulation results reported in Fig. 4 show that
using the correct optical term Θ is critical for both QFLS
and absorption coefficient measurements. As long as the
PL signal can be measured reliably in a range where
1 − e−αd ≃ 1, the wafer approximation Θw or rougher
approximation Θ1−R may be applied to thin films to
determine Δμ. However, one can also note that the correct
determination of Δμ does not imply the correct determi-
nation of α. WhenΔμ is accurate, the absorption coefficient
retrieved using Θw or Θ1−R can be correctly evaluated only
in the high absorption range, which is not in the interest of
the method. The thickness plays an important role in this
consideration, but band tailing is also an important param-
eter. It is well known that the stronger the band tailing, the
stronger the redshift of the PL compared to the band-gap
energy [41,42]. Therefore, it is more challenging to
measure a reliable PL signal in the high absorption range,
where Θw or Θ1−R may be used to derive Δμ for a
semiconductor with strong band tailing. Using the accurate
expression in Eq. (13) overcomes those difficulties and also
provides an accurate way to extract α, but it requires the
knowledge of n for the whole spectral range and of k only
in the high-energy range of the PL signal, as demonstrated
in Ref. [43].
C. Multiple transition processes
Thus far, we have assumed the transition between an
upper (u) and a lower (l) electronic state. The previous
derivation holds true for defect states and bands as long as
only one quasi-Fermi level can account for the upper-state
occupancy and only one quasi-Fermi level can account for
the lower-state occupancy. However, it is well known that
the PL intensity of shallow transitions and deep transitions
scale differently with the laser excitation, ϕlaser [44–46].
For a narrow excitation range, a power law is generally
observed: Φ−PL ∝ ϕ
p
laser. For a wide excitation range, how-
ever, one should expect a change in p every time a defect
level gets saturated due to an increase in photocarrier
density. The different exponent p observed for shallow and
deep transitions can be calculated from a set of rate
transition equations which gives the carrier densities and
the occupancies for each level depending on the excitation.
One needs additional quasi-Fermi levels to describe
the occupancies of the defect states involved in the
deeper transitions [47]. When considering more than two
quasi-Fermi levels, leading to i recombination processes,
Eqs. (1), (2), and (5) are still valid. The individual
contribution of the ith transition process is directly derived
from those equations by summation over the states
involved in this process. However, the photon flux cannot
be separated in independent contributions. In that case, the
continuity equation takes the form
∇⃗ · Φ⃗ ¼X
i
ðRsp;i þ Rsa;iÞ ¼
X
i
ðαiΓi − αiΦÞ; ð20Þ
which becomes Eq. (8) by substituting α ¼Piαi and
Γ ¼ α−1PiαiΓi. The PL flux is given by
Φ−PL ¼ α−1
X
i
αi
vγργ
expðℏω−ΔμikBT Þ − 1
×
ðD − BACÞð1 − e−αdÞð1þ FE e−αdÞ
1þ FE BA e−2αd
; ð21Þ
which reduces to Eq. (13) if the absorption of one process
largely prevails over the absorption of the other (αi ≃ α).
We investigate a CGS thin film which shows two
contributions to its PL spectrum. As seen in Fig. 5(a),
the high-energy peak is attributed to the band-to-band
transition (BB), while the low-energy peak is attributed to a
transition involving defects (DR). Those two transitions
cannot be described by one QFLS, as evidenced by the
quite different exponents (p values) of 1.9 for the BB signal
and 1.0 for the DR signal.
Close to the band-gap energy, it can be assumed that
most of the absorption is due to BB transitions, and the
method for the single transition process can be applied. The
resulting absorption spectra are plotted in Fig. 5(b). For
photon energies above 1.6 eV, the PL signal arises from the
BB signal, and the retrieved absorption coefficient corre-
sponds to the band-to-band absorption coefficient. The BB
absorption coefficients do not depend on the excitation,
even though it is clear from Eqs. (5) and (6) that α depends
on the occupation of the upper and lower levels, and thus on
QFLS and laser excitation. In the present case, ℏω − Δμ ≫
kBT for ℏω > 1.6 eV, and the quasi-Fermi levels are far
away from the tail states, n0unl − nun0l ≃ n0unl, which is
constant in our excitation range. By contrast, the values of
the absorption coefficients determined for ℏω < 1.6 eV are
meaningless since the PL signal arises from DR transitions,
but the QFLS used is the one determined for BB transitions.
The difficulty in properly determining the absorption
coefficient of a DR transition is in the determination of
the QFLS because one has to precisely know Θ where the
PL signal is due to the DR transition. The absorption for
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such an energy range is reduced by several orders of
magnitude compared to the absorption at the band-gap
energy. In such a low absorption range, it is difficult to
reliably measure absorptivity on thin films, which makes it
impossible to use PL-based absorption coefficient meas-
urement for defect-related absorption. However, the defect
signature is easily detected by PL, which makes it a useful
tool to detect and characterize defects in semiconductors.
Even for such a complicated case, the band-tail absorption
coefficient is correctly resolved over 3 dec, showing the
method’s worthiness to characterize band-tail absorption.
V. CONCLUSION
In summary, we present in this paper a model based on the
transfer-matrix method to extend the measurement of the
absorption coefficient and quasi-Fermi level splitting by
photoluminescence to multilayer structures. The model is
applied on a CuInSe2 thin film deposited on glass. The
measured absorption coefficient is in good agreement with
photothermal deflection spectroscopy. It is shown that the
methodused is able tomeasure absorption coefficients several
orders of magnitude lower than SP or PDS, taking advantage
of the extreme PL sensitivity to semiconductor absorption.
We use the measurement of the absorption coefficient in the
energy rangeof high absorption to extract theQFLScorrectly.
Once the QFLS is determined, we can then extract from the
PL spectrum the absorption spectrum for low absorption
values, which is not accessible by other methods.
We give an estimation of the error on the quasi-Fermi-level
splitting, the absorption coefficient, and the Urbach energy
when applying the model derived for wafers to a thin film
deposited on a substrate. If the thin-film absorptivity is large
for photon energy corresponding to the high-energy wing of
the PL signal (i.e., if the film is thick enough), the quasi-
Fermi-level splitting can be measured using an approximated
expression of the film absorptivity. However, the general
expression derived for multilayers should be used to measure
accurately the absorption coefficient.
Finally, we discuss the problematic case of the defect-
related transition for which an additional quasi-Fermi-level
splitting has to be determined prior to evaluating the
absorption coefficient, limiting the present approach. For
such a case, the band-tail absorption can be measured,
provided that the band-to-band PL signal does not overlap
with the defect signal.
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APPENDIX
For band-to-band transitions, the relation in Eq. (6) can
be derived by rewriting the carrier densities, nu;l ¼
gu;lρu;lfu;l and n0u;l ¼ gu;lρu;lf0u;l, with fu;l ¼ ½exp ðEu;l−
Fu;l=kBTÞ þ 1−1, F being the Fermi level, and f0 ¼ 1 − f:
nun0l
n0unl − nun0l
¼ fuf
0
l
f0ufl − fuf0l
¼ fuf
0
l
fl − fu
¼ 1
exp

ℏω−Δμ
kBT

− 1
: ðA1Þ
The last step is done by identifying Eu − El ¼ ℏω and
Δμ ¼ Fu − Fl. For a monovalent acceptor, na ¼ gaNafa
and n0a ¼ Naf0a, with fa ¼ ½ga exp ðEa − Fa=kBTÞ þ 1−1
and f0a ¼ 1 − fa ¼ ga½ga þ exp ðFa − Ea=kBTÞ−1, which
leads to the same results [18].
The error bars shown in Fig. 3 are calculated by rewriting
Eq. (15) as
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FIG. 5. (a) PL spectra of a CGS thin film under different laser
excitations [see the legend of (b)]. (Inset) Log-log plot of the
integrated PL signal for the defect-related (DR) signal and the
band-to-band (BB) signal. The power-law behavior with p ¼ 1.0
for the defect-related transition and p ¼ 1.9 for the band-to-band
transition. (b) Absorption spectra derived from PL assuming only
two quasi-Fermi levels for the whole system.
ABSORPTION COEFFICIENT OF A SEMICONDUCTOR … PHYS. REV. APPLIED 9, 064008 (2018)
064008-9
α ¼ − 1
d
ln
 ðr1 − 1Þ þ χ
2ðr1 þ r2r0Φ−PL=ΓÞ

; ðA2Þ
where
χ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðr1 − 1Þ2 þ 4

r1 þ
r2
r0
Φ−PL=Γ

1 −
1
r0
Φ−PL=Γ
s
;
with r0 ¼ D − ðB=AÞC, r1 ¼ ðF=EÞ, and r2 ¼ ðF=EÞ×
ðB=AÞ. The uncertainty on α is then estimated as
δα ¼ ∂α∂d δdþ
∂α
∂r0 δr0 þ
∂α
∂r1 δr1 þ
∂α
∂r2 δr2 þ δðΦ
−
PL=ΓÞ:
ðA3Þ
As the set of equations in Eq. (16) does not allow us to
explicitly write r0, r1, or r2 as a function of the exper-
imental parameters, their respective uncertainties δr0, δr1,
and δr2 are calculated by numerically propagating the
uncertainty. The parameters T , R, and d and the wave-
length λ are simultaneously adjusted within their error
interval (δT ¼ 0.01, δR ¼ 0.02, δd ¼ 10 nm, and
δλ ¼ 0.3 nm) in order to produce the maximal deviation
of r0, r1, or r2.
δðΦ−PL=ΓÞ is the α uncertainty due to the error on
Φ−PL=Γ. The Γ error is calculated by using Eq. (14). The
right-hand term is affected by δΦ−PL¼0.01Φ−PL2×
1011 eV−1 cm−2 s−1 and δΘ, which is evaluated in the same
way as δr0. Then the left-hand term is determined with a
linear fitting. The fitting errors are estimated by bootstrap
resampling. The energy range for the fitting is randomly
chosen among the ranges that give low residuals, then the
selected data points are randomly varied within their
uncertainty interval resulting from δΦ−PL and δΘ and the
fit is applied to thismodified data set. The process is repeated
1000 times in order to produce significant statistics and
enable us to determine the maximum variation of Γ. δΓ and
δΦ−PL are injected into Eq. (A2) to determine δðΦ−PL=ΓÞ.
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