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Abstract 
This paper describes the modelling phases for the 
design of a path tracking vision controller for a 
three wheeled mobile robot. It is shown. that by in- 
cluding the dynamic characteristics of vision and 
encoder sensors and implementing the total system 
in one multivariable control loop, one obtains good 
performance even when using standard low cost 
equipment and a comparatively low sampling rate. 
The plant model is a compound of kinematic, dyna- 
mic and sensor submodels, all integrated into a dis- 
crete state space representation. An intelligent 
strategy is applied for the vision sensor, and in- 
cludes the s ta l  up, normal operation, exception 
handling and shut down phases. Laboratory experi- 
ments show the validity of the approach using a 
standard Kalman Filter / LQR control design. 
1. Introduction 
One of the topics within robotic research is compu- 
ter vision. The use of vision is motivated by the 
continuing need to increase the flexibility and scope 
of applications of robotic systems. 
The advances in vision technology. i.e. sensors and 
image processing equipment, has made it possible 
to introduce vision sensors into real time control 
systems. Vision is a multi-purpose sensor as dif- 
ferent algorithms can be used during different 
modes of operation. The functionality of the sensor 
can be reconfigured on-line to adapt to different 
modes of operation [l]. 
It is straightforward, when designing the manoeu- 
vering control for a mobile robot. to use a layered 
architecture of wheel servo / autopilot / navigation 
pilot, where wheel velocity servoes are implemented 
as inner loops, and the autopilot uses a kinematic 
model only. The problem in this approach is that 
upper levels demand lower levels to be dynamically 
negligible: the higher maximal speed of the robot 
required. the higher demands for the speed and 
accuracy of the equipment. This goes for the band- 
width of the wheel servoes, precision of the en- 
coders, image sensiiig and processing speed. For 
fairly normal speeds these bandwidth requirements 
exceed microprocessors of standard price levels. 
We design a controller that can keep a mobile robot 
following a predefined track using vision feedback. 
In order to minimize cost and complexity of equip- 
ment, the design is based on a one-level modelling 
of the robot and the sensors involved. 
The outline of the paper is as follows. First we 
describe the mobile robot and the special mode used 
for navigation using vision feedback. Then we 
derive a discrete-time model. which is a compound 
model, combining three different submodels: a kine- 
matic, a dynamic and a sensor model. We apply 
standard methods to carry out the observer and 
controller design. Finally, we validate the closed 
loop performance in laboratory experiments. 
2. The Mobile Robot 
During the last years, a 2 DOF mobile robot has 
been constructed at the Institute of Automatic 
Control Systems. see figure 1. 
I 
Figur 1. Sketch of the mobile robot a1 IACS. 
The mobile robot serves as a test bed for the com- 
parisons of different algorithms for control of 
intelligent vehicles on equal terms, without letting 
the implementation differences play a major role. 
The robot is built using standard components 
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instead of buying a ready made vehicle as this gives 
more control of the degree of flexibility and versat- 
ility, [ZI. 
The robot is moveded and steered by two inde- 
pendently driven front wheels and at the rear end 
there is a castor wheel for stabilly. For the purpose 
of controlling the basic motions. the robot is equip- 
ped with digital encoders on each of the motor 
shafts, and a CCD camera is placed in front of the 
robot in a pan and ti l t  mechanism. The robots main 
dimensions me: 70 cm long. 50 cm wide, 55 cm 
high. The total weight is 70 kg. 
The position of the camera. relative to the center 
point of the vehicle, is defined by the height above 
floor level, h, and the displacement ahead of the 
center line, 1. The camera orientation is defined by 
the tilt angle, 8,. and the pan angle. €$. figure 2. 
If the (rack is changing too rapidly, if the tracking 
becomes poor, or if the track is lost in the sensor 
picture, then, the vision algorithm uses its exception 
handling routine. In this particular case, the ex- 
ception handling routine decreases the velocity of 
the robot to a predefined level using constant dece- 
lention. When the path tracking is reestablished and 
the track seems straight, the velocity is increased to 
maximum again. If the track is lost and not found 
again. the robot is stopped (shut down). 
In highway mode, the vision algorithm outputs the 
lateral position error. found as the distance from the 
tnck to the center line of the sensor picture. A 
picture is scanned at every 40 ms and saved in the 
computer RAM, then a match filter is used in order 
to find the track. The lateral position error is found 
and intersecting tracks are sought for. 
Rgur 2. Defmitim of camera mount. 
The Highway Mode 
In this paper, the mobile robot is operated in high- 
way mode, e.g. it follows a black tape mck on the 
floor using a vision sensor, a vision algorithm. the 
encoder sensors and a control algorithm. 
Stated in automation terms. i.e. scut up, normal 
operation, exception handling, shut  down, the 
structure of the the vision algorithm cm be ex- 
plained as follows: 
During start up, the robot is at rest while the 
ovenll picture is searched for the mck. 
During normal operation, the robot is moving at 
maximum velocity. The vision algorithm scms for 
the tnck in a line in the bottom of the sensor pic- 
ture and another in the top, figure 3. 
Figur 3. The view of the camera during highway mode. 
Two horizontal --lines and the center line are in- 
dicated. 
For stopping at intersections and decreasing speed 
for possible turns, the top line is scanned for inter- 
secting tracks as well. 
3. Modelling 
The following models are needed in order to be 
able to use standard methods for the controller 
design: 
A kinematic model which expresses the relationship 
between the lateral position error and the angular 
velocity of the robot. 
A dynamic model which expresses the relationship 
between linear and angular velocities of the robot, 
and the input voltages to the DC steering motors. 
A sensor model which expresses the relationship 
between the physical quantities being measured and 
the measurements available from the sensor. 
Finally, a discrefe-time model combining the kine- 
matic. the dynamic and the sensor models. 
Kinematic Model 
When the kinematic model is derived, i.e. finding 
the connection between the lateral position error, x,, 
and the angular velocity of the robot, a, the dym- 
mics are neglected. Further it is assumed that the 
robot moves at a constant speed, V. Following 
figure 4, some geometric considerations result in the 
set of equations (l) ,  (2) and (3) : 
io = I/ "0) 
where 0, and 0, are angular velocities of right and 
left wheel, and r and b are wheel- radius and base, 
respectively. L is the distance between the point of 
rotation and the point where the lateral position 
error is measured, x, is the lateral displacement of 
the robot and 0 its orientation relative to the tnck. 
54 
Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on July 08,2010 at 07:51:34 UTC from IEEE Xplore.  Restrictions apply. 
Figur 4. The robot placed close IO the track 
Assuming small deviations from 8 = 0°, the follow- 
ing matrices in a standard state space description 
are obtained: 
c, = [L 1 5  D, = [OI 
where the state and input vectors are: 
= [e x~] ,  U = [a, a,] (6) 
Dynamic Model 
The dynamic model is derived from the theory of 
rigid systems. A rigid system is defined as a system 
in which the distance between its parts do not 
change. Planar motions for rigid systems are descri- 
bed as the sum of translation and rotation. In the 
following superscripts w and m are refemng to 
wheel and motor, respectively. 
The dynamic model is derived in a coordinate 
system faed in the vehicle body, see figure 5. 
Figur 5. Sketch of a three wheeled robot. 
Using Newtons second law around the robots center 
point the following equations may be derived 
(7) M it = F, + F, 
b b  IU = g, - .. - 
where v and o denote translational 'and angular 
velocities, I the moment of inertia, and M the total 
mass of the robot. F, and F,. are right and left 
wheel force, respectively. 
Solving (7) and (8), the following expressions for 
the force on the wheels are obtained: 
M .  I .  F, = ,v + -61 
2 b  
M .  I 
2 b  
F, = ,V - -6 
We have the following expressions for the connec- 
tion between the translational and angular velocities 
of the center point v and w and the wheel velocities 
Similar expressions are obtainable for the linear and 
angular acceleration, by simple differentiation. 
Likewise, we have the relationships (13) and (14) 
between angular velocity of the wheel axle ow and 
wheel velocity vw, and torque o on the motor shaft 
and wheel force. 
,'," = (13) 
. r = %  (14) 
N 
where r is the wheel radius and N, is the gear ratio 
between the motor and wheel axle. 
Inserting the expressions for v, o, v'", and 7 in the 
wheel force equations (9) and (lo), one obtains 
= k ,  U; + k, ay 
= k,, W: + k ,  by 
expressing the relation between the wheel angular 
accelerations and the torque on the motor shafts. 
It is now possible to obtain a model, expressing the 
dynamic behaviour from the input to the DC - 
motors to the wheel velocities, that includes the 
coupling between the two driven wheels. 
Figur 6 shows a block diagram for the two DC - 
motors including the cross couplings k,, and k,, (k, , 
ki , R and J are the motor constants). 
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I 
- 1  &+- 
F i r  6. Block diagram representing h e  robot dynamics. 
Subscripts r and 1 are omiued for the motor consmits. 
Choosing as state vector the angular velocities of 
the wheel axles and as input vector the ancre 
voltage to the DC - motors 
X T  = 10: U;] , U T  = [ U ,  U,] (17) 
the matrices in a standard linear state space model 
is given by equations (18) - (20) below. 
1 
L I 
Combining the kinematic and dynamic models (4) - 
(6)  and (17) - (20). one obtains the following aug- 
mented continuous-time model, 
U = [ U ,  U I ]  
I' = [a, a, 8 xJ 
Y' = [V xJ 
Sensor Model 
In order to measure velocity and lateral position 
error, the robot is equipped with two different types 
of digital sensors. The first type is a smdard 
surveillance camera with a frame grabber and an 
onboard computer. The second type is a set of 
digital encoders placed on each of the motor shafts. 
The Vision Sensor. To perform mobile robot 
navigation from a robot mounted camera, it is 
important to be able to interpret the locations of 
features observed in the image. This involves 
determining both the intrinsic camera parameters 
and the positioning of the camen mount with 
respect to the robot. 
A simple linear model for the relationship between 
distances measured in world coordinates, (xJ), and 
the result in camera coordinates, (AxAy). is: 
This model is described by 4 intrinsic parameters: 
the focal lengths in vertical and horizontal direction, 
tf, ,A),  and the position of the center point in the 
picture. L is the distance between the object and 
picture plane, i.e. the distance between the camera 
and the object. The inmnsic parameters are fKed 
for a certain adjustment of the camera (zoom and 
focus) and are found by a standard calibration 
method. The variation of the intrinsic panmeters, 
due to distortion, is less than 5% 131 and can thus 
neglected. 
Due to the sensing, preprocessing and segmentation 
processes, the camera sensor introduces a time delay 
into the control loop. In the present implementation, 
the delay is constant and equals I-, = 35 ms, as 
opposed to a sampling period of T = 80 ms. 
The presence of the camera results in an augmenta- 
tion of the plant model. Assuming a continuous, 
time invariant system [A.B,C] with a zero-order 
hold at the input. and a time delay of a fraction 
O<&l of the sampling period T, one obtains 
where A'. and B' denotes the discrete representa- 
tions of the continuous system and C, and C, are 
withf, and L defined as in (24). 
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A standard state space form is obtained by repre- 
senting the delayed control signal as a state: 
r 1  
The Digital Encoder. The mobile robot has 
digital encoders placed directly on each of the 
motor shafts. The encoders work as reset integra- 
tors, i.e they are read at each sampling instance and 
then reset to zero. This measurement expresses the 
distance driven during one sampling period. and can 
be interpreted as an avenge velocity. 
A reset integrator is represented in the following 
way: 
T 
i(k) = fy(r)dT (28) 
0 
Here y(T), k<.c<k+l can be expressed as 
assuming that the system [A&.C] is continuous. 
linear, time invariant, and includes a zero-order hold 
at the input. 
Combining (23) and (29), and assuming a sampling 
period T results in 
z(k) = A,'x(k) + B<'u(k) (30) 
where A,' and B,' are given by: 
t 
(31) 
T r  
A digital encoder model introduces a new state into 
the resulting discrete-time system. The augmented 
system can be expressed, assuming D' = 0, as 
where [A', B', D3 is the discrete representation of 
the continuous-time system. 
Refemng to the continuous-time plant equations 
above, we measure the translational velocity of the 
robot by applying the encoders to right and left 
shaft, respectively (k,,, is the encoder gain): 
thus obtaining 
hence, - 
Resulting Discrete Model 
Combining the different models described above 
and the sampling process results in a linear time in- 
variant discrete state space model of 8* order. 
The matrix exponential integrals in (26), (31) and 
(32), are solved using a result from [4]. 
To ensure that the velocity of the robot has zero 
steady state error, the system is augmented with an 
integral state, resulting in a 9* order model. 
The system is completely observable and contro- 
lable. The A mamx is singular due to the extra 
states introduced by the camera and encoder mo- 
dels. 
4. Design of vision controller 
This section summarizes briefly the controller 
design. The controller is based on state feedback 
and is designed using standard LQ techniques. 
Kalman Filter 
For state reconstruction an optimal Kalman filter 
has been designed. The Kalman filter is implemen- 
ted in a way thar uses the latest measurements for 
state update, [ 5 ] .  
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The state and measurement noise is due to the 
quantization in the DA converter, the camera and 
encoders, respectively. Quantization noise cm be 
approximated by uncorrelated discrete-time white 
noise with variance h2/12, h being the smallest 
representable unit, [61. The resolution of the DA 
converter, camem and encoders equals h,,=S.OmV, 
h,=l.O", h,=0.7mm. respectively. 
Con troller 
The controller gains are found using LQR tech- 
niques. The states and inputs (21) are weighted 
using diagonal weight matrices in continuous time. 
These are then transformed to equivalent discrete 
weight matrices. The discrete-time weight matrices 
include cross product terms that penalize the pro- 
duct of the states and inputs, [7]. 
5. Performance 
To validate the performance of the closed loop 
control system and the applied sensor stntegy the 
robot is commanded to follow a tape track, having 
two lateral shifts. figure 7. The slope of the shifts 
equals -0.6 and 0.35 respectively. 
During the experiment the vision algorithm varies 
the velocity of the vehicle between 0.3 - 0.8 m/s 
with the accelation fixed to 0.5 mls'. 
Figure 7 shows a reconstruction of the robot motion 
based on physical encoder measurements, using a 
simple robot simulator. Figure 8 shows the path 
tracking, i.e. the lateral position error measured by 
the m e n  Figure 9 and 10 shows the translational 
and rotational velocity of the robot. 
m i + r s m ~ ~  
Fiiur 7. Robot movements in a (x Im1.y [m]) franle. 
U a & s IO U 
Figur 8. Lamal position error. Units: [m] versus [in]. 
o L : ; ; ; ; i l A  
Figur 9. Translationalvelocity. Units: [in] versus Idsec]  
The system keeps the rracking error within *0.02m, 
except when the reference is changing. As seen 
from figures 7 and 10 the robot moves smoothly, 
showing no tendency to oscillate, keeping in mind 
that the robot drives between 6.4 cm and 3.4 cm 
during each sample. 
6. Conclusion 
The work described in this paper shows how well 
known standard modelling and design techniques 
can be combined to solve the path tracking problem 
using vision feedback. We have obtained a closed 
loop control system that performs well, despite of 
low cost equipment, (standard surveillance camera. 
digital encoders, low sampling me). 
The keys to succes hzs been a proper modeling of 
the dynmical system including the applied Sensors 
and the application of an intelligent strategy for the 
vision sensor. 
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