Channelized model observer for the detection and estimation of signals with unknown amplitude, orientation, and size. by Zhang, Lu et al.
Channelized model observer for the detection and
estimation of signals with unknown amplitude,
orientation, and size.
Lu Zhang, Bart Goossens, Christine Cavaro-Me´nard, Patrick Le Callet, Di Ge
To cite this version:
Lu Zhang, Bart Goossens, Christine Cavaro-Me´nard, Patrick Le Callet, Di Ge. Channelized
model observer for the detection and estimation of signals with unknown amplitude, orientation,
and size.. Journal of the Optical Society of America A, Optical Society of America, 2013, 30
(11), pp.2422-32. <10.1364/JOSAA.30.002422>. <inserm-00954609>
HAL Id: inserm-00954609
http://www.hal.inserm.fr/inserm-00954609
Submitted on 3 Mar 2014
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
A channelized model observer for the detection and estimation
of signals with unknown amplitude, orientation and size
Lu Zhang,1, ∗ Bart Goossens,2 Christine Cavaro-Me´nard,1 Patrick Le Callet,3 and Di Ge1
1LISA, EA 4094, University of Angers, 62 avenue Notre Dame du Lac, 49000 Angers, France
2Ghent University, TELIN-IPI-iMinds, St. Pietersnieuwstraat 41, 9000 Ghent, Belgium†
3IRCCyN, UMR-6597, University of Nantes, Rue Christian Pauc, BP50609, 44306 Nantes cedex 3, France
compiled: September 28, 2013
As a task-based approach for medical image quality assessment, model observers (MOs) have been proposed
as surrogates for human observers. While most MOs treat only signal-known-exactly (SKE) tasks, there are
few studies on the signal-known-statistically (SKS) MOs, which are more clinically relevant. In this paper,
we present a new SKS MO named Channelized Joint detection and estimation Observer (CJO), capable of
detecting and estimating signals with unknown amplitude, orientation and size. We evaluate its estimation
and detection performances using both synthesized (correlated Gaussian) backgrounds and real clinical (MR)
backgrounds. The results suggest that the CJO has good performances in the SKS detection-estimation task.
OCIS codes: 110.2960, 110.2970, 110.3000, 330.1880, 330.5510.
1. Introduction
Medical image quality assessment enables the evaluation
and optimization of image acquisition systems, image-
processing algorithms and image visualization systems.
Task-based image quality assessment approaches [1, 2]
characterize the image quality by measuring the perfor-
mance of an observer, most oftenly a human observer, in
completing a specific diagnostic task. Model observers
(MOs) [3] have been proposed as surrogates for human
observers to avoid the costly and time-consuming proce-
dure involving human observers. The design of a model
observer (MO) depends on both the task of interest and
the image data.
In the detection task, the presence/absence of a signal
(lesion) needs to be decided. A good review on MOs for
this task is given in [4]. All these MOs compute a scalar
test statistic via a discriminant function of the image
data; and they differ by their discriminant functions [5,
6].
MOs can be divided into two categories based on the
fact whether exact information is available about the
signal: Signal-Known-Exactly (SKE) MOs [7, 8] where
signal parameters (e.g. intensity amplitude, size, shape,
orientation and location) are known exactly to the MOs;
and Signal-Known-Statistically (SKS) MOs [9–11] where
signal parameters are not known exactly a priori, but
specified by a probability density function (PDF). SKS
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MOs are believed to be more clinically relevant, con-
sidering human observers’ uncertainty and variability in
signal parameters in routine diagnosis [12, 13]
In recent publications, we observed a gradual trend
from SKE MOs to SKS MOs with the purpose of im-
proving the clinical relevance of MOs. Eckstein et al.
[14–16] proposed to establish different templates for dif-
ferent combinations of signal parameters and output the
optimal template response (in a maximum likelihood
sense) as the final test statistic. Zhang et al. [17] ap-
plied this method on the signal known exactly but vari-
able (SKEV) task (signal parameters are selected from a
set of values, then changes from trial to trial, but always
known exactly by the observer in each trial), which could
be considered as an intermediate step towards the SKS
task. Lartizien et al. [9] extended this method to 3D
(volumetric) images for signal location known exactly
but variable. For the SKS task where the unknown sig-
nal parameter is its location, Park et al. [10] proposed
a scanning CHO which exhaustively scans the image,
then the location that gives the largest test statistic is
chosen as the tentative location while that test statistic
is the final test statistic. Gifford et al. [18–20] proposed
a visual-search (VS) model which firstly identifies some
candidate blobs guided by features of the test image and
then applies the scanning CHO on each candidate blob.
Clarkson [21] proposed an ideal Estimation Receiver
Operating Characteristic (EROC) observer, whose
EROC curve lies above those of all other observers for
the given joint detection estimation task. Whitaker et
al. [11] proposed a scanning-linear estimator (SLE) for
the pure estimation task. Here “scanning” means per-
forming a global-extremum search to maximize a linear
2metric. The authors proved that the linear metric to
be optimized can be derived as a special case of maxi-
mum a posteriori (MAP) estimation when the likelihood
is Gaussian and a slowly varying covariance approxima-
tion is made. This approach is the most similar one to
our proposed method. Recently, based on the joint de-
tection and estimation (JDE) theory [22], Goossens et al.
[23, 24] proposed a series of corresponding SKS CHOs,
each treating a signal with varying amplitude, orienta-
tion or size separately, which deal with the estimation
and the detection task.
We notice that until now SKS MOs suffers from sev-
eral limitations:
1) The range of variable signal parameters of the ex-
isting SKS MOs needs to be widened. For example, Park
et al. [10] and Gifford et al. [18–20] consider the SKS
task only varying the signal position.
2) The method of Eckstein et al. [14–16] and that of
Park et al. [10] share the same following limitations: the
required number of training images is too large and the
calculation amount increases rapidly with the number of
variable signal parameters.
3) Although within the theoretical framework of
Clarkson et al. [21], all signal parameters could be es-
timated along with the calculation of the test statistic,
practically this has not been tackled yet.
4) The estimation performance of the SLE proposed
by Whitaker et al. [11] has been evaluated when sig-
nal amplitude, size and location are variable. However
they only focused on the estimation task and did not
investigate the detection task performance.
To overcome the above problems of the existing SKS
MOs, we propose here a new SKS MO that deals with
both the detection and the estimation task, in which the
signal amplitude, orientation and scale are variable. It
is an extension of the SKS CHOs proposed in [23, 24].
We name it Channelized Joint detecting and estimating
Observer (CJO).
The CJO has already been used in [25], by integrat-
ing with a Perceptual Difference Model for the joint
detection-localization task, where the CJO performs the
detection task and the Perceptual Difference Model per-
forms the localization task. In this paper, more details
(mathematical derivations, implementation procedure)
of the CJO will be introduced, so that readers can im-
plement completely the CJO themselves. In addition, we
will give the performance evaluation results of the CJO
using both the synthesized correlated Gaussian back-
grounds and the real clinical backgrounds - magnetic
resonance (MR) images.
The paper is organized as follows. Section 2 describes
the mathematical background of the CJO. Section 3 in-
troduces implementation procedures of the CJO, includ-
ing the Tikhonov regularization technique for estimating
the inverse of ill-conditioned covariance matrix. Section
4 presents and discusses its performance evaluation re-
sults. Finally, Section 5 gives some conclusions on this
work.
2. Mathematical Background
We are interested in a signal detection task in a medical
image, where the decision making is the validation of one
of two exclusive hypotheses: H0 (signal absent) and H1
(signal present). The observed image data g is thus:
Hk : g = b+ n+ kx, k = 0, 1 (1)
where the signal is denoted as x, the background as b,
the noise as n. The absence or presence of the signal
is controlled by the binary variable k. Let the observed
image be represented as column vectors, then g is an
M × 1 vector for an image with M pixels. In the liter-
ature, the amount of noise is usually assumed to be so
small that it does not disturb the statistical properties
of the background.
2.A. Background and Signal models
Firstly, we consider the background and signal models
for our new SKS MO - CJO.
2.A.1. Background model
All artificial models (e.g., white Gaussian background,
correlated Gaussian background, lumpy background
[26], and clustered lumpy background [27]) are simplifi-
cations of real backgrounds encountered in clinical prac-
tice, but they allow different observer strategies to be
easily assessed and compared.
In this work, we use both real clinical backgrounds
and Correlated Gaussian background (CGB) modeled
by Eq. (2):
b ∼ N (µb,Σb). (2)
where µb is the mean and Σb is the covariance matrix.
This model allows modeling the spatial correlation in
clinical images while remains easy to be mathematically
manipulated.
2.A.2. Signal model
As said in [28], for the detection task the abnormality
of a suitable pathology should not be too conspicuous,
and for this pathology the detection task should be the
first and the most important step for its diagnosis and
treatment. Considering the MRI modality, the multi-
ple sclerosis (MS) was thus selected. We use the MS
lesion as the signal in this paper. An example of MR
image with multiple sclerosis (MS) lesions on T2 FLAIR
sequence (most efficient sequence for the MS lesion de-
tection) is shown in Figure. 1. From Figure. 1 we see
clearly that 1) MS lesion appears as hyper-signal (hav-
ing a higher intensity than its surrounding white matter)
on T2 FLAIR sequence; 2) there are multiple lesions in
the image and 3) the orientation, scale and amplitude
of lesions are unknown. Note that the shape of the MS
lesions may depend on the stage of the disease: in earlier
stages, the lesion are more circularly symmetric; while
in later stages, the asymmetric shape becomes more ap-
parent. Thus we can well mimic the MS lesions on T2
FLAIR sequence using a 2D Gaussian function.
3Fig. 1: Example of MR image with MS lesions.
The 2D Gaussian signal model can be written as:
[x]p = a exp
(
−1
2
(p− q)t BtD−1B (p− q)
)
(3)
where [x]p denotes the intensity value of the added sig-
nal at the 2D coordinate p. The signal intensity at-
tenuation is hereby modeled by a Gaussian function of
peak amplitude a, centered at q. The diagonal matrix
D in Eq. (4) specifies the ellipse’s scale σ and shape b
(b ≥ 1). Note that √bσ and σ are one-half of the el-
lipse’s major and minor axes respectively; when b = 1,
the signal in Eq. (3) corresponds to a rotationally sym-
metric Gaussian function. The matrix B in Eq. (4) is
a geometric rotation matrix, which rotates points in the
xy-Cartesian plane counterclockwise through an angle θ
about the origin of the Cartesian coordinate system.
D =
[
bσ2 0
0 σ2
]
B =
[
cos θ − sin θ
sin θ cos θ
]
(4)
The signal parameters can be grouped in a vector:
α = [a, θ, b, σ, q] (5)
Note that other choices of signal models are also possible
with our numerical observer. In general, we can consider
a more general form of the signal:
[x]p = fα(p) (6)
where fα(p) is a function that represents a general
parametrized signal with parameters α. According to
the SKS principle, the signal parameters are not known
in advance, but are rather specified by their respective
PDFs. Note that the exact shape of the signal does not
matter as long as it is the same in all the training/test
images, except for the parameters.
2.B. Joint Detection and Estimation (JDE)
One possible solution for performing signal detection
under signal uncertainty [29] is an approach based on
the joint detection and estimation (JDE) theory [22], in
which α and Hk estimates are chosen jointly to maxi-
mize the joint posterior probability P (α,Hk | g). In this
approach, we consider the signal parameters as a true
characteristic of a signal that is either present or not
present in an image. The signal parameter estimates
only have a physical meaning when a signal is success-
fully detected (H1). This allows us to make a decision
of signal presence using the following maximum a pos-
teriori probability (MAP) estimation:
̂(α,Hk) = argmax
α,Hk
P (α,Hk | g)
= argmax
α,Hk
P (g |α,Hk)P (α)P (Hk)
P (g)
= argmax
α,Hk
P (g |α,Hk)P (α)P (Hk) (7)
where we exploited the statistical independence of α
and Hk (resulting in P (α,Hk) = P (α)P (Hk)). Un-
der the assumption of a zero-mean correlated Gaussian
background Eq. (2), the conditional probability density
function P (g |α,Hk) can be written as:
P (g |α,Hk) = 1√
(2pi)M |Σb |
· exp
{
−1
2
(g − kxα)tΣb−1(g − kxα)
}
(8)
In view of the monotonic logarithmic function, the
maximization Eq. (7) is then equivalent to:
̂(α,Hh) = argmax
α,Hk
{lnP (Hh) + lnP (α)
− 1
2
(g − hxα)tΣ−1b (g − hxα)
}
=argmax
α,Hh
{
lnP (Hh) + lnP (α)− 1
2
(gtΣ−1b g
−hxtαΣ−1b g − hgtΣ−1b xα + h2xtαΣ−1b xα)
}
=argmax
α,Hh
{lnP (Hh) + lnP (α)
−1
2
(−hxtαΣ−1b g − hxtαΣ−1b g + h2xtαΣ−1b xα)
}
=argmax
α,Hh
{lnP (Hh)
+ lnP (α) + hxtαΣ
−1
b (g −
1
2
hxα)
}
(9)
It can be shown that this joint optimization problem
can be solved by two sequential steps [24]: in the first
step, the signal parameters are estimated irrespective of
the hypothesis Hk. In the second step, the estimated
signal parameters are used to detect the signal. We will
now describe these steps in more detail.
2.B.1. Estimation
The estimation problem here is actually to find the pa-
rameters maximizing the probability in a MAP sense,
as given in Eq. (10), which is equivalent to maximiz-
ing separately P (α |Hk, g) for k = 0, 1, then comparing
the two results and choosing the bigger one. As already
mentioned, the estimated parameters have no physical
meaning in the case of hypothesis H0 (signal is absent).
4α̂ =argmax
α
P (α | g)
= argmax
α
max {
P (g |xα,H1)P (α)P (H1), P (g |xα,H0)P (α)P (H0)}
=argmax
α
max {
P (g |xα,H1)P (α)P (H1), P (g |H0)P (α)P (H0)}
(10)
Without loss of generality, two additional assumptions
are often taken in practice to further simplify the expres-
sion:
(1) the parameters are uniformly distributed over the
admissible space (P (α) ∝ 1);
(2) the two hypotheses k = 0, 1 are equiprobable:
P (H0) = P (H1).
These simplifications are adopted in this work to facil-
itate the validation of the model observer for SKS task,
though an extension to a more generic model can be
derived directly. Thus from Eq. (9) and Eq. (10), the
estimation problem becomes:
α̂ = argmax
α
{
max
{
xtαΣ
−1
b (g −
1
2
xα), 0
}}
(11)
where 0 corresponds to the case k = 0 (signal absence).
It follows that:
- if for all α, xtαΣ
−1
b (g − 12xα) ≤ 0, then the maxi-
mization in Eq. (11) is meaningless since the maximum
is always zero;
- otherwise α̂ = argmaxα
{
xtαΣ
−1
b (g − 12xα)
}
.
Consequently the estimation algorithm can be written
as:
1. Calculate αt:
αt = argmax
α
{
xtαΣ
−1
b (g −
1
2
xα)
}
; (12)
2. Determine α̂ according to the following rules:
α̂ =
{
αt if x
t
αt
Σ−1b (g − 12xαt) > 0
any value in the space of α else
(13)
It should be noted that in general there is no analyti-
cal solution for Eq. (12) because of the nonlinearity and
non-concavity of the function. An alternative is to solve
the maximization problem by an iterative method, such
as Gauss-Newton approaches, non-linear conjugate gra-
dient methods, etc. The iterative algorithm is then run
over the parameter space of α, according to some updat-
ing rule which often involves matrix multiplications for
each iteration.
2.B.2. Detection
Now we consider the posterior probabilities of the two
hypotheses given the estimated signal parameters α̂ and
a particular observation g:
P (Hk | α̂, g) = P (Hk)P (α̂)P (g |Hk, α̂)
P (g | α̂)P (α̂)
∝ P (Hk)P (g |Hk, α̂) k = 0, 1 (14)
where P (g | α̂) in the denominator is omitted since it is
not a function of Hk.
The classical decision approach, based on signal de-
tection theory, is to choose H1 when
P (H1 | α̂, g) > P (H0 | α̂, g)
and H0 in the reverse case, which leads to the decision
rule as below:
lnP (H1) + lnP (g |H1, α̂)
H1
≷
H0
lnP (H0) + lnP (g |H0, α̂)
⇔ −1
2
(g − xα̂)tΣ−1b (g − xα̂) +
1
2
gtΣ−1b g
H1
≷
H0
ln
P (H0)
P (H1)
⇔ λ = xtα̂Σ−1b
(
g − 1
2
xα̂
)
H1
≷
H0
ln
P (H0)
P (H1) (15)
It is easy to see that the test statistic λ is linear in
g, given the optimal estimated signal parameters, the
background covariance matrix Σb and the prior proba-
bilities of two hypotheses P (Hk) (often assumed to be
equal without special knowledge of the data set).
Note that the test statistic is actually realized jointly
with the estimation step. In other words, the comparison
xtαtΣ
−1
b (g − 12xαt) > 0 determines both the estimate
of the signal parameters Eq. (13) and the validation of
Hk (detection decision) Eq. (15), where the name JDE
comes from.
2.C. Channelized Joint detection and estimation
Observer (CJO)
Due to the high dimensionality of modern images, the
direct calculation of the test statistic in Eq. (15) is prac-
tically infeasible: the inversion of the covariance matrix
Σ−1b costs O(M3), knowing that the dimension of Σb is
M ×M when the number of pixels in the image is M .
The inversion of Σb can be implemented more effi-
ciently by using iterative solvers or by including an as-
sumption of spatial stationarity. However, this approach
still suffers from problems due to the ”curse of dimen-
sionality” [30] and very large numbers of images are typ-
ically required in order to obtain reliable estimates of the
covariance.
Instead, as in other model observers [1, 7], we employ a
linear dimension reduction technique that is called chan-
nelization: we project each input image onto a relatively
small set of pre-defined channels. The channels are then
designed to preserve the information that is relevant for
the model observer, so that the ideal performance of the
observer (e.g. in an asymptotic sense) is not affected by
the channel selection. For more details, the reader may
refer to [7].
The maximization in Eq. (12) based on the channel-
5ized image g′ is then formulated as follows:
αt = argmax
α
xtα
‖Uα‖2F
(
Uα (Σ
′
b)
−1
U
t
α
)(
g − 1
2
xα
)
(16)
where ‖Uα‖2F is a channel matrix energy normaliza-
tion factor and ‖·‖F denotes the Frobenius norm of the
matrix [24]. Ideally, we want the function in Eq. (16)
to be close enough to that in Eq. (12), so that the im-
pact of the dimentionality reduction is minimal. Intui-
tively, this implies that the covariance matrix Σ′b and
the channel matrix Uα should be calibrated properly,
namely Σ−1b ≈ 1‖Uα‖2F Uα (Σ
′
b)
−1
U
t
α. This is a sufficient
condition but not necessary for that the αt obtained by
Eq. (16) is approximate to that given by Eq. (12).
The maximization problem in Eq. (16) is hardly real-
izable since practically it needs a whole set of channel
matrices Uα with varying α (the search space of α is
huge). Our solution in [24] is to solve this problem by
searching the optimal parameters in the channel domain
instead of the spatial domain, without loss of accuracy.
This requires that a transform on the signal in the spa-
tial domain can be expressed as an equivalent transform
on the signal in the channel domain, therefore an extra
requirement for designing the channel matrix is added:
Uα = A
t
αU = U (A
′
α)
t
(17)
where U is a fixed channel matrix which does not de-
pend on α and conduce to reduce the data dimension-
ality; Aα serve to map the parametric signal xα onto
a reference signal x0 (with a known orientation/scale):
Aαxα = x0; A
′
α map the channelized parametric
signal x′α onto the channelized reference signal x
′
0 :
A
′
αx
′
α = x
′
0, and the size ofA
′
α is normally much smaller
than that of Aα.
In channel domain, the estimation formulas Eq. (12),
Eq. (13) and Eq. (15) could be rewritten as:
αt = argmax
α
1∥∥∥U (A′α)t∥∥∥2
F
(x′0)
t (Σ′b)
−1
(
A
′
αg
′ − 1
2
x′0
)
(18)
such that α̂ = f(αt) as defined in Eq. (13) (19)
and λ =
1∥∥∥U (A′α̂)t∥∥∥2
F
(x′0)
t (Σ′b)
−1
(
A
′
α̂g
′ − 1
2
x′0
)
(20)
which are used by the Channelized Joint detection and
estimation Observer (CJO).
2.D. CJO for the amplitude-orientation-scale-
unknown task
In this subsection, we will apply the CJO to the detec-
tion task in which the amplitude, orientation and scale
of the signal are unknown. In Goossens et al. [24],
suitable channels for different specific tasks of detection
have been derived. The simplest task is the amplitude-
unknown case for which:
A
′
a = a
−1
I (21)
Here, the matrix A′a scales the signal xa = ax0 with
the reciprocal of its amplitude, resulting in the reference
signal x0. The scaling itself does not impose any further
restrictions with respect to the channel design. In fact,
when only the signal amplitude is unknown and to be
estimated, any type of channels, such as the Laguerre-
Gauss channels [7] or the Difference of Gaussians (DOG)
channels [8] can be used.
For more complicated detection tasks, in which next
to the signal amplitude, also other parameters needs
to be estimated, optimal estimation is obtained by
choosing the channel matrix suitably. In case of the
orientation-unknown detection task, a set of orientation-
steerable channels needs to be used, while in the scale-
unknown detection task scale-shiftable channels are re-
quired. In polar-frequency coordinates, let ω be the ra-
dial frequency and ϕ be the angular orientation. The
orientation-steerable channels are given by:
fθk(ϕ) =
(K − 1)!2K−1√
K(2K − 2)! (cos(ϕ− θk))
K−1
(22)
where θk =
(k−1)pi
K
for k = 1, . . . ,K are evenly spaced
analysis angles and K is the number of steerable chan-
nels. Note that other choices than Eq. (22) are possible
that are steerable in orientation.
Steerability in orientation means that any rotated ver-
sion of fθk(ϕ) can be generated by computing a linear
combination of a fixed number of channels fθk(ϕ), with
k = 1, . . . ,K, or fθ′(ϕ) =
∑K
k=1 [A
′
θ′ ]1k fθk(ϕ). Instead
of computing the channel responses for channels with
a continuous parameter θk, the same response can be
obtained by calculating a linear combination of the res-
ponses for a fixed number of channels. Furthermore, this
operation also preserves the energy of the channelized
image g′. This is reflected in the fact that the channels
themselves are normalized in terms of energy:
K∑
k=1
|fθk(ϕ)|2 = 1 (23)
Moreover, remark that the channels Eq. (22) are well-
localized in orientation: the maximum is reached for ϕ =
θk, and we further have that fθk(ϕ) < fθk(θk).
Next, the scale-shiftable channels are defined by a log-
arithmic warping of the radial frequency axis:
fσj (ω) = sinc
(
sign (ω) log2
( | 2σjω |
pi
))
|ω | < pi;
(24)
where σj = 2
j−1 for j = 1, . . . , J and J is the number of
scale-shiftable channels. It can easily be checked that the
scale-shiftable channels are also normalized in energy, in
6the following sense:
+∞∑
j=−∞
∣∣fσj (ω)∣∣2 = 1 (25)
By exploiting the fact that fθk(ϕ) only depends on the
polar angle ϕ and that fσj (ω) depends on the radial
frequency ω, channel functions can be composed that are
jointly steerable in orientation and shiftable in scale:
fθk,σj (ω, ϕ) = fθk(ϕ)fσj (ω) k = 1, . . . ,K; j = 1, . . . , J
(26)
These channels are particularly useful to solve the
amplitude-orientation-scale-unknown detection task, be-
cause with a suitable choice ofA′α, equation Eq. (17) can
be satisfied. An example of channels (K = 3 and J = 4)
is shown in Figure. 2.
scale1−orientation1 scale1−orientation2 scale1−orientation3
scale2−orientation1 scale2−orientation2 scale2−orientation3
scale3−orientation1 scale3−orientation2 scale3−orientation3
scale4−orientation1 scale4−orientation2 scale4−orientation3
Fig. 2: An example of the filters for the
amplitude-orientation-scale-unknown case, when the
number of steerable channels K = 3 and the number of
scale-shiftable channels J = 4
A channel matrix of dimensions M2 × JK is con-
structed by computing the inverse polar Fourier trans-
form of Eq. (26) and subsequently by storing each sam-
pled channel function [U]m,n in a column, as follows:
[U]m,n =
∫ 2pi
0
∫ +∞
0
fθk(ϕ)fσj (ω)
· exp
{
2pii
[(
m1 − M
2
)
ω cosϕ
+
(
m2 − M
2
)
ω sinϕ
]}
ωdϕdω (27)
with m = (m2− 1)M +m1 and n = (j− 1)K + k. Here
[·]m,n denotes the matrix element of the m-th line and
n-th column. i is the imaginary unit.
Two corresponding transform matrices for the
orientation-unknown case and scale-unknown case are
given by Eq. (28) (a Dirichlet kernel) and Eq. (29) (a
sinc interpolation, which is a method to reconstruct a
continuous-time bandlimited signal from a set of equally
spaced samples) respectively:
[A′θ]m,n =
1
K
sin(pi(m− n)− θK)
sin(pi(m− n)/K − θ) m,n = 1, . . . ,K;
(28)
[A′σ]m,n = sinc (((m− n)− (−log2σ))) m, n = 1, . . . , J;
(29)
where θ is the signal orientation and σ is the signal
scale; and the sinc function is:
sinc(t) =
{
1 t = 0
sin(pit)
pit
t 6= 0 (30)
Interestingly, exploiting the separability in polar fre-
quencies of Eq. (26), the joint transform matrix can be
constructed using the Kronecker product ’⊗’ of two ma-
trices:
A
′
α = A
′
a,θ,σ =
1
a
A
′
σ ⊗A′θ (31)
Note that the order of appearance of A′σ and A
′
θ in
Eq. (31) depends on the sample storage ordering during
the construction of channel matrix U.
The matrix A′θ is orthonormal:
(A′θ)
t
A
′
θ = A
′
θ (A
′
θ)
t
= I. (32)
This is useful for reducing the calculation burden of the
normalization factor∥∥∥U (A′α)t∥∥∥2
F
=
1
a2
∥∥∥U (A′σ ⊗A′θ)t∥∥∥2
F
, (33)
which costs O(M2 · (JK)2) by direct evaluation. A
simplified numerical method is provided here.
From the definition of the Frobenius norm, we have:∥∥∥U (A′σ ⊗A′θ)t∥∥∥2
F
=trace
(
(A′σ ⊗A′θ)UtU (A′σ ⊗A′θ)t
)
=trace
(
U
t
U (A′σ ⊗A′θ)t (A′σ ⊗A′θ)
)
=trace
(
U
t
U
(
(A′σ)
t ⊗ (A′θ)t
)
(A′σ ⊗A′θ)
)
=trace
(
U
t
U
[(
(A′σ)
t
A
′
σ
)⊗ ((A′θ)tA′θ)])
=trace
(
U
t
U
[(
(A′σ)
t
A
′
σ
)⊗ I]) (34)
Let (A′σ)
t
A
′
σ = S = [sij ] (i, j = 1, . . . , J), then divide
the matrix UtU (dimension JK × JK ) into J × J sub-
matrices Tij (i, j = 1, . . . , J), each of dimension K ×K,
the right hand can be written as:
J∑
i=1
trace
 J∑
j=1
sjiTij
 = J∑
i=1
trace
 J∑
j=1
sijTij

=
J∑
i=1
J∑
j=1
trace (sjiTij)
=
J∑
i=1
J∑
j=1
sijtrace (Tij) (35)
7Therefore it costs only O(J2) to calculate the normali-
zation factor given an odd value of K. We also note
that Tij (i, j = 1, . . . , J) is known a priori, independent
of image data, thus trace (Tij) can be pre-calculated.
3. Practical implementation of the CJO
In this section, we give more details on how the CJO
can be implemented and used in practice. We consider
both the training phase and testing phase of the model
and we discuss a regularization technique to deal with
the ill-conditioning of the covariance matrix when the
number of channels is large.
3.A. Stages of implementation
As SKE CHO’s implementation, we can realize the
CJO for the amplitude-orientation-scale-unknown task
by training and test stages [7].
3.A.1. Training stage
In the training stage, the inputs are also two sets of
images (with-signal and without-signal) whose ground
truth is known for the CJO, including the signal profile
xα. Let g denote a particular image, xα a particular
signal.
The outputs of this stage are the estimated channel-
ized reference signal x′0 and a template w.
x̂′0 = 〈A′a,θ,σx′α〉 = 〈A′a,θ,σ(Utxα)〉 (36)
w =
(
Σ̂′b
)−1
x̂′0 (37)
where 〈·〉 denotes the sample average. Σ̂′b is the esti-
mated background covariance matrix:
Σ̂′b =
1
2
〈(g′ − 〈g′ |H0〉) (g′ − 〈g′ |H0〉)t |H0〉+
1
2
〈[(g′ − x′α)− 〈(g′ − x′α) |H1〉]
· [(g′ − x′α)− 〈(g′ − x′α) |H1〉]t |H1〉 (38)
where g′ is the channelized image with the M2-by-JK
channel matrix U constructed from Eq. (26):
g′ = Utg (39)
Recall that during the training stage, the exact values
of α are assumed to be available (in contrast to the test-
ing stage). Consequently, the training stage of the CJO
is quite similar to the training stage of the CHO.
3.A.2. Test stage
In the test stage, w and x′0 are used to estimate the sig-
nal parameters, as well as to calculate the test statistic λ
for each input test image g, the ground truth is however
unknown to the CJO.
To find the maximum in Eq. (18), as a first step, we
have simply used a brute-force search for a fixed num-
ber (denoted by N) of equally spaced signal parameters.
Then the maximum of the test statistics yielded by all
the possible combinations of chosen parameters is chosen
as the final test statistic:
λ =max
a,θ,σ
(λa,θ,σ)
=max
a,θ,σ
 wt∥∥∥∥U(A′a,θ,σ)t∥∥∥∥2
F
(
A
′
a,θ,σg
′ − 1
2
x̂′0
) (40)
Because the optimization in Eq. (40) takes place in the
channel domain, the maximization of Eq. (40) is still re-
latively fast, even when done using a brute-force search.
Finally, the detection performance of the model can be
calculated using the area under the ROC Curve (AUC)
(e.g., employing the Mann-Witney-Wilcoxon test) [31],
or alternatively using the area under the EROC [21].
3.B. Tikhonov regularization
Note that the estimated covariance matrix Σ̂′b in Eq. (38)
becomes ill-conditioned when the number of channels is
large ((K, J) = (3, 9), (5, 8), (7, 8), (9, 7)...). That causes
the numerical instabilities (big errors) when evaluating
the CJO’s performance. Thus we use the Tikhonov regu-
larization [32] method to estimate the covariance matrix
here.
Instead of calculating Eq. (37) by direct inverse as the
solution of a linear problem :
Σ̂′b ·w = x̂′0, (41)
a bias is introduced deliberately in the solution research
by considering the following problem :
min
w
{
1
2
‖Σ̂′b ·w − x̂′0‖2 +
1
2
η‖w‖2
}
, (42)
for which the positive coefficient η controls the regulari-
zation level of the expected solution.
Note that the empirical estimate matrix Σ̂′b is by con-
struction (cf. Eq. (38)) non-negative definite and allows
the following singular value decomposition (SVD) :
Σ̂′b = VDV
t, (43)
where V is an orthonormal matrix containing norma-
lized eigenvectors (VVt = I), and D = diag(d1, . . . , dp)
is a diagonal matrix whose main diagonal contains eigen-
values in the descending order d1 ≥ . . . ≥ dp > 0. We
recall that the condition number is the ratio d1/dp. Its
direct inverse writes thus Σ̂′
−1
= VD−1Vt.
In the SVD point of view, the regularization method
can then be applied to replace
(
Σ̂′b
)−1
in Eq. (37) with
w† = Σ†x̂′0 (44)
Σ† =
(
Σ̂′
t
Σ̂′ + ηI
)−1
Σ̂′
t
= V

d1
η+d21
. . .
dp
η+d2p
Vt
(45)
by choosing d21 ≫ η ≫ d2p for the ill-conditioned cases.
We note that for cases with relatively small condition
8numbers, the regularization has negligible effects by im-
posing d21 ≫ η : Σ† is close to the direct inverse of Σ̂′b
and thus the detection performances should not change
significantly. In fact, for the limit case η = 0 (45) even
reduces to the pseudo-inverse. On the contrary, for ill-
conditioned cases the presence of η avoids the division
by zero with the eigenvalues such as dp.
4. Performance evaluation of the CJO
In this section, we will evaluate the CJO’s estimation
and detection performance using both the correlated
Gaussian backgrounds and the real clinical backgrounds.
4.A. Parameter setup for the CJO
For both synthesized images and real clinical images,
the image size is 65 × 65; 500 pairs of images are used
for the training stage (500 with-signal and 500 without-
signal images), and 100 pairs of images are used for the
test stage (note that the test images are different from
the training images). The simulated lesion is located in
the center of the images. The signal orientation range
is [θmin, θmax] = [0, pi]. The signal amplitude range
[amin, amax] and the signal scale range [σmin, σmax]
cover the corresponding maximum accessible parame-
ter space according to the background type. For exam-
ple, [amin, amax] = [1, 255] (pixel intensity value), and
[σmin, σmax] = [1, 6] with
√
b = 2 for real clinical im-
ages. N used in the brute-force search is set to be 20.
We use η = 10−14d21 for the Tikhonov regularization.
4.B. Performance evaluation of the CJO
In this study, we used the AUC and the estimate of
its variance [33] as the FOM for the detection perfor-
mance evaluation. In general, a higher value of AUC
means a better detection performance. Moreover, we
used the normalized root-mean-square error (NRMSE)
[34] to quantify the signal parameter estimation errors to
facilitate their comparison under different setups. The
NRMSE is the root-mean-square error (RMSE) [35] di-
vided by the range of true values. Lower NRMSE value
indicates that the difference between the estimated value
and the true value is smaller. When computing the
NRMSE for the error in orientation estimation, we took
the wrapping effect into account.
4.B.1. CJO’s performance on correlated Gaussian
background
First, we tested CJO’s performances using Correlated
Gaussian Background (CGB). The CGB here was gen-
erated by convolving white noise following the distribu-
tion N (0,1) with a 2D Gaussian kernel characterized by
σb = 10.
Plots of AUC and NRMSE for the CJO with dif-
ferent combinations of number of steerable channels K
and number of scale-shiftable channels J are shown in
Figure. 3. Different signal shape is also considered:√
b = 1.5, 3, 4 (note that the signal shape estimation is
out of the scope of the CJO). A bigger value of b means
the elliptical signal gets a more elongated shape.
Fig. 3: AUCs and NRMSEs as a function of (K, J) for
correlated Gaussian background when
√
b = 1.5, 3, 4.
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4.B.2. CJO’s performance on real clinical back-
ground
Secondly, we tested CJO’s performances using the real
clinical background. The real clinical background here
was a white matter region, extracted from healthy brain
MR axial images of a T2 FLAIR sequence (acquired from
a retrospective database of the University Hospital of
Angers). Examples of white matter regions and those
with simulated lesions are shown in Figure. 4. Plots of
AUC and NRMSE are shown in Figure. 5.
4.C. Discussion
Throughout all the results, we observe that:
1) Among different parameters, the CJO estimates
better the signal orientation than the signal amplitude
and scale. And low orientation estimation error helps to
gain a really good detection task performance (AUC >
0.95), even though amplitude and scale estimation er-
rors remain higher (cf. Figure. 3 and Figure. 5 where√
b = 3, 4). Ultimately the orientation estimation seems
9Fig. 4: First row: examples of white matter regions
(WMR); second row: WMR plus simulated lesions.
Fig. 5: AUCs and NRMSEs as a function of K, J for
real clinical background when
√
b = 1.5, 3, 4.
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to have the greatest effect on the detection performance
among the three unknown signal parameters.
2) Contrary to the number of scale-shiftable channels
J , the number of steerable channels K does not influence
a lot the detection and estimation performances. The
detection performance tends to be stable when J reaches
4 or 5. Since fewer channel number requires fewer calcu-
lation complexities, the optimal channel numbers could
be (K, J) = (3, 4) or (3, 5) here for this given dataset.
3) For certain (K, J) settings, e.g., (K, J) =
(3, 3), (5, 3), (7, 3), (9, 3), the estimation errors are more
important (bigger NRMSE values), which lead to lower
values of AUC, viz. worse detection task performance.
4) For both types of background, the CJO’s estimation
and detection performances are better for more elon-
gated signal (bigger value of b).
5) The CJO performs better on the CGB than on the
real clinical background. This is understandable consi-
dering the background model used in the CJO is indeed
the CGB and the complexity of the problem in real cli-
nical situations. The values of AUC are close to 1, which
signifies that the CJO performs the detection task very
well while being capable of estimating signal parameters.
5. Conclusions
In this paper, we proposed a SKS MO (CJO) to ad-
dress an important task involving medical images, i.e.
the detection of a signal with subsequent estimation of
para-meters (amplitude, orientation and size) that char-
acterize the signal. Compared to few existing SKS MOs,
the CJO extends the range of variable signal parameters
and has a good practicability (with a reasonable number
of training images and calculation burden). The perfor-
mance study results present that the detection task per-
formances of the CJO are desirable both for the CGB
and MR image regions of the T2 FLAIR sequence. The
limitation of the CJO is that the signal should be asym-
metric, so that it has a dominant orientation, which is
captured by the parameters θ and b.
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