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Introduccio´
Introduccio´
Les megadades o dades massives han esdevingut una realitat
amb el canvi de mil·leni.
Qualsevol activitat humana deixa un rastre digital que algu´
recull i emmagatzema:
Sensors de la Internet de les Coses (IdC)
Aplicacions socials
Comunicacio´ ma`quina-ma`quina
V´ıdeo mo`bil, etc.
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Introduccio´
Exemple: megadades d’Internet en 1 minut
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Introduccio´
Exemple: megadades de ciutats intel·ligents i IdC
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Introduccio´
Trets distintius de les megadades
Volum El volum de dades de l’univers digital va a arribar a
9.500 milions de petaoctets (9.5× 1024 octets) el
2015, amb un increment de 3.000 milions de
petaoctets sobre el 2014 (Meeker 2016).
Velocitat Hi ha un nombre creixent de fluxos continus de dades
provinents de sensors o de xarxes socials. Hom pot
capturar dades en l´ınia de milions d’esdeveniments
per segon.
Varietat Les dades ve´nen de moltes fonts i en formats
diferents (nume`ric, catego`ric, text no estructurat,
a`udio, v´ıdeo, etc.).
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Introduccio´
Les megadades amenacen la privadesa
Tot i que les megadades so´n un recurs valuos´ıssim en molts de
camps, amenacen com me´s va me´s la privadesa dels subjectes
les dades dels quals es recullen (sovint sense que ho sa`piguen).
P.e. el model de prediccio´ d’una cadena de supermercats va
endevinar l’embara`s d’una adolescent abans no ho sabessin els
seus pares (Duhigg 2012).
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Introduccio´
Control de revelacio´ estad´ıstica
Estad´ıstics i informa`tics s’han preocupat pel risc de revelacio´
molt abans de l’aparicio´ de les megadades.
El secret estad´ıstic o control de la revelacio´ estad´ıstica (CRE,
Hundepool et al. (2012)) cerca de permetre infere`ncies u´tils
sobre les dades publicades tot i preservant la privadesa dels
subjectes als quals corresponen els registres.
Hi ha te`cniques per limitar el risc de revelacio´ en microdades
(fitxers dels quals els registres corresponen a subjectes
individuals), en taules i en bases de dades en l´ınia.
La versio´ modificada per limitar-ne el risc s’anomena versio´
anonimitzada.
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Introduccio´
Utilitat o privadesa primer?
L’anonimitzacio´ centrada en la utilitat (canviant para`metres
iterativament fins que el risc de revelacio´ sigui prou baix) e´s
lenta i no te´ garanties formals de privadesa. E´s l’enfocament
habitual en estad´ıstica oficial.
L’anonimitzacio´ centrada en la privadesa (basada a imposar
un model de privadesa, com el k-anonimat, la t-proximitat o
la privadesa ε-diferencial) sovint do´na poca utilitat o
aparellabilitat.
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Megadades, llei i e`tica
Les megadades s’obtenen recollint totes les dades possibles
per extreure’n coneixement, possiblement amb me`todes
innovadors.
Aixo` xoca amb la privadesa dels individus, especialment
perque` el subjecte (consumidor, ciutada`) no sap que es
recullen les seves dades.
El prove¨ıdor de serveis obte´ les dades com a resultat d’una
transaccio´ (p.e. compra en l´ınia), com a retorn d’un servei
gratu¨ıt (p.e. correu electro`nic o xarxes socials) o com a
requisit natural d’algun servei (situacio´ si es fa servir GPS).
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Megadades, llei i e`tica
Proteccio´ de dades personals en el dret de la UE
Les dades personals, me´s concretament la informacio´ identificable
personalment (IIP), so´n qualsevol informacio´ relacionada amb una
persona natural identificada or identificable.
Principis aplicables a la IIP abans de les megadades (grup de
treball en proteccio´ de dades de l’Art. 29, nou Reglament General
de Proteccio´ de Dades, cf. D’Acquisto et al. (2015)):
Legalitat (consentiment obtingut o processament necessari
per a: contracte o obligacio´ legal o interessos vitals del
subjecte o intere`s pu´blic o interessos leg´ıtims del processador
compatibles amb els drets del subjecte)
Consentiment (senzill, espec´ıfic, informat i expl´ıcit)
Limitacio´ de propo`sit (leg´ıtim i especificat abans de la
recollida)
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Megadades, llei i e`tica
Proteccio´ de dades personals en el dret de la UE (II)
Necessitat i minimitzacio´ de dades (recollir nome´s el que
cal i guardar-ho nome´s mentre calgui)
Transpare`ncia i obertura (els subjectes han de rebre
informacio´ entenedora sobre la recollida i el processament)
Drets individuals (acce´s, esmena, esborrament/oblit)
Seguretat de la informacio´ (cal protegir les dades recollides
d’acce´s, processament o manipulacio´ no autoritzats, i de la
pe`rdua o destruccio´)
Responsabilitat (qui recull i processa ha de poder demostrar
que compleix els principis anteriors).
Proteccio´ de dades per disseny i per defecte (de bon
principi, no com un afegit)
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Megadades, llei i e`tica
Conflicte entre principis i megadades personals
Les megadades s’obtenen de recollir i aparellar dades de
diverses fonts, sovint cont´ınuament.
Llevat que hom anonimitzi les dades personals, hi ha
conflictes amb els principis:
Limitacio´ de propo`sit. Sovint es fan usos secundaris de les
megadades que no es preveien en recollir-les.
Consentiment. Si el propo`sit no e´s clar, no es pot obtenir
consentiment.
Legalitat. Sense limitacio´ de propo`sit ni consentiment, la
legalitat e´s dubtosa.
Necessitat i minimitzacio´ de dades. Hom obte´ les
megadades precisament acumulant dades per a usos potencials.
Drets individuals. Els individus no saben ni tan sols quines
dades sobre ells es guarden.
Responsabilitat. Si no hi ha compliment de principis, no es
pot demostrar.
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Megadades, llei i e`tica
Amenaces vinculades a la recollida de dades
Violacio´ de dades. Com me´s dades es recullen, me´s atractives
so´n per a un atacant (avui Yahoo ha denunciat el robatori de
mil milions de comptes).
Mal u´s per part d’empleats (Chen 2010). Els empleats de qui
recull, emmagatzema o processa les dades en poden fer mal
u´s.
U´s secundari no desitjat. P.e., les dades d’algu´ contrari als
anticonceptius poden fer-se servir per elaborar-ne de nous.
Canvis en les pra`ctiques empresarials. El comprom´ıs de
privadesa d’un recol·lector pot canviar (p.e. Whatsapp ha
decidit recentment i unilateral de compartir amb Facebook els
nu´meros de mo`bil dels seus usuaris).
Acce´s del govern sense les garanties legals degudes (Solove
2011). P.e. la NSA dels EUA ha accedit a les dades dels
usuaris de les grans empreses d’Internet.
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Megadades, llei i e`tica
L’anonimitzacio´ com a solucio´
L’anonimitzacio´ e´s una possible solucio´ per superar el conflicte
entre megadades i privadesa.
Com que els principis legals es refereixen a IIP, un cop
anonimitzades les dades, hom pot pensar que ja no so´n IIP i
que no els cal proteccio´.
Tanmateix, l’anonimitzacio´ de megadades e´s plena de reptes...
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Megadades, llei i e`tica
Reptes en anonimitzacio´ de megadades
Massa poca anonimitzacio´, p.e. nome´s suprimir els
identificadors directes, pot ser insuficient per impedir la
reidentificacio´ dels subjectes (Barbaro i Zeller 2006);
Aixo` e´s especialment problema`tic amb megadades, el volum i
la varietat de les quals faciliten la reidentificacio´.
Massa anonimitzacio´ pot impedir d’aparellar dades sobre el
mateix subjecte (o subjectes semblants) provinents de
diferents fonts, cosa que entorpeix la construccio´ de
megadades.
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Els nihilistes: amb megadades no hi pot haver privadesa
Els nihilistes: cal sacrificar la privadesa
Sacrificar la privadesa a la seguretat. Governs (lluita
antiterrorista. Empreses (identificacio´ biome`trica d’empleats o
clients, que envaeix la privadesa sense garantir necessa`riament
me´s seguretat).
Sacrificar la privadesa a la funcionalitat. Aplicacions gratu¨ıtes
per a la web i els tele`fons mo`bils (motors de cerca; Google
Calendar, Streetview, etc.).
Sacrificar la privadesa a la funcionalitat i a la seguretat. Les
empreses d’Internet poden filtrar als governs les dades que
recullen amb aplicacions gratu¨ıtes (Snowden sobre la NSA).
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Els nihilistes: amb megadades no hi pot haver privadesa
Els nihilistes pragma`tics: els marxants de dades (data
brokers)
No donen arguments: recullen totes les dades personals que
poden (web, xarxes socials, etc.) o les compren (programes de
fidelitat, comerc¸ electro`nic, etc.).
Empaqueten tota la information corresponent a la mateixa
persona per obtenir fitxes personals.
Venen aquestes fitxes a qui les vulgui, normalment empreses
de ma`rqueting personalitzat.
Diversos marxants de dades operen als EUA, entre els quals
Acxiom acumula dades sobre me´s de 700 milions de persones
a tot el mo´n (FTC 2014).
Els marxants de dades amenacen la privadesa me´s que les
empreses d’Internet, perque` so´n desconeguts del pu´blic.
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Els nihilistes: amb megadades no hi pot haver privadesa
Activitat dels marxants de dades
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Els nihilistes: amb megadades no hi pot haver privadesa
Els nihilistes extrems
Stephen Brobst (director de tecnologia de Teradata)
“Aspirar a tenir privadesa en la societat de les megadades e´s
delirant.”
“El que poden demanar els subjectes e´s que els recol·lectors
no facin un mal u´s de les seves dades” (cosa que no podran
verificar).
Moltes grans empreses contracten Teradata per analitzar la
informacio´ que acumulen sobre els seus clients i les seves
transaccions, per fer-los ofertes personalitzades.
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Els fonamentalistes: privadesa a costa d’inutilitzar les dades
Els fonamentalistes: privadesa a costa d’inutilitzar les
dades
El control de la revelacio´ estad´ıstica (CRE) va iniciar-se amb
Dalenius (1977), un estad´ıstic oficial. Cf. l’estat de la te`cnica
a Hundepool et al. (2012).
Me´s tard, els informa`tics van encunyar el terme “mineria de
dades amb preservacio´ de privadesa” (Agrawal i Srikant
2000), paral·lel al CRE de l’estad´ıstica oficial.
Els informa`tics tambe´ van inventar els models de privadesa,
que especifiquen garanties ex ante de privadesa que es poden
parametritzar.
Els models de privadesa s’imposen fent servir un (o diversos)
me`todes d’anonimitzacio´.
Si llurs para`metres so´n massa estrictes, poden inutilitzar les
dades.
21 / 43
U´s secundari de dades massives i privadesa
Els fonamentalistes: privadesa a costa d’inutilitzar les dades
Models de privadesa: k-anonimat (k = 2)
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Els fonamentalistes: privadesa a costa d’inutilitzar les dades
Models de privadesa: privadesa ε-diferencial
23 / 43
U´s secundari de dades massives i privadesa
Els fonamentalistes: privadesa a costa d’inutilitzar les dades
Privadesa diferencial i fonamentalisme
Si l’abse`ncia, prese`ncia, o modificacio´ de qualsevol registre no
s’ha de notar en les respostes a les consultes, cal afegir-los
molt de soroll =⇒ llur utilitat e´s dubtosa.
P.e., si la prese`ncia o abse`ncia de l’u´nic milionari d’un poble
no s’ha de notar quan es consulta la renda ma`xima del poble,
el ma`xim que retorni la consulta no pot e´sser real.
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El cam´ı del mig en la privadesa de megadades
El cam´ı de mig: desiderata en anonimitzacio´ de
megadades
Les megadades anonimitzades que es publiquen haurien de
donar resultats semblants als que s’obtindrien amb les dades
originals per a un bon grapat d’ana`lisis explorato`ries.
No haurien de permetre la reconstruccio´ inequ´ıvoca del perfil
de cap subjecte.
A banda de preservar la utilitat anal´ıtica, un model de
privadesa per a megadades hauria de satisfer (Soria-Comas i
Domingo-Ferrer 2015):
Componibilitat;
Cost computacional (quasi-)lineal;
Aparellabilitat.
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El cam´ı del mig en la privadesa de megadades
Componibilitat
Un model de privadesa e´s componible si la seva garantia de
privadesa es mante´ (potser amb limitacions) despre´s
d’aplicar-lo repetidament.
E´s a dir, un model no e´s componible si ajuntar fitxers
publicats independentment, cadascun dels quals satisfa` el
model, pot violar el model.
La componibilitat pot avaluar-se entre fitxers anonimitzats
que satisfan el mateix model de privadesa o models diferents; i
tambe´ entre un fitxer anonimitzat i un de no anonimitzat (cas
me´s exigent).
La componibilitat cal per afrontar la velocitat i la varietat de
les megadades.
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El cam´ı del mig en la privadesa de megadades
Cost computacional (quasi-)lineal
El cost baix cal per afrontar el volum de les megadades.
Normalment, un model de privadesa es pot satisfer amb
diversos me`todes de CRE.
El cost computacional depe`n del me`tode triat.
El cost desitjable e´s O(n) o com a molt O(n log n), per a un
fitxer de n registres.
Per a me`todes amb cost me´s alt, pot ser u´til el blocatge, tot i
que pot perjudicar la utilitat i/o la privadesa de les dades
resultants.
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El cam´ı del mig en la privadesa de megadades
Aparellabilitat
En megadades, la informacio´ sobre un subjecte concret es
recull de diverses fonts (varietat de les megadades).
Per tant, la capacitat d’aparellar registres que corresponen al
mateix individu o a individus semblants e´s cr´ıtica
=⇒ anonimitzar les dades a la font hauria de preservar
l’aparellabilitat fins a cert punt.
Pero`... aparellar registres corresponents al mateix subjecte en
redueix la privadesa
=⇒ la precisio´ dels aparellaments hauria de ser me´s petita
amb fitxers anonimitzats que amb fitxers originals.
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Proteccio´ de megadades amb k-anonimat
Proteccio´ de megadades amb k-anonimat
En megadades, costa de determinar el conjunt dels atributs
quasi-identificadors (QI), que poden fer-se servir per aparellar
amb fitxers identificats externs.
L’opcio´ me´s segura e´s considerar que tots els atributs so´n QI.
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Proteccio´ de megadades amb k-anonimat
Resum de k-anonimat per a megadades
Perque` el k-anonimat sigui componible, els controladors que
comparteixen subjectes s’han de coordinar o han de seguir
estrate`gies adequades.
Hi ha heur´ıstiques quasi-lineals per al k-anonimat.
L’aparellabilitat e´s possible al nivell de classe k-ano`nima.
Amb un cert esforc¸ de coordinacio´, el k-anonimat e´s una
opcio´ raonable per anonimitzar megadades.
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Proteccio´ de megadades amb privadesa diferencial
Proteccio´ de megadades amb privadesa diferencial
La privadesa ε-diferencial (PD) ofereix garanties fortes de
privadesa.
Com me´s petit e´s ε, me´s privadesa.
La PD es pot assolir afegint soroll o generant dades
sinte`tiques a partir d’un model privat diferencialment (p.e. un
histograma).
Un fitxer sinte`tic pot ser-ho parcialment o totalment.
En la s´ıntesi parcial, nome´s se substitueixen per dades
sinte`tiques els valors que es consideren massa sensibles.
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Proteccio´ de megadades amb privadesa diferencial
Resum de PD per a megadades
La PD te´ bones propietats de componibilitat, que poden anar
be´ per anonimitzar dades dina`miques.
La PD tambe´ te´ un cost computacional baix, que pot anar be´
per a fitxers molt grans.
L’aparellament de fitxers PD nome´s e´s possible si els fitxers
comparteixen atributs que no s’han alterat.
El problema me´s gros de la PD e´s que la utilitat de les dades
privades ε-diferencialment per a ana`lisi explorato`ria e´s
pra`cticament zero per als valors de ε que donen garanties
significatives de privadesa (t´ıpicament, ε ≤ 1).
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Conclusions
Hi ha un debat de si les dades massives so´n compatibles amb
la privadesa dels ciutadans.
Hi ha dues posicions extremes: el nihilisme i el
fonamentalisme.
Hem explorat un cam´ı del mig entre aquests extrems.
Hem formulat algunes propietats desitjables dels models de
privadesa per a megadades (componibilitat, cost
computacional baix i aparellabilitat).
Hem examinat fins a quin punt els dos models de privadesa
principals (k-anonimat i privadesa ε-diferencial) satisfan
aquestes propietats.
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Conclusions (II)
El k-anonimat satisfa` els requisits amb penes i treballs:
La componibilitat exigeix coordinacio´ entre els diversos
protectors de dades;
La complexitat pot arribar a ser quasi-lineal;
L’aparellabilitat e´s al nivell de classe ano`nima, pero` no de
registre.
La privadesa diferencial satisfa` millor les propietats, pero`
l’argument que la descarta per a megadades e´s que en
destrueix la utilitat per a ana`lisis explorato`ries.
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L´ınies de recerca obertes
Hi ha molta feina a fer per fressar aquest cam´ı del mig.
Calen models de privadesa que ofereixin componibilitat,
complexitat baixa, aparellabilitat i preservacio´ d’utilitat per a
ana`lisis explorato`ries.
La varietat de les megadades va me´s enlla` dels fitxers formats
per registres: inclou v´ıdeo, a`udio, text no estructurat, etc.,
l’anonimitzacio´ dels quals e´s un gran repte.
El models de privadesa i els me`todes CRE han de poder
afrontar la velocitat i el volum: anonimitzar megadades
dina`miques o en flux e´s un territori pra`cticament inexplorat.
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