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We consider the problem of bringing a given matrix into "cyclic form," from which the 
rational form can be computed easily. Matrices are taken to have p-adic integer entries, 
and computations are done with rational integer approximations top-adic integers. We 
give bounds on the precision ecessary to ensure that the resulting cyclic form is indeed 
similar to the original matrix. We also give a criterion for deciding whether the cyclic 
form is correct. 
1. In t roduct ion  
In his recent book Liineberg (1987) remarks on the absence of an effective modular 
algorithm for computing the rational normal form of a matrix. He cites difficulties arising 
from the existence of "bad primes." We show that these difficulties can be obviated by 
the application of p-adic techniques. 
The k x k matrix A = (al,j) is called a companion matrix if, for 1 _< j _< k - 1, al,j = 1 
when i = j + 1 and ai,j = 0 otherwise. The minimal polynomial of a companion matrix 
coincides with its characteristic polynomial, which is 
det(z_r - A)  = z k - ak,kX ~-1 . . . . .  a2,kz -- al,k . 
We say a matrix is in cyclic form if it is a direct sum of companion matrices. A matrix 
is in rational form if it is in cyclic form, and the characteristic polynomiM of each of the 
companion matrices divides the characteristic polynomial of the next. (These polynomi- 
als are called the invariant factors of the matrix.) Every matrix is similar to a unique 
matrix in rational form. 
The invariant factors, and hence the rational form, of a matrix in cyclic form can be 
easily computed by polynomial gcd and lcm operations on the characteristic polynomials 
of its components. So we restrict our attention to the problem of bringing a given matrix 
into cyclic form. 
Unless otherwise specified, matrices and vectors have p-adic integer entries. Pertinent 
results from linear algebra may be found in Schrijver (1986, ch. 4) and Hoffman & Kunze 
(1961). An accessible treatment of p-adic numbers is in Mahler (1973). See Lfineberg 
(1987) for a bibliography and an up-to-date survey of algorithms for computing the 
rational form. 
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2. L i f t ing  a sys tem of  linear congruences 
For any k x k matr ix  C, there exist k x k matrices L mad R, each with determinant 
a p-adic unit, such that the product LCR is in Smith normal form, with its non-zero 
entries all being powers ofp. Hp # is the lcm of the non-zero entries of LCR,  there exists 
a non-singulax k x k diagonal matrix D with its diagonal entries powers of p, such that 
Defining C = RDLC,  we have 
(DLCR)  2 = p# DLCR . 
c( / z -  ~) = o .  
Suppose we have a solution vector X for the k x k system of linear congruences 
CX - O (modp* ' ) .  
Then there exists a vector W such that CX = p'~W. If fl < o~, we may set 
2 = X - p~-#W 
= p-a(pa.r_ E)x 
so that 
C2 = o, 
2 - X (rood p" -#)  9 
(i) 
3. L i f t ing  a matr ix  similarity congruence 
We now suppose we axe given n • n matrices A, B,  T and U satisfying the congruences 
AT - TB  (rood pa),  
TU = p'r I  (rood p=) . 
(2) 
(3) 
The congruence (2) is equivalent o the system (1), with k = n 2, the n 2 entries of X 
being the successive ntries of the n columns of T, and the entries of C determined from 
A and 13 accordingly. 
As before, we determine/3 and )~ (mad the corresponding n x n matr ix T)  so that 
- T (rood pa-#),  
TU - p'r I  (rood pa-#)  . 
If V < c~ - #, it follows that T is non-singular, and therefore that A and B are similar. 
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4. S imi la r i ty  w i th  a matr ix  in cyc l ic  fo rm 
We now make the additional assumption that B = (bi,j) is a companion matr ix.  
matr ix C, which expresses the relation (2) as the congruence (1), has the form 
/ A - I  0 . . .  0 0 0 
0 A - I  . . .  0 0 0 
0 0 A , . .  0 0 0 
: : : ' . .  : : : 
0 0 0 . , .  A - I  0 
0 0 0 . . .  0 A - I  
-b i , , I  -b2 , , I  -b3,nI  ...  -bn -2 , , J  -bn - i ,n I  A -  b,~.,I 
Elementary row and column operations can be used to bring C into the form 
0 I 0 . . .  0 0 
0 0 I . . .  0 0 
: : : ' . .  : : . 
0 0 0 , . .  I 0 
0 0 0 .,, 0 I 
0 0 0 ... 0 0 f (A ) /  
The 
where f ( z )  = det (x I  - B) is the characteristic polynomial of B. It is therefore vident 
that fl can be determined from the Smith normal form of f (A) .  
Generalizing to the case that B is in cyclic form, we see that C will be the direct 
sum of matrices of the type shown above, and that the value of ~ can be determined by 
considering the direct summaads of C individually. 
5. Es t imat ing  ent r ies  o f  the  Smi th  normal  fo rm 
From this point on we assume that the entries of A aad B are rational integers, and.' that 
13 is in cyclic form. 
For A = (ai,$) we take 
It is a consequence of the Cauchy-Schwarz inequality that, for any column vector V, 
Iavl < IIAIIIV[ 9 
Denoting by Mj  the jth column of the matrix M, we have, for k >__ O, 
IA~I _< IIAIr ~ . 
For the polynomial 
/ (x)  = do + dlx +. . .  + dk~ k ~ ~[~]  
let F = f(A).  Then we know that 
IF~l = Id0Ij + dlA~. +. . .  + d~A~l 
_< Id0Ijl + IdlAjl + , . .  + Id~A~l 
<_ Idol + Idlll]AII + . . .  + IdkHIAII k . (4) 
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Expressing the diagonal entries of the Smith normal form of F in terms of subdetermi- 
nants, and recalling the Hadamard bound on determinants, we see that the entries of 
the Smith normal form of F are bounded by the product of the lengths of the non-zero 
columns of F, which axe in turn bounded according to the preceding inequality. 
6. Est imat ing entries of a cyclic form 
Let the characteristic polynomial of A be given by 
and let 
c(x) = det(xZ-  A) = co + alx +. . .  + cnx n 
b(x) = I I (x  + IAjl) = bo + blx +. . .  + b.x '~. (5) 
Regarding the coefficients c0, . . . ,cn as sums of subdeterminants of A and applying 
Hadamard's bound on determinants, it is evident hat lcjl <_ bj for 0 <: j _< n. For 
d(z) = do + dlx +""  + dkx k 
a divisor of c(x), Mignotte's bound (Mignotte, 1974) gives 
y;l ,l <_ (y;4) 
N2 k 2b j  
= 2/r H(  1 + I& l ) '  
This last expression, with k = n, gives a bound for the entries of a cyclic form of A. 
Moreover, since the polynomial d(llAIIz ) must divide c(llAnx), 
Zlai l l lAI I  i _< 2 k ~bl lA I I  ~ 
= 2k I I ( I IA I I  + IAjl) 
< 2" I1211All 
= 4"I IAI I"  9 (6 )  
7. Comput ing  the  ra t iona l  fo rm 
It is known that algorithms derived from the Danilevskii algorithm for the characteristic 
polynomial can be used to find B and T satisfying (2), with B in rational form (Howell, 
1973; Liineberg, 1987; Ozello, 1987). Neglecting the size of the numbers involved, these 
algorithms require O(n ~) operations to produce the rational form. 
We use a simple modular algorithm of this type, given in section w below, to find 
matrices B (explicitly), T and U (implicitly), and an exponent % with B in cyclic form, 
such that (2) and (3) are satisfied with ~ = ~ - V. We make no special claims for our 
modular algorithm, other than that it is simple to program and executes in time O(n4). 
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For a given matrix A we define ~0 = #o(A) to be minimal such that p"~ > 2max Ibj], 
with b~ defined as in (5) above. 
Initially, we set ~ = ~0. 
We apply the algorithm of w performing all arithmetic operations modulo p#. The 
result is a matrix B and an exponent 7, such that p-adic integer matrices T and V" exist 
satisfying (2) and (3), with a = ~ - ~'. 
If ~ > 2~' we compute/~ as described in w This requires the exac~ computation of 
f(A), followed by the computation of the p-adic Smith normal form of f(A), for the 
characteristic polynomial of each component of B. (When # < 27 we already know that 
# is too small, so we avoid this expensive computation and set fl -- 0.) 
If # > fl + 2% then B is a correct cyclic form for A, and we are done. 
If/~ </~0 + 27, we replace p ~-- #0 -b 27; otherwise we replace # ~ 2#. Then B and 7 
are recomputed. 
This procedure terminates, ince the algorithm to compute B is exact over the p-adic 
integers. 
8. Cycl ic Form A lgor i thm 
The algorithm that follows puts a matrix A with p-adic integer entries into cyclic form. 
If the matrix A has rational integer entries, then the algorithm performs all operations 
in Q, the field of rational numbers. The algorithm is similar to the original algorithm of 
Danilevskii (Fadeev 8z Fadeeva, 1963). 
We take the p-adic (exponential) valuation of a p-adic integer to be 
val(pkq) = k if gcd (p, q) = 1; 
vat(O) = co .  
We use three elementary similarity transformations: 
E1 : row i ~ row j , 
co l i~co l j ;  
E2 : row i ~ row i -  q • row j , 
col j ~ col j + q x col i ; 
E3 : row i ~-- q-1 • row i 
col i *-- q • col i . 
The k x k matrix A is composed of four sub-matrices; Y is h x h, X is (k - h) x (k - h), 
P is h x (k - h), and Q is (k - h) x h, asshown. 
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Throughout the computation, A will have one of two configurations: 
Q clear : 
* * * * * * * * *N 
9 * * .* * * * * * 
9 $ * * * * * * * 
9 * * * * * * @ * 
* * * * * 
1 * * * 
- 1 * * 
1 * )  
P clear : 
/* * , 9 , ,'~ 
9 * * * * * 
9 * * * * * 
9 * * * $ ,$ 
* * * * 9 * * * * 
, 9 9 9 9 1 9 9 9 
* * * * * 1 */ 
Initially, h = k - 1 (and so both P and Q are clear). 
We repeatedly apply the following steps until h = 0. 
If P and Q are both zero: 
Apply E~ repeatedly to the rows and columns of X to bring X into companion form 
X is now a direct summand of A and plays no further part in the computation. I 
h = 0, A is in cyclic form and the computation is complete. Otherwise replace k by h 
h by h - 1, and continue the computation tobring the sub-matrix Y into cyclic form 
If Q is not zero~ and either Q is clear or P is zero: 
If Q is not clear, apply E2 repeatedly between the columns of X and the columns o
Q as necessary, until Q is clear. (These operations do not affect P, but could leaw 
Q=0. )  
I fQ#O:  
Determine j such that ah+ij has minimal p-adic value among the elements of Q 
Let this'p-adic value be v. 
If v > 0, apply E3 to rows and columns h+ 1 through k, with q = pV. This increase 
7 by v, and leaves ah+lj  a p-adic unit. 
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Apply E1 and Ea once each, and E2 repeatedly, to achieve the form 
* * * * * * * * *~ 
9 * * * * * * * * 
9 * * * * * * * , 
9 , * * * * * * , 
9 * * * * * , * * 
1 * * * * 
1 * * 9 
- 1 * * 
1 .2 
Replace h by h - 1 to re-define X, Y, P, Q. Note that Q is clear at the completion of 
this procedure. 
If P is not zero, and Q is either zero or not clear: 
If P is not clear, apply E2 repeatedly between the rows of X and the rows of P as 
necessary, until P is clear. (These operations do not affect Q, but could leave P = 0.) 
I fP~0 : 
Determine i such that ai,k has minimal p-adic value among the elements of P. Let 
this p-adic value be v. 
If v > 0, apply E3 to rows and columns 1 through h, with q = pV. This increases 
by v, and leaves al,k a p-adic unit. 
Apply E1 and E3 once each, and E2 repeatedly, to achieve the form 
/ *  * * * * 
9 * * * * 
9 * * * * 
9 * * * * 
* * * * * I 
* * * * * * * * * 
* * * * * 1 * * * 
* * * * * --  1 * * 
k ,  * * * * 1 9 
Apply E1 repeatedly to perform adjacent row and column interchaz~ges until row h 
has been moved below row k. 
/ ,  * * * ,~  
* * * * * 
* * * * * 
* * * * * 
* * * * * * * * * 
, 9 9 9 I , , 9 , 
, * * * - -  i * * * 
, * * * 1 * * 
, , 9 9 I * J  
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Replace h by h - 1 to re-define X, IF, P, Q. Note that P is clear at the completion o: 
this procedure. 
9. Complex i ty  
In a~alyzing the performance of the algorithm we make the assumptions, justified ex 
perlmentally, that the number of reeomputations of fl is O(1), and that the value of 3' is 
dominated by #0. (As will be seen in the next section, the choice of a large p will make 
values of 3' > 0 unlikely.) 
We define 
a = m.ax [ai,~[ 9 
t,,7 
It is easily seen that/z is O(n(log n + log a)). The time required to perform an addition 
or subtraction operation modulo pg is O(#); the time required for a multiplication or 
division is O(/~log#). Therefore the time for a single arithmetic operation modulo pg is 
O(n log n(log n + log a)) . 
Since the modular algorithm for the cyclic form requires O(n 4) operations, we see that 
the time to construct the cyclic form is 
r ~ log n(log n + log a)) . 
Referring to inequalities (4) and (6), we see that 
p~ ~ (E  IdylIlAll~Y --< (4"lldll")" ~ (4ha) "2. 
The p-adic Smith normal form of f(A) can be computed modulo pS if p6 > (4na),O. The 
time for a single arithmetic operation modulo p6 is then 
o(,~ ~ log,~(log ~ + log ~)).  
It requires O(n 4) operations to compute f(A), and O(n 3) operations to bring f(A)into 
Smith normal form. Therefore, the time required to construct he p-adic Smith normal 
form for f(A) is 
o(n 6 log n(lo~ n + log ~)). 
It follows that this is the complexity for the entire algorithm. 
10. Exper imenta l  Resul ts  
Our standard for comparison was the second algorithm of 0zello (1987). 
We generated 1000 example matrices, 100 for each degree from 11 to 20, with entries 
not exceeding five decimal digits in size. Each matrix was derogatory (i.e., not similar to 
a companion matrix). Our algorithm terminates abnormally quickly in the case of a non- 
derogatory matrix: it suffices to compute the characteristic polynomial, the computation 
of ~ in this case being unnecessary. 
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Table 1. Consequences of computing/3 prematurely 
Time for 10 examples of each degree, with initial/~ = Cp, o 







0.5 852 1202 1565 1554 1144 3016 2157 2849 13197 3500 
0,6 266 908 1257 1231 1352 3021 1299 1602 10595 2498 
0,7 160 520 915 1401 718 979 1042 1752 4255 2524 
0.8 163 368 539 867 722 910 1054 3662 2124 2551 
0,9 163 290 346 637 635 991 1063 1539 2154 2585 
1,0 165 295 351 505 643 904 1078 1558 2180 2618 
0,5 255 621 877 1552 1443 1297 982 2753 12613 2522 
0,6 153 303 754 883 1381 849 996 1500 3106 2548 
0.7 155 277 320 467 604 1165 1004 1517 2059 2573 
0,8 157 281 323 472 611 858 1014 1546 2095 2606 
0.9 159 285 327 481 620 874 1027 1563 2119 2650 
1.0 160 289 333 488 625 886 1043 1595 2153 2677 
0,5 186 597 895 1576 1016 1370 999 1510 12551 2554 
0.6 153 306 535 759 1013 852 1005 1523 3077 2580 
0.7 156 281 324 476 607 866 1017 1542 2043 2604 
0.8 157 284 328 483 615 874 1027 1575 2084 2645 
0,9 160 289 332 490 621 891 1040 1591 2116 2683 
1.0 163 293 339 501 636 902 1063 1621 2143 2715 
0.5 185 622 882 1509 1019 835 995 1531 8386 2549 
0,6 155 302 598 603 977 840 1003 1538 3091 2575 
0,7 157 280 535 476 614 853 1014 1556 2056 2605 
0,8 159 282 326 481 617 862 1025 1580 2078 2638 
0.9 161 286 332 489 627 877 1038 1599 2109 2666 
1.0 162 289 332 497 633 886 1051 1626 2124 2707 
0.5 154 275 770 1504 975 835 987 1503 7529 2533 
0.6 155 275 316 806 599 840 996 1521 2017 2557 
0.7 158 279 321 467 608 852 1009 1539 2037 2580 
0.8 158 283 325 472 615 865 1021 1564 2073 2616 
0.9 159 283 329 479 618 875 1034 1591 2102 2653 
1,0 164 289 333 487 629 887 1052 1616 2131 2676 
0.5 152 510 512 1311 791 816 968 1476 7160 2461 
0.6 152 273 514 455 796 824 975 1492 3019 2480 
0.7 156 276 314 458 593 828 986 1509 1992 2505 
0.8 155 278 317 467 601 846 997 1529 2024 2545 
0,9 160 287 325 473 612 852 1013 1556 2052 2578 
1,0 160 288 328 483 617 869 1030 1589 2088 2614 
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The results of our computations are summarized in the following tables. Our algorithm 
was run with six different choices for p: 
P1 =2 
P2 = 17 
Ps = 199 
P4 = 8821 
P5 = 2090177 
Ps = 4294967291 
Results from Ozello's algorithm are labelled P0. 
The data in table 1 was obtained using 10 matrices of each degree; in the other tables 
the complete set of 100 matrices of each degree was used. The computations were per- 
formed on a MicroVAX II computer in the Computer Science Department of Concordia 
University. All times are expressed in CPU-seconds. 
As can be seen in table 1, the performance of the algorithm is highly sensitive to the 
initial value chosen for #. Shown in table 1 are execution times using initial values of/~ 
given by O/~0, with O ranging from 0.5 to 1.0. The high execution times for low values 
of O are due to repeated computation of/~. We find that /~ is frequently recomputed 
with O ~- 0.5 and O = 0.6, but for O > 0.7,/~ is not recomputed at all with this set of 
examples. These results convinced us that #0 is a good choice for the initial value of #. 
In table 2 the performance of the algorithm, with various choices of p, is compared 
with that of Ozello's algorithm. For each choice, a straight line was fit to the 1000 data 
points (log n, log t) by the least squares method. We observe: 
1) Ozello's algorithm is generally faster in the range 11 < n < 20. 
2) The coefficients from the linear regression on the data points suggest hat the per- 
formance of our algorithm will surpass that of Ozello's somewhere between = 65 
and n = 90. 
3) The performance of our algorithm is not sensitive to the choice of p, except that 
it is somewhat slower when p is very small. The degradation in performance with 
small p is due to the substantial values of ,y that arise. This effect vanishes with 
large p; none of the examples gave 7 > 0 with p > 199. (See table 3, which gives the 
total of all 3' values for each degree, for each prime.) This is indeed what one might 
expect. The algorithm computes a relatively small number of inverses. With a large 
prime, the likelihood is very great that all of them will be p-adic units. (The value 
of 3' changes only when the inverse of a non-unit is computed.) The disadvantage 
associated with small primes might be offset in the case p = 2 with a machine-level 
implementation, because of the extreme ase with which arithmetic modulo a power 
of 2 may be performed. 
In table 4 we see the percentage of the total time that is spent computing/~. It is 
clear that this computation dominates the total time, and that, as n increases, it takes 
an increasing proportion of the total. 
It would be highly desirable to avoid (or at least speed up) the computation of ft. 
A remark of Ozello (1987, p. 48) implies that, if (2) and (3) hold, and p~-2~ > (2ha)n, 
then A and B are similar. (Ozello's bound is chosen to exceed twice the magnitude of 
any coefficient of any polynomial dividing the characteristic polynomial of A.) 
Unfortunately, Ozello does not prove his remark, and it is not obvious why it should 
be true. The basic theoretical obstacle is that, while the coefficients of the characteristic 
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Table 2. Comparative performance 
11 12 13 14 15 16 17 18 19 20 
P0 990 1417 1992 2790 3965 5767 7202 10421 14841 18118 
P1 1767 2627 3935 5043 6640 10295 12785 16479 23769 27589 
P2 1681 2564 3551 4737 6340 9720 12217 16124 21145 26702 
P3 1713 2563 3599 4779 6407 99t3 12302 16224 21319 26967 
P4 1707 2562 3602 4808 6321 9944 12588 16373 21203 27055 
P5 1700 2547 3559 4745 6309 9961 12424 16413 21148 26710 
P8 1675 2512 3502 4700 6233 9697 12173 15870 20565 26041 
P0 : logt = 4.849 logn - 9,433 
P1 : logt = 4.527 logn - 8.039 
P2 : logt = 4.562 logn - 8.179 
P~ logt 4.559 logn - 8.160 
P4 : logt = 4.574 logn - 8.198 
Ps : logt = 4.573 logn - 8.200 
P~ : logt = 4.542 logn - 8.135 
Table 3. Total y values 
11 12 13 14 15 16 17 18 19 20 
P1 1946 2420 2228 2716 2568 3227 3487 4089 4127 4707 
P2 54 88 36 59 72 82 97 94 24 149 
P~ 0 I0 0 1 0 1 1 1 2 1 
P4 0 0 0 0 0 0 0 0 0 0 
P5 0 0 0 0 0 0 0 0 0 0 
P6 0 0 0 0 0 0 0 0 0 0 
Table 4. Percentage of time computing/3 
P1 71.26 72.49 76.35 75.98 77.50 80.66 81.35 81.50 84.82 84.16 
P2 71.66 73,79 75.35 76.07 78.24 80.61 81.48 82.63 83.71 84.46 
Pa 71.13 73.19 74.66 75.99 77.62 80.81 81.39 82.53 83.38 84.24 
P4 71.45 73.35 74.63 75.80 77.60 80,53 81.47 82.27 83.40 84.15 
P~ 70.80 73.15 75.00 76.19 77.54 80.38 81.26 82.51 83.39 84.28 
P~ 71.30 73.55 75.48 76.32 78,12 80,74 81.47 82.63 83.62 84.56 
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polynomial, being sums of sub-determinants of the matrix, are continuous functions o: 
the entries, the coefficients of the invariant factors, and even their degrees, are not. 
On the other hand, none of our test cases provide a counterexample. In fact, in ever3 
case it was sufficient o have # = #0 + 27 to obtain a correct cyclic form; the replacement 
/~ e-- 2/z was never required. This bound is even weaker than Ozello's, in that it is chosez 
merely to exceed twice the magnitude of any coefficient of the characteristic polynomial 
of A: We determined its effectiveness experimentally, and are not in a position to prove 
that it is sufficient. 
Should Ozello's hypothesis be shown correct, computation of fl could be bypassed 
entirely, improving the complexity of our algorithm by O(n). 
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