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1.1.  LATAR BELAKANG MASALAH 
Solo Movie merupakan salah satu perusahaan yang bergerak dibidang jasa 
entertainment yang memberikan pelayanan berupa persewaan ruangan mini 
bioskop serta karaoke. Solo Movie saat ini telah menerapkan sistem membership, 
sehingga Solo Movie memiliki dua jenis pelanggan yaitu member dan non 
member. Berdasarkan wawancara dengan pihak manajemen Solo Movie, sistem 
membership saat ini hanya digunakan untuk memberikan potongan harga sebesar 
50 % untuk fasilitas persewaan ruangan mini bioskop dan karaoke.  
Solo Movie memiliki beberapa media yang digunakan sebagai sarana 
publikasi informasi kepada pelanggan. Media publikasi tersebut diantaranya 
website Solo Movie, facebook, dan telepon. Pelanggan juga bisa mendapatkan 
informasi dengan datang langsung ke Solo Movie. Informasi yang diperoleh 
pelanggan melalui media website, facebook, telepon, dan dengan datang langsung 
ke Solo Movie seharusnya dapat mencakup informasi profil perusahaan dan 
informasi seluruh film yang tersedia. 
Saat ini, media facebook dan website yang digunakan sebagai media 
publikasi belum mencakup informasi profil perusahaan dan informasi seluruh film 
yang disediakan. Facebook hanya menampilkan informasi tentang film terbaru. 
Website yang seharusnya menjadi media utama dalam penyampaian informasi 
hanya menampilkan informasi mengenai profil perusahaan, tetapi belum dijadikan 
sebagai media publikasi film yang tersedia di Solo Movie. Salah satu manfaat 
yang bisa diperoleh dengan adanya website adalah dapat meningkatkan kualitas 
pelayanan terhadap pelanggan, khususnya pelanggan yang telah menjadi member 
(Almilia, 2009).  
Selain belum memanfaatkan media yang ada, Solo Movie juga belum 
memanfaatkan data transaksi pelanggan yang tercatat dalam database untuk 
kepentingan yang lebih luas. Database yang dimiliki Solo Movie hanya 
digunakan untuk mencatat dan menyimpan transaksi yang dilakukan oleh setiap 





dalam database akan terus bertambah seiring bertambahnya transaksi yang 
dilakukan oleh pelanggan. Apabila data yang terkumpul tidak diolah, maka 
kumpulan data tersebut akan menjadi kuburan data (data tombs).  
Dengan teknik data mining, dapat dilakukan analisis  untuk menemukan 
hubungan antar data dari kumpulan data yang ada sehingga diperoleh informasi 
baru yang mudah dimengerti dan berguna bagi pemilik data (Larose, 2005). 
Tugas-tugas data mining secara umum adalah melakukan prediksi, klasifikasi, 
clustering, dan assosiasi. Prediksi adalah proses menentukan pola atau perilaku 
atribut tertentu dalam data untuk masa datang. Klasifikasi adalah 
pengelompokkan data ke dalam kategori di mana variabel kategorinya sudah 
ditentukan. Clustering adalah pengelompokkan objek tanpa ada target variabel 
kategorinya. Assosiasi adalah membuat aturan yang berkaitan dengan menemukan 
hubungan antar item yang ada pada suatu database, yakni kehadiran item dalam 
suatu transaksi mempengaruhi kemungkinan keberadaan sebuah item atau 
kombinasi item lainnya (Santosa, 2007, Ye, 2003, Sumathi and Sivanandam, 
2006.  
 Fungsi data mining yang tepat digunakan untuk pemanfaatan data yang 
dimiliki Solo Movie adalah assosiasi atau yang biasa disebut association rule. Hal 
ini karena association rule selain dapat digunakan untuk menganalisis kebiasaan 
transaksi persewaan rungan mini bioskop setiap pelanggannya, association rule 
juga merupakan salah satu metode dalam sistem rekomendasi. Association rule 
telah digunakan oleh berbagai perusahaan seperti supermarket dan perusahaan 
telekomunikasi untuk analisis data transaksi penjualan berukuran besar dalam 
rangka promosi, segmentasi pelanggan,  target pemasaran, dan desain katalog 
(Larose, 2005). Pemanfaatan association rule untuk memberikan rekomendasi 
atau promosi produk melalui website telah dilakukan oleh perusahaan seperti 
Amazone.com dan Netflix.com (Ishwara, 2010).  
Association rule memiliki beberapa metode seperti algoritma apriori, hash 
based dan generalized rule induction. Penggunaan metode association rule yang 
sesuai di Solo Movie adalah dengan metode algoritma apriori. Hal ini dikarenakan 
data yang terdapat di Solo Movie tidak terlalu besar dan input data yang dapat 





digunakan apabila data yang dimiliki berjumlah sangat besar dan metode 
generalized rule induction dapat digunakan apabila input data berupa numerik dan 
tidak ingin diubah ke dalam bentuk kategorikal(Larose, 2005). 
Solo Movie yang telah memiliki website dan data transaksi dapat 
memanfaatkan fasilitas tersebut untuk meningkatkan kualitas pelayanan 
pemberian informasi film kepada pelanggannya terutama terhadap member. Salah 
satu cara untuk meningkatkan kualitas pelayanan terhadap member yang 
memanfaatkan algoritma apriori adalah dengan memberikan rekomendasi film 
yang dapat di tampilkan dalam website Solo Movie. Rekomendasi film yang 
dihasilkan merupakan hasil pengolahan data history atau data pencatatan transaksi 
setiap member dengan metode algoritma apriori. Sehingga rekomendasi film yang 
diberikan dapat sesuai dengan kecenderungan atau minat setiap member.  
Perancangan fitur rekomendasi di website Solo Movie ini adalah salah satu 
bagian dari pengembangan website Solo Movie yang belum optimal serta untuk 
meningkatkan pelayanan kepada pelanggan terutama terhadap pelanggan yang 
telah menjadi member. Perancangan aplikasi ini berbasis web dan dalam waktu 
mendatang akan diintegrasikan dengan website Solo Movie. Dengan adanya 
perancangan aplikasi rekomendasi film ini diharapkan dapat meningkatkan 
pelayanan kepada member Solo Movie, serta dapat bermanfaat terhadap 
perkembangan Solo Movie.   
 
1.2. PERUMUSAN MASALAH 
Berdasarkan latar belakang yang telah diuraikan, maka rumusan masalah 
dalam penelitian ini adalah bagaimana merancang suatu aplikasi fitur rekomendasi 
yang dapat digunakan untuk memberikan informasi film yang sesuai dengan 
minat pelanggan dan dapat diakses melalui website Solo Movie dengan metode 
algoritma apriori. 
 
1.3. TUJUAN PENELITIAN 
Tujuan yang ingin dilakukan dalam penelitian ini yaitu : 






2. Merancang desain website sebagai media publikasi hasil rancangan model 
fitur rekomendasi film. 
 
1.4. MANFAAT PENELITIAN 
Manfaat yang diharapkan dari perancangan fitur rekomendasi film ini 
adalah: 
1. Membantu perusahaan Solo Movie dalam memberikan promosi atau 
rekomendasi film yang sesuai dengan minat setiap member. 
2. Membantu perusahaan Solo Movie dalam mendesain website yang lebih 
lengkap sehingga dapat memberikan informasi mengenai profil perusahaan 
dan informasi film yang tersedia. 
3. Memberikan kemudahan kepada pelanggan terutama member Solo Movie 
untuk mendapatkan informasi film. 
 
1.5. BATASAN MASALAH 
Agar penelitan ini tidak terlalu luas topik pembahasannya maka diperlukan 
adanya pembatasan masalah, adapun batasan masalah dari penelitian ini adalah : 
1. Aplikasi yang dirancang berbasis web dan menggunakan joomla. 
2. Rekomendasi film yang dihasilkan hanya ditujukan pada member. 
3. Database yang digunakan adalah database Solo Movie dan tidak melakukan 
perubahan struktur pada database Solo Movie. 
 
1.6. ASUMSI PENELITIAN 
Asumsi – asumsi yang digunakan dalam penelitian ini, yaitu : 
1. Kebutuhan hardware pendukung seperti komputer, website, modem telah 
tersedia. 
2. Tidak terjadi penambahan data pelanggan, data transaksi, dan data film yang 






1.7. SISTEMATIKA PENULISAN 
BAB I :  PENDAHULUAN 
 Bab ini berisikan pendahuluan yang meliputi latar belakang, 
perumusan masalah, tujuan penelitian, manfaat penelitian, batasan 
masalah, asumsi penelitian dan sistematika penulisan. 
BAB II :  STUDI PUSTAKA 
 Bab ini berisi mengenai landasan teori yang mendukung dan terkait 
langsung dengan penelitian yang akan dilakukan dari buku, jurnal 
penelitian, internet dan sumber literatur lainnya. 
BAB III :  METODOLOGI PENELITIAN  
 Bab ini berisi tentang uraian langkah-langkah penelitian yang 
dilakukan, selain juga merupakan gambaran kerangka berpikir penulis 
dalam melakukan penelitian dari awal sampai penelitian selesai. 
BAB IV :  ANALISIS DAN PERANCANGAN SISTEM 
 Bab ini berisi tentang data dan informasi yang diperlukan dalam 
menganalisis permasalahan yang ada serta pengolahan data dengan 
menggunakan metode yang telah ditentukan. 
BAB V  :  ANALISIS DAN INTERPRETASI HASIL PERANCANGAN 
 Bab ini membahas tentang analisis dan interpretasi hasil perancangan. 
Analisis yang dilakukan dalam bab ini meliputi analisis fitur 
rekomendasi film, analisis antar muka program. 
BAB VI :  KESIMPULAN DAN SARAN 
 Bab ini berisi tentang kesimpulan yang diperoleh dari pengolahan 
data dan analisis yang telah dilakukan serta rekomendasi yang 
diberikan untuk perbaikan. 
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Pada proses perancangan sistem aplikasi rekomendasi film diperlukan 
dasar-dasar teori untuk menunjang pembahasan masalah. Teori mengenai sistem 
pengambilan keputusan yaitu data mining sangat diperlukan terutama mengenai 
assosiasion rule dengan metode algoritma apriori untuk mengetahui pola 
rekomendasi. Tinjauan pustaka mengenai sistem rekomendasi diperlukan untuk 
mengetahui jenis sistem rekomendasi apa yang sesuai dengan penelitian. Selain 
itu pembahasan mengenai metode pengembangan sistem, CMS (content 
management system) dan Joomla diperlukan untuk menunjang perancangan 
aplikasi dalam penelitian ini. 
2.1 Profil Perusahaan 
2.1.1 Sejarah Singkat 
 SoloMovie adalah industri kreatif di Kota Solo yang bergerak di bidang jasa 
entertainment dan education. Fasilitas yang ditawarkan oleh SoloMovie adalah 
persewaan ruangan mini movie, ruangan karaoke, dan ruangan presentasi. Solo 
Movie berdiri tanggal 5 April 2009. Lokasi Solo Movie yaitu di Jl. Mh. Thamrin 
No.5 Manahan Solo. 
 
2.1.2 Produk yang ditawarkan oleh Solo Movie 
SoloMovie bergerak di bidang jasa, yaitu dengan memberikan fasilitas 
persewaan ruangan dan pemutaran movie, karaoke, ruangan presentasi, dan 
penawaran paket edutainment. Gambaran ringkas mengenai masing-masing 
produk yang ditawarkan, yaitu : 
1. Mini Movie Theater Solo Movie 
SoloMovie menyediakan 2 ruangan yang berfungsi untuk menonton film 
(movie). Ruangan ini masing-masing berukuran 3 x 8 meter. Fasilitas di dalam 
ruangan adalah layar dengan ukuran 3 x 3 m, LCD Projector dengan spesifikasi, 
home theater Samsung dengan spesifikasi dan AC plasma LG 1,5 pk.  Tersedia 1 
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buah sofa panjang dengan tambahan bantal-bantal besar yang nyaman, karpet 
tebal, serta boneka untuk menambah kenyamanan konsumen menikmati film yang 
dilihat.  Kapasitas maksimum ruangan movie adalah 10 orang dewasa. Apabila 
penonton terdiri dari anak-anak dan dewasa, maka kapasitas ruangan mampu 
mengakomodasi 10 anak-anak  (usia 4 – 6 tahun) dan 5 orang remaja / dewasa 
(usia > 7 tahun). 
2. Ruangan Karaoke Solo Movie 
Solo Movie menyediakan 2 ruangan karaoke, masing-masing dengan ukuran 
3 x 3 m. Kapasitas ruang mampu mengakomodasi 5 orang. Fasilitas dari tiap 
ruangan adalah : seperangkat sound karaoke merk BMB, LCD TV 32 inchi merk 
Samsung, seperangkat komputer untuk operasionalisasi karaoke, 4 buah mic merk 
Kenwood.  
Setiap ruangan terdapat 1 sofa panjang dan 1 dudukan serta bantal-bantal 
duduk untuk memfasilitasi kenyamanan konsumen Solo Movie ber-karaoke. 
Ruangan didesain kedap suara, sesuai standard studio karaoke.  
 
2.2 Sistem Pendukung Keputusan 
 Sistem pendukung keputusan merupakan suatu sistem informasi yang 
diharapkan dapat membantu manajemen dalam proses pengambilan keputusan. 
SPK atau DSS bertugas bukan untuk menggantikan tugas-tugas manajer, tetapi 
untuk menjadi sarana penunjang (tools) bagi mereka untuk mengambil keputusan 
(Dhianita dkk,  2008). Menurut sumber lain, sistem pendukung keputusan atau 
DSS adalah sistem berbasis komputer yang terdiri dari 3 komponen interaktif, 
yaitu  ( Subakti, 2002):  
1) Sistem bahasa : mekanisme yang menyediakan komunikasi diantara user dan 
berbagai komponen dalam DSS. 
2) Knowledge system : penyimpanan knowledge domain permasalahan yang 
ditanamkan dalam DSS, baik sebagai data ataupun prosedur. 
3) Sistem pemrosesan permasalahan : link diantara dua komponen, mengandung 




 II - 3 
 Dapat juga dikatakan sebagai sistem komputer yang mengolah data 
menjadi informasi untuk mengambil keputusan dari masalah baik yang bersifat 
terstuktur, tidak terstuktur, maupun semi-terstuktur. Ada beberapa jenis keputusan 
berdasarkan sifat dan jenisnya (Dhianita dkk,  2008) :  
1. Keputusan Terprogram  
 Yaitu Keputusan yang bersifat berulang dan rutin, sedemikian sehingga 
suatu prosedur pasti telah dibuat untuk menanganinya.  
2. Keputusan Tak Terprogram  
 Yaitu keputusn yang bersifat baru, tidak terstruktur dan jarang konsekuen. 
Tidak ada metode yang pasti untuk menangani masalah tersebut.  
  
2.2.1 Komponen Sistem Pendukung Keputusan 
Secara garis besar DSS dibangun oleh tiga komponen besar (Dhianita dkk,  
2008).:  
1. Database : Sistem database berisi kumpulan dari semua data bisnis yang 
dimiliki perusahaan, baik yang berasal dari transaksi sehari-hari, maupun data 
dasar (master file).  
2. Model Base : Komponen kedua adalah Model Base atau suatu model yang 
merepresentasikan permasalahan ke dalam format kuantitatif (model 
matematika sebagai contohnya) sebagai dasar simulasi atau pengambilan 
keputusan, termasuk di dalamnya tujuan dari permasalahan (objektif), 
komponen-komponen terkait, batasan-batasan yang ada (constraints), dan 
hal-hal terkait lainnya.  
3.  Software System : Kedua komponen tersebut untuk selanjutnya disatukan 
dalam komponen ketiga (software system), setelah sebelumnya 
direpresentasikan dalam bentuk model yang “dimengerti” komputer .  
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Gambar 2.1 Model Konseptual SPK 
                  Sumber : Subakti, 2002 
 
2.2.2 Konsep Sistem Pendukung Keputusan 
Sebuah Informasi yang akan diolah menjadi sebuah keputusan yang akurat, 
lengkap dan baik diperlukan beberapa konsep dalam membentuk sebuah Sistem 
Informasi yang baik diantaranya :  
1. Konsep Terstruktur  
Merupakan konsep berdasarkan suatu masalah yang memiliki struktur 
masalah pada 3 tahap pertama, yaitu intelijen, rancangan dan pilihan.  
2. Konsep Tak Terstuktur  
Merupakan konsep berdasarkan suatu masalah yang sama sekali tidak 
memiliki struktur, seperti yang diuraikan berdasarkan tahapan dari Sistem 
Pendukung Keputusan (DSS). 
3. Konsep Semi terstruktur  
Merupakan konsep berdasarkan suatu masalah yang memiliki struktur hanya 
pada satu atau dua tahapan dari Sisem Pendukung Keputusan (SPK). 
 
2.2.3 Karakteristik dan Kemampuan Sistem Prndukung Keputusan 
Sistem pndukung keputusan memiliki beberapa karakteristik dan 
kemampuan ideal yang dapat membantu pengambilan keputusan. Berikut adalah 
karakteristik dan kemampuan ideal dari suatu SPK : 
1. SPK menyediakan dukungan bagi pengambil keputusan utamanya pada 
situasi semi terstruktur dan terstruktur dengan memadukan pertimbangan 
manusia dan informasi terkomputerisasi.  
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2. Dukungan akan disediakan untuk berbagai level manajerial yang berbeda, 
mulai dari pimpinan puncak sampai manajer lapangan. 
3. Dukungan disediakan bagi individu dan juga bagi kelompok. Berbagai 
masalah organisasional melibatkan pengambilan keputusan dari orang dalam 
suatu kelompok.  
4. SPK menyediakan dukungan ke berbagai keputusan yang berurutan atau 
saling berkaitan. 
5. SPK mendukung berbagai tahap proses pengambilan keputusan : intelligence, 
desaign, choice, dan implementation. 
6. SPK mendukung berbagai proses pengambilan keputusan dan style yang 
berbeda-beda; ada kesesuaian diantara SPK dan atribut pengambilan 
keputusan individu (contohnya vocabulary dan style keputusan). 
7. SPK selalu beradaptasi sepanjang masa. Pengambilan keputusan harus rektif, 
mampu mengatasi perubahan kondisi secepatnya dan beradaptasi untuk 
membuat SPK selalu bisa menangani perubahan ini.  
8. SPK mudah untuk digunakan. User harus merasa nyaman dengan sistem ini. 
User-friendliness, fleksibelitas, dukungan grafis terbaik, dan antar muka 
bahasa yang sesuai dengan bahasa manusia dapat meningkatkan efektifitas 
SPK.  
9. SPK mencoba untuk meningkatkan efektivitas dari pengambilan keputusan 
(akurasi, jangka waktu, kualitas), lebih daripada efisiensi yang bisa diperoleh 
(biaya membuat keputusan, termasuk biaya penggunaan komputer). 
10. Pengambilan keputusan memiliki kontrol menyeluruh terhadap semua 
langkah proses pengambilan keputusan dalam menyelesaikan masalah. SPK 
secara khusus ditujukan untuk mendukung dan tak menggantikan pengambil 
keputusan.  
11. SPK mengarah pada pembelajaran, yaitu mengarah pada kebutuhan baru dan 
penyempurnaan sistem, yang mengarah pada pembelajaran tambahan, dan 
begitu selanjutnya dalam proses pengembangan dan peningkatan SPK secara 
berkelanjutan. 
12. User atau pengguna harus mampu menyusun sendiri sistem yang sederhana. 
Sistem yang lebih besar dapat dibangun dalam organisasi user tadi dengan 
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melibatkan sedikit saja bantuan dari spesialis di bidang Information System 
(IS). 
13. SPK biasanya mendayagunakan berbagai model (standar atau sesuai 
keinginan user) dalam menganalisis berbagai keputusan. Kemampuan 
pemodelan ini menjadikan percobaan yang dilakukan dapat dilakukan pada 
berbagai konfigurasi yang berbeda.  
14. SPK dalam lanjut dilengkapi dengan komponen knowledge yang bisa 
memberikan solusi yang efisien dan efektif dari berbagai masalah yang pelik. 
 
2.3 Data Mining 
 Data Mining, sering juga disebut knowledge discovery in database (KDD), 
adalah kegiatan yang meliputi pengumpulan, pemakaian dan historis untuk 
menemukan keteraturan, pola atau hubungan dalam suatu data berukuran besar 
(Santosa, 2007). Keluaran dari data mining bisa dipakai untuk memperbaiki 
pengambilan keputusan di masa depan. 
Definisi sederhana dari data mining adalah ekstraksi informasi atau pola 
yang penting atau menarik dari data yang ada di database yang besar (Sucahyo, 
2003). Menurut beberapa sumber, data mining juga dikenal dengan nama 
Knowledge Discovery in Databases (KDD) (Sucahyo, 2003). Kebutuhan akan 
data mining dikarenakan (Laboratorium Data Mining UII, Modul 1) : 
1. Ketersediaan data yang melimpah 
2. Kebutuhan akan informasi atau pengetahuan sebagai pendukung pengambilan 
keputusan untuk membuat solusi bisnis dan dukungan infrastruktur dibidang 
teknologi informasi 
3. Ketersediaan data transaksi dalam volume yang besar 
4. Informasi sebagai aset perusahaan yang penting sehingga melahirkan gudang 
data yang mengintegrasikan informasi dari sistem yang tersebar untuk 
mendukung pengambilan keputusan  
5. Ketersediaan teknologi informasi dalam skala yang terjangkau dan sudah 
dapat diadopsi secara luas. 
6. Ketersediaan akses data yang meningkat (data dapat dikumpulkan dan 
disimpan dengan kecepatan tinggi).  
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7. Tekanan persaingan yang kuat untuk meningkatkan market share. 
8. Pertumbuhan yang besar di tenaga komputer dan kapasitas penyimpanan.  
9. Komputer menjadi alat yang lebih murah dan lebih powerful.  
10. Teknik-teknik tradisional tidak dapat diterapkan untuk jumlah data yang 
besar.  








Gambar 2.2 Irisan Berbagai Disiplin Ilmu Dalam Data Mining 
                        Sumber: Santosa, 2007 
 
Pada gambar 2.2 menjelaskan bahwa data mining merupakan gabungan 
dari beberapa disiplin ilmu yang saling berhubungan. Berikut adalah 
penjelasannya (Santosa, 2007) : 
a. Statistik : lebih berdasarkan teori, lebih fokus pada pengujian hipotesis. 
b. Machine Learning : lebih bersifat heuristik, fokus pada perbaikan 
performansi dari suatu teknik learning, juga meliputi real time learning dan 
robotik area yang tidak termasuk dalam data mining. Machine Learning adalah 
suatu area dalam artifficial intelegent atau kecerdasan buatan yang berhubungan 
dengan pengembangan teknik-teknik yang bisa diprogramkan dan belajar dari data 
masa lalu.  
c. Data Mining : gabungan teori dan heuristik, fokus pada seluruh proses 
penemuan knowledge / pola termasuk data cleaning, learning, dan visualisasi dari 
hasilnya. 
 
2.3.1 Proses KDD 
  Ruang lingkup data mining atau KDD sangat luas dan dapat digambarkan 
dari banyak bidang studi yang saling berkaitan dengan analisis data. Bidang lain 
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yang terkait dengan analisis data antara lain statistik, data pergudangan, 
pengenalan pola, artificial intelligence dan visualisasi komputer.  
 Knowledge Discovery in Database (KDD) adalah keseluruhan proses untuk 
mencari dan mengidentifikasi pola (pattern) dalam data, di mana pola yang 
ditemukan bersifat sah, baru, dapat bermanfaat dan dapat dimengerti. KDD 
berhubungan dengan teknik integrasi dan penemuan ilmiah, interprestasi dan 
visualisasi dari pola-pola sejumlah kumpulan data.  
 
Gambar 2.3 Langkah-langkah Dalam Proses KDD 
Sumber:  Usama et al, 1996 
 
 Secara umum, proses KDD terdiri dari langkah-langkah di bawah ini 
(Usama et al, 1996) :  
1. Pemilihan data (Data selection),  pemilihan data relevan yang di dapat dari 
basis data yang dilakukan sebelum tahap penggalian informasi dalam KDD 
dimulai. Dalam tahapan ini, kita memilih data seperti apa saja yang kita 
butuhkan untuk diproses lebih lanjut.  
2. Pembersihan data (Data cleaning), proses menghilangkan noise dan data yang 
tidak konsisten atau data tidak relevan.  Pembersihan data akan mempengaruhi 
performasi dari sistem data mining karena data yang ditangani akan 
berkurang jumlah dan kompleksitasnya.  
3. Pengintegrasian data (Data integration) : penggabungan data dari berbagai 
sumber.  
4. Transformasi data, data diubah atau digabung ke dalam format yang sesuai untuk 
diproses dalam data mining.  Beberapa teknik data mining membutuhkan format 
data yang khusus sebelum bisa diaplikasikan. Disini juga dilakukan pemilihan 
data yang diperlukan oleh teknik data mining yang dipakai.  
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commit to users
 II - 9 
5. Data mining , data mining merupakan proses untuk mencari pola atau informasi 
menarik dalam data terpilih dengan menggunakan teknik atau metode tertentu. 
Teknik, metode, atau algoritma dalam data mining sangat bervariasi. Pemilihan 
metode atau algoritma yang tepat sangat bergantung pada tujuan dan proses 
KDD secara keseluruhan  
6.  Pattern evaluation , mengidentifikasi sejumlah pola yang sungguh – sungguh 
menarik dan akan menjadi pengetahuan berdasarkan sejumlah pengukuran 
seperti rule support dan rule confidence untuk rule extraction. 
7.  Knowledge presentation , penggunaan teknik – teknik visualisasi dan 
representasi untuk menyajikan pengetahuan yang telah diperoleh kepada 
user. 
 
2.3.2 Fungsi Data Mining 
 Pada umumnya tugas dalam data mining dibagi dalam 2 kategori yaitu 
tugas prediktif dan deskriptif  (Santosa, 2007) : 
a. Fungsi prediktif 
Sasaran pada tugas ini adalah memprediksikan nilai atribut tertentu 
berdasarkan nilai atribut yang lain. Atribut yang diprediksi dikenal sebagai target 
atau variabel yang tergantung pada variabel lain, atribut yang digunakan selama 
membuat prediksi dikenal sebagai penjelasan (explanatory) atau variabel yang 
bebas. 
b. Fungsi deskriptif 
Sasaran pada tugas ini adalah memperoleh pola (kecenderungan korelasi, 
cluster dan anomali) yang menyimpulkan hubungan dalam data. Tugas deskriptif 















Gambar 2.4 Beberapa Kajian Yang Masuk dalam Data Mining 
          Sumber: Santosa, 2007 
  
 Data mining dapat menjalankan fungsi-fungsi berikut (Laboratorium 
Sistem Informasi & Keputusan ITB, 2009):  
a. Deskripsi  
Deksripsi pola dan trend seringkali memberikan penjelasan yang masuk akal 
untuk pola dan trend. Model data mining harus dibuat sejelas (transparan) 
mungkin, yang berarti hasil dari model data mining harus mendeskripsikan pola 
jelas yang sesuai dengan interpretasi dan penjelasan intuitif. Metode data mining 
tertentu lebih sesuai dari metode lain dalam hal interpretasi transparan. Deskripsi 
yang berkualitas tinggi seringkali diperoleh melalui exploratory data analysis, 
metode grafis dalam eksplorasi data dalam pencarian pola dan trend. 
b. Estimasi  
Estimasi hampir sama dengan klasifikasi kecuali bahwa variabel targetnya 
berupa numerik bukan kategori. Salah satu contoh pekerjaan estimasi adalah 
mengestimasi GPA dari seorang mahasiswa S2 berdasarkan GPA S1 mahasiswa 
tersebut. Metode estimasi pada umumnya menggunakan analisis statistik termasuk 
point estimation dan confidence interval estimation, simple linear regression and 
correlation dan multiple regression. 
c. Prediksi  
Prediksi hampir sama dengan klasifikasi dan estimasi. Perbedaan mendasar 
yaitu, hasil dari prediksi adalah di masa depan. Contoh dari prediksi adalah 
memprediksi harga saham selama 3 bulan mendatang. Semua metode dan teknik 
yang digunakan untuk klasifikasi dan estimasi dapat pula digunakan untuk 
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d. Klasifikasi  
Dalam klasifikasi terdapat sebuah target variabel kategori, misalnya income 
bracket, dimana misalnya dapat dipartisi menjadi 3 kelas atau kategori: high 
income, middle income, dan low income. Model data mining meneliti set record 
dalam jumlah besar, dimana tiap record berisi informasi mengenai variable target 
serta satu set input. Metode data mining yang umum untuk klasifikasi adalah 
k‐nearest neighbor, decision tree, dan neural network. 
e. Clustering  
Clustering merupakan pengelompokkan record, observasi, atau kasus ke 
dalam kelas‐kelas dengan objek yang serupa. Sebuah cluster adalah koleksi 
record yang sama satu sama lain, dan tidak sama dengan record di cluster lain. 
Clustering berbeda dengan classification karena tidak ada variabel target dalam 
clustering. Clustering tidak mengklasifikasi, estimasi ataupun prediksi nilai dari 
variabel target. Akan tetapi algoritma clustering mencari segmen dari keseluruhan 
set data ke dalam subgrup yang relatif homogen atau cluster di mana keserupaan 
(similarity) record dalam cluster adalah maksimal dan keserupaan record di luar 
cluster adalah minimal. Contoh clustering adalah target pemasaran produk dari 
bisnis kecil dengan budget marketing yang terbatas. 
f. Asosiasi  
Asosiasi merupakan sebuah teknik data mining yaitu melakukan pencarian 
atribut mana yang digabungkan bersama. Contoh yang paling umum adalah 
affinity analysis atau market basket analysis, yaitu mencari aturan yang tersirat 
untuk mengkuantifikasi hubungan antara dua atribut atau lebih. 
 
2.3.3 Teknik-Teknik dalam Data Mining 
 Data mining adalah serangkaian proses untuk menggali nilai tambah dari 
suatu kumpulan data berupa pengetahuan yang selama ini tidak diketahui secara 
manual. Perlu diingat bahwa kata mining sendiri berarti usaha untuk mendapatkan 
sedikit data berharga dari sejumlah besar data dasar. Karena itu data mining 
sebenarnya memiliki akar yang panjang dari bidang ilmu seperti kecerdasan 
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A. Teknik Clastering 
 Tujuan utama dari metode klaster adalah pengelompokkan sejumlah data / 
objek ke dalam klaster (group) sehingga dalam setiap klaster akan berisi data 
semirip mungkin. Dalam clastering objek yang mirip (jaraknya dekat) 
ditempatkan dalam satu klaster dan membuat jarak antar klaster sejauh mungkin. 
Ini berarti objek dalam satu klaster sangat mirip satu sama lain dan berbeda 
dengan objek dalam klaster-klaster yang lain. 
 Ada dua pendekatan dalam clastering yaitu partisioning dan hirarki. 
Dalam partisioning kita mengelompokkan objek x1, x2,..., xn  ke dalam k klaster. Ini 
bisa dilakukan dengan menentukan pusat klaster awal, lalu dilakukan relokasi 
objek berdasarkan kriteria tertentu sampai dicapai pengelompokkan yang 
optimum. Dalam klaster hirarki, kita mulai dengan membuat m klaster di mana 
setiap klaster beranggotakan satu objek dan berakhir dengan satu klaster di mana 
anggotanya adalah m objek.  
 Unruk menggabungkan dua objek atau lebih menjadi satu klaster, biasanya 
menggunakan ukuran kemiripan dan ketidakmiripan. Semakin mirip dua objek 
semakin tinggi peluang untuk dikelompokkan dalam satu klaster dan sebaliknya. 
               
Gambar 2.5 Clustering 
                                            Sumber: Santosa, 2007 
 
B. Teknik Classification 
 Klasifikasi yang paling banyak digunakan adalah based on feed-forward 
neural networks. Klasifikasi juga dikenal sebagai supervised machine learning 
karena selalu membutuhkan pola data dengan pelatihan kelas-kelas model dari 
klasifikasi. Model ini kemudian digunakan untuk memprediksi tugas setiap kelas 
dari pola data baru. Beberapa metode yang terkenal untuk klasifikasi 
diperkenalkan dengan cara sederhana seperti berikut (Zhang and Zhang, 2007): 
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1. Decision Tree Based Classification 
 Decision tree adalah model yang bersifat prediksi dan deskriptif. Disebut 
Decision tree karena model yang dihasilkan disajikan sebagai seperti pohon 
struktur. Presentasi visual membuat model Decision tree sangat mudah dimengerti 
dan diasimilasi. Decision tree paling sering digunakan untuk klasifikasi 
(misalnya, untuk memprediksi suatu kelompok dengan kasusnya yang berbeda 
dengan kelompok lain), tetapi juga dapat digunakan untuk regresi (memprediksi 
nilai tertentu). 
 Decision tree cocok digunakan untuk kasus-kasus di mana outputnya 
bernilai diskrit. Walaupun banyak variasi model decision tree dengan tingkat 
kemampuan dan syarat yang berbeda, pada umumnya beberapa ciri kasus berikut 
cocok untuk diterapkan decision tree (Santosa, 2007) : 
1) Data/exemple dinyatakan dengan pasangan atribut dan nilainya. Misalnya 
atribut satu exemple adalah temperatur dan nilainya adalah dingin. Biasanya 
untuk satu exemple nilai dari satu atribut tidak terlalu banyak jenisnya. Tetapi 
untuk beberapa kasus bisa saja nilai temperatur berupa nilai numerik. 
2) Label/output data biasanya bernilai diskrit. Output ini bisa bernilai ya atau 
tidak, sakit atau tidak sakit, diterima atau ditolak. Dalam beberapa kasus 
mungkin saja outputnya tidak hanya dua kelas. Tetapi penerapan kasus 
decision tree lebih banyak untuk kasus binary. 
3) Data mempunyai missing value. Misalkan untuk beberapa exemple, nilai dari 
suatu atributnya tidak diketahui. Dalam keadaan seperti ini decision tree 
masih mampu memberi solusi yang baik. 
2. Naive-Bayes Based Classification 
 Teori keputusan bayes adalah pendekatan statistik yang fundamental 
dalam pengenalan pola (pattern recognition). yang bersifat prediktif dan 
deskriptif. Teknik ini menganalisis hubungan antara setiap variabel independen 
dan variabel dependen untuk menurunkan kemungkinan hubungan bersyarat 
untuk masing-masing sifat. Pendekatan ini berdasarkan pada kuantifikasi trade-off 
antara berbagai keputusan klasifiikasi dengan menggunakan probabilitas dan 
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3. Nearest Neighbor Based Classification 
 Nearest Neighbor (lebih tepatnya k-nearest neighbor, atau k-NN) adalah 
teknik prediktif yang cocok untuk model klasifikasi. Ada dua prinsip utama dalam 
algoritma k-NN yaitu jumlah kasus terdekat yang akan digunakan (k) dan metrik 
untuk mengukur apa yang dimaksud dengan terdekat. 
4. Neural Networks Based Classification 
 Neural Networks adalah algoritma klasifikasi dan regresi yang paling 
rumit. Meskipun pelatihan Neural Networks dapat memakan waktu, Neural 
Networks yang terlatih dengan cepat dapat membuat prediksi untuk sebuah kasus 
baru. Sebagai contoh, Neural Networks yang terlatih dapat mendeteksi transaksi 
penipuan secara real time. Mereka juga dapat digunakan untuk aplikasi data 
mining lainnya, seperti clustering. Neural Networks digunakan dalam aplikasi 
lain, seperti tulisan tangan pengakuan atau kontrol robot. 
 
C. Regresi 
 Analisa regresi adalah teknik statistik untuk memprediksi nilai dari satu 
variable response atau dependent dengan menggunakan nilai dari variable-
variabel prediktor atau independent. Sesuai namanya, hubungan antara dua 
variabel ini bersifat linier. Dalam regresi linier sederhana hanya ada satu variabel 
independent/prediktor dan satu variabel respon. Jika variabel independentnya x, 
dan variabel respon adalah y maka model regresi linier sederhana untuk populasi 
adalah : 
        
Gambar 2.6 Geometri Garis Regresi Linier 
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 Dalam kasus regresi output data berupa bilangan riil atau kontinu. Pada 
gambar 2.6 menunjukkan deskripsi geometris dari garis regresi linier dalam dua 
dimensi.  
 
D. Assosiation Rule 
 Mining association rules atau pencarian aturan-aturan hubungan antar item 
dari suatu basis data transaksi atau basis data relasional, telah menjadi perhatian 
utama dalam perkembangan basis data. Tugas utamanya adalah untuk menemukan 
suatu himpunan hubungan antar item dalam bentuk A1A...AAm => B1A...ABn 
dimana A, (for i E {1,...,m}) dan B; ( for j C {1,...,n} ) adalah himpunan atribut 
nilai, dari sekumpulan data yang relevan dalam suatu basis data. Sebagai contoh, 
dari suatu himpunan data transaksi, seseorang mungkin menemukan suatu 
hubungan berikut, yaitu jika seorang pelanggan membeli selai, ia biasanya juga 
membeli roti dalam satu transaksi yang sama. Oleh karena proses untuk 
menemukan hubungan antar item ini mungkin memerlukan pembacaan data 
transaksi secara berulang-ulang dalam sejumlah besar data transaksi untuk 
menemukan pola-pola hubungan yang berbeda-beda, maka waktu dan biaya 
komputasi tentunya juga akan sangat besar, sehingga untuk menemukan hubungan 
tersebut diperlukan suatu algoritma yang efisien dan metode-metode tertentu. 
(Amiruddin dkk, 2008) 
Association rule mining adalah teknik data mining untuk menemukan aturan 
asosiatif antara suatu kombinasi atribut. Assosiation rule mining mencari dan 
menemukan hubungan antar item yang ada pada suatu dataset. Program data 
mining dengan association rule bertujuan menemukan informasi item-item yang 
saling berhubungan dalam bentuk rule, dengan demikian association rule paling 
tepat diterapkan pada market basket analysis.  
Dalam pencarian association rule, diperlukan suatu variabel ukuran yang 
dapat ditentukan oleh user, untuk mengatur batasan sejauh mana dan sebanyak 
apa hasil output yang diinginkan oleh user. 
1. Market Basket Analisis 
 Market basket analisis atau analisis keranjang pasar adalah analisis 
keranjang data untuk mengidentifikasi kombinasi item dengan afinitas yang satu 
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sama lain. Artinya, analisis keranjang pasar bertujuan untuk mengetahui 
kombinasi dari item, kehadiran yang ada dalam suatu transaksi mempengaruhi 
kemungkinan keberadaan sebuah item atau kombinasi item. 
 Fungsi Association Rules seringkali disebut dengan "market basket 
analysis", yang digunakan untuk menemukan relasi atau korelasi diantara 
himpunan item. Market Basket Analysis adalah Analisis terhadap kebiasaan 
membeli customer dengan mencari asosiasi dan korelasi antara item-item berbeda 
yang diletakkan customer dalam keranjang belanjaannya. Fungsi ini paling 
banyak digunakan untuk menganalisa data dalam rangka keperluan strategi 
pemasaran, desain katalog, dan proses pembuatan keputusan bisnis. Tipe 
association rule bisa dinyatakan sebagai misal : "80% dari orang-orang yang 
membeli roti, mie dan saus akan membeli juga susu". Aturan asosiasi 
mengcapture item atau kejadian dalam data berukuran besar yang berisi data 
transaksi. Dengan kemajuan teknologi, data penjualan dapat disimpan dalam 
jumlah besar yang disebut dengan "basket data." Aturan asosiasi yang 
didefinisikan pada basket data, digunakan untuk keperluan promosi, desain 
katalog, segmentasi customer dan target pemasaran. Secara tradisional, aturan 
asosiasi digunakan untuk menemukan trend bisnis dengan menganalisa transaksi 
customer (Amiruddin dkk, 2008) 
2. Assosiation Rule Discovery 
 Aturan asosiasi terdiri dari dua himpunan item disebut antecedent dan 
consequent. Consequent biasanya dibatasi untuk berisi suatu item tunggal. Aturan 
asosiasi berbentuk “If antecedent, then consequent”, dilengkapi dengan tingkat 
support dan confidence aturan tersebut. Kuat tidaknya sebuah aturan assosiasi 
ditentukan oleh dua parameter yaitu support dan confidence. 
 Berdasarkan penjelasan di atas maka pencarian pola kaidah asosiasi 
mengunakan dua buah parameter nilai yaitu dukungan (support) dan 
keterpercayaan (confidence) yang memiliki nilai antara 0% - 100 %.  
 Support dan confidence  adalah nilai numerik. Untuk menjelaskan support 
dan confidence kita perlu mendefinisikan beberapa istilah numerik. Misalkan D 
menjadi database transaksi dan N adalah jumlah transaksi dalam D. Di Setiap 
transaksi merupakan perangkat item. Di mana support (X) menjadi proporsi 
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transaksi yang mengandung item set X. Tahap ini mencari kombinasi item yang 
memenuhi syarat minimum dari nilai support dalam database.  
 
  /NXIIεIsupport(X)  D .......................................................... (2.1) 
)support()support( CACA  ....................................................... (2.2) 
 
Di mana I adalah serangkaian item dan | · | menunjukkan ketetapan kardinalitas. 
Atau, Untuk mencari nilai support sebuah item diperoleh dengan rumus berikut : 
 
Transaksi Total
A Mengandung TransaksiJumlah 
)support( A .................................... (2.3) 
   
Transaksi Total
Bdan A  Mengandung TransaksiJumlah 
BAP),support( BA ...... (2.4) 
 
 Setelah menemukan pola support, kemudian dicari aturan assosiatif yang 
memenuhi syarat minimum untuk confidence dengan menghitung confidence 
aturan assosiatif A > B. Nilai confidence dari aturan A > B diperoleh dari rumus 
berikut : 
 
)/support()support()( ACACAconfidence  ................................ (2.5) 
 
A Mengandung TransaksiJumlah 
Bdan A  Mengandung TransaksiJumlah 
A  B P confidence ........   (2.6) 
 
 Support dari aturan asosiasi adalah proporsi transaksi yang mengandung 
antecedent dan consequent. Confidence adalah ratio antara jumlah transaksi yang 
meliputi semua item dalam antecedent dan consequent dengan jumlah transaksi 
yang meliputi semua item dalam antecedent. 
3.  Algoritma Apriori 
 Algoritma Apriori diperkenalkan oleh Agrawal dan Srikant pada tahun 
1994. Sampai saat ini algoritma tersebut merupakan algoritma asosiasi yang telah 
banyak digunakan dan dikembangkan oleh para peneliti. Algoritma Apriori dalam 
menangani masalah asosiasi adalah dengan mengurangi jumlah set item yang 
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dipertimbangkan. Pengguna menetapkan minimum support, min- support. Jadi 
nilai  (A ∪ C) ≤ min- support untuk setiap assosiation rule A → C atau (A → C) 
≤ min- support. Apriori pertama menghasilkan semua himpunan item yang 
memenuhi min-dukungan. himpunan item tersebut sering disebut himpunan item 
(frequent item sets).  
 Dengan diberikan nilai minimum support dan minimum confidence, 
pencarian aturan-aturan asosiasi dengan menggunakan algoritma apriori ada dua 
tahap (Randolf, 2008) : 
a. Pencarian itemset-itemset yang frequent 
 Masalah utama pencarian dalam itemset yang frequent adalah banyaknya 
jumlah kombinasi itemset yang harus diperiksa apakah memenuhi minimum 
support atau tidak. Salah satu cara untuk mengatasinya adalah dengan mengurangi 
jumlah kandidat yang terdapat pada data. 
 Pada algoritma apriori dalam tahap ini penyelesaiannya memiliki dua 
langkah. Langkah pertama adalah  menghubungkan anggota dua himpunan (join) 
dan langkah kedua adalah menghapus anggota yang tidak memenuhi syarat 
(prune). 
 Untuk lebih jelasnya melalui gambar berikut : 
 
Gambar 2.7 Pencarian Kandidat Itemset Tanpa Menggunakan  
Algoritma Apriori 
    Sumber :Randolf, 2008 
 
 Pada gambar 2.7 di atas, pencarian itemset yang frequent dilakukan tanpa 
menggunakan prinsip apriori. Setiap kandidat dari k-itemset harus diteliti satu per 
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satu lalu dicari supportnya. Hal ini akan memakan waktu lama apabila dilakukan 
pada jenis item dari transaksi yang besar. 
 Dengan menggunakan prinsip apriori, pencarian itemset yang frequent 
akan menjadi seperti pada gambar di bawah ini : 
 
Gambar 2.8 Pencarian Kandidat Itemset Dengan Menggunakan  
Algoritma Apriori 
    Sumber :Randolf, 2008 
  
 Pada gambar 2.8 di atas dapat dilihat bahwa dengan menggunakan Apriori, 
jumlah kandidat yang harus diperiksa semakin berkurang. Hal ini dikarenakan 
properti apriori menjamin bahwa jika suatu itemset tidak frequent, maka semua 
superset-nya tidak frequent. 
b. Membangkitkan aturan asosiasi dari setiap itemset yang frequent. 
 Setelah didapat semua itemset yang frequent, bentuk aturan-aturan asosiasi 
untuk setiap itemset yang frequent dengan prosedur : 
1. Mencari nilai Supprt dan Confidence dari setiap nonempty subset. 
2. Untuk setiap nonempty subset yang telah memiliki nilai support dan 
confidence, lalu dicari nilai yang melebihi minimum support dan minimum 
confidence  
 Setelah didapat semua aturan-aturan asosiasi, pilih aturan-aturan yang 
kuat, yaitu aturan yang memiliki confidence lebih besar dari minimum confidence. 
 Untuk lebih jelasnya dapat dilihat dalam diagram alir metode asosiasi pada 
gambar di bawah ini : 
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Mulai 
Diketahui item-item yang akan diamati X={X1, X2, X3,...,Xn} dan jumlah transaksi N
Nilai dari Xj untuk setiap transaksi N adalah :
Xj : Xij=1, jika produk ke j dibeli pada transaksi i
      Xij=0, jika produk ke j tidak dibeli pada transaksi ke-i
i = 1, 2, ..., N , j =1,2, ..., M
Catat semua nilai dari Xj format database transaksi
Diberikan nilai Minimum support dan Minimum Confidence
Algorithma Apriori
Didapat aturan-aturan asosiasi dengan nilai support dan confidence-nya
Pilih aturan yang kuat,
Yaitu aturan yang memiliki 
Confidence ≥ minimum confidence





Gambar 2.9 Diagram Alir Metode Kaidah Assosiasi 
              Sumber :Randolf, 2008 
  
 Arti apriori secara umum adalah anggapan atau sikap yang sudah 
ditentukan sebelum mengetahui (melihat, menyelidiki) terhadap sesuatu. Ide dari 
algoritma apriori adalah mengurangi jumlah kandidat-kandidat tersebut yang 
harus diperiksa dengan jaminan properti apriori. 
 Dalam diagram alir pada gambar 2.10 terdapat tahap algoritma apriori, 
tahap tersebut dapat dijelaskan melalui diagram alir algoritma apriori pada gambar 
di bawah ini : 
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Algorithma Apriori
Scan data transaksi untuk mendapatkan support 
dari tiap itemset, lalu bandingkan dengan 
minimum frequent(minimum support) untuk 
mendapatkan Frequent 1-itemset (F1)
Gunakan Fk-1 join Fk-1 untuk 
mendapatkan himpunan kandidat dari 
frequent k-itemset, gunakan property 
apriori untuk mereduksi kandidat yang 
tidak frequent
Cari support(frequent) dari tiap 
kandidat dari k-itemset yang tersisa 
dan bandingkan dengan minimum 
support(minimum frequent) untuk 
mendapatkan frequent itemset Fk
Himpunan 
Kandidat = Ø 
Untuk setiap frequent k-itemset I, 
bentuk semua nonempty subset dari I
Untuk setiap nonempty subset s dari I, 
bentuk aturan yang berbentuk
“jika s maka (I-s)”







Gambar 2.10 Diagram Alir Algoritma Apriori 
                    Sumber :Randolf, 2008 
 
 
 Prosedur Properti apriori adalah ( Randolf, 2008): 
1. Dalam menghasilkan sebuah frequent itemset dibutuhkan satu kali scan 
database transaksi. 
2. Jika suatu itemset A memiliki support kurang dari minimum support, maka 
itemset tersebut tidak frequent (infrequent). 
3. Seluruh nonempty subset dari suatu frequent itemset juga harus frequent. 
 Algoritma apriori mengambil keuntungan dari properti apriori untuk 
menyusutkan ruang pencarian. Properti apriori menyatakan jika suatu itemset Z 
bukan frequent, menambahkan item yang lain A ke itemset Z tidak akan membuat 
Z lebih frequent. Jika Z tidak frequent, Z  A tidak akan frequent. Tidak ada 
superset dari Z (itemset yang berisi Z) akan frequent. (Yusuf dkk, 2006). 
 Untuk memberikan gambaran mengenai proses algoritma apriori dapat 
dilihat pada ilustrasi berikut : 
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Gambar 2.11 Ilustrasi Algoritma Apriori 
                         Sumber : Amiruddin dkk, 2008 
 
 Dari ilustrasi di atas dapat dijelaskan bahwa: 
a. Untuk menghasilkan Fk , maka diperlukan candidate atau calon k-itemset Ck 
yang dibentuk dari proses join antar Fk-1. 
b. Proses join, Fk-1 × Fk-1 , dilakukan jika (k-2 itemset dari Fk-1  “sama”. 
c. Misal f1 dan f1 adalah itemset dari Fk-1 , supaya proses join dapat dilakukan 
maka harus dipenuhi: (f 1[1] = f 2[1] ) ^ f 1[2] = f 2 [2] ) ^…^ (f 1 [k-2] = f 2 [k-2] ) ^ f 
1[k-1] < f 2 [k-1]  ) 
d. Kondisi (f 1 [k-1]  < f 2 [k-1] ) menjamin tidak ada kembar pada proses join. Jadi 
itemset yang dihasilkan dari proses join antara f 1  dan f 2  adalah f 1[1] f 1[2]... f 1 
[k-1]   f 2 [k-1]   
e. Notasi f 1 [j] menyatakan item yang ke-j dalam f. 
 
4. Lift Ratio 
Lift rasio digunakan untuk mengevaluasi kuat tidaknya sebuah aturan asosiasi 
(santosa, 2007). Lift rasio adalah perbandingan antara confidence sebuah aturan 
dengan nilai bencmark confidence. Bencmark confidence adalah perbandingan 
antara jumlah semua item consequent terhadap total jumlah transaksi. 
N
N
ConfidenceBenchmark C ................................................(2.7) 
NC = jumlah transaksi dengan item dalam consequent 
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RL  ........................(2.8) 
 
Apabila nilai lift rasio lebih besar dari 1, maka menunjukkan adanya manfaat 
dari aturan tersebut. Lebih tinggi nilai lift rasio, lebih besar kekuatan asosiasi 
(Santosa, 2007). 
 
2.4 Sistem Rekomendasi 
 Sistem Rekomendasi (SR) merupakan model aplikasi dari hasil observasi 
terhadap keadaan dan keinginan pelanggan (Purwanto, 2009). Sistem 
Rekomendasi memanfaatkan opini seseorang terhadap suatu barang dalam domain 
atau kategori tertentu, untuk membantu seseorang dalam memilih produk. Karena 
itu SR memerlukan model rekomendasi yang tepat agar apa yang 
direkomendasikan sesuai dengan keinginan pelanggan, serta mempermudah 
pelanggan mengambil keputusan yang tepat dalam menentukan produk yang akan 
dibelinya.Sistem rekomendasi dibagi menjadi beberapa metode yaitu : 
2.4.1 Collaborative Filtering 
 Collaborative Filtering merupakan salah satu cara yang diterapkan Sistem 
Rekomendasi untuk memberikan prediksi otomatis terhadap keinginan pelanggan 
dengan cara mengoleksi informasi dari banyak pelanggan. 
 Collaborative Filtering merupakan sub-bagian dari machine learning yang 
ditujukan untuk menciptakan algoritma untuk memprediksi keinginan pelanggan 
berdasarkan kegiatan yang dilakukan sekelompok pelanggan yakni pembelian 
atau pemberian rating suatu barang (item). 
2.4.2 Knowledge-based Recommendation 
 Knowledge-based recommendation merupakan metode yang 
memanfaatkan perzonalization rule pada knowledge-based (basis pengetahuan) . 
Perzonalization rule merupakan aturan-aturan yang dirancang pada basis 
pengetahuan dengan skala prioritas tertentu. Skala prioritas diatur tingkatannya 
berdasarkan prediksi prioritas kebutuhan pelanggan terhadap suatu produk (item). 
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Produk yang memenuhi prioritas terbanyak akan dijadikan rekomendasi bagi 
pelanggan. (Purwanto, 2009 ) 
2.4.3 Utility –based recommendation 
 Utility –based recommendation merupakan metode yang memanfaatkan 
score (nilai kegunaan ) suatu produk sebagai acuannya. Suatu produk dinilai pada 
tiap domain penilaian, setelah itu score produk pada tiap domain dihitung secara 
total. Produk yang memiliki total score terbesarlah yang akan dijadikan 
rekomendasi bagi pelanggan. Prioritas domain penilaian diatur oleh pelanggan, 
dengan kata lain domain penilaian dengan tingkat prioritas lebih tinggi akan 
memiliki score lebih tinggi pula. Metode ini hampir sama dengan Metode 





pipuut scorescoreuirec ,, .),( ................................... (2.7) 
2.4.4 User-based collaborative filtering 
 User-based collaborative filtering merupakan metode rekomendasi yang 
didasari atas adanya kesamaan kebutuhan pelanggan. Kesamaan kebutuhan 
pelanggan dalam suatu komunitas dideteksi, setelah itu dilakukan pemilihan 
berdasarkan tingkat kesamaan tertinggi. Kegiatan pelanggan lain (dalam 
komunitas yang sama) dengan tingkat kesamaan kebutuhan yang tinggi akan 
dijadikan acuan rekomendasi bagi pelanggan yang membutuhkan rekomendasi 




















2 ),( ........................................................  (2.9)  
2.4.5 Item –based collaborative filtering 
 Item –based collaborative filtering merupakan metode rekomendasi yang 
didasari atas adanya kesamaan antara pemberian rating terhadap suatu produk 
dengan produk yang dibeli. Tingkat kesamaan produk dihitung, kemudian dibagi 
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dengan parameter kebutuhan pelanggan (yang membutuhkan rekomendasi) untuk 
memperoleh nilai kegunaan produk. Produk yang memiliki nilai kegunaan 

















),(121 ............................................. (2.11) 
2.4.6 Association rule 
 Association rule merupakan metode rekomendasi yang didasari atas nilai 
confidence dan support sebagai acuannya. Penjelasan tentang association rule 
akan dijelaskan lebih detail pada sub bab data mining. 
 
2.5 Pengembangan Sistem 
2.5.1 Model Prototyping 
 Proses prototyping model secara sederhana melibatkan tiga kegiatan yaitu 
listen to customer, build system, dan customer test. Ketiga kegiatan tersebut saling 





Gambar 2.12 Siklus Prototyping Model 
                    Sumber : Pressman, 2001 
  
 Siklus dimulai dari listen to customer di mana programmer melakukan 
wawancara terhadap user mengenai permasalahan dan kebutuhan apa saja 
diperlukan dalam proses perancangan. Setelah programmer mendapatkan 
informasi yang diperlukan dari user, langkah berikutnya adalah programmer 
membangun software yang diinginkan. Dalam model protoyping, analisis dan 
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desain masih diperlukan saat membangun software. Tahap berikutnya adalah 
customer test, di mana tahap ini dilakukan setelah software telah selesai kemudian 
user mencoba software tersebut. Software yang telah selesai masih berupa 
prototype. Siklus ini akan terus berulang apabila saat customer test, user masih 
menambahkan kebutuhan lainnya.  
 Tahapan dalam prototyping dapat dikatakan merupakan tahap-tahap yang 
dipercepat. Strategi utama dalam prototyping adalah mengerjakan yang mudah 













sistem penuh  
Gambar 2.13 Tahapan Prototyping Model 
                    Sumber : Pressman, 2001 
 
Tahapan-tahapan secara ringkas dapat dijelaskan sebagai berikut: 
1. Identifikasi kandidat prototyping 
Kandidat dalam kasus ini meliputi user interface (menu, dialog, input dan 
output), file-file transaksi utama, dan fungsi-fungsi pemrosesan sederhana. 
2. Membangun prototyping 
Membangun prototyping dengan membuat perancangan sementara yang 
berfokus pada penyajian kepada pelanggan (misalnya dengan membuat input 
dan format output).   
3. Uji prototype  
Pengujian prototype  dilakukan untuk memastikan prototype dapat dengan 
mudah dijalankanuntuk tujuan demonstrasi. 
4. Siapkan prototype USD (User’s System Diagram)  
Tahap ini dilakukan untuk mengidentifikasi bagian-bagian dari perangkat 
lunak yang di-prototype-kan. 
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5. Evaluasi sistem 
Evaluasi sistem dilakukan dengan pengguna untuk mengevaluasi prototype 
dan melakukan perubahan jika diperlukan. 
6. Transformasi prototype ke sistem penuh 
Transformasikan prototype menjadi perangkat lunak yang beroperasi penuh 
dengan melakukan penghilangan kode-kode yang tidak dibutuhkan, 
penambahan program-program yang memang dibutuhkan dan perbaikan dan 
pengujian perangkat lunak secara berulang. 
 
2.5.2 Metode Waterfall 
 Model waterfall atau disebut juga “Linear Sequential Model” atau “classic 
life cycle”. Model waterfall merupakan model pengembangan sistem yang 
muncul pertama kali, yaitu sekitar tahun 1970. Model ini melakukan pendekatan 
secara sistematis dan urut mulai dari level kebutuhan sistem lalu menuju ke tahap 
analisis, desain, coding, testing / verification, dan maintenance. Disebut dengan 
waterfall karena tahap demi tahap yang dilalui harus menunggu selesainya tahap 
sebelumnya dan berjalan berurutan. Sebagai contoh tahap desain harus menunggu 
selesainya tahap sebelumnya yaitu tahap requirement. Secara umum tahapan pada 
model waterfall dapat dilihat pada gambar berikut : 
 
 
Gambar 2.13 Tahapan Waterfall Model 
                    Sumber : Pressman, 2001 
  
 Gambar di atas adalah tahapan umum dari model proses waterfall. Akan 
tetapi Roger S. Pressman memecah model ini menjadi 6 tahapan meskipun secara 
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garis besar sama dengan tahapan-tahapan model waterfall pada umumnya. Berikut 
adalah penjelasan dari tahap-tahap yang dilakukan di dalam model ini menurut 
Pressman: 
1. System / Information Engineering and Modeling. Permodelan ini diawali 
dengan mencari kebutuhan dari keseluruhan sistem yang akan diaplikasikan 
ke dalam bentuk software Tahap ini sering disebut dengan Project Definition. 
2. Software Requirements Analysis. Proses pencarian kebutuhan diintensifkan 
dan difokuskan pada software. Dari 2 aktivitas tersebut (pencarian kebutuhan 
sistem dan software) harus didokumentasikan dan ditunjukkan kepada 
pelanggan. 
3. Design. Proses ini digunakan untuk mengubah kebutuhan-kebutuhan diatas 
menjadi representasi ke dalam bentuk “blueprint” software sebelum coding 
dimulai. Seperti 2 aktivitas sebelumnya, maka proses ini juga harus 
didokumentasikan sebagai konfigurasi dari software. 
4. Coding. Untuk dapat dimengerti oleh mesin, dalam hal ini adalah komputer, 
maka desain tadi harus diubah bentuknya menjadi bentuk yang dapat 
dimengerti oleh mesin, yaitu ke dalam bahasa pemrograman melalui proses 
coding.  
5. Testing / Verification. Sesuatu yang dibuat haruslah diujicobakan. Demikian 
juga dengan software. Semua fungsi-fungsi software harus diujicobakan, agar 
software bebas dari error, dan hasilnya harus benar-benar sesuai dengan 
kebutuhan yang sudah didefinisikan sebelumnya. 
6. Maintenance. Pemeliharaan suatu software diperlukan, termasuk di dalamnya 
adalah pengembangan, karena software yang dibuat tidak selamanya hanya 
seperti itu. 
 
2.5.3 Metode Spiral 
Proses model yang lain, yang cukup populer adalah Spiral Model. Spiral 
model adalah salah satu bentuk evolusi yang menggunakan metode iterasi natural 
yang dimiliki oleh model prototyping dan digabungkan dengan aspek sistimatis 
yang dikembangkan dengan model waterfall. Tahap desain umumnya digunakan 
pada model Waterfall, sedangkan tahap prototyping adalah suatu model dimana 
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software dibuat prototype (incomplete model), “blue-print”-nya, atau contohnya 
dan ditunjukkan ke user/customer untuk mendapatkan feedback-nya. Jika 
prototype-nya sudah sesuai dengan keinginan user/customer, maka proses SE 
dilanjutkan dengan membuat produk sesungguhnya dengan menambah dan 
memperbaiki kekurangan dari prototype tadi. Oleh karena itu, model ini biasanya 
dipakai untuk pembuatan software dengan skala besar dan kompleks. 
 Spiral model dibagi menjadi beberapa framework aktivitas, yang disebut 
dengan task regions. Berikut adalah aktivitas-aktivitas yang dilakukan dalam 
spiral model: 
1. Customer communication. Aktivitas yang dibutuhkan untuk membangun 
komunikasi yang efektif antara developer dengan user/customer terutama 
mengenai kebutuhan dari customer. 
2. Planning. Aktivitas perencanaan ini dibutuhkan untuk menentukan 
sumberdaya, perkiraan waktu pengerjaan, dan informasi lainnya yang 
dibutuhkan untuk pengembangan software. 
3. Analysis risk. Aktivitas analisis resiko ini dijalankan untuk menganalisis baik 
resiko secara teknikal maupun secara manajerial. Tahap inilah yang mungkin 
tidak ada pada model proses yang juga menggunakan metode iterasi, tetapi 
hanya dilakukan pada spiral model. 
4. Engineering. Aktivitas yang dibutuhkan untuk membangun 1 atau lebih 
representasi dari aplikasi secara teknikal. 
5. Construction and Release. Aktivitas yang dibutuhkan untuk develop 
software, testing, instalasi dan penyediaan user / costumer support seperti 
training penggunaan software serta dokumentasi seperti buku manual 
penggunaan software. 
6. `Customer evaluation. Aktivitas yang dibutuhkan untuk mendapatkan 
feedback dari user/customer berdasarkan evaluasi mereka selama representasi 
software pada tahap engineering maupun pada implementasi selama instalasi 
software pada tahap construction and release. 
 Pendekatan dengan model ini sangat baik digunakan untuk pengembangan 
sistem software dengan skala besar. Karena progres perkembangan dari SE dapat 
dipantau oleh kedua belah pihak baik developer maupun user / customer, sehingga 
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mereka dapat mengerti dengan baik mengenai software ini begitu juga dengan 
resiko yang mungkin didapat pada setiap aktivitas yang dilakukan. Selain dari 
kombinasi 2 buah model yaitu waterfall dan prototyping, kelebihan dari software 
ini ada pada analisis resiko yang dilakukan, sehingga resiko tersebut dapat 
direduksi sebelum menjadi suatu masalah besar yang dapat menghambat SE. 
Model ini membutuhkan konsiderasi langsung terhadap resiko teknis, sehingga 
diharapkan dapat mengurangi terjadinya resiko yang lebih besar. Sebenarnya 
dengan menggunakan prototype juga bisa menghindari terjadinya resiko yang 
muncul, tetapi kelebihan dari model ini yaitu dilakukannya proses prototyping 
untuk setiap tahap dari evolusi produk secara kontinu. 
 
2.6 Content Manajemen System (CMS) 
 CMS dalam arti sederhana adalah Sebuah sistem yang memberikan 
kemudahan kepada para penggunanya dalam mengelola dan mengadakan 
perubahan isi sebuah website dinamis tanpa sebelumnya dibekali pengetahuan 
tentang hal-hal yang bersifat teknis. Dengan demikian, setiap orang, penulis 
maupun editor, setiap saat dapat menggunakannya secara leluasa untuk membuat, 
menghapus atau bahkan memperbaharui isi website tanpa campur tangan langsung 
dari pihak webmaster (Antonius, 2003). 
 CMS juga memberikan fleksibilitas dalam mengatur alur kerja atau 
„workflow‟ dan hak akses, sehingga memperbesar kesempatan berpartisipasi dari 
pengguna dalam pengembangan website. Hal ini akan sangat menguntungkan bila 
website yang dikelola memiliki kompleksitas yang tinggi dan mengalami 
kemajuan yang cukup pesat. 
 
2.6.1 Manfaat CMS (Content Manajemen System) 
 CMS menurut (Antonius, 2003) dapat memberikan berbagai manfaat 
kepada penggunanya sebagai berikut:  
1. Manajemen data 
 Ini merupakan fungsi utama dari CMS. Semua data/informasi baik yang 
telah ditampilkan ataupun belum dapat diorganisasi dan disimpan secara baik. 
Selain itu, CMS juga mendukung berbagai macam format data, seperti XML, 
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HMTL, PDF, dll., indexing, fungsi pencarian, dan kontrol terhadap revisi yang 
dilakukan dari data/informasi.  
2. Mengatur siklus hidup website 
 Banyak CMS memberikan fasilitas kepada para penggunanya untuk 
mengelola bagian atau isi mana saja yang akan ditampilkan, masa/waktu 
penampilan dan lokasi penampilan di website. 
3. Mendukung web templating dan standarisasi 
 Setiap halaman website yang dihasilkan berasal dari template yang telah 
terlebih dahulu disediakan oleh CMS. Selain dapat menjaga konsistensi dari 
tampilan secara keseluruhan, para penulis dan editor dapat berkonsentrasi secara 
penuh dalam melaksanakan tugasnya menyediakan isi website. 
4. Personalisasi website 
 Sekali sebuah isi ditempatkan ke dalam CMS, isi tersebut dapat 
ditampilkan sesuai dengan keinginan dan kebutuhan dari penggunanya. Terlebih 
lagi dengan kelebihan CMS yang dapat memisahkan antara desain dan isi, 
menyebabkan proses personalisasi dapat berjalan dengan mudah. 
5. Sindikasi 
 Sindikasi memberikan kemungkinan kepada sebuah website untuk 
membagi isinya kepada website-website yang lain. Format data yang didukung 
juga cukup variatif, mulai dari rss, rdf, xml hingga „back-end scripting‟. 
6. Akuntabilitas 
 Oleh karena CMS mendukung alur kerja dan hak akses yang jelas kepada 
para penggunanya, data/informasi yang disampaikan dapat dipertanggung 
jawabkan dengan baik. Setiap penulis ataupun editor memiliki tugas masing-
masing dengan hak akses yang berbeda-beda pula. Dengan demikian setiap 
perubahan yang terjadi di website dapat ditelusuri dan diperbaiki seperlunya 
dengan segera. 
 
2.6.2 Jenis CMS 
 Dari sekian banyak produk CMS (Content Manajemen System) yang 
beredar di pasaran, CMS dapat dibagi dalam dua golongan besar menurut 
(Antonius,  2003) yaitu :  
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1. Produk CMS yang bersifat komersial. 
 Dibuat dan dikembangkan oleh perusahaan-perusahaan software yang 
menjalankan usahanya dengan motif mencari keuntungan. CMS jenis ini memiliki 
dan menyediakan hampir semua feature yang diharapkan dari sebuah CMS dan 
tentu saja tidak tersedia secara gratis. Setiap pengguna yang ingin memanfaatkan 
CMS komersial untuk mengelola websitenya haruslah membeli lisensi dari 
perusahaan pembuatan 
2. Produk CMS Open Source 
 Dibuat dan dikembangkan oleh sekelompok orang atau perusahaan yang 
intinya memberikan sebuah alternatif murah dan terjangkau kepada para 
pengguna. Tersedia secara gratis dan dapat dipergunakan sesuai dengan 
kebutuhan tanpa ada batasan. Lisensi di sini berbentuk sebuah pernyataan yang 
biasanya menerangkan bahwasanya software CMS tersebut dapat dimodifikasi 
dan dikembangkan lebih lanjut dengan syarat semua kredit dihormati dan kode 
tetap terbuka untuk umum.  
 Ada banyak jenis CMS baik yang bersifat komersial maupun open source. 









 Joomla merupakan web berbasis CMS yang bersifat Open Source. Dalam 
penyimpanan data Joomla dibutuhkan server database MySql. Joomla dibuat 
dengan bahasa pemrograman php dan membutuhkan database MySQL untuk 
menyimpan data. Karena dibuat dengan bahasa php, maka dibutuhkan  interpreter 
php yang terinstal di web server untuk menjalankan Joomla  (Siswoutomo, 2008). 
 Pada dasarnya, Joomla terdiri dari dua bagian. Yaitu halaman Front End 
dan halaman Back End. Halaman Front End adalah halaman yang tidak 
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memerlukan login dan bersifat public. Biasanya berisi halaman utama, artikel, dan 
sebagainya. Halaman ini dapat diakses oleh semua user. Sedangkan halaman Back 
End adalah halaman administrasi. Halaman Back End adalah halaman yang 
memerlukan login atau autentikasi. Halaman ini berisi konfigurasi web, 
manajemen content web, administrasi user, pengaturan halaman Front End, dan 
sebagainya. 
 
2.7.1 Sturktur File Joomla  
 Berikut ini merupakan struktur file-file Jomla file yang dibahas disini 
adalah file penting yang terletak di root direktori server Joomla (Asosiasi UKM 
Malang, 2007) : 
1. Index.php, merupakan file utama untuk menampilkan halaman web Joomla. 
Beberapa pengaturan Joomla terdapat pada file ini. Jika kita mengakses file 
ini, berarti kita membuka halaman depan website Joomla. Misalnya 
www.lincax.com/index.php 
2. Configuration.php, merupakan file yang terbentuk saat melakukan proses 
instalasi Joomla. Pada file ini terdapat pengaturan untuk koneksi ke database, 
dan pengaturan penting lainnya. Jika file ini rusak, website Joomla tidak akan 
berfungsi. 
3. Copyright.php, file ini berisi tentang hak cipta website CMS Joomla, 
walaupun sebenarnya lebih tepat disebut copyleft. 
4.  License.php, file ini berisi informasi tentang lisensi website CMS Joomla. 
5. Mainbody.php, ini merupakan file pendukung yang sangat penting dalam 
mengatur tampilan berita di website.Joomla. 
6. Pathway.php, sebuah file yang berfungsi untuk menggambarkan urutan 
proses aplikasi yang ada di Joomla. 
  
2.7.2 Struktur Direktori Joomla  
 Joomla mempunyai beberapa direktori yang mempunyai fungsi tersendiri. 
Setiap direktori mempunyai subdirektori dan file-file pendukung sesuai fungsinya. 
Berikut ini adalah struktur direktori Joomla  (Asosiasi UKM Malang, 2007) : 
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1. Administrator, ini merupakan direktori khusus administrator untuk keperluan 
pengelolaan website Joomla. Mulai dari proses installasi modul, komponen, 
plugin, bahasa sampai dengan proses maintenance web secara keseluruhan. 
2. Cache, sebuah direktori khusus yang berfungsi untuk menyimpan data 
sementara di komputer pengguna, tujuannya adalah mempercepat proses 
loading web jika dibuka pada waktu lain fungsinya sama dengan memori 
RAM komputer. 
3. Components, merupakan direktori tempat menyimpan seluruh komponen 
yang terinstall di website Joomla. 
4. Editor, sebuah direktori yang berfungsi untuk menyimpan berbagai editor 
yang diinstall pada website Joomla. 
5. Help, sebuah direktori khusus untuk menampilkan bantuan jika kita 
menemukan Kendala dalam menggunakan Joomla. 
6. Images, adalah direktori tempat menampung file gambar dan multimedia 
guna keperluan website Joomla. 
7. Includes, ini merupakan direktori pendukung bagi aplikasi joomla yang 
lainnya. 
8. Installation, direktori yang digunakan dalam proses installasi website Joomla. 
Jika proses installasi selesai, direktori ini sebaiknya dihapus, untuk keamanan 
web dimasa datang. 
9. Language, sebuah direktori khusus untuk menampung jenis-jenis bahasa yang 
dapat digunakan di website yang multi bahasa. 
10. Plugins, sebuah direktori untuk menampung tool tambahan dari Joomla, 
Misalnya, mos images, mos pagebreak. 
11. Media, sebuah direktori yang diperuntukkan untuk menyimpan dan meng-
upload file ke dalam website Joomla, baik file gambar maupun teks. 
12. Modules, tempat menyimpan modul-modul yang terinstal di website Joomla. 
13. Templates, tempat menyimpan semua template yang terinstal di website 
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2.8 Penelitian Sebelumya  
 Penelitian mengenai rekomendasi film dimulai dengan penelitian 
penentuan rekomendasi film dengan menggunakan analisa database transaksi 
Solo Movie dan penggunaan algoritma apriori. Berdasarkan tiga penelitian, dapat 
diambil benang merah penelitian (state of the art) yang dapat menunjang 
penelitian yang akan dilakukan. Penelitian yang dikembangkan mengambil 
konsep penelitian Yulita dan Moertini (2004) yang menggunakan association rule 
untuk menentukan hubungan antar item dalam data transaksi untuk memberikan 
promosi kepada pelanggan. Akan tetapi, metode yang digunakan dalam penelitian 
Yulita dan Moertini (2004) adalah menggunakan metode hash based karena data 
yang digunakan berukuran besar. 
 Konsep penggunaan metode algoritma apriori pada penelitian Santosa 
(2003) dan Ernawati (2007) diadopsi pada penelitian ini. Akan tetapi, sumber data 
yang digunakan dalam penelitian Santosa (2003) menggunaka tiga sumber 
database transaksi sehingga pada penelitian Santosa (2003) melalui tahap data 
integration. Pada penelitian Ernawati (2007) tidak dilakukan tahap pemograman 
sedangkan pada penelitian Santosa (2003) dilakukan tahap pemograman microsoft 
visual C++ dan output yang dihasilkan divisualisasikan dengan menyusun katalog 
barang penjualan. Pada penelitian yang dikembangkan menghasilkan output yang 
divisualisasikan kepada pelanggan melalui website dan promosi film yang 





 II - 36 
 
Tabel 2.1 Penelitian Sebelumnya 
                  Penulis
Aspek Yang             
ditinjau
Aspek Judul
Pembuatan Perangkat Lunak Data 
Mining  Untuk Penggalian Kaidah 
Asosiasi Menggunakan Metode Apriori
Penggalian Kaidah Asosiasi Kuantitatif 
Prestasi Akademik Mahasiswa dengan 
Jenis Kelamin dan Nilai Test Masuk 
Mahasiswa
Analisis Keranjang Pasar Dengan 
Algorithma Hash Based  Pada Data 
Transaksi Penjualan Apotek
Aspek Tujuan
Merancang perangkat lunak data mining 
untuk menggambarkan hubungan antar 
item  pada database  transaksional
Menggali informasi untuk melihat 
kecenderungan asosiasi yang ada 
antara nilai test masuk, jenis kelamin 
dan prestasi akademik mahasiswa.
Mengetahui hubungan kecenderungan 
setiap obat pada transaksi penjualan 
apotek untuk meningkatkan penjualan 
pada waktu-waktu tertentu (awal, tengah 
dan akhir bulan).
Aspek Pengguna Manager dan customer service




Metode Assosiation Rule dengan 
algorithma Apriori
Metode Assosiation Rule dengan 
algorithma Apriori
Metode Assosiation Rule dengan 
algorithma Hash Based
Aspek Komponen
Data Transaksi dari 3 (tiga) database 
yang berbeda.
Nilai test masuk, Jenis kelamin, dan IPK 




Microsoft Visual C++ 6.0 dengan basis 
data yang digunakan adalah Microsoft 
Access 2000
- Borland Delphi 7
Santosa, 2003 Ernawati, 2007 Yulita dan Moertini, 2004
digilib.uns.ac.idpustaka.uns.ac.id
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