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Abstract: Human action recognition is a difficult and active research area in computer vision. At present, 
most of researchers in this field focus on recognizing action from video. However, human can understand human 
action based on a single picture. Recognize action from single still images has more challenge and is a trend in 
action recognition in recent years, but also a good entry point to explore the mysteries of human vision. In this 
paper, we sort out the methods of recognizing action from single still images and classify these methods into three 
categories. At last, the future research directions are discussed. 
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想要在计算机视觉中实现行为识别变得非常困难.     
过去大部分关于行为识别的研究集中在如何从一段未知的视频中识别正在进行的行为[1,2,3]，然而静
态图像的人体行为识别的相关研究却非常少. 在视频这项技术没有发明的很长一段时间里,都是静态图像
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2  基于人体形状或姿势的识别方法 
基于人体形状或姿势的识别方法是利用静态图像中人体形状或姿势的表示信息进行行为识别的方法. 
Wang et al.[4]使用无监督的方法来实现静态图像中的人体行为识别. 作者使用图像中人体的大体形状来匹
配图像对，并使用线性规划松弛技术来计算图像之间的距离，利用从可变形形状匹配中得到的距离信息来
对不同的人体姿势进行聚类. Thurau et al.[5]使用姿势基元直方图来表示行为，姿势基元通过非负矩阵分解得
到的. 文中提到的方法，在学习模式下，对于姿势和行为的参数化表示是通过视频进行估计的. 但在运行
模式中，此方法在视频和静态图像的情况下都是适用的. Ikizler et al.[6]使用解析概率图中矩形区域的空间和
方向直方图来表示姿势，使用了线性判别分析（LDA）来获得一个更简洁和具有识别力的特征. 文中的方













对象的相互作用. 而且对每一个感知元素使用了空间和函数限制来达到连贯语意解释. Yao et al.[10]认为图
像中的人体姿势和对象可以看做是互为环境，对其中一个元素的识别会有助于另一个元素的识别. 在这篇
文章中，作者提出了一个新的随机场模型来编码人和对象相互环境. 文中将模型学习任务看做是一个结构







中的对象和人体姿态信息进行行为图像之间相似性的测量，而且得到了很好的效果. Desai et al.[11]利用人和





象的相互作用. 因此，对于图像中对象的很好的识别和位置确定对于行为识别有很大的帮助.  
4  其他识别方法 









分遮挡和背景混乱的情况下. 对象检测也面临同样问题. 所以该文提出了一种新的图像特征表示“grouplet”. 




来表示姿势. “poselet”首先在[19]中提出，是用来表示一组有相同三维姿势结构的图像块. Yao et al.[17]使用密
集特征表示来实现图像的分类，文中作者使用随机森林和决策树算法来确定可分辨图像区域. 与传统的决
策树算法不同，该文算法在每一个树的节点处使用强分类器，而且在树的不同深度处结合信息，以达到对
密集抽样空间的有效挖掘. Subhransu et al.[18]使用“姿态子激活向量”(poselet activation vector)对静态图像中




5  总结与展望  
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