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Abstract The Spin Foams for People Without the 3d/ 4d Imagination could be an alternative title
of our work. We derive spin foams from operator spin network diagrams we introduce. Our diagrams
are the spin network analogy of the Feynman diagrams. Their framework is compatible with the
framework of Loop Quantum Gravity. For every operator spin network diagram we construct a cor-
responding operator spin foam. Admitting all the spin networks of LQG and all possible diagrams
leads to a clearly defined large class of operator spin foams. In this way our framework provides
a proposal for a class of 2-cell complexes that should be used in the spin foam theories of LQG.
Within this class, our diagrams are just equivalent to the spin foams. The advantage, however, in
the diagram framework is, that it is self contained, all the amplitudes can be calculated directly
from the diagrams without explicit visualization of the corresponding spin foams. The spin network
diagram operators and amplitudes are consistently defined on their own. Each diagram encodes all
the combinatorial information. We illustrate applications of our diagrams: we introduce a diagram
definition of Rovelli’s surface amplitudes as well as of the canonical transition amplitudes. Impor-
tantly, our operator spin network diagrams are defined in a sufficiently general way to accommodate
all the versions of the EPRL or the FK model, as well as other possible models. The diagrams
are also compatible with the structure of the LQG Hamiltonian operators, what is an additional
advantage. Finally, a scheme for a complete definition of a spin foam theory by declaring a set of
interaction vertices emerges from the examples presented at the end of the paper.
PACS numbers: 04.60.Pp, 04.60.Gw
I. INTRODUCTION
A. Motivation
The idea of spin foam models is to define histories of the spin networks using 2-cell complexes
colored by a given group G representations and by intertwiners or equivalently by operators [1–
4, 6, 7, 27]. The Engle-Pereira-Rovelli-Livine model [8] and Freidel-Krasnov model [10] (combined
with [15]) relate the spin foams directly with the spin network states, in particular with the spin
network states of LQG [6, 17–21]. What is still needed, is a unique definition of a class of the 2-cell
complexes that are taken into account. In the spin foam literature assumptions consistent with a
given framework are formulated, and the complexes are: either simplicial [8, 11], or cubular [23]
or linear [3], or locally linear [15], or combinatorially defined [28], or some other restrictions on
the gluing of the 2-disks were made [27], or the spin foams were derived as the Feynman diagrams
from actions of Group Field Theory models [12–14, 42].
On the one hand, the familiar simplicial 2-cell complexes are not sufficient because they do not
apply to all the states of quantum geometry according to LQG. On the other hand, though, the
classes of the linear or, respectively, locally linear 2-complexes as general as they are, unnecessarily
invoke auxiliary affine spaces, affine structures which are not compatible with the diffeomorphism
invariance of GR. Finally, general CW-complexes [47] allow a diversity that seems to go beyond
the graphs and spin networks.
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2B. Our goal - the spin network diagrams
In the current paper we derive spin foams from operator spin network diagrams we introduce. Our
diagrams are the spin network analogy of the Feynman diagrams. Their framework is compatible
with the framework of LQG. For every operator spin network diagram we construct a corresponding
operator spin foam. Admitting all the spin networks of LQG and all possible diagrams leads to a
clearly defined large class of operator spin foams. In this way our framework provides a proposal
for a class of 2-cell complexes used in the spin foam theories. Within this class, our diagrams are
just equivalent to the spin foams.
The advantage in the diagram framework is, that it is self contained, all the amplitudes can be
calculated directly from the diagrams without explicit constructing the corresponding spin foams.
Indeed, the spin network diagram operators and amplitudes can be consistently defined on their
own. Given a diagram the reconstruction of an operator spin foam itself is not necessary, because
the diagram encodes all the information. And it is convenient, because using the diagrams is much
simpler than using the spin foams, therefore one may call our framework the spin networks for
people without the 3- and 4-dimensional space imagination.
We illustrate applications of our diagrams: we introduce a diagram definition of Rovelli’s surface
amplitudes as well as the canonical transition amplitudes. Importantly, our operator spin network
diagrams are defined in a sufficiently general way to accommodate all the versions of the EPRL or
the FK model, as well other possible models. The diagrams are also compatible with the framework
used in LQG to define the Hamiltonian operators, what is an additional advantage.
Our paper is organized as follows.
First, we illustrate our idea on a simple non-trivial example in the next subsection, still in
Introduction.
Next, in Sec. II we introduce general definitions of graph diagrams and, respectively, operator
spin network diagrams. For the reader’s convenience, we demonstrate how this framework can be
applied in a self-sufficient way, giving rise to operators and amplitudes calculated without explicit
visualization of spin foams.
On the other hand, we also study in detail the transition from the diagrams to the spin foams. We
construct explicitly all the 2-cell complexes corresponding to our diagrams. Each of the 2-complexes
is characterized by a diagram which consist of a set of graphs endowed with suitable relation in the
set of vertices and links which we name graph diagram. This is a generalization of diagrams defined
by Frank Hellmann [25] for the simplicial triangulations. We introduce general graph diagrams
(Sec. II) and present an exact, explicit construction of the corresponding 2-cell complexes (Sec. III).
Next, we characterise the resulting 2-cell complexes and discuss their properties (Sec. IV).
Operator spin network diagrams are defined as suitably colored graph diagrams (Sec. V). For
each given diagram, the coloring passes to a coloring of the corresponding 2-cell complex and makes
it an operator spin foam [26, 27] (plus the generalizations we include all the EPRL models).
In Sec. VI we show farther examples of the diagrams and corresponding spin foams. It is easy
to identify the elements of the diagram corresponding to to free propagation of the quantum state
(the propagator of a spin network) and to the interaction (nontrivial vertices of the spin foam).
C. Example illustrating our idea
Before the systematic presentation of our construction and results we illustrate our idea on a
simple example. We will consider now an operator spin foam defined on a familiar 2-cell complex,
and introduce the corresponding diagram. General definitions of graph diagram and respectively
operator spin network diagram will be formulated in the next section.
Consider a 2-cell complex κ depicted on Fig. 1a whose boundary is marked by the color green. We
will construct the corresponding graph diagram. The 2-cell complex κ has two internal vertices v1
and v2. First, cut κ into two 2-cell complexes, say κ1 and κ2 as on Fig. 1b. The complex κ1 (κ2) is
a neighborhood of the vertex v1 (v2), and its boundary is the graph Γ1 (Γ2) depicted on the Fig. 1c.
Conversely, given the graph Γ1 (Γ2) on Fig. 2 (ignore the dashed lines), in order to reconstruct the
2-cell complex κ1 (κ2), one takes a homotopy of Γ1 (Γ2) into a point, denotes the point v1 (v2) and
views the homotopy as on Fig. 1b. The image of the homotopy is the complex κ1 (κ2). However,
in order to reconstruct the 2-cell complex κ one needs the information about gluing of κ1 and κ2.
It is symbolically marked at Fig. 2 by the dashed curves connecting suitable nodes of the graphs.
3(a) The foam κ (b) The foams κ1 and κ2
corresponding to the vertices v1
and v2.
(c) The graphs corresponding to
the foam κ.
FIG. 1: A example of a foam and the corresponding graphs.
The complete information can be encoded in the graphs Γ1 and Γ2 by indicating: (i) the pairs of
nodes which should be glued with each other, that is (n1, n′1), (n2, n
′
2), (n3, n
′
3), and (ii) the links
whose segments are glued at each node, that is at (n1, n′1) we glue the segments of (l1, l2, l3) with
the segments of (l′1, l
′
2, l
′
3) respectively and similarly at (n2, n
′
2), (n3, n
′
3). In conclusion, the gluing
information can be encoded as a following relation:
R = {[(n1; l1, l2, l3), (n′1; l′1, l′2, l′3)], [(n2; l2, l5, l4), (n′2; l′2, l′5, l′4)], [(n3; l3, l4, l6), (n′3; l′3, l′4, l′6)]} .
(1.1)
The pair of graphs Γ1, Γ2 endowed with the relation R is an example of a graph diagram (the
general definition below) equivalent to the 2-cell complex κ.
Next we turn to an example of operator spin network diagram equivalent to an operator spin
foam defined using the 2-cell complex κ. An operator spin foam can be defined by a coloring
(ρ, P,A) of the elements of the 2-cell complex κ (given a Hilbert space H, by H∗ we denote the
dual Hilbert space): (i) ρ is a coloring of its faces with irreducible representations of a given group
G, (ii) P is a coloring of its non-boundary edges with operators, and (iii) A is a coloring of its
internal vertices with contractors, that is tensors used to contract the operators assigned to the
edges meeting at the vertex ( the contractor is a new element, we introduce, in order to generalize
the notion of operator spin foams [27] such that the EPRL model [8] (both euclidean and lorentzian)
can be viewed as SU(2) operator spin foam model with the boundary Hilbert space consistent with
the LQG kinematical Hilbert space).
To be specific: each (oriented) face fi of κ is colored by a representation ρi of G in the Hilbert
space Hi (see Fig. 1 – the faces are topological polygons, whose orientations are marked by blue
semi-circles). To each internal edge e (unoriented), i.e. to each one of e1,e2,e3,e4,e5 (see Fig. 1a),
and each of its end points w , we assign a Hilbert space Hw,e defined as follows. A face containing
the edge e induces an orientation of e. According to that orientation the point v is either the
beginning or the end of e. The definition of the Hilbert space reads
Hw,e = Inv
⊗
i
Hρi ⊗
⊗
j
H∗ρj
 ⊂ ⊗
i
Hρi ⊗
⊗
j
H∗ρj (1.2)
4FIG. 2: The graph diagram corresponding to κ. The dashed lines represent the node relation.
where i (j) label the faces such that v is the end (beginning) of e and Inv stands for subspace of
G-invariants. Elements of Inv
(⊗
iHρi ⊗
⊗
j H∗ρj
)
inherit the index structure of the bigger space⊗
iHρi ⊗
⊗
j H∗ρj . For example, given three representations of SU(2): ρ1 and ρ2 of the spin 12 and
ρ3 of the spin 1, each element of Inv (Hρ1 ⊗Hρ2 ⊗Hρ3) is of the form a τABi, where a ∈ C and τ
is the invariant tensor obtained from the Pauli matrices. To the edge e itself we assign the Hilbert
space
He =
⊗
w
He,w . (1.3)
where w runs through the set of the end points of e. Notice, that He,w1 = H∗e,w2 , when w1 and
w2 are different end points of the edge e, so one may interpret every element of He as an operator
He,w1 → He,w1 or He,w2 → He,w2 . Finally, the edge e is colored by an operator
Pe ∈ He. (1.4)
In this way, the operator coloring e 7→ Pe is defined for all internal edges of κ.
The structure of the colorings ρ and P admits at each internal vertex v of κ a unique contraction
of the operators Pe coloring the edges intersecting v. Indeed, to each internal vertex v we assign
the Hilbert space
Hv =
⊗
e
He,v (1.5)
where e ranges the set of edges meeting at v. In other words:
Hv ≡
⊗
i
Hρi ⊗H∗ρi , (1.6)
where i labels the faces of κ intersecting v. The natural contraction
ATr : Hv → C, (1.7)
5(a) The operator spin foam (κ, ρ, P ) (b) The operator spin network diagram. The
dashed lines represent the relation on nodes.
Pn = Pe4 , P{n1,n′1} = Pe1 , A1 = Av1 , etc.
FIG. 3: The operator spin foam and the corresponding operator spin network diagram.
is the tensor product of the natural contractions
Tri : Hρi ⊗H∗ρi → C. (1.8)
However, to accommodate the EPRL vertex amplitude defined on an SU(2) spin foam, it is nec-
essary to introduce at the internal vertices general contractors. Therefore, for the sake of both:
the naturality and the relevance, we admit all possible contractors, that is we color the internal
vertices v by arbitrary elements
Av ∈ H∗v. (1.9)
After decomposing Av in intertwiner basis, the coefficients becomes so called vertex amplitudes.
Given that operator spin foam defined on the 2-cell complex κ by any of the colorings (ρ, P,A),
there is a natural contraction
(Av1 ⊗Av2)y (Pe1 ⊗ ...⊗ Pe5) ∈ He4,n ⊗He5,n′ (1.10)
obtained by applying the contractor Av1 to the operators Pe1 ,Pe2 ,Pe3 ,Pe4 at v1 and the contractor
Av2 to operators Pe1 ,Pe2 ,Pe3 ,Pe5 at v2. Here n and n
′ are the boundary vertices of κ, the ends of
the internal edges e4, and respectively, e5 depicted on Fig. 3b.
A spin foam operator P (κ, ρ, P,A) we eventually assign to the operator spin foam (κ, ρ, P,A)
usually involves an extra factor: the product of so called face amplitudes, i.e. numbers Af assigned
to the faces f (typically the dimension of the corresponding representation), and so called boundary
6edge amplitudes, i.e. numbers Ae assigned to boundary edges e (typically square root of inverse of
face amplitude):
P (κ, ρ, P,A) =
∏
e
Ae
∏
f
Af
 (Av1 ⊗Av2)y (Pe1 ⊗ · · · ⊗ Pe5) (1.11)
Let us relate now the current operator spin foam definition with the natural operator spin foam
models defined in [27] and the EPRL model [8].
If the operator spin foam introduced above comes from a natural operator spin foam model,
then G is a compact group, each of the operators Pe1 , ..., Pe5 (viewed as a map Hn → Hn) is a
projection, and each of the contractors Av1 , Av2 is the natural contractor A
Tr.
On the other hand if the operator spin foam introduced above comes from the EPRL model,
then G = SU(2), each of the operators Pe1 , ..., Pe5 (viewed as a map Hn → Hn) is the identity
map, and each of the contractors Av1 , Av2 is the EPRL contractor A
EPRL directly given by the
EPRL fusion map [8, 15, 33].
Now, after introducing the operator spin foam (κ, ρ, P,A) we are in the position to define an
equivalent operator spin network diagram. The idea is to encode in the graph diagram (Γ1,Γ2,R)
(see Fig. 2 and Eq. (1.1)) the data defining the operator spin foam (κ, ρ, P,A): (i) each link l1, . . . , l6
(l′1, . . . , l
′
6) of the graph Γ1 (Γ2) Fig. 2 corresponds to exactly one face of κ Fig. 1a and inherits
its orientation and the representation color ρ1, . . . , ρ6 (ρ1, . . . , ρ6) - see Fig. 3, (ii) every node
n1, n2, n3, n (n′1, n
′
2, n
′
3, n
′) of Γ1 (Γ2) Fig. 2 corresponds to exactly one internal edge e1,e2,e3,e4
(e1,e2,e3,e5) of κ Fig. 1a, and inherits the operator Pe1 ,Pe2 ,Pe3 ,Pe4 (Pe1 ,Pe2 ,Pe3 ,Pe5) Fig. 3a (iii)
the graph Γ1 (Γ2) Fig. 2 itself corresponds uniquely to the internal vertex v1 (v2) Fig. 1a of κ and
inherits the contractor A1 (A2) Fig. 3a. Every pair of nodes in relation R Eq. (1.1) is colored by
a same operator, every pair of links in relation R is colored by a same representation.
The resulting operator spin network diagram equivalent to the operator spin foam Fig. 3a is
depicted on Fig. 3b and the information it contains is completed by the relation R. The spin foam
operator P (κ, ρ, P,A) is determined by the diagram itself, by taking one operator per each pair of
the nodes (ni, n′i), i = 1, 2, 3, being in the relation R, one operator per each free node n and n′,
multiplying all of them tensorialy and contracting with the contractors A1 and A2. This defines the
operator (1.10). The factor
∏
eAe
∏
f Af present in (1.11) involves reconstruction of the faces and
the boundary edges of κ. Since κ can be reconstructed from the diagram, so can be the face and
the boundary amplitudes. However, the visualization of the 2-cell complex κ is not necessary, and
the face and edge amplitudes may be read directly from the diagram. That observation motivates
the framework we introduce in the next section.
II. GRAPH DIAGRAMS AND OPERATOR SPIN NETWORK DIAGRAMS
A. Graph diagrams
A general graph diagram (G,R) consists of a set G of oriented graphs {Γ1, ...,ΓN}, and a family
R of relations defined as follows:
• Rnode: a symmetric relation in the set of nodes of the graphs which we call the node relation,
such that each node n either is in relation with precisely one n′ 6= n or it is unrelated (and
then it is called boundary node).
• Rlink: a family of symmetric relations in the set of links of the graphs which we call collectively
the link relation. If a node n of a graph ΓI is in relation with a node n′ of a graph ΓI′ , then one
defines a bijective map between incoming / outgoing links of ΓI at n, with outgoing / incoming
links of ΓI′ at n′; no link is left free neither at the node n nor at n′; two links identified with
each other by the bijection are called to be in the relation R(n,n′)link at the pair of nodes n, n′; a
link of ΓI / ΓI′ which intersects n / n′ twice, emerges in the relation twice: once as incoming
and once as outgoing.
In order to be related , two nodes have to satisfy the consistency condition, that is the number
of the incoming / outgoing links in each of them has to coincide with the number of the outgo-
ing / incoming links at the other one (with possible closed links counted twice). Since two graphs
7FIG. 4: A graph diagram. The thick dots represent the nodes of the graphs, the solid lines with
arrows represent the oriented links of the graphs, the dashed lines illustrate the node relation
Rnode and the dotted lines illustrate the link relation Rlink
are a graph, to reduce that ambiguity we will be assuming that the graphs defining the diagram
are connected.
B. Operator spin network diagrams
An operator spin network diagram (G = {Γ1, ...,ΓN},R, ρ, P,A) is defined by coloring a graph
diagram (G,R) as follows:
• The coloring ρ assigns to each link ` of each graph ΓI , I = 1, ..., N an irreducible represen-
tation of the group G:
` 7→ ρ`. (2.1)
It is assumed that whenever two links ` and `′ are mapped to each other by Rlink, then
ρ` = ρ`′ . (2.2)
• The coloring P assigns to each node n an operator:
n 7→ Pn ∈ Hn ⊗H∗n, (2.3)
where Hn is defined at each node in the following way:
Hn = Inv
⊗
i
H∗ρi ⊗
⊗
j
Hρj
 ⊂
⊗
i
H∗ρi ⊗
⊗
j
Hρj
 (2.4)
where i / j labels the links incoming / outgoing at n.
Whenever two nodes n and n′ are related by Rnode, then (from (2.2) and (2.4)) it follows
that Hn = H∗n′ and it is assumed about P that
Pn = P
∗
n′ (2.5)
8• The coloring A assigns to each graph ΓI a tensor
ΓI 7→ AΓ ∈
(⊗
n
Hn
)∗
(2.6)
which we call contractor, where n runs through the nodes of ΓI .
It is important, that even while saying that Hn consists only of the G-invariant elements of(⊗
iHρi ⊗
⊗
j H∗ρj
)
, we think of its elements as being tensor products, elements of the big Hilbert
space, possessing the index structure of
(⊗
iHρi ⊗
⊗
j H∗ρj
)
.
If a node n of one of the graphs ΓI is related by Rnode with another node n′ (of the same or
different graph), then Pn and Pn′ are elements of the same Hilbert space
⊗
n∈{n,n′}Hn; due to
(2.5) they appear to be the same element
P{n,n′} ∈
⊗
n˜∈{n,n′}
Hn˜ (2.7)
A natural example of a contractor exists due to the fact that the Hilbert space
⊗
nHn can be
uniquely embedded into with a space:⊗
n
Hn ↪→
⊗
i
Hρi ⊗H∗ρi (2.8)
where i ranges the set of the links of ΓI . Therefore the distinguished element of (
⊗
nHn)∗ is
ATr =
⊗
i
Tri (2.9)
which is used e.g. in the G-BF theory. This contractor can be also used to define a version of
the Euclidean EPRL model (viewed from the Spin(4) spin network perspective [15, 26, 27]). How-
ever the SU(2) spin foam model constructed from the EPRL vertex amplitude defines a different
contractor, that can be denoted by AEPRL [29, 30].
C. The spin network diagram operator
Now we would like to define, given an operator spin network diagram (G,R; ρ, P,A), an operator
analogous to (1.11).
There is a canonical contraction
P˜ =
(⊗
I
AI
)
y
(⊗
n
Pn
)
(2.10)
where I ranges the set G of the graphs, and n ranges the set of boundary nodes and the set of pairs
of related nodes (with respect to Rnode). It is defined by contracting each AI with the Hn-part
of each operator Pn ∈ Hn ⊗H∗n assigned to a boundary node n and the Hn part of each operator
P{n,n′} ∈
⊗
n˜∈{n,n′}Hn˜ assigned a node n related to n′, where n ranges the nodes of ΓI . In the
consequence, for each boundary node n one index of Pn remains uncontracted, thus P˜ is an element
of
P˜ ∈
⊗
boundary n
H∗n (2.11)
A comparison with the (1.11) shows that we are still missing the face and the boundary ampli-
tudes. Therefore an operator defined by operator spin network diagram should have the following
form:
P = (AboundaryAface)
(⊗
I
AI
)
y
(⊗
n
Pn
)
, (2.12)
9where boundary and face amplitudes Aboundary and Aface have to be defined suitably as well as the
boundary edges and faces themselves.
The boundary amplitude is given by the product over all the boundary nodes n of graph diagram
of amplitudes assigned to the links ` intersecting these nodes.
Aboundary =
√ ∏
boundary n
∏
`
A` (2.13)
The square root comes from the fact, that each link is counted twice (once per each end).
The face amplitude is given by the product over equivalence classes f of the face relation Rface
(which will be introduced in the subsequent subsection) of the face amplitude
Aface =
∏
f
Af (2.14)
To specify the numbers A` and Af we need two functions defined on the space of irreducible
representations of G:
A` = f1(ρ`) Af = f2(ρf ) (2.15)
where ρf = ρ`′ for `′ being any representative of the equivalence class f (we shall see below, that
the labeling ρ is consistent with the face relation).
D. Face and edge relations
The node relation Rnode and the link relation Rlink introduced with the definition of graph
diagram at the beginning of this section lead to equivalence relation in the set of all links of all
graphs. The resulting equivalence relation, which we call face relation and denote Rface, carries
information about faces of the corresponding 2-complex, and allows to introduce face amplitude
without explicit reference to the complex itself. Given a graph diagram (G,R) the relation Rface
is defined as determined by the following properties:
• Rface is an equivalence relation in the set of all the links L of the graphs belonging to G
• Two different links ` and `′ are in relation Rface when they are in the relation R(n)link in some
node n.
For the later convenience let us characterise possible equivalence classes of Rface:
1. Each link unrelated to any other link by any of the R(n,n′)link relations sets a one-element
equivalence class. We will call it an open equivalence class.
2. Each link ` related to itself by the link relation R(n,n′)link (at each of its ends n = s(`), n′ = t(`))
sets a one-element equivalence class. We will call it a closed equivalence class.
3. Each pair of links (`1, `2) such that `1 and `2 are related by the relation R(n,n
′)
link and neither
`1 nor `2 is related by relations from Rlink with any other link, sets a two element equivalence
class.
However there are two subcases of such equivalence classes:
(a) If `1 and `2 are related by R(n,n
′)
link only at one pair of their ends n, n
′, the equivalence
class will be called open and will refer to an external face.
(b) If `1 and `2 are related by R(n,n
′)
link at both pairs of their ends, the equivalence class will
be called cyclic and will refer to an internal face.
4. Every k > 2-element sequence of links (`1, `2, . . . , `k) such that `i, `i+1, i ∈ {1, . . . , k − 1}
are in relation R(ni,n′i)link and the links `1, `k are not in the relation Rlink with any links not
belonging to the sequence (i.e. the sequence is maximal) sets a k-element equivalence class.
Again there are two subcases of such equivalence classes:
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(a) If `1 and `k are not related by R(n,n
′)
link at any pair of nodes, the equivalence class will be
called open and will refer to an external face.
(b) If `1 and `k are related by R(n,n
′)
link at some pair of nodes, the equivalence class will be
called cyclic and will refer to an internal face.
Each equivalence class f of Rface will be called merged face. Notice that given an operator spin
network diagram (G,R, ρ, P,A) two links which belong to a same merged face are colored by a
same representation, what was used in the definition of the face amplitude.
For later convenience we will also introduce the edge relation Redge being determined by the
following two properties:
• Redge is an equivalence relation in the set of nodes N of all graphs belonging to G.
• Two different nodes n and n′ are in relation Redge when they are in the relation Rnode.
There are two types of the equivalence classes:
1. Each node unrelated to any other node by Rnode sets a one-element equivalence class.
2. Each pair of nodes {n, n′} related by the Rnode sets a two-element equivalence class.
E. Boundary graph of operator spin network diagram
Given operator spin network diagram (G,R, ρ, P,A), we define now its boundary. We will use a
new operation defined on graphs – merging graphs – and naturally extend it to spin networks.
Given two nodes n, n′ in the graph diagram (G,R), related by the relation Rnode (they may be
either nodes of a same graph or of two different graphs) the merging is defined in the following
way (Fig. 5)
1. Remove these nodes from the graphs they belong to, together with segments of the links
meeting at the nodes n, n′. From each link we remove a segment containing the node n or
n′ respectively.
(a) A pair of related nodes. The
dotted/dashed lines represent the
link/node relation
(b) The neighbourhoods of the
nodes are removed
(c) The related links are
connected
FIG. 5: Merging related nodes in a graph diagram.
There are two degenerate cases requiring additional instructions:
(a) a link is a loop which begins and ends at n (or n′). Then we remove both an incoming
segment and an outgoing segment.
(b) a link connects the nodes n and n′. Then we remove the entire link
2. We are left with a number of remaining open segments of links. We connect the links that
had started/ended at n with the links that had ended/started at n′ according to the relation
Rlink.
11
(a) Two graphs in a graph diagram. (b) Remove the nodes in the relation.
(c) Remove each link whose both endpoints
where removed.
(d) Merge the remaining links.
FIG. 6: Merging of graphs in a graph diagram.
The result of merging of the pair of nodes is a new graph diagram (G′,R′). We repeat the merging
for another pair of related nodes. We go on until we reach the stage, at which the resulting graph
diagram has no pair of related nodes, that is it consists of a set of graphs Gfinal, with no relation.
The graphs constitute the boundary graph (disconnected, if Gfinal contains more than one graph).
The resulting boundary graph does not depend on the order in which we merge the pairs of
nodes. Proof of that fact, together with more detailed construction, can be found in Sec. III.
Equivalently, it is easy to perform the merging simultaneously at all the pairs of related nodes. We
illustrate it at Fig. 7.
Coloring ρ of a graph diagram introduced with the definition of operator spin network diagram
is consistent with merging of pairs of nodes. Indeed, each pair `, `′ of merged links is labeled by
same representation ρ` = ρ`′ . Therefore the boundary graph of operator spin network diagram
inherit labeling of links by the representations of G.
12
At the beginning of this section we defined boundary nodes of graph diagram. The nodes of
the very boundary graph are precisely the boundary nodes defined before. Moreover the links of
graph diagram meeting at the boundary nodes (the same that give contribution to the boundary
amplitude) are precisely the links of the boundary graph.
(a) A graph diagram. (b) The boundary graph is obtained by merging all the
pairs of the related nodes.
FIG. 7: A graph diagram and the corresponding boundary graph.
F. Examples of application
1. The EPRL model and the natural operator spin network models
The EPRL model defines the following operator spin network diagrams (κ, ρ, P,A). The group
is SU(2), the coloring ρ takes values in all the irreducible representations, the values of the coloring
P are the identity operators (viewing each Pn and each P{n,n′} as a map Hn → Hn), and the
coloring A takes values AEPRLv given by the fusion map (either Euclidean or Lorentzian) [8, 15, 33].
Given a natural operator spin network model [27], the group is an arbitrary compact G, the
coloring ρ takes values in the set of all the irreducible representations, the coloring A for every
internal vertex takes the value Av = ATr. The coloring P takes values in the projection operators
(including the zero operator) which are not specified, however they are constrained by the naturality
conditions, the most important are: each operator Pn and Pn,n′ is determined by the sequence
(unordered, with repetitions) of the representation colors of the links intersecting a given node n
(regardless of the structure of the other parts of the diagram), and in the case of a sequence ρ1, ρ∗1
the projection is not zero (see [27] for the details).
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2. From the diagrams to Rovelli’s boundary functionals
Consider a general spin network operator diagram (G,R; ρ, P,A). Define the Hilbert space of
Rovelli’s boundary states to be the tensor product labeled by the boundary nodes:
Hb =
⊗
boundary n
Hn (2.16)
The spin network diagram operator P defined by the formula (2.12) is an element of H∗b .
Given a state ψb ∈ Hb the Rovelli amplitude defined by the diagram is the natural contraction
〈W |ψb〉 := ψbyP (2.17)
3. Rovelli’s boundary transition amplitude as a spin network operator diagram
Given an operator spin network diagram D = (G,R; ρ, P,A) and a boundary state ψb (as defined
in the previous example) construct an extended operator spin network diagram D′ defined as:
• The new set of graphs is G unionsq{γb}, where γb is the boundary graph of D with link orientation
reversed.
• The new relation R′ is the relation R extended by the pairs (nb, n′b), where nb are the
boundary nodes of D and n′b are corresponding nodes of the graph γb.
• The coloring ρ induces the coloring of the links of γb (see (2.2))
• The coloring P induces the coloring of the nodes of γb (see (2.5))
• The contractor labeling A is extended by Aγb = ψ (the contractor space H∗γb = H∗∗b = Hb,
because links of γb are reversed links of the boundary graph).
The spin network diagram operator P ′ corresponding to D′ is a complex number:
P ′ = ψbyP = 〈W |ψb〉 (2.18)
4. Simplified formalism - one vertex interaction
Consider an operator spin network diagram whose set G consists of 2 graphs: Γin and Γint. The
relation R does not relate any pair of nodes of Γin, otherwise it is arbitrary. Coloring ρ is arbitrary,
coloring P is restricted only by the condition that each Pn is a projection. The contractors are
arbitrary. However the contractor AΓin is given a special meaning, i.e. it is considered to be the
initial state ψin ∈ HΓin .
The boundary graph of this operator spin network diagram is interpreted as Γout (see Fig. 8b).
The boundary Hilbert space is thought of being the space of final states ψout. Given a state ψin
(encoded in the contractor AΓin) the spin network diagram operator P is the final state ψout of the
interaction described by AΓint .
III. CONSTRUCTION OF A 2-COMPLEX DEFINED BY A GRAPH DIAGRAM
In the previous section we introduced operator spin network diagrams. The example shown in
Sec. I explains how to obtain an operator spin network diagram out of an operator spin foam. In
the present section we pass from the graph diagrams to 2-complexes. Later (in Sec. V) we will
show how the coloring of a graph diagram induce the coloring of the 2-complex what will enable
us to construct an operator spin foam out of an arbitrary operator spin network diagram.
It will be convenient to introduce a notion of a squid graph being a decomposition of a graph
into a set of simpler (open) graphs, called squids (see Sec. III A). Such decomposition will make the
relation R (introduced in the previous section) easier to deal with by making it a relation on a set
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(a) An initial graph and an interaction graph (b) The final graph
FIG. 8: An example of the 1-vertex interaction: a graph diagram
(a) An initial spin network. In the diagram it
becomes a contractor A(γ,ρ,ι)
(b) The operator defined by this diagram is
the final spin network.
FIG. 9: The example of 1-vertex interaction: the operator spin network diagram.
of all squids of all graphs in the graph diagram. Thus our initial data will be a squid graph diagram
(G,R) being a set of squid -graphs G and a set of pairs of squids R (together with appropriate maps
φr for each r ∈ R) such that each squid belongs at most to one pair r ∈ R and whenever a pair of
squids belongs to R then the two squids are homeomorphic.
The construction will be as follows: first we will see how to construct an 2-∆-complex out of an
arbitrary squid-graph. Each such complex refers to a spin foam with one vertex. Then we will see,
how to glue two such complexes along one pair of squids r ∈ R, to obtain a 2-vertex foam. Finally
we will see, that the gluing procedure does not require its objects to be 1-vertex foams and it has
straightforward generalization to whatever foam, so one can proceed gluing until all the set R was
used.
A. The squid graph
We will use the following notation: an oriented graph Γ is a pair (N ,L) where N = {n1, . . . , nN}
is a set of nodes, L = {`1, . . . , `L} is a set of oriented links. For every link ` we will denote its
beginning (source) by s(`) and its end (target) by t(`).
Definition 1. A squid is an oriented graph λ = ({n} ∪ {x1, . . . , xk}, {`1, . . . , `k}) such that each
link `i satisfies the condition s(`i) = n∧ t(`i) = xi. The node n is called the head of the squid. The
links `1, . . . , `k are called the legs of the squid and the nodes x1, . . . , xk are called the leg-nodes of
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FIG. 10: A squid
the squid. (see Fig. 10)
For our applications it is convenient to assume, that the number of legs k is equal or greater
than 2. This is because we will glue the squids in order to construct closed graphs from them.
One can provide either combinatorial definition of a squid graph as a set of squids with a rule
of identifying of their boundaries, or a geometrical one: as a decomposition of an ordinary graph
into some squids. The later one reads as follows.
Given a graph Γ = (N ,L) split each link `i into two links by introducing a new node xi. Then
reorient the new links in such a way, that each of them begins at the old node and ends at the new
node xi (see Fig. 11). The resulting graph is
Γ(s) =
(
N˜ = N ∪ {x`}`∈L ; L˜
)
(3.1)
As a result each old node n ∈ N becomes a head of a squid λn, whose legs are the links of Γ(s)
intersecting n (when not needed, we will drop the subscript n).
(a) A graph Γ (b) The corresponding squid
graph Γ(s)
FIG. 11: With each graph we associate a squid graph by subdivision and reorientation of the
edges.
Definition 2. Given a graph Γ a squid graph corresponding to it is γ = (Γ(s), S), where Γ(s) is
the graph (3.1) and S is the set of squids S = {λn, n ∈ N}
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Notice that a squid is a graph, however a squid graph is neither a squid nor a graph.
Given several squid-graphs {γI}I∈I we will denote the disjoint sum of their squid-sets as
S =
⊔
I∈I
SI (3.2)
B. From a squid-graph to 1-vertex foam
Consider a squid graph γ = (Γ(s), S). We want to construct a 2-complex, with precisely one
internal vertex, whose boundary is the graph Γ(s) (which will be called a 1-vertex foam). We will
do it by a formalization of the following shrinking procedure: draw the graph Γ(s) on a 3-sphere of
radius 1 and then shrink the radius to zero. The track left by the graph defines the 2-complex κγ .
(a) A graph Γ
(b) The graph Γ(s) and the
squid graph γ
(c) A homotopy of the squid graph into a point V : the
1-vertex foam κγ
FIG. 12: A graph (12a) is first turned into a squid graph (12b) and next the spin foam is
constructed as a homotopy of the squid graph to a point (12c). The thick edges are the traces of
the nodes of the original graph Γ (the head-nodes). The thin edges are the traces of the leg-nodes
of the squid graph.
A definition of the 2-cell complex κγ follows quite clearly from Fig. 12. Nonetheless we will spell
out now a full rigorous definition consistent with the theory of 2-cell complexes [47] by declaring
its sets of faces, edges and vertices together with the gluing functions.
The graph Γ(s) viewed as a ∆-complex is a triple (L,N ; f (0)1→0) where f (0)1→0 : ∂L → N is a
function from boundaries of links to nodes (see the appendix A for the details of notation). To
form a 2-complex we need to add: one extra 0-simplex v (the middle point of the sphere), a set
of 1-simplexes which will be tracks of nodes EN := {In : n ∈ N} and a set of 2-simplexes (faces),
which will be tracks of links FL := {∆` : ` ∈ L} (each ∆` is a triangle).
The 2-complex we are constructing is given by a 5-ple κ = (F , E ,V; f2→1, f1→0). The sets of 2-,
1- and 0-cells are, respectively, the following:
F = FL E = L ∪ EN V = {v} ∪ N (3.3)
What one needs to define are the functions f1→0 : ∂E → V and f2→1 : ∂F →
⊔ E/ ∼1 (where ∼1
is the relation connecting preimages of function f1→0).
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It is obvious that f1→0 restricted to L is just f (0)1→0, so lets take a look on the added edges. Each
of e ∈ EN is labeled by a node n ∈ N and all of them meet at the central point v. We orient them
to be outgoing from v, so the function f1→0 acts like
f1→0 :
 ∂L 3 x 7→ f
(0)
1→0(x)
∂EN 3 In(0) 7→ v
∂EN 3 In(1) 7→ n
(3.4)
where e : t→ e(t), (t ∈ [0, 1]) is any parametrisation of an oriented 1-cell e.
The function f2→1 acts on a sum of boundaries of triangles. First lets take a look on a CW
structure of a boundary of a single triangle ∆V NX . It is a 1-complex ({V N,NX, V X}, {V,N,X}; f)
(action of f is obvious). The triangle ∆V NX is a triangle with ordered vertices (we assume V to
be the first vertex, N the second and X the third one), thus there is a natural orientation of its
edges: from the earlier end to the later one (in the sense s(V N) = V , s(NX) = N , s(V X) = V ).
We introduce the V NX structure at each of the triangles ∆`.
Given a link ` of the boundary graph Γ(s) we glue it to the NX-edge of the corresponding triangle
∆` in a such way, that N is always the starting point of the link and X is its ending point. On the
other hand edges V N and V X are glued to the internal edges i.e. the ones from the set EN . The
V point will be the starting point of these edges, which, according to the f1→0 function, appear to
be the v vertex.
To be specific: function f2→1 act as:
f2→1 : ∂∆` 3

NX(t) 7→ [`(t)]
V N(t) 7→ [Is(`)(t)]
V X(t) 7→ [It(`)(t)] (3.5)
where square brackets stands for equivalence classes of ∼1.
Few words of comment about the equivalence classes of ∼1. Since the relation ∼1 is the identifica-
tion of ending points of edges, the equivalence class of x ∈ Int(`) is just {x}. When one considers the
equivalence class of one of endpoints of edge x ∈ ∂E , it turns out to be the set (f1→0)−1 (f1→0(x))
(for more details about ∼1 see the appendix A). To make formulas more transparent sometimes
we will drop this relation.
Notice that since all links ` starts at heads of the squids, each head is the N vertex and each
leg-node is a X vertex. Thus two triangles can meet either by their V N or V X edges. Moreover
since leg-nodes are always 2-valent, each V X edge is shared by precisely 2 triangles, and since
there are no 1-valent vertices, heads are at least 2 valent, so each V N edge is shared by at least 2
triangles. The only boundary edges can be the V X type ones. In fact all of them are the boundary
of this foam.
Since the boundary of κγ is just Γ(s), it can be decomposed into the same squids, as the original
graph Γ. We will keep it in mind by adding the set S to the object we have just obtained. So the
final 1-vertex foam will be denoted as
(κγ , S) (3.6)
Collection of such 1-vertex foams (one per each γ ∈ G) is the base of our inductive construction.
C. Gluing along the squids
Consider two 1-vertex foams κγ1 and κγ2 coming from squid graphs γ1 and γ2 together with their
sets of squids S1 and S2. Suppose that a squid λ ∈ S1 on the boundary of κγ1 is homeomorphic
to a squid λ′ ∈ S2 on a boundary of κγ2 (i.e. they have the same number of legs). We will
define now the gluing of κγ1 and κγ2 along the squids λ and λ
′. The operation will be denoted
by κ = κγ1 ∪(λ,λ′) κγ2 . To be more specific we denote the duality map by φ : λ → λ′ defining the
morphism of these squids (it needs to be a bijection).
The 2-complex κ = κ1 ∪(λ,λ′) κ2 is just the union of the complexes κ1 and κ2 with certain pairs
of edges identified1. The figure 13 shows an example of the gluing. To be more specific:
1 We are referring to the links of the squids as to the edges of the foams.
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(a) The boundary squid graphs γ1 and γ2 of two
1-vertex spin foams κγ1 and κγ2 . The dashed lines
mean that only a part of each graph is depicted, λ
and λ′ denote squids.
(b) The foam κγ1 bounded by the squid graph γ1
(c) Glueing of the two foams along the squids λ and
λ′
FIG. 13: The two initial graphs Γ1 and Γ2 are glued along the squids λ and λ′ (13a) into the
complex κ1 ∪(λ,λ′) κ2.
• Lets take a disjoint union of the complexes: κ˜ = κγ1 unionsq κγ2 .
• The map φ between λ and λ′ gives a set of pairs of edges:
Rφ = {α = (`, `′) : ` ∈ Lλ , `′ ∈ Lλ′ , `′ = φ(`)} (3.7)
• We identify each pair of edges α ∈ Rφ:
κ˜ 7→ κ˜/α1 7→ (κ˜/α1) /α2 7→ · · · 7→ κ (3.8)
Identifying a pair of edges is a procedure after which the resulting 2-complex differs from
the original one only by the fact, that two edges became one edge (and by all topological
implications of it). The detailed definition of this operation is given in the appendix A 2
together with the theorem, that the result of such gluing does not depend on the order of
gluings (app. A 3). Thanks to that theorem our operation is well defined.
The resulting 2-complex will be denoted as
κ = κγ1 ∪(λ,λ′) κγ2 = (F , E ,V; f2→1, f1→0) (3.9)
and its components are as follows:
• The set of faces is just the union: F = F1 ∪ F2.
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• The set of edges is the union divided by a relation: E = E1 ∪ E2/∼φ,1 , where two edges e, e′
are in the relation ∼b,1 if and only if e ∈ λ, e′ ∈ λ′ (or opposite) and φ(e) = e′ (or φ−1(e) = e′
in the opposite case).
• The set of vertices is defined in analogous way: V = V1 ∪V2/∼φ,0 where v ∼φ,0 v′ if and only
if v ∈ λ1 and v′ ∈ λ2 (or opposite) and φ(v) = v′ (or φ−1(v) = v′ in the opposite case).
• The function f1→0 coincides with the functions f (1)1→0 and f (2)1→0 at their domains, followed by
the projection pi∼0 onto the equivalence classes of the relation ∼φ,0:
f1→0 :
{
∂E1 3 x 7→ pi∼0 ◦ f (1)1→0(x)
∂E2 3 x 7→ pi∼0 ◦ f (2)1→0(x)
(3.10)
however one needs to do the consistency check with the relation ∼φ,1, i.e. check if x ∼φ,1 x′
implies f1→0(x) = f1→0(x′)?
Outside the glued squids it is obviously satisfied, since in this regime equivalence classes of
∼φ,1 are one-element sets. Assume thus, that x ∈ ∂e for e ∈ λ and we have x′ 6= x such that
x′ ∼φ,1 x. If it is so, x′ must be in λ′, and φ(x) = x′. We have f1→0(x′) = pi∼0 ◦ f (1)1→0(x)
and f1→0(x) = pi∼0 ◦f (2)1→0(x′). However since φ is a morphism of ∆-complexes, the condition
φ(x) = x′ must follow φ(f (1)1→0(x)) = f
(2)
1→0(x
′), thus f1→0(x) = f1→0(x′), what ends the proof.
• The function f2→1 coincides with the functions f (1)2→1 and f (2)2→1 at their domains, followed by
the projection pi∼1
f2→1 :
{
∂F1 3 x 7→ pi∼1 ◦ f (1)2→1(x)
∂F2 3 x 7→ pi∼1 ◦ f (2)2→1(x)
(3.11)
The new set of boundary squids of κγ1 ∪(λ,λ′) κγ2 is
S = (S1 ∪ S2) \ {λ, λ′} (3.12)
Thus we have just obtained a foam with squid structure on its boundary (κ, S) being the gluing
of two 1-vertex foams (κγ1 , S1) and (κγ2 , S2).
D. Continuation of gluing procedure to more general cases
What need to be done now is to show, that the same step we have just done from n = 1 to
n+ 1 = 2 can be done from arbitrary n to n+ 1 in inductive way.
The key step of the construction is noticing that all we needed during our construction so far was
the knowledge, that the foam we glue is the proper spin foam with squids drawn on its boundary.
Indeed: none of the steps in the subsection III C requires, that the complex κ˜, whose cells were
glued, was of the form κγ1 unionsq κγ2 . The only thing that is needed are general properties of 2 −∆-
complex and the squid structure we introduced on the boundary i.e. decomposition into squids.
Thus any result of gluing procedure may be a starting point of of another gluing procedure of this
type. Moreover the gluing procedure is independent on the order in which pairs of squids are glued,
what is obvious implication of the commutativity of gluing of pairs of edges (app. A 3).
So finally are able to complete the construction.
1. Let (G,R) be a graph diagram. Let G be a set of squid graphs constructed from graphs
being elements of G. Let R be the relation on the set of all squids defined as follows: λ is
in relation with λ′ iff the head of λ is in relation Rnode with the head of λ′. For each pair
(λ, λ′) ∈ R the link relation Rlink induces naturally a morphism of 1-complexes φ : λ → λ′
which identifies each leg of λ with a leg of λ′ in 1-1 way.
2. We construct a family of 1-vertex foams κγ creating one from each squid graph γ ∈ G (i.e.
from each Γ ∈ G)
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3. We take the disjoint union of all these 1-vertex foams:
κ˜ =
⊔
γ∈G
κγ (3.13)
4. We denote κ0 = κ˜, then we order pairs of squids r ∈ R by numbers from n = 1 to #R and
perform gluings by saying κn = κn−1/ ∼rn , i.e. we glue the complex along the pairs of squids
one after the other.
5. The resulting 2-complex is
κ = κ#R (3.14)
IV. PROPERTIES OF SUCH FOAM
In the previous section have constructed a 2-complex κ corresponding to a squid graph diagram
D = (G,R). Now we will analyse the structure of this foam. We will discuss the way faces may
intersect at edges, edges may intersect at vertices and we will give some examples of possible
topologies of the faces.
A. Types of edges
Using the notation introduced in Sec. III B (see (3.5)) one may distinguish three types of edges:
V N , V X, and NX, however the NX edges may be of two subtypes: internal or external. All these
types are presented at the figure 14. Properties of the edges are:
1. The V N -type edge is a history of the head of a squid (the head itself correspond to the point
N). It is always sheared by at least two faces (actually: to as many faces, as many legs had
the squid it was build from). The faces are always consistently oriented with the edge.
2. The V X-type edge is a history of the leg-node of a squid (the leg node itself correspond to
the point X). It is always sheared by precisely two faces (coming from the links that were
meeting at the node). Both these faces are oriented opposite to the edge.
3. The NX-type edge is a leg of a squid. It is a boundary edge if and only if the squid it belongs
to was not glued to another squid.
4. The NX-type edge is an internal edge of a complex if and only if the squid it belongs to was
glued to another squid. In such case this edge is sheared by precisely two faces. Orientation
of the faces is consistent to the orientation of the edge (by definition, see III B).
The edges of type V X and the internal edges of type NX (i.e. type 2 and type 4) will be called
removable and actually will be removed in the Sec. V A.
B. Types of vertices
There are three main types of vertices in 2-complex of our construction: V , N and X. The
N and X type split however into respectively two and three subtypes, so we have six classes of
vertices to describe.
1. Vertices of type V . They are always internal vertices. There is one such vertex for each squid
graph γ ∈ G.
2. Vertices of type N are the heads of squids. Such vertex is an internal vertex if and only if
the squid it came from was glued with another squid. In such case the N -type vertex looks
like the the vertex of type V coming from the θ-graph (see Fig. 15 - of course the similarity
is only local).
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FIG. 14: A fragment of a spin foam. The thick black edges are of the type V N , the thin black
ones are the type V X, and the green ones are NX-type edges. The orientations of the faces are
always consistent with those of the NX-edges. Some of NX-edges are boundary edges.
There are always two edges of type V N ending at such a vertex and a number of NX type
edges starting at this vertex. Since NX edges are removable, after removing them the N
type vertex becomes a bivalent vertex in the middle of an V V edge, thus it is also called
removable.
3. Vertex of type N coming from the non-glued squid is the boundary vertex. It is then a node
of the boundary graph.
4. Vertices of type X are the leg-nodes of the squids. Such vertex is an internal vertex if an
only if the squid leg it came from is a half of a link that belongs to a cyclic equivalence class
of the face relation Rface or a 1-element equivalence class of Rlink (i.e. it is an element of an
equivalence class of Rface relation of type 2, 3(b) or 4(b) see Sec. II D) Locally it looks like
an V -type vertex for a loop graph (see fig. Fig. 15)
Since all edges ending at such X-type vertex are removable (i.e. V X and internal NX), the
vertex itself will be also called removable.
5. If none of the squids that a vertex of type X belongs to is glued to any other squid, it is a
simple boundary vertex (it is a leg node in the middle of a link being unrelated to any other
link by Rlink relations, i.e. belonging to a type 1 equivalence class of the face relation Rface).
Removing of the V X edge ending at such a vertex makes it a boundary bivalent node. It
will be called removable.
6. The last possibility for X-type vertex is that it is the middle of a link ` being an element of
an open equivalence class of the face relation Rface (i.e. an equivalence class of type 3(a) or
4(a) - see Sec. II D).
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(a) A fragment of a spin foam containing
internal vertices N2 and X.
(b) Neighborhoods of the vertices N2 and,
respectively, X. The neighborhoods are
bounded by the depicted graphs.
FIG. 15: The spin foam (a) arises from the foam of fig.14 by gluing the squids of the heads N2
and, respectively, N3. We focus on the foam vertices N2 and X. Their neighborhoods (b) are
bounded by a θ-like graph (N2) and, respectively, a loop-like graph (X). The neighborhood of X
is a disc.
Such a vertex is also removable, because the internal edges ending at it are V X or internal
NX type, and after removing them the vertex becomes a bivalent boundary node, like in the
previous case.
Thus the only non-removable vertices are type V and boundary type N vertices.
It is worth to notice that a neighbourhood of each vertex of type X is topologically a disc. There
are two possibilities: for a boundary vertex X, and for an internal vertex X (see Fig. 16). In both
cases the edges meeting at X form a sequence of NX- and V X-type edges alternately i.e. a NX
edge is followed by an V X edge and an V X edge is followed by a NX edge. In case of a boundary
vertex X the sequence starts and ends with two (different) boundary NX-edges. In case of an
internal vertex X we can choose any NX edge as a starting one and the last V X edge in a sequence
is followed by the beginning NX edge.
(a) A boundary vertex X1. The depicted
segment of the boundary is N1X1N2.
(b) An internal vertex X
FIG. 16: Boundary and internal X-vertices
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C. Description of faces
The set of faces does not change during the gluing procedure, so final set F is just the union
of original sets FLγ for all initial squid graphs γ ∈ G. The faces are all triangular. Each face has
two internal edges (V N and V X), and the third edge (NX type) is also internal, if the squid the
face came from was glued to another squid, and it is boundary edge, if the squid was not glued to
anything. Topologically each face is a disk, placed onto some skeleton. Given a face, none of its
edges is glued with other edges of the same face (see Sec. IV A).
V. THE FINAL OPERATOR SPIN FOAM CORRESPONDING TO AN OPERATOR
SPIN NETWORK DIAGRAM
A. Removing of redundant edges and vertices
In previous section some edges and vertices have been marked as removable. These were the
V X edges, the internal NX edges, X vertices and internal N vertices. They were auxiliary in our
construction, while the other edges and vertices have a direct correspondence with elements of a
graph diagram. We will remove them now from the 2-complex κ of the equation (3.14) by merging
the higher dimension cells sharing the removable ones.
The resulting 2-complex κD can be characterised in terms of the corresponding graph diagram
D = (G,R):
• for each graph γ ∈ G there is one internal vertex vγ .
• for each boundary node n of the graph diagram (i.e. a node that is unrelated by the node
relation) there is a boundary vertex of the 2-complex (denoted also by n).
• for each equivalence class of the edge relation Redge there is an internal edge of the 2-
complex. If the equivalence class is one-element {n}, then the edge meets the boundary (at the
boundary vertex corresponding to the node n), and ends at the internal vertex corresponding
to the graph that n belongs to. If the equivalence class is two-element {n, n′}, then the edge
connects the internal vertices corresponding to the graphs that n and n′ belong to.
• for each link of the boundary graph of the graph diagram there is a boundary edge of the
2-complex. The edge connects the boundary vertices of the 2-complex that correspond to the
same nodes of the boundary graph, that the link connects.
• for each equivalence class of the face relation Rface there is an oriented face of the 2-complex.
It is oriented and glued to the skeleton of the 2-complex in a way that will be described
shortly (see Sec. V B).
B. Properties of the final 2-complex
In the Sec. IV we have discussed the properties of vertices, edges and faces of the 2-complex
obtained out of squid graphs, before removing the extra cells. Now we will characterise possible
classes of cells resulting after the removing.
1. Vertices
Each internal vertex of the resulting 2-complex comes from a vertex of type V . Its structure is
completely characterised by the graph Γ ∈ G it corresponds to (the graph is the boundary of a
sufficiently small neighbourhood of the vertex).
Each boundary vertex of the resulting 2-complex comes from a node of the graph diagram
unrelated to any other nodes by Rnode (i.e. from a boundary vertex of type N). Its structure is
given by the structure of the node of the boundary graph it corresponds to (a sufficiently small
neighbourhood of a boundary vertex Nn is a Cartesian product of a squid λn and an interval [0, 1[).
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2. Edges
There are three types of edges: the boundary edges, the internal edges with one end on the
boundary and the internal edges with no end at the boundary (there are no internal edges with
both ends at the boundary).
Each boundary edge comes from merging of two boundary NX edges shearing the X vertex.
The internal edges with one end at the boundary correspond to one-element equivalence classes
of the edge relation Redge. Each of them comes from a single V N edge, where N is on a boundary.
Each internal edge with no end at the boundary comes from a pair of V N edges shearing the N
vertex (thus the N vertex was removed). It is possible, that both merged V N edges started at the
same V vertex. In such a case obtained internal edge is a loop starting and ending at one internal
vertex. However in general the internal edges connect pairs of internal vertices.
3. Faces
Each face of the final 2-complex corresponds to one equivalence class of the face relation Rface.
Thanks to the structure of the X vertices each face is a union of the triangular faces of the complex
κ (3.14) shearing one X-type vertex. Therefore types of faces correspond to the types of equivalence
classes of Rface and to the types of (removed) X-vertices (see Sec. II D and respectively Sec. IV B).
There are two types of faces: faces which overlap the boundary edges and faces which overlap
only the internal edges.
• Each face which overlaps the boundary edges corresponds to an open equivalence class of
Rface (i.e. the equivalence class of type 1, 3a) or 4a)). The X-vertex it is coming from was a
boundary vertex (i.e. X vertex of type 5 or 6), thus the face contains precisely one boundary
edge (being the boundary N1N2 link that came from the same X vertex). We orient this face
in agreement with the boundary link it contains. Other edges of that face are, in order: the
X2V1 (where X2 is the ending of the boundary edge), then possibly some sequence of edges
V1V2, . . . , Vk−1Vk (however, k may be equal to 1), and then VkN1.
Some of the Vis may be equal, in such a case it effects the topology of the face. Moreover it
may happen that N1 = N2 (the boundary edge is a loop), and thus V1 = Vk, in such a case
all the edges N1V1 and N2Vk are equal - with all the consequences for the topology (i.e. the
face is either a cone or a cylinder).
It is impossible to obtain a face that contains more then one boundary edge.
• Each face which overlaps no boundary edges corresponds to a closed equivalence class of
Rface (i.e. the equivalence class of type 2, 3b) or 4b)). The X-vertex it is coming from was
an internal vertex (i.e. X vertex of type 4). All edges of this face are internal V V edges.
To orient such a face recall the structure of the X type vertex. In previous section we have
not used the orientation of the links of unsquided graphs, but we will invoke it now (as in the
previous item). Each V NX triangle meeting at considered X vertex inherits an orientation
from the unsquided graph. One can check that for each two triangles neighbouring at this X
vertex their orientations agree. Therefore the face obtained by removing the V X and NX
edges also inherits that orientation.
In other words we orient the faces in such a way that if one considers a neighbourhood of
any internal vertex vΓ, then its boundary agrees with the graph Γ, including the orientation.
The edges of such face form a sequence. Some elements of this sequence (edges or vertices)
may appear more then once.
Notice that however the interior of each face is a disc, its boundary may be glued in a topologically
nontrivial way. An example of it is shown and explained at Fig. 17.
C. The coloring
Having defined the 2-complex κD in Sec. V A for the graph diagram D = (G,R) now we will
define the operator spin foam (κD, ρ, P,A) for the operator spin network diagram (G,R; ρ, P,A).
25
(a) The fragments of squid graphs to be glued.
Dashed green lines express that only fragment
of graphs are shown. Dashed black lines show
the node relation, dotted black lines together
with small letter a, a′, . . . , d, d′ show the link
relation.
(b) The segments of the 1-vertex foams
bounded by the squides. For simplification
they have been cut along the edges V1X′ and
V2X′′
(c) The previous picture without the
simplification. The orientations of the green
edges show, the way they will be glued with
the primed ones
(d) The result of the glueing. The arrows
define the way the points on the sides of the
square are identified. The only edges of the
2-complex are the two V1V2 edges forming the
”equator” of the projective plane (The points
N1, N2 and X are not any more vertices of
the 2-complex).
FIG. 17: An example of a face having the projective plane topology. At each step primes shows
objects that will be identified in later steps.
To define it we need to define the coloring of κD, which will be induced by the coloring of the
diagram in a straightforward way:
• Each face f corresponding to the equivalence class [`i] = {`1, . . . `k} of the relation Rface is
colored by the representation ρf := ρ`i for an on (arbitrary) representative of the equivalence
class (because the coloring ρ` is constant on the equivalence classes). The corresponding
carrier Hilbert spaces will be denoted by Hρf .
This coloring induces the coloring of the boundary edges in a way consistent with the coloring
of the boundary graph of the operator spin network diagram.
• Each edge e which has one end on the boundary corresponds to a boundary node n of the
diagram. Each such node is colored by an operator Pn (see (2.3)), which induces a coloring
of the edge Pe := Pn.
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• Each edge e which has no end on the boundary corresponds to a pair of related nodes {n, n′}
in the diagram. Each such pair is colored by P{n,n′} (see (2.7)), which induces a coloring of
the edge Pe := P{n,n′}.
• Each internal vertex v (that is a vertex of the type V ) corresponds to a graph Γ ∈ G, which
is colored by a contractor AΓ (see (2.6)). This induces the coloring of the vertex: Av := AΓ.
This completes the definition of the coloring.
VI. EXAMPLES OF DIAGRAMS
A. The very first example
The very first example of operator spin network diagram has already been presented in Sec. I C
and motivated our definitions.
B. The trivial (static) spin foams
A trivial operator spin foam is, briefly speaking, defined by the histories of constant in time
spin networks. It is natural to ask what operator spin network diagram gives as the result a
trivial spin foam. The question is somewhat tricky, because the way our framework was introduced
was motivated by decomposing a foam into neighbourhoods of internal vertices. The trivial spin
foams, on the other hand, have no internal vertices. Therefore an answer will not be completely
trivial. This example teaches us which elements of the diagrams should be thought of as the trivial
evolution (nothing happening, no “interaction”).
Given (Γ, ρ), that is an oriented graph labelled by representations, consider the operator spin
foam representing the trivial evolution. The corresponding foam has the topology κ = Γ × [0, 1].
The boundary graph is Γin ∪ Γout, where Γin = Γ and Γout is obtained from Γ by switching the
orientations of all the links. For each link ` of Γin, the face `×[0, 1] of κ is oriented in the agreement
with ` and colored by ρ`. For each node n of Γin, the corresponding internal edge n× [0, 1] of the
foam is colored by the operator Pn ∈ Hn ⊗ H∗n defined by the natural contraction (that is, Pn
defines the operator id : Hn → Hn). That data defines an operator spin foam (κ, ρ, P ) (due to the
absence of internal vertices, no vertex contractors are needed). Example of a foam κ is shown at
Fig. 18.
We give now a receipt for an operator spin network diagram which gives an equivalent operator
spin foam. The diagram will consist of so called generalised θ-graphs.
• For each node n of the graph Γin we introduce one graph θ˜n in the following way (see also
Fig. 19):
1. The graph θn is defined as follows. It has two nodes nin and nout. For each outgoing
link ` at the node n in Γ there is one link `(s) at nin to nout in θn. For each incoming
link ` at the node n in Γ there is one link `(t) going from nout to nin in θn.
2. We construct the graph θ˜n by adding a node at each link of θn (and splitting the link
into two new links). Each new node will be denoted either by s` if it is on the link `(s)
or by t` if it is on the link `(t). The new links will be denoted by `
(s/t)
in/out respectively
(see Fig. 19). The new links inherit the orientation of the links of θn.
• For each link ` of the initial graph Γ the node relation Rnode is defined to relate the node s`
of θ˜s(`) and the node t` of θ˜t(`).
At each pair (s`, t`), the link relation R(s`,t`)link is defined to relate the link `(s)in with `(t)in and,
respectively, the link `(s)out with `
(t)
out (i.e. it does not mix in- and out-links).
Note that no node of type s`, or t` is left unrelated and all nodes nin and nout are unrelated
(i.e. they are boundary nodes).
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FIG. 18: A trivial (static) spin foam
FIG. 19: Construction of generalised θ-graph from a node n.
• We set the following coloring:
1. Each link of each θ˜ graph is colored by the representation of the link of Γ it comes from.
2. Each boundary node n and each pair of the related internal nodes {n′, n′′} is colored by
the identity operator, the canonical element of the corresponding space Hn ⊗H∗n, and
respectively, of Hn′ ⊗Hn′′ .
3. Each graph in the diagram is colored by the natural contractor ATr.
The Fig. 20 shows the resulting graph diagram (the natural colorings are described above). Now,
the foam defined by this graph diagram is not exactly the trivial one Fig. 18. Instead, we have
obtained the spin foam presented at Fig. 20c. It is obtained by dividing each of the faces of the
original foam by a horizontal edge and extending the colorings in such a way, that the resulting
operator is unchanged. Hence, the foam we have obtained is equivalent to the trivial one.
What we learn from this example is that the θ graphs colored by the canonical trace contractors
and identity operators, accompanied with suitable node relations, play the role of identities (no
interaction) in the spin network diagrams.
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(a) The graph diagram D
corresponding to the trivial spin
foam. The dotted lines show the
link relation. The node relation is
omitted.
(b) The red (disjoint) graph is the
boundary graph of D (dashed red
lines show the correspondence
between nodes of the diagram and
nodes of the boundary graph).
(c) The spin foam constructed from
the diagram D. The horizontal
internal edges are all bivalent.
FIG. 20: The trivial graph diagram and reconstruction of corresponding 2-complex. The node
relation is not drawn for the simplicity of the figure, but it can be read from the link relation at
pairs of blue nodes.
C. One interaction vertex spin foams
Now we will use our formalism to describe a simple non-trivial evolution of a spin network. First
we test the formalism on an very well known example of a foam. Next, we show a quite simple
diagram whose corresponding foam exceeds our graphical skills.
Consider a one internal vertex operator spin foam defining the evolution of the spin network
states on a graph Γin whose links are colored by ρin (with representations of a group G) into the
spin networks on a graph Γout whose links are colored by ρout. Suppose for the simplicity, that all
the operators coloring the internal edges are the identities, and the internal vertex is colored by a
contractor Av.
The neighborhood of the vertex is bounded by a graph Γint (see Fig. 21b) endowed with: the in-
duced link coloring ρint, node coloring Pint, the contractor Aint = Av, and relating some of its nodes
with the initial graph, and the other nodes with the final graph. This information defines the non-
trivial evolution. The quadruple referred to as interaction operator spin network (Γint, ρ∫ , Pint, Aint)
becomes an element of the corresponding operator spin network diagram (Fig. 22a).
To construct an operator spin network diagram representing this operator spin foam we first
perform the construction of the previous example to the initial data (Γin, ρin). The result of this
intermediate step is the operator spin network diagram of the previous example. Next, we extend
it by the interaction operator spin network (Γint, ρint, Pint, Aint). The relation R is extended in the
way depicted at (see Fig. 22a).
The above example uses a very simple form of spin foam. We choose it because it is easy to draw
the corresponding 2-complex explaining the construction. However, the power of diagrammatic
formalism sits in more complicated diagrams, when drawing the spin foam on a 2-dimensional
sheet of paper is difficult or even impossible. Consider a graph diagram shown at Fig. 23a. For
every coloring turning this graph into an operator spin network diagram, the calculation of the
corresponding operator defined for the boundary graph (Fig. 23b) is quite simple.
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(a) The spin foam with one simple interaction
vertex
(b) The interaction graph Γint (green),
together with the boundary graphs Γin and
Γout, respectively (red).
FIG. 21: A simple example of spin foam with one internal vertex.
(a) The graph diagram corresponding to the
spin foam at Fig. 21a (the node relation is
omitted)
(b) The spin foam obtained from the graph
diagram. The extra ”horizontal” internal
edges are trivial
FIG. 22: The diagrammatic construction of the spin foam presented above.
VII. SUMMARY, CONCLUSIONS AND OUTLOOK
The operator spin network diagrams and their framework is suited to play the analogous role
in the covariant formulations of LQG to the Feynman diagrams in QFT. Our diagram description
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(a) A graph diagram. The node relation
between θ graphs is omitted. The link
relation between links of θ-graphs and
interaction graph is described by the letters,
i.e. a is in relation with a′, b with b′ etc.
(b) The boundary in and out graphs (red)
corresponding to the diagram (green). The
red dashed lines show the correspondence
between boundary nodes and diagram nodes.
FIG. 23: A more complicated graph diagram.
provides an itemisation of the operator spin foams in terms of simpler elements: graphs, node/link
relations and colors. Similar ideas were introduced before by Frank Hellmann in his PhD thesis
[25].
The diagram framework introduced in this paper is capable enough to include the EPRL spin
foam model of the boundary Hilbert space equal the LQG kinematical Hilbert space and of ei-
ther the Euclidean or the Lorentzian signature. Also, the natural operator spin network models
introduced in [27] can be equivalently described by another class of the operators spin network
diagrams.
There are two ways of thinking of the spin foam models of gravity.
The first one is orthodox covariant, in which the states of the theory are defined on spin foam
boundary. It admits a natural formulation in terms of the operator spin network diagrams presented
in Sec. II F 1.
The second one splits the boundary into the initial and final parts supporting the initial, and
respectively, final states. The application of the diagram framework to the initial/final state tran-
sition amplitudes was addressed in Sec. VI. From those examples a scheme of a theory defined
by the operator spin network diagrams emerges. A specific theory can be defined by using the
following elements:
• a fixed set of the interaction graphs of the links colored by representations, nodes by operators
and themselves colored by contractors
• the set of the “propagators” (the trivial interaction graphs), that is the generalized theta
graphs constructed in Sec. VI B of the links colored by the group representations, nodes
colored by the identity operators and themselves colored by the natural trace contractors.
With these blocks we first construct all the possible 1-interaction vertex diagrams, and next all
their compositions.
Suppose, that the operators coloring the nodes of the diagrams are restricted to be projections
only. Then, each colored graph in an operator spin network diagram can be assigned an operator
on its own in such a way, that the spin network diagram operator becomes the composition of the
vertex and propagator operators. That farther simplifies the framework.
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There are several technical problems we have not addressed in this paper but we will do it
elsewhere. We briefly discuss them now.
We claim that the 2-complexes obtained from the graph diagrams set the right class of the 2-
complexes for the spin foams models of LQG to be defined on. The first question is whether there
are foams that can not be obtained in this way. More exactly, what are the CW-complexes that
are out of range by composing the graph diagrams? There are obvious degenerate examples in
which a vertex or an edge is intersected by no face, but those are not used for foams. Are there
any proper examples?
The second question concerns equivalence between different diagrams. Certainly there are dif-
ferently looking diagrams which define the same operators. For example the diagrams i Sec. VI C
are written in a way breaking the time symmetry. It is not hard to first restore the symmetry by
adding on the top one more diagram representing the static foam of the final state. Next, the lower
static foam diagram (corresponding to the initial state) can be in a suitable way removed. The
resulting diagram is equivalent but looks differently. Another source of the equivalent diagrams is
the spin network cylindrical consistency equivalence.
In the technical part of the construction of a 2-complex from a graph diagram the squid graphs
were introduced. Their usefulness suggests they may play more important role than an auxiliary
tool. Do they play a fundamental role by any chance?
One of the open problems of the spin foam approaches to the 4D gravity is definition of the
total amplitude that takes into account all the foams. A recent breakthrough in this issue is
Rovelli-Smerlak’s projective limit definition [28]. How do our diagrams fit in this limit?
Those questions will be answered soon either by us or by the readers.
ACKNOWLEDGMENTS
We thank Wojtek Kamiński for very useful remarks, in particular for the ideas of the: simplified
notation for the interaction graph diagrams and contractors coloring the graphs. We also thank
Benjamin Bahr, Frank Hellmann, William Nelson and Carlo Rovelli for their comments. Marcin
Kisielowski and Jacek Puchta acknowledges financial support from the project ”International PhD
Studies in Fundamental Problems of Quantum Gravity and Quantum Field Theory” of Foundation
for Polish Science, cofinanced from the programme IE OP 2007-2013 within European Regional
Development Fund. The work was also partially supported by the grants N N202 104838, and
182/N-QGG/2008/0 (PMN) of Polish Ministerstwo Nauki i Szkolnictwa Wyższego. All the authors
benefited from the travel grant of the ESF network Quantum Geometry and Quantum Gravity.
Appendix A: ∆-complexes
To make the paper self contained we will provide here a definition of ∆-complex. We will also
give the strict definition in terms of 2 − ∆-complexes of the edge-gluing procedure, which is the
base of the gluing procedure used in the paper. Finally we will prove the theorem saying that
(under some assumptions) gluing along two pairs of edges commute (we are not sure whether it is
the strongest version of the theorem, however it is sufficient for our needs).
In our considerations n-simplex will always mean n-simplex with ordered vertices. A n-simplex
will be denoted by ∆n. While considering 2-dimensional complexes we will use ∆ without super-
script to denote a two-simplex. One-simplexes will be called intervals when considered separately
(and denoted then by I), edges when embedded into a 2−∆-complex, and links when considered
as elements of boundary complex (i.e. graph). The zero-simplexes will be called vertices, when
considered as elements of 2-complex, and nodes, when they are elements of graph, and denoted v
and n respectively.
1. The definition
Consider a number of sets Cm, where m ∈ {0, 1, . . . , n}, each of them containing m-simplexes:
Cm = {∆m1 , . . . ,∆mNm} (number Nm is not necessarily finite). For each of them one can define a
boundary set ∂Cm =
⊔Nm
i=1 ∂∆
m
i . The boundary of a m-simplex is always union of (m−1)-simplexes.
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Now consider functions fm→m−1 for m = 0, . . . , n − 1 and set of relations ∼0, . . . ,∼n−1 , such
that
• each relation ∼m is defined on the set Cm
• relation ∼0 is the identity relation
• each function fm→m−1 is a map fm→m−1 : ∂Cm → Cm−1/∼m−1
• the next relation ∼m is defined by the function fm→m−1 by:
x ∼m y ⇔ fm→m−1(x) = fm→m−1(y) (A1)
The function fm→m−1 are called the boundary functions and they define the way that higher-
dimension simplexes are glued onto lower dimension skeleton. It is worth to notice that since first
relation, ∼0, is a trivial relation, it can be omitted in the construction. Then any other relation is
inductively constructed from functions fm→m−1. Thus what is essential in the construction of ∆-
complex are the boundary functions, not the relations (however they are very useful in geometrical
interpretation).
Having these notions we may define a ∆-complex:
Definition 3. ∆-complex is a collection of sets Ci, where i = 0, 1, . . . , n together with the functions
fi→i−1 for i = 1, . . . , n defined as above.
κ = (Cn, . . . , C0 ; fn→n−1, . . . , f1→0) (A2)
When considering 2−∆-complexes we will use notation
κ = (F , E ,V ; f2→1, f1→0) (A3)
2. How to glue a 2−∆-complex along a pair of edges?
We will define now the procedure of identifying two edges in a 2−∆-complex. The definition is
a special case of such procedure, which can be given for arbitrary dimension of both the complex
and the simplexes to glue.
Definition 4. Gluing along two edges Given a 2 − ∆-complex κ = (F , E ,V ; f2→1, f1→0) and a
pair of (different) edges α = (eA, eB) of E one may define a 2−∆-complex κ/α being the complex
κ with the edges eA and eB glued together. The resulting complex has the form:
κ/α =
(
F , E/α1,V/α0 ; piα1 ◦ f2→1, piα0 ◦ f1→0 ◦ (piα1)−1
)
(A4)
To make the definition complete, we have to specify the symbols that appears in above formula.
The set E/α1 is simply the set E with edges eA identified with eB . Formally it can be written as
E/α1 3 [e] =
{
e ⇔ e 6∈ {eA, eB}
[eA] ⇔ e ∈ {eA, eB} (A5)
where [eA] when considered combinatorially is a single element labeled by such label, and when
considered topologically (as an edge) acts just as its representant (i.e. [eA](t) = eA(t)). The
projection map piα1 : E → E/α1 is obvious.
The set of vertices V/α0 is the set V with ends of edges eA and eB appropriately identified. This
procedure is intuitively obvious, however need some care when being defined formally.
Lets name the beginning vertex of eA by vA0, its ending vertex by vA1, and respectively vB0 and
vB1 for eB (i.e. f1→0(s(eA)) =: vA0 etc.). If each of vA0, vA1, vB0, vB1 is different vertex, then the
quotient space V/α0 is as easy to construct, as in case of E/α1. However it is possible, that some
(or even all) of vertices vA0, . . . , vB1 are the same. We will consider two cases: first when in the
resulting quotient space there is one equivalence class for all of that points, and second when there
are two equivalence classes for them (only the later one were used in the paper).
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The first case arises when at leas one of the following equalities holds:
vA0 = vA1 or vA1 = vB0 (A6)
or any of those two with A and B replaced2. In such case the two edges are mapped to a circle
with one vertex on it, and the quotient vertex space is
V/α1 3 [v] =
{
v ⇔ v 6∈ {vA0, vA1, vB0, vB1}
[vA0] ⇔ v 6∈ {vA0, vA1, vB0, vB1} (A7)
If none of conditions (A6) is satisfied (i.e edges either do not intersect or intersect at their beginnings
or endings, or both, but ending with ending and beginning with beginning), the result of gluing is
not a circle, but an interval, and the quotient vertex space is
V/α1 3 [v] =
 v ⇔ v 6∈ {vA0, vA1, vB0, vB1}[vA0] ⇔ v 6∈ {vA0, vB0}[vA1] ⇔ v 6∈ {vA1, vB1} (A8)
The action of the projection map piα0 in both cases is obvious.
What one should note is that in spite of presence of (piα1)
−1 in the boundary function piα0 ◦f1→0◦
(piα0)
−1, the boundary function is well defined, there is only one case, when (piα1)
−1 is multivalued
([eA]), and in that case piα0 ◦ f1→0 gives the same result for both eA and eB .
3. Theorem of commutativity
In our paper a certain special case of the gluing procedure is performed. All the edges we glue are
boundary edges. And since the boundary of one-vertex-spinfoams are squid-graphs (see sec.III B),
they have some very useful feature: all the boundary vertices may be divided into two types: i)
these which have only outgoing boundary edges (heads of the squids), and ii) those, which have
only ingoing boundary edges (leg-nodes).
Since only the boundary edges are glued, this feature provides that only gluing of the second type
appears, i.e. it is not possible to glue two edges such that ending of one of them is the beginning
of another. The feature holds during gluing of boundary edges, because after each gluing the
boundary of new complex is subgraph of the original boundary.
Thanks to that fact it is sufficient for our use to sate and prove the theorem of commutativity
under following assumption: consider four different edges grouped in two pairs α = (eA, eB) and
β = (eC , eD) such, that
∀i,j=A,B,C,D s(ei) 6= t(ej) (A9)
The commutativity theorem says
Theorem 1. For any 2 − ∆-complex κ and any four different edges eA, . . . , eD such, that (A9)
holds, the following identity is true
(κ/α) /β = (κ/β) /α (A10)
where α = (eA, eB) and β = (eC , eD).
Proof:
One should prove, that each part of the 2−∆-complexes are equal.
The regime of faces is trivial, since the gluing does not effect the set F .
The regime of edges is not trivial, by it is obvious. Since E/α = (E \ {eA, eB})∪{[eA]} and since
{eA, eB} ∩ {eC , eD} = ∅, we have
(E/α) /β = (((E \ {eA, eB}) ∪ {[eA]}) \ {eC , eD}) ∪ {[eC ]} = (E \ {eA, eB , eC , eD}) ∪ {[eA], [eC ]}
(A11)
2 Since all the procedure is symmetric with respect to change of eA and eB , any consequent change of A and B
makes all the statements valid.
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which is symmetric with respect to change of order of α and β.
Having the set equality (E/α) /β = (E/β) /α one may consider action of the projection maps
piβ1 ◦ piα1 and piα1 ◦ piβ1 , which is obviously the same.
Now we may go to the vertexes regime.
Thanks to the assumption (A9) we may decompose the set V into a disjoint sum
V = V0 unionsq V1 unionsq Vrest (A12)
where V0 = {vA0, vB0, vC0, vD0} are the starting points of the glued edges, V1 are respectively their
ending points and Vrest = V \ (V0 ∪ V1). None of gluing act on Vrest, and the action of gluing
procedure on V0 and V1 is independent and may be considered separately.
Lets take a look on V0. The first quotient can be noted as
V0/α = (V0 \ {vA0, vB0}) ∪ {[vA0]} = ({vA0, vB0, vC0, vD0} \ {vA0, vB0}) ∪ {[vA0]}
= ({vC0, vD0} \ {vA0, vB0}) ∪ {[vA0]} (A13)
where one cannot omit the subtraction in the ({vC0, vD0} \ {vA0, vB0}) term, because we do not
know whether the two sets intersect or not.
Now lets take the second quotient. Note that one does not identify now points vC0 and vD0, but
their equivalence classes [vC0] and [vD0] with respect to the relation ∼α. The quotient is
(V0/α) /β = ((({vC0, vD0} \ {vA0, vB0}) ∪ {[vA0]}) \ {[vC0], [vD0]}) ∪ {[[vC0]]} (A14)
= (({vC0, vD0} \ {vA0, vB0}) \ {[vC0], [vD0]}) ∪ ({[vA0]} \ {[vC0], [vD0]}) ∪ {[[vC0]]}
Now: if {vC0, vD0} ∩ {vA0, vB0} = ∅, then the equivalence classes [vC0],[vD0] are just the elements
vC0 and vD0. So in this case the first term gives the empty set, while in the second term the
subtraction gives just {[vA0]}, so finally the result set is {[vA0], [vC0]}. However if at least one of
the later points (say vC0) belongs to {vA0, vB0}, then [vC0] = [vA0], so the second term vanishes,
and the first term is ({vD0} \ {vA0, vB0})\{[vD0]}, which also vanishes: either because [vD0] = vD0
(which occurs for vD0 6∈ {vA0, vB0}) or because vD0 ∈ {vA0, vB0}. So finally the result set in the
second case is (V0/α) /β = {[[vC0]]}, which is equal to {[[vA0]]} (because [vC0] = [vA0]).
In both cases the set (V0/α) /β:
(V0/α) /β =
{ {[vA0], [vC0]} for {vA0, vB0} ∩ {vC0, vD0} = ∅
{[[vC0]]} for {vA0, vB0} ∩ {vC0, vD0} 6= ∅ (A15)
is insensitive for change of the order α and β, which was the object of the proof.
The same reasoning goes for the set V1, and thus for all the set V
Since the the set (V/α) /β being the image of piβ0 ◦ piα0 is the same as the image of piα0 ◦ piβ0 , it
is reasonable to ask whether they are the same maps. The answer is in affirmative what obviously
follows from the formula (A15) describing the set V.
Quod erat demonstrandum.
For our use the following further consideration is needed: since we glue the series of pairs of
edges α1, . . . , αk, we need to know whether any reordering of this series is equivalent. However
since any permutation can be composed out of transpositions of neighbour elements, the theorem
of this section implies that any permutation of αs gives the same quotient complex.
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