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7Scope and summary
Scope and summary of this thesis
At an ever increasing rate the genetic inven-
tories of numerous organisms are being revealed 
by genome sequencing eﬀorts. However, the 
resulting genomic information reveals compara-
tively little on how the individual parts fulﬁll 
their function in the machinery of life. This is a 
direct consequence of the fact that the genes are 
not the actual actors within a cell. In order to 
perform their encoded function, genes are tran-
scribed and translated into proteins, and these in 
turn mediate most of the essential structures and 
functions of cells.
Much of our understanding of protein func-
tion at the atomic level originates from studying 
protein structures. There are various diﬀerent 
techniques to elucidate protein structure and of 
these currently only two are producing structures 
in large quantities: single-crystal X-ray diﬀrac-
tion and nuclear magnetic resonance (NMR) 
spectroscopy. For the proteins that form suitable 
crystals, X-ray crystallography represents a ma-
ture and rapid approach. Soluble proteins that 
do not crystallize readily can only be studied by 
solution state NMR spectroscopy. 
X-ray crystallographers, aided by largely 
automated procedures, sometimes can solve a 
protein structure within hours of data collection. 
NMR spectroscopists have to go through a more 
laborious process of resonance assignment and 
structure calculation, and this can take months. 
Nevertheless, due to the development of more 
advanced spectrometers, more sophisticated 
experiments, and automated assignment and 
structure calculation procedures, NMR protein 
structure determination methods have advanced 
to the point were the structure of small- to me-
dium-sized proteins (up to roughly 30 kDa) can 
now be determined in a routine manner. This has 
led to the integration of NMR spectroscopy as a 
structure determination tool in many of the cur-
rently ongoing structural genomics projects.
One of the foremost goals of these structural 
genomics projects is to determine a basic set of 
protein structures, which includes at least one 
member of each of the many diﬀerent protein 
fold classes. This set of protein folds should 
provide the basis for the prediction of the three-
dimensional structure of most of the remaining 
proteins using homology modeling techniques. 
However, for such an approach to be successful 
it is of the utmost importance that the protein 
structures present in the basic set are accurate 
and of high structural quality. Also, for further 
interpretation and use of these structure models 
in follow-up studies it is essential to have detailed 
knowledge of structural quality. Therefore, it is 
important that the structure models be exten-
sively validated, using both the experimental 
data and structural knowledge obtained from a 
reference set of high quality structures. The high 
rate by which biomolecular structures are being 
determined within structural genomics projects 
and the ever increasing amount of automation 
within these projects renders proper validation 
of the resulting structures important. It is within 
this context that the work presented in this the-
sis, with its special focus on the validation of 
biomolecular structures determined using NMR 
spectroscopy, should be placed.
Validation of NMR structures is typically 
aimed at two aspects: how well do the structures 
agree with the experimental NMR data and 
how do the structures compare to statistics de-
rived from a reference database of high quality 
protein structures. The both of these aspects are 
discussed in the ﬁrst two, introductory, chapters. 
In Chapter 1 an overview is presented of valida-
tion approaches that are commonly used to assess 
the quality of NMR derived structure models. 
Following a brief introduction on NMR struc-
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ture calculation and the precision and accuracy 
of NMR structures, diﬀerent techniques are dis-
cussed for the validation of both local and global 
geometric quality. Chapter 2 reviews common 
methods used to assess the quality of macromo-
lecular structures in light of the experimental data 
obtained by NMR spectroscopy. An overview is 
given of the diﬀerent types of experimental input 
data, their application in structure calculation 
algorithms, and the concepts and tools available 
for their validation.
In Chapter 3 a new method to analyze the 
information content of NMR data is presented. 
This method, named QUEEN, is based on a 
description of the structures in distance space 
and concepts taken from information theory. It 
allows for an objective description of the amount 
of information contained in complete datasets as 
well as individual restraints. The method is tested 
on several experimental datasets, and it is shown 
that QUEEN can be used to successfully identify 
the crucial restraints in a structure determination 
project.
Subsequently, the information measures im-
plemented in QUEEN are applied in Chapter 4 
to investigate the relation between the informa-
tion contained in experimental datasets and the 
quality of resulting structure ensembles. The re-
sults show, for the ﬁrst time, that there is a direct 
relation between data information content and 
structural quality. This knowledge is used to de-
rive a new per-residue quality parameter, which 
provides direct insight into the extent to which 
structural quality is governed by the experimen-
tal input data.
In addition to the quality of the data, the 
energy parameters used in the ﬁnal reﬁnement 
step contribute a mayor inﬂuence on the quality 
of biomolecular NMR structures. The DRESS 
database, presented in Chapter 5, provides a 
clear example of this ﬁnding. In this database, a 
set of 100 NMR derived protein structures was 
re-reﬁned using restrained molecular dynamics 
in explicit solvent. Validation of the structure 
ensembles, using approaches discussed in the in-
troductory chapters, demonstrates that both the 
geometric and overall quality of the NMR struc-
ture models in DRESS is signiﬁcantly improved 
compared to the original ensembles.
It has become increasingly clear in recent years 
that the precision of deposited NMR ensembles 
often overestimates their accuracy, an issue dis-
cussed in the ﬁrst chapter of this thesis. Chapter 6 
reports on a method that yields a more realistic 
estimate of the uncertainty in the atomic coor-
dinates by maximizing the structural variance 
within an ensemble of structures, while main-
taining accordance with the experimentally de-
rived data. The results indicate that the structural 
variance of most NMR structure ensembles can 
be signiﬁcantly increased without compromising 
geometric quality or the ﬁt to the experimental 
NMR data.
Finally, Chapter 7 presents an application of 
the methodology, tools and knowledge described 
in this thesis to a practical example. In search of a 
suitable template to build a homology model for 
the protein Dynein Light Chain 2A, two NMR 
structures of this protein were obtained from the 
Protein Data Bank, both originating from diﬀer-
ent structural genomics eﬀorts. The folds of the 
two structures are remarkably diﬀerent, despite 
their high sequence identity (96%). In this chap-
ter a detailed analysis of both structure ensembles 
is presented, which allows us to identify one of 
the two ensembles as incorrect. Subsequently, 
the analysis of a large set of structures solved as 
part of structural genomics eﬀorts shows that this 
erroneous structure is unfortunately not an iso-
lated incident. In the conclusion, suggestions are 
oﬀered on how the methods and tools described 
in this thesis could be applied to prevent such 
serious errors from occurring in the future.
This chapter is based on:
Chris A.E.M. Spronk
Sander B. Nabuurs
Elmar Krieger
Gert Vriend
Geerten W. Vuister
2004
Progress in Nuclear Magnetic 
Resonance Spectroscopy
45, 315-337
10 Chapter 1
Acknowledgements
The authors wish to thank Hugo van Ingen 
for critical reading of the manuscript and Tine 
Walma for providing the PDZ2-AS dataset. 
Further, we thank all NMR spectroscopists who 
deposited their experimental restraints along with 
the structure coordinates, without whom the 
presented NMR structure validation work would 
not have been possible. C.S. and S.N. are ﬁnan-
cially supported by the Netherlands Organization 
for Scientiﬁc Research (NWO/CW), and the 
European community (5th Framework program 
NMRQUAL contract number QLG2-CT-2000-
01313), respectively.
11NMR structure validation
Introduction
The availability of three-dimensional (3D) 
structures of proteins and nucleic acids has 
greatly improved our insights into biological 
processes and macromolecular structure-func-
tion relationships. The two main experimental 
techniques used to derive structure models of 
biological macromolecules are X-ray diﬀraction 
and solution NMR spectroscopy. X-ray diﬀrac-
tion techniques were introduced for studying 
biomolecular structures some 5 decades ago 
with the determination of the 3D structures of 
DNA (Watson and Crick 1953) and myoglobin 
(Kendrew et al. 1958). It has become a well-
established and developed technique, yielding 
ever more accurate structures with the use of im-
proved equipment, automation and analysis tools 
(Kleywegt and Jones 2002). The vast number of 
X-ray structures that are now available from the 
Protein Data Bank (PDB) (Bernstein et al. 1977; 
Berman et al. 2000) allows for the selection of 
well-determined and validated protein structure 
models. These models provide a reference set 
from which structural preferences of proteins can 
be derived and which in turn can be used for the 
analysis of newly derived structure models.
High-resolution NMR spectroscopy is a 
much younger technique and was ﬁrst used as 
a tool for structure determination of proteins 
and nucleic acids at atomic resolution some 
20 years ago (Kaptein et al. 1985; Williamson 
et al. 1985). Since then, approximately 5000 
NMR-derived structures have been deposited at 
the PDB, which amounts to ~15% of the total 
number of structures. More importantly, how-
ever, the number of unique folds determined by 
NMR spectroscopy is much higher, i.e. about 
25% (Laskowski 2003), and NMR structures 
thus represent a signiﬁcant source of information 
on protein folds. Apart from structural informa-
tion, NMR also provides information about the 
dynamics of proteins and nucleic acids. This 
unique combination of structure and dynamics 
renders NMR a powerful tool for the analysis 
of dynamic events, such as folding transitions 
in proteins, which are of major importance for 
biological function.
One of the most important aspects of all 
structural models is their reliability or accuracy 
(Hooft et al. 1996a; Kleywegt 2000). Structure 
models are not merely to be published and de-
posited in public databases, but are supposed to 
explain biological function and serve as guides 
for further study. Hence, their usefulness de-
pends on the quality of the model. Structure 
models can contain errors at many diﬀerent lev-
els, even to the extent that the overall fold can 
be completely wrong (Laskowski 2003). Other, 
less serious errors may occur in the details of the 
structure model, rendering it less precise, and 
too inaccurate for a molecular modeling type of 
experiment, yet of suﬃcient relevance to help in 
understanding the biological function. 
It is important always to realize that a 3-di-
mensional representation of a molecule is not a 
real structure, but a model of that structure built 
to represent experimental data (Laskowski 2003). 
The model of the structure may or may not be a 
useful representation of the truth, depending on 
the quality of the data, and the skill of the experi-
menter who translates the experimental data into 
structural coordinates. In this light we must con-
sider the fact that in any experiment errors will 
occur. These errors may be random, which will 
inﬂuence the reproducibility and the precision of 
the data and resulting structures, or systematic, 
which will inﬂuence the accuracy of the structure 
model. It is important to distinguish between 
these two types of errors, as well as to diﬀerenti-
ate carefully between precision and accuracy.
Historically, the quality of NMR-derived 
structures is lower when compared to X-ray 
structures, which is largely caused by the much 
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lower information-content of the NMR data. 
Until some years ago, distance and dihedral an-
gle restraints derived from NOE and J-coupling 
experiments were the main sources of informa-
tion in NMR structure determination. However, 
technological and methodological developments 
have provided new means of improving the 
quality of NMR structures. Valuable structural 
restraints can be obtained from experiments 
that allow measurement of scalar 3J-couplings 
across hydrogen bonds (Dingley and Grzesiek 
1998; Cordier and Grzesiek 1999), residual di-
polar couplings (Tjandra and Bax 1997), carbo-
nyl chemical shift anisotropies (Cornilescu et al. 
1998; Sprangers et al. 2000) and paramagnetism 
(Banci et al. 1997; Banci et al. 2004). In addi-
tion, backbone dihedral angle constraints can 
be derived from chemical shifts in combination 
with database searches (Cornilescu et al. 1999).
Parallel to the developments in experimental 
NMR, powerful automation and computational 
methods for spectrum interpretation have be-
come available. Automated NOE assignment 
and structure calculation (Nilges et al. 1997; 
Herrmann et al. 2002a; b; Linge et al. 2003a; 
Kuszewski et al. 2004), and structure calculations 
using the concept of proton-densities (Grishaev 
and Llinas 2002a; b; 2004) have increased the 
amount of information that can be extracted 
from experimental data and added to the reli-
ability of NMR structures by reducing the need 
for manual interpretation. Finally, reﬁnement 
of NMR structures in explicit solvent has been 
shown to be an eﬀective method to improve 
structure quality and is now routinely employed 
as a ﬁnal step in NMR structure determination 
(Linge et al. 2003b; Nabuurs et al. 2004) (cf. 
Chapter 5).
In this review we will discuss both traditional 
and more recent methods that are commonly 
used to address the quality of NMR derived 
structure models. We have chosen to follow the 
main steps in a typical NMR structure determi-
nation project. In doing so, a brief introduction 
on NMR structure calculation and selection 
procedures is given, followed by an assessment 
of the precision and accuracy of structure mod-
els. A major part of this review is dedicated to 
validation of the overall geometric quality of 
NMR structures, which is based on comparison 
to high-resolution X-ray structures. All aspects of 
structure validation are illustrated in detail using 
selected actual examples.
NMR structure determination
Structure calculation procedures
Structure determination using NMR data is 
of a fundamentally diﬀerent nature to that using 
X-ray data, and relies on many more assump-
tions. Here, we will only brieﬂy discuss the major 
steps involved in NMR structure derivation. For 
a more elaborate discussion on this topic we refer 
to two reviews on structure calculation protocols 
and methods for automated structure determina-
tion (Güntert 1998; 2003).
NMR structure determination involves the 
following steps (cf. Figure 1.1): acquisition of 
experimental data, assignment of resonances to 
atoms in the molecular structure, assignment of 
observed interactions to atom pairs and transla-
tion of these interactions into conformational 
restraints, such as distance restraints, torsion an-
gle restraints and orientational restraints. From 
the resulting set of conformational restraints 
an initial set of structures is calculated, which 
is then manually or automatically analyzed to 
identify errors in the restraints and assignments. 
Such errors are typically identiﬁed by a violation 
analysis of the restraints in the ensemble of struc-
tures, followed by checking the restraints against 
the experimental data. The structure and error 
analysis is then used to decide on whether the 
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restraints should be modiﬁed, i.e. whether false 
assignments were made or whether the bounds 
of the restraints should be adjusted. It is here that 
NMR structure determination is especially vul-
nerable to human error and possible bias, such 
as unjustiﬁed removal of violating restraints, 
particularly in non-automated methods.
The steps from assignment to structure and 
error analysis are generally performed in an 
iterative manner, until an optimized data set is 
obtained from which, hopefully, all errors in the 
assignment procedure have been removed. This 
optimized data set is then used to calculate a ﬁnal 
ensemble of structure models that is subsequent-
ly subjected to validation in order to obtain an 
indication of the quality and structural statistics 
such as a measure of the ﬁt of the structures to 
the experimental data, positional RMSD values, 
Ramachandran plot scores and others. As will be 
pointed out in this review, structure validation 
is a very important step in the NMR structure 
determination process as it provides an indica-
tion of the reliability of the model. In practice 
it appears that validation is often only used to 
obtain structural statistics, i.e. a description of 
the resulting structure. However, validation often 
points to possible problems, unique conforma-
tions that may either be real or resulting from 
errors, and as such should be used to re-examine 
carefully the original data or structure calculation 
procedures.
Structure selection
The ﬁrst step in structure validation is the se-
lection of NMR structures from a large ensemble 
of calculated structures. This is a crucial step, since 
it will aﬀect all further analyses. Unfortunately, 
the absence of a consensus on structure selection 
procedures introduces a subjective bias in the ﬁ-
nal result. The two most widely used procedures 
are based on either the number of experimental 
restraint violations or the energy of the structure. 
Both methods involve arbitrary cutoﬀ criteria, 
which can be user-deﬁned.
For both procedures, the interplay between 
the terms in the applied force ﬁeld and the ex-
perimental restraints used to calculate the struc-
tures presents a non-trivial factor. Provided that 
the force ﬁeld itself is internally consistent, a low 
Figure 1.1. Schematic representation of the basic steps in NMR structure determination.
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energy conformation can always be found in the 
absence of any experimental restraints. In the 
presence of experimental restraints and assuming 
the molecule has a single global conformation, 
we distinguish the following four situations:
1. Ideally, the experimental restraints are inter-
nally consistent and compatible with the terms 
in the force ﬁeld. It should be possible to obtain a 
solution that satisﬁes all restraints without intro-
ducing geometric distortions into the structure.
2. The experimental restraints are internally 
inconsistent due to false assignments or conver-
sion. All calculated structures will contain experi-
mental restraint violations and an error analysis 
is required.
3. The experimental restraints are incompat-
ible with the terms in the force ﬁeld. The result 
depends on the balance between the terms in the 
force ﬁeld and the weighting of the experimental 
restraints. Increasing the relative weight on the 
experimental restraints may force the structure to 
ﬁt the data, but introduces geometric strain in 
the molecule.
4. A combination of situations 2 and 3 above.
Clearly, an analysis of the resulting structures 
should not be conﬁned to experimental restraint 
violations alone since this may result in structures 
with poor geometric quality, albeit without any 
experimental restraint violations. The geometric 
quality of a structure can be checked by inspect-
ing the energy of the diﬀerent force ﬁeld terms. 
Alternatively, direct geometric validation can be 
performed using structure calculation software 
or by specialized structure validation software. 
Structure selection using an energy cutoﬀ 
criterion is expected to yield similar ensembles 
as compared to using violation cutoﬀ criteria, 
since the energy of the structures is correlated 
Figure 1.2. Structure calculation and selection, illustrated using an alternatively spliced form of the sec-
ond PDZ domain of PTP-BL (PDZ2-AS) (Walma et al. 2004) (PDB entry 1OZI). (A) 50 structures were calcu-
lated using a simulated annealing protocol in XPLOR-NIH (Schwieters et al. 2003) based on distance and 
dihedral angle restraints (top). 22 structures were selected that contained no distance restraint violations 
larger than 0.5 Å and no dihedral angle restraint violations larger than 10°(bottom). Figure generated with 
YASARA (http://www.yasara.org). (B) Number of NOE violations (solid line), RMS NOE violations (dotted 
line) and overall energies (dashed line), for the 50 calculated structures in (A). Structures were sorted based 
on NOE energies.
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with the number and size of the violations. The 
distinction between properly folded and mis-
folded structures is usually manifested by a sharp 
increase in energy (cf. Figure 1.2). In this respect 
the following should be noted: low energy en-
sembles often contain a few violations above the 
violation-cutoﬀ for restraints, since they were not 
selected using this criterion. A structure without 
violations above the cutoﬀ actually may have 
a (overall) higher energy when compared to a 
structure with a few violations above the cutoﬀ, 
since the latter could have a lower number of total 
violations. It must also be noted that ensembles 
with a few violations are not necessarily wrong, as 
the violations could result from complicated dy-
namical processes. Figure 1.2 illustrates the eﬀect 
of the diﬀerent selection procedures. Sorting the 
ensemble of the PDZ2-AS protein on the basis of 
NOE energies yields a diﬀerent ordering to that 
which would have been obtained using NOE vio-
lations as a criterion. However, it is also clear that 
the ﬁrst 22 structures are well-folded and would 
have been selected irrespective of the criterion 
used. Conversely, the sharp rise in all parameters 
observed for the last ﬁve structures indicates that 
these represent misfolded structures which are 
incompatible with the experimental data.
Precision and accuracy of NMR 
structure ensembles
An important aspect of any structure determi-
nation is the ﬁnal positional uncertainty in the 
molecular coordinates. In X-ray crystallography 
the measure used to describe this uncertainty is 
the B-factor or temperature factor, which de-
pends on aspects such as the quality of the crys-
tal, internal dynamics, and disorder.
In most NMR structure studies, the uncer-
tainty in the molecular coordinates is described 
using the coordinate root mean square deviation, 
or RMSD. Often this parameter is used as a meas-
ure of quality of the structure determination, i.e. 
it is assumed that lower RMSD values indicate 
more precise and thus better results. However, 
the more relevant question to ask is how accu-
rately the ensemble of structures represents the 
true molecular conformation(s) and the variance 
therein. The variance in the derived coordinates 
should also reﬂect the internal dynamics of the 
molecule. In addition, for proper statistics the 
precision of the structure model(s) should also 
reﬂect uncertainties arising from experimental, 
data-conversion and computational procedures.
Precision versus accuracy
To understand the meaning of coordinate 
RMSDs it is important that precision and ac-
curacy are clearly diﬀerentiated. The precision 
of an observation is generally understood as the 
measure of reproducibility of repeated measure-
ments and can be expressed as the variance of the 
measured value (x) around its average value (<x>). 
Accuracy, on the other hand is the measure of the 
closeness of the measurement to the true value 
(Hoch 1991; Zhao and Jardetzky 1994). The dif-
ference between precision and accuracy is illus-
trated in Figure 1.3 for an experiment designed 
to determine the x- and y-coordinates of a given 
atom. Assuming that the true coordinates are 
known for this atom and have a ﬁxed value, these 
x,y-values are represented by the ﬁlled circles in 
the center of the coordinate frames in Figures 
1.3A-D. The data points obtained from the dif-
ferent measurements are expected to spread and 
their values are represented by the open circles. 
Four diﬀerent situations can now be distin-
guished that illustrate the diﬀerence between the 
accuracy and the precision of the measurement: 
1. Figure 1.3A depicts a precise, but inaccurate 
measurement: the narrow clustering of the open 
circles indicates that the measurement is very re-
producible and thus precise, however the values 
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do not cluster around the true values of x and y.
2. Figure 1.3B depicts an accurate, but impre-
cise measurement: the large variation in the open 
circles indicates that the measurement is not very 
reproducible and not precise, however the values 
cluster around the true values of x and y. 
3. Following similar reasoning the situations 
depicted in Figure 1.3C can be described as an 
accurate and precise measurement.
4. Likewise, the situation shown in Figure 1.3D 
represents an imprecise and inaccurate measure-
ment.
For NMR structures determined in solution it 
is to be expected that, due to internal dynamics, 
structures will always display a variation around 
an average conformation. Assuming this average 
conformation can be determined, the true spread 
in the coordinates x,y of an atom may be repre-
sented by the ﬁlled circles in Figure 1.4. Assuming 
further that the measurement is accurate, i.e. the 
values obtained from the experiment are spread 
around the average of the ‘true’ x- and y-coordi-
nates, three situations can be distinguished: 
1. The variance in the coordinates is smaller 
than the physical variance (the values that are 
obtained are too precise and precision underes-
timates the physical variance).
2. The variance in the coordinates equals the 
physical variance (precision equals the physical 
variance, the ideal situation).
3. The variance in the coordinates is larger 
than the physical variance (the values that are 
obtained are not precise enough and precision 
overestimates the physical variance).
Practical aspects severely inﬂuence estimates of 
the precision of NMR structures. First, the aver-
age conformation cannot be determined without 
bias because of problems in deﬁning the superpo-
sition of structures prior to averaging (vide infra). 
Second, the desired outcome from a structure de-
termination is the situation where the precision 
equals the physical variance (corresponding to 
an accurate representation). However, in theory 
this can only be achieved when the experiments, 
conversion of experimental data into structural 
restraints, and computational procedures are per-
fect and do not introduce additional errors. Since 
all steps in NMR structure determination involve 
experimental errors, assumptions and simpliﬁca-
tions, the ideal situation can never be achieved 
in practice. The cumulative eﬀect of these errors 
in the diﬀerent steps is expected to result in the 
situation where the precision overestimates the 
true variance, as shown in Figure 1.4C.
Figure 1.3. Illustration of precision and accuracy. The true x,y-coordinate of a given atom is indicated by 
a ﬁlled circle, sampled values of the coordinates are indicated by open circles. (A) Precise but inaccurate 
sampling. (B) Accurate but imprecise sampling. (C) Accurate and precise sampling. (D) Inaccurate and im-
precise sampling.
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In the NMR community there is a trend to 
minimize the RMSD of an ensemble in order to 
suggest a precise ensemble of structures, and it 
has often been shown that precision overestimates 
accuracy (Havel and Wüthrich 1985; Brünger et 
al. 1993; Clore et al. 1993; Zhao and Jardetzky 
1994; Gronenborn and Clore 1995; Chalaoux et 
al. 1999). Consequently, this potentially results 
in the undesirable situation where the precision 
underestimates the true variance and the ensem-
ble does not contain any information on some of 
the truly accessible conformations. For this rea-
son we recently proposed that the RMSD should 
actually be maximized, only limited by the ac-
cordance with the experimental data and geom-
etry restrictions (Spronk et al. 2003) (see Chapter 
6). We also showed that structure ensembles can 
be improved signiﬁcantly in terms of almost all 
validation criteria, while simultaneously increas-
ing the positional RMSD values by a factor 2-3. 
Although this neither guarantees that the physi-
cally available conformational space is sampled 
completely nor that the so-called ‘resampled’ 
ensemble represents an accurate representation, 
the procedure does increase the chances that 
information on all conformations consistent 
with the experimental data is present within the 
ensemble. Maximizing the RMSD values also 
provides for a more reliable error estimate, which 
is essential in order to have a good understanding 
of the available data. This error estimate should 
include all factors that contribute to the error: 
experimental errors, dynamics, conversion of 
data and computational procedures.
In the discussion above, it was assumed that 
the true conformations are known and that aver-
age conformations can be determined. The true 
value of the parameter under investigation, or the 
so-called ‘gold standard’, is required to assess the 
accuracy of experimental results. Unfortunately, 
under practical circumstances such a gold stand-
ard does not exist and accuracy can only be as-
sessed by using simulated datasets. Although 
certainly not a ‘gold-standard’, it often can be 
useful to compare the NMR derived results with 
a relevant X-ray structure, provided that overall 
indicators suggest such a comparison to be sen-
sible. Bearing obvious diﬀerences resulting from 
mobility, diﬀerent conditions or crystal contacts 
in mind, such a comparison may point to regions 
that warrant careful examination.
Assessing the precision or RMSD of an ensem-
ble of structures is, like the accuracy, not trivial 
because many diﬀerent factors inﬂuence the ﬁnal 
Figure 1.4. Illustration of observed precision and true physical variance. It is assumed that the values 
obtained from the experiment (open circles) are spread around the average of the true (ﬁlled circles) x- and 
y-coordinates.
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result. First of all, the calculation of meaningful 
positional RMSD values requires superposition 
of the ensemble of structures. Superposition re-
quires the deﬁnition of regions and atoms that 
should be superimposed, and many diﬀerent 
procedures are employed. A measure for the un-
certainty in the coordinates that does not require 
superposition is circular variance (Laskowski et 
al. 1993), which is calculated from the varia-
tion in backbone and side chain dihedral angles. 
Interestingly, high coordinate RMSD values can 
coincide with low circular variance. An example 
is given in Figure 1.5 for the hinge-like behavior 
often observed for loop regions. The ﬁgure shows 
both the positional RMSD and circular variance 
values for the loop regions (residues 32-46) of the 
PDZ2-AS protein. Whereas RMSD values are 
all larger for this region when compared to the 
remainder of the protein, circular variance data, 
in particular for the φ-ψ combination, indicate 
the presence of two hinges (residues 36-37 and 
43-44, respectively) connected by a relatively 
structured loop. Unfortunately, circular vari-
ance cannot be translated into an uncertainty in 
Cartesian coordinates.
The second major problem in calculating po-
sitional RMSD values relates to the criteria used 
for selecting the ﬁnal ensemble. As discussed 
before, there exists no unbiased procedure and 
diﬀerent RMSDs will be obtained for ensembles 
selected based on diﬀerent criteria. Finally, the 
uncertainty in the coordinates will depend to 
some extent on the force ﬁeld used to calculate 
and reﬁne the ensemble of structures. Force ﬁelds 
can diﬀer signiﬁcantly in the variation that is al-
lowed for bond lengths, bond angles and, more 
importantly, the backbone ω-angles. The allowed 
variation in the ω-angles especially can have a 
signiﬁcant inﬂuence on the RMSD of the back-
bone (Spronk et al. 2003). In conclusion, it is 
clear that the positional RMSD values should be 
interpreted with great caution when using these 
as measures for precision or accuracy.
Validation of geometric quality
Checking the geometric quality of structure 
models is an important aspect of NMR structure 
validation. In high-resolution X-ray structures 
the geometric quality is determined largely by 
the data and does not rely heavily on the use 
of force ﬁelds for optimization of the model. 
In contrast, structure determination by NMR 
spectroscopy is much more dependent on the use 
Figure 1.5. Plots of (A) the backbone (black) and side chain (gray) RMSD and (B) circular variance for 
the loop region residues 30-48 in the 22 PDZ2-AS structures from Figure 1.2. Figure generated with 
PROCHECK_NMR.
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of force ﬁelds and reﬁnement procedures, since 
the information contained in the NMR data 
alone is not enough to determine a molecular 
structure. It is therefore particularly important 
for NMR structures to be checked carefully for 
abnormalities or errors in the geometry. In this 
section the various geometric properties that are 
used to validate protein structure models will be 
discussed, along with the procedures and meas-
ures of quality implemented in the structure 
validation software packages WHAT IF (Vriend 
1990), PROCHECK (Laskowski et al. 1993) and 
PROCHECK_NMR (Laskowski et al. 1996). 
As an example, the results of structure validation 
performed on the PDZ2-AS data set are listed in 
Table 1.1.
Z-scores and RMS Z-scores
Most of the checks that are carried out make 
use of reference values in order to judge whether 
a property of the structure is to be considered 
good or bad, normal or abnormal. The program 
WHAT IF uses so-called Z-scores and RMS Z-
scores as quality indicators for the various struc-
ture properties (see also (Hooft et al. 1997; Linge 
Table 1.1. Structure quality indicators for the PDZ2-AS data set.
Structure Z-scores
1st generation packing quality -1.6 ± 0.3
2nd generation packing quality -1.3 ± 0.4
Ramachandran plot appearance -3.3 ± 0.5
(79.4% / 16.8% / 2.3% / 1.5%)a
χ1/χ2 rotamer normality -1.5 ± 0.5
Backbone conformation -4.5 ± 0.7
RMS Z-scores
Bond lengths 0.90 ± 0.04
Bond angles 0.84 ± 0.03
Omega angle restraints 0.83 ± 0.07
Side chain planarity 0.9 ± 0.2
Improper dihedral distribution 0.89 ± 0.05
Inside/Outside distribution 1.01 ± 0.02
Number of bumps per 100 residues 5 ± 2
Unsatisﬁed buried hydrogen donors 11 ± 3
Unsatisﬁed buried hydrogen acceptors 0.1 ± 0.3
RMSD (backbone / heavy atom)b 0.7± 0.1 / 1.5 ± 0.1
The analysis was performed on 50 structures calculated using the full PDZ2-AS data set, including a reﬁnement in explicit 
solvent (see Chapter 5). aThe percentages in respectively the favored, allowed, generously allowed and disallowed regions 
of the Ramachandran plot from PROCHECK are given in parenthesis. All residues were included in the PROCHECK analysis. 
bRMSD values were calculated after superimposing the ensembles on the secondary structure elements, comprising resi-
dues 13-19, 27-31, 47-53, 58-61, 68-73, 76-77, 83-93, 96-103 (Walma et al. 2004).
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et al. 2003b) and http://www.cmbi.ru.nl/whatif/
checkhelp/).
A Z-score relates the value x of a parameter to 
a normalized Gaussian distribution derived from 
a database, i.e.:
 (1.1)
where <x
db
> and σ(x
db
) denote the database-
derived average and standard deviation, respec-
tively. Z-scores can be interpreted using the basic 
rules for normal distributions that ~68% of the 
observations are expected to be found within 
±1 standard deviation from the average (Z=±1), 
95% within ±2 standard deviations (Z=±2) etc. 
Z-scores smaller than –4 or larger than +4 are 
considered outliers, which does not necessarily 
mean that they are in error, but rather that they 
are just very unlikely to occur, or in other words, 
to be correct. It is, however, absolutely normal 
to ﬁnd a few outliers. For example, in the case 
of 20000 Gaussian distributed observations one 
expects ~20 outliers, which means that ﬁnding 
only 10 outliers is equally bad as ﬁnding 30 out-
liers.
In order to check whether a distribution of 
values has more (or less) outliers than expected 
from the reference distribution, it is useful to 
calculate the root mean square of the population 
of Z-scores, or RMS Z-score:
   
 (1.2)
where Z
j
 is the Z-score as deﬁned in Equation 1.1 
for observation j, and N is the total number of 
observations. In the case where the distribu-
tion of a parameter has an identical average and 
standard deviation as the reference distribution, 
the RMS Z-score is ~1.0. For narrower and wider 
distributions, the RMS Z-scores will be <1.0 and 
>1.0, respectively (cf. Figure 1.6A). It must be 
stressed here that in order to calculate a mean-
ingful RMS Z-score the averages of the reference 
distribution and the model distribution have to 
be equal (Linge et al. 2003b). As will be shown 
below, RMS Z-scores of geometric parameters 
are very sensitive indicators of problems pertain-
ing to local geometry. 
Figure 1.6. (A) Illustration of RMS Z-scores and corresponding normal distributions. (B) Distribution of 
N-Cα bond lengths in a high resolution X-ray structure (RMS Z-score=0.96). (C) Distribution of N-Cα bond 
lengths in an NMR structure with tight constraints on the bond lengths (RMS Z-score=0.22). Figure gener-
ated with PROCHECK, RMS Z-scores calculated with WHAT IF. 
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Bonded geometry
Bond lengths and angles
Bond lengths and angles in proteins and nu-
cleic acids are accurately known from analyses 
of structures of small molecules taken from the 
Cambridge Structural Database (CSD) (Allen 
et al. 1983; Engh and Huber 1991). They are 
usually referred to as the so-called Engh & 
Huber parameters and form the reference pa-
rameters for the WHAT IF, PROCHECK and 
PROCHECK_NMR programs. Although con-
straining bond lengths and angles according to 
these parameters seems trivial, structures show-
ing signiﬁcant deviations were found in many 
cases (Hooft et al. 1996a; Doreleijers et al. 1998; 
Spronk et al. 2002). Further, bond lengths and 
angles are often tightly constrained in NMR 
structure calculations, resulting in structures 
having the proper target value, but with too 
tight distributions (Spronk et al. 2002). Outliers 
in bond lengths and angles can sometimes also 
be caused by non-bonded interactions or strain, 
possibly due to erroneous NMR restraints. 
Figure 1.6 illustrates the distributions of 
N-Cα bond lengths for an X-ray structure with 
an RMS Z-score for the bond lengths of ~1.0, 
and an NMR structure that exhibits a typically 
low variation in the bond lengths (RMS Z-score 
~ 0.2). The low variation in this parameter ob-
served for the NMR-derived structure is caused 
by the force ﬁeld and protocol used to calculate 
and reﬁne this structure which tightly restrains 
the local geometry. In our opinion force ﬁelds 
should allow for the experimentally observed var-
iations to be reﬂected in the structure models. 
Chirality and tetrahedral geometry
Proteins and nucleic acids contain a number 
of chiral centers, for example the Cα atoms 
in amino acids (cf. Figure 1.7). In the case of 
NMR structures the correct chirality has to be 
constrained by the applied force ﬁeld, since the 
NMR data do not contain information on the 
bonded geometry. In the early days of NMR 
structure determination global inversions of chi-
rality sometimes occurred, and erroneous occur-
rences of D-amino acids in NMR structures are 
still occasionally found (Doreleijers et al. 1998).
Deviation from ideal tetrahedral geometry 
can occur to some extent (Morris et al. 1992); 
however large deviations are unlikely and may 
point to errors in the process of modeling of the 
structure (Schultze and Feigon 1997; Doreleijers 
et al. 1998). The geometry of all atoms that 
have three bonds to non-hydrogen atoms is rou-
tinely checked by the programs WHAT IF and 
PROCHECK. Deviations that are too large, i.e. 
|Z|>4, are typically reported.
Figure 1.7. Illustration of chirality and deviations from tetrahedral geometry in proteins. (A) D-amino acid. 
(B) L-amino acid. (C) Deviation from ideal tetrahedral geometry in an L-amino acid. Figure generated with 
YASARA.
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Side chain planarity
Planar side chain groups are present in nine 
of the twenty natural amino acids. Their devia-
tions from planarity have been analyzed in small 
molecules from the CSD and in high-resolution 
X-ray structures (Hooft et al. 1996c). The result-
ing reference parameters describing the planarity 
of the diﬀerent side chains are now used to check 
new protein structures. In several recent studies 
it was shown that the planarity of the amino acid 
side chains in NMR structures is often modeled 
incorrectly (Doreleijers et al. 1999b; Spronk et al. 
2002). As an example, Figure 1.8 shows a com-
mon problem for arginine side chains where the 
planarity of the guanidinium group is seriously 
compromised. This non-planar conformation 
is clearly an error in the structure calculation/
model-building process.
Side chain rotamers
Side chain rotamers have a preference for 
staggered conformations with dihedral angles 
around -60, 60 and 180°. This preference can 
be explained by diﬀerences in the energies of the 
eclipsed (high energy) states and staggered (low 
energy) states. Both states can occur since tran-
sitions are possible through rotations about the 
intervening bond.
The relative populations of the three side chain 
rotameric states vary among the amino acids, 
the diﬀerent secondary structure elements and 
their environments. These relative populations 
are known from analysis of the reference data-
bases of high-resolution X-ray structures. Both 
PROCHECK and WHAT IF use this knowl-
edge for validation of side-chain rotamers (cf. 
Figure 1.9). In NMR structure calculations the 
force ﬁeld terms for the dihedral angles are often 
switched oﬀ, resulting in rather poor rotamer dis-
tributions with high numbers of eclipsed states. 
Including these terms in the structure calculation 
or ﬁnal reﬁnement of the structures signiﬁcantly 
improves the quality of the rotamer distribu-
tions. 
Methods have been developed that use da-
tabase derived side-chain rotamer preferences 
directly in the structure calculation protocols in 
order to improve NMR structures (Kuszewski 
et al. 1996; 1997; Kuszewski and Clore 2000; 
Kuszewski et al. 2001; Bertini et al. 2003). It 
should be clear that applying these database 
potentials in the structure calculation and re-
ﬁnement renders a validation based on a similar 
reference database rather useless. As will be dis-
Figure 1.8. Deviations from planarity of arginine side chains in NMR structures. (A) A properly constrained 
arginine side chain. (B) A typical deviation from side chain planarity that is often observed in NMR struc-
tures due to lack of geometric constraints. Figure generated with YASARA.
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cussed below, we want to point out that these 
methods should be used with caution, since they 
may mask truly occurring deviations from pre-
ferred conformations. 
Backbone conformation
The backbone conformation of a protein is 
determined by the dihedral angles φ, ψ and ω 
(cf. Figure 1.10) of each residue, and typically 
contains a number of regular structure elements. 
These elements can be classiﬁed into the well-
known secondary structure elements, such as 
α-helices, β-sheets and turns. Identiﬁcation of 
these secondary structure elements is usually 
performed by the program DSSP (Kabsch and 
Sander 1983), which uses hydrogen bonding 
patterns as a decisive criterion. Such secondary 
structure classiﬁcations of backbone conforma-
tions are very useful in describing and display-
ing the overall molecular topology. However, for 
validation of the quality and normality of the 
backbone conformation more elaborate methods 
are used. 
Figure 1.9. Illustration of χ1-χ2 side chain-rotamer distributions and the corresponding Z-scores for leu-
cine residues. (A) Favorable leucine side chain rotamers. (C) Unfavorable leucine side chain rotamers. Areas 
that correspond to preferred conformations are shaded gray. Figure generated with PROCHECK, Z-scores 
calculated with WHAT IF.
Figure 1.10. (A) Atoms and bonds deﬁning the protein backbone dihedral angles in neighboring residues 
(i) and (i+1). (B) Illustration of the protein backbone with the ω angle in the cis-conformation. Figure gener-
ated with YASARA.
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Ramachandran plot
An important indicator for protein struc-
ture quality is the combination of the dihedral 
angles φ and ψ. Based on steric considerations 
Ramachandran et al. (Ramachandran et al. 
1963) showed that the φ and ψ combinations of 
amino acids in a polypeptide chain are restricted 
to certain ranges, which can be visualized in a 
so-called Ramachandran plot. Apart from steric 
restrictions, φ and ψ exhibit preferences that 
depend on residue type and secondary struc-
ture elements, resulting in more narrow residue 
speciﬁc φ/ψ ranges. The importance of the 
Ramachandran plot for assessing the quality of a 
protein structure has been shown by several stud-
ies (e.g. (Hooft et al. 1997)). In X-ray structures 
a correlation between the clustering of residues in 
the Ramachandran plot and both the resolution 
and the free R-factor was found (Kleywegt and 
Jones 1996). 
There are diﬀerent ways of describing the 
quality of the Ramachandran plot for a struc-
ture model. The most widely used is the classi-
ﬁcation of φ/ψ combinations in four regions of 
the Ramachandran plot: favored, additionally 
allowed, generously allowed and disallowed, as 
implemented in the PROCHECK program (cf. 
Figure 1.11A). A variant on this classiﬁcation 
scheme is the division into core and non-core 
regions, where the core regions contain 98% of 
all non-glycine residues in 400 high-resolution 
structures and the non-core region the remaining 
2% (Kleywegt and Jones 1996).
A drawback of statistics based on divisions in 
diﬀerent regions of the Ramachandran plots is 
that these regions are generalized for all residues 
(except glycines and prolines). As stated above, 
diﬀerent amino acids exhibit diﬀerent φ/ψ pref-
erences, which is illustrated in Figures 1.11B-
D which shows the overall, Ala, Val and Pro 
φ/ψ distributions in the PROCHECK database. 
Considerable diﬀerences exist between the most 
populated regions. Neglecting residue speciﬁc 
preferences can result in classifying a residue as 
located in the most favored regions, whereas a 
residue speciﬁc analysis would result in a poorer 
score, warranting further investigation. 
A method that does take the residue speciﬁc 
preferences into account was developed by Hooft 
et al (Hooft et al. 1997) and is implemented in 
WHAT IF. Z-scores are calculated for each resi-
due, and a composite overall Z-score is calculated 
for the full protein. A positive correlation between 
the overall Z-score and the number of residues in 
the most favored regions of the Ramachandran 
plot was observed. Figure 1.12 illustrates the 
Figure 1.11. (A) Illustration of the generalized Ramachandran plot preferences (favored, additionally al-
lowed, generously allowed and disallowed regions are indicated in black, gray, light gray and white, re-
spectively), and residue speciﬁc Ramachandran plot preferences (preferred regions are shaded) for (B) 
alanine, (C) valine and (C) proline. Figure generated with PROCHECK.
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correlation between the clustering of residues in 
the PROCHECK Ramachandran plot and the 
WHAT IF Z-score: the more positive Z-scores 
generally correspond to a tighter clustering of 
residues in the most favored regions, whereas 
more negative Z-scores generally correspond to a 
higher occurrence of residues outside the favored 
regions of the Ramachandran plot. However, a 
high percentage of residues in the most favored 
regions does not necessarily imply a high Z-
score: structures that appear very regular based 
on the four-region analysis have been identiﬁed 
to be not that regular when using the WHAT IF 
Z-score (Hooft et al. 1997). In practice, the com-
bination of Z-scores and visual inspection of the 
Ramachandran plot and structure is a good way 
of assessing the quality of the structure model.
How can we interpret the diﬀerent 
Ramachandran plot statistics of a structure 
model? In the case where the four-region clas-
siﬁcation or the core/non-core division is used, 
the most interesting residues are those that oc-
cur in the disallowed or non-core regions, i.e. 
the outliers. It is important to question whether 
these outliers are truly abnormal conformations 
or are errors. This issue can only be resolved by 
careful inspection of the structure and the input 
data. Typical examples of non-erroneous outliers 
include active-site residues and D-amino acids. 
The latter have allowed φ/ψ combinations that 
are mirrored with respect to the L amino acids, 
and hence the apparent non-core φ/ψ combi-
nations can be falsely reported as errors by the 
validation software. 
On the other hand, residues that appear in the 
favored regions of the generalized Ramachandran 
plot should not a priori be regarded as good. A 
more critical inspection of individual Z-scores 
may identify unlikely conformations of these 
residues. In order to get an overall indication 
of the quality of the Ramachandran plot the 
overall Z-score or the equivalent resolution in 
PROCHECK(_NMR) can be used. The equiva-
lent resolution is based on the observation that 
the number of residues in the most favored 
regions increases with increased resolution of 
X-ray structures. Thus, the higher the equivalent 
resolution the better the model is assumed to be, 
although this should be interpreted not as an 
absolute standard for reasons given above. For 
Z-scores the situation is diﬀerent. Since Z-scores 
are based on normal reference distributions, this 
Figure 1.12. Illustration of the correlation between WHAT IF Ramachandran Z-scores and the four-region 
classiﬁcation implemented in PROCHECK. (A) Ramachandran plots of a structure with Z-score=+1.8 and (B) 
of a structure with Z-score=‒8.3. Figure generated with PROCHECK.
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implies that a high Z-score cannot be considered 
better than a low Z-score. However, as shown in 
Figure 1.12, high Z-scores indicate better agree-
ment with the most likely regions of the database-
derived Ramachandran distributions. In general, 
structures with Z-scores between –2 and +2 are 
considered to be within normal ranges and thus 
good structures. Structures with Z-scores >+2 
are exceptionally close to the ideal values for all 
residues which may either be a true characteristic 
caused by the quality and information contained 
in the data, or by the use of database potentials to 
improve the Ramachandran plot appearance spe-
ciﬁcally (Kuszewski et al. 1996; 1997; Kuszewski 
and Clore 2000; Kuszewski et al. 2001; Bertini 
et al. 2003) (see below). Structures with Z-scores 
< –2 should be inspected further, because they 
have increased numbers of outliers suggesting 
serious problems with the structure.
In recent years methods have been developed 
to improve the Ramachandran characteristics of 
NMR derived protein structures. An obvious 
way is by increasing the amount of experimental 
data used to calculate the structures. However, 
substantial improvements are also possible in 
the modeling and reﬁnement process of NMR 
structures. It has been shown that clear improve-
ments can be achieved by a ﬁnal reﬁnement in 
explicit solvent using physically more realistic 
force ﬁelds than those used in the normal simu-
lated annealing schemes (cf. Chapter 5). In an-
other approach database-derived potentials aim 
to improve the Ramachandran characteristics 
(Kuszewski et al. 1996; 1997; Kuszewski and 
Clore 2000; Kuszewski et al. 2001; Bertini et al. 
2003). Although one can argue that the use of 
such potentials can result in improved models 
from which unlikely conformations, i.e. the out-
liers in the Ramachandran plot, are removed, the 
method should be used with caution. First, it is 
absolutely essential that the experimental data are 
not compromised by the use of the database po-
tential, since the experiments are the only source 
of independent information. Truly abnormal 
conformations typically play an important role 
in biological function, but may not be consistent 
with the empirical database derived potentials. In 
such cases, trying to optimize the Ramachandran 
plot may be in direct conﬂict with physical real-
ity. Secondly, using the database potential renders 
the Ramachandran plot useless as an indicator of 
the overall quality of the structure model. Eﬀects 
of low data content, or bad structure calculation 
and reﬁnement practice, may be masked by a 
Ramachandran plot that appears excellent and 
thus indicates a good structure model. 
It is important to note that the four-region 
division can easily be abused to make the qual-
ity look acceptable, whereas in reality it is not 
quite that good (Kleywegt and Jones 1996). 
Furthermore, the Ramachandran plot appear-
ance can be artiﬁcially improved by selection of 
only parts of the structure for the analysis. Often, 
these are referred to as the ‘well-ordered’ parts or 
the regular secondary structure elements. This 
method is only acceptable when the selection 
criteria are clear and the structure(s) of the non-
selected region(s) are essentially unknown due to 
dynamics or the lack of data and are not used for 
any analysis.
ω torsion angles
The ω angle is the torsion angle about the 
peptide bond, involving atoms Cα(i)-C’(i)-
N(i+1)-Cα(i+1) (Figure 1.10) and is dependent 
on the residue type (MacArthur and Thornton 
1996). Because of the partial double bond 
character of the peptide bond its free rotation 
is impaired, which results in a conformation of 
the peptide bond that is always close to planarity. 
The ω angle is mostly found in the trans-con-
formation (180°), but cis-conformations (0°) are 
found as well and are thought to be important 
determinants of protein function. Most of the 
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cis-peptide bonds occur on the N-terminal side 
of prolines (X
aa
-Pro), but cases are known where 
cis-conformations occur for peptide bonds that 
do not involve prolines (X
aa
-nonPro). Based on 
thermodynamic considerations, it is expected 
that about 30% of the X
aa
-Pro peptide bonds 
should be in the cis-conformation and 1.5% 
of all the X
aa
-nonPro peptide bonds, which is a 
much higher number than is actually found in 
X-ray structures deposited at the PDB (Weiss et 
al. 1998).
Interestingly, it has been noted that there is a 
correlation between the occurrence of cis-peptide 
bonds and the resolution of X-ray structures, sug-
gesting that cis-peptide bonds are often missed 
in lower resolution X-ray structures (Weiss et al. 
1998). For NMR structures the situation is even 
worse, since in most NMR force ﬁelds ω angle 
trans-conformations are simply imposed on the 
structure, unless explicitly speciﬁed otherwise. 
Concomitantly, we ﬁnd that only 0.2% and 
0.04% X
aa
-Pro and X
aa
-nonPro cis-peptide bonds, 
respectively, occur in NMR structures deposited 
at the PDB. This survey excluded a few extreme 
outliers, where up to 20 cis-peptide bonds per 
structure were present, which is certainly caused 
by incorrect treatment of the ω angles. 
Another problem of practical importance 
is the narrow range of ω angles around their 
‘ideal’ values. From analysis of high resolution 
X-ray structures of proteins it is known that the 
standard deviation of this torsion angle is ~5.6°, 
which means that deviations from planarity of 
up to 12° are readily found (Morris et al. 1992; 
MacArthur and Thornton 1996; Wilson et al. 
1998). However, in NMR structure calcula-
tions the ω angle is often tightly restricted to 
180°, resulting in ω angle distributions that do 
not reﬂect the naturally occurring variation (cf. 
Figure 1.13). This relatively tight restraining of 
the ω angle not only restricts the variation in 
the backbone conformation but also inﬂuences 
the φ and ψ backbone torsion angles and χ1-χ2 
distributions (Doreleijers et al. 1998; Spronk et 
al. 2002; Spronk et al. 2003). 
Backbone normality
Description of the backbones of proteins us-
ing classiﬁcation in secondary structure elements 
is in some cases insuﬃcient, owing to large diﬀer-
ences in conformation within the elements, e.g. 
for residues at the beginning, in the middle or at 
the end of an α-helix. Moreover, loop conforma-
tions are known to vary signiﬁcantly between dif-
Figure 1.13. Variation in ω torsion angles in an X-ray and an NMR structure of the protein lysozyme. (A) 
High-resolution X-ray structure (ω~180±6°, RMS Z-score=1.2, PDB code 3LZT). (B) NMR structure with 
tight constraints on the ω angle (ω~180±1°, RMS Z-score=0.2, PDB code 1E8L). Figure generated with 
PROCHECK.
28 Chapter 1
ferent loops. In such cases, a context dependent 
comparison of the backbone conformation using 
a 3D backbone database becomes very useful. 
A so-called backbone normality check is imple-
mented in WHAT IF. In this procedure the rela-
tive Cα-positions of ﬁve sequential residues are 
compared to all Cα-positions of ﬁve sequential 
residues in the reference database. The number 
of matching conformations in the database is 
taken as a measure for the acceptance of the 
backbone conformation around the central Cα 
nucleus. This check, which is a true normality 
check, can be used to identify rare backbone con-
formations, such as in strange loops or circular 
peptides (Figure 1.14). However, low scores in 
the backbone normality may also indicate errors 
in the structures and can therefore be used as a 
validation tool as well.
Non bonded interactions
Inter-atomic bumps
Inter-atomic bumps or bad contacts occur 
when the distance between the centers of two 
atoms is less than physically realistic, since the 
Van der Waals repulsion allows overlap of at-
oms only to a very limited extent. Occurrences 
of these bumps are analyzed by simple routines 
in PROCHECK and WHAT IF. PROCHECK 
identiﬁes atoms as being involved in a bad con-
tact if they are closer in space than 2.6 Å, only 
considering the non-hydrogen atoms and those 
pairs of atoms that typically do not form a hydro-
gen bond. WHAT IF implements a slightly more 
sophisticated bump analysis, reporting bumps for 
any pair of non-hydrogen atoms that are closer in 
space than the sum of their respective Van der 
Waals radii, minus 0.4 Å. WHAT IF uses more 
relaxed criteria for atoms in potential hydrogen 
bonds and atoms that are less than 4 bonds away 
in the structure.
In practice the WHAT IF check for bumps 
is more critical than the PROCHECK bad con-
tact analysis and results in much higher counts 
of overlapping atoms. A comparison between 
X-ray and NMR structures using the WHAT IF 
bump checks revealed that overlap between at-
oms occurs about 10 times more often in NMR 
structures than in X-ray structures (Spronk et 
al. 2003). High occurrences of bad contacts in 
NMR structures have been noted previously 
(Doreleijers et al. 1998), especially for structures 
calculated in X-PLOR in which Van der Waals 
radii were commonly set to 0.8 times the stand-
ard values used in the CHARMM force ﬁeld 
(Brooks et al. 1983). Molecular dynamics reﬁne-
ment of NMR structures in explicit solvent has 
been shown to be an eﬀective method of remov-
Figure 1.14. Illustration of normal and abnormal backbone conformations. (A) Normal backbone con-
formation (Z-score=+0.8, PDB code 3GB1). (B) Abnormal backbone conformation (Z-score=-14, PDB code 
1HZ3). Figure generated with YASARA.
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ing bumps from structures (Spronk et al. 2002; 
Linge et al. 2003b).
Hydrogen bonding
Hydrogen bonds play an important role in the 
folding and stability of proteins. Considering that 
the energy diﬀerence between the folded and the 
denatured state is 5-15 kcal•mol-1 and that the 
energy of formation of a single hydrogen bond 
is in the order of 2-5 kcal•mol-1 (Branden and 
Tooze 1999), the absence or presence of only 1 to 
3 hydrogen bonds can have a profound eﬀect on 
the stability of a protein structure. This general 
notion is conﬁrmed by the observation that pro-
tein structures indeed have a very low number of 
unsatisﬁed hydrogen bond donors (McDonald 
and Thornton 1994a) (cf. Figure 1.15). 
When building a structure model based on 
X-ray crystallographic data it is not trivial to 
place the polar hydrogens in an optimal fashion. 
For example, in structures determined at less 
than atomic resolution, hydrogen atoms simply 
cannot be distinguished. Another diﬃculty in 
X-ray crystallographic data is that it is normally 
not possible to distinguish between nitrogen and 
oxygen atoms in the side chains of glutamines 
and asparagines, and between carbon and nitro-
gen atoms in histidine side chains, leading often 
to conformations of these side chains that are 
180° ﬂipped with respect to the most optimal 
conformation (side chain ﬂips).
In NMR structure determination hydrogen 
atoms are the primary source of structural re-
straints and the resonances of many of the hydro-
gen atoms that are involved in hydrogen bonds 
can be readily observed. However, identiﬁcation 
of hydrogen bond acceptors can only be done 
unambiguously in a direct measurement of the 
through-hydrogen bond J-coupling (Dingley and 
Grzesiek 1998; Cordier et al. 1999). Most of the 
hydrogen bond restraints that are used in NMR 
structure calculations are derived indirectly from 
amide proton exchange rates and chemical shifts 
(Wishart et al. 1992; Wishart and Sykes 1994), 
and have to be treated with some caution due to 
the inherent ambiguity in the assignment of the 
hydrogen bond acceptor. Moreover, most of the 
indirect restraints are derived for hydrogen bonds 
in the backbone of the protein. For side chains 
potentially involved in hydrogen bond formation, 
the ambiguity in the possible hydrogen bond ac-
ceptor is usually much higher and cannot be reli-
ably translated into structural restraints. Another 
limitation arises from the inability to observe the 
Figure 1.15. (A) Illustration of an optimized hydrogen-bonding network in the interior of the protein 
crambin (PDB code 1CRN).  Hydrogen bonds are indicated with dashed lines. (B) Example of the effect 
of inclusion of electrostatics in NMR structure reﬁnement. The original dimeric structure (left panel) was 
reﬁned without inclusion of electrostatic force ﬁeld terms and the dimer interface exhibits non-optimal 
electrostatic interactions (the now obsolete PDB code 1KA3). Salt-bridges that stabilize the interface are 
formed after energy minimization including electrostatics (right panel). Figure generated with YASARA.
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hydrogen atoms of the hydroxyl groups in serine, 
threonine and tyrosine under typical condi-
tions, due to chemical exchange processes. These 
residues, however, are often important hydrogen 
bond donors when they reside in the interior of a 
protein structure.
Thus, both for NMR and X-ray derived struc-
tures, generating a model that displays a good 
hydrogen-bonding network requires proper 
modeling. In the case of X-ray structures the 
heavy atom coordinates are reﬁned against the 
electron density and provide primary geometric 
constraints for the diﬀerent positions a proton 
can occupy. Optimization of the hydrogen bond-
ing network therefore does not require changes 
in the heavy atom coordinates, although slight 
modiﬁcations in bond lengths and angles may 
have to be made in the case of side chain ﬂips.
For NMR structures the situation is more 
complicated, since there is usually much more 
variation allowed in the heavy atom coordinates. 
This can be traced back to the much lower infor-
mation content in the NMR derived restraints, 
making the modeling of NMR structures much 
more dependent on computational methods and 
force ﬁelds. Due to the polar character of hydro-
gen bond donors and acceptors the inclusion of 
electrostatic forces in the reﬁnement of protein 
NMR structures, in implicit or explicit solvent, 
helps to improve the hydrogen bonding network 
(Spronk et al. 2002; Xia et al. 2002; Linge et al. 
2003b). 
Finally, a number of methods have been de-
veloped in the past to deal with non-optimal 
hydrogen bonding networks in protein struc-
tures (Bass et al. 1992; McDonald and Thornton 
1994b). An improved method (Hooft et al. 
1996b) has been implemented in WHAT IF and 
was used in a survey of protein structures (Hooft 
et al. 1996a), revealing many (~15%) asparagine, 
glutamine and histidine side chain ﬂips. 
Electrostatics
Like hydrogen bonding interactions, elec-
trostatic interactions play an important role in 
protein stability and function. For example, salt 
bridges stabilize coiled-coil structures (Branden 
and Tooze 1999). Further, active sites, such 
as formed by the catalytic triad in serine pro-
teases, ligand binding sites, and metal binding 
sites are often highly charged (see also (Honig 
and Nicholls 1995)). Therefore, calculation of 
electrostatic properties is an important aspect 
of protein engineering. It has been shown that 
optimization of the hydrogen bonding network 
has a positive eﬀect on both pK
a
 and common 
electrostatics calculations (Nielsen et al. 1999). 
Like in the case of the hydrogen bonding in-
teractions, in X-ray structures the optimization 
is limited to repositioning hydrogens and/or 
ﬂipping side chains of some polar residues. In 
NMR structures, the situation is again more 
complicated. The most important problem is the 
lack of information accessible by NMR on the 
conformation of the electrostatically interacting 
groups. Structural information on the carboxyl 
group in negatively charged residues, such as Glu 
and Asp, can only be assessed through limited 
and indirect information from the hydrogen at-
oms in the remainder of the side chain or from 
chemical shifts. The same holds for the positively 
charged head-groups of Arg and Lys side chains, 
for which the hydrogen atom resonances are often 
unobservable or not useful for structural analysis 
due to chemical and conformational exchange. 
Therefore, a proper treatment of electrostatic 
forces in the calculation or reﬁnement process is 
essential and can be achieved by reﬁnement us-
ing molecular dynamics simulations in explicit 
solvent (cf. Figure 1.15). This not only removes 
unrealistic charge distributions or interactions, 
but in addition can be very useful in predicting 
intermolecular interactions and understanding 
biology.
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The packing of residues in protein structures
Residue packing is a very important indicator 
for structural quality. Diﬀerent types of amino 
acids display diﬀerential preferences for their 
neighboring residues, and these preferences ulti-
mately determine the global fold of the structure. 
Using physico-chemical knowledge some general 
rules can be derived for the preferences of neigh-
boring residues, e.g. hydrogen bond donors like 
to be around hydrogen bond acceptors, aromatic 
residues like to be stacked, and hydrophobic 
residues like to be around other hydrophobic 
residues (cf. Figure 1.16). However, such general 
rules are not suﬃciently useful to judge the pack-
ing of residues in a structure model.
A useful empirical method of checking 
the packing quality is the directional atomic 
contact analysis, expressed as the DACA score 
(Vriend and Sander 1993). From an analysis of 
known protein structures solved at high-resolu-
tion, reference distributions were derived for 
favorable packing environments. Residues are 
subdivided into geometric fragments without 
internal degrees of freedom, and atoms classiﬁed 
into diﬀerent chemical types. The evaluation of 
the packing preferences now involves counting 
and generation of normalized distributions of 
the occurrences of a contact of any given frag-
ment with an atom of a certain chemical type. 
Contacts between certain atom types and residue 
fragments will occur more often in the reference 
database when they are favorable, and hence are 
given a positive quality score. The X-ray DACA 
scores were shown to be correlated to the crys-
tallographic R-factor in a reﬁnement series: the 
lower the R-factor, i.e. the better the agreement 
between the structure and the experimental data, 
the higher the packing quality index. This obser-
vation implies that the packing quality index can 
be used as an independent indicator for the qual-
ity of a structure model. Further, it was shown 
that structures that were known to be incorrect 
scored signiﬁcantly lower on the packing quality 
scores than structures that were assumed to be 
correct.
Several studies showed the packing quality 
in NMR structures to be worse than in X-ray 
structures. For example, Ratnaparkhi et al. 
(Ratnaparkhi et al. 1998) analyzed 70 structures 
of proteins for which both NMR and X-ray struc-
tures were available, either of the same protein or 
within the same protein family. Using an alter-
native method to analyze the overall packing of 
the structures, expressed by the mean normalized 
protein-packing value (DeDecker et al. 1996), 
they found a much larger spread in packing val-
Figure 1.16. Illustration of (A) favorable and (B) unfavorable packing of residues in a hydrophobic pocket. 
An aromatic ring located in the hydrophobic pocket is favored over the hydrophilic glutamate. Figure 
generated with YASARA.
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ues in the NMR structures as compared to the 
X-ray structures. The results of this study further 
suggested that this scattering of packing values is 
caused by the lack of information in NMR data 
on the packing of residues, and possibly is an ar-
tifact of the NMR structure determination proc-
ess with major consequences for the accuracy of 
NMR structure models. 
The conclusion that NMR structures generally 
have worse packing of residues is also conﬁrmed 
by our own analysis of recent NMR structure 
ensembles and X-ray structures (Spronk et al. 
2003). Further, our results also showed that 
the packing quality is heavily dependent on 
the reﬁnement protocol used in the ﬁnal stage 
of the structure determination process (Spronk 
et al. 2002; Linge et al. 2003b), conﬁrming the 
suggestion that packing is not well determined 
by the NMR data itself. Applying the latest re-
ﬁnement protocols in explicit solvent using full 
Lennard-Jones potentials for the Van der Waals 
interactions shows remarkable improvements in 
the modeling of the packing of protein structures 
(Spronk et al. 2002; Linge et al. 2003b). 
An alternative method for improving pack-
ing quality of NMR structures was developed by 
Clore and co-workers (Kuszewski et al. 1999). 
In this method the radius of gyration is used as 
a restraint in the structure calculation process. 
Although the method clearly improves the pack-
ing of NMR structures and addresses a major 
point of concern, it should be mainly regarded as 
a way of removing the symptoms of reﬁnement 
protocols that do not include physically realistic 
treatments of non-bonded interactions.
NMR versus X-ray structures
It is interesting to compare NMR structures 
to X-ray structures from a structure validation 
perspective. A number of studies have shown 
that NMR structures in general are of lower 
Figure 1.17. RMS Z-scores for ﬁve parameters describing the local geometry of 37 NMR-ensembles of 
protein structures deposited at the Brookhaven PDB in 2001, 13 high-resolution (<1Å) X-ray structures and 
10 randomly chosen NMR-ensembles from the DRESS database (Nabuurs et al. 2004). On the x-axis we 
have grouped the NMR structures according to the program used for the ﬁnal reﬁnement of the structures 
(Adapted from (Spronk et al. 2002)). Color ﬁgure can be viewed online at http://thesis.nabuurs.org/.
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quality than X-ray structures (Doreleijers et al. 
1998; Ratnaparkhi et al. 1998; Doreleijers et 
al. 1999b; Spronk et al. 2002; Fan and Mark 
2003; Laskowski 2003; Spronk et al. 2003). The 
diﬀerence in quality can be attributed to the 
much lower data content in NMR structures 
(Doreleijers et al. 1999a; Doreleijers et al. 1999b) 
and the dependence of the structure quality on 
the force ﬁeld that was used to reﬁne the NMR 
structures. Figure 1.17 shows the WHAT IF 
RMS Z-scores for various parameters describing 
the local geometry in NMR and high-resolution 
X-ray structures (Figure adapted from (Spronk et 
al. 2002)). We observed large variation in RMS 
Z-scores among the NMR structures solved with 
diﬀerent software packages. To us, this indicates 
the absence of a consensus in the methods for 
restraining the local geometry, with many struc-
tures being too tightly or too loosely restrained in 
one or more of the structure properties. Markedly, 
some extreme outliers are found, mostly for the 
side chain planarity, but also for one structure in 
which the ω angles have values up to 90 degrees, 
yielding of course an exceptionally poor RMS 
Z-score ~3.9. As the ﬁgure also shows, large de-
viations from the expected values occur even in 
X-ray structures solved at 1 Å resolution, indicat-
ing that high-resolution X-ray structures should 
also be checked carefully for abnormalities and 
possible errors.
Table 1.2 shows how NMR structures com-
pare to the reference database of high quality 
X-ray structures in terms of overall quality indi-
cators and inter-atomic bumps. It is obvious that 
even recently released NMR structure ensembles 
score on average rather low on the main quality 
indicators and, in terms of structure Z-scores, 
can best be compared to X-ray structures of ~4Å 
resolution (data not shown).
Reﬁnement of structures in ex-
plicit solvent
As has been discussed in previous sections, 
many of the structural problems present in 
typical NMR structures appear to originate from 
the applied force ﬁeld and structure reﬁnement 
protocol. One of the most important causes of 
problems is that the non-bonded interactions are 
often severely simpliﬁed for the sake of compu-
tational speed. These simpliﬁcations result in an 
unrealistic treatment of the electrostatic and Van 
Table 1.2. Structure quality indicators of X-ray and NMR structures.
X-raya NMRb
Structure Z-scores
1st generation packing quality -0.4 ± 1.3 -3.1 ± 2.2
2nd generation packing quality 0.3 ± 1.9 -2.8 ± 2.2
Ramachandran plot appearance -1.4 ± 1.7 -4.2 ± 1.7
χ1-χ2 rotamer normality -1.2 ± 1.3 -3.5 ± 1.8
Backbone conformation -0.6 ± 0.9 -3.5 ± 2.9
Inter-atomic bumps
No. bumps / 100 residues 7 ± 6 40 ± 52
The analysis included: a267 X-ray structures released in 2004; b173 NMR ensembles of proteins released in 2004.
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der Waals interactions and many NMR struc-
tures therefore exhibit bad packing quality, high 
numbers of inter-atomic bumps and non-opti-
mal internal hydrogen bonding patterns.
From the mid-nineties several studies have 
demonstrated that biomolecular NMR struc-
tures can be signiﬁcantly improved by the 
inclusion of explicit solvent molecules, or the 
use of an implicit solvent model, in restrained 
molecular dynamics reﬁnement using force ﬁelds 
that include more realistic non-bonded interac-
tion terms (Billeter et al. 1993; Prompers et al. 
1995; Kordel et al. 1997; Linge and Nilges 1999; 
Spronk et al. 2002; Xia et al. 2002; Linge et al. 
2003b). Unfortunately, not all newly deposited 
structures are reﬁned using the latest protocols 
and many structures in the PDB are poorly re-
ﬁned according to today’s standards. With the 
increased computational speed it is now possible 
to perform reﬁnements in explicit solvent in a 
matter of minutes to hours per structure, and 
it has become feasible to reﬁne NMR structure 
ensembles on a large scale. Recently, we have 
started a collaborative eﬀort involving several 
European and US-based laboratories to reﬁne 
deposited NMR structure ensembles, resulting 
in the DRESS database of reﬁned solution struc-
tures (Nabuurs et al. 2004). The DRESS data-
base uses slightly modiﬁed reﬁnement protocols 
from ARIA2.0 (Linge et al. 2003a), resulting in 
signiﬁcantly improved NMR structure models as 
compared to the originally deposited structures 
(see Chapter 5). Improvement on all quality in-
dicators is so obvious, that reﬁnement in explicit 
solvent should in future be considered to consti-
tute standard practice. 
Concluding remarks
We have attempted to give an overview of the 
most important aspects of validation of protein 
structure models derived from NMR spectroscop-
ic data. It is of great importance for the reliability 
and usefulness of biomolecular structure models 
that they are carefully checked and optimized 
prior to deposition in the structure databases. 
Further, alongside the coordinates it is crucial 
that the original NMR data are also deposited 
in order to identify possible errors in the process 
of assignment and conversion to coordinate re-
straints, and to allow future re-interpretation and 
optimization of the NMR data and structures 
when new improved methods become available. 
Currently, it is possible to deposit chemical shifts 
and coordinate restraints at the BioMagResBank 
and the Protein Data Bank, and a deposition 
system for raw NMR spectral data is being de-
veloped in the Collaborative Computing Project 
for the NMR Community (CCPN) (Fogh et al. 
2002). Again, we urge researchers in the NMR 
community to make use of the available systems 
for deposition of both data and structures. Only 
then we can aim to investigate possible causes 
for systematic errors in NMR derived structure 
models in a detailed manner, and develop meth-
ods for improvement of the structure determina-
tion process on the basis of NMR data.
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Introduction
The result of a biomolecular structure deter-
mination by solution nuclear magnetic resonance 
(NMR) spectroscopy is typically a family of struc-
tural models describing the accessible molecular 
conformations. This family, or ensemble, of 
structure models should agree as a whole with the 
experimental NMR data used in the procedure, 
as well as other additional data. Typically, rather 
than using the spectroscopic data directly, geo-
metric conformational restraints are derived from 
these data which are subsequently used to calcu-
late the structures (Wüthrich 1986). Derivation 
of such structural restraints from NMR spectra 
is complicated as spectral overlap, spin diﬀusion, 
local dynamics and interconverting conforma-
tions have to be taken into account. The tradi-
tional manual assignment of NMR resonances 
and conversion of NMR peaks into structural 
restraints is an extremely time-consuming proc-
ess, even for experienced spectroscopists. Further, 
manual interpretation of NMR data is prone to 
human error and, possibly, manipulation. These 
problems are being alleviated by the recent devel-
The quality of NMR derived biomolecular structure models can be as-sessed by validation on the level of structural characteristics, as well as the NMR data used to derive the structure models. Here, an overview 
is given of the common methods to validate experimental NMR data. These 
methods provide measures of quality and goodness of ﬁt of the structure to 
the data. Further, a detailed discussion is given of newly developed methods 
to assess the information contained in experimental NMR restraints, which 
provide powerful tools for validation and error analysis in NMR structure 
determination.
opment of several automated methods (for de-
tailed discussions see (Moseley and Montelione 
1999; Güntert 2003)), which have increased the 
speed, reliability and reproducibility of both the 
interpretation and analysis of NMR data and the 
subsequent structure calculation process. 
It is of great importance that the structural 
restraints are subjected to thorough validation. 
First, in the process of optimization and inter-
pretation of the structure model, a good assess-
ment of the reliability of the data and structures 
has to be made before publication and deposi-
tion in the BioMagResBank (Seavey et al. 1991) 
(BMRB) and the Protein Data Bank (Bernstein 
et al. 1977; Berman et al. 2000) (PDB). Second, 
users of structures from the PDB have at present 
only access to the derived structural restraints, 
but not the original spectroscopic data. Thus, a 
good assessment of the reliability of the complete 
structure determination procedure is diﬃcult 
after deposition of the structure models and data 
and therefore relies on proper procedures by the 
submitting authors. 
In this review we will discuss various methods 
for validation of NMR derived structural re-
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straints. An overview will be given of the diﬀerent 
types of restraints that can be derived from NMR 
data, their application in structure calculations, 
and the concepts and tools that are available for 
their validation.
Datasets
Throughout this review we will use experi-
mental datasets as deposited in the PDB to dem-
onstrate applications of the diﬀerent restraint 
analysis methods discussed. To calculate trends 
or averages for multiple datasets, we will use 
the experimental data of a set of one hundred 
proteins, ranging in size between 20 and 370 
amino acids, which we analyzed and validated 
previously (Nabuurs et al. 2004) (cf. Chapter 5). 
As an individual example we will use the NMR 
dataset of a recently determined high resolution 
structure of the B1 immunoglobulin binding 
domain of protein G (Kuszewski et al. 1999) 
(GB1), as shown in Figure 2.1.
Restraint types
In NMR structure determination three major 
classes of structural restraints can be distinguished: 
distance restraints, torsion angle restraints, and 
orientational restraints. Additionally, other 
sources of information have been used in the 
reﬁnement of the derived structures such as in-
formation from chemical shifts (Case 1998), and 
high resolution structure databases (Kuszewski et 
al. 1996).
Distance restraints
NOE derived distance restraints
Traditionally, nuclear Overhauser eﬀect 
(NOE) derived distance restraints are the most 
important source of structural information in the 
structure determination of biomolecules using 
NMR spectroscopy (Clore et al. 1993). NOEs 
provide essential information to deﬁne second-
ary and tertiary structure as they connect pairs 
of atoms that are in close proximity in Cartesian 
space, but potentially far apart in sequence space. 
Peaks observed in NOESY spectra (Jeener et al. 
1979; Kumar et al. 1980; Macura and Ernst 
1980) are translated into distance restraints us-
ing the volume of the cross-peak (V), which is 
related to the distance d
ij
 between the two inter-
acting atoms i and j by
 (2.1)
The transfer of magnetization depends on 
both the variation in d
ij
, as expressed in the av-
eraging of this term, and eﬀects of internal and 
Figure 2.1. (A) Ensemble of 30 structural 
models of GB1 (Kuszewski et al. 1999). The 
α‒helix is shown as a blue ribbon, the β‒sheets 
are indicated with red ribbons. Hydrogen atoms 
have been omitted for clarity. (B) Restrained 
minimized average structure of GB1, with the 
659 experimental distance restraints in the 
experimental dataset shown in yellow. Restraints 
involving groups of hydrogen atoms are, for 
clarity reasons, only shown for one of the protons 
involved. Color ﬁgure can be viewed online at 
http://thesis.nabuurs.org/.
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global motions, as accounted for in the function 
f(τ
c
). Although average distances are sometimes 
calculated directly from the NOE peak volumes, 
it is quite customary to classify peak volumes 
into weak, medium and strong signals (Markley 
et al. 1998), where each class corresponds to a 
set of approximate distance bounds that should 
reﬂect the uncertainties in the derived distances 
(Wüthrich 1986). These uncertainties may arise 
from eﬀects like spin diﬀusion and local dynam-
ics, but also from problems such as errors in peak 
integration or spectral overlap.
Apart from taking the various origins of uncer-
tainties in NOE peak volumes into account, pos-
sible multiple contributions to the peak volumes 
have to be incorporated in the treatment of the 
distance restraints. These multiple contributions 
may arise from true ambiguities due to spectral 
overlap of resonances from diﬀerent (groups of ) 
atoms, or from degeneracy of resonances within 
a group of covalently constrained atoms. An 
example of the ﬁrst would be the two methyl 
groups of two diﬀerent alanines that overlap in 
the spectra and of which the resonances show an 
NOE with a third (group of ) atom(s). An exam-
ple of the latter type of degeneracy would be the 
three protons within a methyl group that show a 
single NOE cross peak, with three contributions, 
to another proton. 
Various diﬀerent ways have been used in the 
past to take into account spectral degeneracy of, 
e.g. the protons in methyl groups or aromatic 
rings within a residue. Among these is the use of 
pseudo atoms in combination with corrections 
on the distance bounds (denoted in X-PLOR/
CNS terminology as center averaging), or meth-
ods that sum up the individual contributions 
(denoted in X-PLOR/CNS terminology as r-6 
sum averaging) (Fletcher et al. 1996).
True ambiguities in the assignment of NOE 
cross-peaks can often only be resolved on the 
basis of a structural model, which is usually not 
available at the stage of spectral assignment. To 
address this problem the concept of ambiguous 
distance data was introduced (Nilges 1995). An 
ambiguous distance restraint (ADR) is described 
in terms of the distances between all pairs of 
protons that may be involved, as shown in 
Equation 2.2
 (2.2)
where k runs through all N(F
1
,F
2
) contributions 
to a crosspeak at frequencies F
1
 and F
2
, and d
k
 
is the distance between the two protons corre-
sponding to the contribution k calculated from 
a model structure. By restraining d, using an ap-
propriate target function, to the distance bounds 
derived from the volume of the NOE crosspeak, 
ambiguous restraints are nowadays commonly 
included in NMR structure calculations (Nilges 
1997).
Hydrogen bond restraints
Hydrogen bond restraints can be very useful 
during structure calculations, especially in deﬁn-
ing secondary structure elements such as α-heli-
ces and β-sheets. A problem with hydrogen bond 
restraints is that they are commonly assigned 
based on indirect experimental information, such 
as non-exchanging amide protons (Wagner and 
Wüthrich 1982), chemical shifts (Wishart et al. 
1992) and one-bond coupling constants (Juranic 
et al. 1995) which only identify the donor 
atom involved in the hydrogen bond. However, 
nowadays 3hJ and 2hJ spin-spin couplings can be 
measured across hydrogen bonds, providing for 
direct evidence of the acceptor atom (Dingley 
and Grzesiek 1998; Cordier and Grzesiek 1999). 
This procedure works well for oligonucleotides 
and in favorable cases for proteins. In the latter 
case, the heteronuclear 2hJ(C`-H) and 3hJ(C`-N) 
couplings provide the experimental evidence for 
the presence of a hydrogen bond (Cordier and 
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Grzesiek 1999; Cordier et al. 1999).
Even though the acceptor atom can nowadays 
be identiﬁed experimentally, it is not uncommon 
to infer the acceptor from structural models or 
assumptions about regular secondary structure. 
In these cases ambiguous distance restraints are 
useful to allow for some ambiguity or multiple 
possibilities in the assignment of potential hy-
drogen bond acceptors. An example of how the 
hydrogen bonding network can be deﬁned in 
an α-helix using ambiguous distance restraints 
is shown in Figure 2.2. The ambiguous distance 
restraint illustrates the formation of either the 
i,i+3, i,i+4 or the i,i+5 hydrogen bond, thus al-
lowing for the various types of helices deﬁned by 
these diﬀerent hydrogen-bonding patterns.
Torsion angle restraints
Torsion angle restraints are derived from the 
vicinal coupling constant, 3J, by means of the 
well known Karplus relations (Karplus 1959):
 (2.3)
where θ describes the torsion angle between the 
four involved atoms. The three parameters A, B 
and C have been empirically parameterized us-
ing molecules for which X-ray models are known 
and depend on the coupling constant under 
investigation. The 3J-coupling constant informa-
tion can be translated into allowed ranges for the 
relevant torsion angles and as such can be incor-
porated in the structure calculation. In case of 
13C and 15N isotope labeling coupling constants 
involving these nuclei can provide many useful 
additional parameters that can provide structural 
information on both backbone and side chain 
torsion angles (Vuister et al. 1998).
Whereas the atoms involved in an NOE re-
straint can be far apart in sequence space, torsion 
angle restraints provide only information on local 
conformations. As a result, the contribution of 
torsion angle restraints to the global fold is very 
limited (Nabuurs et al. 2003) (see Chapter 3), 
although they do provide important information 
to restrain the backbone torsion angles φ and ψ, 
and the side chain χ torsion angles.
Orientational restraints
A more recent addition to the arsenal of ex-
perimental restraints available to the NMR spec-
troscopist, are the orientational restraints derived 
from residual dipolar couplings (RDCs). In or-
der to obtain structural information from dipolar 
couplings, the internuclear dipolar interactions 
must be observable. In solution, the distribution 
of the molecular orientations is normally random 
in the absence of a magnetic ﬁeld, and as a result 
the internuclear dipolar interactions average to 
Figure 2.2. An ambiguously assigned hydrogen 
bond restraint indicated in an α-helix. The three 
contributing distances are shown in yellow, al-
lowing for the formation of either the i,i+3, the 
i,i+4 or the i,i+5 hydrogen bond. In this case, the 
distance would be restrained to ~2 Angstrom. For 
any given structure model the effective distance 
is calculated using Equation 2.2. Color ﬁgure can 
be viewed online at http://thesis.nabuurs.org/.
41NMR restraint analysis and validation
zero and thus cannot be observed. In the pres-
ence of a magnetic ﬁeld, most biomolecules will 
still be oriented randomly, with the exception of 
molecules that have a large magnetic dipole mo-
ment, such as nucleic acids, which may show a 
small degree of alignment with the magnetic ﬁeld 
(Tjandra and Bax 1997).
Alignment of biomolecules can be achieved by 
immersing them into a slightly anisotropic envi-
ronment, such as solutions containing phages, 
bicelles or polyacrylamide gels with anisotropic 
cavities. Phages and bicelles readily align with the 
magnetic ﬁeld and steric and/or electrostatic in-
teractions with these anistropic molecules intro-
duce a small net alignment of the biomolecule of 
interest. As a result, dipolar couplings no longer 
completely average out and give rise to a observ-
able residual dipolar coupling, typically scaled 
down by a factor of ~103 relative to its static 
value. In this case, the overall appearance of the 
NMR spectrum is not altered, allowing for the 
direct measurement of these couplings as small 
contributions to the J-couplings of the involved 
nuclei (Tolman et al. 1995; Tjandra and Bax 
1997). The observed residual dipolar coupling 
(D) between two nuclei, p and q, is given by
  (2.4)
where D
a
 is the magnitude of the dipolar cou-
pling tensor and D
r
 the rhombicity. For a given 
value of D
pq
, the cylindrical coordinates θ and φ 
describe a cone of solutions for the orientation of 
the vector pq in the principal axis system of the 
molecular alignment tensor. 
Provided that the molecular alignment ten-
sor is known, residual dipolar couplings present 
information on the orientation of internuclear 
vectors relative to an external reference frame. 
This external frame can be introduced in the 
structure calculation process as a tetra-atomic 
pseudomolecule, which represents the alignment 
tensor as an orthogonal axis system (Tjandra et 
al. 1997b). In addition to providing constraints 
on local geometry, the residual dipolar couplings 
also restrain the orientation of all the involved 
bond vectors relative to this common reference 
frame. This provides long-range order informa-
tion, which is not directly accessible from any 
of the other commonly used NMR parameters. 
During structure calculations, the orientational 
restraints derived from residual dipolar couplings 
can be used together with distance restraints and 
torsion angle restraints to yield more accurate 
NMR structures (Tjandra et al. 1997b; Clore et 
al. 1999).
Analyzing sets of restraints
Sets of experimentally derived restraints, as 
discussed in the previous sections, can be used 
for diﬀerent types of analyses, pertaining to 
four diﬀerent aspects of validation that will be 
discussed throughout this section. The ﬁrst, 
and most widely used method is a statistical 
analysis of the restraints, e.g. the total number 
of restraints that were obtained from the diﬀer-
ent experiments. Second, once a structure model 
has been calculated, it can be compared to the 
restraints and a measure of how well the struc-
ture ﬁts the data can be obtained. This normally 
includes a restraint violation analysis and calcu-
lations of the root mean square of the restraint 
violations. Third, a measure of accuracy is desir-
able, providing an estimate of how accurately 
the structure model represents the truth. Like in 
X-ray crystallography, this may be done by calcu-
lation of the completeness of a dataset, R-factors, 
and by cross-validation. The last type of analysis 
that will be discussed relates to the information 
contained in experimental restraints, i.e. how im-
portant is a particular (type of ) restraint for the 
ﬁnal structure that is derived. One of the classical 
measures of information is the classiﬁcation of 
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distance restraints in short, medium and long-
range restraints. This classiﬁcation is based on the 
distance a restraints spans in sequence space, a 
measure independent of its Cartesian distance. 
More recently, we proposed measures based on 
information theory (Nabuurs et al. 2003) (see 
Chapter 3).
Here, we will explain both the classical and 
new methods for validation and analysis of ex-
perimental restraints. An overview of the various 
validation tools applied to the GB1 dataset is 
given in Table 2.1 and will be discussed through-
out the text. Possible drawbacks and advantages 
of diﬀerent methods will be discussed and we 
will attempt to assess their value for judging the 
quality of a structure model.
Number of restraints
One of the most straightforward indicators 
of the quality of an experimental restraint set is 
the number of restraints, which is sometimes re-
ported as the number of restraints per residue (cf. 
Table 2.1 and Figure 2.3B). It should be noted 
however that this indicator can be heavily biased 
if not derived carefully. Fewer than average, or 
no NOEs at all, are typically observed for the re-
gions of molecules with conformational disorder, 
Table 2.1. Restraint validation scores for the GB1 dataset.
Distance restraints Torsion angle 
restraints
Dipolar coupling 
restraints
Number of restraints 735
(37/17/11/35%)e
145 300
Restraints per residue 13.1 2.6 5.4
NOE completenessa 49 % - -
Average number of violationsb,c 1.0 1.0 -
Cross-validated average number of 
violationsb,c
4.5 1.5 -
RMS violationsb 0.02 Å 0.67° -
Cross-validated RMS violationsb 0.16 Å 19.0° -
Independent RDC R-factord - - 26 % / 18 %d
RDC R-factord - - 8 % / 7 %d
QUEEN set information 98.4%
(0.4/2.4/11.8/85.4%)e
1.6 % -
Non-redundant distance restraints 480
(9/18/19/53%)e
- -
a Determined at a 4 Å cut-off with all restraints included. b Determined in structures calculated without the inclusion of 
residual dipolar coupling data. c A violation threshold of 0.2 Å and 2° was used for the violation analysis. d The independent 
dipolar coupling R-factor was calculated with only distance and dihedral restraints included in the structure calculation. 
The ﬁrst and second values relate to NH dipolar coupling measured using tobacco mosaic virus and bicelles, respectively 
(Clore et al. 1999). e The numbers in brackets relate to the distribution (expressed in percentages) over the intraresidual, 
sequential, medium-range and long-range restraint classes, respectively.
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e.g. ﬂexible termini or large external loops. When 
disordered residues are included in the restraint 
count, this can result in an artiﬁcially low number 
of restraints per residue. To prevent this, the 
analysis is generally restricted to the well-deﬁned 
regions of the molecules under investigation, e.g. 
those areas with a low ensemble RMSD or circu-
lar variance, or those residues involved in second-
ary structure elements. For our test set of 100 
NMR derived structural ensembles the number 
of distance restraints per residue increases from 
12 ± 5, calculated using all residues, to 16 ± 7, if 
only those residues involved in secondary struc-
ture elements are included in the analysis.
Adding to the diﬃculty of interpreting the to-
tal number of distance restraints is their depend-
ence on the size and shape of the biomolecule, 
and to some extent on the residue-type composi-
tion. Plotting the number of distance restraints 
per residue corrects to some extent for the size 
and shape dependence, however, for very small 
molecules the maximum number of restraints 
per residue that are expected will be lower than 
for large molecules. Further, the residue-type de-
pendence will be expressed clearly in such plots, 
e.g. glycines will generally be involved in fewer 
NOEs than the larger leucines (Doreleijers et al. 
1999a).
Yet another pitfall in deriving the number 
of restraints per residues is redundancy in the 
experimental input data. It has been show that 
a signiﬁcant fraction of the distance restraints 
used in a structure determination is typically re-
dundant (Doreleijers et al. 1998; Nabuurs et al. 
2003). In order to use the number of restraints as 
a measure for the amount of information in the 
Figure 2.3. NOE completeness values and number of NOEs for the GB1 dataset (Kuszewski et al. 1999). 
(A) The cumulative and per-shell completeness (left y-axis) versus the radius of the distance shell, and the 
number of observed and expected NOEs (right y-axis) versus the distance shell radius. (B) NOE complete-
ness at 4 Å cutoff radius (left y-axis) and number of NOE restraints per residue (right y-axis) for the 56 
residues of GB1.
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data set, redundant distance restraints have to be 
removed prior to the analysis. Methods to do so 
are discussed in some of the following sections.
For restraints derived from chemical shifts and 
through-bond interactions, such as J-couplings 
and residual dipolar couplings, the number of 
restraints is more indicative of the quality of 
the experimental data, since the total number of 
measurable interactions is known from the pri-
mary structure of the molecule. Restraints that 
are derived from J-couplings across hydrogen-
bonds present an exception to this, as these can-
not be predicted unambiguously from sequence 
information alone.
NOE completeness
The NOE completeness was developed in the 
late nineties to provide a more informative meas-
ure of the information contained in data sets 
then the number of restraints per residue. The 
completeness is deﬁned as the ratio, expressed 
as a percentage, of the number of matched ex-
perimentally observed NOEs (N
observed
) and the 
number of expected NOEs (N
expected
) (Doreleijers 
et al. 1999a):
 (2.5)
and thus normalizes the number of observed 
restraints. Unfortunately, there is no way to 
determine the number of expected restraints a 
priori and therefore a structural model has to be 
known in order to be able to determine the NOE 
completeness. Given this structural model, the 
expected NOE restraints are derived by selecting 
all typically observable proton-proton distances 
below a given cut-oﬀ value. Protons that are 
rarely observed in NMR experiments, such as 
those in amino (Lys, N-terminus), carboxyl (Asp, 
Glu, C-terminus), sulphydryl (Cys) and hydroxyl 
(Ser, Thr, Tyr) groups and those connected to the 
imidazole group of histidine and the guadinium 
group in arginine, are excluded from the analy-
sis. The set of expected NOE restraints is then 
compared to those actually observed within the 
limits imposed by a cut-oﬀ value. The number of 
matched restraints is then used to calculate the 
NOE completeness for that particular cut-oﬀ val-
ue using Equation 2.5. By increasing the cut-oﬀ 
value in small steps, gradually all observed NOEs 
are included in the analysis. In case of structural 
variability the expected NOE distance is deﬁned 
as the average distance in the diﬀerent members 
of the ensemble.  If this average distance is above 
the cut-oﬀ value, it will be discarded from the set 
of observable contacts. This way a ﬂexible region 
of a protein can have a similar completeness as 
a rigid region although the latter is deﬁned by 
more NOEs per residue.
Figure 2.3A and Table 2.1 show the NOE 
completeness values for the GB1 dataset. The 
cut-oﬀ value was increased from 2.5 to 8.0 Å 
with a step size of 0.5Å. The completeness drops 
from 55% in the 2.0-2.5 Å shell to 0% in the 
7.5-8.0 Å shell. In addition to the complete-
ness per shell the cumulative completeness is 
also shown. The cumulative completeness for 
the GB1 dataset is 53%, 49% and 33% up to 
3, 4 and 5 Å cut-oﬀ distances, respectively. A 
comparison between the NOE completeness 
per residue, calculated with a 4 Å cut-oﬀ, and 
the number of restraints per residue is shown in 
Figure 2.3B. Although the overall trend between 
the two graphs is similar, the two quantities are 
only weakly correlated as expressed by a correla-
tion coeﬃcient of 0.4, illustrating the diﬀerent 
nature of the two information measures. 
Restraint violations
The structural models resulting from an NMR 
structure calculation are hardly ever in exact 
agreement with the experimental input data used 
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to calculate them. Possible reasons include incon-
sistencies in the input data, which can originate 
from assignment errors, calibration problems, or 
the presence of several diﬀerent conformers in so-
lution. The best models generated in a structure 
calculation can be selected using diﬀerent, often 
subjective, criteria, e.g. such as force ﬁeld ener-
gies or the number and size of the experimental 
restraint violations. In the latter case, there is 
general consensus in the NMR community that 
structures without violations >0.5 Å can be con-
sidered acceptable, although over the past years 
lower cut-oﬀs of 0.3 Å have also been reported. 
When selecting structures based on a violation 
size criterion, it can be very informative to also 
study the size and number of smaller violations 
below the cut-oﬀ value, as they can also pinpoint 
problematic regions in the structure or erroneous 
restraints in the dataset.
The agreement of an ensemble of structural 
models with the experimentally derived distance 
restraints can be judged by the root mean square 
(RMS) NOE deviation:
 with
 (2.6)
with d
kl
 the actual distance for restraint k in 
model l, r
k
upper the upper bound of restraint k and 
r
k
lower the lower bound of restraint k. The sum is 
calculated over all N
r
 distance restraints and N
m
 
structural models. An identical expression can be 
used to calculate the RMS torsion angle restraints 
deviation (accounting for the circular nature of 
this property), with d
kl
 the actual torsion angle 
measured in model l, and r
k
upper and r
k
lower, the 
upper and lower limit of the torsion angle range 
allowed for by restraint k, respectively. 
Figure 2.4 shows the distribution of the size 
and number of distance restraint violations in 
the reference set of 100 NMR structural ensem-
bles, both before and after reﬁnement of these 
structures in explicit solvent (Nabuurs et al. 
2004) (see Chapter 5). In the original structures 
Figure 2.4. Occurrence of NOE derived distance restraint violations in 100 NMR derived structural ensem-
bles as function of the violation size shown before (light gray) and after (dark gray) reﬁnement in explicit 
solvent. The 100 ensembles consist of 1567 structural models in total.
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a signiﬁcant number of violations between 0.5 
and 1.0 Å are found, most of which are absent in 
the re-reﬁned structural models. This improve-
ment in the ﬁt of the models to the experimental 
data is also reﬂected in the RMS NOE violation 
for the original and re-reﬁned models, which is 
0.089 and 0.029 Å, respectively (Nabuurs et al. 
2004). 
NMR R-factor
A more direct indicator for the quality of 
structural models calculated on the basis of ex-
perimental NMR data is the agreement between 
the original experimental data and the data back-
calculated from the proposed structures. This 
agreement can be expressed using the R-factor, 
the normalized mean deviation between the 
measured and back-calculated data, a quality 
measure often used in X-ray crystallography. The 
lower the R-factor, the better the model repre-
sents the experimental data. As the principal data 
in NMR structure determinations are the NOE 
signals with their corresponding intensities, 
the NMR R-factor is deﬁned as the measure of 
agreement between the observed and back-calcu-
lated intensities observed in the NOESY spectra 
(Gonzalez et al. 1991). Theoretical NOE signal 
intensities can be calculated using relaxation 
matrix theory, which solves the Bloch equations 
for the complete spin system for a given mixing 
time τ
mix
 (Bonvin et al. 1991; James 1991). In 
this approach, all interacting spins are treated as 
a network, and the volumes of the NOE cross 
peaks are calculated by exponentiating the matrix 
of cross-relaxation rates: the relaxation matrix.
An R-factor deﬁnition to determine the 
agreement between the measured and calculated 
intensities, analogous to that used in X-ray crys-
tallography, is
 
(2.7)
with A
ij
calc and A
ij
exp the calculated and experi-
mental cross-peak intensities resulting from the 
interacting spins i and j, respectively, W
ij
(τ
mix
) a 
mixing time dependent weighting factor, and the 
power p can simply be 1 or e.g. 1⁄6 to reﬂect the 
asymptotic behavior of the NOE. The weighting 
factor should account for the uncertainties arising 
from both the experimental and computational 
procedures. It is also here that the problems with 
an NMR R-factor lie. Estimating the error of 
the signals observed in the NOESY spectrum 
is complicated. Together with the assumptions 
and uncertainties involved in the computational 
procedures, these problems make the R-factor a 
rarely used validation criterion in structure deter-
minations by NMR spectroscopy. 
Complete cross validation
As mentioned, in X-ray crystallography the 
R-factor is a much more commonly used crite-
rion for judging the quality of structural mod-
els. But also the crystallographic R-factor is not 
without problems, as it can be artiﬁcially reduced 
by introducing more parameters to describe the 
model. Kleywegt & Jones have shown that it is 
possible to overﬁt diﬀraction data to the extent 
that a structural model with every amino acid 
at an incorrect position can still be reﬁned to a 
reasonable R-factor (Kleywegt and Jones 1995). 
The R
free
-factor was introduced as a quality indi-
cator less prone to overﬁtting  (Brünger 1992a). 
Its deﬁnition is identical to that of the traditional 
R-factor, except that the R
free
-value is calculated 
for a small subset of the data which was not used 
in the reﬁnement of the model. Therefore, the 
R
free
 measures how well the model predicts ex-
perimental data not used to derive the model, 
and hence it can detect overﬁtting of the data. 
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This method is also commonly referred to as 
cross-validation. 
In the application of cross-validation in crys-
tallography, typically 10% of the reﬂections are 
omitted (the test set) and the remainder of the 
data (the working set) is used for model reﬁne-
ment. In contrast to X-ray crystallography, where 
each single reﬂection contains information about 
the whole structure, each NOE signal in NMR 
spectroscopy provides only local information. 
Hence, where deletion of 10% of the data in a 
crystallographic dataset results in a 10% loss in 
information content, this will not be case for 
NMR derived datasets (see Chapters 3 & 4). 
Additionally, the information content of the 
separate restraints is not identical throughout 
an NMR dataset, e.g. intermolecular restraints 
versus intraresidual restraints (Doreleijers et al. 
1998; Nabuurs et al. 2003). As a result of this 
cross-validation with a single random test set is 
not appropriate for NMR structure determina-
tions. 
To circumvent these problems, the concept 
of complete cross-validation was introduced 
(Brünger et al. 1993). In this approach the 
NMR restraints are randomly partitioned into 
test sets of roughly equal size and cross-valida-
tion is performed with each of the test sets. 
Statistical quantities are then averaged over the 
diﬀerent test sets. By doing so, the diﬀerences 
in information content between the test sets is 
expected to average out, resulting in more mean-
ingful cross-validated measures of ﬁt for NMR 
datasets. Despite this, the fact still remains that 
NOEs are not independent observations. NOEs 
can often only be assigned based on information 
provided by earlier assigned NOEs, e.g. from 
structures calculated using these NOEs. If one 
of these early assigned NOEs is then moved to 
the test set, it will still inﬂuence the structure if 
assignments made based on this restraint are still 
present in the working set. Thus, if not treated 
very carefully the calculated free R-values are not 
as free as one might assume.
Using the deposited GB1 restraint set 
(Kuszewski et al. 1999), we calculated and cross-
validated an ensemble of 30 structures using the 
default CNS (Brünger et al. 1998) protocols. 
Cross-validated values typically are signiﬁcantly 
higher when compared to their full dataset coun-
terparts (Brünger et al. 1993) (cf. Table 2.1), and 
no direct conclusion can be derived from their 
comparison. They are, however, useful when 
comparing the eﬀects of variations in the struc-
ture calculation protocol, such as the usage of 
multiple models (Bonvin and Brünger 1996).
Quality factors
In a so-called independent validation of 
structures, some of the experimental data is com-
pletely kept out of the structure calculation and 
reﬁnement process, and only used to validate the 
resulting structural models. For example, using 
anisotropic carbonyl chemical shifts, diﬀerent 
X-ray and NMR derived structural models were 
validated in this way (Cornilescu et al. 1998). 
Changes in the chemical shifts of carbonyl 
carbons were measured (∆δ
meas
) in a dilute liq-
uid crystalline phase and back-calculated from 
structures (∆δ
pred
) that were determined without 
the inclusion of the chemical shifts as structural 
restraints. Structures calculated with residual di-
polar couplings as orientational restraints showed 
an improved ﬁt to the carbonyl chemical shift 
data as compared to structures calculated without 
the inclusion of residual dipolar couplings. The 
measure for the agreement between the struc-
tures and the observed property, in this case the 
changes in carbonyl chemical shift, was obtained 
by using the quality or Q-factor  (Cornilescu et 
al. 1998), deﬁned as:
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 (2.8)
Like the R-factor, the closer the Q-factor is to 
zero, the better the agreement between the model 
and the observed independent data.
A similarly deﬁned Q-factor has been used 
as a measure of ﬁt for residual dipolar couplings 
(Meiler et al. 2000; Zweckstetter and Bax 2000), 
and is equivalent to √2 times the dipolar cou-
pling R-factor (Clore and Garrett 1999). When 
not directly used in the calculation protocol, the 
RDC R-factors for GB1 have values of 26% and 
18% for data recorded in tobacco mosaic virus 
and bicelles, respectively. In contrast, these values 
drop to 8% and 7%, upon their inclusion in the 
calculation, indicating that they convey unique 
information about the biomolecular structure 
(Clore et al. 1999).
As a second example of independent valida-
tion, we mention the use of the residual dipolar 
coupling Q-factors to check improvements in 
reﬁnement schemes and force ﬁelds (Spronk et 
al. 2002; Linge et al. 2003b). Structures of the 
protein ubiquitin were calculated and reﬁned 
using both distance and torsion angle restraints, 
and independently validated against diﬀerent sets 
of residual dipolar couplings. Structures reﬁned 
in explicit solvent showed signiﬁcant decreases 
in the residual dipolar coupling Q-factors as 
compared to the original structures, which was 
accompanied by a concomitant decrease in NOE 
RMS values, indicating a better overall agree-
ment with the experimental data.
Analyzing individual restraints
In addition to analyzing restraints sets as a 
whole, it is also informative to analyze experi-
mental restraints individually. Especially during 
the structure determination process, this ap-
proach can be helpful in the interpretation and 
validation of both the derived restraints and their 
resulting structures. At this stage it is still possible 
to return to the experimental data and verify the 
assignment and volume integrations of those re-
straints that are identiﬁed as problematic. Once 
the structures have been deposited, and the origi-
nal spectroscopic data often is no longer avail-
able, the diﬀerent restraint analyses can only be 
used to identify problematic regions in structural 
models, without the possibility of reevaluation 
against the original spectroscopic data.
Consistent violations
Violation analyses and statistics for complete 
datasets have been discussed in the previous sec-
tions. Here, we brieﬂy mention the approach of 
analyzing individual restraint violations through-
out the diﬀerent models in an NMR ensemble. 
When analyzing individual restraints it is impor-
tant to distinguish between consistent violations, 
occurring throughout the majority of the gen-
erated models, and those occurring randomly. 
Consistent violations are a powerful indicator of 
inconsistencies in the experimental data, where 
those violations occurring less frequently might 
just indicate that the structure calculation algo-
rithm has not reached convergence yet. It should 
be noted that the consistently violating restraint 
are not necessarily also the incorrect restraints. 
Often incorrect restraints induce violations in 
nearby correct restraints. Therefore, if a consist-
ently violating restraint is found, one should 
re-examine all restraints in that region of the 
structure.
Redundant restraints
In a study assessing the quality of NMR 
structures Doreleijers et al. (Doreleijers et al. 
1998) observed that for a group of 15 entries 
(those with the highest fraction of intra-residual 
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restraints), 58% of these restraints were redun-
dant. To detect these redundant restraints, they 
implemented a check in the AQUA program 
which is aimed at the analysis of biomolecular 
structures determined by NMR (Laskowski et al. 
1996). AQUA identiﬁes redundant intraresidual 
restraints by comparing the upper- and lower 
bounds of the experimental restraints to the dis-
tance limits observed for that particular intrare-
sidual distance in a reference molecular dynamics 
simulation. Restraints are considered redundant 
when both the upper and lower bound are within 
the distance limits imposed by the molecular 
geometry. Because of the limited sampling pos-
sible in a molecular dynamics simulation, AQUA 
only considers redundancy in the intraresidual 
restraints (Doreleijers et al. 1998).
It is important to note here that we do not 
advertise the use of redundancy checks to ﬁlter 
restraint datasets. Removal of the redundant 
Figure 2.5. Fraction of NMR structures in the PDB with associated deposited experimental restraints. The 
best linear ﬁt is shown as a dashed line.
restraints results in smaller datasets without any 
loss of structural information, which are there-
fore useful in retrieving more sensible restraint 
counts, for example for the number of informa-
tive restraints per residue. For the GB1 dataset 
Table 2.1 shows that about 35 % the experimen-
tal distance restraints are redundant. However, 
non-redundant datasets are deprived of valuable 
conﬁrmative information. All restraints in the 
dataset will now have high values for the amount 
of unique information they carry, making valida-
tion by for example the QUEEN software (see 
Chapter 3), uninformative. 
Concluding remarks
In this review we have discussed diﬀerent vali-
dation tools available to NMR spectroscopists 
to assess the quality of experimentally derived 
restraint datasets. In practice, the approaches 
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discussed are often only applied at the end of 
the structure determination process. We feel, 
however, that the quality of both the structures 
and the generated datasets would beneﬁt from 
restraint analyses as an integral part throughout 
the iterative assignment and structure calcula-
tion process. Fortunately, this is becoming more 
feasible as ever more sophisticated automated 
assignment and structure calculation approaches 
are becoming available (Gronwald et al. 2002; 
Herrmann et al. 2002a; Linge et al. 2003a). 
Additionally, more frequent usage of robust qual-
ity indicators, such as complete cross-validation, 
would provide a better quality assessment of the 
derived structural models. Deposition of the ex-
perimental restraints together with the structures 
ensures that other researches can reproduce the 
structures and use the restraints for development 
and testing of new structure calculation, reﬁne-
ment and validation protocols. Fortunately, the 
number of structures that is deposited together 
with the experimental restraints used to calcu-
late them gradually increases over the years (as 
shown in Figure 2.5), and provides the ground 
for development and testing of more elaborate 
validation procedures.
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53The QUEEN method
Nuclear Overhauser effect (NOE) data are an indispensable source of structural information in biomolecular structure determination by NMR spectroscopy. The number and type of experimental restraints 
used in the structure calculation and the RMS deviation of the restraints are 
usually reported. We present a new method for quantifying the informa-
tion contained in the experimental NMR restraints. The method is based on 
a description of the structure in distance space and concepts derived from 
information theory. It allows for an objective description of the amount of 
available experimental information, which we show to be related to the 
positional uncertainty of the NMR ensemble. The measure of information 
presented is not affected by redundancy in the experimental restraints. 
Using various examples, we show that the method successfully identiﬁes 
the crucial restraints in a structure determination: those restraints that are 
both important and unique. Finally, we demonstrate that the method can 
detect a wider range of redundancy in experimental datasets when com-
pared to currently available methods. Because our method describes the 
quantitative evaluation of experimental NMR restraints, we propose the 
acronym QUEEN.
Introduction
The common method for biomolecular struc-
ture determination by NMR spectroscopy relies 
on the identiﬁcation of a dense network of in-
terproton distance restraints (Wüthrich 1986). 
These distances can be obtained from nuclear 
Overhauser enhancements (NOE), which give 
rise to cross-peaks in NOE experiments. Since 
the ﬁrst protein structures were solved by NMR 
(Kaptein et al. 1985; Williamson et al. 1985), 
other experimental information derived from J-
couplings (Pardi et al. 1984; Kim and Prestegard 
1990; Torda et al. 1993), chemical shifts 
(Kuszewski et al. 1995a; Kuszewski et al. 1995b) 
and residual dipolar couplings (Tjandra and Bax 
1997) has also been used to further improve the 
quality of NMR structures. Despite these new 
types of experimental data, distance restraints 
have remained the single most valuable source of 
information for the elucidation of high resolution 
solution structures by NMR spectroscopy (Clore 
et al. 1993), and it is only recently that the ﬁrst 
backbone structure determination from residual 
dipolar couplings without the use of NOE data 
was reported (Hus et al. 2001). Although this lat-
est development holds great promise, most high 
resolution NMR structures are still determined 
using distance and dihedral restraints as a pre-
dominant source of structural information. 
Several techniques are available to determine 
the conformational space available to a mol-
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ecule within the limits of the experimental data. 
Distance geometry (Havel 1991) was the ﬁrst 
method to be used in de novo protein structure 
calculations. Nowadays simulated annealing, 
either in Cartesian (Nilges et al. 1988) or tor-
sion angle (Güntert et al. 1991) space, is the 
most widely used method for calculating NMR 
structures. The quality of the resulting structures 
and the aforementioned experimental input data 
has been investigated (Doreleijers et al. 1998; 
Doreleijers et al. 1999b) and several computer 
programs are available to compare structural 
characteristics of the models with structural 
knowledge derived from biomolecular databases 
(Vriend 1990; Laskowski et al. 1993). Other 
programs measure the agreement of the derived 
structures with the experimental input data 
(Laskowski et al. 1996).
In publications reporting biomolecular 
structures, it is common practice to provide 
an overview of parameters pertaining to the 
experimental data and the NMR ensemble. 
Among these are the number and types of input 
restraints used for calculation of the structures 
(Markley et al. 1998), which give an indication 
of the amount of experimental input data used in 
the structure determination. There are, however, 
some caveats when using the number of experi-
mental restraints as an indicator for the quan-
tity of experimental knowledge. For example, 
experimentally determined restraints between 
vicinal protons are often redundant given the 
distance limits imposed by the covalent geometry 
(Doreleijers et al. 1999a). In a system in which a 
large number of sequential, medium-range and 
long-range NOE restraints have been identi-
ﬁed, a certain degree of redundancy between 
these restraints is to be expected, rendering the 
number of restraints only moderately useful as 
an indicator of the quantity of available infor-
mation. These problems were partly addressed 
by the introduction of the NOE completeness, 
which is deﬁned as the ratio of the number of 
experimentally observed NOEs to the number 
of expected NOEs (Doreleijers et al. 1999a). 
The number of restraints by itself becomes more 
informative if redundant restraints are removed 
from the experimental dataset (Doreleijers et al. 
1998). Unfortunately this method is only able to 
remove intraresidual restraints, and is therefore 
insensitive to redundancy in the structurally 
more informative sequential, medium-range, and 
long-range restraint categories.
Here, we introduce a novel method to quan-
tify the information contained in experimental 
NMR distance and J-coupling data by evaluat-
ing their eﬀect on the structure represented 
in distance space. Our method allows for the 
quantiﬁcation of the information content of 
individual or groups of restraints with respect 
to the remainder of the dataset. We show that 
redundant restraints do not add to the overall 
information content; therefore the method can 
be used to detect redundancy in any type of re-
straint. By evaluating the information contained 
in all individual restraints we identify those that 
are less well supported by the remainder of the 
dataset and warrant further investigation.
Theory
Distance space
An object comprised of N atoms can be de-
scribed in Cartesian space by 3N coordinates. In 
distance space this object, and its mirror image, 
are described by a set of N(N-1)/2 interatomic 
distances. The positional uncertainty of the indi-
vidual atoms translates to allowed distance ranges 
in distance space. Our method starts by realizing 
that the complete absence of knowledge about a 
system can be described in distance space by plac-
ing a lower bound of zero and an upper bound of 
inﬁnity on all interatomic distances. If we were 
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to have some information on an atom pair in this 
system, this would restrain both the position of 
the two atoms relative to each other in Cartesian 
space and the upper and lower bounds on their 
distance in distance space. 
Because most of the experimentally derived 
data used in NMR structure calculations can 
be translated into distances between pairs of at-
oms, it is possible to generate a distance matrix 
reﬂecting all available distance information. A 
molecular structure with N atoms and N(N-1)/2 
interatomic distances is most conveniently repre-
sented using a NxN matrix. In our convention, 
the elements (i,j) of this matrix with i < j contain 
the upper bound limit, u
ij
, for the distance D
ij 
between atoms i and j and the elements ( j,i) the 
lower bound, l
ij
, for this distance. All diagonal 
elements are zero. Initially all elements l
ij
 are set 
to zero and all elements u
ij
 are set to a very large 
number, indicating the lack of information about 
any distance in the system.
In addition to the restraints originating from 
knowledge of the covalent geometry, experimen-
tally derived restraints are used to describe the 
structure. A typical set of NMR distance restraints 
is neither exact nor complete. Only a small sub-
set of the interatomic distances is restrained by 
experimentally determined upper and lower 
bounds. A bound smoothing algorithm (Crippen 
1977; Havel et al. 1983) can be applied to cal-
culate the minimum and maximum bounds on 
all interatomic distances given the covalent and 
NMR determined distances. The bound smooth-
ing procedure applies the two triangle inequali-
ties on all possible groups of three atoms (i,j,k). 
The ﬁrst states that the distance between atoms 
i and k can be no greater than the sum of the 
maximum values of the distances D
ij
 and D
jk
:
 (3.1)
The second states that the minimum value of the 
distance D
ik
 can be no less than the diﬀerence 
between the lower bound on D
ij
 and the upper 
bound on D
jk
:
 (3.2)
Application of these triangle inequalities allows 
for the propagation of the distance limits on a 
limited number of atom pairs to the upper and 
lower bounds of all other atoms in the system.
Uncertainty and information
The information added to a system can be 
deﬁned as the diﬀerence between the uncertainty 
(H) of two distinct states of the system. Hence, 
the amount of information, I
r
, that a restraint 
provides about a system (a biomolecular struc-
ture in our case) corresponds to the uncertainty 
of that system minus the uncertainty after addi-
tion of this restraint.
According to Shannon’s information theory 
(Shannon and Weaver 1949) the uncertainty (H) 
of a probability distribution with a density func-
tion p(x) is:
 (3.3)
We deﬁne an analogous measure for the un-
certainty of a molecular structure with N atoms. 
We assume that a distance D
ij
 between atoms i 
and j is always within the experimentally deter-
mined upper bound u
ij
 and lower bound l
ij
 for 
that distance. Between these bounds we make no 
assumptions on the magnitude of distance D
ij
, 
resulting in a uniform probability distribution 
p(D
ij
). It must hold that
 (3.4)
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so the uncertainty (H
ij
) of the distance between 
an atom pair (i,j) is:
 (3.5)
with all distance bounds given in Ångstrom units. 
We then deﬁne a measure of uncertainty (H
n
) of 
a single atom n as the average uncertainty of the 
distance between atom n and all other atoms in 
the system:
 (3.6)
with H
in
 equal to the uncertainty of the distance 
between the atom pair (i,n). The uncertainty of 
the complete system (H
system
) under investigation 
can then be calculated by averaging the uncer-
tainties of all interatomic distances in the system. 
This is the average uncertainty of all N individual 
atoms in the structure:
 (3.7)
With this deﬁnition of uncertainty it is pos-
sible to deﬁne a measure for the structural infor-
mation, I
total
, contained in a set of R experimental 
restraints:
 (3.8)
with H
structure|0
 equal to the uncertainty of the 
structure with no experimental restraints and 
H
structure|R
 equal to the uncertainty of the structure 
with R experimental restraints.
Similarly, the information of a single experi-
mental restraint can be deﬁned. The information 
content (I
r
) of an experimental restraint r added 
to a structure is deﬁned as:
 (3.9)
with H
structure|r
 equal to the uncertainty of the 
structure given restraint r and H
structure
 equal to 
the uncertainty of the structure before addition 
of the restraint. 
When analyzing a measure of restraint infor-
mation, the amount of information contained in 
an experimental restraint is always context de-
pendent. For example, the addition of a restraint 
X that limits the distance between atoms i and j 
adds little or no information if this distance has 
already been well deﬁned by another restraint Y. 
Conversely, restraint Y becomes uninformative 
if restraint X has already deﬁned the distance 
between atoms i and j. Hence, the information 
measures deﬁned here are always considered 
against a certain level of background informa-
tion, either induced by other restraints or derived 
solely from our knowledge of the covalent bond 
lengths and angles of the system under investiga-
tion. 
Distance space and uncertainty
The N(N-1)/2 interatomic distances do not 
represent independent degrees of freedom and 
therefore the triangle inequalities alone are not 
suﬃcient to guarantee that the resulting distance 
matrix is embeddable in three-dimensional 
space. Higher order inequalities would have to be 
considered to ensure this, but these are impracti-
cal because of their computational demands. As 
a result the diﬀerence between the upper and 
lower bounds will be overestimated by the bound 
smoothing algorithm. However, it was previously 
shown that a linear relation exists between the 
bounds generated by bound smoothing and the 
actual distance (Oshiro et al. 1991), even with 
only a few restraints per residue present in the 
dataset. In addition, in practice most lower 
bounds have near zero values. Hence, because 
of the logarithmic nature of H
ij
 (cf. eq 3.5), the 
overestimation of the bounds will result in a con-
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stant oﬀset to H
structure
 which will cancel in the 
proposed information measure (cf. eq 3.9).
Experimental restraints
When describing distance restraints in NMR 
datasets, it is important to discriminate between 
covalent constraints, which describe knowledge 
about the molecular topology, and experimen-
tal restraints, which can consist of any type of 
restraint that allows for a representation in 
distance space. A typical NMR dataset consists 
of interatomic distance restraints derived from 
NOEs, angular restraints derived from J-cou-
plings and possibly additional distance restraints 
deﬁning hydrogen bonds. Angular restraints can 
be converted into distance restraints to allow for 
their representation in distance space. In this case 
bond angles are described by their geminal dis-
tance, whereas torsion angle restraints are deﬁned 
by the distance limits between the ﬁrst and the 
fourth atom deﬁning the dihedral angle (Havel 
et al. 1983).
A bound-smoothed distance matrix contain-
ing only the covalent constraints is taken as the 
initial state, H
structure|0
 (cf. eq 3.8), prior to addi-
tion of any of the experimental restraints. After 
addition of an experimental restraint, the upper 
and lower bounds on the distance limits between 
all atoms are adjusted using the triangle inequali-
ties to yield a consistent set of interatomic dis-
tance ranges. The uncertainty of the system can 
be calculated after each addition of a restraint 
using equation 3.7, indicating the information 
contained in that particular restraint with re-
spect to the set of restraints already added to the 
distance matrix. Consequently, this information 
depends on the order in which the restraints are 
incorporated in the distance matrix as described 
above. Therefore, we deﬁne the unique informa-
tion (I
uni
) of a restraint, or alternatively a set of 
restraints, as the information it adds, given the 
knowledge of all other restraints (R-r) in the da-
taset:
 (3.10)
The overall importance of a restraint is as-
sessed by calculating its average information con-
tent sampled throughout the complete dataset 
(I
ave
). The average restraint information can be 
calculated for a set of R restraints by averaging 
the information content of this restraint in every 
possible permutation of the restraint list:
 (3.11)
However, exact calculation of I
ave,r
 would require 
R ! determinations of the information content, 
which is not computationally feasible for a 
typical distance restraint set (>103 restraints). We 
have therefore chosen in these cases to approxi-
mate the average information by calculating the 
information content of a restraint with respect 
to randomly selected and sized datasets until the 
value for its average information converges with 
a standard deviation below one percent.
Inconsistent restraints
In experimental datasets inconsistent restraints 
can occur, originating from several potential 
sources. Restraint datasets are the result of the 
process of collecting, processing and interpreting 
NMR data, in which each step is susceptible to 
both random and systematic errors that occa-
sionally result in the occurrence of inconsistent 
restraints in the dataset. Mutually inconsistent 
restraints can also result from conformational 
averaging of the NOE. These contradicting 
restraints can cause the distance matrix as a 
whole to become inconsistent. Even though the 
distance limits determined by bound smooth-
ing are not as strict as those corresponding to a 
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true three-dimensional object, the procedure is 
able to detect discrepancies in the experimental 
input data. Often these are errors which are eas-
ily overlooked in the commonly used structure 
calculation procedures, where the resulting struc-
tures represent a compromise between violations 
of both the accurate and inaccurate input data. 
Occurrences of mutually inconsistent restraints 
and other discrepancies in the data leading to di-
vergence are reported by the quantitative evalua-
tion of experimental NMR restraints (QUEEN) 
procedure so that appropriate corrective action 
can be taken.
Materials and methods
Datasets
We have tested the method on the following 
four experimental NMR datasets obtained from 
the Protein Data Bank (Berman et al. 2000): the 
immunoglobulin G binding domain of strepto-
coccal protein G (IgG) (Gronenborn et al. 1991) 
(56 residues, PDB entry 2GB1); ubiquitin (UBI) 
(Cornilescu et al. 1998) (76 residues, PDB entry 
1D3Z); the second PDZ domain of PTP-BL 
(PDZII) (Walma et al. 2002) (93 residues, PDB 
entry 1GM1); the cold-shock domain of the hu-
man Y-box protein YB-1 (YBOX) (Kloks et al. 
2002) (79 residues, PDB entry 1H95). A second, 
more recent experimental dataset for the IgG 
binding domain (Kuszewski et al. 1999) (PDB 
entry 3GB1) was included in our analysis for 
comparison. Dipolar couplings restraints, if any, 
were excluded from the datasets because they 
cannot be directly expressed in distance space. 
Ambiguous restraints and restraints involving 
nonstereospeciﬁc assignments were included as 
their respective <r-6>-1/6 average distance (Brünger 
et al. 1986; Nilges 1995). Restraints involving 
identical atom groups, but with diﬀerent upper 
and lower bounds were removed from all data-
sets, keeping only those with the most restrictive 
bounds.
Bounds matrix and structure calcula-
tions
The calculations of the matrices containing 
the upper and lower bounds were performed 
using the program X-PLOR (Brünger 1992b). 
In-house routines written in Python and C 
were used to process the available restraint ﬁles 
and to calculate the diﬀerent restraint informa-
tion values. Parameters describing the covalent 
interactions in all systems were taken from the 
PARALLHDG parameter ﬁle (Linge and Nilges 
1999) (version 5.2) based on the CSDX param-
eter set (Engh and Huber 1991). All calculations 
were run in parallel on a Linux cluster with 1.8 
GHz CPUs. Required computer time for calcu-
lation of I
uni
 for the 1GB1 dataset was 13 min 
using two CPUs and 3 min using 10 CPUs. 
Calculation of I
ave
 is computationally much 
more intensive and required about 7 h on 10 
CPUs to reach convergence for this dataset. The 
QUEEN software package is freely available at 
http://www.cmbi.ru.nl/software/queen/. 
Structure calculations for the IgG binding 
domain were performed using the standard 
Cartesian dynamics simulated annealing proto-
col implemented in X-PLOR (Brünger 1992b). 
Forty structures were calculated in all cases and 
the heavy-atom RMS deviation (all 56 residues) 
from the average was taken as an estimate of the 
ensemble precision. 
Results and Discussion
Structural uncertainty
The decrease in structural uncertainty H
structure
 
of the IgG binding domain upon addition of 
the 845 unique interproton distance restraints is 
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shown in Figure 3.1A. The set of restraints was 
grouped into four categories comprising the in-
traresidual (IR), sequential (SQ), medium-range 
(MR) and long-range (LR) restraints. Figure 3.1B 
demonstrates the eﬀect on H
structure
 resulting from 
a diﬀerent order of addition of the restraints. 
This illustrates that the information contained 
in each of the sets is always dependent on the 
restraints that have already been added. For ex-
ample, the decrease in H
structure
 upon addition of 
the medium-range restraints (MR) is strongly 
reduced if the long-range restraints (LR) have 
already been incorporated. As required, however, 
the ﬁnal value for the structural uncertainty, and 
hence I
total
, is independent of the order of addi-
tion of the experimental restraints.
The amount of information in the experi-
mental datasets, I
total
, together with the initial 
uncertainty, H
structure|0
, the ﬁnal uncertainty of 
the structures given the experimental restraints, 
H
structure|R
, and the pairwise RMSD values of the 
corresponding structural ensembles are presented 
in Table 3.1. The H
structure|0
 values become larger 
as the size of the system increases, reﬂecting the 
increasing number of possible random structures. 
The ﬁnal value of the uncertainty, H
structure|R
, is 
dependent on the available experimental data. 
Although of almost the same sequence length, 
the datasets for UBI and YBOX diﬀer consider-
ably in their information content, yielding 1.927 
bits/atom2 and 1.430 bits/atom2, respectively. 
The much larger value for the UBI dataset reﬂects 
its relatively large number of NOE restraints (cf. 
Table 3.2). In contrast, the total number of re-
straints that were derived for the YBOX structure 
was relatively low, because of a lack of restraints 
in its large ﬂexible loop. The large diﬀerence in 
positional RMSD values of the resulting struc-
tural ensembles is consistent with the large diﬀer-
ence in information content of the two respective 
restraint datasets.
Figure 3.1. The structural uncertainty, Hstructure, of the IgG binding domain of protein G as a function of 
the number of distance restraints incorporated. The interproton distance restraints are grouped into four 
sets: intraresidual restraints (IR), sequential restraints (SQ), medium-range restraints (MR) and long-range 
restraints (LR). Two different orders of addition of the experimental data are shown: (A) IR-SQ-MR-LR and 
(B) LR-MR-SQ-IR.
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The average information content, I
ave
, of the 
diﬀerent restraint categories in the ﬁve experi-
mental datasets is presented together with their 
relative magnitudes in Table 3.2. Interestingly, 
the average amount of information per category 
in the diﬀerent restraint sets is quite similar 
despite the signiﬁcant diﬀerences in the actual 
number of restraints and their distribution over 
the diﬀerent restraint classes. An exception to this 
is the YBOX dataset, which is probably caused by 
the rather limited amount of experimental data 
in this dataset. 
As expected and experimentally observed 
(Clore et al. 1993), Table 3.2 reveals that the 
long-range restraints contain most of the struc-
tural information, indicating the importance of 
these restraints. The information contributed by 
the intraresidual, sequential and dihedral angle 
restraints to the overall information content 
is limited, despite their overwhelming major-
ity in raw numbers in each of the ﬁve datasets. 
Hydrogen bond restraints, being tight medium-
range and long-range restraints in the case of 
β-sheet structures, contain a signiﬁcant amount 
of information. It is common for NMR spectro-
scopists to assign hydrogen bonds based on indi-
rect experimental information, such as exchang-
ing amide protons (Wagner and Wüthrich 1982) 
and chemical shifts (Wishart et al. 1992), or on 
assumptions about regular secondary structure. 
Hydrogen bonds assigned without being directly 
detected should in principle be redundant with 
the remainder of the NOE restraints, whereas 
structural assumptions can lead to overly regular 
secondary structure elements. In the ﬁve datasets 
under investigation, the unique information, I
uni
, 
of all hydrogen bond restraints varies between 
1 and 2.5% of the total amount of information 
(data not shown).
To assess more accurately the individual con-
tributions of the intraresidual, sequential, me-
dium-range and long-range NOEs, the restraint 
datasets have also been analyzed in the absence 
of other types of experimental data. The results 
of this analysis are shown in Table 3.3. With 
the informative but largely redundant hydrogen 
bond restraints removed, the importance of the 
long-range restraints becomes even more evident. 
Since we have shown that the majority of the ex-
perimental information is contained in the NOE 
derived restraints, for simplicity, all subsequent 
analyses will be performed using only this type of 
experimental data.
 Table 3.1. Structural uncertainty and experimental information.
 IgG (56)a
(1GB1)
IgG (56)
(3GB1)
UBI (76) YBOX (79) PDZII (93)
Hstructure|0 (bits/atom
2) 5.746 5.746 6.147 6.153 6.417
Hstructure|R (bits/atom
2) 4.117 4.147 4.219 4.723 4.466
Itotal (bits/atom
2) 1.629 1.598 1.927 1.430 1.951
RMSD (Å)b 2.00 2.29 2.37 6.34 3.49
aNumbers in parentheses indicate the number of residues in the structure. bPairwise heavy atom RMSD values of the ensem-
bles deposited in the PDB after applying the resampling procedure of Spronk et al. (Spronk et al. 2003) (see Chapter 6).
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Table 3.2. Average set information and dataset sizes. 
Iave as fraction of Itotal (%) Size of dataset as percentage of the total 
number of restraints (%)a
IgG
(1GB1)
IgG
(3GB1)
UBI YBOX PDZII IgG
(1GB1)
IgG
(3GB1)
UBI YBOX PDZII
Intra-
residual 
restraints
0.3 0.1 0.1 0.0 0.1 30.9
(311)
21.2
(184)
24.0
(489)
34.6
(192)
30.1
(516)
Sequential 
restraints
1.9 1.7 0.3 0.2 0.3 14.0
(141)
15.5
(135)
15.0
(305)
24.9
(138)
20.8
(356)
Medium 
range 
restraints
8.0 7.4 10.8 5.4 8.4 9.4
(95)
9.6
(83)
14.9
(304)
5.2
(29)
10.8
(185)
Long range 
restraints
55.7 55.2 55.2 93.7 54.5 29.6
(298)
29.6
(257)
40.0
(815)
24.7
(137)
25.3
(433)
Hydrogen 
bond 
restraints
33.3 34.1 31.5 - 35.4 6.8
(68)
7.4
(64)
1.3
(27)
-
(-)
4.3
(73)
Dihedral 
angle 
restraints
0.7 1.6 2.0 0.7 1.3 9.2
(93)
16.8
(146)
4.8
(98)
10.6
(59)
8.8
(151)
a Numbers in parentheses indicate the actual number of experimental restraints.
Table 3.3. Average set information and dataset sizes.
Iave as fraction of Itotal (%)  Size of dataset as fraction of number of 
restraints (%) a
IgG
(1GB1)
IgG
(3GB1)
UBI YBOX PDZII IgG
(1GB1)
IgG
(3GB1)
UBI YBOX PDZII
Intra-
residual 
restraints
0.4 0.1 0.1 0.0 0.1 36.8
(311)
27.9 
(184)
25.6
(489)
38.7
(192)
34.6
(516)
Sequential 
restraints
2.4 2.4 0.4 0.2 0.3 16.7
(141)
20.5 
(135)
15.9
(305)
27.8
(138)
23.9
(356)
Medium 
range 
restraints
11.8 11.2 14.8 5.6 11.7 11.2
(95)
12.6 
(83)
15.9
(304)
5.8
(29)
12.4
(185)
Long range 
restraints
85.4 86.3 84.7 94.2 88.0 35.3
(298)
39.0 
(257)
42.6
(815)
27.6
(137)
29.1
(433)
a Numbers in parentheses indicate the actual number of experimental restraints.
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Individual restraints
For all individual NOE-derived restraints of 
the IgG dataset, we calculated both their average 
and the unique information content, I
ave
 and I
uni
, 
respectively. The results of these calculations are 
shown in Figure 3.2. For purposes of illustration, 
ﬁve restraints with varying information charac-
teristics were selected (subsequently noted as R1 
through R5, see Table 3.4, Figure 3.2, 3.3 and 
3.4) and are used throughout the remainder of 
the text. The average information per restraint, 
as depicted in Figure 3.2A, conﬁrms that the 
majority of the information is indeed contained 
in the long-range restraints, but it also shows that 
there is a large variation in importance between 
the diﬀerent restraints within one category. The 
subset of intraresidual restraints contains only a 
very limited amount of information (see above). 
However, a few restraints have signiﬁcantly 
higher information content compared to the 
rest. A detailed analysis of these restraints, which 
include the restraint between the Hα and Hδ1 
of Tyr-30 in IgG (restraint R1), reveals that these 
all involve bulky amino acids such as tryptophan, 
phenylalanine and tyrosine. For these side-chains 
a rearrangement would aﬀect the local structure 
more strongly than would be the case for the 
smaller amino acids. The amount of unique in-
formation in the 845 restraints for 1GB1, shown 
in Figure 3.2B, shows a signiﬁcantly diﬀerent 
pattern. Despite its limited average information 
content (I
ave
), restraint number R1 contains a 
signiﬁcant amount of unique information (I
uni
). 
The opposite case is demonstrated by restraint 
R3, which is structurally important, but con-
tains little unique information. Restraints R2, 
R4 and R5 are examples of the most important 
restraints and contain information not found in 
the remainder of the dataset. These restraints are 
important, because they are less supported by the 
remainder the dataset, i.e. exhibit more unique 
Figure 3.2. (A) The relative average information 
content, Iave/Itotal, and (B) the relative unique infor-
mation content, Iuni/Itotal, both plotted as a func-
tion of the NOE restraint index of the IgG binding 
domain dataset. Labeled restraints are listed in 
Table 3.4 and discussed in the text; other labels 
are as in Figure 3.1.
Table 3.4. The ﬁve selected restraints from the IgG 
binding domain dataset.
Label Residue 
numbera
Atom 
name
Residue 
numbera
Atom 
name
lij (Å) uij (Å)
R1 30 Hα 30 Hδ1 1.8 2.7
R2 8 HN 54 HN 1.8 3.5
R3 6 HN 52 HN 1.8 5.0
R4 2 Hα 19 Hα 1.8 2.7
R5 26 HN 45 Hε2 1.8 5.0
a Residues are numbered according to PDB entry 2GB1.
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information, than others, indicating that these 
restraints are either crucial to a structure calcula-
tion or suggest a potential error. In both instanc-
es, these restraints are interesting and deﬁnitely 
warrant careful investigation. This approach of 
placing a higher conﬁdence in restraints that are 
supported by other restraints in the dataset has 
already been proposed and applied (Englander 
and Wand 1987; Herrmann et al. 2002a), but 
can now be evaluated in a quantitative manner.
To facilitate the identiﬁcation of the impor-
tant and less supported restraints, a plot of the 
average restraint information versus the unique 
restraint information is shown in Figure 3.3A. 
In this plot the important and lesser supported 
restraints (R2, R4 and R5) are clearly separated 
from the less important, less supported (R1) and 
the important, supported restraints (R3). Figure 
3.3B presents an alternative representation of the 
same phenomenon. In this NOE contact plot 
each circle represents a single restraint, with the 
size of the circles scaled according to the informa-
tion content of the restraint. The section above 
the diagonal displays the unique restraint infor-
mation, whereas the section below the diagonal 
displays the average restraint information. In the 
lower section it can be seen that the importance 
of a restraint increases if it connects atoms that 
are further apart in the primary protein sequence. 
All restraints connecting the N-terminal and the 
C-terminal β-strands of the IgG binding domain 
are clearly identiﬁed as important, together with 
several restraints packing the α-helix on top of 
the underlying β-sheet.
To translate the restraints to structural terms, 
the location of restraints R2, R3 and R4 in the 
structure of the IgG binding domain is shown 
in Figure 3.4A. The most informative and least 
supported restraint in this dataset is restraint R2. 
This restraint is the last backbone-backbone re-
straint that links the two central parallel β-strands 
near the C-terminal end of the protein. A similar 
Figure 3.3. (A) The unique information content, 
Iuni, for the restraints of the IgG dataset versus 
the average information content Iave. Selected 
restraints are indicated by R1-R5 (listed in Table 
3.4). (B) An NOE contact plot indicating both the 
unique restraint information (above diagonal) 
and the average restraint information (below 
diagonal) for the IgG binding domain. The size of 
the circles is scaled according to the amount of 
information contained in that particular restraint. 
Atom numbering according to PDB entry 2GB1.
role is played by restraint R4, as it connects the 
ﬁrst and second β-strand at the N-terminal side 
of the peptide chain. Restraint R3 is also among 
the more important restraints in the IgG binding 
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Figure 3.4. (A) Location of restraints R2, R3 and R4 (see Table 3.4) in the structure of the IgG binding 
domain (PDB entry 2GB1). (B) The orientation of Tyr-45 (shown in stick representation) in the original NMR 
structure (PDB entry 2GB1, orange), the most recent NMR structure (PDB entry 3GB1, green) and the crystal 
structure (PDB entry 1PGB, cyan). Experimental NMR restraints for the 2GB1 dataset are shown in yellow, 
those for the 3GB1 dataset in green. (C) Location of the ten most informative, least supported restraints 
in the structure of the YBOX domain (PDB entry 1H95). (D) Crucial most informative, least supported re-
straints (yellow) involving Val-29 (shown in stick representation) in the PDZII structure (PDB entry 1GM1). 
β-strands are shown in red, α-helices in blue, coil and turns in gray. Figures were made using YASARA 
(http://www.yasara.org). Color ﬁgure can be viewed online at http://thesis.nabuurs.org/.
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domain structure, but compared to restraint R2 
and R4, this restraint contains much less unique 
information (see Figure 3.3). It is located in the 
center of the β-sheet, surrounded by many other 
tight interbackbone restraints and is therefore 
well supported. 
In Figure 3.3 we see that restraint R5, be-
tween Ala-26 and Tyr-45, contains unique and 
important information. From the IgG binding 
domain structure (PDB entry 2GB1) it is not 
obvious why this restraint would be exceptional. 
However, a comparison with the IgG binding 
domain crystal structure (PDB entry 1PGB) 
(Gallagher et al. 1994) and a recently published 
IgG binding domain NMR structure (PDB entry 
3GB1) (Kuszewski et al. 1999) yields interesting 
results. Panel B of Figure 3.4 shows that the ori-
entation of the side chain of the tyrosine residue 
involved in this restraint (Tyr-45) is very diﬀerent 
in the original structure. Tyr-45 was previously 
identiﬁed as the only aromatic side chain with 
a diﬀerent rotamer in the crystal structure when 
compared to the NMR structure (Gallagher et al. 
1994). Our results indicate that restraint R5 is 
probably the cause of this diﬀerence. In the origi-
nal dataset, the R5 NOE was assigned speciﬁcally 
to the Hε2 proton of the aromatic ring, whereas 
in the latter dataset (3GB1) it is assigned, with a 
diﬀerent distance limit, to both ε-protons. This 
latter assignment is better supported, since the 
amount of unique information in this restraint 
is drastically reduced in the updated dataset (not 
shown). 
Analyses of the experimental restraint lists 
have also been performed for the YBOX domain 
and the PDZII domain. For the rather limited 
dataset of the YBOX domain, the most impor-
tant and least supported restraints are spread 
throughout the structure (cf. Figure 3.4C). All 
restraints identiﬁed as crucial are involved in 
connecting the diﬀerent strands in the β-barrel, 
therefore deﬁning the topology of the protein. 
 For the PDZII domain, several residues were 
identiﬁed by the procedure as crucial in deﬁning 
the structure of this protein. For example Val-
29, which is located in PDZIIs peptide-binding 
groove, is involved in ﬁve out of the twenty-ﬁve 
most informative and least supported restraints 
(cf. Figure 3.4D). In this structure many of the 
key amino acids are located in the core of the 
protein and are involved in hydrophobic interac-
tions. These results indicate that speciﬁc residues 
that are crucial in a protein structure determi-
nation are easily identiﬁed using the QUEEN 
method. 
Data redundancy
The availability of a measure of restraint infor-
mation allows further investigation of the pres-
ence of redundancy in NMR datasets. For the 
original IgG binding domain dataset, an ordered 
NOE restraint dataset was constructed by an iter-
ative procedure, in which the next most informa-
tive NOE was successively selected. Thus, in the 
ordered dataset the most informative restraints 
are present at the beginning of the restraint list, 
while the least informative restraints are found at 
the end of this dataset. Adding the restraints in 
this particular order will maximize the decrease 
in structural uncertainty as the number of incor-
porated restraints increases. The residues con-
nected by the ﬁrst ﬁve restraints in the ordered 
dataset are indicated in the primary sequence 
Figure 3.5. The ﬁrst ﬁve restraints of the ordered 
dataset indicated in the primary sequence of the 
IgG binding domain.
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of the IgG binding domain in Figure 3.5. Each 
of these restraints connects atoms located in 
separate secondary structure elements. The two 
β-strands most distant in primary sequence are 
connected ﬁrst, followed by strand helix and in-
terstrand contacts, clearly outlining the topology 
of the structure.
The increase in information as a function of 
the number of restraints from the ordered dataset 
is shown in Figure 3.6A. For reference, the trend 
obtained by evaluating 10 randomly ordered 
datasets is also indicated. The diﬀerence between 
the two curves illustrates the eﬀect of adding the 
most informative restraints ﬁrst. For the ordered 
dataset, approximately 50% of the total number 
of restraints is suﬃcient to describe 99.9% of the 
information contained in the complete dataset, 
whereas in a random set this level of information 
is normally not reached until 98% of the experi-
mental data is used.
To validate this ﬁnding, structures where 
calculated using 50 subsets with increasing size 
from the optimal dataset comprising between 
0 and 100% of the total number of restraints. 
The heavy-atom RMSD values of the calculated 
structure ensembles for the 50 datasets are shown 
in Figure 3.6B. The precision of the resulting en-
sembles does not increase signiﬁcantly on inclu-
sion of the second half of the restraints of the 
ordered dataset. A similar trend is observed for 
the RMSD values of the structure ensemble to 
the crystal structure of the IgG binding domain 
(PDB entry 1PGB). These data show that the 
similarity to the crystal structure also does not 
improve by incorporation of the second half of 
the restraint data, again indicating the redundan-
cy of about 50% of the data in the IgG binding 
domain dataset. 
As expected, randomly selected subsets 
contain less information when compared to 
equally sized subsets of the ordered dataset (cf. 
Figure 3.6A), and they would be expected to 
yield less precise structural ensembles. This is 
illustrated in Figure 3.6B by the signiﬁcantly 
higher structural uncertainty, as expressed by 
Figure 3.6. (A) Information content as a function 
of the percentage of incorporated restraints. The 
optimally ordered dataset is presented by a blue 
line. The average of 10 randomly ordered datasets 
is indicated by a red line, the standard deviation 
of these 10 sets is shown in orange. (B) Precision 
of the resulting structure ensemble as a function 
of the percentage of incorporated restraints, cal-
culated using 50 subsets of the ordered dataset 
(blue line: RMSD to the mean; green line: RMSD 
to the crystal structure) and calculated using 10 
× 20 randomly sorted datasets (red line: RMSD to 
the mean). Color ﬁgure can be viewed online at 
http://thesis.nabuurs.org/.
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the heavy-atom RMSD values observed for the 
ensembles calculated from these randomly sorted 
subsets. The similar trend observed for the data 
describing the structural uncertainty as predicted 
by the QUEEN procedure and the positional 
uncertainty as expressed by the ensemble RMSD 
values, clearly illustrates the correspondence be-
tween these two uncertainty measures.
Conclusions and Suggestions
The QUEEN method allows for a straight-
forward identiﬁcation of the important and 
the unique restraints in an experimental NMR 
dataset. In addition to previous methods to ana-
lyze the redundancy of NMR distance restraints 
(Doreleijers et al. 1998), our method can also 
identify redundant inter-residual restraints. We 
have shown that a signiﬁcant percentage of the 
experimental restraints is usually redundant; thus, 
the number of restraints can be a poor indicator 
of the amount of experimental information. Our 
proposed measure for the information content in 
an experimental dataset provides a quantitative 
way of representing the information contained in 
experimental input data. Our examples show that 
plots of I
ave
 versus I
uni
 identify critical restraints 
and facilitate the identiﬁcation of problematic 
ones. We therefore hope that scientists involved 
in structure determination by NMR will use this 
tool to evaluate the experimental input data and 
that the amount of information (I
total
) and the 
distribution of this information over the diﬀer-
ent restraint classes will be reported.
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71Deﬁnition of a new quality parameter
For biomolecular NMR structures typically only a poor correspondence is observed between statistics derived from the experimental input data and structural quality indicators obtained from the structure 
ensembles. Here, we investigate the relationship between the amount of 
available NMR data and structure quality. By generating datasets with a pre-
determined information content and evaluating the quality of the resulting 
structure ensembles we show that there is, in contrast to previous ﬁndings, 
a linear relation between the information contained in experimental data 
and structural quality. From this relation, a new quality parameter is de-
rived that provides direct insight, on a per-residue basis, into the extent to 
which structural quality is governed by the experimental input data.
Introduction
Within the ﬁeld of biomolecular structure de-
termination by NMR spectroscopy, the relation 
between the amount and quality of the experi-
mental input data and the precision and accu-
racy of the resulting protein structures has been 
extensively investigated (Oshiro et al. 1991; Liu 
et al. 1992; Clore et al. 1993; Zhao and Jardetzky 
1994). In addition to the nuclear Overhauser 
eﬀect (NOE) derived distance restraints, the 
primary source of structural information, other 
types of experimental data have been evaluated 
and implemented in NMR structure calcula-
tions. Several studies have shown the beneﬁciary 
eﬀects of J-couplings (Kim and Prestegard 1990; 
Garrett et al. 1994; Mierke et al. 1994), chemi-
cal shifts (Kuszewski et al. 1995a; Kuszewski et 
al. 1995b), residual dipolar couplings (Tjandra 
et al. 1997b; Clore et al. 1999; Tjandra et al. 
2000), T
1
/T
2
-ratios (Tjandra et al. 1997a) and 
paramagnetic shifts (Banci et al. 1997; Banci et 
al. 2004) on both the precision and accuracy of 
biomolecular structures determined by NMR.
Recently, an interest has arisen in not only the 
precision and accuracy, but also the quality of 
protein structures determined by NMR spectros-
copy (Doreleijers et al. 1998; Linge and Nilges 
1999; Spronk et al. 2002; Linge et al. 2003b; 
Snyder et al. 2005). The quality of biomolecular 
structure models is commonly evaluated by indi-
cators describing the packing of core residues and 
the normality of backbone and side-chain con-
formations (as reviewed in (Spronk et al. 2004)). 
Such quality indicators are often expressed as a 
Z-score (Hooft et al. 1997; Spronk et al. 2004), 
deﬁned as the deviation from the average value 
for this indicator observed in a database of high 
resolution crystal structures, expressed in units of 
the standard deviation of this database derived 
average.
From X-ray crystallography it is known that 
good experimental data are a prerequisite, but 
not a guarantee, for a high quality structure and 
that reﬁnement techniques play a crucial role 
(Kleywegt and Jones 1995). This notion also 
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holds true for the NMR structure determina-
tion process (Spronk et al. 2002; Linge et al. 
2003b). A recent re-reﬁnement of one hundred 
NMR derived protein structures in explicit sol-
vent demonstrates a signiﬁcant improvement in 
all structural quality scores combined with an 
equally good or better ﬁt to the experimental 
data (Nabuurs et al. 2004). Similar results were 
obtained when a large set of NMR structures was 
recalculated from scratch using several well-estab-
lished protocols (Nederveen et al. 2005). These 
recalculated structures initially showed marginal 
improvements over the original ones, and only 
after a ﬁnal reﬁnement step using molecular dy-
namics in explicit water did the structures exhibit 
a similar improvement in quality as observed pre-
viously (Nabuurs et al. 2004).
For crystal structures it has been observed 
that quality indicators, such as those for the 
Ramachandran plot, tend to improve as the ac-
curacy of the structural model, as judged by reso-
lution and Rfree factor, improves (Kleywegt and 
Jones 1996; 2002). Studies on NMR structures 
however, have only shown a poor correlation 
between structural quality indicators and indi-
cators representing the available experimental 
NMR data (Doreleijers et al. 1998; Nederveen 
et al. 2005). Figure 4.1 shows that classical de-
scriptors of the amount of available NMR data, 
such as the number of restraints per residue 
(hereafter referred to as data density) and the 
NOE completeness (Doreleijers et al. 1999a), 
are only weakly correlated with structural quality 
indicators (Doreleijers et al. 1999a; Nederveen 
et al. 2005). The structural uncertainty (see Eq. 
4.1), calculated from the experimental input 
data by the QUEEN method (Nabuurs et al. 
2003), shows a reasonable correlation with the 
backbone root mean square deviation (RMSD) 
of the ﬁnal structure ensembles, but neverthe-
less also correlates weakly with overall structural 
quality indicators. At ﬁrst glance, these ﬁndings 
seem to point in the direction that the quality 
of NOE derived NMR structures is foremost 
determined by the ﬁnal reﬁnement step and not, 
as one would expect, by the amount of available 
experimental data.
Here, we investigate the relation between 
the amount of experimental NMR data and 
the structural quality of the resulting structure 
ensembles. Using the QUEEN method to deter-
mine the data information content, we ﬁnd, in 
contrast to previous studies using classical meth-
ods, a clear relation between the amount of data 
and structural quality. This relation is revealed by 
monitoring structural quality as more experimen-
tal information is gradually introduced into the 
structure calculation process. For this purpose, 
information measures determined by QUEEN 
are used to construct subsets of experimental 
data with predetermined information content. 
Figure 4.1. Analysis of experimental data and 
recalculated structures in the RECOORD database 
(Nederveen et al. 2005). Three data derived qual-
ity scores and seven other common structural 
quality indicators were correlated. The absolute 
Pearson’s correlation coefﬁcients (r) for data 
density, NOE completeness and QUEEN structural 
uncertainty (Hstructure) are displayed on the vertical 
axis in white, grey and black bars, respectively, as 
function of the ten parameters along the hori-
zontal axis.
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We show that the information content of these 
subsets is directly correlated to the accuracy of 
the resulting structure ensembles, as assessed by 
cross-validation. Subsequently, the validation 
results obtained from these structures are used to 
demonstrate for the ﬁrst time that the structural 
quality of NMR structures does indeed directly 
relate to the amount of experimentally obtained 
information, albeit that this relation can only be 
assessed on a per-residue basis. Finally, we then 
use these results to deﬁne, apply and discuss a 
new information based per-residue quality pa-
rameter.
Material and Methods
Datasets
We use the experimental datasets of the B1 
immunoglobulin binding domain of protein G 
(GB1) (Kuszewski et al. 1999), the protein ubiq-
uitin (UBI) (Cornilescu et al. 1998), the alterna-
tively spliced form of the second PDZ domain 
of PTP-BL (PDZ) (Walma et al. 2004), the 
cold-shock domain of the Y-box protein YB-1 
(YB1) (Kloks et al. 2002) and the presequence 
peptide of the protein 5-aminolevulinate syn-
thase (PSA) (Goodfellow et al. 2001) as obtained 
from the BioMagResBank (BMRB) (Doreleijers 
et al. 2003). For simplicity, only unambiguously 
assigned NOE distance restraints are taken into 
account in this study, ambiguous and other types 
of restraints were removed from all datasets. The 
UBI, GB1 and PDZ datasets present examples of 
well-determined, folded proteins. In contrast, the 
YB1 dataset is less well determined, mostly due 
to the high ﬂexibility of this protein in solution. 
The PSA dataset describes a partially unfolded 
protein, with only ~25% of its residues involved 
in regular secondary structure elements, and is 
used to demonstrate that the presented method 
can also be applied to these type of systems.
For each experimental dataset subsets of re-
straints were generated, containing a pre-deter-
mined fraction of the total available structural in-
formation, using the QUEEN program (Nabuurs 
et al. 2003). Restraints were randomly selected 
from the complete dataset and sequentially 
added to the new, initially empty, dataset until 
the desired fraction of the total information was 
obtained. Datasets with less than 25 restraints, or 
whose information content deviated more than 
1% from the target information content, were 
rejected. All subsets were generated in ﬁve-fold 
to assess the variance for each individual target 
value.
Structural uncertainty
The structural uncertainty resulting from 
the diﬀerent datasets was calculated using the 
QUEEN program (Nabuurs et al. 2003). This 
method is based on a representation of the struc-
ture in distance space and concepts derived from 
information theory. As most experimental NMR 
data is readily represented in distance space, it 
is possible to construct a distance matrix repre-
senting all available distance information. The 
structural uncertainty of an individual residue is 
deﬁned in QUEEN as:
 (4.1)
with N
r
 the number of atoms in the residue, N
s
 
the number of atoms in the structure, d
rs
upper  the 
upper bound for the distance between atoms r 
and s and d
rs
lower the lower bound for that same 
distance. The structural uncertainty of the 
complete structure (H
structure
) can be calculated 
by extending the ﬁrst sum over all atoms in the 
structure (N
r
=N
s
) (Nabuurs et al. 2003).
With this deﬁnition for structural uncertainty, 
the information contained in a set of experimen-
tal restraints (I
set
) is deﬁned as the diﬀerence in 
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structural uncertainty of the structure before 
(H
structure|0
) and after (H
structure|set
) addition of the 
experimental dataset:
 (4.2)
The relative information content of a subset of 
restraints is deﬁned as I
subset
/I
set
 and expressed as 
a percentage:
 (4.3)
Structure calculations
Structure calculations were performed in tor-
sion angle space using the default simulated an-
nealing algorithm implemented in the program 
CNS (Brünger et al. 1998). For each dataset 
20 accepted structures were calculated with an 
NOE violation threshold of 0.5 Angstrom. 
Subsequently, all structures were reﬁned in ex-
plicit solvent, which was previously shown to 
signiﬁcantly improve structural quality (Linge et 
al. 2003b; Nabuurs et al. 2004). Structures were 
validated using the WHAT IF program (Vriend 
1990; Hooft et al. 1996a) and visualized using 
YASARA (http://www.yasara.org). The computa-
tion time for the determination of the proposed 
U-factor (see below), requires the calculation 
and reﬁnement of structure ensembles contain-
ing typically 20 structures for 4 times 5 datasets, 
which for a medium-sized protein can take up 
to a day on a single processor PC. However, the 
algorithm is highly parallelizable and can be ef-
ﬁciently run a dual processor machine or Linux 
cluster.
Figure 4.2. Per-residue Pearson’s correlation co-
efﬁcients (r) of the predicted structural uncertain-
ty versus different ensemble averaged structural 
properties and quality indicators as determined 
by WHAT CHECK (Hooft et al. 1996a). Shown are 
the correlation coefﬁcients of structural uncer-
tainty versus (A) accessibility (r=0.6), (B) packing 
quality (r=-0.6), (C) side-chain rotamer normal-
ity (r=0.1), (D) backbone normality (r=-0.3), (E) 
Ramachandran plot quality (r=-0.2) and (F) the 
number of bumps (r=0.0) for each of the 500 
entries from the RECOORD database (Nederveen 
et al. 2005). The average value of the correlation 
coefﬁcient over the 500 entries is indicated with a 
solid line for each indicator.
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Results and Discussion
Evaluating quality on a per residue 
basis
It has been shown that overall quality de-
scriptors derived from experimental NOE data 
correlate poorly with structural quality indi-
cators derived from the resulting ensembles 
(Doreleijers et al. 1999a; Nederveen et al. 2005) 
(cf. Figure 4.1). As structural variability is known 
to be non-uniform for diﬀerent regions of a 
molecule, we ﬁrst evaluated all quality scores, 
information measures and structural indicators 
on a per residue basis, using the experimental 
data and structure ensembles of the RECOORD 
database (Nederveen et al. 2005). For each of the 
500 experimental NMR datasets, we calculated 
the per-residue structural uncertainty (Eq. 4.1) 
from the input data and correlated these scores 
with several per-residue quality indicators as 
determined by WHAT IF (Hooft et al. 1996a). 
The Pearson’s correlation coeﬃcient between the 
average per-residue quality scores for the twenty 
members of each RECOORD ensemble and the 
per-residue structural uncertainty (Eq. 4.1) is 
shown in Figure 4.2 for each of the 500 struc-
tural ensembles.
Although diﬀerent correlation coeﬃcients 
are obtained for the individual PDB entries 
as function of the diﬀerent WHAT CHECK 
quality scores, the plots clearly show the overall 
trend. For example, Figure 4.2A shows that the 
per-residue structural uncertainty (H
res
) typically 
correlates reasonably well (r=0.6) with the per-
residue accessibility. This illustrates that the con-
formation of more exposed residues often cannot 
be determined very well by NMR spectroscopy, 
resulting in a higher structural uncertainty for 
these residues. In a similar fashion, residues with 
lower uncertainty values tend to have higher 
packing quality scores (r=-0.6, cf. Figure 4.2B). 
In general, however, only a weak correlation 
can be observed between structural uncertainty 
and other quality indicators of a local nature, 
e.g. the Ramachandran plot Z-score (r=-0.2, cf. 
Figure 4.2E) (Hooft et al. 1997) or the backbone 
normality score (r=-0.3, cf. Figure 4.2D). 
These ﬁndings also seem to support the coun-
ter-intuitive observation that there is no strong 
relation between the ﬁnal per-residue structural 
uncertainty (H
res
), and the quality of the cor-
responding residues in the resulting structure 
ensembles. From practice and automated struc-
ture determination approaches (Güntert 2003) 
it is known however, that structural quality does 
quite clearly improve as more experimental in-
formation is added to the system and structural 
uncertainty decreases, which seems to contradict 
the ﬁndings as displayed in Figure 4.2. Therefore, 
we decided to monitor how structural quality 
evolves as more structural information is gradu-
ally introduced into a calculation, by calculating 
structure ensembles from subsets of the experi-
mental data with a pre-determined amount of 
experimental information.
Creating subsets of experimental 
data
We constructed multiple subsets with an in-
formation content varying between 60 and 95% 
for all datasets. The lower limit of 60% was cho-
sen as datasets with lower information content 
typically did not yield native like structures (data 
not shown). Figure 4.3 shows for diﬀerent sub-
sets the number of included restraints as function 
of the information content using two diﬀerent 
selection methods. For GB1, the ﬁve subsets with 
an identical information content constructed for 
each target value, consist of varying numbers 
of experimental restraints (see Figure 4.3A). 
These ﬁndings are in-line with our previous 
results that showed greatly varying information 
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content for individual restraints (Nabuurs et al. 
2003). The eﬀect is even more pronounced for 
the smaller and less well deﬁned PSA dataset (cf. 
Figure 4.3B). Conversely, constructing subsets 
based on the number of included restraints, 
results in large variations in their information 
content (see Figures 4.3C and 4.3D). These ﬁnd-
ings again illustrate that the number of restraints 
is a poor indicator for the amount of available 
experimental information and hence subsets 
constructed on the basis of information content 
were used.
Validating subset quality
To assess how diﬀerent structural properties 
depend on the amount of information contained 
in the diﬀerent subsets, an ensemble of twenty 
structures was calculated for each subset. The 
structural variance, as judged by the heavy atom 
RMSD of the resulting structure ensembles, is 
shown in Figures 4.4A-B and 4.4E-F for the GB1 
and PSA datasets, respectively. For comparison, 
results are shown as function of the number of 
included restraints (Figure 4.4A and 4.4E) and 
as function of the relative information content 
(Figure 4.4B and 4.4F). Figure 4.4 shows for 
both datasets a clear relation between the relative 
experimental information content (cf. Eq. 4.3) 
and the RMSD of the resulting structure en-
sembles (see Figure 4.4B and 4.4F), in line with 
similar results obtained previously (Nabuurs et al. 
2003). For the PSA dataset this relation becomes 
less clear if structural variability is analyzed as 
Figure 4.3. Information content of generated subsets versus the number of restraints included in these 
datasets. Subsets were constructed based on information content for both the GB1 (A) and PSA (B) data-
sets and based on the number of restraints for both the GB1 (C) and PSA (D) datasets. The scores for all 
individual sets are shown in grey; the average scores for each target value are indicated in black.
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function of the number of restraints (cf. Figure 
4.4E).
The structural variance of the resulting en-
sembles however, does not provide a clear and 
unbiased measure for the quality of the applied 
dataset (Spronk et al. 2003). To assess the qual-
ity of the resulting structures more rigorously, 
we determined the agreement of each structure 
ensemble with the restraints not included in the 
subset, a procedure commonly referred to as 
cross-validation. This is analogous to the complete 
cross-validation procedure described by Brünger 
et al (Brünger et al. 1993). In this technique 
however, the available NMR data is partitioned 
into multiple test sets with an equal number of 
restraints and cross-validation is performed with 
each of the test sets. Statistical quantities, e.g. the 
number and size of NOE violations, are then 
averaged over the diﬀerent test sets. Thus, the dif-
ferences in information content between the test 
sets is expected to average out, resulting in more 
meaningful cross-validated measures of ﬁt for 
NMR datasets. In our present method however, 
all sets are constructed based on their informa-
tion content instead of the number of restraints, 
rendering the use of many test sets in principle 
unnecessary.
The relation between the information con-
tent of the diﬀerent subsets and the cross-vali-
dated RMS violations (cvRMS) of the NOEs 
not included in these subsets is shown in Figures 
4.4C-D and 4.4G-H. Figure 4.4C and 4.4G 
show that the relation between subset size and the 
cvRMS of the NOE is similar to that observed 
for the structural variance. The information con-
tent, however, shows a near perfect linear rela-
tion with the cross-validated RMS of the NOE 
for the GB1 dataset (see Figure 4.4D; r=-0.99). 
For the PSA dataset, despite its largely unfolded 
nature, we also observe a strong correlation be-
Figure 4.4. Relationship between dataset properties and structural properties of the resulting structure 
ensembles. The all heavy atom RMSD versus the number of restraints for GB1 (A) and PSA (E). The all heavy 
atom RMSD versus the relative information content (Irel) for GB1 (B) and PSA (F). The cross-validated RMS 
(cvRMS) of the NOE versus the number of restraints for GB1 (C) and PSA (G). The cvRMS versus the relative 
information content (Irel) for GB1 (D) and PSA (H). The scores for all individual sets are shown in grey; the 
average scores for each target value are indicated in black. 
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Figure 4.5. Relative per-residue information (Irel) content versus Ramachandran plot quality Z-score, 
shown for four different regions of the GB1 domain: (A) residues 7-9, (B) residues 28-30, (C) residues 36-38 
and (D) residues 53-55. Scores for the individual subsets are shown in grey, averages and standard devia-
tions of the ﬁve subsets for each target value are shown in black. The best ﬁt after linear regression of the 
four average target value scores is indicated in all panels.
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tween information content and cvRMS, albeit 
with more scatter in the data points than for the 
GB1 dataset (Figure 4.4H; r=-0.95). These ﬁnd-
ings clearly demonstrate that the relative infor-
mation content within an experimental dataset 
is directly and linearly related to the accuracy of 
the resulting structure ensemble as judged by the 
cross-validated RMS of the NOEs.
Assessing the relation between data 
and structural quality 
After establishing that the overall accuracy of 
the diﬀerent structure ensembles correlates lin-
early with the information content of the data 
from which they were calculated, we subsequently 
evaluated the relation between information con-
tent and structural quality on a per-residue basis. 
The structural uncertainty of each individual 
residue was determined and converted to a rela-
tive per-residue information content score using 
equations 4.1 and 4.2. Structural quality was as-
sessed by the average per-residue Ramachandran 
plot quality Z-score for all twenty members of 
the ensemble. The Ramachandran plot quality 
was chosen over other quality indicators as it 
is a well-known, simple and sensitive param-
eter for assessing the quality of a protein model 
(Kleywegt and Jones, 1996, Hooft et al., 1997). 
Additionally, the per-residue Ramachandran 
quality score is, as it is directly related to the φ 
and ψ backbone torsion angles, readily translated 
into structural terms.
Figure 4.5 shows the relation between the 
per-residue relative information content and 
the resulting Ramachandran plot quality score 
for four diﬀerent regions of the GB1 domain. 
From the diﬀerent panels in Figure 4.5 it is evi-
dent that there is a clear correlation between the 
amount of experimental input data and the qual-
ity score when evaluated on a per-residue basis. 
The nature of this relation however, varies widely 
between residues and between diﬀerent regions 
of the GB1 protein. The quality of the residues 
involved in regular secondary structure elements 
(as shown in Figures 4.5B and 4.5D) tends to 
improve as more information is introduced 
into the structure calculations, as expressed in 
the high average correlation coeﬃcient of a lin-
ear ﬁt to the data (r=0.90). Other residues, for 
example Asn37 (cf. Figure 4.5C) or Asn8 (cf. 
Figure 4.5A), do not exhibit any improvement 
or even decrease as more data is added. This 
very diﬀerent behavior of individual residues in 
response to an increase in structural information 
provides a likely explanation to why we observed 
only very poor overall correlations between 
structural uncertainty and local quality indica-
tors, such as the Ramachandran plot appearance 
(cf. Figure 4.2). More importantly, correlation 
plots like those presented in Figure 4.5 provide 
a means to establish the relationship between 
the structural quality of individual residues and 
the experimental input data. For example, for a 
Ramachandran plot outlier it can readily be as-
sessed if it is consistently supported by the ex-
perimental data, and thus a genuinely interesting 
feature of the structure, or if it is likely a result of 
the low information content of the data. 
Deﬁning a new quality parameter
To make the information contained in 
Figure 4.5 more easily accessible we deﬁne a per-
residue quality indicator that describes the cor-
relation of the quality of that particular residue 
with the amount of experimental information 
known for that residue. For all per-residue cor-
relation plots both the correlation coeﬃcient of 
the information content with the Ramachandran 
plot appearance and the slope of the best linear 
ﬁt to the average data points was determined. As 
the value of correlation coeﬃcient (r) expresses 
the degree to which structural quality relates to 
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the amount of information, and the slope (s) 
provides insight into the nature of this relation, 
we propose to combine these two measures into 
one quality indicator U:
 (4.4)
with U
i
 equal to the U-score for residue i, C an 
arbitrary scaling factor (C=100)  and r
i
 and s
i
, the 
aforementioned correlation coeﬃcient and slope 
for residue i, respectively. To limit computational 
requirements, only four subsets containing 70%, 
80%, 90% and 100% of the total information 
content are used in the determination of the 
U-score. Test results show that the inclusion of 
additional subsets does not lead to signiﬁcant 
changes in the obtained values of the U-score 
(data not shown).
Figure 4.6 shows U
i
 values as derived for ﬁve 
diﬀerent experimental datasets. Figure 4.6A 
shows that the highest U
i
 values for the GB1 
dataset are observed for the N and C-terminal β-
strands. These two strands, located in the core of 
the GB1 domain, run in an anti-parallel fashion 
and NOEs linking the residues involved were pre-
viously found to be among the on average most 
Figure 4.6. Per-residue U-scores (black ﬁlled circles and left y-axis) and Ramachandran quality Z-score 
(grey ﬁlled circles and right y-axis) for the (A) GB1, (B) UBI, (C) PDZ, (D) PSA and (E) YB1 dataset. Secondary 
structure is indicated by open (β-sheet) and ﬁlled (α-helix) boxes at the top of each panel.
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important restraints in the GB1 dataset (Nabuurs 
et al. 2003). Of the residues in this dataset only 
Asn 8 exhibits a very negative U score. Although 
the correlation with the information content is 
not very high (see Figure 4.5A), its relatively low 
Ramachandran plot Z-score is conﬁrmed by the 
X-ray structure of the GB1 domain (Gallagher 
et al. 1994). 
As shown in Figure 4.6B, there is a striking 
diﬀerence in the UBI dataset between the U-
scores for the N-terminal part of the α-helix 
(residues 23-29) and the C-terminal region (resi-
dues 30-36). Close examination of both NMR 
(Cornilescu et al. 1998) and X-ray (Vijay-Kumar 
et al. 1987) derived ubiquitin models reveals that 
Lys33 and Glu34 are likely to be responsible for 
this. The side-chains of both residues contact 
residues in an adjacent β-strand, with Lys33 
hydrogen bonding to Thr14 and Glu34 form-
ing a salt-bridge with Lys11. Formation of these 
favorable interactions requires both residues to 
be in a less favored region of the Ramachandran 
plot. As electrostatic interactions and side-chain 
hydrogen bond formation are usually not very 
well-deﬁned by the available experimental NMR 
data, but typically result from reﬁnement in 
explicit solvent, this likely explains the weaker 
dependence on the amount of experimental data 
observed for this region.
In the graph for the PSA dataset (see 
Figure 4.6D), the folded part of the peptide is 
readily recognized by the single large region with 
positive U-scores. The sections with near-zero U
i
 
values coincide with the unfolded regions of the 
PSA protein. In a similar fashion, the large ﬂex-
ible loops in the PDZ (Figure 4.6C, residues 34-
46 (Walma et al. 2004)) and YB1 (Figure 4.6E, 
residues 42-54 (Kloks et al. 2002)) proteins can 
be recognized by subsequent residues with near-
zero U-values. Additionally, the YB1 dataset has 
lower U-scores compared to the other datasets 
describing folded domains (GB1, UBI and 
PDZ). This reﬂects the relatively small amount of 
structural information available to determine the 
fold of this protein (Kloks et al. 2002; Nabuurs 
et al. 2003), and thus clearly demonstrates that 
the structural quality of this domain is to lesser 
extent determined by the experimental input 
data.
A legitimate question to ask at this point 
is what additional information the proposed 
U-factor conveys with respect to underlying 
Ramachandran plot quality score. To answer this 
question, the average per-residue Ramachandran 
plot quality scores of a structure ensemble calcu-
lated using the complete dataset are also shown 
in Figure 4.6. Comparison of the two quality 
indicators reveals that the U-factor does indeed 
convey additional information, not available 
from the Ramachandran plot quality score alone. 
As enclosed in its deﬁnition, the U-factor is 
closely related to the Ramachandran plot quality 
score. This is especially evident for the well-deter-
mined GB1, UBI and PDZ datasets (cf. Figure 
4.6A-C). This relation is less clear for the less 
well-deﬁned PSA and YBOX datasets (cf. Figure 
4.6D-E), indicating that the quality of these 
structures is indeed less governed by the experi-
mental data. This is most evident in the ﬂexible 
regions of these proteins were near-zero U-factors 
clearly indicate that the sometimes observed high 
Ramachandran quality scores are actually more 
determined by the applied force ﬁeld rather than 
by the experimental input data. However, also in 
the set of well-deﬁned structures several residues 
can be identiﬁed, both in loops as in secondary 
structure elements, where the U-factor indicates 
that structural quality is to a lesser extent deter-
mined by the experimental data as to what might 
be expected from the Ramachandran plot quality 
score alone (e.g. residues 32-36 and 42-46 in the 
GB1 dataset).
In summary, the diﬀerent vertical U
i
 scales in 
Figure 4.6 reﬂect the varying information con-
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tent and quality of these experimental structures. 
Large U
i
 values correspond to a signiﬁcant re-
sponse to experimental data resulting from both 
a positive slope and a high correlation with the 
information content. Likewise, near zero values 
indicate that for these residues there is no appar-
ent relation between structural quality and the 
amount of available experimental data. Residues 
with negative U
i
 values are certainly interesting, 
as these indicate a negative response to the avail-
able structural data, which could either indicate 
the presence of structurally wrong information 
(e.g. misassigned NOEs) or structurally correct, 
but unusual, conformations.
Conclusions
Our results show that global quality param-
eters provide only limited insight into the qual-
ity of NMR structures. Therefore, validation of 
biomolecular NMR structures should ideally be 
performed on a per-residue basis, in agreement 
with the notion that most experimentally ac-
cessible NMR parameters are of a local nature. 
By constructing datasets with a pre-determined 
amount of experimental information, and 
deriving per-residue structural quality scores 
from the corresponding structure ensembles, 
we showed that there is clear relation between 
these two parameters. However, the response of 
individual residues to an increase in structural 
information varies widely, both within a single 
dataset and between diﬀerent datasets. Based on 
these results, we have deﬁned a new informa-
tion-based per-residue quality parameter: the 
U-factor. This indicator provides clear insight 
into the extent to which the structural quality 
of individual residues is governed by the experi-
mental input data and provides a useful tool to 
evaluate and validate possible outliers identiﬁed 
by structure validation software. The software 
developed for calculating the described U-fac-
tors will be made available within the QUEEN 
software package, which can be downloaded at 
http://www.cmbi.ru.nl/software/queen/.
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Several studies have shown that biomolecular NMR structures are of-ten of lower quality when compared to crystal structures, and conse-quently they are often excluded from structural analyses. We present 
a publicly available database of re-reﬁned NMR structures, exhibiting sig-
niﬁcantly improved quality. This database presents a uniformly reﬁned and 
validated set of structural models that improves the value of these NMR 
structures as input for experimental and theoretical studies in many ﬁelds 
of research.
Introduction
In a recent survey of the quality of biomolecu-
lar structure models (Laskowski 2003), Roman 
Laskowski, author of the PROCHECK structure 
validation programs (Laskowski et al. 1993; 
Laskowski et al. 1996), states the rule of thumb 
for selecting NMR models: “Historically, the rule 
of thumb for selecting NMR structures for inclu-
sion in structural analyses has been the simple one 
of excluding them altogether!”. Although this rule 
is referred to as an early prejudice, evidence has 
accumulated in literature over the past years sup-
porting the notion that NMR-derived models are 
of lower quality than high resolution structures 
derived by X-ray crystallography (Doreleijers et 
al. 1998; Spronk et al. 2002). This ﬁnding is most 
evident in the analysis of non-optimal local ge-
ometry, packing quality and electrostatics of these 
structures (Doreleijers et al. 1998; Doreleijers et 
al. 1999b). Furthermore, NMR structures were 
recently shown to exhibit higher internal strain, 
and to diverge more rapidly during molecular 
dynamics simulations when compared to crystal 
structures (Maiorov and Abagyan 1998; Lee and 
Kollman 2001; Fan and Mark 2003). As a result 
of this, NMR structures are often considered less 
useful in studies regarding biomolecular struc-
tures. However, in representative subsets of the 
Protein Data Bank (PDB) (Berman et al. 2000), 
culled at 20% sequence identity, around one in 
ﬁve structures stems from NMR experiments 
(Wang and Dunbrack 2003), clearly illustrat-
ing that NMR-based structural models provide 
unique and important information not available 
from X-ray studies.
Many of the structural problems present in 
typical NMR structures appear to originate from 
the applied structure reﬁnement protocol. For 
the sake of speed the nonbonded interactions 
are normally severely simpliﬁed, resulting in 
an unrealistic treatment of the electrostatic and 
van der Waals interactions that can lead to the 
artifacts described above. In the mid-nineties 
several papers appeared, demonstrating that bio-
molecular NMR structures can be signiﬁcantly 
improved by the inclusion of explicit solvent 
molecules in a restrained molecular dynamics 
reﬁnement (Billeter et al. 1993; Prompers et al. 
1995; Kordel et al. 1997). The merits of diﬀer-
ent explicit water reﬁnement approaches have 
been extensively discussed in literature since then 
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(Linge and Nilges 1999; Spronk et al. 2002; Xia 
et al. 2002; Linge et al. 2003b), with the results 
making their way into ARIA, one of the com-
monly used NMR structure calculation packages 
(Linge et al. 2003a). Unfortunately, not all newly 
deposited structures are reﬁned using the latest 
protocols and several structures that are already 
present in the PDB are poorly reﬁned according 
to today’s standards. 
For this reason, we have started an eﬀort to re-
reﬁne the NMR structures deposited in the PDB 
in explicit solvent and make these reﬁned struc-
tures available to the public. Here, we present the 
results for the ﬁrst 100 structures that have been 
processed and illustrate the clear overall improve-
ment of the structures in the DRESS database as 
compared to the currently available structures.
Material and Methods
The one hundred structures presented here 
vary in size between 20 and 370 amino acids and 
were deposited between 1993 and 2002, provid-
ing a representative subset of the NMR structures 
presently available from the PDB. For several of 
the structural models we observed a discrepancy 
between IUPAC nomenclature and the nomen-
clature as deposited in the PDB, possibly origi-
nating from nomenclature conversion steps. As 
nomenclature errors can result in an artiﬁcially 
high number of violations, all proton positions 
in the original structural models were corrected 
by a short minimization of the proton positions 
in X-PLOR (Brünger 1992b) preceding the re-
ﬁnement procedure and violation analyses.
Indispensable to reﬁne NMR structures are 
the experimental restraints used to calculate 
them. These are available from the PDB for 
about 60% of all deposited NMR structures, and 
were recently converted at the BioMagResBank 
into one uniﬁed format (Doreleijers et al. 2003). 
Using the FormatConverter, developed as part 
of the Collaborative Computing Project for the 
NMR Community (CCPN) (Fogh et al. 2002), 
the one hundred experimental restraint sets were 
converted to the X-PLOR restraint format. The 
converted restraint sets were used to reﬁne the 
corresponding ensembles, as deposited in the 
PDB, in a short restrained molecular dynam-
ics simulation in explicit solvent, as described 
previously (Linge et al. 2003b). In short, the 
structure reﬁnement consisted of the follow-
ing steps: structures were immersed in a 7.0 Å 
shell of water molecules and energy minimized. 
Subsequently, the systems were slowly heated 
from 100 to 500K using 1000 steps of molecu-
lar dynamics, while applying harmonic position 
restraints on the protein that were slowly phased 
out during the heating stage. Reﬁnement of the 
structures was then performed by 2000 steps of 
molecular dynamics at 500K, followed by 4000 
steps of slow cooling to 25K and 200 steps of 
energy minimization. Scaling of the force con-
stants for bonds, angles, impropers and omega 
angles during the cooling stage was slightly 
modiﬁed with respect to the original protocol 
to allow for the naturally occurring variation 
in these parameters as described by Engh and 
Huber (Engh and Huber 1991). Throughout 
the protocol the PARALLHDG 5.3 force ﬁeld 
(Linge et al. 2003b) was used with a full non-
bonded representation including Lennard-Jones 
Van der Waals and electrostatic interactions from 
the OPLS force ﬁeld. 
The quality of the structure ensembles before 
and after reﬁnement was judged both by their 
agreement with the experimental restraints and 
the quality scores as determined by the structure 
analysis programs PROCHECK (Laskowski et 
al. 1993) and WHAT CHECK (Hooft et al. 
1996a). Averages and standard deviations were 
calculated from the checks of the individual 
members of each ensemble.
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Results and Discussion
The quality of protein structures with regard 
to a given quality criterion can be represented by 
a so-called Z-score, which is the deviation of that 
quality indicator from a database derived average 
value, in units of the standard deviation of that 
database derived average. The database derived 
average, in our case derived from high resolu-
tion crystal structures, will by deﬁnition have a 
Z-score of 0. Figures 5.1A through 5.1C show 
the consistent improvement of both the overall 
and local quality Z-score distributions. The 
overall quality improvement is best illustrated 
by the Ramachandran plot and packing quality 
scores, which have been shown to be independ-
ent indicators for structure quality (Vriend and 
Sander 1993; Hooft et al. 1997), the local qual-
ity improvement by χ1-χ2 rotamer normality. 
The improvement of the Ramachandran plot 
quality can be mostly attributed to the newly 
parameterized backbone dihedral angles (Linge 
et al. 2003b) and the larger freedom that we 
allow for the peptide plane angle ω, which is 
often too tightly restrained in NMR structures. 
The packing quality, the number of interatomic 
bumps and the hydrogen bonding network (data 
not shown) all beneﬁt strongly from the better 
description of the electrostatic and van der Waals 
interactions in the applied reﬁnement protocol.
The RMS Z-score distribution for the 
heavy atom side-chain planarity is shown in 
Figure 5.1D. RMS Z-scores smaller than 1.0 
indicate a tighter distribution and those larger 
than 1.0 a broader distribution of values than 
in the WHAT CHECK reference database. The 
distribution before reﬁnement shows that side-
chain planarity is often too tightly or too loosely 
restrained, with a local minimum there where X-
ray structures are commonly found. After reﬁne-
ment nearly all structures have planarity RMS 
Z-scores comparable to high-resolution X-ray 
Figure 5.1. Distribution of quality scores before 
and after reﬁnement. Quality Z-scores distribu-
tions of the hundred selected NMR structures 
are presented for (A) Ramachandran plot ap-
pearance, (B) 2nd generation packing quality (all 
backbone and side chain contacts), and (C) χ1-χ2 
rotamer normality. (D) RMS Z-score distribution 
for heavy atom side chain planarity. For a discus-
sion on Z-scores and how to interpret them, see 
Linge et al. (Linge et al. 2003b). All distributions 
are shown before (dark gray) and after (light gray) 
reﬁnement, values for the WHAT CHECK reference 
database are indicated with a dashed line.
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Table 5.1. Average quality indicators before and after reﬁnement for 100 NMR structures.
Before reﬁnement After reﬁnement
RMS violation of all distance restraints 0.089 ± 0.083 0.029 ± 0.015
RMS violation of all dihedral angle restraints 4.44 ± 6.400 0.457 ± 0.367
Number of consistently violating restraintsa 8 ± 17 0 ± 1
Interatomic bumps per 100 residuesb 86 ± 61 11 ± 9
PROCHECK results
Most favored 65.0 ± 17.9 74.9 ± 15.7
Allowed 27.0 ± 12.0 19.4 ± 10.2
Generously allowed 4.7 ± 4.0 2.2 ± 2.0
Disallowed 3.3 ± 13.8 3.5 ± 13.8
WHAT CHECK structure Z-scoresc
Ramachandran plot appearance -5.1 ± 1.7 -3.6 ± 1.2
2nd generation packing qualityd -3.7 ± 1.8 -2.2 ± 1.8
χ1-χ2 rotamer normality -3.8 ± 1.8 -0.8 ± 1.2
Backbone conformation -4.7 ± 3.7 -3.9 ± 2.7
aDeﬁned as those restraints that violate (>0.5 Angstrom) in more than 50% of the members of a structure ensemble of at 
least ten structures. bAccording to WHAT CHECK. cFor a detailed explanation of the different WHAT CHECK quality scores, 
see http://www.cmbi.ru.nl/gv/pdbreport/checkhelp/. dPacking quality for all backbone and side chain contacts.
structures. Additionally, the re-reﬁned structures 
show much better agreement with presently 
acceptable simple stereochemistry parameters 
such as bond lengths and bond angles (data not 
shown).
The agreement with the original experimental 
data and other parameters pertaining to struc-
tural quality are presented in Table 5.1. Averaged 
over the set of 100 structures, the reﬁnement 
in explicit water not only improves virtually all 
validation criteria, but, very importantly, also the 
agreement with the experimental restraints. The 
reﬁned structures clearly illustrate that it is pos-
sible to bring NMR-derived structures closer to 
physical reality while at the same time improving 
their ﬁt to the experimental data, as discussed be-
fore (Spronk et al. 2002; Xia et al. 2002; Linge et 
al. 2003b). Markedly, the number of consistent 
violations is virtually reduced to zero after reﬁne-
ment. It is fair to note here that the high number 
of consistent violations in the input structures 
could partly be the result of nomenclature errors 
of untraceable origin.
In the analysis of Z-scores it is common prac-
tice to consider structural models with a Z-score 
bigger than +4 or smaller than -4 as outliers. In 
contrast to the original structural models, the 
reﬁned structures now fall, on average, within 
the speciﬁed range. However, parameters related 
to overall structural quality still do not reach the 
level of high resolution X-ray structures. It should 
be kept in mind that this could be an indication 
that there are possibly additional problems with 
these structures which cannot be resolved with 
solely a reﬁnement in explicit solvent. Despite 
this fact, we feel that the re-reﬁned structures 
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provide better starting points for further struc-
tural studies such as protein-protein and protein-
ligand interactions.
Conclusion
Our results show that the quality of the 
re-reﬁned structures has signiﬁcantly improved, 
both in terms of the agreement with the ex-
perimental input data and the quality as judged 
by the PROCHECK and WHAT CHECK 
programs. Therefore, we intend to expand the 
current dataset to comprise all NMR-derived 
structural models for which a reﬁnement is 
feasible and make the reﬁnement methods, the 
results, restraint analyses and reports regarding 
the structural quality of each structure, publicly 
available at http://www.cmbi.ru.nl/dress/ for use 
in further research.
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Biomolecular structures provide the basis for many studies in research areas such as structure-based drug design and homology modeling. In order to use molecular coordinates it is important that they are 
reliable in terms of accurate description of the experimental data and in 
terms of the overall and local geometry. Besides these primary quality cri-
teria an indication is needed for the uncertainty in the atomic coordinates 
that may arise from the dynamic behavior of the considered molecules 
as well as from experimental- and computational procedures. In contrast 
to the crystallographic B-factor, a good measure for the uncertainty in 
NMR-derived atomic coordinates is still not available. It has become clear 
in recent years that the widely used atomic Root Mean Square Deviation 
(RMSD), which is a measure for the precision of the data, overestimates 
the accuracy of NMR structure ensembles and therefore is a problematic 
measure for the uncertainty in the atomic coordinates. In this study we 
report a method that yields a more realistic estimate of the uncertainty in 
the atomic coordinates by maximizing the RMSD of an ensemble of struc-
tures, while maintaining the accordance with the experimentally derived 
data. The results indicate that the RMSD of most NMR structure ensembles 
can be signiﬁcantly increased compromising neither geometric quality nor 
NMR data. This maximized RMSD therefore seems a better estimate of the 
true uncertainty in the atomic coordinates.
Introduction
The precision and accuracy of NMR structure 
ensembles have been subject of a long-standing 
debate in the ﬁeld of biomolecular structure 
determination by NMR-spectroscopy. In an 
elaborate discussion Zhao and Jardetzky (Zhao 
and Jardetzky 1994) have addressed the funda-
mental aspects of the problem and concluded 
that the accuracy of NMR structure ensembles 
is at best of the order of 1 to 2 Å. Although the 
relevance of their analysis has been criticized (e.g. 
see (Chalaoux et al. 1999)), their main point, i.e. 
the importance to distinguish between precision 
and accuracy, still stands. 
The accuracy is a measure of closeness of the 
structures to the true structure and can only be 
obtained when a ‘gold standard’ is available, like 
in the case of a simulated data set. For real NMR 
structures the accuracy is often calculated with 
respect to a reference X-ray structure of the same 
molecule (e.g. see (Kuszewski et al. 1999; Linge 
and Nilges 1999; Sprangers et al. 2000; Tjandra 
et al. 2000)). Although such a reference structure 
is not a ‘gold standard’ the comparison provides 
at least some measure of the accuracy. In fact, ex-
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amples are known where the X-ray structure sat-
isﬁes independently measured NMR observables 
better than the NMR ensemble that was reﬁned 
without the inclusion of these observables (e.g. 
see (Spronk et al. 2002)). 
The precision, expressed as the coordinate 
RMSD of the ensemble, is commonly used as an 
indication of how well the structures have been 
reﬁned. Normally, ensembles are generated by se-
lection of a number of low energy structures from 
a larger ensemble that fulﬁlls acceptance criteria 
based on the experimental data. This approach is 
designed to ﬁnd a set of structures that represents 
the global energy minimum of the molecule. The 
RMSD of the ensemble therefore depends not 
only the quality and amount of available data 
but also on the procedure used for selection of 
the structures. 
It has become clear from several studies using 
both real- and simulated NMR data that the pre-
cision normally exceeds the accuracy (Havel and 
Wüthrich 1985; Brünger et al. 1993; Clore et al. 
1993; Zhao and Jardetzky 1994; Gronenborn 
and Clore 1995; Chalaoux et al. 1999). For real 
NMR data the accuracy that can be achieved is 
at best equal to the precision of the ensemble 
of structures. Therefore, in order to get a good 
impression of the accuracy it is required to de-
termine the minimum precision (i.e. maximum 
RMSD) of the ensemble given the experimental 
restraints.
There are strong indications that current 
procedures for structure calculation and selec-
tion result in ensembles that underestimate the 
ﬂuctuations and do not reﬂect the true confor-
mational freedom (Torda et al. 1990; Scheek 
et al. 1995; Pfeiﬀer et al. 1997; Horstink et al. 
2000). An accurate representation of a solution 
structure should not only describe the global 
minimum but also reﬂect the inherent dynam-
ics of the molecule and the uncertainty in the 
experimentally derived NMR data. Therefore, 
we describe an approach in which iterative re-
sampling and reﬁnement of an ensemble is used 
to assess the minimum precision. The method is 
designed to improve the sampling and represen-
tation of the conformational space that is deﬁned 
by the experimental restraints. The procedure, 
which we will refer to as ‘re-sampling’, was tested 
on ﬁve diﬀerent data sets: a simulated data set 
for the protein Crambin (Jelsch et al. 2000) and 
experimentally derived data sets for Ubiquitin 
(Cornilescu et al. 1998), the protein-peptide 
complex PAH2-Mad1 (Spronk et al. 2000), the 
immunoglobulin binding domain of streptococ-
cal protein G (Gronenborn et al. 1991) and the 
scorpion toxin chlorotoxin (Lippens et al. 1995). 
The results show that for all test cases the RMSD 
of the original ensembles can be increased sub-
stantially, while ﬁtting the experimental data 
well, and maintaining good local- and overall 
geometric quality of the structures. 
Materials and Methods
Re-sampling NMR ensembles
The basic idea behind our method to ﬁnd the 
lower limit of the precision of NMR structure 
ensembles is to iteratively increase the RMSD of 
the ensemble by randomly generating structures 
around a set of experimental input structures and 
subsequent reﬁnement and ﬁtting to the experi-
mental data (Figure 6.1).
Generation of structures
Generation of structures was done using the 
program CONCOORD (version 1.2), which 
was originally developed to probe the confor-
mational freedom of proteins (de Groot et al. 
1997). CONCOORD generates random protein 
structures that fulﬁll a set of upper- and lower 
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distance limits. These distance limits are derived 
from the distances measured in the experimental 
structures, secondary structure elements (gener-
ated by DSSP (Kabsch and Sander 1983)) and 
hydrophobic- and electrostatic interactions. The 
size of the upper and lower distance limits can 
be scaled using the CONCOORD damp factor, 
which is used to control the spread in the newly 
generated ensemble. For further details on the 
program CONCOORD please see (de Groot 
et al. 1997) and http://www.mpibpc.gwdg.de/
groups/de_groot/concoord/. 
In the current implementation CONCOORD 
distance bounds were generated using default 
parameters, whilst retaining all hydrogen-atoms 
and varying the CONCOORD damp factor 
(see below). CONCOORD structures were 
generated for each individual conformer of the 
input ensemble. This procedure was repeated 
until after reﬁnement two accepted structures 
were obtained per input structure. In order to 
slowly increase the RMSD of the ensemble the 
CONCOORD distance limits were scaled with 
the CONCOORD-damp factor starting at 0.25. 
This factor was incremented by 0.25 (to a maxi-
mum of 1.25) whenever the backbone RMSD 
of an ensemble of accepted structures did not 
increase more than 5% in two subsequent cycles. 
The re-sampling procedure was automatically 
aborted when less than 5% increase in the back-
bone RMSD was observed in 5 iterations. 
Structure reﬁnement
The structures generated by CONCOORD 
were optimized and ﬁtted to the experimental 
data by a short restrained molecular dynamics 
reﬁnement in explicit solvent using ARIA (ver-
sion 1.1) (Nilges et al. 1997; Linge and Nilges 
1999; Linge et al. 2001) and CNS (version 1.1) 
(Brünger et al. 1998) with the following modi-
ﬁcations: 1) For the sake of speed the MD heat-
ing-, high temperature- and cooling stages were 
shortened to 1.25, 0.25 and 2.5 ps, respectively. 
2) The distributions of the covalent geometry 
parameters were improved by changing the force 
constants for the bond lengths, bond angles, 
omega angles and improper dihedral angles in 
the cooling stage to 130 kcal/(mole•Å2) and 
Figure 6.1. Schematic drawing of the 
re-sampling procedure. The input ensemble is 
re-sampled using CONCOORD and subsequently 
reﬁned and re-sampled iteratively. Figure gener-
ated with MOLMOL (Koradi et al. 1996).
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80, 18, 180 kcal/(mole•rad2), respectively. An 
additional improper dihedral angle with a force 
constant of 35 kcal/(mole•rad2) was deﬁned for 
the planarity of the atoms bonded to the back-
bone carbonyl atom. The force ﬁeld parameters 
used in the water-reﬁnement were those from 
PARALLHDG5.2, using the OPLS parameters 
for the non-bonded interactions (Jorgensen and 
Tirado-Rives 1988) and the TIP3P water model 
(Jorgensen et al. 1983).
Selection of structures
Although any selection criteria can be used, 
we have chosen the widely used protocol to ac-
cept structures without violations of distance and 
dihedral angle restraints larger than 0.5Å and 5º, 
respectively. Of the ensemble of accepted struc-
tures half of the structures with the lowest experi-
mental restraint energy were used for analysis. 
Two diﬀerent re-sampling procedures were 
tested. In the ﬁrst run half of the accepted struc-
tures with the lowest restraint energy were used 
as the input for the next round of re-sampling 
(referred to as low energy selection). In the sec-
ond run half of the accepted structures with the 
highest pair-wise RMSD were used as input for 
the next round of re-sampling (subsequently re-
ferred to as high RMSD selection).
Structure validation
An important aspect of the re-sampling pro-
cedure is the validation of the structures in the 
resulting ensembles. It is essential that these 
structures still ﬁt the NMR data well within the 
experimentally determined error bounds while 
increasing the RMSD during re-sampling. This is 
done using the abovementioned selection criteria 
for the structures. The ﬁt of the accepted structure 
ensemble to the data is expressed as the RMS de-
viation of the calculated to the input restraints.
Next, the structures are compared to a refer-
ence database of well-reﬁned high-resolution 
X-ray structures using the program WHAT IF 
(Vriend 1990; Hooft et al. 1996a) in order to ad-
dress the local- and overall geometric quality of 
the structure ensembles. WHAT IF provides so-
called structure Z-scores for the packing quality, 
Ramachandran plot, χ-1/χ-2 rotamer distribu-
tion and backbone conformation. It is important 
to realize that a structure Z-score equals the 
number of standard deviations away from the 
mean of the database and is therefore a normality 
score (Hooft et al. 1997). We consider structure 
Z-scores to be within acceptable ranges when 
they are between –3 and +3. Structure Z-scores 
outside these ranges do not necessarily mean that 
the structures are bad, but are less likely to be 
correct. It is however worrisome that average Z-
scores in NMR structure ensembles are found to 
be around –4 for all indicators, which is a sig-
niﬁcant deviation from the database of reliable 
high-resolution X-ray structures (see Table 6.1). 
Further, WHAT IF analyzes bond lengths and 
bond angles, omega angles, chirality and side 
chain planarity in the structures. The values are 
compared to the internal WHAT IF database, 
which contains the parameters for bond lengths 
and bond angles described by Engh & Huber 
(Engh and Huber 1991), for omega angles as de-
scribed by MacArthur & Thornton (MacArthur 
and Thornton 1996), for side chain planarity 
as derived from the Cambridge Small molecule 
Database (Allen et al. 1983; Hooft et al. 1996a) 
and for chiralities derived from high-resolution 
X-ray structures. From these comparisons RMS 
Z-scores are calculated for each parameter. An 
RMS Z-score is an indicator for the variance in 
each set of the parameters. An RMS Z-score is 
equal to 1.0 if the distribution has the same av-
erage and variance as the reference distribution. 
Values lower or higher than 1 indicate that the 
parameter has a lower or higher variance, which 
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in the case of protein structures indicates too 
tight or too loose restraining of the geometry. (see 
also http://www.cmbi.ru.nl/gv/pdbreport/check-
help/intro.html). For completeness it should be 
noted that RMS Z-scores are meaningless if the 
averages of the compared distributions are not 
the same.
Finally, the number and size of the inter-
atomic bumps and the presence of unsatisﬁed 
buried hydrogen-bond donors and acceptors are 
analyzed in order to assess the packing quality 
and energetics of the resulting structures after 
re-sampling.
Data sets
The simulated data of the protein Crambin 
(46 residues) were derived from the atomic reso-
lution X-ray structure (0.54Å, PDB entry 1EJG 
(Jelsch et al. 2000)). For this set an artiﬁcial 
perfect set of 1497 NOE distance restraints was 
calculated containing all proton-proton distances 
smaller than 5Å, upon which 20% error bounds 
were added (Spronk et al. 2002). For Ubiquitin 
(76 residues) 2727 distance-, 27 hydrogen bond- 
and 98 dihedral angle restraints were taken from 
PDB entry 1D3Z (Cornilescu et al. 1998). For 
PAH2-Mad1 (98 residues) we used 2176 dis-
tance-, 27 hydrogen bond- and 26 dihedral angle 
restraints as described previously (Spronk et al. 
2000). For these three data sets input structures 
for the re-sampling method were calculated us-
ing the CHARMM22 water-reﬁnement protocol 
(Spronk et al. 2002). 
In addition, we tested the method on two 
structure ensembles and their corresponding data 
sets obtained from the BioMagResBank: the im-
munoglobulin binding domain of streptococcal 
protein G (PDB entry 1GB1, 56 residues, 854 
distance-, 68 hydrogen bond- and 94 dihedral 
angle restraints (Gronenborn et al. 1991)) and the 
scorpion toxin chlorotoxin (PDB entry 1CHL, 
36 residues, 183 distance- and 13 dihedral angle 
restraints (Lippens et al. 1995)). Prior to re-sam-
Table 6.1. Structure quality indicators of X-ray and NMR structures.
X-raya
(WHAT IF database)
NMRb
(released 2002)
Structure Z-scores
1st generation packing quality -0.2 ± 1.0 -4.0 ± 2.2
2nd generation packing quality -0.0 ± 1.8 -4.1 ± 2.3
Ramachandran plot appearance 0.3 ± 0.9 -4.5 ± 1.8
χ-1/χ-2 rotamer normality 0.4 ± 0.9 -3.4 ± 1.9
Backbone conformation 0.1 ± 1.0 -4.3 ± 3.2
Inter-atomic bumps
No. bumps 26 ± 33 53 ± 84
No. bumps per 100 residues 7.3 ± 5.8 70 ± 66
Sum of bumps 2.0 ± 3.1 7.6 ± 16.7
The analysis included: a489 structures from the internal WHAT IF data base and b97 NMR ensembles (1980 individual struc-
tures) of proteins released in 2002. 
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pling, these two ensembles were reﬁned using a 
full ARIA1.1 water-reﬁnement scheme, which 
gives similar improvements as the CHARMM22 
water-reﬁnement (Spronk et al. 2002). The only 
diﬀerences with the reﬁnement scheme deployed 
in the reﬁnement of the CONCOORD struc-
tures are the lengths of the MD heating-, high 
temperature- and cooling stages, which were now 
set to 10, 2.5 and 25 ps, respectively.
The input ensembles of Crambin, Ubiquitin 
and PAH2-Mad1 consisted of 20 structures that 
contained no violations of input distance- and 
dihedral angle restraints larger than 0.5Å and 
5º, respectively. The original ensembles of 1GB1 
Figure 6.2. Validation results for the two types of re-sampling procedures for Ubiquitin. Standard de-
viations have been omitted for clarity in ﬁgures A, D and E. Average standard deviations for these panels 
are listed below in parentheses: # low energy structure selection, § high RMSD structure selection. (A) 
Backbone (black, # 0.17, § 0.19) and heavy atom (red, # 0.23, § 0.22) RMSDs. (B) RMS deviations for distance 
restraints. (C) RMS deviations for dihedral angle restraints. (D) Structure Z-scores for: 1st generation packing 
quality (black, # 0.22, § 0.24), 2nd generation packing quality (red, # 0.30, § 0.36), Ramachandran plot 
appearance (blue, # 0.37, § 0.43), χ-1/χ-2 rotamer normality (green, # 0.40, § 0.43) and backbone normality 
(magenta, # 0.45, § 0.50). E) Number of unsatisﬁed buried hydrogen bond acceptors (black, # 0.39, § 0.40), 
hydrogen bond donors (red, # 1.21, § 1.36) and inter-atomic bumps per 100 residues (blue, # 1.75, § 1.93). 
Note that the ﬁrst cycle is identical for the two types of structure selection in the re-sampling procedure. 
Color ﬁgure can be viewed online at http://thesis.nabuurs.org/.
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and 1CHL consisted of 60 and 7 structures, re-
spectively. After water-reﬁnement (prior to the 
re-sampling procedure) none of these structures 
contained 0.3Å distance or 5º dihedral angle re-
straints violations. 
For all data sets the number of accepted struc-
tures generated in each cycle was set to two times 
the number of input structures. Half of the ac-
cepted structures were then used for subsequent 
analysis and as input for the next iteration. All 
validation analyses were done including all resi-
dues for the diﬀerent test proteins. RMSD cal-
culations included the residues used for RMSD 
calculations in the original papers for 1GB1 
(all residues), Ubiquitin (residues 1-70), 1CHL 
(residues 2-4 and 13-35) and the PAH2-Mad1 
complex (residues 5-41 and 55-80 of PAH2 and 
all residues of the Mad1 helix). All 46 residues 
were included for Crambin since for this struc-
ture we used a simulated complete data set with 
all proton-proton distances within 5Å.
Results and discussion
We have applied the two diﬀerent types of the 
re-sampling procedure, i.e. low energy structure 
selection and high RMSD structure selection 
(see methods), to an ensemble of 20 Ubiquitin 
structures. In total 13 and 14 iterations were per-
formed for the low energy structure selection and 
the high RMSD structure selection, respectively, 
and the eﬀect on the various validation param-
eters is shown in Figure 6.2. The large eﬀect on 
the quality indicators in the ﬁrst cycle, which is 
also observed for the Crambin and PAH2-Mad1 
data sets (see below and Table 6.2), is caused by 
the diﬀerent force ﬁelds used for calculating the 
original input structures and the reﬁnement in 
the modiﬁed ARIA1.1 protocol. Surprisingly, 
the low energy selection procedure resulted in 
Ubiquitin structure ensembles with increased 
backbone RMSD, while simultaneously the 
heavy atom RMSD decreased (Figure 6.2A, left 
panel). It appears that this eﬀect is correlated 
with the tighter ﬁt of the structure ensembles to 
the experimental restraints in the course of the 
re-sampling procedure (Figure 6.2B, left panel). 
A possible explanation for the decrease in heavy 
atom RMSD and increase in backbone atom 
RMSD is that more experimental restraints are 
found for side chains than for the backbone at-
oms. 
In the high RMSD selection run we observe 
that both the heavy- and backbone atom RMSDs 
increase during re-sampling and a higher maxi-
mum is reached for both parameters. Inspection 
of the quality indicators shows that, disregard-
ing the ﬁrst cycle in which the change of force 
ﬁeld is dominant, the RMS deviation of the 
distance- and dihedral angle restraints increases 
from 0.0081±0.0006Å to 0.0087±0.0007Å and 
from 1.20±0.05° to 1.31±0.08°. It is important 
however, that the ﬁt to the data is still consider-
ably better than for the input structures, while 
the RMSDs of the ensemble is increased from 
0.5Å to 0.8Å for the backbone atoms and from 
1.2Å to 1.4Å for the heavy atoms.  The fact that 
the ﬁt to the experimental data is still better after 
re-sampling is because the CHARMM22 force 
ﬁeld is much softer than the ARIA force ﬁeld.
Inspection of the other quality indicators 
shows that in the ﬁrst cycle, due to the change in 
force ﬁeld, Z-scores are higher for all indicators 
except for the backbone conformation. During 
re-sampling the structure Z-scores change slight-
ly, although they all remain well within the ranges 
found in the reference database of structures. The 
main diﬀerence for the two types of re-sampling 
is seen for the χ-1/χ-2 rotamer normality, which, 
in the case of the low-energy structure selection, 
becomes slightly more positive and in the high 
RMSD selection slightly more negative. More 
positive values indicate a closer ﬁt to ‘ideal’, i.e. 
corresponding to energetic minima, values in the 
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database (see also (Hooft et al. 1997)). Thus, it 
appears that the better ﬁt of the structures to the 
experimental data during re-sampling correlates 
with lower heavy atom RMSDs and distributions 
of χ-1/χ-2 rotamers closer to the ideal values.
Inspection of the number of inter-atomic 
bumps and presence of unsatisﬁed buried hy-
drogen bond donors and acceptors shows that 
mainly the number of bumps increases during 
re-sampling. A slight increase is also seen for the 
number of unsatisﬁed hydrogen bond donors. It 
can be argued that these changes indicate dete-
rioration of the quality of the structure ensem-
bles during re-sampling. However, it should be 
mentioned that the values found for the number 
of bumps per 100 residues and the average size 
of the bumps are much lower than what is typi-
cally found in NMR-structure ensembles and 
even in the high-resolution X-ray structures of 
the WHAT IF database (Table 6.1 and data not 
shown). 
In Table 6.2 the results of the two diﬀerent 
types of re-sampling for the Crambin and PAH2-
Mad1 data sets are listed. Table 6.3 shows the 
eﬀect of water-reﬁnement and one type of re-
sampling on 1GB1 and 1CHL. The trends for all 
four data sets are similar to those of Ubiquitin, 
although we did not observe the simultaneous 
increase of backbone RMSD and decrease of 
heavy atom RMSD. The ratio between the heavy 
atom and backbone atom RMSD decreases in 
all data sets except for 1CHL, where the ratio 
actually increased during re-sampling. Often the 
backbone omega angle is too tightly restrained 
in NMR structure ensembles (Doreleijers et al. 
1999b; Spronk et al. 2002), which will also lead 
to tighter clustering of the backbone of the en-
semble than is actually justiﬁed by the experimen-
tal and database data (MacArthur and Thornton 
1996; Wilson et al. 1998). Even though this is 
not a problem in the input structures used in this 
study, in which the omega angles were properly 
restrained (RMS Z-score ~1), our results indicate 
that the variability of the protein backbone is 
commonly underestimated.
It is clear that even for the Crambin data set, 
which contained all proton-proton distances 
smaller than 5Å, there is room for a moderate 
increase of the RMSD without signiﬁcantly 
compromising the quality of the structures. On 
the other hand, for the PAH2-Mad1 data set, we 
can achieve a backbone and heavy atom RMSD 
of up to 2 and 2.5Å, respectively, after 21 cycles 
of re-sampling. This is more than a factor of 2 in-
crease for the backbone RMSD while the quality 
indicators stay within normal ranges compared 
to those from the X-ray structures. It should 
be mentioned though that there is a clear trend 
towards more negative values for all Z-scores, 
indicating some deterioration in the quality of 
the structures. The results obtained for 1GB1 
and 1CHL show strong and moderate increases 
of the RMSD, respectively, and conﬁrm the re-
sults obtained for the other data sets. In addition, 
we also examined the changes in the RMSD of 
the disordered regions in the ensembles super-
imposed only on the well-deﬁned regions (see 
Data sets). As expected we also ﬁnd small to large 
increases in heavy atom RMSD in these relatively 
disordered regions: 1CHL (residues 1, 5-12 and 
36): 5.0Å to 5.2Å, Ubiquitin (residues 71-76): 
5.7Å to 7.1Å and PAH2-Mad1 (residues 1-4, 42-
54 and 81-84): 7.3Å to 10.8Å.  
The results as discussed above, raise a number 
of important questions. The ﬁrst relates to how 
well the procedure samples the conformational 
space. The eﬃciency and maximum RMSD that 
can be reached is clearly dependent on the dif-
ferent parameters in the re-sampling protocol. 
Further optimization of the diﬀerent parameters, 
especially in the reﬁnement part, may lead to 
even higher RMSD values. 
In this study we have applied generally used 
acceptance criteria for structure selection. It must 
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Table 6.2. Results of re-sampling for Crambin and PAH2-Mad1
Crambin PAH2-MAD1
Input
(0)c
Low 
Energya
(11)c
High 
RMSDb
(14)c
Input
(0)c
Low 
Energya
(14)c
High 
RMSDb
(21)c
RMSD backbone atoms 0.51 ± 0.11 0.74 ± 0.24 0.94 ± 0.30 0.78 ± 0.12 1.31 ± 0.34 1.96 ± 0.61
RMSD heavy atoms 0.74 ± 0.12 0.87 ± 0.22 1.10 ± 0.29 1.32 ± 0.11 1.63 ± 0.36 2.49 ± 0.63
RMSD dihedral angle restraints - - - 0.4 ± 0.2 0.5 ± 0.1 0.6 ± 0.2
RMSD distance restraints 0.013 ± 
0.007
0.0082 ± 
0.0004
0.0091 ± 
0.0005
0.019 ± 
0.002
0.0117 ± 
0.0006
0.014 ± 
0.001
Distance restraint 
violations
>0.1Å 5.8 ± 4.8 1.1 ± 0.2 1.3 ± 0.6 24.5 ± 5.2 7.7 ± 2.3 11.4 ± 2.9
>0.2Å 1.3 ± 1.7 0.5 ± 0.5 0.7 ± 0.5 2.8 ± 1.3 0.1 ± 0.2 1.0 ± 0.9
>0.3Å 0.9 ± 1.5 0 0 0.4 ± 0.6 0 0.1 ± 0.3
>0.4Å 0.4 ± 0.8 0 0 0 0 0
Structure Z-scores
1st generation packing quality -0.8 ± 0.3 0.1 ± 0.1 0.0 ± 0.2 -1.6 ± 0.2 -1.4 ± 0.2 -1.8 ± 0.3
2nd generation packing quality 0.1 ± 0.4 0.4 ± 0.2 0.3 ± 0.3 -0.4 ± 0.4 -0.7 ± 0.4 -1.3 ± 0.6
Ramachandran plot appearance -1.0 ± 0.7 0.3 ± 0.4 0.3 ± 0.5 -1.4 ± 0.6 -0.2 ± 0.4 -0.9 ± 0.7
χ-1/χ-2 rotamer normality 0.2 ± 0.5 -0.8 ± 0.3 -0.7 ± 0.3 0.0 ± 0.6 -0.8 ± 0.3 -1.2 ± 0.4
Backbone conformation 1.0 ± 0.3 0.4 ± 0.4 0.4 ± 0.7 -0.5 ± 0.7 -1.4 ± 0.7 -3.0 ± 1.1
Inter-atomic bumps
No. bumps 1.1 ± 0.9 1.2 ± 0.6 1.6 ± 0.8 1.2 ± 1.1 3.9 ± 1.5 4.3 ± 1.8
No. bumps / 100 res. 2.3 ± 1.9 2.6 ± 1.3 3.4 ± 1.8 1.2 ± 1.2 4.0 ± 1.6 4.4 ± 1.9
Sum of bumps 0.1 ± 0.1 0.0 ± 0.0 0.1 ± 0.1 0.1 ± 0.1 0.2 ± 0.1 0.2 ± 0.1
Unsatisﬁed H-bond donors 2.7 ± 1.0 2.2 ± 0.8 2.4 ± 0.8 5.8 ± 2.1 6.6 ± 2.4 9.5 ± 2.7
Unsatisﬁed H-bond acceptors 0 0 0 0.2 ± 0.4 0.2 ± 0.4 0.2 ± 0.4
Validation results for two types of re-sampling procedures of Crambin and PAH2-Mad1. Shown are the values for the input 
structures and the structures in the last re-sampling cycle for each type of re-sampling: alow energy structure selection, 
bhigh RMSD structure selection (see text for details). cNumbers in parenthesis indicate the re-sampling cycle used for analy-
sis. All RMSDs are given in Ångstroms, except for dihedral angle restraints where the RMSD is in degrees.
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Table 6.3. Results of re-sampling for 1GB1 and 1CHL.
1GB1 1CHL
Input
(0)c
Reﬁneda
(0)c
High 
RMSDb
(14)c
Input
(0)c
Reﬁneda
(0)c
High 
RMSDb
(17)c
RMSD backbone atoms 0.38 ± 0.05 0.57 ± 0.11 0.89 ± 0.25 0.97 ± 0.13 0.91 ± 0.13 1.14 ± 0.41
RMSD heavy atoms 0.91 ± 0.09 1.06 ± 0.10 1.36 ± 0.26 1.66 ± 0.23 1.62 ± 0.26 2.28 ± 0.89
RMSD dihedral angle restraints 0.14 ± 0.03 0.29 ± 0.08 0.40 ± 0.09 0.4 ± 0.3 0.01 ± 0.03 0.02 ± 0.06
RMSD distance restraints 0.094 ± 
0.007
0.0155 ± 
0.0008
0.018 ± 
0.002
0.033 ± 
0.002
0.030 ± 
0.004
0.035 ± 
0.006
Distance restraint 
violations
>0.1Å 19.4 ± 1.7 6.3 ± 1.8 9.1 ± 2.8 4.7 ± 1.4 5.6 ± 3.3 5.8 ± 2.0
>0.2Å 6.4 ± 1.3 0.0 ± 0.1 0.2 ± 0.5 1.3 ± 0.5 0 0.9 ± 1.1
>0.3Å 2.9 ± 1.1 0 0 0 0 0
>0.4Å 2.7 ± 1.0 0 0 0 0 0
Structure Z-scores
1st generation packing quality -1.2 ± 0.2 1.2 ± 0.2 0.8 ± 0.2 -6.8 ± 0.3 -4.2 ± 0.6 -4.7 ± 0.3
2nd generation packing quality -2.3 ± 0.4 0.9 ± 0.4 0.6 ± 0.4 -4.3 ± 0.6 -2.5 ± 0.3 -3.1 ± 0.5
Ramachandran plot appearance -3.9 ± 0.5 -0.9 ± 0.4 -0.9 ± 0.5 -6.7 ± 0.6 -3.5 ± 0.9 -4.9 ± 1.0
χ-1/χ-2 rotamer normality -3.6 ± 0.4 -0.6 ± 0.6 -1.3 ± 0.5 -4.4 ± 0.5 -1.5 ± 1.4 -2.0 ± 0.4
Backbone conformation 0.7 ± 0.4 -0.1 ± 0.6 -0.5 ± 0.5 -7.5 ± 2.0 -6.1 ± 0.7 -7.6 ± 1.1
Inter-atomic bumps
No. bumps 26.4 ± 3.0 2.3 ± 1.2 3.4 ± 1.5 29.9 ± 5.7 2.7 ± 1.5 4.1 ± 0.9
No. bumps / 100 res. 47.1 ± 5.3 4.1 ± 2.1 6.1 ± 2.7 82.9 ± 15.8 7.5 ± 4.2 11.5 ± 2.5
Sum of bumps 3.0 ± 0.4 0.1 ± 0.0 0.2 ± 0.1 4.2 ± 0.8 0.2 ± 0.1 0.3 ± 0.1
Unsatisﬁed H-bond donors 3.0 ± 1.0 2.1 ± 1.0 2.0 ± 1.1 4.9 ± 1.7 2.0 ± 0.8 4.7 ± 1.5
Unsatisﬁed H-bond acceptors 0 0 0 0 0 0.1 ± 0.4
Validation results for re-sampling procedures of 1GB1 and 1CHL using the high RMSD structure selection scheme. Shown 
are the values for the original structures, the original structures after water-reﬁnement, and the structures in the last re-
sampling cycle: aInput structures after water-reﬁnement in ARIA, bStructures after re-sampling. cNumbers in parenthesis 
indicate the re-sampling cycle used for analysis. All RMSDs are given in Ångstroms, except for dihedral angle restraints 
where the RMSD is given in degrees.
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be noted that often more stringent criteria are 
used for structure selection and the result of the 
re-sampling depends on these criteria. In case the 
acceptance criteria are much looser than the ac-
tual violations in the input structures the re-sam-
pling procedure will relax the ensemble slightly 
towards the acceptance criteria (e.g. see tables 6.2 
and 6.3). This may occur when the input struc-
tures consist of a subset of low-energy structures 
from a larger ensemble of accepted structures. It 
is important to realize that the method thus only 
provides a way to address the conformational 
variability in an ensemble given the experimental 
restraints and the acceptance criteria as deﬁned 
by the researcher.
Another important and yet unresolved mat-
ter is that at present it is unclear how to address 
the quality of NMR structure ensembles in an 
objective manner. Thus far, validation of NMR 
structures using programs such as PROCHECK 
(Laskowski et al. 1993), PROCHECK_NMR 
(Laskowski et al. 1996) and WHAT IF (Vriend 
1990) has relied on a comparison to a database of 
high-resolution X-ray structures. Currently there 
is no better alternative, since the most reliable data 
on biomolecular structure have been obtained by 
X-ray crystallography. However, it can be argued 
that due to the intrinsically higher mobility in 
solution structures a diﬀerent comparison set 
should be used for NMR ensembles. Preferably 
these comparisons should be made at diﬀerent 
temperatures, since thermal motion inﬂuences 
the distributions of, for example, dihedral an-
gles and a larger variation around the energetic 
minima will be found. At present, building of 
such reference data bases cannot be reliably done 
based on existing experimental- and structural 
data, which are often incomplete, contain no 
information on manually removed inconsisten-
cies and often contain many abnormalities that 
undoubtedly are errors.
Conclusions and suggestions
The work described in this paper constitutes a 
step towards the deﬁnition of the NMR equiva-
lent of the crystallographic B-factor. This NMR 
B-factor, which should reﬂect all uncertainties in 
the data arising from dynamic behavior, experi-
mental procedures and calculation protocols, is 
of importance for a good assessment of the qual-
ity of structure ensembles. In a ﬁrst approach, we 
have focused on ﬁnding the limits of the uncer-
tainty in structure coordinates by re-sampling the 
allowed conformational space under restriction 
of NMR-restraints. In this approach we chose to 
use distance- and dihedral angle restraints only, 
without including other experimentally derived 
restraints, nor using relaxation data for valida-
tion of the variability in the structure ensembles. 
Further, it should be mentioned that the method 
does not judge the quality of the input NMR 
restraints. It only provides a means to sample 
the conformational space within the limits of the 
NMR restraints regardless of their quality. 
The re-sampling method leads to a systematic 
increase of the RMSD of protein NMR structure 
ensembles without signiﬁcantly compromising 
the quality of the structures and their ﬁt to ex-
perimental input data. The precision, and thus 
the accuracy, of the input structures is heavily 
overestimated within the tolerances for violation 
of experimental data.
Taking into account that restraints are usually 
not treated as time- or ensemble averages, the 
RMSDs obtained here should be regarded as a 
lower limit of the uncertainty of the data sets. 
Furthermore, possible limitations of the method 
described here will also inﬂuence the maximum 
attainable RMSD for a structure ensemble. 
Expansion of the technique to include other 
conformational restraints, such as those derived 
from residual dipolar couplings is a straightfor-
ward extension of the current protocol. Inclusion 
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of or validation against relaxation data is however 
not a trivial task due to the model-dependency of 
relaxation data analysis, and remains a challenge 
for the future. 
To conclude, we would like to stress here that 
depositors of structures should be aware of the 
true value of coordinate RMSDs, its relation to 
the accuracy, and the factors that are of inﬂuence 
(see (Zhao and Jardetzky 1994)). We therefore 
propose that an analysis as described in this pa-
per is used for estimating the precision of NMR 
structure ensembles, prior to publication or sub-
mission of structures to databases. Alongside the 
deposition of minimized average structures or 
ensembles representing the global minima using 
conventional methods, it will be very informative 
to users of structures to have a separate parameter 
describing the uncertainty in the structure coor-
dinates after re-sampling. Further, it is of great 
importance that structures are optimized using 
sophisticated reﬁnement protocols to remove 
some of the obvious problems in NMR-struc-
tures, such as the relatively high occurrences of 
inter-atomic bumps and unrealistic charge-dis-
tributions (see also (Spronk et al. 2002)). Such 
methods are easy to perform and it is important 
to realize that it is not enough to merely optimize 
the ﬁt of the structures to the available experi-
mental data. Inspection of validation reports as 
obtained from e.g. WHAT IF or PROCHECK_
NMR, provides an important means to improve 
the quality, reliability and thus the usefulness of 
the deposited NMR structures. Finally, we would 
like to urge depositors of structures to make all 
NMR-derived restraints available alongside the 
coordinates in order to perform validation analy-
ses, including a detailed description of the data 
handling during structure calculation.
Sander B. Nabuurs
Chris A.E.M. Spronk
Geerten W. Vuister
Gert Vriend
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One of the major goals of structural genomics projects is to deter-mine the three-dimensional structure of representative members of as many different fold families as possible. Comparative modeling 
is expected to ﬁll the remaining gaps by providing structural models of 
homologs of the experimentally determined proteins. However, for such 
an approach to be successful it is essential that the quality of the experi-
mentally determined structures is adequate. In an attempt to build a ho-
mology model for the protein Dynein Light Chain 2A (DLC2A) we found 
two potential templates, both experimentally determined NMR structures 
originating from structural genomics efforts. Despite their high sequence 
identity (96%), the folds of the two structures are markedly different. This 
urged us to perform in-depth analyses of both structure ensembles and 
the deposited experimental data, the results of which clearly identify one 
of the two models as largely incorrect. Next, we analyzed the quality of 
over 400 recent NMR derived structure ensembles originating from struc-
tural genomics projects. Unfortunately, a visual inspection of all structures 
exhibiting lower quality scores than DLC2A reveals that the seriously ﬂawed 
DLC2A structure is not an isolated incident. Overall, our results illustrate the 
clear need for a tight integration of more sophisticated structure validation 
tools in structural genomics pipelines.
Introduction
Three-dimensional structures of biomolecules 
form the foundation of structural bioinformatics 
and any structural analysis would be impossible 
without them. Two main techniques are avail-
able for biomolecular structure determination, 
X-ray crystallography and nuclear magnetic 
resonance (NMR) spectroscopy. It is important 
to realize that all resulting structure models are 
derived from their underlying experimental data. 
Unfortunately, any experiment and thus any 
structure model will have errors associated with 
it. Random errors depend on the precision of the 
experimental measurements and are propagated 
to the precision of the ﬁnal models. Systematic 
errors and mistakes often result from errors in 
the interpretation of the experimental data and 
relate directly to the accuracy of the ﬁnal struc-
ture models. For example, in NMR spectroscopy 
errors can be introduced by misassignment of the 
spectral signals; in X-ray crystallography errors 
are most likely made when the protein sequence 
is traced through the electron density.
Several studies have shown that not all ex-
perimentally determined biomolecular structure 
models are of equally high quality (Branden and 
Jones 1990; Hooft et al. 1996a; Doreleijers et al. 
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1998; Spronk et al. 2002). Many diﬀerent types 
of errors can be identiﬁed in protein structures, 
ranging from too tightly restrained bond lengths 
and angles, to molecules exhibiting a completely 
incorrect fold. Where the former type of errors 
often does not have large consequences for the 
analysis of the structure and typically can be 
remedied by reﬁnement in a proper force ﬁeld 
(Linge et al. 2003b; Nabuurs et al. 2004), the lat-
ter renders a structure model completely useless 
for all practical purposes. Throughout the years 
several such errors have been uncovered in the 
Protein Data Bank (Berman et al. 2000) which 
often resulted in the replacement of the incorrect 
models with improved ones.
A typical example of an incorrectly folded 
structure model is the ﬁrst crystal structure of 
photoactive yellow protein. The structure was 
solved initially in 1989 (McRee et al. 1989) and 
deposited under the now obsolete PDB entry 
1PHY. An updated model released six years later 
showed that in the original model the electron 
density had been misinterpreted (Borgstahl et al. 
1995) (PDB entry 2PHY). Similar chain tracing 
problems led to an incorrect model for a DD-
peptidase (Kelly et al. 1985) (the now obsolete 
PDB entry 1PTE), which was corrected ten years 
later when the structure was solved again, but 
now at higher resolution (Kelly and Kuzin 1995) 
(PDB entry 3PTE).
Also for structures determined using NMR 
spectroscopy cases are known where reevalua-
tion of the experimental data, often prompted 
by publication of a corresponding structure, has 
resulted in the replacement of structures in the 
PDB. A well-known example is the original NMR 
structure of the oligomerization domain of p53 
(Clore et al. 1994). In this dimer of dimers, a dif-
ference in the orientation of the two dimers was 
observed between the NMR and crystal struc-
ture, the latter published shortly after the NMR 
structure (Jeﬀrey et al. 1995) (PDB entry 1C26). 
Reexamination of the nuclear Overhauser en-
hancement (NOE) data led to the identiﬁcation 
of three errors in the original p53 NOE assign-
ments and the inclusion of several new NOEs, 
resulting in a revision of the original PDB entry 
(Clore et al. 1995) (PDB entry 1OLH). A simi-
lar low number of NOE assignment errors (17 
in total) resulted in a largely incorrect fold for 
the anti-σ factor AsiA (Lambert et al. 2001) (the 
now obsolete PDB entry 1KA3). In this case, 
it was not until a second solution structure of 
AsiA was published (Urbauer et al. 2002) (PDB 
entry 1JR5), that the experimental data of the 
original AsiA structure were reexamined and the 
assignment errors were discovered (Lambert et al. 
2004) (updated PDB entry 1TKV).
In this paper, we describe a detailed analysis 
of two recently deposited NMR structures of 
the protein Dynein Light Chain 2A (DLC2A), 
one from human (Liu et al. 2005a) (PDB entry 
1TGQ) and one from mouse (Song et al. 2005) 
(PDB entry 1Y4O). Both structures originate 
from large structural genomics initiatives: the 
structure of human DLC2A (hDLC2A) was de-
termined by the Northeast Structural Genomics 
Consortium (NESGC, http://www.nesg.org/), 
the mouse variant (mDLC2A) by the Center 
for Eukaryotic Structural Genomics (CESG, 
http://www.uwstructuralgenomics.org/). Despite 
96% sequence identity, large structural diﬀer-
ences are observed between the two ensembles; 
an unexpected and extremely unlikely result. 
Using the deposited experimental data we show 
that only the 1Y4O structure ensemble is correct. 
Subsequently, we analyze both ensembles using 
various structure and data validation methods 
to show that the erroneous structure ensemble 
could have been identiﬁed in a structural ge-
nomics pipeline. Finally, we validate a large set 
of NMR structures originating from structural 
genomics projects and show that the DLC2A 
example does not stand on its own, but that 
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more errors of this magnitude can be found. We 
conclude with some suggestions on how, in the 
future, such large errors can be identiﬁed during 
the structure determination process using readily 
available validation software.
Materials & Methods
NMR structures and data
For both mDLC2A and hDLC2A (Uniprot 
entries P62627 and Q9NP97, respectively) the 
structure ensembles were obtained from the PDB 
(PDB entries 1Y4O and 1TGQ, respectively). 
The residue numbering of the 1TGQ ensemble 
was adjusted to match to that of the 1Y4O en-
Figure 7.1. Sequence and structure ensembles of two protein Dynein Light Chain 2A (DLC2A) structures 
deposited in the PDB. (A) The sequence of human DLC2A (hDLC2A) (AA). (B) The sequence of mouse 
DLC2A (mDLC2A) proceeded by an eight residue His-tag (AA). The secondary structure as predicted using 
PSIPRED (Jones 1999; McGufﬁn et al. 2000) (Pred) and the conﬁdence of this prediction (Conf) are shown 
above the sequences. The secondary structure as observed in the ensembles (Obs) is indicated below the 
sequences. Except for the His-Tag, the mouse and human sequences differ at three positions (indicated 
in bold). (C) Ribbon diagram of the structure ensemble of mDLC2A (PDB entry 1Y4O). The residues of the 
His-tag have been omitted for clarity. (D) Ribbon diagram of the structure ensemble of hDLC2A (PDB entry 
1TGQ). (E) The reﬁned average structure of the ensemble calculated using the reconstructed 1TGQ data-
set, as discussed in the text. Secondary structure is indicated using colors: helices are shown in blue and 
purple, strands in red and orange. A numbering scheme for the secondary structure elements is indicated 
between the two sequences. Color ﬁgure can be viewed online at http://thesis.nabuurs.org/.
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semble, as shown in Figure 7.1. The coordinates 
describing the His-tag in the 1Y4O ensemble 
(residues 1-8) were removed so that all DLC2A 
models contained an equal number of residues. 
The experimental restraints for the 1Y4O 
ensemble, solved as a dimer, were obtained 
from the PDB, for the 1TGQ ensemble no ex-
perimental restraints were available at the time 
of writing. All stereo-speciﬁcally assigned NOEs 
were deassigned for the violation analyses, struc-
ture calculations and reﬁnements. To be able to 
apply the same dataset to both structures, all 
restraints involving unique atoms of the three 
amino acids that are diﬀerent in both sequences 
(cf. Figure 7.1A and 7.1B) were removed from 
the dataset. The ﬁnal dataset contained 1395 dis-
tance restraints, of which 553 intra-residual, 341 
sequential, 278 medium-range, 187 long-range, 
and 72 inter-molecular restraints. In addition, 
146 dihedral angle restraints were included in 
all reﬁnements. The deposited dataset also con-
tained 96 hydrogen bond restraints, but as it is 
not clear how these were derived, and as they 
showed considerable violations in the deposited 
1Y4O ensemble, these restraints were excluded 
from all analyses.
Structure calculation and reﬁnement 
protocols
All structure calculations were performed us-
ing CNS (Brünger et al. 1998) and the default 
simulated annealing protocol, as provided with 
the software package. All reﬁnements in explicit 
solvent (Linge et al. 2003b) were performed 
using XPLOR-NIH (Schwieters et al. 2003) 
using the reﬁnement procedure as described 
before (Nabuurs et al. 2004). Both the depos-
ited and newly generated structure ensembles 
were validated using PROCHECK (Laskowski 
et al. 1993) and WHAT IF (Vriend 1990). The 
deposited and constructed datasets were evalu-
ated using the QUEEN program (Nabuurs et al. 
2003).
Results and Discussion
Our interest in DLC2A originated from a 
request by one of our collaborators to build a 
homology model for this protein. A BLAST 
search (Altschul et al. 1997) against the Protein 
Data Bank (PDB) revealed that construction of 
a homology model should be straightforward: 
two NMR structures of DLC2A (PDB entries 
1Y4O and 1TGQ), both with more than 95% 
sequence identity to the target sequence, had 
been deposited in the months prior to our query. 
Surprisingly, a ﬁrst visual inspection of both 
structures revealed striking diﬀerences, as shown 
in Figure 7.1.
It is immediately obvious that DLC2A forms 
a dimer in the 1Y4O structure models (Figure 
7.1C), whereas the 1TGQ ensemble contains 
DLC2A in monomeric form (Figure 7.1D). 
Additionally, the DLC2A models feature re-
markably diﬀerent folds. The central α-helix (α2 
in Figure 7.1A-B), which extends from Asn44 
to Ile68 in the 1Y4O ensemble, consists in the 
1TGQ ensemble of two separate, almost anti-
parallel, alpha helices (Thr46-Ser52 and Phe57-
Thr64) connected by a turn like region (Leu53-
Ser56). Beta strands β3 (Leu71-Ser80) and β4 
(Glu85-Pro90) pack tightly against each other 
in the 1Y4O structure models. In the 1TGQ 
structures, the β3 region forms a hairpin-like 
structure and the β4 strand is much less-tightly 
packed against the core of the protein.
During evolution, protein structure has always 
been more stable and has changed much slower 
than the associated sequence (Chothia and Lesk 
1986). As a result, similar sequences fold into 
practically identical structures and remotely re-
lated sequences still adopt similar folds (Sander 
and Schneider 1991). An accurate limit for this 
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rule was recently derived by Rost (Rost 1999), 
who found that two sequences that share over 
30% sequence identity in 100 aligned residues 
are practically guaranteed to have the same fold. 
Given this knowledge it is extremely unlikely 
for mouse and human DLC2A, that share 96% 
sequence identity, to fold into the diﬀerent struc-
tures shown in Figure 7.1C and 7.1D.
Visual inspection of the two ensembles made 
us realize quickly that the large diﬀerences prob-
ably originate from the oligomeric state of the 
two structures. In NMR spectroscopy (and in 
most structural genomics initiatives (Montelione 
et al. 2000)) the presence of tertiary structure 
in a soluble protein is typically assessed using a 
15N-HSQC spectrum (Bodenhausen and Ruben 
1980). The pattern of dispersed signals, ideally 
one for each amino acid, provides a so-called ‘ﬁn-
gerprint’ of the protein. However, the formation 
of a symmetric dimer, as shown in Figure 7.1A, 
does not result in a doubling of the number of 
observed NMR signals. Consequently, it is not 
straightforward to determine the oligomeric state 
of a protein from its NMR spectra alone and typ-
ically assessments have to be made from 15N-T
1ρ 
estimates or amide-proton T
2
 values (Anglister et 
al. 1993). Therefore, if the oligomeric state of a 
protein is not or incorrectly known, the spectra 
of a dimeric protein could be easily interpreted as 
originating from a monomer. Below, we present 
evidence that such a misinterpretation is the root-
cause of the observed diﬀerences between the hu-
man and mouse DLC2A structure ensembles. 
Figure 7.1C shows that the two α2 helices in 
the dimer interface are oriented in an anti-parallel 
fashion. As a result, inter-molecular signals aris-
ing from, for example, contacts between the N-
terminal and C-terminal sides of these respective 
helices are to be expected. When it is a priori 
known that the protein under investigation is 
a dimer, speciﬁc experiments can be performed 
to distinguish such inter-molecular contacts 
from the intra-molecular ones (Burgering et al. 
1993). However, if the inter-molecular contacts 
are wrongfully interpreted as intra-molecular, 
the residues involved would appear to be close 
to each other also in the monomeric structure, 
something which is indeed observed in the struc-
ture models shown in Figure 7.1D.
To further test our hypothesis, we used the 
experimental restraints from the 1Y4O structure 
ensemble (as those for the 1TGQ ensemble are 
currently not available) and changed all 72 inter-
molecular NOEs into 36 intra-molecular distance 
restraints. With this simulated subset of 36 erro-
neous intra-molecular NOEs (hereafter referred 
to as the 1TGQ
sim
 dataset) and the experimental-
ly observed intra-molecular restraints, structure 
calculations were performed. An ensemble of 20 
structures without any distance violations larger 
than 0.5 Å was readily obtained. The reﬁned 
geometric average of this ensemble is shown in 
Figure 7.1E, and exhibits a fold very similar to 
that observed for the 1TGQ ensemble. These 
results provide a strong indication that the NMR 
spectra of hDLC2A were indeed interpreted as 
those of a monomer, while the protein, like its 
mouse homolog, is actually a dimer in solution. 
Conclusive evidence that the human DLC2A 
protein does indeed form a dimer was obtained 
from the NESGC website, where the aggrega-
tion screening records associated with hDLC2A 
clearly show that this protein forms dimers in 
solution (http://spine.nesg.org/buﬀer_exchange.
pl?id=HR2106).
Data and structure analyses
Having established the origin of the errors 
present in the 1TGQ ensemble, we can now 
ask the most important question: could these 
errors have been discovered during the struc-
ture determination and validation process? To 
investigate this issue, the deposited structure 
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ensembles were evaluated using common struc-
ture validation tools. In addition, both structure 
ensembles were reﬁned in explicit solvent (Linge 
et al. 2003b; Nabuurs et al. 2004) and subse-
quently also included in the structure validation 
process. The DLC2A models of the 1Y4O en-
semble were reﬁned against the deposited NOE 
distance restraints and dihedral angle restraints. 
As mentioned before, for the 1TGQ ensemble 
no experimental restraints have been deposited, 
and therefore the intra-molecular restraints as 
obtained from the 1Y4O dataset were used. In 
addition, the restraints from the 1TGQ
sim
 data-
set were also included in the reﬁnement of the 
1TGQ structures. The validation results for the 
two original and the two re-reﬁned structural 
ensembles are shown in Table 7.1.
 The 1Y4O ensemble demonstrates good 
agreement with the deposited restraints. For the 
distance restraints, no violations larger than 0.5 
Å are observed, for the dihedral angle restraints, 
we ﬁnd no violations larger than 5°. As expected, 
Table 7.1. Average quality indicators of the 1Y4O and 1TGQ structure ensembles before and after reﬁne-
ment in explicit solvent.
1Y4O
(original)
1Y4O
(reﬁned)
1TGQ
(original)
1TGQ
(reﬁned)
Agreement with experimental data
RMS violation 1Y4O distance restraints (Å) 0.0129 0.0097 0.607 0.0284
Violations > 0.5 Å 1Y4O distance restraints 0 0 63 0
RMS violation 1TGQsim restraints  (Å) 12.8 12.6 0.521 0.0231
Violations > 0.5 Å 1TGQsim restraints 32 32 4 0
RMS violation 1Y4O dihedral restraints  ( °) 0.497 0.336 25.0 1.59
Violations > 5°1Y4O dihedral restraints 0 0 34 4
PROCHECK validation resultsa
Most favored regions 91.2 90.5 67.7 85.8
Additionally allowed regions 8.4 9.0 27.3 12.8
Generously allowed regions 0.2 0.2 4.7 0.5
Disallowed regions 0.2 0.3 0.2 0.9
WHAT IF structure Z-scoresb
Packing quality -0.4 0.1 -2.1 -1.5
Ramachandran plot appearance -3.6 -3.3 -6.6 -4.6
χ−1/χ−2 rotamer normality -0.3 -0.7 -5.8 -3.0
Backbone conformation -0.8 -1.1 -5.4 -5.4
aPercentage of residues present in the four different regions of the Ramachandran plot. bA Z-score (Hooft et al. 1997; Spronk 
et al. 2004) is deﬁned as the deviation from the average value for this indicator observed in a database of high resolution 
crystal structures, expressed in units of the standard deviation of this database derived average. Typically, Z-scores below a 
value of -3 are considered poor, those below -4 are considered bad.
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the 1TGQ
sim
 dataset of erroneous intra-molecu-
lar restraints exhibits very large violations for the 
1Y4O ensembles. The validation scores, as deter-
mined by PROCHECK (Laskowski et al. 1993) 
and WHAT IF (Vriend 1990), all fall within 
acceptable ranges; only the Ramachandran plot 
Z-score (Hooft et al. 1997) of -3.1 might be con-
sidered poor (Spronk et al. 2004). Still, this score 
is substantially better than that of a typical NMR 
structure taken from the PDB (Nabuurs et al. 
2004). The reﬁnement in explicit solvent slightly 
improves the quality indicators of the 1Y4O en-
semble and the agreement of the structures with 
the experimental data.
The quality indicators for the deposited 
1TGQ ensemble are considerably worse when 
compared to those of the 1Y4O structure mod-
els: the majority of the quality Z-scores identify 
this structure as an outlier. The agreement of the 
original 1TGQ ensemble with the experimental 
restraints from 1Y4O is quite poor, but this is 
to be expected as these restraints were not used 
in the actual 1TGQ structure determination. 
The agreement of the 1TGQ
sim
 dataset with the 
1TGQ ensemble is much better than for the 
1Y4O ensemble. After a reﬁnement in explicit 
solvent, the 1TGQ ensemble has accommodated 
to all distance restraints and does not show any 
violations larger than 0.5 Å. It is, however, unable 
to completely fulﬁll the experimental dihedral 
angle restraints of the 1Y4O dataset. On average 
four dihedral angle restraints per structure are 
violated by more than 5° in the reﬁned 1TGQ 
ensemble, but none of these violate more than 
15°. The reﬁnement results in a considerable 
improvement of the PROCHECK validation 
results and the percentage of residues in the 
most favored regions of the Ramachandran plot 
increases to a commonly considered acceptable 
score of 85.8%. Most of the WHAT IF quality 
Z-scores improve, but both the Ramachandran 
plot and the backbone normality scores remain 
at a very worrisome level (below -4). Also the 
χ-1/χ-2 rotamer normality does not reach the 
level of quality typically observed for this qual-
ity indicator after a reﬁnement in explicit solvent 
(Nabuurs et al. 2004).
All in all, our results show that an incorrectly 
folded NMR structure is easily reﬁned to a good 
agreement with the experimental input data and 
acceptable PROCHECK Ramachandran plot 
statistics. The overall WHAT IF quality indica-
tors identify the structure as problematic, but 
only the χ-1/χ-2 rotamer normality score is 
signiﬁcantly worse than the 100 reﬁned struc-
tures present in the DRESS database (Nabuurs 
et al. 2004). When judged by its overall quality 
parameters it is understandable, but nevertheless 
worrisome, that the erroneous 1TGQ ensemble 
went unnoticed through the structure determi-
nation and validation pipeline at the NESGC. 
However, a more detailed inspection of the vali-
dation results shows that the problematic regions 
of this ensemble of structures could have been 
identiﬁed.
Structure validation on a per-residue 
basis
One of the ﬁrst and very straightforward indi-
cators that something might be wrong with the 
1TGQ structure ensemble, is the large discrepan-
cy between the predicted and observed second-
ary structure, as shown in Figure 7.1A. Modern 
secondary structure prediction algorithms, such 
as the PSIPRED algorithm (Jones 1999) applied 
here, typically yield predictions with an accuracy 
of 75-80%. The large deviations between pre-
dicted and observed secondary structure for the 
α2, β3 and β4 regions justify a further detailed 
inspection of these parts of the protein. 
Figure 7.2 shows the per-residue scores of the 
two reﬁned ensembles for four diﬀerent WHAT 
IF quality indicators. The reﬁned 1TGQ ensem-
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ble exhibits lower values for the packing qual-
ity (Vriend and Sander 1993) (see Figure 7.2A) 
compared to the reﬁned 1Y4O ensemble, most 
notably in the α2, β4 and β5 regions. When the 
packing quality scores of 1TGQ are evaluated 
by themselves however, the problematic regions 
do not particularly stand out. The same notion 
holds for the rotamer normality Z-scores (see 
Figure 7.2C), although the continuous stretch of 
residues from Pro45 to Arg80 with relatively low 
quality scores should be considered suspicious. 
This is also expressed in the lower overall rotamer 
normality score, as already shown in Table 7.1. 
A nearly identical stretch of low scoring residues 
(from Met55 to Ile85) is observed when evaluat-
ing the Ramachandran plot quality scores (see 
Figure 7.2B). The ﬁnding that similar regions 
of consecutively low scoring residues are high-
lighted by diﬀerent quality indicators provides 
more circumstantial evidence of the underlying 
problems, but again, no exceptional outliers are 
found. 
Our analysis shows that only the backbone 
normality score unambiguously identiﬁes the er-
roneous regions in the 1TGQ structure ensemble. 
Figure 7.2D shows the number of occurrences of 
the local backbone conformation of each residue 
in WHAT IF’s non-redundant internal database. 
Figure 7.2. Per-residue scores of four different WHAT IF quality indicators. (A) Packing quality Z-score. (B) 
Ramachandran plot appearance Z-score. (C) Rotamer normality Z-score. (D) Backbone normality score. The 
values listed on the y-axis indicate the number of times the local backbone (deﬁned by the current residue 
plus or minus two residues) was found in WHAT IF’s internal database (with a cut-off on the number of hits 
at 80). Scores for the reﬁned 1Y4O ensemble are shown in dark gray; those for the reﬁned 1TGQ ensemble 
are shown in light gray. Secondary structure of the 1Y4O ensemble is indicated using colored boxes: α-heli-
ces are shown in blue, β-strands in red. Color ﬁgure can be viewed online at http://thesis.nabuurs.org/.
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For NMR structures it is quite common to ﬁnd 
low backbone normality scores in loops and oth-
er ﬂexible regions, as evidenced by the validation 
results of the 1Y4O ensemble where most low 
scoring regions are found between the diﬀerent 
secondary structure elements. These low scor-
ing loops do, however, not inﬂuence the overall 
backbone normality score, which for the 1Y4O 
structures falls well within the normal range (see 
Table 7.1). 
Regular secondary structure elements, such as 
for instance α-helices, typically score very well on 
the backbone normality check (e.g. the α1 region 
in both ensembles and the α2 region of 1Y4O). 
In the 1TGQ ensemble, however, unusually low 
backbone normality scores are observed for most 
residues in the α2 region. A near-zero number of 
hits is obtained for several residues (e.g. Met54, 
His55, Leu59 and Ser63), most of which are in-
volved in bending the α2 helix. Alarming are the 
successive residues Thr75-Arg80, which all have 
a backbone occurrence score of 0, indicating that 
no similar backbone conformations are observed 
in the WHAT IF internal database of high qual-
ity crystal structures (Hooft et al. 1996c). This is 
not uncommon for occasional residues in loops, 
but highly unlikely for consecutive residues in a 
well-deﬁned region of the structure, and is in-
dicative of either a very unique or a very wrong 
backbone conformation. In either case, these 
results indisputably warrant an in-depth investi-
gation of these regions of the structure and the 
Figure 7.3. [Iuni, Iave] plot calculated using the QUEEN program (Nabuurs et al. 2003). Long-range restraints 
(dark ﬁlled circles) and the 1TGQsim restraints (light ﬁlled circles) are indicated. Restraints which are among 
the 30 most unique and most important (those above the dashed grey line) and which involve residues in 
either the α2 or β3 region (cf. Figure 7.1A) are indicated by black boxes. Color ﬁgure can be viewed online 
at http://thesis.nabuurs.org/.
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experimental data that deﬁne them.
To assess if the experimental data also indicates 
the same regions as problematic, we analyzed the 
dataset constructed for the 1TGQ ensemble us-
ing the QUEEN program (Nabuurs et al. 2003). 
Using a representation of the structure in distance 
space and concepts derived from information 
theory, QUEEN can quantify the information 
contained in both individual restraints and sets 
of restraints. For the 1TGQ dataset, the total in-
formation content (I
total
), and for each of the indi-
vidual restraints, the unique information content 
(I
uni
) and the average information content (I
ave
), 
were determined. We previously showed that 
combining the unique and average information 
content can be very useful in the identiﬁcation of 
problematic restraints in an experimental dataset 
(Nabuurs et al. 2003). The [I
uni
,I
ave
] plot shown 
in Figure 7.3 clearly illustrates the varying infor-
mation content of the diﬀerent restraints in the 
1TGQ dataset. Similar to previous work (Walma 
et al. 2004), we evaluated the 30 most important 
and most informative restraints, all located above 
the dashed line in Figure 7.3. In total, 13 out of 
the 30 most crucial restraints (indicated by the 
black squares in Figure 7.3) are located in regions 
Figure 7.4. Structure quality Z-scores for all NMR structures solved as part of structural genomics projects, 
released from the PDB after 1-1-2003. For each quality indicator, the average Z-score is indicated with a 
ﬁlled black circle. The black horizontal markers indicate (from top to bottom) the 90th, 75th, 50th (the me-
dian), 25th and 10th percentile of the data points for each quality indicator. The distribution of the outliers 
outside the markers is indicated using orange data points. The quality scores of the original and reﬁned 
1TGQ ensemble (cf. Table 7.1) are indicated by light and dark crosses, respectively. The backbone normal-
ity score of 1TGQ is identical for the original and reﬁned ensemble. Color ﬁgure can be viewed online at 
http://thesis.nabuurs.org/.
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of the structure ensemble which score low on the 
backbone normality check. As such, an analysis 
of the 1TGQ dataset using QUEEN would also 
have highlighted the α2 and β3 regions as parts 
of the molecule deserving further investigation.
In summary, our analyses of both the structure 
ensemble and the expected experimental data of 
PDB entry 1TGQ clearly reveal the erroneous 
regions present in this set of structural models. 
Such a severe error therefore should not have 
gone undiscovered in any structural genomics 
pipeline. 
Figure 7.5. Examples of observed structural anomalies. (A) An arginine side chain protruding the hydro-
phobic core of the second PDZ domain of PTP-Bas (Kachel et al. 2003). (B) The corresponding arginine in the 
highly homologous second PDZ domain of PTP-BL (Walma et al. 2004) is solvent exposed. (C) The C-termi-
nal region of DR1885 (Banci et al. 2005) (residues 120-149 are color-coded from yellow to red) forms a knot-
like structure in the apo-form of DR1885. (D) In the copper bound form of DR1885, the C-terminus wraps 
around the protein, instead of traversing through it. For each of the four structure ensembles only the ﬁrst, 
and presumably best, model is shown. Color ﬁgure can be viewed online at http://thesis.nabuurs.org/.
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Evaluation of the structures deposited 
by the combined structural genomics 
initiatives
The fact that the erroneous 1TGQ ensemble 
made it into the Protein Data Bank inevitably 
raises the question if more comparatively large 
errors might have gone unnoticed. To answer 
this question we performed a quality analysis of 
all NMR structures released from structural ge-
nomics projects to the PDB since January 2003 
(Chen et al. 2004), the results of which are shown 
in Figure 7.4. As a reference, the average quality 
scores of the 1TGQ ensemble, both before and 
after reﬁnement, are also indicated.
Surprisingly, for both the packing and 
Ramachandran plot quality scores, the 1TGQ 
ensembles score comparable to the majority 
of the NMR structures determined as part of 
structural genomics projects. The rotamer nor-
mality score initially places the 1TGQ ensemble 
among the 10% worst scoring structural genom-
ics structures, but after reﬁnement it is amidst 
the top 10%. As before, the backbone normality 
score consistently identiﬁes the erroneous 1TGQ 
structures as one of the outliers. Given the serious 
errors present in the 1TGQ ensemble, one might 
consider the fact that several structures resulting 
from structural genomics projects demonstrate 
backbone normality scores lower than those of 
1TGQ rather worrisome.
Visual inspection of the structural ensembles 
exhibiting lower backbone normality scores than 
1TGQ revealed that in some instances these low 
scores resulted from the proteins being either 
partially unfolded, folded into protoknot struc-
tures (Bayro et al. 2003) or containing extremely 
long and unstructured N- and C-termini. For 
others, however, we noted some striking struc-
tural abnormalities of which we will discuss 
two examples. First, our attention was drawn to 
the NMR structure with the lowest backbone 
normality Z-score (Z=-9.8). It corresponds to 
an alternatively spliced PDZ domain of PTP-
Bas (Kachel et al. 2003) (PDZ-Bas, PDB entry 
1Q7X), which was determined in the context 
of the Structural Proteomics In Europe project 
(SPINE, http://www.spineurope.org/). In this 
structure ensemble an arginine side chain deeply 
penetrates the hydrophobic core (cf. Figure 
7.5A). Arginine, however, is a very hydrophilic 
residue and is typically not observed in hydro-
phobic environments. In the highly identical 
alternative spliced second PDZ domain of 
PTP-BL (Walma et al. 2004) (PDZ-BL, PDB 
entry 1OZI, sequence identity 95% with PDB 
entry 1Q7X) and to the best of our knowledge 
in all other homologous PDZ domains, the cor-
responding arginine is indeed solvent exposed 
(cf. Figure 7.5B), rendering it very unlikely for 
the 1Q7X ensemble to be correct. This ﬁnding 
is corroborated by the backbone residual dipolar 
coupling (RDC) data (Tjandra and Bax 1997) 
measured for the PDZ-BL protein (Walma et 
al. 2004). To allow for a fair comparison, an en-
semble of 20 PDZ-BL structures was calculated 
and reﬁned using only the experimental distance 
and dihedral data and the procedures described 
above, as the deposited structures (Walma et al. 
2004) were reﬁned against the RDC restraints. 
The RDC R-factor (Clore and Garrett 1999) ob-
tained for the newly calculated PDZ-BL ensemble 
is 43%, whereas the RDC R-factor of 69% the 
PDZ-BAS ensemble is signiﬁcantly higher. This 
clearly demonstrates the ability of RDC-derived 
orientational restraints to also distinguish incor-
rect backbone orientations, but unfortunately 
these data are typically not acquired in structural 
genomics pipelines.
Second, we noticed striking diﬀerences be-
tween the apo- and copper bound forms of the 
protein DR1885 (Banci et al. 2005) (PDB en-
tries 1X7L and 1X9L), also originating from the 
SPINE project. Most notable are the diﬀerences 
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in the conformation of the C-terminal region of 
the protein (residues 120-149, Figure 7.5C and 
7.5D). In the apo-form these residues are in a 
very unusual knot-like conformation, with the 
C-terminus passing through a loop consisting of 
residues 118-125. In the copper bound structures 
the backbone of the C-terminal residues assumes 
a much more normal conformation and wraps 
around the DR1885 protein, instead of travers-
ing through it. Given that there are no signiﬁcant 
changes in the chemical shifts of the residues 
involved upon binding of copper to DR1885 
(see Figure 2C in (Banci et al. 2005)), one of the 
two structure ensembles is almost certain to be 
incorrect.
Finally, it is interesting to note here that in 
the publications describing the DR1885 protein 
(Banci et al. 2005) and the alternatively spliced 
PDZ domain from PTP-Bas (Kachel et al. 
2003), structural quality is foremost assessed by 
the number and size of the restraint violations 
and PROCHECK Ramachandran plot statistics. 
Our ﬁndings for the DLC2A protein already 
illustrated that these quality indicators are 
relatively insensitive to large structural errors, a 
result corroborated by the relatively acceptable 
scores found for these two datasets. Therefore, 
we strongly suggest that validation results from 
normality checks, such as those implemented in 
the WHAT IF program (Vriend 1990; Hooft et 
al. 1996a), should be evaluated (and reported on) 
in any structure determination project. For high-
throughput structural genomics projects, the ap-
plication of multiple and sophisticated validation 
tools is critical, as much eﬀort is geared towards 
minimizing the amount of expert time required 
for the determination and reﬁnement of NMR 
structures (Liu et al. 2005b). Since this amount 
is deliberately continuously reduced, we expect 
structural genomics projects to become more and 
more dependent on data and structure validation 
software to direct the spectroscopist to the re-
gions that warrant his/her expert assessment.
Conclusions
We have shown that when using only distance 
and dihedral restraints, even a largely incorrect 
structure is readily reﬁned to seemingly acceptable 
levels of quality. As a result, the quality of biomo-
lecular NMR structures cannot be safely assessed 
by the size and number of residual restraints vio-
lations, the precision of the structure ensemble or 
even the fact that most residues are located in the 
allowed regions of the Ramachandran plot. The 
fundamentally diﬀerent nature of residual dipolar 
couplings renders them a powerful tool to identi-
fy large errors in NMR structures. Unfortunately, 
in many instances, such as in most structural 
genomics eﬀorts, they are not routinely acquired 
and proper usage of structure validation tools 
then becomes crucial. Furthermore, our results 
show that even sophisticated quality indicators, 
e.g. the WHAT IF backbone normality score, 
also do not unambiguously identify problematic 
structures when the per-residue scores are con-
densed into one overall quality score. The simul-
taneous evaluation of multiple quality indicators 
on a per-residue basis, however, combined with 
a careful evaluation of the experimental data us-
ing QUEEN, does allow for the well-supported 
identiﬁcation erroneous regions in biomolecular 
NMR structures, thereby avoiding errors as those 
reported here. 
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Sinds ongeveer 10 jaar is het mogelijk om het 
complete DNA, ook wel het genoom genoemd, 
van een organisme in kaart te brengen. Als gevolg 
hiervan zijn de laatste jaren de DNA sequenties 
van verschillende organismen bepaald, meestal 
als onderdeel van grote ‘genomics’ projecten. 
De nagenoeg complete lijsten van genen die 
hierdoor beschikbaar zijn gekomen, vertellen 
ons echter maar weinig over hoe de individuele 
genen hun rol vervullen in de machinerie die wij 
leven noemen. Dit is een direct gevolg van het 
feit dat het niet de genen zelf zijn het benodigde 
werk verrichten in een cel. Om hun gecodeerde 
functie te kunnen uitvoeren, wordt de informatie 
opgeslagen in de genen afgelezen en omgezet in 
eiwitten, en het zijn deze eiwitten die op hun 
beurt verantwoordelijk zijn voor de meeste struc-
turen en functies van cellen.
Veel van wat wetenschappers weten over hoe 
eiwitten op atomair niveau werken hebben ze 
geleerd door het bestuderen van eiwitstructuren. 
Vandaag de dag bestaan er verschillende tech-
nieken voor het bepalen van deze drie-dimen-
sionale structuren van eiwitten. Slechts twee 
daarvan produceren structuren in grote aantallen: 
kristallograﬁe en nucleaire magnetische resonan-
tie (NMR) spectroscopie. Eiwit kristallograﬁe is 
een snelle en volwassen methode, maar kan al-
leen toegepast worden indien het eiwit geschikte 
kristallen vormt. Oplosbare eiwitten die niet of 
slecht kristalliseren kunnen alleen bestudeerd 
worden door middel van NMR spectroscopie.
Kristallografen kunnen, door middel van 
grotendeels geautomatiseerde technieken, soms 
een paar uur na het opnemen van de experi-
mentele data al een eiwit structuur ontrafelen. 
NMR spectroscopisten moeten eerst het ar-
beidsintensieve proces van het toekennen van 
de gemeten resonanties en het berekenen van 
de uiteindelijke structuur doorlopen, iets wat 
makkelijk maanden kan duren. Echter, door de 
ontwikkeling van meer geavanceerde spectro-
meters, meer verﬁjnde experimenten en software 
voor het automatisch toekennen en berekenen 
van structuren, heeft NMR spectroscopie zich 
ontwikkeld tot een methode waarmee kleine en 
middelgrote structuren (tot ongeveer 30 kDa) op 
routinematige basis bepaald kunnen worden. Dit 
heeft er tot geleid dat NMR spectroscopie in veel 
van de lopende ‘structurele genomics’ projecten 
geintegreerd is als belangrijke structuurbepalings 
methode.
Een van de voornaamste doelen van de ver-
schillende structurele genomics projecten is het 
construeren van een complete basis set van eiwit 
structuren. Uiteindelijk zal deze basis set de drie-
dimensionale structuur van minstens één lid van 
ieder van de vele verschillende eiwit structuur 
families moeten bevatten. Deze set van eiwit vou-
wingen kan dan gebruikt worden om de vouwing 
van alle resterende eiwitten te voorspellen door 
middel van homologie modelleer technieken. 
Om een dergelijke aanpak succesvol te laten 
zijn, is het echter van groot belang dat de struc-
turen in de basis set accuraat en van de hoogste 
kwaliteit zijn. Ook voor verdere interpretatie en 
gebruik van deze structuren is grondige kennis 
van de structurele kwaliteit van essentieel belang. 
Daarom is het belangrijk dat de biomoleculaire 
structuren, zoals ze bepaald worden door de 
structurele genomics projecten, aan een grondige 
kwaliteitscontrole onderworpen worden (ook wel 
validatie genoemd). Dit door gebruik te maken 
van zowel de experimentele data, als structurele 
kennis opgedaan door middel van het bestu-
deren van een referentie set van hoge kwaliteit 
kristalstructuren. De alsmaar toenemende snel-
heid waarmee biomoleculaire structuren bepaald 
worden in structurele genomics projecten en de 
voortschrijdende automatisering inzake hierin 
leiden ook tot een toenemende belang van goede 
validatie van de resulterende structuren. Het is in 
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deze context dat het werk beschreven in dit proef-
schrift, met een speciale focus op de validatie van 
NMR structuren, geplaatst moeten worden.
De validatie van met behulp van NMR spec-
troscopie bepaalde structuren richt zich normaal 
gesproken op twee aspecten: hoe goed zijn de 
structuren in overeenstemming met de experi-
mentele data en hoe verhouden de structuren zich 
tot statistieken afgeleid van een referentie set van 
eiwit structuren van hoge kwaliteit. Deze twee 
aspecten worden besproken en bediscussieerd in 
de eerste twee inleidende hoofdstukken van dit 
proefschrift. In Hoofdstuk 1 wordt een overzicht 
gepresenteerd van validatie methodes die nor-
maal gesproken gebruikt worden om de kwaliteit 
van eiwit NMR structuren te beoordelen. Na 
een korte introductie in NMR structuur bereke-
ningen en de precisie en accuratesse van NMR 
structuren, worden verschillende technieken 
besproken voor de validatie van zowel lokale 
als globale kwaliteit. Hoofdstuk 2 bespreekt de 
gangbare methodes voor het beoordelen van de 
kwaliteit van biomoleculaire structuren aan de 
hand van de experimentele data verkregen door 
middel van NMR spectroscopie. Een overzicht 
wordt gegeven van de verschillende types experi-
mentele data, hun toepassing in NMR structuur 
berekening algoritmes, en de concepten en me-
thodes beschikbaar voor hun validatie.
In Hoofdstuk 3 wordt een nieuw methode 
gepresenteerd voor de analyse van de informa-
tie inhoud in experimental NMR data. Deze 
methode, QUEEN genaamd, is gebaseerd op een 
beschrijving van de structuren in afstandsruimte 
en concepten geleend uit de informatie theorie. 
Ze biedt de mogelijkheid tot een objectieve 
beschrijving van de hoeveelheid informatie be-
sloten in zowel complete datasets, als in indivi-
duele gemeten afstanden. De methode is getest 
op verschillende experimentele datasets, en de 
resultaten laten zien dat QUEEN gebruikt kan 
worden om de cruciale afstanden in een NMR 
structuur bepaling te identiﬁceren.
Vervolgens worden de informatie maten 
geimplementeerd in QUEEN toegepast in 
Hoofdstuk 4 om de relatie tussen de informatie 
inhoud van experimentele datasets en de kwa-
liteit van de resulterende structuur ensembles te 
onderzoeken. De resultaten laten voor de eerste 
keer zien dat er een directe relatie bestaat tussen 
data informatie inhoud en kwaliteit van de struc-
turen. Deze kennis wordt vervolgens gebruikt om 
een per residue kwaliteits parameter af te leiden, 
welke een direct inzicht biedt in de mate waarin 
de waargenomen kwaliteit bepaald wordt door 
de experimentele data.
Naast de kwaliteit van de gemeten experimen-
tele data, hebben de energie parameters gebruikt 
in de laatste verﬁjningsstap ook een grote invloed 
op de uiteindelijke kwaliteit van biomoleculaire 
NMR structuren. De DRESS database, welke 
gepresenteerd wordt in Hoofdstuk 5, is hier 
een duidelijk voorbeeld van. In deze database 
is een set van 100 verﬁjnde structuur ensembles 
opgeslagen, welke allemaal opnieuw verﬁjnd 
zijn doormiddel van een moleculaire dynamica 
simulatie met gebruik van een expliciet oplos-
middel. Validatie van deze her-verﬁjnde NMR 
structuren, met gebruik making van de methodes 
besproken in de inleidende hoofdstukken, laat 
duidelijk zien dat zowel de geometrische als de 
globale kwaliteit van de NMR structuur model-
len in DRESS aanzienlijk beter is dan die van de 
originele ensembles.
De laatste jaren is het steeds duidelijker 
geworden dat de precisie van veel van de gede-
poneerde NMR structuren hun accuratesse over-
schat, een probleem reeds besproken in het eerste 
hoofdstuk van dit proefschrift. Hoofdstuk 6 
beschrijft een methode die een meer realistische 
schatting van de onzekerheid in de atomaire 
coordinaten geeft door de structurele variantie 
binnen de verschillende structuren in een NMR 
ensemble te maximaliseren. De gepresenteerde 
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resultaten geven aan dat de structurele variantie 
van veel NMR structuren signiﬁcant kan worden 
verhoogd, zonder dat de geometrische kwaliteit 
en de overeenstemming met de experimentele 
data negatief beïnvloed worden.
Hoofdstuk 7, het laatste van dit proefschrift, 
laat een toepassing zien van de beschreven 
methodes en technieken op een voorbeeld uit 
de praktijk. Op zoek naar een geschikte struc-
tuur als basis voor een homologie model voor 
het eiwit DLC2A werden twee homologe struc-
turen gevonden in de Protein Data Bank. Beide 
structuren zijn opgelost door middel van NMR 
spectroscopie als onderdeel van twee verschil-
lende structurele genomics projecten. De vou-
wing van de twee structuren is echter opvallend 
verschillend, vooral gegeven hun hoge sequentie 
identiteit (96%). In dit hoofdstuk wordt een ge-
detailleerde analyse gegeven van beide structuur 
ensembles, welk ons toestaat om een van de twee 
structuren aan te wijzen als incorrect. Vervolgens 
laat een analyse van een grotere set van NMR 
structuren, allen bepaald door structurele ge-
nomics projecten, zien dat het voorbeeld van de 
DLC2A structuren helaas geen uitzondering is. 
In de conclusie worden enige suggesties gegeven 
over hoe de methodes en technieken beschre-
ven in dit proefschrift in de toekomst gebruikt 
kunnen worden om dergelijke grote fouten te 
voorkomen.
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Daar zit ik dan na vier jaar, de tijd is voorbij 
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mensen te bedanken.
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Gert, van jou heb ik vanaf dag één alle vrijheid 
en vertrouwen gekregen om mijn ding te doen, 
zowel binnen als buiten mijn project. Doordat je 
bijna elke dag wel even binnen kwam lopen (soms 
voor de wetenschap, soms voor een babbel) ver-
loor je echter nooit het zicht op de laatste stand 
van zaken. Dit alles resulteerde voor mij in een 
stimulerende en prettige werkomgeving waar ik je 
dan ook bijzonder dankbaar voor ben. Geerten, 
ondanks dat je op een andere afdeling werkt, zelfs 
in een ander gebouw, ben je de afgelopen vier 
jaar doorlopend en zeer nauw betrokken geweest 
bij mijn pogingen tot onderzoek. Zonder jouw 
creatieve wetenschappelijke input en je persoon-
lijke belangstelling was dit boekje ongetwijfeld 
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Naast een goede begeleiding zijn voor een 
promovendus goede kamergenoten ook van 
levensbelang. Chris, bij jou wil ik beginnen. Het 
feit dat je naam prijkt op de auteurslijst van elk 
hoofdstuk in dit proefschrift, zegt al genoeg over 
de fantastische bijdrage die jij geleverd hebt. Je 
enorme ervaring in het bepalen en verﬁjnen van 
NMR structuren is voor mij echt onmisbaar 
gebleken. Ook voor een dagelijks portie slap 
geouwehoer ben je bij Chris gelukkig nooit aan 
het verkeerde adres (Bzzzzzzp) al werd ik het op 
een gegeven moment wel moe om alsmaar aan 
de telefoon aan Lisa uit te moeten leggen wat er 
toch allemaal onder jouw bureau te doen was...
Next on my list are you, El(i)mar(inator). 
I know how much you dislike being in the spot-
light and that you feel that it’s absolutely not 
necessary, but I’m going to do it anyway. Thanks 
for you inﬁnite amount of patience and time 
when I bothered you with ‘Yet Another’ question 
to which I could have found the answer myself. 
Sharing a room with a world-famous program-
mer (Elmar ‘Elmsoft’ Krieger!) has proven not 
only invaluable for my humble programming 
skills, but also great fun! 
Als laatste van mijn ‘roomies’ wil ik ook 
Hanka graag nog even bedanken, ongetwijfeld de 
lenigste studente die ooit op de RU heeft rond-
gelopen. In mijn laatste jaar heb je me ontzettend 
veel werk uit handen genomen, waardoor ik me 
nagenoeg fulltime aan mijn boekje heb kunnen 
wijden. Super bedankt hiervoor, nog veel succes 
met het afronden van je studie en natuurlijk het 
turnen!
Het leven op het CMBI houdt (gelukkig) niet 
op buiten kamer A3025. Toen ik begon waren 
we met ongeveer 15 mensen, nu staan er zo’n 65 
namen op de website en menigeen is in de tus-
sentijd gekomen en alweer gegaan. Ik wil jullie 
allemaal bedanken voor de mooie tijd die ik de 
afgelopen vier jaar heb gehad. Voor een paar 
mensen nog een extra bedankje: Barbara, voor je 
warme belangstelling en het regelen van de meest 
uiteenlopende zaken, van paperclip tot contract! 
Karin (Kerrin von Herrin...) voor het delen van 
lief en leed op zowel de banen- als huizenmarkt. 
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weer eens allemaal bij elkaar zijn!
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