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An Explicit Duality for Finite Groups
Robert A. Cohen and Martin E. Walter
Abstract. Using a “3 by 3 matrix trick” we previously showed that multipli-
cation in a C*-algebraA, an algebraic structure, is determined by the geometry
of the C*-algebra of the 3 by 3 matrices with entries fromA, M3(A). As an ap-
plication of this algebra-geometry duality we now construct an order theoretic
based duality theory for all groups which are either locally compact abelian or
finite. This construction generalizes the van Kampen–Pontriagin duality for
locally compact abelian groups.
Introduction
For any locally compact groupG, the convex, partially ordered semigroup P (G)
of continuous positive definite functions on G, is a complete invariant of the group.
In the discussion below, we show how P (G) can be used to recover the algebraic
structure of G when G is finite or abelian. In the process we outline a duality
theory for locally compact groups
Throughout the paper, C∗(G) and L1(G) will be defined as in [D], 13.9.1. For
a C∗-algebra A, we will use A+ to denote the positive part of A, also as in [D].
The identity operator of A will be denoted by I and B(H) stands for the bounded
linear operators on the Hilbert space H. For a, b ∈ H, the convex hull of a and b is
written as co(a, b) and the orthogonal complement of the vector ξ ∈ H is written
as ξ⊥. The notation Mn(A) denotes the n by n matrices with entries from A; e.g.,
A = C∗(G) and A = C are important examples used in this paper. The notation
diag(λ1, ..., λn) will be used to denote a diagonal n by n matrix with λk in the k
th
diagonal entry. The symbol Zn will be used to denote the integers modulo n.
1. Binary Product and Order Structure Duality
For any locally compact group G, the product structure of G is determined by
the order structure of M3(C
∗(G)). The correspondence can be seen as a special
case of the following theorem:
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Theorem 1.1. Let A be a C∗-algebra with unit e. Suppose a, b are unitary
elements of A, i.e., a∗a = aa∗ = b∗b = bb∗ = e. Then if x ∈ A we have:
 e a xa∗ e b
x∗ b∗ e

 ∈M3(A)+
if and only if x = ab.
Proof. See [W5]. 
If the hypothesis of Theorem 1.1 is true and Q :=

 e a xa∗ e b
x∗ b∗ e

 ∈ M3(A)+,
then 13Q is a projection in M3(C
∗(G)). Unitaries and projections play such sig-
nificant roles in operator algebra theory that an interesting observation must be
made. We traditionally identify a group element a with a unitary operator in a
C∗-algebra. In the case of finite groups, we may identify a with a unitary matrix
with entries from the complex numbers (this fact is useful for many results in this
paper). However by canonically identifying the unitary operator a with the block
matrix P = 12
(
e a
a∗ e
)
we see that we can also identify the group element a with a
projection operator, P . Theorem 1.1 shows further that we can construct the prod-
uct ab via concatenation of
(
e a
a∗ e
)
with
(
e b
b∗ e
)
to produce the positive matrix
 e a aba∗ e b
(ab)∗ b∗ e

, where the product ab corresponds to the two by two submatrix
(
e ab
(ab)∗ e
)
.
2. Constructing a Dual of P1(G)
We often consider the semigroup P1(G) consisting of positive definite functions
on G satisfying p(e) ≤ 1. Indeed, P1(G) also suffices as a complete invariant of
the group G [W4]. Our goal is to define the “dual of P1(G).” To this end we first
consider certain morphisms of P1(G). Let P (Γn) be defined to be {Mn(C)
+, ◦},
the n by n complex, positive definite matrices with Schur–Hadamard product, i.e.,
if (pjk), (qjk) are in Mn(C)
+, then (pjk) ◦ (qjk) = (pjkqjk), the componentwise
product. Note that this collection of matrices happens to be identifiable with the
set of complex positive definite functions on the groupoid Γn, of n by n matrix
units. Hence we introduce the notation P (Γn), cf., [W3]. Given n = 1, 2, . . .
consider maps ϕn : P1(G)→ P (Γn) which satisfy:
(I) ϕn(λp + (1 − λ)q)) = λϕn(p) + (1 − λ)ϕn(q), p, q ∈ P1(G), 0 ≤ λ ≤ 1, i.e.,
ϕn is affine;
(II) ϕn(pq) = ϕn(p) ◦ ϕn(q), p, q ∈ P1(G), i.e., ϕn is multiplicative;
(III) For p, q ∈ P1(G), if p ≥ q, then ϕn(p) ≥ ϕn(q), i.e., ϕn is order-preserving.
What form must a matrix ϕn(p) have? From the theory of the Fourier–Stieltjes
algebra, B(G), of G, cf., [E] there are elements xjk in the spectrum of this commu-
tative Banach algebra such that ϕn(p)jk = p(xjk) for all p ∈ P1(G). There are two
possibilities for xjk. The first is that xjk is non-singular, i.e., there is a gjk ∈ G such
that p(xjk) = p(gjk) for all p ∈ P1(G). The second possibility is that p(xjk) = 0
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for all p ∈ P1(G) with compact support. Such xjk are called singular . We thus
impose a fourth condition.
(IV) For each choice of j and k, 1 ≤ j, k ≤ n, p ∈ P1(G) 7→ ϕn(p)jk ∈ C is
nonvanishing on at least one p ∈ P1(G) with compact support.
Definition 2.1. A map ϕn : P1(G)→ P (Γn) satisfying I, II, III, IV is called a
non-singular n-morphism of P1(G), i.e., ϕn is affine, multiplicative, order preserv-
ing, and nonsingular.
Remark 2.2. For fixed n = 1, 2, . . . , a non-singular n-morphism of P1(G) is of
the form p ∈ P1(G) 7→ (p(gjk))1≤j,k≤n ∈ P (Γn) for some gjk ∈ G, 1 ≤ j, k ≤ n.
Using the enveloping C*-algebra and W*-algebra of G, cf., [W1] we can con-
sider G as a collection of unitaries in a C*-algebra and apply Theorem 1.1 to refine
the above remark, to get
Remark 2.3. If ϕn : P1(G) → P (Γn) is a non-singular n-morphism, then we
hope in general that there exists g1, g2, . . . , gn ∈ G such that
ϕn(p) = (p(g
−1
j gk))1≤j,k≤n ∈ P (Γn) for all p ∈ P1(G).
This hope is realized below in the case when G is abelian or finite.
We can now define the dual of P1(G).
Definition 2.4. The dual of P1(G) consists of those functions f : P1(G) 7→ C
such that there exists a non-singular n-morphism, ϕn, satisfying f(p) = ϕn(p)jk
for some fixed j, k, 1 ≤ j, k ≤ n, and all p ∈ P1(G). As we will see, the ϕn can be
seen as “multiplication table” morphisms.
It is easy to see that the dual of P1(G) as a topological space is homeomorphic
to G, but how does one discover its group structure? Pick any non-singular n-
morphism ϕn and suppose f and h are in the dual of P1(G) and f(p) = ϕn(p)j0k0 ,
h(p) = ϕn(p)r0s0 for all p ∈ P1(G). Thus we may have the following situation if
j0 < k0, r0 < s0, j0 < r0, k0 < s0:
ϕn(p) =


p(e)
. . .
p(e) · · · f(p) · · · fh(p)
. . .
p(e) · · · h(p)
. . .
...
. . .
p(e)
k0 s0


j0
r0
The product fh should appear as the element in the j0, s
th
0 entry for ϕn, i.e.,
(fh)(p) = ϕn(p)j0s0 for all p ∈ P1(G).
This product will be well defined modulo a detail discussed in the next section
and (by checking diagrams) associative. The identity is any diagonal entry of any
non-singular n-morphism, and f−1 is found to satisfy f−1(p) = ϕn(p)kj whenever
f(p) = ϕn(p)jk for particular, 1 ≤ j, k ≤ n, and all p ∈ P1(G). In the rest of this
paper we outline rigorous proofs of the above construction when G is abelian or
finite.
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3. Recovering Product Structure of G with P1(G)
As noted previously, we have that P1(G) is a complete invariant of the group G.
It follows that, given group elements a and b, P1(G) can sufficiently determine the
product of a and b, but how explicitly can we construct this product? When trying
to answer this question we were led to consider the elements of P1(G) in conjunction
with Theorem 1.1. Translating an exercise in [K], we establish a motivating lemma:
Lemma 3.1. If [ajk] ∈ Mn(A)
+ where A is a unital C∗-algebra and p is any
state on A, i.e., p is positive definite and p(e) = 1, then [p(ajk)] ∈Mn(C)
+.
Proof. See [K], p.884 . 
The semigroup P (G) identifies with the positive forms on C∗(G), c.f., [D], 13.4.
Without losing generality, we consider the sub-semigroupK(G) of P1(G) consisting
of positive definite functions on G satisfying p(e) = 1. We call these functions states
on G and call K(G) the state space of G. Note that any state on G can be uniquely
extended to a state on C∗(G). Thus, by Lemma 3.1,
 e a xa∗ e b
x∗ b∗ e

 ∈M3(C∗(G))+ ⇒

 1 p(a) p(x)p(a) 1 p(b)
p(x) p(b) 1

 ∈M3(C)+ ∀ p ∈ K(G).
The converse of the implication above is not true in the non-abelian case. This
can be seen by noting that, given a and b in non-abelian G with ab 6= ba, for all
p ∈ K(G) we have
 1 p(a) p(ab)p(a) 1 p(b)
p(ab) p(b) 1

 ∈M3(C)+ and

 1 p(a) p(ba)p(a) 1 p(b)
p(ba) p(b) 1

 ∈M3(C)+.
Why? Because any positive definite function on G is positive definite on Gop (the
“opposed” group where the product is reversed). The matrices above are positive
for all p ∈ K(G) by Theorem 1.1 and Lemma 3.1 applied to C∗(G) and C∗(Gop),
respectively. However, 
 e a baa∗ e b
(ba)∗ b∗ e

 /∈M3(C∗(G))+.
While slightly disappointing, the observation just described does not dash all
hopes of constructing a “dual” version of Theorem 1.1. In fact, when G is abelian
we immediately arrive at a pleasing and insightful result. In the following theorem
we also define an important class {Qp} of complex matrices indexed by p ∈ K(G).
Theorem 3.2. Let G be a locally compact abelian group with a, b, x ∈ G. Then
Qp :=

 1 p(a) p(x)p(a) 1 p(b)
p(x) p(b) 1

 ∈M3(C)+ ∀ p ∈ K(G)
if and only if x = ab.
Proof. Checking that the determinant of Qp is positive leads to (after a little
algebraic manipulation) a fundamental inequality:
(3.1) |p(x) − p(a)p(b)|2 ≤ (1− |p(a)|2)(1− |p(b)|2)
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If p is any character on G, then |p(a)| = 1. Thus by (3.1), since characters are
multiplicative, we have p(x) = p(a)p(b) = p(ab). Also, since characters separate
the points of G, we have x = ab.
The other direction is trivial using Theorem 1.1 and Lemma 3.1. 
Returning to the nonabelian case, it follows from (3.1) that if |p(a)| = 1 and
Qp ∈ M3(C)
+ then p(x) = p(a)p(b). Recalling that Qp ∈ M3(C)
+ when x = ab
or x = ba; we also have by (3.1) that if |p(a)| = 1 for some p, then p(a)p(b) =
p(ab) = p(ba). Finally, assuming Qp ∈ M3(C)
+ for some x ∈ G, we get that
p(x) = p(a)p(b) = p(ab) = p(ba) whenever |p(a)| = 1; or equivalently, whenever
|p(b)| = 1. This suggests that x might be ab or ba.
Definition 3.3. For a unitary element a of a unital C∗-algebra A, a state p
on A such that |p(a)| = 1 is called an eigenstate of a.
These eigenstates are fundamental to our study. Note that the determinant of
Qp is zero at any eigenstate of a. Also, as just noted, x agrees with ab and ba at
any eigenstate of a or b. In other words, if a, b, and x are unitary complex matrices
written with respect to a basis of eigenvectors of a, then we immediately see that
x agrees with ab and ba on the diagonal.
We will now state our main result for a “dual” version of Theorem 1.1 for finite
groups. Note that the following theorem generalizes Theorem 3.2 for finite groups
in the sense that x must be a product of a and b.
Theorem 3.4. Suppose G is a finite group and a, b, x ∈ G. Then
(3.2) Qp =

 1 p(a) p(x)p(a) 1 p(b)
p(x) p(b) 1

 ∈M3(C)+ ∀ p ∈ K(G)
if and only if x = ab or x = ba.
Proof. The proof will be outlined in the discussion to follow. The reverse
implication follows immediately from Theorem 1.1, Lemma 3.1, and by noting that
we can identify K(G) with K(Gop). The proof in the forward direction is somewhat
lengthy, and the argument is broken into several cases. The process can be generally
described by the following:
Key Steps
(1) Show x ∈ 〈a, b〉 (the subgroup of G generated by a and b). In fact, we
immediately get x = asbat for some natural numbers s and t.
(2) Show s + t ≡ 1 (mod r) where r divides |a| (the order of a) and is de-
termined by the construction of a unitary representation of G. Thus
x = asba1−s+qr for some integer q.
(3) Show s ≡ 0 or s ≡ 1 (mod |a|).
(4) Show q = 0, and thus conclude that x = ab or x = ba.
We argue the case where r = 1 and 2 ≤ r ≤ |a| separately. We treat separately as
well the cases b ∈ Hb−1H and b /∈ Hb−1H where H = 〈a〉, the cyclic subgroup of
G generated by a.
In the next section we include a full proof of Key Step (1) that illustrates a
general approach used in the other steps. We also include a proof for the case
when ab = bam for some m and b ∈ Hb−1H to demonstrate the usefulness of the
inequalities derived in the next section. In virtually all components of the proofs
of the Key Steps above, we repeatedly appeal to these inequalities.
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4. Fundamental Inequalities
Assuming that {Qp : p ∈ K(G)} ⊂ M3(C)
+ leads immediately to several
inequalities involving a, b, and x, which are fixed. We define the real valued function
f(p) := Det(Qp) from K(G) to R. First, by assumption, f(p) must be nonnegative,
thus
(4.1) f(p) = 1 + 2Re[p(a)p(b)p(x)]− |p(x)|2 − |p(b)|2 − |p(a)|2 ≥ 0 ∀ p ∈ K(G).
We have already seen the inequality (4.1) rearranged to the aesthetically pleasing
(3.1). We also noted that f(p) = 0 when p is an eigenstate of a, and thus by the
assumption that Qp ∈M3(C)
+ for all p ∈ K(G), such eigenstates are minima of f .
We can always construct positive definite functions on G by finding a unitary
representation pi of G inMn(C) for some n and applying vector states, i.e., states of
the form p(·) = 〈pi(·)ξ, ξ〉 for some unit vector ξ ∈ Cn. In fact, all positive definite
functions on G arise in this manner [D], §13. Also, in this setting, eigenstates of
a are just vector states corresponding to eigenvectors of pi(a). For generality, we
develop a family of fundamental inequalities that hold in a B(H) setting.
Theorem 4.1. Let a, b, x ∈ B(H) where the operator a is unitary with unit
eigenvector ξ ∈ H and corresponding eigenvalue λ. Suppose Qp ∈ M3(C)
+ for all
vector states p on B(H). Then for any unit vector η ∈ ξ⊥,
(4.2) |〈(x− ab)η, ξ〉+ 〈(x − ba)ξ, η〉|2 ≤ (1− |〈bξ, ξ〉|2)‖(λI − a)η‖2.
Proof: Consider the smooth path ξt = cos(t)ξ + sin(t)η through the unit sphere
of H parameterized by t ∈ R. Denoting the derivative of ξt by ξ
′
t, note that ξ0 = ξ
and ξ′0 = η. Also, ξt induces a smooth path through the vector state space of
B(H) where pt is just the vector state determined by ξt. Thus the function f(pt) =
Det(Qpt) is a smooth map from R to R, and classical calculus can be applied.
Defining aˆ as a function on R by aˆ(t) = pt(a) (similarly for xˆ and bˆ) we can view f
as:
(4.3) f(t) = 1 + 2Re[aˆ(t)bˆ(t)xˆ(t)]− |aˆ(t)|2 − |bˆ(t)|2 − |xˆ(t)|2.
Since f(0) = 0 is an assumed minimum, we have that f ′′(0) ≥ 0. Recall that
aˆ(0) = λ and that xˆ(0) = λbˆ(0) since p(x) = p(a)p(b) at eigenstates. Therefore,
twice differentiating f leads to, after some manipulation
(4.4) |xˆ′(0)− λbˆ′(0)|2 ≤ (|bˆ(0)|2 − 1)Re[λaˆ′′(0)].
Applying Leibniz’ rule to evaluate (4.4), we arrive at (4.2). 
We recognize that the family of inequalities captured in (4.2) can be sharpened.
Corollary 4.2. Let a, b, x ∈ B(H) satisfy the hypotheses of Lemma 4.1. Then
for any vector η ∈ H,
(4.5) |〈(x− ab)η, ξ〉|+ |〈(x − ba)ξ, η〉| ≤
√
1− |〈bξ, ξ〉|2‖(λI − a)η‖.
Proof: We can choose any η ∈ H by writing η = η˜ + cξ for η˜ ∈ ξ⊥ and c ∈ C
and applying the unit vector e
iθη
‖η‖ to (4.2) for an appropriate choice of θ to arrive
at (4.5). 
Of particular interest to us is the case when B(H) = Mn(C), since finite groups
always have finite dimensional representations as complex matrices. In particular,
the following corollary holds when the elements a, b, and x of G are represented as
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unitary matrices. In this case we can always write the matrices with respect to a
basis such that a is diagonal.
Corollary 4.3. Suppose a, b, x ∈ Mn(C), where a is diagonal and unitary.
We write a = diag(λ1, ..., λn), b = [bjk], and x = [xjk]. Furthermore, suppose
Qp ∈ M3(C)
+ for each vector state p on Mn(C). Then for each j ∈ {1, ..., n} we
have
(4.6) |
n∑
k=1
rk(e
iφk(xjk−λjbjk)+e
−iφk(xkj−λjbkj))|2 ≤ (1−|bjj|2)
n∑
k=1
r2k|λj−λk|
2
where (4.6) holds for any choice of rk, φk ∈ R, for k = 1, ..., n.
Proof: We arrive immediately at (4.6) by applying Lemma 4.1 where ξ = ej , the
jth standard elementary basis vector for Cn, and η is defined componentwise by
ηk = rke
iφk . Note that η may be arbitrary by Corollary 4.2. 
The family of inequalities captured in (4.6) are appealed to repeatedly in the
proof of Theorem 3.4. Although various other inequalities have been derived per-
taining to our problem, c.f., [C] Ch. 4, these have thus far been the most useful for
our purposes. In the case of Mn(C), the corresponding diagonal entries of x, ab,
and ba when a is diagonal led us to look for constraints on the off-diagonal elements
of x. The above inequalities clearly contain comparisons of x with ab and ba on the
left hand side of (4.2). The terms xjk − λjbjk and xkj − λjbkj in (4.6) are, when
j 6= k, the off-diagonal entries from the matrices x − ab and x − ba, respectively
(when a is a diagonal unitary matrix).
5. Utilizing a Cayley Representation
Throughout this section we assume G is a finite group of order |G|, and that
a, b, x ∈ G. Also, we use na to denote the order of a, i.e., the smallest natural
number satisfying ana = e, and 〈a〉 to denote the cyclic subgroup of G generated
by a. For the majority of the proof of Theorem 3.4 we make use of a Cayley
representation pi of G.
Definition 5.1. If G is a finite group enumerated as g1, ..., g|G| we form the
matrix [g−1j gk] ∈ M|G|(C
∗(G)). This matrix is sometimes called a multiplication
table for G. Then associated with this enumeration we have a Cayley representation
pi of G defined by
pi(g) = [gjk], where gjk =


1, if g = g−1j gk
0, if g 6= g−1j gk.
Thus, for each g ∈ G, pi(g) is a |G| × |G| permutation matrix, hence unitary.
It is easily verified that pi is a representation of G. Also, pi is clearly faithful, and
any vector state on M|G|(C) gives us a state on G. Another important feature of
Cayley representations for our purposes is highlighted in the next lemma.
Lemma 5.2. Suppose G is a finite group with Cayley representation pi, and
g, h ∈ G. If pi(g) agrees with pi(h) in any nonzero entry then g = h.
Proof. This follows directly from the definition of a Cayley representation. 
With the generality of a Cayley representation and the sharpness of Lemma 5.2
in mind, we consider a strategic way to enumerate the group elements. The general
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approach will be described in the proof of the following lemma, which is a proof of
Key Step (1) above.
Lemma 5.3. Suppose G is a finite group and a, b, x ∈ G satisfy Qp ∈ M3(C)
+
for all p ∈ K(G). Then x = asbat for some s, t ∈ Zna .
Proof. If b ∈ 〈a〉 or x ∈ 〈a〉 then the lemma follows by noting that any positive
definite function p on a subgroup H of G can be extended to a positive definite
function on G by simply letting p(g) = 0 for g /∈ H . If p is any character on H = 〈a〉
extended in this fashion, then from (3.1) it follows that p(x) = p(a)p(b) 6= 0,
implying that both b ∈ 〈a〉 and x ∈ 〈a〉. Therefore p(x) = p(ab) for each character
on 〈a〉, and hence x = ab. Also, if a = e the lemma follows trivially from (3.1).
Thus assume a 6= e, b /∈ 〈a〉, and x /∈ 〈a〉. Let H = 〈a〉 and choose {β1, ..., βd} ⊂
G with β1 = e and β2 = b, such that
⋃d
k=1 βkH is a coset decomposition of G. We
enumerate G in such a way that the top row of the multiplication table reads
e, a, a2, ..., a−1, b, ba, ba2, ..., ba−1, β3, β3a, ..., β3a−1, ......, βd, βda, ..., βda−1.
or more concisely, if H is enumerated as h1 = e, h2 = a, h3 = a
2, etc. we may write
the top row in shorthand as
H, bH, β3H, ..., βdH.
We define our Cayley representation pi by this enumeration of G, and consider
pi(a), pi(b), and pi(x) as |G| by |G| permutation matrices comprised of blocks of size
na by na. Since pi is faithful we will, for brevity, identify a with pi(a), etc., without
ambiguity. We use the notation Ajk, Bjk, and Xjk to denote the j, k
th block of a, b,
and x respectively. In this case, a is completely determined as a block diagonal
matrix where each diagonal block has the form
Ajj =


0 1 0 0 ... 0
0 0 1 0 ... 0
0 0 0 1 ... 0
. . . . ... 0
. . . . ... 1
1 0 0 0 .... 0


.
With this nice form it is easy to construct eigenvectors (and thus eigenstates) for a.
Also, by assumption, b and x are matrices with all zeros in the diagonal blocks. We
are led to consider what form b and x have on off-diagonal blocks, most importantly
those in the first row and column of blocks. For the argument in this proof, we
need only the upper two block by two block submatrices of a, b, and x, but it
demonstrates a general construction and approach. We use the notation #(Bjk)
and #(Xjk) to denote the number of nonzero entries in Bj,k and Xj,k, respectively.
For any φ ∈ R define the eigenvector ξ ∈ C|G| of a componentwise by
ξj =


eiφ√
2na
, j = 1, ..., na
1√
2na
, j = na + 1, ..., 2na
0, j = 2na + 1, ..., |G|.
Let p be the eigenstate of a of the form p(·) = 〈·ξ, ξ〉. Since p(a) = 1, by (3.1) we
have p(x) = p(a)p(b) = p(b). By our construction this translates to
1
2na
[#(X12)e
−iφ +#(X21)eiφ] = p(x) = p(b) =
1
2na
[#(B12)e
−iφ +#(B21)eiφ]
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for any choice of φ. Therefore, by the linear independence of eiφ and e−iφ, #(B12) =
#(X12) and #(B21) = #(X21). Since there is at least one nonzero entry in B12,
e.g., b1,na+1 = 1, there is at least one nonzero entry in X12. By our construction
of the Cayley representation, this nonzero entry corresponds to an element of the
double coset HbH . Thus, by Lemma 5.2, x = asbat for some s, t ∈ Zna . 
As we go on to Key Steps (2) through (4), the arguments proceed in similar
fashion, beginning with a carefully chosen enumeration of G and construction of
the corresponding Cayley representation. We choose the enumeration so that a has
the same block diagonal form as in the preceding proof and that b has an easily
manipulatable form. Next, eigenvectors of a are constructed and utilized along
with Lemma 4.6 to further restrict the form of x as a word in a and b. We take
full advantage of the fact that the eigenvalues of a are the ntha roots of unity, which
work nicely in the context of Lemma 4.6.
As the steps for the different cases proceed the choice of enumeration and
construction of eigenvectors becomes unexpectedly more delicate and involved, see
[C], but follow in the same spirit as described in the proof of Lemma 5.3. We
include a proof for the particular case when the relationship ab = bam holds for
some m and b ∈ Hb−1H . An example of a finite group for which this case pertains
would be any of the quaternion groups. The purpose of including this proof is to
give the reader a small sample of the usefulness of Theorem 4.1 and its corollaries.
Theorem 5.4. Suppose G is a finite group and a, b, x ∈ G satisfy Qp ∈M3(C)
+
for all p ∈ K(G). Suppose further that ab = bam for some m ∈ Zna and that
b ∈ Hb−1H. Then x = ab or x = ba.
Proof: If a = e, b ∈ 〈a〉, or x ∈ 〈a〉 then x = ab = ba by the first paragraph of the
proof of Lemma 5.3. Thus assume a 6= e, b /∈ 〈a〉, and x /∈ 〈a〉.
We know by Lemma 5.3 that x = asbat for some s and t. Therefore, since
ab = bam, we have that x = bal for some l ∈ Zna . We begin by showing that
l ≡ 1 + q(m− 1) (mod na) for some q ∈ Zna .
Let pi be the same Cayley representation of G used in the proof of Lemma 5.3
and suppose λ = e2pii/(m−1,na), where (m − 1, na) denotes the greatest common
divisor of m − 1 and na. Again, for brevity, identify a with pi(a), etc. Let the
eigenvector ξ of a be defined componentwise by
(5.1) ξj =


λj√
2na
eiφ, j = 1, 2, ..., na
λj√
2na
, j = na + 1, na + 2..., 2na
0, otherwise.
where φ is arbitrary. Then ξ is a unit eigenvector of a with eigenvalue λ. It follows,
since ab = bam, that bξ is an eigenvector of a with eigenvalue λm = λ. By our
constructions it follows that, for some z ∈ C, we have 〈bξ, ξ〉 = 12na (nae
−iφ+ zeiφ).
We choose φ so that 〈bξ, ξ〉 6= 0.
Recall that x must agree with ab at eigenstates of a. Thus λ〈bξ, ξ〉 = 〈abξ, ξ〉 =
〈xξ, ξ〉 = 〈balξ, ξ〉 = λl〈bξ, ξ〉. In other words, we have λl = λ and hence l − 1 ≡ 0
(mod (m − 1, na)). Therefore, l = 1 + s(m − 1, na) for some s ∈ Z, giving l ≡
1 + q(m − 1) (mod na) for some q ∈ Zna , since (m − 1, na) is congruent, mod na,
to a multiple of m− 1.
For uniqueness, we may assume q ∈ {0, 1, ..., |m−1|−1} (where |m−1| denotes
the order of (m− 1) in Zna). The next step is to show that q must be 0 or 1.
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Note that ab = bam implies akb = bakm for each k ∈ N and hence k ≡ 0 (mod
na) if and only if km ≡ 0 (mod na). Thus m has order na in Zna , and hence
there is some unique m−1 ∈ Zna such that mm
−1 ≡ 1 (mod na). It follows that
x = bal = am
−1lb. Let λ be an arbitrary eigenvalue of a and define the eigenvector
ξ of a as in (5.1). Letting η = bξ and writing x = am
−1lb in the first term and
x = bal in the second term of (4.5), we have
|λm
−1l − λ||〈b2ξ, ξ〉|+ |λl − λ| ≤ |λ− λm|.
However, since b ∈ Hb−1H it follows that 〈b2ξ, ξ〉 = λt for some t ∈ Zna . Also,
since l = 1 + q(m− 1), the previous inequality may be written
|λ(1−q)(m
−1−1) − 1|+ |λq(m−1) − 1| ≤ |λm−1 − 1|.
Using the fact that {λm−1|λ is an eigenvalue of a} is a subgroup of the ntha
roots of unity, we select λ so that λm−1 is as close as possible (but not equal) to 1.
Specifically we choose λ such that λm−1 = e2pii/|m−1|. Noting that |λq(m−1) − 1| ≤
|λm−1 − 1| we can see that the only choices for q are 0, 1, and |m − 1| − 1. If
q = |m− 1| − 1 then we must have λ2(m
−1−1) = 1 for all eigenvalues λ of a. Since
|m− 1| = |m−1 − 1|, this implies that 2 = |m−1 − 1| = |m− 1|, and thus the only
choices for q are 0 or 1. Therefore, q = 0 or q = 1, implying x = ba or x = bam = ab.

Again, the previous proof only gives a glimpse of the technique used for each
of the various cases. The reader may note that the proof needs only minor modifi-
cations to obtain the case where b /∈ Hb−1H . Refined versions of the proofs in [C]
will appear shortly.
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