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Проводится сравнительный анализ показателей каче­
ства некоторых алгоритмов сжатия звуковой инфор­
мации при ра:шичных значениях частоты дискретиза­
ции исходных данных. 
Одним из наиболее популярных на сегодняшний 
день направлений в мире переопальных компью­
теров является мультимедиа. С пoмoi.I.U>IO приложе­
ний мультимедиа текст, графика, аудио- и видео­
информация объединяются или используются ав­
тономно, исходя из условий решаемой задачи. Все 
это требует хранения и обработки очень больших 
объемов данных. 
В работе проводится анализ степени сжатия звуко­
вой информации некоторыми программными про­
дуктами при различных значениях частоты дискре­
тизации исходного сигнала в сравнении с алгорит­
wом, предложенным в [1], на основе вычислений 
точек перегиба в структуре сигнала. 
В качестве анализируемых программ, позволяю­
щих обеспечить эффективное сжатие звуковых 
сигналов, рассматривалисъ известные универсаль­
ные программы архивации ARJ и WinRAR, а также 
программа МР3, позволяющаяформировать наи­
более часто применяемые файлы формата Layer-3. 
Файлы со звуковымиданными формпровались при 
использовании стандартной программы WAVE 
STUDIO. 
Сравнительный анализ проводился по среднему 
значению коэффициента сжатия, полученного на 
основе 1 О итераций. В качестве исходной звуковой 
информации использовались файлы (WAV--" фор­
мата), содержащие речевые сообщения, произие­
сенные разньiмидикторами, а также музыкальные 
мелодии различного темпа звучания. При форми­
ровании звуковых файлов программой WAVE 
STUDIO выбирались следующие параметры запи­
си для каждого значения частоты дискретизации: 
- размерность звуковых файлов (*.wav) формата 
100-300 кБ; 
- частотадискретизациисигнала 8,11,22,44кГц; 
- диапазон изменения амплитудных значений 
звукового сигнала 0-255 или 8 бит; 
- количество каналов моно. 
Предлагаемый формат (про грамма) осуществляет 
сжатие звуковых данных в два этапа. 
В основу первого этапа преобразований звуковых 
сигналов положен алгоритм сжатия данных на 
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основе вычислений точек перегиба в с1руктуре 
сигнала, который подробно рассмотрен в [1]. В 
результате обработки сигнала, на первом этапе 
сжатия производится формирование чи:словой пос­
ледовательности определенной структуры, состоя'­
щей из нескольких взаимосвязанных участковдан­
ных и ряда вспомогательных параметро в, использу­
емых при восстановлении звукового сигнала. Таким 
образом, выходные данные, полученные после д ей­
ствия алгоритма сжатия на основе вычисления точек 
перегиба ветруктуре сигнала, имеют определенный 
внутренний формат, причем диапазон изменения 
амплmудныхзначенийданных внутреннего форма­
та равен соответствующему диапазону исходного 
звукового сигнала (0-255 или 8 бит). 
НеобхоДимо отметить, что при восстановлении 
звукового сигнала, после первого этапа сжатия, 
происходит незначительное искажение исходной 
информации, которое при проелушивании не вос­
принимается человеческим ухом. Среднеквадрати­
ческая ошибка (Е), вносимая 1-м этапом сжатия 
информации, для каждого типа сигнала (речевое 
сообщение или музыка) при различных значениях 
частоты дискретизации (F) отображена на рис . l. 
Е 
8kHz 11kHz 22kHz 44kHz · 
8речь li1 музыка 
Рис.l. Зависимость среднеквадратической ошибки 
(Е) от частоты дискретизации сигнала (F) 
Наибольшая ошибка (более 5%) соответствует ре­
чевым сообщениям с частотой дискретизации 8кГц, 
а наименьшая (менее l%) -музыкальным мелоди­
ям при частоте дискретизации исходного сигнала 
44кГц. Диапазон изменений среднеквадратической 
ошибки не превышает 6% для рассматриваемых 
типов звуковых сигналов. Среднеквадратическая 
ошибка, при которой исходная звуковая ин форма­
ция претерпевает существенные изменения, отра­
жающиеся на качестве проелушивания после вос­
становления, составляет около 12-15%. 
Следует отметить, что потеря исходной звуковой 
информации присутствует и при работе МР3, 
однако при слуховом восприятии эти потери не 
ощутимы, в силу того, что алгоритм, реализующий 
формат Layer-3, исключает частоты, не слышимые 
человеческим ухом. 
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Как известно, без потерь какой-либо информации 
работают универсальные программы архивации 
ARJ и WinRAR, которые , используют алгоритмы 
кодирования: Лемпеля -Зива-У элча (LZW) и алго,­
ритм, разработанный Е. Рошалем. 
Восстановление исходного звукового сигнала мож­
но производить после первого этапа сжатия, но при 
этом степень компрессии информации не имеет 
явного преимущества. По временным затратам все 
анализируемые программы и алгоритм сжатия дан­
ных на основе вычислений точек перегиба в струк­
туре сигнала (1-й этап) приблизительно имеют 
равные показатели. 
В данной сИ1уации в качестве второго этапа сжатия 
звуковой информации целесообразно дополни­
тельно использовать еще один алгоритм сжатия, но 
уже без потерь входной информации при восста­
новлении. Для второго этапа сжатия в качестве 
входных используются данные, полученные на 
первом этапе и имеющие определенный внутрен­
ний формат представления. 
Из известных алгоритмов сжатия без потерь ин­
формации при восстановлении анализиравались 
алгоритмы кодирования RLE (групповое кодиро­
вание), LZW, алгоритм, реализующий метод сжа­
тия Хаффмена, и модифицированный алгоритм 
Хаффмена (ССIП) [2]. Для реализации второго 
этапа компрессии звуковой информации был выб­
ран алгоритм LZW, который в модифицированном 
вил е используется: в архиваторах ZIP, ARJ, ZOO и 
других универсальн~JIХ программах архивации. 
Таким образом, после первого этапа компрессии 
данные не помещаются в отдельный выходной 
файл, а сразу подвергаются обработке с использо­
ванием алгоритма сжатия LZW, и только после 
этого формируется выходной файл. 
Декомпрессия осуществляется в два этапа только в 
обратном порядке и без записи nромежуточных 
результатов. 
Результаты сравнительной оценки коэффициента 
сжатия (К) при различных значениях частоты дис­
кретизации (F) для речевых сообщений представле­
ны на рис.2, а для: музыкальньiХ мелодий- на рис.З. 
Временные затраты nри реализации данной про­
граммы nревышают аналогичный показатель ана­
лизируемых программ в среднем в 2 раза. 
Преимуществом предложенного алгоритмадвухэ­
тапного сжатия звуковОй информации является 
более высокий коэффициент сжатия nри макси­
мальных значениях частотыдискретизации сигна­
ла и одинаковом качестве звучания (рис.2 и 3), как 
для речевых, так и для: звуковых сигналов. В 
качестве недостатков можно отметить большее 
время обработки, а также зависимость коэффици­
ента сжатия и среднеквадратической ошибки, вно­
симой на 1-м этапе компрессии, от частоты диск:. 
ретизации звуковых сигналов. 
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Рис.2. Зависимость коэффициента сжатия (К) от 
частоты дискретизации (F) речевых сообщений 
к 
8kHz 11kHz 22kHz 44kHz 
8ARJ 8WinRAR 8МРЗ 111-й этап 02-й этаn 
Рис.З. Зависимость коэффициента сжатия (К) от 
частоты дискретизации (F) музыкальных мелодий 
В ходе исследовательских работ рассматривалось 
также комбинированное пр именение алгоритмов 
сжатия данных, в частности, применение программ 
архивации (ARJ и WinRAR) после использования 
МРЗ (формат Layer-3) для звуковьiХ сигналов . 
Общий коэффициент сжатия звуковой информа­
ции при этом практически не изменялся. Увеличе­
ние степени сжатия в среднем составляло 1,1 раза 
относительно автономного использования nрограм­
мы МР3. 
В настоящее время нами ведутся исследования по 
дальнейшему развитию и модификации предло­
женного алгоритма с использованием принцилов 
вейвлет-анализа сигналов [ 3]. 
Рассмотренный программный продукт, а также алго­
ритм сжатия данных на основе вычислений точек 
переrиба в структуре сигнала, реализованный на 
первом этапе сжатия, был разработан с использова­
нием среды проrраммирования Delphi 5 на базе 
вычислительных средств с процессаром Pentium Ill 
(500MHz) в Национальной юридической академии 
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Украины им. Я. Мудрого (г. Харьков) на кафедре 
информатики и вычислительной техники и может 
быть рекомендован в качестве альтернативного фор­
мата хранения и передачи звуковой информации. 
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РЕАЛИЗАЦИЯ НЕЙРОНОВ В 
СЕМАНТИЧЕСКИХ НЕЙРОННЫХ 
СЕТЯХ 
ДУДАРЬ З.В., ШУКЛИН ДЕ. 
Рассматривается принцип преобразования виртуаль­
ных машин. На его основе реализуется виртуальная 
машина, которая обеспечивает функционирование 
семантической нейронной сети, понимающей тексты 
на естественном языке. Описывается внутренняя 
структура нейрона и принцилы организации хранили­
ща данных нейронов. 
1. Введение 
Компьютеризация все больше и больше входит в 
нашу жизнь. Компьютеры находят всё новые и 
новые области применения: утюги, телевизоры, 
стиральные машины и большинство других уст­
ройств бытовой электроники оснащаются микро­
ЭВМ. Наряду с процессом распространения компь­
ютеров продолжается процесс их совершенствова­
ния. Сложность компьютеров увеличивается уже 
не с каждым годом, а с каждым месяцем. Услож­
няются задачи, которые могут решать вычисли­
тельные машины. Увеличивается объем программ­
наго обеспечения, необходимого для выполнения 
поставленных задач. Размеры программ достигают 
уже десятков гиrабайт. 
Параллельна с усложнением программнаго и аппа­
ратного обеспечения усложняется их исполъзова­
ние и сопровождение. Отдельно взятый человек 
просто физически не в состоянии освоить внутрен­
нюю архитектуру современных компьютерных 
систем. Для того чтобы приступить к решению 
своих задач с помощью ПК, рядовой пользователь 
выну:жден изучить огромный объем различной 
информации сугубо компьютерного назначения. 
Для решения этих проблем создаются различные 
проrраммные комплексы, ориентированные на 
возможность работы с ними практически без обу­
чения. Однако наличие в таких продуктах чрезвы-
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чайно развитого сервисаделает невозможным изу­
чение всех полезных функций за приемлемый 
промежуток времени. Перед компьютерными спе­
циалистами встают задачи по разработке и реал и­
зации программнога обеспечения всё большей и 
большей сложности. Широкое распространение 
нашли так называемые "средства быстрой разработ­
ки приложений" (CASE Computer added software 
engineering). В них процесс создания приложения 
заключается в общении со специализированной 
программой "Мастер'', которая по информации, 
полученной от пользователя, сама вносит измене­
ние в исходные тексты про грамм. Создаются спе­
циальные методы разработки программнаго обес­
печения, такие как структурное, объектно-ориен­
тированное, компонентное программирование, ав­
томатизация программных систем. 
Длярешения наметившихсяпроблем во взаимодей­
ствии человека с компьютером идеально подходит 
общение с машиной на естественном языке. Отто­
ченные тысячелетиями правила общения людей 
другедругом моrугбытьприменены и для общения 
человека с компьютером. Каждый человек изо дня 
в день использует универсальность языка, на ко­
тором он общается с другими людьми. На есте­
ственном языке мы с вами можем описать практи­
чески любые концепции, передать друг другу 
любую информацию и любые команды. Естествен­
ный язык в состоянии полностью удовлетворить 
требования людей к языку для работы с вычисли­
тельной машиной. Общение с компьютером на 
естественном для человека языке снизит психоло­
гический стресс, уменьшит количество ошибок и 
аварий, значительно снизит стоимость обучения 
персонала. Трудно полностью предсказать те выго­
ды, которые сулит нам переход с узкоспециализи­
рованных языков проrраммирования на естествен­
ный язык. 
Для обеспечения полномасштабного перехода на 
общение с информационными системами на есте­
ственном языке необходимодобиться понимания 
машиной текстов на естественном языке. Понима­
ние естественного языка может быть выполнено 
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