Abstract. We address the study of the asymptotic behavior of solutions to an abstract integrodifferential equation modeling linear viscoelasticity. Framing the equation in the past history setting, we analyze the exponential stability of the related semigroup S(t) with dependence on the convolution kernel, providing a more general sufficient condition than the usual one present in the literature.
Introduction. Given a Hilbert space (H, ·, · , · ) and a strictly positive selfadjoint linear operator A : D(A) ⊂ H → H, we consider, for t > 0, the second-order linear integrodifferential equation

∂ tt u(t) + αAu(t) + β∂ t u(t) −
having put
This is the so-called past history setting of (1.1), for it is obtained from (1.1), following a brilliant intuition of Dafermos [4, 5] , by introducing the supplementary variable
which reproduces the past history of u. Accordingly, the initial conditions for (
where u 0 = w 0 (0) and η 0 (s) = w 0 (0) − w 0 (−s). We refer the reader to [12] for a detailed presentation of the historical approach to treating integrodifferential equations of this kind. The remarkable fact about this latter formulation is that, under quite general assumptions on the kernel µ, system (1.2) generates a linear contraction semigroup S(t) on H. The main question now is the following:
Is S(t) exponentially stable?
This amounts to finding constants M ≥ 1 and ε > 0 such that
where L(H) is the Banach space of bounded linear operators on H. This was indeed the main focus of several works that have appeared over the years (e.g., [7, 8, 10, 11, 13, 14, 16] ). The situation is of course more delicate for the case β = 0, where the entire dissipation is given solely by the memory integral. To the best of our knowledge, all positive results regarding exponential stability of semigroups arising from problems with memory have been obtained assuming the following condition on µ (cf. [14] ):
for some δ > 0 and (almost) every s ∈ R + . In fact, if (1.3) holds, then our semigroup S(t) is exponentially stable, even when β = 0. This result has been proved first via Laplace transform methods [7] , semigroup techniques [13] , and direct energy estimates [11] (in the latter case, with some restrictions on the behavior of µ in a neighborhood of zero). Although it includes many physically interesting kernels, condition (1.3) is somehow unsatisfactory and certainly too restrictive. For instance, it does not allow µ to have flat zones, or even horizontal inflection points, when it should be conceivably true that exponential stability should be conserved if, say, we consider a kernel which is equal to the negative exponential, except on a small set. The recent paper [2] proves that a necessary condition for S(t) to be exponentially stable is that there exist C ≥ 1 and δ > 0 such that 
where
. Nonetheless, the gap between the necessary condition (1.4) and the sufficient condition (1.3) is huge. For example, any compactly supported kernel µ fulfills (1.4), but it clearly need not satisfy (1.3). The aim of the present work is to provide a much weaker sufficient condition in order for exponential stability to occur. Loosely speaking, our main result reads as follow. We now briefly sketch the plan of the paper. In §2 we specify the assumptions on the memory kernel µ, and we recall the construction of the semigroup S(t). In §3 we reformulate Theorem 1.1 in a precise way, while §4, §5, and §6 are devoted to the proof of the main result. Finally, in §7 we discuss further possible applications.
The contraction semigroup S(t).
Assumptions on µ. Let µ be a monotone (possibly not strictly) decreasing summable function on R + of total mass κ ∈ (0, α). Setting s 0 = 0, we suppose that there exists a strictly increasing sequence {s n } (possibly finite, or even reduced solely to s 0 ) converging to s ∞ ∈ [0, ∞] such that, for all n ∈ N, µ has jumps at the point s = s n , and it is absolutely continuous on each interval I n = (s n−1 , s n ) and on the interval I ∞ = (s ∞ , ∞), unless I ∞ is empty. If s ∞ < ∞, then µ may or may not have a jump at s = s ∞ . Under these conditions, µ is defined and is nonpositive almost everywhere. Finally, for n ∈ N, we denote
Note that µ can be (weakly) singular in a neighborhood of zero. As shown in [2] , in the above assumptions, system (1.2) generates a contraction semigroup S(t) = e tL on the phase space
In particular, the third component of the solution
t ) has the explicit representation formula (see [16] )
For η ∈ D(T ), we introduce the quantity
where the sum includes the value
3. The main theorem. In order to state the result, we have to introduce some definitions. Concerning the kernel µ, in light of our purposes we give the following Definition 3.1. We say that µ is an admissible kernel if it satisfies the above general assumptions and (1.4) holds.
We construct the probability measureμ on R + aŝ
for every measurable set A ⊂ R + .
Definition 3.2. We define the flatness set of the kernel µ as
and we call the quantity
the flatness rate of µ. Setting now, for ω > 0,
we are in a position to state Theorem 3.3. Let µ be an admissible kernel. If β = 0 and
then S(t) is exponentially stable. If β > 0, then S(t) is always exponentially stable.
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A particular instance, albeit quite interesting in view of concrete applications, is the following Corollary 3.4. Let µ be an admissible kernel. If µ < 0 almost everywhere on the support of µ, then S(t) is exponentially stable. Theorem 3.3 provides an optimal result for the case β > 0, whereas, for β = 0, it locates a threshold for the flatness rate R µ , above which we cannot say anything. Roughly speaking, if ω is large enough, we have a positive answer only if the measure of the flatness set does not exceed the measure of the set where µ is decreasing. Unfortunately, this threshold seems to be sharp, at least with respect to our techniques. Clearly, it would be interesting to say something for the case not covered by the theorem.
Remark 3.5. The paper [2] shows that, if β = 0 and R µ = 1 (i.e., µ is a step function), then there are particular forms of µ which allow the existence of periodic (hence, purely elastic) solutions. If in addition H is a separable infinite-dimensional Hilbert space and A has compact inverse (as in the case of linear viscoelasticity), then exponential stability never occurs, at least for a wide class of operators A, including the negative Laplacian on certain domains.
Thus, the question is really what happens when R µ ∈ [M (ω), 1). We do not have a sensible conjecture (and there is no satisfactory numerical evidence either), so we leave it as an open question.
Some preliminary results.
The proof of Theorem 3.3 is based on sharp estimates of certain auxiliary functionals defined for (u 0 , v 0 , η 0 ) ∈ D(L). We first need to establish some notation.
• We recall the Poincaré inequality, namely,
where λ > 0 is the infimum of the spectrum of A.
• Given a measurable set F ⊂ R + , we consider the
Note that, in view of the representation formula (2.1), it holds that
• Throughout the paper, c ≥ 0 will stand for a generic constant depending only on α, λ, and the kernel µ. Moreover, given ν ∈ (0, 1), we denote by c ν ≥ 0 and ε ν ≥ 0 generic constants depending (besides on α, λ, µ) only on ν, such that ε ν → 0 as ν → 0.
V. PATA
Then, paralleling some ideas of [11] , we introduce the functionals (the first depending on the choice of s * )
Observe that, since S(t) is a contraction semigroup,
In the sequel, we shall often make tacit use of the Young, the Hölder, and the Poincaré inequalities.
Lemma 4.1. For any ν ∈ (0, 1), there exists s * = s * (ν) ≥ 0 such that, for all measurable sets F ⊂ R + and A = R + \ F, the corresponding functional Φ 1 (t) fulfills the differential inequality
Proof. If lim s→0 µ(s) < ∞, simply set s * = 0. Otherwise, choose s * ∈ (0, s 1 ) (if µ has no jumps, s * ∈ R + ) such that
3)
The time-derivative of Φ 1 is given by
We now proceed to the estimate of the two terms in the right-hand side of (4.4). The First Term. Using the second equation of system (1.2), we have
ψ(s) ∂ t u(t), T η(s) ds.
Since ψ(s) ≤ µ(s) and equality holds for s ≥ s * , from (4.3) we get
Integrating by parts in s, and noting that (cf. [12] ) we obtain
Observe that ψ is continuous in s * and that
Moreover, as s * < s 1 (if µ has jumps),
Then, we get the estimate
Therefore,
Collecting the above inequalities yields
The Second Term. From the first equation of system (1.2), it holds that
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Due to (4.3), we have the estimate
Thus, we obtain
The remaining term is controlled as
Summarizing, we get
Plugging (4.5)-(4.6) into (4.4) and noting that
we reach the desired conclusion.
Lemma 4.2. For any ν ∈ (0, 1) and for all measurable sets F ⊂ R + and A = R + \ F, it holds that d dt
Proof. Using the first equation of (1.2), we have the equality
But the last integral can be estimated by
so that the claim follows.
Lemma 4.3. Let µ be a given admissible kernel, and let F ⊂ R + be a measurable set. Then, for every T > 0 and every
We stress that c ≥ 0 is independent of F, T , and of the choice of (u 0 , v 0 , η 0 ) in the unit ball of H.
Proof. For every ε > 0, there exists an open set
on account of (4.1) we have, for every t > 0,
Recalling that S(t)(u 0 , v 0 , η 0 ) H ≤ 1, in view of (1.4) we obtain
Performing a subsequent integration on [0, T ], and since ε is arbitrarily small, we clearly reach the conclusion if we prove that
and, making a change of variable, it is easy to verify that
Summing over j, we complete the proof.
A sufficient condition.
We first recall a general sufficient condition for exponential stability of contraction semigroups. This is really a particular instance of a famous result due to Datko [6] . For the reader's convenience, we provide a short proof (in this case, much easier than Datko's original argument). Proof. By a density argument, it is apparent that the above inequality holds for any ζ ∈ H with ζ H = 1. Select ∈ (0, 1). Given ζ of unit norm, let
Then, it is readily seen that t * ≤ c/ 2 . Therefore, since S(t) is a contraction semigroup,
Using a standard procedure in the theory of linear semigroup (see, e.g., [17] ), we conclude that
In particular, the best decay rate is (2ce) −1 , corresponding to = e −1/2 . With regard to our particular semigroup S(t), we can specialize the above lemma in a more convenient form.
Lemma 5.2. Let µ be a given admissible kernel. Assume that there exists c ≥ 0 such that
Proof. Exploiting the representation formula (2.1) and the fact that S(t) is contractive, we learn that
and the claim follows from Lemma 4.3 for F = R + . In view of Lemma 5.1, we are done provided that we prove the further estimate
To this end, let us consider the functional Φ 1 (t) for ν = 1/2 and F = ∅. Then, from Lemma 4.1, we have
by virtue of the energy equality (2.2), we conclude that
An integration in t on (0, ∞) together with (4.2) entails the sought inequality. Hence, using the straightforward estimate which (at least for sufficiently regular kernels) has been shown to be necessary for exponential decay of solutions [9] . In particular, this Volterra version of Theorem 3.3 extends some results of [15] to more general kernels.
• With the techniques introduced here, we can also establish similar results for the following first-order linear integrodifferential equation, arising in the theory of heat conduction with memory: where w 0 is an assigned datum. Here, for γ > 0 we have the necessary and sufficient condition (1.4) for exponential stability, while for γ = 0 we find the constraint R µ < 1/2. Again, analogous results hold for the Volterra case.
• We finally mention that the results obtained for the linear case can be exported to the nonlinear nonhomogeneous case, providing the existence of global and exponential attractors for the related (nonlinear) semigroup (cf. [3] ).
