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We explore the dynamics and the steady state of a driven quantum spin coupled to a bath
of fermions, which can be realized with a strongly imbalanced mixture of ultracold atoms using
currently available experimental tools. Radio-frequency driving can be used to induce tunneling
between the spin states. The Rabi oscillations are modied due to the coupling of the quantum spin
to the environment, which causes frequency renormalization and damping. The spin-bath coupling
can be widely tuned by adjusting the scattering length through a Feshbach resonance. When the
scattering potential creates a bound state, by tuning the driving frequency it is possible to populate
either the ground state, in which the bound state is lled, or a metastable state in which the bound
state is empty. In the latter case, we predict an emergent inversion of the steady-state magnetization.
Our work shows that dierent regimes of dissipative dynamics can be explored with a quantum spin
coupled to a bath of ultracold fermions.
PACS numbers: 47.70.Nd, 67.85.-d, 71.10.Pm, 72.10.-d
Ultracold atomic systems provide a versatile labora-
tory to explore real-time many-body dynamics due to
their long coherence times and tunability [1, 2] and, in
particular, to study rich impurity physics [3{10]. In re-
cent years, much progress has been achieved in realiz-
ing quantum impurities interacting with many-body en-
vironments. Examples include quantum degenerate gases
consisting of a single atom type, where a few atoms are
transferred to a dierent hyperne state [11{15], ions im-
mersed in quantum gases [16{18], and strongly imbal-
anced mixtures of multiple atomic species [19{22]. Im-
purity atoms generally have several hyperne states that
interact dierently with the host particles. Coherent con-
trol of these states allows one to probe the inuence of
environmental coupling on impurity dynamics, e.g. in
Fermi polarons, which are impurities dressed by particle-
hole pairs [23{27]. So far experimental studies focused
mostly on the spectral properties [11, 20, 21] and mass
renormalization [12, 14] of polarons. However, very re-
cently Rabi oscillations of moving quantum spins, en-
coded in two hyperne states of the impurity atoms, have
been explored [20], which gave further insights into po-
laron dynamics.
Inspired by the tremendous experimental progress,
here we analyze the dynamics of a quantum spin inter-
acting with an ultracold fermionic bath (Fig.1(a){(b)).
We consider a situation where the spin performs radio-
frequency (RF) driven Rabi oscillations, and study their
frequency renormalization and damping due to spin-bath
interactions. We nd that this system realizes various
regimes of dissipative dynamics. Moreover, we predict
an emergent inversion of the steady-state magnetization
when the scattering potential creates a bound state yet
the driving is tuned to a metastable state in which the
bound state remains unoccupied.
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FIG. 1. (Color online) (a) A driven quantum spin, which
is dissipatively coupled to a bath of fermions, can be experi-
mentally realized with localized impurity atoms (sphere with
arrow) that are immersed in a Fermi gas (small spheres). (b)
Two hyperne states of the impurities are driven by RF elds
of strength 
0 detuned from the bare transition by . (c)
The sign of the steady-state magnetization mz of the driven
quantum spin is shown as a function of inverse scattering
length 1=kFa and detuning =EF. Along the solid lines mz
vanishes and non-trivial powerlaw frequency renormalizations
and damping of the Rabi oscillations are found. A transi-
tion from normal mz > 0 to inverted mz < 0 magnetization
emerges below the metastable state, red shaded area.
We consider an experimentally relevant situation
where the host fermions interact with the impurity via
contact interactions, such that only s-wave scattering
is important. Without loss of generality, we assume
that only one of the spin states, j"i, interacts with host
fermions with scattering length a, while the other, j#i,
does not. This scenario has been experimentally real-
ized e.g. in [20, 21]. We mostly focus on the case when
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the quantum spin can be treated as immobile (this is
true when the impurity is localized by a strong poten-
tial [28] or is very heavy compared to host fermions).
Two cases should be distinguished: (1) a < 0, when the
impurity potential does not create a bound state, and
(2) a > 0, when a bound state exists [29, 30]. We show
below through analytic arguments and numerical simu-
lations that in both cases, in the low-energy limit, our
problem maps onto the spin-boson model with an ohmic
bath, characterized by the low-energy spectral density
J(!) = 2! [31{33] where  is the dimensionless cou-
pling strength, that is widely tunable by changing the
scattering length a. Further, the energy dierence be-
tween the two states in the spin-boson model is controlled
by the frequency of the driving eld.
In case (1), a < 0, the dissipative coupling can be
related to the scattering phase shift at the Fermi level,
F =  tan 1(kFa), via
1 =
2
F
22 : (1)
Even richer is case (2), a > 0, where depending on the
driving frequency, the physics of the driven quantum spin
is governed by eective spin-boson models with two dif-
ferent couplings. When the driving frequency is such that
the bound state is populated during the Rabi oscillations,
the coupling constant of the equivalent spin-boson model
is
2 =
(F= + 1)2
2
: (2)
It is, however, also possible to tune the frequency to a
metastable state with unoccupied bound state. In that
case, the coupling constant of the equivalent spin-boson
model is given by 1, as in case (1). This allows one
to explore a much broader range of coupling parame-
ters, and, in particular, to approach the overdamped
regime [31]. Further, the dissipative phase transition of
the spin-boson model at  = 1 [31] can be explored with
a multi-component Fermi bath.
Model.|Our system is described by an eective one-
dimensional Hamiltonian
^ H = ^ H0 + j"ih"j 
 ^ V + 
0^ x   ^ z ; (3)
where ^ H0 =
P
k kc
y
kck is the Hamiltonian of the host
fermions and ^ V = V
L
P
k;q c
y
kcq is the contact impurity
scattering potential. The last two terms of Eq.(3) model
the RF driving of the two impurity spin states j#i, j"i.
The parameters 
0 and  represent the tunneling ampli-
tude between two spin states and the detuning, and can
be independently controlled in experiment by changing
the strength and frequency of the RF eld. We will be
interested in the situation where at t < 0 the spin is in
the j#i state, and fermions are in the ground state jFSi.
The driving is turned on at t = 0. We will explore how
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FIG. 2. (Color online) Time dependent occupation n# of
the state j#i at resonance  = 0 for driving strength 
0 =
0:1EF. The Rabi oscillations are strongly damped and their
frequencies renormalized. (a) n# for negative scattering length
kFa = f 0:5; 5:0g. (b) n# for the positive scattering length
kFa = 2 and RF eld tuned to  = E and to  = E+Eb 
EF, respectively. In all cases the steady-state magnetization
is zero. Solid lines are numerical results from the simulation
of (3) and dashed lines are obtained from perturbation theory.
the populations of the two spin states, n := h^ n(t)i,
 2 f#;"g, which are readily accessible in experiments,
evolve with time.
Relation to spin-boson model.|In order to es-
tablish a low-energy description of our model for the
case a < 0 (no bound state), we bosonize Hamiltonian
(3) [4, 34{37] and nd
^ H =
X
q
vFjqjby
qbq +
p
21vF
X
q>0
 q
2L
1=2
(by
q + bq)^ z
+ 
0^ x + ^ z ; (4)
which corresponds to the spin-boson model with an
ohmic bath and dimensionless coupling 1. Eq.(1) re-
lates 1 to the parameters of the microscopic model.
The energy of the j"i state is renormalized by the in-
teractions with the Fermi sea (3) [38]:
E =  
Z EF
0
dE

(
p
2mE); (5)
where m is the mass of host atoms and EF is the Fermi
energy. Thus, the two families of states, one involving the
j#i state and the other the j"i state, become eectively
degenerate when the detuning compensates the energy
renormalization, i.e.,  = E. Generally, the energy
dierence is  =   + E, which describes the eective
bias of the quantum spin. The eective bias , determines
the steady-state magnetization mz := limt!1fh^ n"(t)i  
h^ n#(t)ig [39, 40], whose sign we plot in Fig.1(c) as a
function of the detuning  and the scattering length a.
For  = 0, i.e. along the solid red line, mz = 0.
For a > 0, the situation is more involved, because of
the presence of the bound state whose population dy-
namics inuences the oscillations of the quantum spin.
The oscillations occur between two families of states, one3
with the quantum spin in the j#i state and the other
with the quantum spin in the j"i state. Our nding is
that the latter can be either the ground state of the spin-
up sector j	
g
"i in which the bound state is occupied, or
the metastable state j	m
" i in which the bound state is
empty.
In order to understand the two regimes and their prop-
erties, it is instructive to consider the correlation func-
tion F(t) = h	#je i ^ Htj	#i. It should be noted that F(t)
determines spectral, rather than dynamical properties,
yet, it will give us useful intuition. Following Yuval and
Anderson [41, 42], F(t) can be represented as a pertur-
bative series in 
0, where at order n the spin ips n
times at times t1; t2; ::: tn. This reduces the problem
to understanding the response of the Fermi gas to a po-
tential introduced at t1; t3; ::: tn. In the absence of the
bound state, such responses have a characteristic form
of a Cauchy determinant [41]. The only parameter that
enters those expressions is 1. To obtain F(t), one then
should sum over dierent spin ip times.
When the impurity potential creates a bound state,
the response of the Fermi gas for a given spin trajectory
contains dierent contributions, coming from the inter-
mediate states in which the bound state is either lled
or empty. However, when detuning is such that j	#i is
resonant with either the metastable j	m
" i or the ground
state j	
g
"i, the contributions from intermediate states of
one kind would dominate. Contributions of the other
kind will oscillate rapidly (due to the large energy dif-
ference involved) and therefore, upon integration, their
contribution will become negligible.
For the case of only one spin ip, when the re-
sponse function corresponds to the Anderson orthogo-
nality catastrophe [43{45] it is known that both contri-
butions have a similar power-law form, but with dierent
exponents. The rst contribution (empty bound state)
is characterized by an exponent 21, while the second
one (lled bound state) by 22. Generalizing this to the
case of many spin ips, one can show, by extending the
analysis of Combescot and Nozi eres [29], that the second
contribution has the same form as the rst one, but with
exponent 22. Thus, F(t) is characterized by either 1
or 2 depending on the resonance condition.
The above argument strongly suggests that, eectively,
our model becomes equivalent to the spin-boson model
with coupling 2 when  = E + Eb   EF, Eb being
the bound state energy, [blue line in Fig.1(c)] and with
1 when  = E, [red line in Fig.1(c)]. To substanti-
ate this expectation, we performed numerical simulations
of the spin dynamics of Hamiltonian (3) using matrix
product states (MPS), where the initial ground state of
the system is determined by density matrix renormaliza-
tion group [46, 47]. The time evolution with switched-on
driving eld is calculated with time evolving block dec-
imation [48, 49]. We choose in (3) the dispersion of a
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FIG. 3. (Color online) Powerlaw renormalization of the
dressed Rabi frequency 
0 at resonance  = 0 due to coupling
to the bath. (a) Dressed Rabi frequency 
=
0 as a function of
the inverse scattering length 1=kFa for two dierent driving
eld strengths 
0 = 0:05EF and 
0 = 0:1EF. (b) Scaling of

=
0 as a function of 
0 for dierent values of the interaction
strength kFa. The data is shown on a double logarithmic
scale. The numerical results (symbols) are well described by
analytic formula (6) (solid lines).
one-dimensional lattice k =  2J cosk at half lling [50],
for which we nd the relation  kFa = V=vF by com-
paring the scattering phase shift of the lattice and the
continuum. We measure the occupation of the hyperne
states ^ n# and ^ n", respectively, from which we extract the
renormalized Rabi frequency as well as damping by t-
ting to a damped, harmonic oscillator superimposed with
a linear slope [37].
Driving at resonance ( = 0).|We rst consider
zero eective detuning  = 0 and thus follow the solid
lines in Fig.1(c), where mz = 0. The numerically cal-
culated time evolution of n# for driving strength 
0 =
0:1EF, negative scattering length a < 0, and  = E is
shown in Fig.2(a), solid lines. With increasing interac-
tion strength jkFaj, the Rabi frequency 
 is strongly re-
duced while the damping rate  is enhanced. n# is shown
in (b) for positive scattering length kFa = 2 but dierent
values of the detuning  = E and  = E +Eb EF.
When tuning to the bound state branch the dressed
Rabi frequency decreases signicantly, illustrating that
the coupling  increases due to the increase of scattering
phase shift by .
To conrm the equivalence of the dynamics to that
of the spin-boson model, we t the numerical data by
the analytical results obtained from noninteracting blip
approximation (NIBA), which is a weak coupling expan-
sion valid for   1=2 and at short times [31, 51]. Un-
der NIBA the dynamics is divided into coherent and in-
coherent contributions. The coherent part consists of
dressed Rabi oscillations of frequency 
 with a super-
imposed exponential damping  which are universally
related through 
= =  tan=(2   2). The dressed
Rabi frequency 
 can be expressed as [31]
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FIG. 4. (Color online) Time dependent occupation n# o
resonance  6= 0 for a driving strength 
0 = 0:1EF and scat-
tering length (a) kFa =  2 and (b) kFa = 2. For the latter
the detuning is chosen with respect to the metastable branch.
Solid lines are numerical and dashed lines perturbative re-
sults.
with F() := [ (1   2)cos()]
1
2(1 ) sin 
2(1 ) and !c
is the high energy cuto of the spin-boson theory. For

0 < !c this equation gives a reduction of the dressed
Rabi frequency 
 as compared to the driving strength

0. The dashed curves in Fig.2 are obtained from NIBA
with the high energy cuto as the only tting parameter.
For small interaction and at short to medium time scales
NIBA describes the dynamics well.
We extracted the renormalization of the Rabi fre-
quency for several values of interaction strength and de-
tuning for 
0 = 0:05EF and 
0 = 0:1EF, Fig.3(a).
The branch present for both positive and negative val-
ues of scattering length is obtained by setting  = E,
while the second branch at a > 0 is obtained with
 = E + Eb   EF. For small positive kFa the driving
cannot couple eectively to the bound state as its wave-
function is of small spatial extend; hence for the ground
state branch symbols are shown for kFa >  1. The pow-
erlaw renormalization (6) of the dressed Rabi frequency
is demonstrated in Fig.3(b). Thus we can conclude that
the dynamics of our system is well-described by an ef-
fective spin-boson model for both positive and negative
scattering length.
Driving o resonance ( 6= 0).|The case of o-
resonant driving ( 6= 0) eectively corresponds to a bi-
ased spin-boson model. Depending on the sign of , the
quantum spin has either positive or negative steady-state
magnetization mz, Fig.1(c).
In Fig.4 the numerically evaluated time-dependent oc-
cupation n#, solid lines, is shown for 
0 = 0:1EF, eec-
tive detuning  = 0:15EF, and (a) kFa =  2 and (b)
kFa = 2. These numerical results are compared to a weak
coupling expansion to rst order in the blip-blip interac-
tion [39, 40], dashed lines. For negative scattering length
(a) and  > 0 a quantum spin prepared in j#i decoheres
only weakly; in agreement with mz < 0, Fig.1(c). For
 < 0 (mz > 0), the occupation slowly ips with a rate
that is indirect proportional to the detuning. In (b) the
system is slightly detuned from the metastable branch.
For  < 0 the magnetization slowly reverts from nega-
tive to positive, indicating mz > 0, while for  > 0, the
j#i state remains highly occupied over long times, sup-
porting the region of inverted magnetization below the
metastable branch shown in Fig.1(c).
Summary and discussion.|We studied the dynam-
ics of a driven quantum spin coupled to a fermionic bath
which can be realized with an imbalanced mixture of
ultracold atoms. Two hyperne-states of the minority
atoms serve as spin states and atoms themselves are spa-
tially localized by a strong optical lattice [28]. We used
the mapping to the spin-boson model to study the prob-
lem analytically. For the unbiased case ( = 0), the spin-
boson model exhibits a dissipative phase transition at
coupling  = 1 [31{33]. With a single component bath,
the coupling can take values (1) 0 < 1 < 1=8 and (2)
1=8 < 2 < 1=2. For a < 0 range (1) can be explored,
while for a > 0 both ranges are accessible. To explore an
even broader range of , one may consider an impurity
immersed in a multi-component Fermi gas. Such gases
can e.g. be realized with alkaline-earth atoms [52{54]
that obey SU(N) symmetry for which the coupling con-
stant is enhanced by N compared to the single-channel
case. Thus, for N > 2 it should be possible to explore
the dissipative phase transition.
Qualitatively, the existence of two resonances is rem-
iniscent of experiments [20, 21], which studied mobile
impurities interacting with a three-dimensional Fermi
gas. In this case, at a > 0 stable and metastable po-
laron branches have been observed. Moreover, authors
of Ref. [20] experimentally studied Rabi oscillations of
the impurity spin at resonance. It should be noted, how-
ever, that for a mobile impurity, eectively, the Fermi
gas provides a sub-ohmic, rather than ohmic bath. In
this case the eect of the bath is generally described by
damping, and no dissipative phase transition exists [31].
It is possible, however, that at short times, and for heavy
impurities (as was the case in Ref. [20]), our results will
still be applicable at least qualitatively.
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Supplemental material for:
Dissipative dynamics of a driven quantum spin coupled to a bath of ultracold fermions
Bosonization of the Hamiltonian
Here, we provide details on the bosonization of Hamiltonian (3). The low-energy description for the free fermion
part is [36]
^ H0 =
X
k
kc
y
kck !
X
k
vFk(c
y
kRckR   c
y
kLckL) =
X
k
vFk(c
y
kRckR + c
y
 kLc kL) ; (7)
where we introduced left (L) and right (R) movers. We now consider new particles by performing the canonical
transformation
akR =
1
p
2
(ckR + c kL) (8a)
akL =
1
p
2
( ckR + c kL) : (8b)
These new particles are fermions as they obey the respective anticommutation relations. Using the transformation
Eq.(8), the free Hamiltonian reads
^ H0 !
X
k
vFk(a
y
kRakR + a
y
kLakL) ; (9)
which can be expressed as
^ H0 !
vF
2
Z
dx(r)2 + (r)2 =
X
q
vFjqjby
qbq : (10)
using the standard bosonization prescription [36].
The transformation (8) combines positive and negative momenta of the original fermions. Therefore, it would not
be useful if generic quartic interactions were present in the Hamiltonian as those would be non-local in the new
operators [36]. For our model, however, one nds that the interaction part between the fermions and the impurity
couples only to the new right moving fermions
^ V =
V
L
X
k;q
c
y
kcq !
V
L
X
k;q
(c
y
kR + c
y
kL)(cqR + cqL) =
2V
L
X
k;q
a
y
kRakR
=  2V
rh(0)

=  2V
X
q>0
 q
2L
1=2
(by
q + bq): (11)
In the second line we made use of the fact that right moving particles with full degrees of freedom can be equivalently
expressed as left and right moving particles with half as many degrees of freedom via the relation aR(x < 0) =
aL( x) [36]. To indicate that only half of the degree's of freedom have to be considered we added the subscript h to
the eld (x). The full interaction part thus transforms as
j"ih"j ^ V !  V (^ z + ^ 1)
rh(0)

; (12)
where ^ z is shifted by the identity, since in the fermionic model the interaction is proportional to j"ih"j. The local
forward scattering  V
rh(0)
 can be removed by a transformation of the form
~ h(x) = h(x)  
V
vF
(x); ~  h(x) =  h(x) ; (13)7
where  is the Heaviside step function. In Eq.(13) we transformed half of the degrees of freedom indicated by h while
the other half  h remains invariant. With that one nds for the low energy properties of Hamiltonian (3)
^ H 
vF
2
Z
dx

(r)2 + (r)2  
2V
vF
(^ z + ^ 1)rh(x)(x)

+ 
0^ x   ^ z
=
vF
2
Z
dx

(r)2 + (r~ )2 +
2V
vF
r~ h(x)(x) +
V 2
v2
F
(x)
 
2V
vF
(^ z + ^ 1)

r~ h(x)(x) +
V
vF
(x)

+ 
0^ x   ^ z
=
vF
2
Z
dx
h
(r)2 + (r~ )2
i
  V ^ z
r~ h(0)

+ 
0^ x  (
V 2
vF
+ )
| {z }
=
^ z + const.
In standard boson notation the Hamiltonian reads
^ H =
X
q
vFjqjby
qbq + V
X
q>0
 q
2L
1=2
(by
q + bq)^ z + 
^ x + ^ z ; (14)
which corresponds to Eq. (4) in the main text when identifying
 =
V 2
22v2
F
: (15)
We obtain the latter relation from comparison with the spectral-density of the spin-boson model [31]
J(!) =
X
q
2
q(!   vFjqj) ; (16)
where q describes the coupling to the bath. For an ohmic bath, the low-energy spectral function is of the form
J(!) = 2! : (17)
Comparing Eq.(14) with the spin-boson model [31], we nd q = 2V
  q
2L
1=2
for q > 0 and q = 0 for q < 0 and
thus
J(!) =
V 2
2
Z 1
0
dq q (!   vFjqj) = 2
V 2
22v2
F
! : (18)
From Eqs.(17) and (18) we then nd Eq.(15).
Numerical values
In Tab.I we list numerical values for the ground state energy E, the spin-bath coupling 1, 2, and the energy
renormalization E, E + Eb   EF as a function of the interaction strength V (kFa) obtained from the lattice
model, which we simulate using matrix product states. The considered system consists of L = 200 sites and N = 100
particles.8
TABLE I. Numerical values for the ground state energy E, the spin-bath coupling 1, 2, and the energy renormalization E,
E + Eb   EF as a function of the interaction strength V (kFa).
V kFa E 1 E 2 E + Eb   EF
0.00 0.00 -127.462 0.000
0.10 -0.05 -127.413 0.000 0.0488
0.20 -0.10 -127.367 0.001 0.0950
0.30 -0.15 -127.323 0.001 0.1388
0.40 -0.20 -127.282 0.002 0.1803
0.45 -0.23 -127.262 0.002 0.2001
0.50 -0.25 -127.243 0.003 0.2193
0.60 -0.30 -127.206 0.004 0.2561
0.70 -0.35 -127.171 0.006 0.2907
0.80 -0.40 -127.139 0.007 0.3232
0.90 -0.45 -127.108 0.009 0.3537
1.00 -0.50 -127.080 0.011 0.3823
1.20 -0.60 -127.028 0.015 0.4343
1.40 -0.70 -126.982 0.019 0.4799
1.60 -0.80 -126.942 0.023 0.5201
1.80 -0.90 -126.906 0.027 0.5555
2.00 -1.00 -126.875 0.031 0.5868
4.00 -2.00 -126.696 0.062 0.7659
6.00 -3.00 -126.622 0.079 0.8402
10.00 -5.00 -126.558 0.096 0.9040
14.00 -7.00 -126.530 0.103 0.9322
20.00 -10.00 -126.508 0.110 0.9536
40.00 -20.00 -126.483 0.117 0.9787
60.00 -30.00 -126.475 0.120 0.9871
100.00 -50.00 -126.468 0.122 0.9938
-100.00 50.00 -226.468 0.122 -99.0062 0.128 1.0138
-60.00 30.00 -186.475 0.120 -59.0129 0.130 1.0204
-40.00 20.00 -166.483 0.117 -39.0213 0.133 1.0287
-20.00 10.00 -146.508 0.110 -19.0464 0.141 1.0533
-14.00 7.00 -140.530 0.103 -13.0678 0.149 1.0743
-10.00 5.00 -136.558 0.096 -9.0960 0.158 1.1020
-6.00 3.00 -132.622 0.079 -5.1598 0.181 1.1648
-4.00 2.00 -130.696 0.062 -3.2341 0.210 1.2380
-2.00 1.00 -128.875 0.031 -1.4132 0.281 1.4152
-1.80 0.90 -128.706 0.027 -1.2445 0.294 1.4462
-1.60 0.80 -128.542 0.023 -1.0799 0.308 1.4814
-1.40 0.70 -128.382 0.019 -0.9201 0.324 1.5213
-1.20 0.60 -128.228 0.015 -0.7657 0.343 1.5667
-1.00 0.50 -128.080 0.011 -0.6177 0.363 1.6184
-0.90 0.45 -128.008 0.009 -0.5463 0.374 1.6469
-0.80 0.40 -127.939 0.007 -0.4768 0.386 1.6773
-0.70 0.35 -127.871 0.006 -0.4093 0.399 1.7097
-0.60 0.30 -127.806 0.004 -0.3439 0.412 1.7442
-0.50 0.25 -127.743 0.003 -0.2807 0.425 1.7809
-0.45 0.23 -127.712 0.002 -0.2499 0.432 1.8001
-0.40 0.20 -127.682 0.002 -0.2197 0.439 1.8199
-0.30 0.15 -127.623 0.001 -0.1612 0.454 1.8612
-0.20 0.10 -127.567 0.001 -0.1050 0.469 1.9050
-0.10 0.05 -127.513 0.000 -0.0512 0.484 1.9513