Abstract-Current proposals of automated traffic monitoring systems for highways require high investment in terms of installation and maintenance, especially because these systems rely on a central element which is responsible for inferring and disseminating the traffic conditions. This paper presents DTraMS (Decentralized Traffic Monitoring System), a system that monitors and disseminates traffic conditions using a decentralized infrastructure. On board units and road side units do not necessarily need to be interconnected, nor connected to a central computer. These elements exchange information to update their tables that describe the traffic conditions of each route section. Vehicles serve as data mules that disseminate the information, whereas road side units store and combine the information received from them. To validate DTraMS, a prototype was implemented using IEEE 802.11b/g and experiments were performed on the campus of Federal University of Rio de Janeiro. The comparison of the results obtained with DTraMS and data obtained with a GPS shows that DTraMS is accurate in detecting both the position of the vehicle and on estimating the road condition.
I. INTRODUCTION
According to the European DG TREN (Directorate-General for Energy and Transport), the number of cars increases about 3 million per year [1] in Europe. Only in the Brazilian State of Rio de Janeiro, this number grows by 250,000 every year. In 2013, the state accounts already for more than 5 million vehicles on the roads. The large number of vehicles in circulation has an enormous impact on the amount of traffic jams experienced by drivers. In this scenario, transportation departments all around the world are looking for new traffic monitoring solutions that are hopefully less expensive, more reliable, and more automated [2] .
Traffic monitoring is frequently performed by visual inspection, e.g., by means of video cameras strategically positioned [3] , [4] . These systems depend on human control and are inefficient since they can neither react nor foresee potential circulation problems. Another commonplace option is the use of sensors installed along the roads [5] , [6] . These sensors, however, may have a high cost. For instance, each inductive loop detector, including hardware and controllers, can cost several thousands of dollars (around US$8,000) [2] . Another important characteristic of the present scenario is the incredible dissemination of smartphones. As a consequence, recently proposed automated traffic monitoring systems combine the use of GPS (Global Positioning System) [7] , [8] with 3G [9] , [10] or IEEE 802.11 networks [9] , [11] - [13] to determine the vehicle density on the road. In most of these systems, the gathered information is sent to a central unit for compilation and publishing. From the smartphone viewpoint, the shortcoming of combining GPS with 3G/4G is battery consumption, three times larger than only using IEEE 802.11 [13] , [14] . An additional issue of the 3G/4G technology, besides the cost to the final user, is the limited maximum rate imposed to users to avoid network congestion [15] .
In this paper, we propose DTraMS, a low-cost Decentralized Traffic Monitoring System to provide information regarding vehicle speed as an alternative to the current traffic monitoring systems. The basic idea is to rely on user cooperation to keep the system economically viable and scalable. Users only need a mobile device equipped with an IEEE 802.11 interface to participate in the system. Using only the information available on IEEE 802.11 beacon frames, which is anyway periodically sent by access points (APs) [16] , DTraMS infers the traffic conditions, collaboratively. In DTraMS, each OnBoard Unit (OBU) is responsible of inferring its speed on each road segment and to send the obtained measurements to Road Side Units (RSUs). Upon receiving such information, each RSU updates a local database, called an SCT (Segment  Condition Table) , which contains speed information about each road segment. It is worth mentioning that the entire process does not require connection between RSUs. This way, DTraMS can be used even on roads where there is no communication infrastructure connecting RSUs. This aspect, however, leads to a challenge concerning synchronization. Since there is no centralized element, it is not possible to guarantee the synchronization between the all of the device clocks. To circumvent this shortcoming, we use a control mechanism similar to the lease control of DHCP (Dynamic Host Configuration Protocol) [17] , where the lifetime is in seconds and each device decreases the time to zero, based on the local clock. Although DTraMS uses IEEE 802.11 to define the vehicle location, it is possibile to use GPS. Therefore, since the GPS is not needed, we save battery which is frequently an issue for smartphone applications.
We have implemented a DTraMS prototype using IEEE 802.11 networks. The experiments conducted in the Campus of the Federal University of Rio de Janeiro (UFRJ), Brazil, show that it is possible to monitor the traffic conditions based on the received signal strength indicator (RSSI). We have 978-1-4799-0543-0/13/$31.00 ©2013 IEEE evaluated the accuracy of the results by comparing them to GPS data, showing that the obtained values are quite similar. The results also attest that with a signal power as low as −60 dBm, we have a discrepancy of less than 3 meters when comparing OBU and RSU position (previous experiments present similar results even in scenarios with high number of vehicles and IEEE 802.11 networks [11] .). This paper is organized as follows. Section II details the traffic monitoring system architecture, including its algorithms, and the prototype implemented using IEEE 802.11 b/g. Section III analyzes the experimental results. Finally, Section IV concludes this work and investigates possible future directions. Figure 1 presents the elements of the DTraMS architecture: the mobile on-board units inside vehicles and static roadside units. The OBU may be any portable device running the client application inside a vehicle on the road. It could be a laptop, a tablet, a smartphone or any other device that has a network interface that supports the IEEE 802.11 b/g. An RSU, on the other hand, is composed of an access point inside an hermetic box [18] . In the example scenario of Figure 1 , RSUs are installed at bus stops. We consider that users inside vehicles have IEEE 802.11 devices, the road has traffic flowing in both directions, and that the distances between RSUs are known. As there is no connection between RSUs, vehicles fulfill the role of communication links, allowing each RSU to have information about traffic conditions on the road. We assume define a road segment as the portion of road between two consecutive RSUs ( Figure 1) . As a consequence, the number of road segments is proportional to the number of RSUs (N RSU ). Because each direction of the road is considered a different road segment, the number of road segments, N RS , is given by:
II. DTRAMS
where N D is the number of directions. In this proposal, N D is always a multiple of two.
In our architecture, each unit maintains an important data structure, called a Segment Condition Tables (SCT) , wihich is used to exchange information between OBUs and RSUs. Figure 2 illustrates the structure of SCTs which are composed of entries representing each road segment. These entries, i.e., each line on SCT, have three fields: Road Segment, road segment Condition, and TTL (Time To Live). The Road segment is the unique identifier of each road segment, which is used for table comparison. The Condition field represents the current average speed in the road segment, and the TTL represents the lifetime of each table entry. The TTL has basically three functions: it defines the lifetime of each entry, assigns higher weight to more recent entries, and minimizes the lack of synchronization between clocks. Section II-B presents more details about the TTL utilization in DTraMS. In DTraMS, the RSSI value is used to define the moment when the OBU crossed an RSU. Since the received power value varies as the vehicle moves, we consider that the OBU is closest to an RSU when it observes the maximum RSSI value from it. The value of RSSI is simply obtained from the beacon frames of IEEE 802.11 networks. Beacons are periodically sent by IEEE 802.11 access points, by default in the standard, every 100 ms [16] . In total, we use three informations obtained from the beacons: the ESSID (Extended Service Set Identification), the BSSID (Basic Service Set Identification) of the RSU, and the power level of the received signal. The ESSID is the network identifier in the IEEE 802.11 standard. In DTraMS, it serves also as the road identifier. The BSSID, on the other hand, is the MAC address of the access point, which corresponds to the RSU in DTraMS. This information can be captured even if the OBU is not yet associated to the RSU, because it is gathered from the 802.11 beacons. It suffices to use the network interface in monitor mode before the OBU associates with the RSU.
A. Algorithms of DTraMS
In DTraMS, the OBU is responsible to compute the mean speed in the road segment, update the local SCT, detect the best moment to send the local SCT to the closest RSU, and send the local SCT to this RSU. Submitting this information, the RSU can at least update the entries of its SCT concerning previous road segments, since the new TTL values are higher.
Analyzing Figure 1 , when the OBU reaches the end of the road segment 1, it updates and sends the local SCT to RSU 2, where at least the information from road segments 1 and 4 will be latest. Although the vehicle has not passed by the segment 4, it has received the segment condition from RSU 1.
1)
On-Board Unit: Algorithm 1 presents the routine executed by an OBU. As shown in the algorithm, each OBU searches a known ESSID within received beacon frames (lines 5 and 41) and, upon finding one, it stores the RSSI values and tries to associate to the RSU (lines 6 to 9). After the association process, the OBU receives the SCT from the RSU and compares it with its local SCT, entry per entry (lines 10 to 19) (initially, the TTL value is zero). It is worth mentioning that the number of entries is equal to number of road segments. When the TTL of the received SCT is higher than the TTL of the local SCT, the information about the road segment is updated. Figure 2 illustrates the comparison, where the local table, at instant t + 1, is updated after comparing the tables at instant t.
The next step is to define the moment when the vehicle passes by an RSU. The OBU compares two values, the highest and the last RSSI value received. When the maximum RSSI received is 10 dBm higher than the last RSSI received, we consider that the vehicle has already passed by the RSU and is getting more distant. The interval of 10 dBm is based on results obtained in previous experiments [11] . The OBU uses the time interval between the two last RSUs as estimated to calculate the mean speed on the road segment. The OBU updates the local SCT and sends the table to the RSU. These steps are represented in the lines 20 to 32 of the Algorithm 1.
Finally, after disconnecting (line 30, of the Algorithm 1), it is important to avoid a new OBU association to the previous RSU which it has just passed by (lines 31 and 32).
2) Road Side Unit: Algorithm 2 presents the routines executed by an RSU. As shown in Algorithm 2, each RSU announces its current SCT to the OBU which is completing the association process (lines 3 and 4). This way, the RSU shares the traffic conditions about the road with nearby OBUs, in both directions. When the RSU receives an SCT from an OBU, it also needs to compare the received information with its local information (lines 4 to 8). If the received TTL for a road segment is higher, it updates its entries (lines 9 to 11). Nevertheless, in most cases, we may have several vehicles sending data simultaneously. Since vehicles may present different mean speeds according to each lane condition, the RSU calculates the harmonic mean to infer the current condition of the road segment (lines 13 to 16). Using Equation 2, the system assigns a higher weight to the most recent information.
where v i is the OBU mean speed and HM RS (t − 1) is the previous harmonic mean value on the road segment.
To identify in which road segment the OBU is, or define the vehicle direction, we use the last and the present RSUs. This verification is done using a local XML file, in the format of Listing 1. It is possible to check in the list the extension of the road segment and that the road segment is composed of two RSUs (lines 4, 8, and 16). The local file also stores information about each RSU, in this example: the ESSID (lines 7 and 15), MAC addresses, and geographic coordinates (lines 10, 11, 18, and 19) . We consider that the client application knows the road where the vehicle is traveling. This is a input value of the client application. 
B. TTL Mechanism
In DTraMS, we do not assume synchronization between clocks inside OBUs and RSUs since the scenario is partially disconnected. Nevertheless, we assume that each device is responsible for decrementing its local TTL based on local time. Thus, the TTL value is decremented every second. The lack of synchronization is minimized and restricted to the time needed for the SCT exchange between the RSU and the OBU. The maximum TTL value depends on the road characteristics, such as the number of lanes, length, and speed limit. On the one hand, a maximum TTL too small may not allow the update of the road conditions in distant road segments. The slower the road speed limit, the worse is this effect because if ESSID is known then
7:
actualAP ← MACAP ;
8:
Store actualP ower in a ordered vector;
9:
Try to associate;
10:
if It is associated then
11:
Receive SCT from the RSU;
12:
numLine ← 1;
13:
while numLine < numRS do
14:
if T T Lrecent Linex < T T L received Linex then 15: 
where i is the current road segment, p(i) is the probability of traffic jam occurrence in that road segment, n is the number of road segments, and t RSi is the mean time to pass by the current road segment. The probability of traffic jam occurrence (p(i)) is a input value, based, i.e., on historical data.
Algorithm 2 Algorithm executed by an RSU.
Input: The instant when the OBU has crossed the RSU. Output: Harmonic mean of road segments.
1: numRS = ((numRSU − 1) * numD ); 2: while true do 3:
Receive association request;
4:
Send the current local SCT plus the network settings;
5:
Wait for an updated SCT;
6:
Receive the updated SCT;
7:
8:
while numLine < numRS do //Compare received SCT with local SCT;
9:
if T T LRecent Linex = 0 then 10:
11:
12:
14:
; 15: 
III. FIELD EXPERIMENTS AND ANALYSIS
In the experiments, we use a real scenario set up in the campus of the Federal University of Rio de Janeiro, Brazil. The RSUs are installed inside hermetic boxes and powersupplied by 12 V batteries and a 5 V voltage regulator, as shown in Figures 4 and 5 . The client application runs on a Sony Vaio laptop with a processor Intel I5-3210m, 6 GB of RAM, 640 GB of hard disk, and an IEEE 802.11 network interface. For comparison purposes, we use a GPS model u-Blox 5, which gives the OBU position four times per second. The client application was implemented using Python.
In our experiments, we use two RSUs and one OBU. Figures 4 and 5 present the road segments. We had other vehicles travelling at the same time in different lanes. The OBU measures the association time (starting when OBU receives the first beacon from the RSU), the time required for IP configuration, the time to execute the exchange of tables, and the moment of disconnection. It is worh mentioning that our experimentation scenario was prone to intereferences from other wireless networks. We have detected 11 IEEE 802.11 b/g networks in channel 9 or 11. We use the channel 11 in the OBU. the table and Table received , interval between request of the SCT and response; Desconnecting, instant when OBU disconnect to RSU; and Waiting, waiting to next RSU. Figure 7 presents the DTraMS behaviour in 8 rounds. Each round represents the moment when the vehicle reaches the end of a road segment. The time interval between the moment that the OBU detects a known ESSID and when it associates to the RSU varies from 6 to 11 seconds. It took 3 to 9 seconds to receive the network settings from the RSU plus the time needed to receive and send the SCT. The mean time to receive the SCT is 2 seconds. Experiments using fixed IP address in the OBU have reduced the time needed to finish the network configuration from 3-9 seconds to less than 1 second. The association and the reception of network settings are the steps that take longer. In this case, we can think of at least two options to reduce the time needed for the algorithm execution when using IEEE 802.11 b/g. The first is the the utilization of a predefined IP address in OBUs. The second option would be to make the first access point as the sole responsible for distributing IP addresses. In the second option, the initial step would only happen when the vehicle enters the road.
Another option is to consider IEEE 802.11 p [19] , the 802.11 variant which is part of the WAVE (Wireless Access in Vehicular Environment) protocol suite. In the IEEE 802.11p standard, a station in "WAVE mode" can transmit and receive data frames without establishing a BSS (Basic Service Set). Consequently, OBUs do not need to wait for the association and authentication procedures before exchanging data. Stations with IEEE 802.11 p use the wildcard BSSID in the frames header. Using 802.11 p, the association time would be reduced. In the WAVE protocol family, the WAVE Short Message Protocol (WSMP) is an alternative to TCP/UDP and IPv6. WSMP allows applications to have direct control over physical layer characteristics, such as channel and transmission power used to send messages. The sending application also provides the MAC address of the target device, although there is the possibility of using the broadcast address. Even if IEEE 802.11p is specific for vehicular networks, we have used IEEE 802.11 b/g for two main reasons. First one is the possibility of evaluating the proposal in real scenarios since only a few 802.11p wireless cards are curently comercially available. The second reason is because IEEE 802.11b/g/n, besides its much larger availability, is present on a much larger variety of equipment, including smartphones, tablets, and laptops, and there is currently no reason for those type of devices to be equipped with the 802.11 p variant. To analyze the accuracy of DTraMS, we compare the OBU and RSU positions in the moment when the received signal power is higher. The results show that with a received signal power as low as −60 dBm we have a discrepancy of less than 3 meters. Previous experiments present similar results even in scenarios with high number of vehicles and 802.11 networks [11] . According to Boukerche et al. [20] , the error of location systems varies between 10 and 30m. Therefore, our result can be considered satisfactory since errors are minimized by predictable movements of client nodes. 
IV. CONCLUSIONS
This paper has presented DTraMS, a collaborative system for distributed monitoring of traffic using vehicular networks. In DTraMS, road-side units (RSUs) do not necessarily need to be connected to a control central, since vehicles fulfill the role of communication links, allowing each RSU to have information about traffic conditions on the road. Thus, DTraMS is well suited for highways without cellular coverage or energy infrastructure.
Experiments were carried out in a real scenario with very similar results to those obtained by a high-precision GPS. DTraMS is accurate in detecting both the position of the vehicle, with discrepancy of less than 3 meters, and on estimating the road condition, focus of this paper.
As future work we aim at simulating the DTraMS in larger scenarios using NS-3 [21] , aiming at analyzing the amount of traffic generated by the system, its scalability with respect to the number of cars, as well as the minimum number of cars needed for the system to provide the traffic conditions.
