In this paper the h -adaptive partition-of-unity method and the h -and hp -adaptive finite element method are applied to partial differential equations arising in quantum mechanics, namely, the Schrödinger equation with Coulomb and harmonic potentials, and the Poisson problem. Implementational details of the partition-of-unity method related to enforcing continuity with hanging nodes and the degeneracy of the basis are discussed. The partition-of-unity method is equipped with an a posteriori error estimator, thus enabling implementation of error-controlled adaptive mesh refinement strategies. To that end, local interpolation error estimates are derived for the partition-of-unity method enriched with a class of exponential functions. The results are the same as for the finite element method and thereby admit the usage of standard residual error indicators. The efficiency of the hadaptive partition-of-unity method is compared to the h -and hp -adaptive finite element method. The latter is implemented by adopting the analyticity estimate from Legendre coefficients. An extension of this approach to multiple solution vectors is proposed. Numerical results confirm the remarkable accuracy of the h -adaptive partition-of-unity approach. In case of the Hydrogen atom, the h -adaptive linear partition-of-unity method was found to be comparable to the hp -adaptive finite element method for the target eigenvalue accuracy of 10 −3 .
Introduction
Recently there has been an increase of interest in applying Finite Element (FE) methods to partial differential equations (PDEs) in quantum mechanics [7, 10, 13, 15, 19, 21, 39, 40, 47, 50, 53, 58, 60] , namely to the coupled eigenvalue and Poisson problems. In order to improve the accuracy of the solution, the basis set can be adaptively expanded through either refinement of the mesh (h -adaptivity) or the basis functions can be augmented by the introduction of higher polynomial degree basis functions (p -adaptivity). Since the solution is not smooth and contains cusp singularities, the application of the h -adaptive FEM may require very fine meshes and could be computationally inefficient. There are several approaches to circumvent this problem.
From the physical point of view, for ab initio calculation of molecules often core electrons (as opposed to valence electrons) behave in a similar way to single atom solutions. Thus one possesses an a priori knowledge of a part of the solution vectors to the eigenvalue problem. One of the approaches used to introduce this into a FE formulation is the Partition-of-Unity Method (PUM) [2, 43] , which is a generalization of the classical FE method. In PUM the enrichment functions are introduced into a basis as products with standard FE shape functions, thereby enlarging the standard FE space. As the standard FE functions satisfy the partition-of-unity property (that is, they sum to one in the whole domain), the resulting basis can reproduce enrichment functions exactly. In the continuum mechanics community this method is known as XFEM [8, 11, 16, 22, 25, 37, 51, 59] , originally popularized by Belytschko and Black [8] . For an overview on this topic we refer the reader to [9, 23, 52 ].
An alternative approach to the above is to combine h -and p -adaptivity resulting in what is termed as hp -adaptive FEM. For an overview of hp -adaptive refinement strategies we refer the reader to [46] . The general idea is that when the exact solution is smooth on the given element, p-adaptive refinement is more efficient and leads to a faster convergence; whereas if the solution is non-smooth (singular), h -adaptive refinement is performed. Thus in addition to a reliable error estimate and the choice of the marking strategy of elements for refinement, hp -adaptive methods need to decide which type of refinement to perform on a given element. In this work we use methods based on smoothness estimation [5, 18, 20, 28, 34, 42] . As those methods are normally employed for problems with a single solution vector, we propose an extension to multiple solution vectors as is required for the here considered eigenvalue problems.
Herein, our main focus is application of h -adaptive PUM and hp -adaptive FEM to PDEs in quantum mechanics, namely to the Schrödinger equation and the Poisson problem, and comparison of efficiency of these approaches. Application of the PUM to the above problems holds a significant promise to improve on accuracy of a standard (nonenriched) FE approximation. The corresponding numerical evidence can be found in [49, 53] , where convergence studies for PUM solutions obtained on uniformly refined meshes are performed.
In our paper, the PUM will be equipped with an a posteriori error estimator, thus enabling implementation of error-controlled adaptive mesh refinement strategies. As for the model problems, we limit ourselves to uncoupled eigenvalue and Poisson problems as analytic solutions are available for that case. All findings are expected to apply to more complicated cases when the two equations are coupled, such as those arising from the Density Functional Theory [33, 36] .
The outline of this paper is as follows: In section 2 the considered PDEs and their solution are introduced. The PUM and its implementational details are given in Section 3. Section 4 is devoted to the strategy to decide between h -and p -adaptive refinement.
Results of numerical studies of the chosen systems are presented in section 5, followed by some conclusions in Section 6. Finally, in the Appendix we rigorously derive the local interpolation error estimates for enrichment with a class of exponential functions.
Problem formulation
In order to motivate the use of the PUM, it is necessary to understand some of the difficulties arising from the classes of problems that we will evaluate in this work. In this manuscript we consider the following three-dimensional problems that have analytical solutions:
Eigenvalue problem
The eigenvalue problem that we will consider is the Schrödinger equation, for which we seek lowest eigenpairs (λ α , ψ α ) of
with two different (spherical) potentials V(x) = V(|x|) 1 . The first case is the the Coulomb potential V(x) = −1/ |x|, which corresponds to the Hydrogen atom. The eigenvalues of this problem are degenerate. In R 3 , on each energy level n there are n 2 eigenvalues λ n = λ 1 /n 2 , where λ 1 = −1/2 [27] . The eigenvector corresponding to the lowest eigenvalue reads
The radial component of the eigenfunctions at the next energy level are R 2,0 = [1 − |x| /2] exp(− |x| /2) and R 2,1 = |x| /2 exp(− |x| /2). The second potential we will consider is a harmonic potential V(x) = |x| 2 /2 that leads to a harmonic oscillator problem. The eigenvalues for this problem are also degenerate; in R 3 they are given by λ n = n + 1/2 for n-th energy level. The lowest two have a degeneracy of 1 and 3, respectively. The (unnormalized) eigenvector corresponding to the lowest eigenvalue is
The radial component of the next eigenfunction is R 0,1 (x) = |x| exp − |x| 2 /2 . Figure 1 shows radial components of eigenfunctions for the Coulomb and harmonic potential. It is clear that in order to have a low interpolation error for a standard Lagrange FE basis, a very fine mesh will be required near the origin. For such non-smooth solutions we will see that by introducing enrichment functions the interpolation error of the resulting FE basis will be greatly reduced. The dotted vertical line indicates the smallest initial mesh size which will be used in our numerical calculations.
Poisson problem
The associated Poisson equation relates the electron density field and the electrostatic potential. In atomic units it reads
The density function on the right-hand-side is composed of the squares of eigenvectors, possibly with the addition of other terms. In case of the Hydrogen atom, the total charge density is composed of the electron density less the singular nucleus density
where ψ 1 is the electron wave-function given in (2) . Note that ρ(x) is not in H −1 and thus the solution φ(x) is not in H 1 . The corresponding electrostatic potential produced reads
For the numerical analysis below we will consider a regularized counterpart where the delta function is substituted by a Gaussian distribution
This corresponds to a split of the nuclei Coulomb potential into an (almost) local short range part and smooth long range part [15] . The electrostatic potential produced in this case reads Figure 2 shows radial components of density and potential fields for different values of σ. It is clear that by varying σ, the character of the solution is changed from smooth to more singular. The limit σ → 0 corresponds to the singular solution in Equation 6.
partition-of-unity method

Enriched FE space
The classical FEM may fail when the solution is not smooth or is highly oscillatory. In either case, in order to obtain an accurate solution using piecewise polynomial spaces one has to employ a very fine mesh that increases the computational cost of solving the problem. The PUM proposed by Melenk and Babuska in [2, 43] can address this issue. The main features of the PUM are (i) the inclusion of an a priori knowledge about the solution into the FE space, and (ii) the construction of an FE space of any desired regularity. It is the former attribute which is important in the context of this work. The PUM enriches the vector space spanned by standard FE basis functions N i (x) (e.g. polynomials) by products of these functions with functions f j (x) that contain a-priori knowledge about the solution
Here u i are standard degrees-of-freedom (DoFs) and u i j are additional DoFs associated with the shape functions N i (x) and the enrichment functions f j (x); I is a set of all nodes and S is the set of enrichment functions. Since (possibly global) enrichment functions f j (x) are multiplied with N i (x) which has local support, the product also has local support and therefore matrices arising from the weak form remain sparse. Also, since the standard shape functions satisfy the partition of unity property i N i (x) ≡ 1 on Ω, the resulting vector space can reproduce enrichment functions f j (x) exactly.
Implementational details
An enriched finite element class has been implemented for the general purpose objectoriented C++ finite element library deal.II [6] . The implementation is based on the FESystem class, which is used to build finite elements for vector valued problems from a list of base (scalar) elements. What differs from that class is that the developed FE implementation is scalar, but built from a collection of base elements and enrichment functions
where I is the set of all DoFs with standard shape functions (see Figure 3 (a)), I
pum k is the set of all DoFs corresponding to shape functions enriched with f k (x) (see Figure 3(b) ) and S is the set of enrichment functions.
As distribution of DoFs in deal.II is element based, we always enrich all DoFs on the element. To restore C 0 continuity between enriched and non-enriched elements, additional algebraic constraints are added to force DoFs u jk associated with N jk f k on the face between the enriched and non-enriched elements to be zero. This is equivalent to enriching only those shape functions whose support is contained within the enriched elements. The h -refinement in deal.II is implemented using hanging nodes. In this case, extra algebraic constraints have to be added to make the resulting field conforming. We build these constraints separately for the non-enriched FE shape functions and enriched shape functions; that is, the following spaces are separately made conforming:
To illustrate this idea consider two separate FE spaces shown in Figure 3 . We assume that functions in the first space are non-zero everywhere in the domain, whereas functions in the second space are non-zero only in the left part, marked by the blue shading. Therefore we do not have to introduce any DoFs in the right part, the underlying elements are denoted by Q zero . The standard procedure implemented in deal.II [5] will enforce continuity of the vector field by introducing algebraic constraints for DoFs associated with hanging nodes 3 (3, 5, 17, 19) , plus constraints for DoFs 14, 16, 22 to make functions in the second FE space zero at the interface between Q 1 and Q zero . We can observe now that if we take the constrained scalar field from the first FE space and add a scalar field from the second FE space multiplied by the enrichment functions f (x) (continuous in space), the resulting scalar FE field will also be continuous. Thus we arrive at a conforming h -adaptive PUM space where only some elements are enriched. With reference to Figure 3 , the resulting PUM field will have enrichment associated with DoFs 23, 24, 20, 21, 17, 18, 15 whereas DoFs 22, 19, 16, 14, 17 will be constrained.
In this procedure the algebraic constraints do not depend on the enrichment functions and are equivalent to those one would have for the vector-value bases build upon the same list of scalar FEs. Therefore, no extension of the existing functionality to build algebraic constraints was necessary. This allows us to reuse the code written for the FESystem class. Figure 4 depicts an example of enriched and non-enriched shape functions for the case of h -adaptive refinement with hanging nodes in two dimensions. 
The choice of enrichment
Most of the time the a-priori knowledge of the solution is limited. In DFT calculation of molecules often core electrons (as opposed to valence electrons) behave in a similar way to single atom solutions. Thus the corresponding solution of single atom problems is used as enrichment functions. To mimic this in the here considered test eigenproblems, we will only use the lowest eigenvector as an enrichment. Therefore, for the eigenvalue problems we will employ exponential enrichment. To lower computational costs we enrich only a subset of elements, chosen based on the input mesh according to vicinity of the element's center to the origin.
There is another, more important reason why one should limit the enrichment radius. There exist combinations of local approximation spaces and partitions of unity that lead to linear dependent local basis functions that, consequently, do not form a basis of the PUM space [2] . The authors in [2] give an example of piecewise linear hat functions, which form the partition-of-unity, enriched with polynomial local approximation spaces. In principle these shape functions can still be used but the resulting matrices become positive semidefinite (as opposed to positive definite). 
PSfrag replacements As a further example, consider a one dimensional mesh with two linear FEs where the first one is enriched with an exponential function, as is shown in Figure 5 (a). Determinants of the mass and Laplace matrices quickly tend to zero as the singularity point x 0 moves away from the enriched element. Similar behavior can be expected in three dimensions.
From the practical perspective we notice that when the enrichment radius is too big, the variational convergence of the eigenvalues is lost; that is, the eigenvalues do not necessarily converge from the above to the exact values. To avoid such behavior the radius of enrichment has to be limited. The exact radius is contingent upon the decay of the enrichment function and the initial mesh. Note that in [53] enrichment for the harmonic oscillator problem is also localized to a predefined maximum distance. The authors, however, do not discuss the rationale for their choice of cut-off radius.
Numerical integration
One of the particular features of PUM that needs careful treatment is numerical integration. Integrands in the weak form become less smooth and attaining a higher accuracy of the integration is therefore a more difficult task. There are several approaches to address this. One is adaptive integration schemes (for example [48] ), when the element over which the integration is performed is subdivided into child elements iteratively until the convergence of the integral is attained. Implementation of this procedure in the deal.II library is, unfortunately, not straightforward. An alternative is to perform coordinate transformation, such as the cubic transformation proposed in [54] . However the generalization of this approach to 3D appears to require rectangular hexahedron elements, which would be a major constraint in generating input meshes. As a result, similar to [51] we have opted to utilize higher order Gaussian quadrature rules. For the numerical results presented below this approach was found to produce sufficiently accurate results while not becoming a bottleneck in calculations.
Error estimator
A posteriori error estimation analysis for FE approximations of (second-order) eigenvalue problems has been a topic of intensive study within the last several decades, both from theoretical and implementational standpoints. We refer the interested reader to [14, 17, 24, 31, 38, 41, 56] , where both residual-and averaging-based error estimators are presented.
Let {ψ h , λ h } denote the set of eigenpairs computed on a finite element mesh P h . In general, a discretization error in approximated eigenfunctions, ψ − ψ h , measured in a suitable norm (e.g. L 2 and energy norm), as well as in approximated eigenvalues, |λ − λ h |, can be estimated from above. That is,
and
where C 1 , C 2 are stability constants that are independent of the mesh size and η is the explicitly computable error upper-bound, see e.g. [14, 38] for details. These equations are typically termed (global) error estimators. The bound η reads as
where summation is performed over all elements in P h and η K is the (local) error indicator, a quantity showing a discretization error of {ψ h , λ h } element-wise, that is, on every fixed K. With multiple solutions available (in this case, eigenpairs {ψ h α , λ h α }), η K will be a sum of discretization errors of the corresponding eigenpairs on a given element K, that is
For a standard (non-enriched) Q 1 -based finite element solution of (1), a local indicator η K,α of so-called residual type reads as follows (see [14, 24, 31, 38] for details):
where
represents the jump of the gradient across interface e between two adjacent elements K and K ′ , n e is the outward unit normal vector to e and h K := diam(K).
One of the findings of our work is the proof that indicator (13) can also be used in the PUM with the exponential enrichment function f (x) = exp (−µ |x| p ). In the appendix, we derive and prove the related local interpolation error estimates required for the derivation of the error estimator in this case.
hp-adaptive solution
There have been numerous works devoted to hp -adaptive refinement [18, 28, 32, 34, 35, 42, 44] including a comparison of different methods [46] . The main difficulty that a posteriori hp -adaptive methods aim to address is the following: Once an error is estimated and a certain subset of elements is marked for refinement, one has to choose between h -or p -refinement for each element. It is a general knowledge that it is better to increase polynomial degree (p -refinement) of those elements where the solution is smooth, whereas it is better to refine the element (h -refinement) near the singularities of the solution.
In this work we adopt a strategy based on the estimate of the analyticity of the solution 4 on the reference element via expansion into a Legendre basis [18, 28, 34, 42] . In particular, we perform a least squares fit of Legendre coefficients a i for each element
The minimum decay coefficient σ in each direction is used to estimate analyticity as exp(−σ). This corresponds to an estimation of smoothness in the direction where the solution is roughest. As there is no anisotropic elements in deal.II that can be used with hp -refinement, distinguishing between different directions is not needed. When this value is below exp(−1), the solution is considered to be smooth and thus p -refinement is performed, otherwise h -refinement is executed. For linear FEs p -refinement is always performed. Finally, in order to avoid numerical issues with the evaluation of log a j , for the least squares fit we only consider coefficients that are two orders of magnitude greater than the minimal representable positive floating value. In order to extend this hp -refinement strategy to the eigenvalue problem, that is when there are multiple vectors represented using the same FE basis, we propose the following approach: For each element we find an eigenvector which contributes the most to the total element's error. The smoothness of this vector is the basis on which we decide to perform h -refinement or p -refinement. The rationale behind this approach is that we aim at minimizing the error the most during a single refinement step while being conservative and avoiding performing both h -and p -refinement on the same element. In our opinion the proposed strategy is a better choice than, for example, choosing minimum smoothness among all vectors for a given element. That may be considered to be a more robust approach but could also lead to a slower global convergence.
Finally, for the error indicator we adopt the following expression [26] 
where h e is the face's diameter, p K is the element's polynomial degree and p e is the maximum polynomial degree over two elements K and K ′ adjacent to the face e.
Results and Discussion
If not explicitly stated otherwise, the results below are obtained for the following configuration: (i) the initial polynomial degree for non-enriched DoFs is one for hp -adaptive FEM; (ii) linear shape functions are used for the PUM; (iii) a Gaussian quadrature rule with 20 3 points is used for enriched elements in the eigenvalue problem; (iv) a Gaussian quadrature rule with [7 + p] 3 points is used for standard elements in the eigenvalue problem, where p is the polynomial degree of the basis; (v) the Dörfler marking strategy with θ = 0.6 is used to mark elements for refinement; (vi) integration of the jump of fields over faces in error estimators is performed with [1 + p] 2 Gaussian quadrature points, where p is the polynomial degree of the basis; (vii) we assume a Q1 mapping for elements; (viii) Gauss-Legendre-Lobatto supports points are used for the hp -adaptive FEM basis to improve the condition number; (ix) a standard residual-type error estimator similar to (13) is used for the Poisson problem in h -adaptive FEM and PUM calculations η
2 e da; (x) linear shape functions are used for the FEM and PUM when applied to the Poisson problem; (xi) Parallel vectors, matrices and solvers for linear algebra problems in the Portable, Extensible Toolkit for Scientific Computation (PETSc) [3] and parallel solvers for eigenvalue problems in the Scalable Library for Eigenvalue Problem Computations (SLEPc) [29] are used for the eigenvalue problem; (xii) Trillinos [30] vectors, matrices, solvers and preconditioners are used to solve the extended Poisson problem.
In case of hp -adaptive refinement the highest polynomial degree is limited to 4. The rationale for that choice is as follows: In order to preserve variational convergence when solving a coupled eigenvalue and Poisson problem in DFT, the polynomial degree of the Poisson FE basis should be twice of that used for the eigenvalue problem [15] . Thus quartic FEs in the eigenvalue problem would require polynomials up to 8-th order in the Poisson problem. From our experience (not reported here) this is already challenging both from the number of DoFs as well as the condition number of the Laplace matrix in hp -adaptive refinement.
Eigenvalue problem
The initial mesh used to solve the Schrödinger equation is obtained from 3 global mesh refinements of the single element in Ω = [−20 ; 20] 3 for the Coulomb potential and Ω = [−10; 10] 3 for the harmonic potential. For the PUM only 8 elements adjacent to the singularity that is located at the origin are marked for enrichment.
First, we examine the convergence in case when a single eigenpair is required in the Schrödinger equation with two different potentials. Figure 6 compares the h -adaptive FEM, hp -adaptive FEM and h -adaptive PUM, whereas Figure 7 shows the cross-sections of meshes for the last refinement step.
For both combination of potentials and enrichment functions, the h -adaptive PUM is superior to h -adaptive FEM. In particular, for the last refinement step the PUM solution is about 2 orders more accurate than the h -adaptive FEM with the same number of DoFs in case of the Coulomb potential. For the harmonic potential this value is smaller. The asymptotic convergence rate of the h -adaptive PUM with the default enrichment radius is very similar to that of the h -adaptive FEM for both problems (compare green and red lines in Figure 6 ). The advantage of h -adaptive PUM also depends on the enrichment radius with respect to the underlying exact solution. To examine this effect we employ an initial mesh obtained only by 2 global refinements of a single element and mark the 8 elements adjacent to the origin for enrichment. With this approach we effectively consider a larger enrichment domain [−5; 5] 3 instead of [−2.5; 2.5] 3 . Importantly, the numerically non-zero part of the underlying analytical solution will be almost fully contained in those 8 elements (see Figure 1(b) ). From the numerical results we observe that for the most refined stage the hadaptive PUM displays an error which is about 6 orders of magnitude less than the same method with the smaller enrichment domain (compare purple and green lines in Figure  6(b) ).
Interestingly, the hp -adaptive FEM does not display a big advantage over the hadaptive quadratic FEM for the Hydrogen atom and the smoothness estimator considered here (compare blue and purple lines in Figure 6(a) ). Now let us turn our attention to a more realistic scenario where one seeks multiple eigenpairs whereas an a priori knowledge is available only for the first eigenvector. Figure 8 plots convergences of the first 5 / 4 eigenvalues for the Schrödinger equation with Coulomb / harmonic potential solved with the different methods. For both problems the h adaptive PUM again has remarkable convergence properties, superior to h -adaptive FEM. It is important to note that even though in the PUM the enrichment function corresponds to the first eigenvector only, others eigenpairs in the case of the harmonic potential tend to converge faster than the standard h -adaptive FEM case, as can be observed in Figure 8 (b). The same applies to the spherical orbital at the second energy level of the Hydrogen atom; see Figure 8 (a) where the corresponding eigenvalue in the PUM case displays a faster convergence rate than the others on the same energy level. For the Hydrogen atom, in the case of the hp -adaptive refinement one observes a superior convergence rate of the first eigenvalue, whereas eigenvalues from the next energy level have higher errors at some stages when compared to h -adaptive linear FEM. This indicates that the suggested strategy of deciding between h -or p -refinement for multiple degenerate eigenvectors is not ideal. A possible issue could be related to smoothness estimation on elements with hanging nodes. In particular it is observed [4] that the smooth- ness is overestimated when using similar methods, albeit based on Fourier coefficients. This leads to unnecessarily high order polynomial degrees in these areas. In DFT calculations, the requested tolerance of eigenvalues is often at the order of 10 −3 . In this case, it is clear from Figure 8 (b) that for the Hydrogen atom the linear PUM achieves this tolerance for all eigenvalues at a number of DoFs comparable to the hpadaptive FEM. Thus, depending on the required accuracy, the h -adaptive PUM can be as efficient as the hp -adaptive FEM.
Poisson problem
In this subsection we turn our attention to the solution of the Poisson problem with the physical interpretation here being the electrostatic potential produced by the charge density. We will consider the solution obtained for two different values of the regularization parameter σ, namely 1.0 and 0.1 (their influence is shown in Figure 2) .
As was mentioned in the introduction, a similar case was considered in [53] (albeit for periodic boundary conditions with global refinement only), however the authors constrained all enriched DoFs to be of the same value. The resulting space is, obviously, smaller than the unconstrained PUM space and thus the Galerkin projection will certainly lead to higher errors. Figure 9 (b) compares the energy error norm for the standard FEM, and constrained and unconstrained PUM in the course of global refinement for the case σ = 1.0. It is seen that by constraining PUM DoFs to have the same value, the accuracy is reduced by half for the finest mesh. Remarkably for the case σ = 1.0 the PUM is only slightly more accurate than the standard FEM. The same observation can be made for the h -adaptive refinement, shown in Figure 9 (a). By comparison, for the case σ = 0.1 the PUM is significantly more accurate than the standard FEM, both for the case of global and h -adaptive refinement (see Figure  10 ). This indicates that, not surprisingly, the efficiency of the PUM as compared to FEM is very much contingent upon the underlying exact analytical solution. Finally, we observe that the convergence rates in the case of h -adaptive refinement are roughly the same for both the standard FEM and PUM. This agrees with our observation for the eigenvalue problem. Moreover, the standard residual error indicator used for the Poisson problem with PUM shows similar convergence rate for both values of σ and therefore can be considered as a reliable error indicator for the here considered problem.
Summary
In this contribution we have applied the h -and hp -adaptive FEM, and the h -adaptive PUM to the relevant PDEs in quantum mechanics, namely the Schrödinger equation and the Poisson equation. The main findings are summarized below.
• The PUM renders several orders of magnitude more accurate eigenvalues than the standard FEM when solving the Schrödinger equation for the lowest eigenpair with Coulomb and harmonic potential. For the case when more eigenpairs are sought but only the lowest eigenvector is introduced as an enrichment, the PUM is still more accurate, especially for the lowest eigenvalue. Remarkably other eigenvalues also exhibit a faster convergence.
• For the here considered smoothness and residual error estimators, an application of the hp -adaptive FEM to the Hydrogen atom displays an exponential-like convergence rate for the first eigenvalue, whereas other eigenvalues tend to stagnate. This illustrates the challenge of applying the hp -adaptive FEM to eigenvalue problems, namely that there are multiple solution fields represented on the same FE space that are likely to have distinct smooth and non-smooth (singular) regions.
• Constraining PUM DoFs to have the same value when solving the Poisson equation could decrease the accuracy of the solution by a factor of two.
• The efficiency of the PUM problem is very much dependent on the underlying solution. On the one hand when applied to the Poisson problem with the here studied density field, which is composed of the Gaussian charge and the charge of the electron in the Hydrogen atom, the PUM is only slightly more accurate for the case of σ = 1.0. On the other hand, for σ = 0.1 the PUM is about two orders of magnitude more accurate than the standard FEM.
• The residual error estimator used for the Poisson problem with PUM shows a similar convergence rate to the energy error and, therefore, can be considered as a reliable error indicator for here considered problem.
• An element view to the implementation of PUM in FEM codes based on hexahedra is proposed. As a result, continuity of the enriched field along the edges with hanging nodes is enforced by treating FE spaces produced by each function in the local approximation space separately. The resulting algebraic constraints are independent on the enrichment functions. This allows one to directly reuse algorithms written for enforcing continuity of vector-valued FE spaces constructed from a list of scalar-valued FEs.
• Local interpolation error estimates are derived for the PUM enriched with the class of exponential functions. In this case the results are the same as for the standard FEM and thereby admit the usage of the error indicator (13).
Appendix: Local interpolation error estimates
In this appendix, the local interpolation error estimates required for the derivation of the error indicator (13) in the case of PUM are obtained for linear finite element approximations enriched with f (x) = exp (−µ |x| p ), where 0 < µ ∈ R and 1 ≤ p ∈ N. These are
where, as usual, v : Ω → R is a scalar-valued function, which is assumed to be at least in H 1 (Ω), q h is a quasi-interpolation operator (of the averaging type), K is an element of the discretization P h of Ω, e ⊂ ∂K is an edge of K. Also, h K measures the size of K, ω K is the patch of elements neighboring K including K itself. Finally, c K , c e ∈ R are the interpolation constants independent of the mesh size.
We fix the notations to be used throughout the appendix and make assumptions that are conventional for this kind of analysis. For the sake of simplicity and without loss of generality, we elaborate here for the two-dimensional setting. The obtained results are valid in three dimensions as well.
First, we assume that the partition P h of Ω ⊂ R 2 consisting of open and convex quadrilaterals K is shape-regular (or non-degenerate), as well as locally quasi-uniform in the sense of [12, 45] . For every K and its edge e we define h K := diam(K) and h e := |e| is the length of e. For every node i in P h we denote by ω i the union of quadrilaterals connected to node i and set h ω i := diam(ω i ). Furthermore, for every K, ω K represents the patch containing K and the first row of its neighbors; it is then set h
Also, in what follows, by the notation a b we imply the existence of a positive constant C independent of a and b such that a ≤ Cb. Then a ∼ b means that a b and a b hold simultaneously. The symbol | · | will be used to denote either the H 1 -seminorm (as e.g. in (16) and (17)) or the length of a linear segment in R 2 or the area of a plane domain in R 2 . With these notations at hand, one can show that |K|
Furthermore, the shape regularity of the mesh P h ensures that h e ∼ h K , whereas its local quasi-uniformity implies that
Finally, we also recall useful inequalities, which are
• the Poincaré-type inequality (see e.g. [55] ):
where ω ⊂ R n (n = 2, 3) is a Lipschitz domain and h ω := diam(ω);
• the scaled trace inequality (e.g. in [57] , Lemma 3.2):
Quasi-interpolation operator
Herein, we construct an interpolation operator for obtaining the local error estimates (16) and (17).
Let V := H 1 (Ω) be an admissible space and V h be its (enriched) finite element counterpart
where I ⋆ is the set of all enriched nodes of P h and I std. is the set of standard, i.e. nonenriched nodes of P h ; I ⋆ ∩ I strd. = ∅. Recall also that N i in our case is the Q 1 -shape function associated with node i and supported on ω i .
Explicit construction of the operator q h : V → V h implies the explicit pattern of assignments of a i , b i , c i ∈ R through a function v ∈ V. In the case of the enriched FE approximation (20) , the major challenge in deriving q h is imposition of the constant-preserving property on q h , which should be fulfilled on every element K ∈ P h regardless the element type (see Figure 11 ). The operator q h : V → V h with the desired property reads as follows:
with all notations as in (20) The three estimates that we start with are basic for the following local interpolation error analysis. On every K ∈ P k and its node i it holds that
Results (22) rigorously follow from the isoparametric concept and related properties, see e.g. [1] for details. We note that they may be also derived in a less rigorous manner owing to a boundedness of the basis function N i on K along with |K| K . The inequality (23) is obtained as follows:
Here we used the Cauchy-Schwarz inequality,
Finally, to show (24) we explicitly use the properties of f (x). For any fixed K, x ∈ K and x i ∈ K being one of its nodes, we have the following upper bound estimate:
Notice that due to boundedness of min x∈K |x| for a given fixed K, there always exists ǫ > 0 such that min x∈K |x| = ǫh K . Using this in (25), we obtain min x∈K |x|
yielding, as a result,
The lower bound estimate can be found similarly:
and, eventually,
. The result (24) then follows.
Stability of q h in L
2 -norm. The next step towards (16) and (17) implies obtaining the so-called stability result for the constructed q h . Using (22)- (24) one straightforwardly shows that
These estimates indeed hold for every K regardless of its type (standard, blended, enriched). Note that for a standard non-enriched FEM and the resulting interpolation operators, the estimates (26), (27) are classical. We have obtained and proved them for our specific operator q h adopted for the current enriched FEM setting.
Constant-preserving property of q h .
The final ingredient required for obtaining (16) and (17) is the determination of how "well" the constructed q h reproduces the constant on an element K, depending on its type. This constant-preserving property of the operator is of major importance particularly in the case of enriched FEM.
The required result on a standard (non-enriched) element K follows immediately. Indeed, in this case
and the partition of unity 4 i=1 N i (x) = 1 on K yields q h c| K = c, c = const. The situation on a fully-enriched and partly-enriched (blended) element is more delicate. In the case of a fully enriched element we have
that, owing to (24) , results in
Now, let K be a blended element, implying the representation:
where ℓ ∈ {1, 2, 3} is the number of enriched nodes of K. Adding and subtracting the first sum in the above expression, enables us to rewrite it as follows: (26) and the Poincaré inequality, it holds similarly to the above that
Furthermore, using the results of Section 7.2.3 we obtain 
In the former case we also use that 1 L 2 (K) = |K| 1 2 ∼ h K . Using (29)- (32) in (28), the resulting local interpolation error of type (16) follows. Note that in the case of fully enriched and blended elements the term O(h p+1 K ) that appears in the corresponding upper bound can be neglected, being the higher order term with respect to the leading one h K |v| H 1 (ω K ) .
When σ = e in (28):
By the scaled trace inequality (19) , it holds v − c L 2 (e) h 
where we also use h e ∼ h K along with result in (29) . By the stability estimate (27) and the Poincaré inequality (18) , we obtain the result that
Finally, using the results of section 7.2.3 we derive c − q h c L 2 (e) ≡ 0, if K is standard, 
In the former case we also use the fact that 1 L 2 (e) = |e| Using (33)- (36) in (28), the resulting local interpolation error estimate of type (17) follows as well. Again, in the case of fully enriched and blended elements the term O(h 3 2 K ) that appears in the corresponding upper bound can be neglected, being the higher order term with respect to the leading one h 1 2 K |v| H 1 (ω K ) .
