Una propuesta metodológica para extraer factores comunes dinámicos estacionales y no estacionarios by Orozco Sánchez, María Camila
Una propuesta metodológica para extraer factores comunes
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Introducción
Las series económicas se caracterizan por comportamientos tendenciales, estacionales y cı́cli-
cos, los cuales podrı́an ser comunes, sino a todos, a algunos de ellos. Los modelos de factores
comunes dinámicos son usados para comprender el comportamiento común macroeconómico. La
extracción de factores comunes dinámicos la realizó Peña y Poncela (2006), quienes plantean un
modelo que asume que la estructura dinámica del vector de series de tiempo es explicada por un
conjunto de factores comunes estacionarios y no estacionarios. Aplicaciones de esta metodologı́a
se pueden encontrar en Palencia (2006) y Martı́nez (2010). En los últimos años se han desarro-
llado diversos estudios sobre este tema, donde se destaca entre muchos otros, Box y Tiao (1977),
Greweke y Singleton (1981), Brillinger (1981), Velu et al, (1986). Peña y Box (1987), Stock y
Watson (1988), Tiao y Tsay (1989), Reinsel (1993), Ahn (1997), y Forni et al. (2003).
En los trabajos anteriores no se ha considerado el análisis de factores comunes estacionales.
Una metodologı́a para extraer componentes comunes no estacionarios en la frecuencia estacional
es propuesta por Busetti (2006), donde se plantea un modelo de componentes no observables
que permite probar la presencia de factores comunes en las frecuencias estacionales. Pero Busetti
(2006) solo estudia factores comunes estacionales sin incluir factores comunes estacionarios y no
estacionarios. Una extensión del análisis dinámico factorial al caso estacional común la realizan
Alonso et al. (2011), Garcı́a-Martos et al. (2011) y Nieto et al. (2013).
Sin embargo, no existen modelos que permitan extraer simultáneamente los factores comunes
dinámicos estacionales y no estacionales (los cuales pueden ser estacionarios y no estacionarios),
ya que las metodologı́as propuestas anteriormente permiten la extracción de factores comunes
dinámicos estacionarios y no estacionarios dejando de lado el componente estacional o viceversa.
V
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Por tal motivo, se busca construir una metodologı́a empı́rica que permita la extracción de factores
comunes dinámicos estacionales y no estacionarios, combinando los procedimientos de Busetti
(2006) y, Peña y Poncela (2006).
Este trabajo está organizado como sigue: en el Capı́tulo 1 se presenta un breve marco teórico de
las principales metodologı́as usadas en este trabajo. En el Capı́tulo 2 se presenta una descripción de
la metodologı́a utilizada para extraer factores comunes dinámicos estacionales y no estacionarios
y los principales resultados empı́ricos basados en simulaciones. En el Capı́tulo 3 se realiza una
aplicación práctica de la metodologı́a propuesta a nueve series de la macroeconomı́a Colombiana,
con el fin de determinar el número de factores comunes estacionales y no estacionales (los cuales
pueden ser estacionarios y no estacionarios). Finalmente se presentan las conclusiones del trabajo
realizado y una propuesta de trabajo futuro.
CAPÍTULO 1
Marco teórico
En este capı́tulo se presenta una breve descripción del análisis dinámico factorial estacionario
y no estacionario, los modelos de componentes no observables para detectar estacionalidad común
y el análisis dinámico factorial estacional, que serán empleados en el desarrollo de esta tesis. Los
modelos planteados en este capı́tulo siguen principalmente la teorı́a expuesta en los trabajos de
Harvey (1989), Durbin y Koopman (2001), Peña y Poncela (2006), Busetti (2006) y Nieto et
al.(2013).
1.1. Modelos estructurales
En esta sección se presenta una breve descripción del modelo estructural básico propuesto por
Harvey (1989), el cual está dado por
yt = µt + γt + εt , t = 1, ..., T , (1.1)
donde µt es el componente de tendencia estocástica dado por
µt = µt−1 + βt−1 + ηt ,
βt = βt−1 + ζt , t = 1, ..., T ,
1
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donde βt es la pendiente, {ηt} y {ζt} son procesos ruido blanco Gausiano con media cero y
varianzas σ2η y σ
2





γt−j + ωt ,





donde {ωt} es un proceso ruido blanco Gausiano con media cero y varianza σ2ω y γ∗t,j es un ciclo











 , t = 1, ..., T ,
con ψt que es el ciclo, λc es la frecuencia en radianes, 0 ≤ λc ≤ π, λc = λj = 2πj/s, j =
1, 2, ..., [s/2], {kt} y {εt} son procesos ruido blanco Gausiano con media cero y varianza σ2k y σ2ε
respectivamente.
Todos los modelos lineales univariados estructurales tienen una representación en la forma
espacio-estado. Según Harvey (1989), la forma general de un modelo de estados está dado por la
ecuación de transición (ecuación de medida) y la ecuación de estados ası́
yt = Ztαt + dt + εt ,
αt = Ttαt−1 + ct +Rtηt , t = 1, ..., T ,
donde {yt} es un proceso estocástico observable n-dimensional, αt un vector no observablem×1,
conocido como vector de estado, Zt es una matriz n×m, dt es un vector n× 1, Tt, es una matriz
m×m, ct es un vectorm×1,Rt es una matrizm×g, {εt} y {ηt} son procesos estocásticos ruido
blanco Gausiano multivariado con media cero y matriz de covarianza Ht y Qt respectivamente.
Los supuestos básicos del modelo de estados son:
• El vector inicial de estado α0, tiene media a0 y matriz de varianzas y covarianzas P0
• Los vectores aleatorios εt y ηt no están correlacionados entre ellos en todos los periodos de
tiempo y no están correlacionados con el estado inicial α0
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Los parámetros fijos del modelo de estados pueden ser estimados por máxima verosimilitud,
mientras que las predicciones de los vectores de estado, son obtenidas con el filtro de Kalman.
1.2. Análisis de factores comunes estacionarios y no estacionarios
Peña y Poncela (2006) plantean una metodologı́a para extraer factores comunes dinámicos
estacionarios y no estacionarios, asumiendo que la estructura dinámica común de un vector de
series de tiempo es explicada por factores comunes, los cuales pueden ser estacionarios y no
estacionarios.
Sea {yt} un proceso estocástico observablem-dimensional, el cual es generado por un proceso
{ft} de factores comunes no observados r-dimensional con r ≤ m dado por
yt = P ft + et , t ∈ Z , (1.2)
donde P es una matriz determinı́stica de dimensiónm×r llamada la matriz de pesos de los factores
y {et} es un proceso estocástico ruido blanco Gausiano multivariado con media cero y matriz de
varianzas y covarianzas diagonal de rango completo
∑
e. Ası́ toda la estructura dinámica común
proviene de los factores comunes {ft}.
La segunda ecuación supone que el vector de factores comunes sigue un proceso autoregresivo
de media móvil VARMA (p, q) dado por
Φ (B) ft = d+ Θ (B) at , (1.3)
donde Φ (B) = I−Φ1B−...−ΦpBp y Θ (B) = I−Θ1B−...−ΘqBq, son polinomios matriciales
de dimensión r × r y B es el operador de rezago tal que Byt = yt−1. Dado que el proceso
de factores puede ser no estacionario, las raı́ces del determinante de la ecuación |Φ (B)| = 0
pueden estar sobre o fuera del cı́rculo unitario, d es un vector r × 1 de constantes y {at} es un
proceso estocástico ruido blanco Gausiano multivariado con media cero y matriz de varianzas y
covarianzas de rango completo
∑
a. Los componentes del vector de factores comunes, ft, pueden
ser estacionarios o no estacionarios, y se asumen las condiciones usuales de invertibilidad para
el modelo VARMA ver Lütkepohl (2005). Nótese que si yt = (y1t, ..., ymt)
′
, entonces, yit =∑r
j=1 pijfij + eit, i = 1, ...,m.
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El procedimiento propuesto por Peña y Poncela (2006) tiene dos objetivos: el primero es de-
terminar el número de factores comunes y el segundo predecir los factores comunes con base en
el vector de series observables yt, t = 1, ..., T .
Peña y Poncela (2006) definen la matriz de covarianza muestral generalizada Cy (k, T ), para
k = 0, 1, 2, ..., como










, k = 0, 1, ...,m , (1.4)
donde T es el tamaño de la muestra, y = 1T
∑T
t=1 yt y d
′
= 0 si el modelo de factores no incluye
deriva o d
′
= 1 en otro caso, y la matriz de correlación canónica M (k, T ), para k = 0, 1, 2, ...,
como




























Se conoce que los valores propios de (1.5) son las correlaciones canónicas cuadradas entre yt−k y
yt
Para determinar el número de factores comunes se usa una prueba estadı́stica χ2, determinada
de la siguiente manera
Sm−r,k = −(T − k)
m−r∑
j=1
ln(1− λ̂j) , (1.6)
donde λ̂1 ≤ · · · ≤ λ̂m son los valores propios ordenados de la matriz M(k, T ). Esta estadı́sti-
ca permite diseñar una prueba para determinar el número de factores comunes estacionarios y
no estacionarios, bajo la hipótesis nula de al menos r factores comunes. Ası́ pues, dado k, e in-
crementando r en la ecuación (1.6), el estadı́stico de prueba Sm−r,k se compara con el percentil
(1− α) de la χ2(m−r)2 . Peña y Poncela (2006) mostraron que la estadı́stica de prueba presenta
buenos resultados ante los análsis de potencia para muestra finita.
Para predecir los factores comunes, se hace una estimación inicial de la matriz de pesos P̂ 0 que
podrı́a ser los primeros vectores propios de la matriz de covarianzas generalizada, para el rezago





El modelo es escrito en la forma espacio-estado y la estimación de factores comunes, se lle-
va a cabo por máxima verosimilitud. Las estimaciones son obtenidas por la implementación del
algoritmo Expectation Maximization (EM) tal como lo indica Peña y Poncela (2006).
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Vale la pena comentar en este punto que Escribano y Peña (1994) encuentran una relación
entre cointegración y factores comunes no estacionales. Escencialmente, ellos prueban que una
condición necesaria y suficiente para que exista cointegración con rango r, es que el proceso
multivariado sea explicado por m − r factores comunes. Otros autores han trabajado también
en el entedimiento de esta relación, por ejemplo, Stock y Watson (1988), Hylleberg y Mizon
(1989) y Johansen (1991), desde el punto de vista de las tendencias estocásticas comunes. El
lector interesado en el tema puede consultar estas referencias.
1.3. Análisis de factores comunes estacionales
1.3.1. Método de componentes no observables
Busetti (2006) plantea una metodologı́a para extraer factores comunes estacionales, asumiendo
un modelo multivariado de componentes no observables. Se asume S como el número de periodos
estacionales y λ (h) = 2πh/s, h = 1, ..., [s/2], las cuales son llamadas frecuencias estacionales.
Sea zt (h) = (cosλ (h) t, senλ (h) t)
′
, para h < s/2, cuando S es par zt (s/2) = cosλ (s/2) t =
cosπt y sea γit(h) es un vector de coeficientes de caminatas aleatorias de dos dimensiones para
h < s/2, mientras que γit(h) es igual a un escalar cuando h = s/2 para S par.
Se considera el modelo
yt = µt + st + εt , (1.7)




Zt (h) γt (h) , (1.9)
γt (h) = γt−1 (h) + ηt (h) , h = 1, ..., [s/2] , (1.10)














donde µt es la tendencia estocástica dada por una caminata aleatoria, {ζt} es un proceso ruido
blanco Gausiano multivariado con media cero y matriz de varianzas y covarianzas
∑
ζ, st es un
componente estacional con Zt (h) =
(
IN ⊗ zt (h)
′
)




γit(h), para i =




, ..., γNt (h)
′
)′
, h = 1, ..., [s/2], {ηt (h)} y {εt} son procesos ruido
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blanco Gausiano multivariado con media cero y matriz de varianzas y covarianzas
∑
η (h) y∑
ε respectivamente; N y ⊗ denota el número de variables observables y producto Kronecker
respectivamente.
El procedimiento propuesto por Busetti (2006) permite extraer factores comunes en las fre-
cuencias estacionales λ (h), para h = 1, ..., [s/2]. Probar la presencia de estacionalidad común
en un modelo de componentes no observables con tendencia estocástica se puede llevar a cabo
por dos estrategias: ya sea mediante la eliminación de tendencia estocástica por diferenciación o
mediante la estimación de un modelo completamente parametrizado y la construcción de la prueba
a partir de los residuales del modelo.
Busetti (2006) para determinar el número de factores comunes bajo la hipótesis nula de K




`∗j (h)) , 0 ≤ K < N , (1.13)
donde `∗1 (h) , ..., `
∗




1, si h = s/2







k (j,m) Γ̂ (j) (cosλ (h) j− isenλ (h) j)
)
,









es la autocovarianza muestral de los residuales estimados et por de la re-
gresión por mı́nimos cuadrados ordinarios de yt sobre z
′
t de acuerdo a Busetti (2006) al rezago
j ≥ 0. Además






















(essinλ (h) s) ,
CAPÍTULO 1. MARCO TEÓRICO 7
para h = 1, ..., [s/2]. Nótese que las matrices Ω̂ (h) y C (h) son matrices definidas positivas, por
tanto, los valores propios de Ω̂ (h)−1C (h) son reales y positivos.
El resultado del estadı́stico de prueba ξK,N (h) obtenido en (1.13) es comparado con el per-
centil (1− α) de los valores crı́ticos asintóticos proporcionados por Busetti (2006, Tabla 1). Si el
estadı́stico de prueba es mayor que estos percentiles, para cierto nivel de significancia α, entonces,
se rechaza la hipótesis nula de que haya K factores comunes estacionales. Es necesrio aclarar que
Busetti (2006) demostró que la estadı́stica de prueba (1.13), presenta buenos resultados ante los
análisis de pontencia para muestra finita.
1.3.2. Método de factores comunes dinámicos
Nieto et al. (2013), plantean una metodologı́a que permite identificar factores comunes esta-
cionales partiendo de la estructura de correlación canónica y la matriz de varianzas y covarianzas
planteada por Peña y Poncela (2006).
Sea {yt} un proceso estocástico observable m-dimensional, generado por un proceso latente
r-dimensional {ft}, con r ≤ m, tal que
yt = P ft + et , t ∈ Z , (1.14)
donde Z es el conjunto de números enteros, P es una matriz m × r de ponderaciones de los
factores, y el proceso {et} es un proceso ruido blanco Gausiano multivariado con media cero y
matriz de varianza diagonal de rango completo Σe.
Se asume que {ft} = (f′1t, f′2t, f′3t)′, donde el proceso {f1t} de dimensión r1 es no estacional
y no estacionario, {f2t} de dimensión r2 es un proceso no estacionario con periodo estacional de
lapso S, y el proceso {f3t} de dimensión r3 es estacionario. Además, sea
φ1(B)(1−B)df1t = d1 + θ1(B)a1t , con d ≥ 1 ,
φ2(B
S)(1−BS)Df2t = d2 + θ2(BS)a2t ,
φ3(B)f3t = d3 + θ3(B)a3t ,
donde {ait} un proceso de ruido blanco Gausiano multivariado con media cero y matriz de varian-
zas Σi, i = 1, 2, 3.
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Nieto et al. (2013) asumen d = D y definen las matices de covarianza generalizada C(k, T ),
para k = 0, 1, 2, ..., por





(yt−k − ȳ)(yt − ȳ)′ , (1.15)
donde T es el tamaño de la muesta, ȳ = 1T
∑T
t=1 yt y d
′ = 0 si el modelo de factores no incluye
deriva o d′ = 1 en otro caso, y la matriz de correlación canónica M(k, T ), para k = 1, 2, ..., por























Se conoce que los valores propios de (1.16) son las correlaciones canónicas cuadradas entre
yt−k y yt
Luego, construyen la prueba estadı́stica para examinar la hipótesis nula de a lo más m − r
valores propios iguales a cero, la cual está dada por
Sm−r,k = −(T − k)
m−r∑
j=1
ln(1− λ̂j) , (1.17)
donde λ̂1 ≤ · · · ≤ λ̂m son los valores propios ordenados de la matrizM(k, T ). Bajo los supuestos
del Teorema 3 presentado por Nieto et al. (2013, pp 8) y quem−r > 0, Sm−r,k es asintóticamente
una χ2(m−r)2 para todos los rezagos k. Esta estadı́stica permite diseñar una prueba para terminar
el número de facotres comunes estacionales y no estacionales, bajo la hipótesis nula de a lo más
r factores comunes. Ası́ pues, dado k, e incrementando r en la ecuación (1.17) el estadı́stico de
prueba Sm−r,k se compara con el percentil (1− α) de la χ2(m−r)2 .
Sea ∆(λ) el operador de diferencia en la frecuencia λ ∈ [0, π] dado por
∆(λ) =

1, 1− cosλL, λ ∈ 0, π
2, 1− 2cosλL+ L2, λ ∈ 0, π
,
donde L es el operador de rezago.
Busetti (2006) encuenta una relación entre cointegración y factores comunes estacionales,
ası́ él plantea que un vector de series observables yt es integrado de orden d en la frecuencia
λ ∈ 0, π, denotado I(d;λ) si ∆(λ)dyt es un proceso lineal con λ continuo y positivo. El proceso
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yt se dice que esta cointegrado de orden d, b en la frecuencia λ,CI(d, b;λ), si (i) cada componente
de yt es I(d;λ) y (ii) existe un vector cero α tal que α
′
yt es I(d− b), donde d > 0. Por tanto, un
proceso se dice que está integrado y cointegrado estacionalmente si es I(d;λ(h)) y CI(d, b;λ(h))
en una de las frecuencias λ(h), h = 1, ..., [/2].
La integración estacional de un proceso lineal, puede ser representada en terminos de un com-
ponente estacional estocástico no estacionario, mientras, que el proceso cointegrado estacional-
mente implica la existencia de componente estacional estocástico común. Otros autores han traba-
jado también en el concepto integración y cointegración estacional, por ejemplo, Hylleberg et al
(1990), Gregoir (1999) y Cubadda (1999), desde el punto de vista del método de componentes no
observables. El lector interesado en el tema puede consultar estas referencias.
CAPÍTULO 2
Metodologı́a y principales resultados
En este capı́tulo se presenta una metodologı́a empı́rica para extraer simultáneamente factores
comunes estacionales y no estacionarios combinando las teorias planteadas por Busetti (2006) y,
Peña y Poncela (2006). Además se presentan algunas simulaciones realizadas en RATS (2011) y
STAMP (2011) que ejemplifican de manera empı́rica la metodologı́a propuesta.
2.1. Descripción de la metodologı́a propuesta
El desarrollo de la metodologı́a propuesta para extraer factores comunes estacionales y no
estacionarios sigue los siguientes pasos:
• Se genera un conjunto de datos siguiendo la metodologı́a de Nieto et al. (2013), incluyen-
do factores comunes estacionales y no estacionarios. A las series obtenidas se les quita la
tendencia mediante la diferencia regular y se aplica la metodologı́a propuesta por Busetti
(2006), con el fin de detectar factores comunes estacionales.
• Se genera un conjunto de datos siguiendo la metodologı́a de Busetti (2006), incluyendo
componentes de tendencia estocástica común y componente estacional común. Las series
obtenidas son desestacionalizadas con el procedimiento X11 de RATS (2011) y se aplica
la metodologı́a propuesta por Peña y Poncela (2006), para detectar factores comunes no
estacionales, los cuales pueden ser estacionarios y no estacionarios.
10
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FIGURA 2.1. Factor común estacional simulado en el Ejemplo 1.
2.2. Detección de factores comunes estacionales usando el método de
Busetti (2006)
Con el fin de identificar factores comunes estacionales se realizan 10 simulaciones de series
de 500 datos, siguiendo la metodologı́a de Nieto et al. (2013) incluyendo factores comunes esta-
cionales y no estacionarios y suponiendo S = 12. Una vez se obtienen las series se eliminan los
factores comunes no estacionarios mediante la primera diferencia regular, se calcula el estadı́sti-
co ξK,N (h) de Busetti(2006) dado en (1.13) y se hace el análisis para la frecuencia estacional
λ = π/6 (periodo 12 meses).
Ejemplo 1. Aquı́ se considera un proceso bivariado con un factor común, el cual es un proceso
estacional puro. El modelo es
y1t = ft + ε1t ,




ft = at − 0.5at−12 ,
{eit}, i = 1, 2 y {at} son procesos ruido blanco Gausiano con media cero y varianza 1.
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FIGURA 2.2. Series simuladas en el Ejemplo 1.
TABLA 2.1. Determinación del número de factores comunes estacionales para el Ejemplo 1.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 2.417 0.263 0.286 0.145 0.174 0.324 3.609
1 1.234 0.184 0.146 0.061 0.089 0.317 2.030
En las Figuras 2.1 y 2.2 se presentan el factor común estacional y las dos series simuladas. Se
puede observar que existe un fuerte componente estacional común en las dos series.
Las entradas de la Tabla 2.1 son los valores del estadı́stico de prueba ξK,N (h) de Busetti
(2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para h = 1, 2, 3, 4, 5, 6.
Podemos concluir que, para la frecuencia π/6 y con un nivel de significancia del 5 % se rechaza
la hipótesis nula de K = 0 factores comunes estacionales, por tanto, existe un factor común
estacional K = 1 en las dos series. Mientras que, para las otras frecuencias no se rechaza la
hipótesis nula de K = 0, entonces se puede concluir que no existen factores comunes estacionales
en dichas frecuencias.
Ejemplo 2. Aquı́ se considera un proceso bivariado con un factor común, el cual es no estacio-
nario. El modelo es
y1t = ft + ε1t ,
y2t = 0.5ft + ε2t ,
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FIGURA 2.3. Factor común no estacionario simulado en el Ejemplo 2.
TABLA 2.2. Determinación del número de factores comunes estacionales para el Ejemplo 2.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 0.014 0.001 0.002 0.001 0.001 0.002 0.020
donde
(1−B) ft = at ,
{eit}, i = 1, 2 y {at} son procesos ruido blanco Gausiano con media cero y varianza 1.
En las Figuras 2.3 y 2.4 se presentan el factor común no estacionario y las dos series simuladas.
Se puede observar que las dos series presentan una tendencia común.
Las entradas de la Tabla 2.2 son los resultados de aplicar la prueba ξK,N (h) de Busetti (2006)
(cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para h = 1, 2, 3, 4, 5, 6. Po-
demos concluir que, para todas las frecuencias λ(h) y con un nivel de significancia del 5 % no se
rechaza la hipótesis nula de K = 0 factores comunes estacionales, por tanto, no existen factores
comunes estacionales en las dos series.
Ejemplo 3. Aquı́ se considera un proceso bivariado con dos factores comunes, uno de ellos no
estacionario y el otro un proceso estacional puro. El modelo es
y1t = f1t + f2t + ε1t ,
y2t = 0.5f2t + 1.5f2t + ε2t ,
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FIGURA 2.4. Series simuladas en el Ejemplo 2.
TABLA 2.3. Determinación del número de factores comunes estacionales para el Ejemplo 3.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 2.313 0.252 0.273 0.139 0.166 0.310 3.452
1 1.197 0.130 0.141 0.072 0.086 0.160 1.786
donde
(1−B) f1t = a1t ,(
1−B12
)
f2t = a2t − 0.5a2t−12 ,
{eit}, i = 1, 2 y {ajt}, j = 1, 2 son procesos ruido blanco Gausiano con media cero y varianza 1.
En la Figura 2.5 se presentan los dos factores comunes simulados. En la Figura 2.6 se obser-
van las dos series de tiempo simuladas, donde cada una refleja una tendencia común y un fuerte
componente estacional común en las dos series.
Las entradas de la Tabla 2.3 son los resultados de calcular el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para h =
1, 2, 3, 4, 5, 6. Podemos concluir que, para la frecuencia π/6 (periodo 12 meses) y con un nivel de
significancia 5 % se rechaza la hipótesis nula de K = 0 factores comunes estacionales, por tanto,
existe un factor común estacionalK = 1 en las dos series. Mientras que, para las otras frecuencias
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FIGURA 2.5. Factores comunes simulados en el Ejemplo 3.
Serie y1



















FIGURA 2.6. Series simuladas en el Ejemplo 3.
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FIGURA 2.7. Factor común estacional simulado en el Ejemplo 4.
TABLA 2.4. Determinación del número de factores comunes estacionales para el Ejemplo 4.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 3.310 0.360 0.391 0.199 0.238 0.443 4.940
1 2.211 0.244 0.261 0.133 0.159 0.296 3.303
no se rechaza la hipótesis nula de K = 0, entonces se puede concluir que no existen factores
comunes estacionales en dichas frecuencias.
Ejemplo 4. Aquı́ se considera un proceso estocástico 3-dimensional observable con un factor
común, el cual es un proceso estacinal puro. El modelo es
y1t = f1t + ε1t ,
y2t = f1t + ε2t ,




ft = at − 0.5at−12 ,
{eit}, i = 1, 2, 3 y {at} son procesos ruido blanco Gausiano con media cero y varianza 1.
En las Figuras 2.7 y 2.8 se presentan el factor común estacional y las tres series simuladas,
donde se puede observar un fuerte componente estacional en las tres series.
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FIGURA 2.8. Series simuladas en el Ejemplo 4.
Las entradas de la Tabla 2.4 son los valores del estadı́stico de prueba ξK,N (h) de Busetti
(2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para h = 1, 2, 3, 4, 5, 6.
Podemos concluir que, para la frecuencia π/6 (periodo 12 meses) y con un nivel de significancia
del 5 % se rechaza la hipótesis nula de K = 0 factores comunes estacionales, por tanto, existe un
factor común estacional K = 1 en las tres series. Mientras que, para las otras frecuencias no se
rechaza la hipótesis nula de K = 0, entonces se puede concluir que no existen factores comunes
estacionales en dichas frecuencias.
Ejemplo 5. Aquı́ se considera un proceso estocástico 3-dimensional observable con un factor
común, el cual es no estacionario. El modelo es
y1t = f1t + ε1t ,
y2t = f1t + ε2t ,
y3t = f1t + ε3t ,
donde
(1−B) ft = at ,
{eit}, i = 1, 2, 3 y {at} son procesos ruido blanco Gausiano con media cero y varianza 1.
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FIGURA 2.9. Factor común no estacionario simulado en el Ejemplo 5.
Serie y1
























FIGURA 2.10. Series simuladas en el Ejemplo 5.
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TABLA 2.5. Determinación del número de factores comunes estacionales para el Ejemplo 5.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 0.276 0.030 0.033 0.017 0.020 0.037 0.412
En las Figuras 2.9 y 2.10 se presenta el factor común no estacionario y las tres series simuladas.
Se puede observar que existe un componente de tendencia común en las tres series, pero no se
observa componente estacional común.
En la Tabla 2.5 se presentan los resultados de aplicar el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para
h = 1, 2, 3, 4, 5, 6. Podemos concluir que, tanto para la frecuencia π/6 (periodo 12 meses) co-
mo para el resto de frecuencias y con un nivel de significancia del 5 % no se rechaza la hipótesis
nula de K = 0 factores comunes estacionales, por tanto, se puede concluir que no existen factores
comunes estacionales a ninguna frecuencia estacional.
Ejemplo 6. Aquı́ se considera un proceso estocástico 3-dimensional observable con dos facto-
res comunes, los cuales son procesos estacionales puros. El modelo es
y1t = f1t + f2t + ε1t ,
y2t = f1t + f2t + ε2t ,





f1t = a1t − 0.5a1t−12 ,(
1−B12
)
f2t = a2t − 0.5a2t−12 ,
{eit}, i = 1, 2, 3 y {ajt}, j = 1, 2 son procesos ruido blanco Gausiano con media cero y varianza
1.
En las Figuras 2.11 y 2.12 se presentan los dos factores comunes estacionales y las tres series
simuladas, donde se puede observar un fuerte componente estacional en las tres series.
En la Tabla 2.6 se presentan los resultados de calcular el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para
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FIGURA 2.11. Factores comunes estacionales simulados en el Ejemplo 6.
Serie y1






























FIGURA 2.12. Series simuladas en el Ejemplo 6.
TABLA 2.6. Determinación del número de factores comunes estacionales para el Ejemplo 6.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 3.326 0.362 0.393 0.200 0.239 0.446 4.964
1 2.227 0.242 0.263 0.134 0.160 0.298 3.324
2 1.126 0.123 0.133 0.068 0.081 0.151 1.681
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FIGURA 2.13. Factores comunes no estacionarios simulados en el Ejemplo 7.
h = 1, 2, 3, 4, 5, 6. Podemos concluir que, para la frecuencia π/6 (periodo 12 meses) y con un
nivel de significancia del 5 % se rechaza la hipótesis nula deK = 0 yK = 1 factores comunes es-
tacionales, por tanto, existenK = 2 factores comunes estacionales en las tres series. Mientras que,
para las otras frecuencias no se rechaza la hipótesis nula de K = 0, entonces se puede concluir
que no existen factores comunes estacionales en dichas frecuencias.
Ejemplo 7. Aquı́ se considera un proceso estocástico 3-dimensional observable con dos facto-
res comunes, los cuales son no estacionarios. El modelo es
y1t = f1t + f2t + ε1t ,
y2t = f1t + f2t + ε2t ,
y3t = f1t + f2t + ε3t ,
donde
(1−B) ft = a1t ,
(1−B) ft = a2t ,
{eit}, i = 1, 2, 3 y {ajt}, j = 1, 2 son procesos ruido blanco Gausiano con media cero y varianza
1.
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FIGURA 2.14. Series simuladas en el Ejemplo 7.
TABLA 2.7. Determinación del número de factores comunes estacionales para el Ejemplo 7.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 0.074 0.008 0.009 0.004 0.005 0.010 0.110
En las Figuras 2.13 y 2.14 se presentan los factores comunes no estacionarios y las tres series
simuladas, se puede observar que hay una tendencia común en las series, pero no existe compo-
nente estacional común en ellas.
En la Tabla 2.7 se presentan los resultados de aplicar el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para
h = 1, 2, 3, 4, 5, 6. Podemos concluir que, tanto para la frecuencia π/6 como para el resto de
frecuencias no se rechaza la hipótesis nula K = 0 factores comunes estacionales, por tanto, no
existen factores comunes estacionales a ninguna frecuencia estacional.
Ejemplo 8. Aquı́ se considera un proceso estocástico 3-dimensional observable con dos facto-
res comunes, uno de ellos no estacionario y el otro un proceso estacional puro. El modelo es
y1t = f1t + f2t + ε1t ,
y2t = f1t + f2t + ε2t ,
y3t = f1t + f2t + ε3t ,
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FIGURA 2.15. Factores comunes simulados en el Ejemplo 8.
TABLA 2.8. Determinación del número de factores comunes estacionales para el Ejemplo 8.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 6.644 0.722 0.785 0.399 0.477 0.890 9.917
1 4.441 0.483 0.525 0.267 0.319 0.595 6.629
donde
(1−B) ft = a1t ,(
1−B12
)
f2t = a2t − 0.5a2t−12 ,
{eit}, i = 1, 2, 3 y {ajt}, j = 1, 2 son procesos ruido blanco Gausiano con media cero y varianza
1.
En la Figura 2.15 se presentan los dos factores comunes simulados. En la Figura 2.16 se
observan las dos series de tiempo simuladas, donde cada una refleja una tendencia común y un
componente estacional común.
Las entradas de la Tabla 2.8 son los resultados de calcular el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para h =
1, 2, 3, 4, 5, 6. Podemos concluir que, para la frecuencia π/6 (periodo 12 meses) y con un nivel
de significancia de 5 % se rechaza la hipótesis nula de K = 0 factores comunes estacionales, por
tanto, existe un factor común estacional K = 1 en las tres series. Mientras que, para las otras
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FIGURA 2.16. Series simuladas en el Ejemplo 8.
frecuencias no se rechaza la hipótesis nula de K = 0, entonces se puede concluir que no existen
factores comunes estacionales en dichas frecuencias.
Ejemplo 9. Aquı́ se considera un proceso estocástico 3-dimensional observable con tres facto-
res comunes, dos de ellos no estacionarios y el otro un proceso estacional puro. El modelo es
y1t = f1t + f2t + f3t + ε1t ,
y2t = f1t + f2t + f3t + ε2t ,
y3t = f1t + f2t + f3t + ε3t ,
donde
(1−B) f1t = a1t ,
(1−B) f2t = a2t ,(
1−B12
)
f3t = a3t − 0.5a3t−12 ,
{eit}, i = 1, 2, 3 y {ajt}, j = 1, 2, 3 son procesos ruido blanco Gausiano con media cero y
varianza 1.
En la Figura 2.17 se presentan el factor común estacional y los dos factores comunes no esta-
cionarios y en la Figura 2.18 se muestran las tres series simuladas donde es claro la presencia de
una tendencia común, mientras que la estacionalidad común no se observa fácilmente.
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FIGURA 2.17. Factores comunes simulados en el Ejemplo 9.
Serie y1






























FIGURA 2.18. Series simuladas en el Ejemplo 9.
TABLA 2.9. Determinación del número de factores comunes estacionales para el Ejemplo 9.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 1.044 0.513 0.525 0.509 0.512 0.528 3.632
1 1.030 0.209 0.217 0.206 0.208 0.219 2.088
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TABLA 2.10. Determinación del número de factores comunes estacionales para el Ejemplo 10.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 2.992 1.003 1.089 0.553 0.662 1.235 7.535
1 2.762 0.670 0.728 0.370 0.423 0.825 5.778
2 2.531 0.337 0.366 0.186 0.223 0.416 4.059
En la Tabla 2.9 se presentan los resultados de calcular el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para
h = 1, 2, 3, 4, 5, 6. Podemos concluir que, para la frecuencia π/6 y con un nivel de significan-
cia del 5 % se rechaza la hipótesis nula de K = 0 factores comunes estacionales, por tanto, existe
un factor común estacional K = 1 en las tres series. Mientras que, para las otras frecuencias no se
rechaza la hipótesis nula de K = 0, entonces se puede concluir que no existen factores comunes
estacionales en dichas frecuencias.
Ejemplo 10. Aquı́ se considera un proceso estocástico 3-dimensional observable con dos fac-
tores comunes, uno de ellos no estacionario y dos son procesos estacionales puros. El modelo
es
y1t = f1t + f2t + f3t + ε1t ,
y2t = f1t + f2t + f3t + ε2t ,
y3t = f1t + f2t + f3t + ε3t ,
donde
(1−B) f1t = a1t ,(
1−B12
)
f2t = a2t − 0.5a2t−12 ,(
1−B12
)
f3t = a3t − 0.5a3t−12 ,
{eit}, i = 1, 2, 3 y {ajt}, j = 1, 2, 3 son procesos ruido blanco Gausiano con media cero y
varianza 1.
En la Figura 2.19 se presentan los dos factores comunes estacionales y el factor común no
estacionario y en la Figura 2.20 se muestran las tres series simuladas donde es claro la presencia
de una tendencia común, mientras que la estacionalidad común no se observa fácilmente.
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Primer factor no estacionario






























FIGURA 2.19. Factores comunes simulados en el Ejemplo 10.
Serie y1




























FIGURA 2.20. Series simuladas en el Ejemplo 10.
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En la Tabla 2.10 se presentan los resultados de calcular el estadı́stico de prueba ξK,N (h)
de Busetti (2006) (cifras redondeadas a tres decimales) a diferentes frecuencias λ(h), para h =
1, 2, 3, 4, 5, 6. Podemos concluir que, para la frecuencia π/6 y con un nivel de significancia del
5 % se rechaza la hipótesis nula de K = 0 y K = 1 factores comunes estacionales, por tanto,
existen dos factores comunes estacionales K = 2 en las tres series. Mientras que, para las otras
frecuencias no se rechaza la hipótesis nula de K = 0, entonces se puede concluir que no existen
factores comunes estacionales en dichas frecuencias.
2.3. Detección de factores comunes no estacionales usando el método
de Peña y Poncela (2006)
Con el fin de identificar factores comunes no estacionales los cuales pueden ser estacionarios
y no estacionarios se realizan 4 simulaciones de series de 500 datos, siguiendo la metodologı́a de
Busetti (2006), incluyendo componentes de tendencia estocástica común, componente estacional
común y suponiendo S = 12. Una vez se obtienen las series, se eliminan los factores comunes
estacionales mediante la desestacionalización usando el procedimiento X11 de RATS (2011) y se
calcula el estadı́stico Sm−r,k dado en (1.6) de Peña y Poncela (2006), considerando los rezagos
k = 1, ..., 5.
Ejemplo 11. Aquı́ se presenta un proceso bivariado con un componente tendencia estocástica
común y un componente estacional común. El modelo es
y1t = µ1t + s1t + ε1t ,
y2t = 0.5µ1t + 2.0s1t + ε2t ,
donde
µ1t = µ1t−1 + ζ1t ,




(cosπtγ1t−1 (h) + cosπtη1t (h)) , h = 1, ..., [s/2] ,
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Componente de tendencia










FIGURA 2.21. Componente de tendecia estocástica común simulado en el Ejemplo 11.
TABLA 2.11. Determinación del número de factores comunes no estacionales para el Ejemplo 11.
Rezagos
r 1 2 3 4 5
0 2019.5∗ 889.8∗ 843.9∗ 799.5∗ 755.8∗
1 1.9 0.7 0.11 2.0 3.0
∗Indica que la hipótesis nula de al menos r factores comunes es rechazada




 cosλ(h)γ1t−1 (h) + cosλ(h)η1t (h) cosλ(h)γ∗1t−1 (h) + cosλ(h)η∗1t (h)
senλ(h)γ1t−1 (h) + senλ(h)η1t (h) senλ(h)γ
∗
1t−1 (h) + senλ(h)η
∗
1t (h)
 , h = 1, ..., [s/2] ,
{εit}, i = 1, 2, {ζ1t}, {η1t(h)} y {η∗1t(h)}, son procesos ruido blanco Gausiano con media cero y
varianza 1.
En las Figuras 2.21 y 2.22 se presentan el componente de tendencia estocástica común y el
componente estacional común. En la Figura 2.23 se observan las dos series simuladas mediante
el ejemplo 11, en ella se puede observar que existe un fuerte componente estacional común en las
dos series, mientras que el componente de tendencia común no se observa fácilmente.
En las entradas de la Tabla 2.11 se encuentran los valores del estadı́stico de prueba Sm−r,k
de Peña y Poncela (2006) (cifras redondeadas a un decimal), para cada rezago k = 1, 2, 3, 4, 5,
dichos valores son usados para probar la hipótesis nula de al menos r factores comunes y deben
ser comparados con una distribución χ2 con (m − r)2 grados de libertad. Para todos los rezagos
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Componente estacional










FIGURA 2.22. Componente estacional simulado en el Ejemplo 11.
Serie y1


















FIGURA 2.23. Series simuladas en el Ejemplo 11.
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se rechaza la hipótesis nula de al menos r = 0 factores comunes, con un nivel de significancia del
5 %, como era de esperarse, mientras que, no se rechaza para al menos r = 1 factores comunes en
todos los rezagos, por tanto, se puede concluir que existe un factor común no estacional (el cual
puede ser estacionario o no estacionario) en las dos series.
Ejemplo 12. Aquı́ se presenta un proceso 3-dimensional con un componente de tendencia
estocástica común y un componente estacional común. El modelo es
y1t = µ1t + s1t + ε1t ,
y2t = 0.5µ1t + s1t + ε2t ,
y3t = 0.5µ1t + 2.0s1t + ε3t ,
donde
µ1t = µ1t−1 + ζ1t ,




(cosπtγ1t−1 (h) + cosπtη1t (h)) , h = 1, ..., [s/2] ,




 cosλ(h)γ1t−1 (h) + cosλ(h)η1t (h) cosλ(h)γ∗1t−1 (h) + cosλ(h)η∗1t (h)
senλ(h)γ1t−1 (h) + senλ(h)η1t (h) senλ(h)γ
∗
1t−1 (h) + senλ(h)η
∗
1t (h)
 , h = 1, ..., [s/2] ,
{εit}, i = 1, 2, 3, {ζ1t}, {η1t(h)} y {η∗1t(h)}, son procesos ruido blanco Gausiano con media cero
y varianza 1.
En las Figuras 2.24 y 2.25 se presentan el componente de tendencia estocástica común y el
componente estacional común. En la Figura 2.26 se observan las tres series simuladas mediante
el ejemplo 12, en ella se puede observar que existe un fuerte componente estacional común en las
dos series, mientras que el componente de tendencia común no se observa fácilmente.
En las entradas de la Tabla 2.12 se encuentran los valores del estadı́stico de prueba Sm−r,k
de Peña y Poncela (2006) (cifras redondeadas a un decimal), para k = 1, 2, 3, 4, 5, dichos valores
son usados para probar la hipótesis nula de al menos r factores comunes y deben ser comparados
con una distribución χ2 con (m − r)2 grados de libertad. Para todos los rezagos se rechaza la
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Componente de tendencia









FIGURA 2.24. Componente de tendencia estocástica común simulado en el Ejemplo 12.
Componente estacional










FIGURA 2.25. Componente estacional común simulado en el Ejemplo 12.
TABLA 2.12. Determinación del número de factores comunes no estacionales para el Ejemplo 12.
Rezagos
r 1 2 3 4 5
0 1508.6∗ 1435.9∗ 1381.2∗ 1362.2∗ 1376.5∗
1 1.9 6.7 1.9 4.2 2.4
2 0.1 2.3 0.2 0 0
∗Indica que la hipótesis nula de al menos r factores comunes es rechazada
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Serie y1

























FIGURA 2.26. Series simuladas en el Ejemplo 12.
hipótesis nula de al menos r = 0 factores comunes, con un nivel de significancia del 5 %, como
era de esperarse, mientras que, no se rechaza para al menos r = 1 factores comunes en todos los
rezagos, por tanto, se puede concluir que existe un factor común no estacional (el cual puede ser
estacionario o no estacionario) en las tres series.
Ejemplo 13. Aquı́ se presenta un proceso 3-dimensional con dos componentes de tendencia
estocástica común y un componente estacional. El modelo es
y1t = µ1t + µ2t + s1t + ε1t ,
y2t = 0.5µ1t + 0.5µ2t + 2.0s1t + ε2t ,
y3t = 0.5µ1t + 0.5µ2t + 2.0s1t + ε3t ,
donde
µ1t = µ1t−1 + ζ1t ,
µ2t = µ2t−1 + ζ2t ,




(cosπtγ1t−1 (h) + cosπtη1t (h)) , h = 1, ..., [s/2] ,
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Primer componente de tendencia







Segundo componente de tendencia








FIGURA 2.27. Componentes de tendencia estocástica comunes simulados en el Ejemplo 13.
TABLA 2.13. Determinación del número de factores comunes no estacionales para el Ejemplo 13.
Rezagos
r 1 2 3 4 5
0 2198.0∗ 2095.1∗ 2004.3∗ 1919.3∗ 1883.1∗
1 713.2∗ 690.1∗ 695.7∗ 640.0∗ 677.8∗
2 2.7 0.2 24.3∗ 1.2 1.0
∗Indica que la hipótesis nula de al menos r factores comunes es rechazada




 cosλ(h)γ1t−1 (h) + cosλ(h)η1t (h) cosλ(h)γ∗1t−1 (h) + cosλ(h)η∗1t (h)
senλ(h)γ1t−1 (h) + senλ(h)η1t (h) senλ(h)γ
∗
1t−1 (h) + senλ(h)η
∗
1t (h)
 , h = 1, ..., [s/2] ,
{εit}, i = 1, 2, 3, {ζjt}, j = 1, 2, {η1t(h)} y {η∗1t(h)}, son procesos ruido blanco Gausiano con
media cero y varianza 1.
En las Figuras 2.27 y 2.28 se presentan los dos componentes de tendencia estocástica común y
el componente estacional común. En la Figura 2.29 se observan las tres series simuladas mediante
el ejemplo 13, en ella se puede observar que existe un fuerte componente estacional común en las
dos series, mientras que el componente de tendencia común no se observa fácilmente.
En las entradas de la Tabla 2.13 se encuentran los valores del estadı́stico de prueba Sm−r,k de
Peña y Poncela (2006) (cifras redondeadas a un decimal), para k = 1, 2, 3, 4, 5, dichos valores son
usados para probar la hipótesis nula de al menos r factores comunes y deben ser comparados con
una distribución χ2 con (m− r)2 grados de libertad. Para todos los rezagos se rechaza la hipótesis
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Componente estacional







FIGURA 2.28. Componente estacional común simulado en el Ejemplo 13.
Serie y1



























FIGURA 2.29. Series simuladas en el Ejemplo 13.
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nula de al menos r = 0 y r = 1 factores comunes, con un nivel de significancia del 5 %, como
era de esperarse, mientras que, no se rechaza para al menos r = 2 factores comunes en todos los
rezagos, por tanto, se puede concluir que existen dos factores comunes no estacionales (los cuales
pueden ser estacionarios o no estacionarios) en las series simuladas.
Ejemplo 14. Aquı́ se presenta un proceso 3-dimensional con un componente de tendencia
estocástica común y dos componentes estacionales. El modelo es
y1t = µ1t + s1t + s2t + ε1t ,
y2t = 0.5µ1t + 0.5s1t + s2t + ε2t ,
y3t = 0.5µ1t + 0.5s1t + 2.0s2t + ε3t ,
donde
µ1t = µ1t−1 + ζ1t ,








(cosπtγ2t−1 (h) + cosπtη2t (h)) , h = 1, ..., [s/2] ,




 cosλ(h)γ1t−1 (h) + cosλ(h)η1t (h) cosλ(h)γ∗1t−1 (h) + cosλ(h)η∗1t (h)
senλ(h)γ1t−1 (h) + senλ(h)η1t (h) senλ(h)γ
∗







 cosλ(h)γ2t−1 (h) + cosλ(h)η2t (h) cosλ(h)γ∗2t−1 (h) + cosλ(h)η∗2t (h)
senλ(h)γ2t−1 (h) + senλ(h)η2t (h) senλ(h)γ
∗
2t−1 (h) + senλ(h)η
∗
2t (h)
 , h = 1, ..., [s/2] ,
{εit}, i = 1, 2, 3, {ζ1t}, {ηjt(h)}, j = 1, 2 y {η∗lt(h)}, l = 1, 2, son procesos ruido blanco
Gausiano con media cero y varianza 1.
En las Figura 2.30 y 2.31 se presentan el componente de tendencia estocástica común y los
dos componentes estacionales comunes. En la Figura 2.32 se observan las tres series simuladas
mediante el ejemplo 14, en ella se puede observar que existe un fuerte componente estacional
común en las dos series, mientras que el componente de tendencia común no se observa fácilmente.
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Componente de tendencia









FIGURA 2.30. Componente de tendencia estocástica común simulado en el Ejemplo 14.
Primer componente estacional





















FIGURA 2.31. Componentes estacionales comunes simulados en el Ejemplo 14.
TABLA 2.14. Determinación del número de factores comunes no estacionales para el Ejemplo 14.
Rezagos
r 1 2 3 4 5
0 1831.1∗ 1787.5∗ 1756.1∗ 1694.8∗ 1646.3∗
1 2.2 2.3 1.7 5.7 1.7
2 0.1 0.3 2.8 0.5 0.1
∗Indica que la hipótesis nula de al menos r factores comunes es rechazada
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Serie y1
























FIGURA 2.32. Series simuladas en el Ejemplo 14.
En las entradas de la Tabla 2.14 se encuentran los valores del estadı́stico de prueba Sm−r,k
de Peña y Poncela (2006) (cifras redondeadas a un decimal), para k = 1, 2, 3, 4, 5, dichos valores
son usados para probar la hipótesis nula de al menos r factores comunes y deben ser comparados
con una distribución χ2 con (m − r)2 grados de libertad. Para todos los rezagos se rechaza la
hipótesis nula de al menos r = 0 factores comunes, con un nivel de significancia del 5 %, como
era de esperarse, mientras que, no se rechaza para al menos r = 1 factores comunes en todos los
rezagos, por tanto, se puede concluir que existe un factor común no estacional (el cual puede ser
estacionario o no estacionario) en las tres series simuladas.
CAPÍTULO 3
Aplicación a datos reales
En el presente capı́tulo se lleva a cabo una aplicación de la metodologı́a propuesta con datos
reales del sector macroeconómico Colombiano. Un primer análisis a este conjunto de datos utili-
zando la metodologı́a de Peña y Poncela (2006) fue hecho por Palencia (2006) y Martı́nez(2010),
quienes identificaron algunos factores comunes. Martı́nez (2010), por ejemplo, encontró dos fac-
tores comunes después de ajustar las series por intervenciones, datos atı́picos y estacionalidad.
Las series son las mismas usadas por Melo et al. (2001) para construir un ı́ndice coinciden-
te para la economı́a Colombiana: situación económica actual de la industria (y1), tomada como
el balance entre porcentajes positivos y negativos de las respuestas individuales de la pregunta
número uno de la encuesta de opinión empresarial de Fedesarrollo; volumen actual de pedidos
por atender de la industria (y2), tomado como el balance entre porcentajes positivos y negativos
de las respuestas individuales de la pregunta número seis de la encuesta de opinión empresarial
de Fedesarrollo; producción nacional de cemento (y3); ı́ndice de producción real de la industria
manufacturera sin trilla de café (y4); ı́ndice de empleo de obreros de la industria manufacturera
sin trilla de café (y5); saldo de efectivo en términos reales (y6); demanda de energı́a más consumo
de gas residencial e industrial (y7); importaciones reales exceptuando las de bienes de capital y
duraderos (y8); y cartera neta real en moneda legal (y9). En Melo et al. (2001) se analizan estas
series desde enero de 1980 hasta agosto de 2001; en esta aplicación se amplió el periodo de obser-
vación hasta enero de 2006. En la Figura 3.1 se presentan las series mencionadas y realizando un
39
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Situación de la industria
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Demanda de energía mÆs gas
































FIGURA 3.1. Series de tiempo de la macroeconomı́a Colombiana.
primer análisis visual, se puede concluir la posible presencia de tendencias estocásticas comunes
y componentes estacionales comunes.
Las series usadas en esta aplicación fueron ajustadas por datos atı́picos mediante el paquete
TSW (2004) y se les hicieron algunas transformaciones planteadas en Melo et al. (2001), como
logaritmo a las variables producción de cemento, importaciones reales, cartera neta real y saldo
de efectivo. Además, la interpretación de los factores comunes es generalmente más fácil si las
variables tienen la misma escala, por tal motivo, las series son ajustadas a su escala mediante la
”desviación estandar muestral”si, donde s2i = (1/n)
∑n
j=1 (yij − yi)
2, con yij la j-isema obser-
vación de Yi, yi la media muestral de los datos para la variable i, i = 1, ..., 9 y n denota la longitud
de las series temporales. En la Figura 3.2 se presentan las series transformadas.
Usando la metodologı́a propuesta por Busetti (2006) con las series transformadas y después de
eliminar las tendencias mediante la primera diferencia regular, se identifica el número de factores
comunes estacionales, con el estadı́stico ξK,N (h), definido en (1.13), para las diferentes frecuen-
cias λ(h), para h = 1, 2, 3, 4, 5, 6 y se obtienen los resultados presentados en la Tabla 3.1 (cifras
redondeadas a tres decimales).
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Situación de la industria
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FIGURA 3.2. Series de tiempo transformadas de la macroeconomı́a Colombiana.
TABLA 3.1. Determinación del número de factores comunes estacionales para los datos reales.
Frecuencia λ = 2πh/s
K h = 1 h = 2 h = 3 h = 4 h = 5 h = 6 Todas λ
′
s
λ = π/6 λ = π/3 λ = π/2 λ = 2π/3 λ = 5π/6 λ = π
0 2.880∗ 2.304∗ 1.054∗ 0.843∗ 0.772∗ 0.617∗ 8.470∗
1 2.564∗ 2.052∗ 0.939∗ 0.751 0.687 0.550 7.543∗
2 2.249∗ 1.800∗ 0.823 0.659 0.603 0.482 6.615
3 1.934∗ 1.547 0.708 0.566 0.518 0.415 5.688
4 1.619 1.295 0.593 0.474 0.434 0.347 4.761
5 1.303 1.043 0.477 0.382 0.349 0.280 3.834
6 0.988 0.791 0.362 0.289 0.265 0.212 2.907
7 0.673 0.539 0.246 0.197 0.180 0.144 1.980
8 0.358 0.286 0.131 0.105 0.096 0.077 1.052
∗Indica que la hipótesis nula de K factores comunes estacionales es rechazada
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Estos valores son usados para probar la hipótesis nula de K factores comunes estacionales
y deben ser comparados con los percentiles proporcionados por Busetti (2006), con un nivel de
significancia de 5 %. La prueba se desarrolla secuencialmente incrementando K, para cada fre-
cuencia λ(h). Los valores marcados con un asterisco indican que la hipótesis nula de K factores
comunes estacionales es rechazada.
Las filas de la Tabla 3.1 indican los factores y las columnas indican las frecuencias estacionales
λ(h), para las cuales se aplicó el estadı́stico. Los resultados se pueden analizar ası́:
• Para la frecuencia λ = π/6, es decir, periodo de 12 meses los resultados sugieren que
existen alrededor de tres factores comunes estacionales.
• Para la frecuencia λ = π/3, es decir, periodo de 6 meses los resultados sugieren que existen
alrededor de dos factores comunes estacionales.
• Para la frecuencia λ = π/2, es decir, periodo de 4 meses los resultados sugireren que existe
alrededor de un factor común estacional.
• Para las frecuencias λ = 2π/3 (periodo de tres meses), λ = π (periodo de dos meses) y
λ = 5π/6 (periodo de dos meses y diez dı́as), los resultados sugieren que no existe ningún
factor común estacional.
• Finalmente, se observa que para todas las frecuencias λ′s los resultados sugieren que existen
alrededor de dos factores comunes estacionales.
Por tanto, se puede concluir que existen alrededor de dos factores comunes estacionales en las
nueve series de la macreconomı́a Colombiana, los cuales no se encuentran presentes en todos los
periodos analizados, sino en algunos de ellos, tal como se observó anteriormente.
Usando la metodologı́a propuesta por Peña y Poncela (2006) con las series transformadas y
desestacionalizadas mediante el procedimiento X11 de RATS (2011), se identifica el número de
factores comunes no estacionales (los cuales pueden ser estacionarios y no estacionarios), con el
estadı́stico Sm−r,k dado en (1.6), para k = 1, ..., 5 y se obtienen los resultados mostrados en la
Tabla 3.2 (cifras redondeadas a un decimal).
Las entradas de la Tabla 3.2 son los valores del estadı́stico Sm−r,k, para cada rezago k. La
prueba se desarrolla secuencialmente incrementando r; dichos valores son usados para probar al
menos r factores comunes y deben ser comparados con una distribución χ2 con (m−r)2 grados de
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TABLA 3.2. Determinación del número de factores comunes no estacionales para los datos reales.
Rezagos
r 1 2 3 4 5
0 3555.8∗ 3233.6∗ 3108.9∗ 3005.0∗ 2934.0∗
1 565.3∗ 496.0∗ 467.4∗ 434.6∗ 392.2∗
2 307.3∗ 248.3∗ 230.6∗ 203.1∗ 179.7∗
3 182.5∗ 139.7∗ 128.3∗ 102.2∗ 94.6∗
4 97.3∗ 57.1∗ 40.3∗ 38.2∗ 32.1∗
5 50.1∗ 26.4∗ 16.1 18.9 15.6
6 16.2 8.7 6.0 9.2 2.5
7 4.6 1.3 1.1 3.5 0.2
8 0 0 0 0.1 0
∗Indica que la hipótesis nula de al menos r factores comunes no estacionales es rechazada
libertad, un asterisco indica que la hipótesis nula de al menos r factores comunes no estacionales
es rechazada, por tanto, para todos los rezagos se rechazan las hipótesis nulas de r = 0, r = 1,
r = 2, r = 3, r = 4 factores comunes no estacionales, ası́ se puede concluir que la prueba sugiere
la existencia de al menos 4 factores comunes no estacionales, los cuales pueden ser estacionarios
y no estacionarios.
Una vez realizada la aplicación a las nueve series de la macroeconomı́a Colombiana se puede
concluir que existen alrededor de dos factores comunes estacionales y alrededor de cuatro factores
comunes no estacionales, los cuales pueden ser estacionarios y no estacionarios. Este resultado es
similar al obtenido por Nieto et al. (2013) quienes encontraron tres factores comunes no estacio-
nales y dos factores comunes estacionales.
Conclusiones
En este trabajo se presentó una metodologı́a empı́rica que permite extraer factores comunes
dinámicos estacionales y no estacionales (estacionarios y no estacionarios) combinando la meto-
dologı́a de Busetti (2006) y, Peña y Poncela (2006). Se encontró que tanto en las simulaciones
como en la aplicación a datos reales de la macroeconomı́a Colombiana, los dos métodos tienen la
capacidad para identificar el número de factores comunes estacionales y no estacionales.
Para identificar el número de factores comunes estacionales se eliminan las tendencias me-
diante la diferenciación y para identificar factores comunes no estacionales las series son desesta-
cionalizadas con el procedimiento X11 de RATS (2011).
Una vez planteada la metodolgı́a, se hace una aplicación a nueve series de la macroeconomı́a
Colombiana obteniendo 4 factores comunes no estacionales, los cuales pueden ser estacionarios
y no estacionarios y 2 factores comunes estacionales, que es un resultado similar al obtenido por
Nieto et al. (2013).
44
Trabajo futuro
Este trabajo sirve como un estudio preliminar empı́rico para la extracción simultánea de facto-
res comunes estacionales y no estacionales (los cuales pueden ser estacionarios y no estacionarios).
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Melo, L., Nieto, F., Posada, C., Betancourt, Y. & Barón, J. (2001). Un ı́ndice coincidente para la
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