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Abstract—Network neutrality has been the subject of a hot
debate worldwide. Regulation has been implemented in many
countries to enforce the principle of a “neutral” network. But
compliance to the rules has to be checked thanks to specific mea-
surement tools. This paper aims at highlighting the weaknesses of
current network neutrality measurement tools and at providing
hints on challenges to be addressed on the topic.
Index Terms—Net neutrality, monitoring, measurements.
I. INTRODUCTION
Network neutrality is basically “the principle that traffic
should be treated equally, without discrimination, restriction
or interference, independent of the sender, receiver, type,
content, device, service or application” (European parliament
positioning on April 3rd 20141, other definitions –but related
ones– exist). The issue has been first raised in 2005 when the
CEO of AT&T complained that distant content providers (CPs)
were using AT&T’s network without financially participating
to its maintenance and investment, and threatened to block or
slow down traffic [23]. It has since been the topic of a hot
debate worldwide with user associations and CPs asking for
an “open Internet” and claiming among other things that a
non-neutral network would prevent innovation. For more on
the history about neutrality, its stakes, and how it is handled
worldwide, the readers are advised to look at [14], [16]–[18],
[23], [24], [26].
Regulation has been passed in most countries all over the
world (see the survey [9]), but the debate has recently been
exacerbated with the US repealing neutrality in 2018 [7]
(creating new issues about the interest to maintain it elsewhere
as a consequence [1], [19]). Imposing neutrality to Internet
Service Providers (ISPs) means that tools need to be put in
place to monitor their behavior and verify that they stick to
the rules and do not try to bypass them.
Our goal in this paper is to point out the weaknesses of
existing network neutrality measurement tools and what are
the challenges to be addressed by the research in the area. We
1European Parliament (2014), European Parliament legislative resolution
of 3 April 2014 on the proposal for a regulation of the European Parliament
and of the Council laying down measures concerning the European single
market for electronic communications and to achieve a Connected Continent,
and amending Directives 2002/20/EC, 2002/21/EC, 2002/22/EC, and Regu-
lations (EC) No 1211/2009 and (EU) No 531/2012 (COM(2013)0627 - C7
-0267/2013 - 2013/0309(COD)).
do not aim to detail and survey the state of the art; for that,
we refer to the recent nice and complete survey [9].
The remaining of the paper is organized as follows. Sec-
tion II describes the categories and requirements of network
neutrality measurement tools, and briefly lists the character-
istics of the available softwares. Section III then summarizes
what is lacking with the existing tools to highlight what should
be developed in the future.
II. NETWORK NEUTRALITY MEASUREMENT TOOLS
This section classifies and reviews the main characteristics
of tools developed during the last couple of decades and very
briefly explains what each tool does.
A. Blocking or degradation
A non-neutral behavior can be of two kinds: traffic blocking,
i.e., censorship, or quality of service (QoS) degradation, also
known as Traffic Differentiation. Censorship can be achieved
by various ways: simply dropping any packet of the targeted
traffic, manipulating DNS to make a domain name inacessi-
ble, terminating TCP connections with RST packets, filtering
search engine queries... As traffic blocking is fairly easy to
detect, most tools focus on Traffic Differentiation.
B. Focusing on service/type of traffic/destination
Many monitoring tools focus on specific service-based
Traffic Differentiation. The service can be characterized by the
protocol (BitTorrent, HTTP, FTP...), the service type (video
streaming, video gaming, file transfer...) or the specific ap-
plication (YouTube, DOOM, Facebook...). To identify which
traffic has to be targeted among others (known as Traffic
Classification), ISPs can rely on several factors: the destination
or source IP address and port numbers, the data transmitted
(signature in the packet payload, as a keyword in a search
engine query), or the flow shape [3], [12] are among the
commonly used information.
The tools differ in the range of traffic they monitor. They of-
ten focus on one type among HTTP, BitTorrent, SMTP, PPLive
and VoIP (Skype, Vonage), very few on a wide predefined
range of traffic types (POPI below being an exception), while
some others accept any type of traffic to be tested/measured.
C. Considered metrics
Tools also differ by the metrics they measure from the
targeted traffic. The commonly used ones are:
• Packet integrity/modification (a QoS downgrading can be
made for instance by modifying a packet header);
• Packet loss rate. It is then compared with the loss rate of
“mainstream” traffic;
• Transmission rate. It is compared again with a reference
traffic. The rate can be calculated in various layers,
resulting on network throughput or application through-
put (goodput). For throughput and packet loss rate, a
statistical test has to be put in place and a limited
differentiation might not be easy to detect;
• DNS consistency for traffic blocking. One can check the
answer origin server or also compare the answer with a
“reference DNS” query.
D. Measurement type
Network measurements are divided into two major cate-
gories: active measurements and passive measurements.
1) Active measures: Active measurements methods inject
traffic to investigate the performance. Thanks to active mea-
surements, one can measure exactly what is needed. But it
may be challenging in various aspects: the generated traffic
has to correctly reflect the legit traffic, it adds network
load, a program generating traffic sometimes needs special
permissions (specially on mobile devices)... Measurements
are usually made by replaying traffic under “normal” and
differentiated conditions.
2) Passive measures: Passive measurements monitor exist-
ing user traffic. They do not add artificial traffic to the network.
This method has the advantage of being silent and measures a
real traffic when active measures may not accurately represent
“real” traffic. However, passive measures are inefficient if the
targeted trafic is not being played.
E. List of tools
We do not provide details but just the general principles;
the reader is advised to go to the references if requiring more
information.
• Switzerland [6] was the first widely deployed automated
tool, in 2008. By hashing each packet in a communication
between two nodes, it detects if packets are injected,
dropped or modified in a communication between two
nodes. The first n bits of these hashes (from the packet
at origin and destination) are sent with a timestamp to
a server, that performs a comparison. Modified traffic
is detected from different hashes, dropped packet from
received hash from the sender and not the receiver, and
injected traffic if a hash is received from the receiver
only. This method is semi-passive in the sense that no
extra traffic is generated between two clients, although
“control” traffic is generated between the clients and the
server. Also, hashing can be expensive, and the process
suffers from a lack of anonymity.
• NetPolice [27] investigates potential differentiation in the
backbone of the network through measurements at the
edge. It seeks whether packets are routed through differ-
ent paths according to their type or origin, a potential
discrimination in terms of performance. Paths–and losses
through them–are determined by sending packets with
an adjusted Time To Live (TTL) field: packet drops
due to TTL reaching 0 are notified to the sender while
those due to differentiation are “silent”. Comparison for
various sources or destinations allows to detect if a
differentiation is made at a node of the backbone. The
comparison is made thanks to a Kolmogorov-Smirnov
statistical test; Jackkniffe resampling is also used and
claimed to “reduce” noise.
• NANO [4] is a passive measurement tool, trying to isolate
service differentiation from performance differences due
to “natural” factors, called confounding factors, such
as operating system, geographical location, source and
destination addresses, time of the day, type of physical
link, etc., grouped into two categories: client-based fea-
tures and network-based features. Application throughput
is measured for several clients and the results sent to
a server with user confounding factors. Note that this
client-server traffic is generated by NANO, making the
tool a semi-passive measurement tool, like Switzerland.
Measures with similar confounding factors are grouped
into strata, and statistical comparisons are made within
each stratum to detect a potential different behavior. The
tool is quite involved, with the necessity to identify
confounding factors, which can be dynamic; also, the
required sample size to get accurate results is large.
• Glasnost [5] is an active measurement tool that sends
specific traffic (peer-to-peer, web, mail and SSH) first
without modification and then replays it by modifying
elements that may cause differentiation (port number for
example). It compares the results to detect a potential hin-
drance to Net Neutrality. Analysis is performed through
a web interface and no program is required at the user
place. The tool arbitrarily evaluate the external noise
as (bitratemax − bitratemean)/bitratemax and does not
proceed to analysis if it exceeds 20%; otherwise it decides
that differentiation takes place if the difference between
flow rates is larger than 50% of the maximum flow rate.
BonaFide [2] is a mobile terminal variant of Glasnost,
operating the same way but adapted to the mobile envi-
ronment.
• DiffProbe [11] assumes that the ISP separates the traffic
in two classes: high (H) and low (L) priority. Differ-
entiation is detected by sending the service flow and a
probing flow simultaneously. The packets of the probing
flow should have characteristics similar to the tested flow,
which may be difficult to realize. The rate of the probing
flow is increased to saturate the path and observe results
with congestion. Instead of a Kolmogorov-Smirnov test,
Kullback-Leibler divergence is considered to measure the
gap between distributions of measures.
Tool Differention Traffic Metrics Measure Test
Switzerland packet integrity any packet hash passive comparison
NetPolice type/routing-based HTTP, BitTorrent, SMTP, PPLive, VoIP packet loss rate active Kolmogorov-Smirnov with Jackknife
NANO type-based any throughput passive causal inference
Glasnost type-based BitTorrent (can add others) throughput active maximal throughput comparison
DiffProbe type-based Skype, Vonage packet loss rate, delay active Kullback-Leiber
POPI type-based ICMP, FTP, Telnet, POP3, BGP, HTTPS,
Fasttrack, Donkey, Gnutella, BitTorrent packet loss rate active ranking, averaging and clustering
Packsen type-based BitTorrent inter-arrival packet time active Mann-Whitney U
OONIProbe type-based web, DNS, Tor, messaging applications DNS resolution, connection success active comparison
ChkDiff type-based any packet loss rate, delay active Kolmogorov-Smirnov
Wehe type-based any packet loss rate, throughput, delay active custom Kolmogorov-Smirnov-inspired
CONNEcT type-based any packet loss rate passive no analysis
TABLE I
COMPARISON OF TOOLS
• POPI [15] is an active measurement tool detecting for-
warding prioritization between packets. Bursts of packets
are sent for different types of traffic, and packet losses
are computed for each type. A statistical test is then
performed to detect if differences in losses are significant.
• Packsen [25] also tries to detect prioritization between
types of traffic, comparing traffic features at origin and
destination. A reference flow and another one using the
suspected differentiation characteristic (port, time of day,
etc.) are sent, and both compared with the traffic at the
origin. Statistical tests are performed: Mann-Whitney U
test for the inter-arrival of the flows (test of the median
of distributions), and another one to try to infer the
used differentiation scheduler in case differentiation is
detected.
• OONIProbe [22] is an active measurement tool aiming
at detecting the blocking of web, instant messaging
application, or overlay network traffics, through DNS
resolution. The first test is a connectivity test, trying to
connect to the given website and comparing the DNS
resolution with a neutral-assumed DNS resolution. The
authors use as neutral reference the Google DNS servers
and assume there is no DNS manipulation during the
process. If the connection fails, the tool concludes TCP-
level blocking occurred. If the connection works, the tool
requests a resource to the server; if the request is aborted,
it concludes on HTTP-level blocking. Those results can
help the client understand at which level blocking occurs
and find how to circumvent it.
• Wehe [10] is an active measurement tool primarily aimed
at mobile terminals, as they operate in a resource-
constrained network with constantly increasing demands,
and in which network operators have historically acted
against net neutrality. The tool connects to servers where
traffic mimicking that of specific applications has been
uploaded using a VPN. Traffic is sent “in clear” and
replayed encrypted. The goal is to detect potential differ-
ences in terms of throughput, the encrypted traffic being
assumed non-differentiated, using a custom variant of a
Kolmogorov-Smirnov test. The current implementation
of Wehe is limited because it only allows users to test
a limited number of services (Hangouts, Netflix, Skype,
Spotify, Viber and Youtube).
• CONNEcT [20] is a measurement model designed to
escape ISP oversight and the potential tentatives to bypass
measurements from users (the above existing tools do not
study the case of an active ISP, that could modify its
behavior when it detects it is being tested). For example,
the Time-to-Live value of a packet is commonly 64 or 128
(depending on the operating system) [20]. Therefore, an
uncommon TTL value (in a NetPolice [27] test packet
for instance) is easily identifiable by the ISP, and traffic
differentiation during the measurement campaign can
then be postponed. To counter ISP traffic monitoring,
CONNEcT makes use of a meta-communication called
covered channel; a hidden synchronization allows two
machines to insert messages into the legit traffic data with
an offset only known from both of them. This hidden data
contains measures concerning the previous packet such as
a timestamp, a packet pseudo-hash...
The characteristics of the above tools are summarized in
Table I.
III. WEAKNESSES AND CHALLENGES TO BE ADDRESSED
The above tools all have their own characteristics. Our
goal here is to emphasize what is lacking and what should
be addressed by the community to ensure that neutrality is
properly monitored.
A. Sustainability
We have listed several tools developed in the literature.
Many were implemented by research projects and are not
maintained anymore, or worse not available anymore. This
is for instance the case of Switzerland, Glasnost, DiffProbe
and BonaFide. Similarly, NetPolice and NANO were tested
on PlanetLab, but have not been publicly released, similarly
to POPI, Packsen, ChkDiff. Moreover CONNEcT is for now
just a proof of concept without implementation. It is therefore
clear that even if many have been implemented, very few
can be used. Available tools are limited to OONIProbe and
Wehe in our list. A support by a regulator (ARCEP, the french
telecomunication regulator, is associated to the development
of Wehe) or maybe by user associations (for OONIProbe) is
probably a requirement for a perennial implementation of a
tool.
An initiative from New America’s Open technology Insti-
tute, PlanetLab Consortium, Google and a group of academic
researchers, named Measurement-Lab (M-Lab) was created in
2009 to collect and save Internet measurements from various
tools. Most of the presented tools are part of the M-Lab
initiative and measures can be accessed via the database. The
gathered data is not analyzed, the purpose of M-Lab being to
make measures available.
B. Usage
In the design of a tool, a question to be addressed is
the target in terms of usage. If neutrality is to be tested by
institutions or associations, the tool/program can be involved.
But if it is to used by end users, which may lead to a broader
impact, it has to be easy to install, easy to manipulate, and
results have to be obtained quickly. For example, Glasnost
authors had to cut the measurements by half as the users
where abandoning because of the test duration [5]. Testing
by mobile users (for which a non-neutral behavior is more
likely) is also not that obvious for active measurements since
measuring traffic will be counted in the user’s data plan, which
might deter from implementation.
Some authors advocate for crowd-sensing tools [21] to
gather a huge amount of measures, following the Open Data
paradigm. It would allow to precisely construct a global
overview of the network. But related issues have to be ad-
dressed: data anonymity, big data processing, citizen partici-
pation and incentives, etc.
Dissemination of a tool might also be an issue: in the case
of a mobile terminal, an application needs to be downloaded
through the Google Play Store or the Apple Store. The Wehe
application was, at first, refused in the Apple Store [13].
C. Specific tools
All tools address specific types of neutrality hindrance
(traffic blocking, or throughput reduction for example). The
tools consider particular metrics, but also particular and limited
types of traffic (P2P, HTML, etc.). Therefore a single tool may
not be sufficient to certify a neutral network since many kinds
of hindrance are possible. A big challenge would be to propose
a tool looking at many (if not all) potential infringements. Such
a general tool would probably be provided first to regulatory
bodies. It also has to adapt, if possible ex ante, to network
evolutions (the SDN paradigm being an example).
Another major issue is the ability for the ISPs to detect
measurement tools. Most of the tools generate specific traffic
(TTL-adjusted packets, client to server measure reports, con-
trol traffic with known values and keywords...). Therefore, the
ISP has the possibility to: i) not differentiate service when
those tools are used or ii) bypass the tested differentiation
by using other ways to discriminate. Behavior ii) is probably
easy to implement due to the very specific tests of most tools.
Issue i) is related to the development of CONNEcT to avoid
ISP oversight.
D. Limited statistical ground
A major issue not highlighted in the literature is the lack of
theoretical grounds for the (mostly statistical) tests to detect
service differentiation. This is notably the case for Glasnost
with 20% as the maximum percentage of noise to allow a test,
and 50% as the threshold for declaring service discrimination.
There are tools without any decision process, left to the user,
such as CONNEcT. A tool like Switzerland based on passive
measures detects differences between packet content, but what
if those differences are for a small proportion of packets only?
Can it just be due to network processing errors and can we
define thresholds, justified theoretically based on observed
errors on a “regular” traffic? NANO requires complicated
identification of and is very sensitive to confounding factors;
making its use limited to experts.
Most of the above active measurement tools base their
decision process on the Kolmogorov-Smirnov (KS) test. This
test computes the maximum distance between two empirical
cumulative distribution functions (cdf) and says that the two
cdf are statistically different if the max distance is larger than
a threshold (which depends on the sample size to get the two
empirical cdf). In several cases the authors claim to suffer
from “noise” and modify the test, but then in general lose its
theoretical guarantees. Wehe used KS, but seemed to encounter
issues with the result of the test; it then creates a new test
looking at the surface, instead of the max distance, separating
the two cdf, with an arbitrary threshold for decision without
any theoretical validation but probably with a conservative bias
to avoid false positives. Probably more could be done with
a simple KS test to justify its valid use: sample points are
throughput estimations over short and successive periods of
time during a replay, but are the provided values independent?
This independence could or should be tested and the intervals
adjusted. This is similar to what is done for variance estimation
using the batch means technique [8]. NetPolice use Jackniffe
resampling to “reduce noise”; Jackniffe is theoretically used
to reduce the bias of an estimator; more information would be
interesting to see the link with noise.
DiffProbe uses the Kullback-Leibler divergence to compute
the “distance” between distributions, and rejects the matching
distribution if above a threshold. While a nice other idea,
no theoretical test exists, making the decision arbitrary, and
the Kullback-Leibler divergence is in the literature used to
simplify derivations with respect to the distance between cdf,
something not clear in the current context. Packsen is based
on the Mann-Whitney U test, which only looks at medians,
much more limited than the full distributions.
This illustrates that much more can be done to provide a
valid statistical test for network neutrality measurement tools.
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