We consider the problem min {f (x) lx 0) and algorithms of the form where bl and b are given vectors. Problems (11 and ( 2 ) are referred to as simply constrained problems, and their algorithmic solution is the primary subject of this paper.
rule, and D is a positive definite symmetric matrix which is partly diagonal. We show that D can be calculated simply on the basis of second derivatives of f so that the resulting Newton-like algorithm has a typically superlinear rate of convergence. With other choices of D convergence at a typically linear rate is obtained. The algorithms are almost as simple as their unconstrained counterparts. They are well suited for problems of large dimension such as those arising in optimal control while being competitive with existing methods for lohr-dimensional problems. where bl and b are given vectors. Problems (11 and ( 2 ) are referred to as simply constrained problems, and their algorithmic solution is the primary subject of this paper.
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In view of the simplicity of the constraints, one would expect that solution of problem (1) is almost as easy as unconstrained minimization of f. This expectation is partly justified in that the first order necessary condition for a vector x = (y',. ..,?) to be a local minimum of problem (1) takes the simple form 
subject to x 2 0 where f : Rn + R is a continuously differentiable function and the vector inequality x 2 0 is meant to be componentwise [i.e. for x = (x1,x2,. . . ,xn)6Rn,
we write x 2 0 if x > 0 for all i = 1, ..., n]. This type of problem arisez very often in applications; for example when f is a dual functional relative to an original inequality constrained primal problem, and x represents a vector of nonnegative Lagrange multipliers corresponding to the inequality constraints, and when f represents an Augmented Lagrangian or exact penalty function taking into account other possibly nonlinear equality and inequality constraints. O,-) . In addition to being easily implementable and convergent, the algorithm ( 4 ) , (7), has the advantage that when it converges to a local minimum x satisfying the standard second order sufficiency conditions for optimality (including strict complementarity) it identifies the active constraints at x in a finite k such that
where, for every x6R , B(x) denotes the set of indices of binding constraints at x Minor modifications of the proofs given in 143 show that the results stated above hold also for the algorithm (10) where Dk is a diagonal positive definite matrix and % is chosen 5y (7) where now x ( a ) is given by
For this it is necessary to assume that the diagonal elements d i = 1, ..., n of the matrices Dk satisfy k ----W i l e it is often possible to achieve substantia? computational savings by proper diagonal scaling of : f as in (lo), the resulting algorithm is typically characterized by linear convergence rate. An?. attempt tc construct 3. superlinearly convergent alporithir, must hy necessity involve a nondiagonal .:caling matrix E \O;ich is an adequate approximation k of the inverse Hessian V f(xk)-', at least along a 2 suitable subspace. At this point we find that the algorithms available at present are far more complicated than their unconstrained counterparts, particularly when the problem has large dimension. Thus the most straightforward extension of Newton's method is given by
where yk is a solution of the quadratic program
and % is a stepsize parameter. There are convergence and superlinear rate of convergence results in the literature regarding this type of method (Levitin and Poljak [ 2 ] , Dunn [5] ) and its QuasiNewton versions (Garcla-Palomares and Mangasarian [6]), however its effectiveness is strongly dependent upon the computational requirements of solving the quadratic program (13). For problems of small dimension, problem (13) can be solved rather quickly by standard pivoting o r manifold suboptimization methods but when the problem is of large dimension solution of the quadratic program (13) by standard methods can be very time consuming. Indeed, there are large-scale quadratic programming problems arising in optimal control the solution of which by pivoting methods is unthinkable. In any case the facility o r lack thereoff of solving the quadratic program (13) must be accounted for when comparing method (12) against other alternatives.
Another possible approach for constructing superlinearly convergent algorithms for solving problem (1) stems from the original gradient projection proposal of Rosen [7] , and is based on manifold suboptimization and active set strategies as in Gill and Murray [ 8 ] , Goldfarb [ 9 ] , Luenberger [lo] and other sources, (see Lenard [ll] for an up-to-date performance evaluation of various alternatives). Methods of this type are quite efficient for problems of relatively small dimension, but are typically unattractive for large-scale problems with a large number of constraints binding at a solution. The main reason is that typically at most one constraint can be added to the active set at each iteration, so if, for example, 1,000 constraints are binding at the point of convergence and an interior starting point is selected, then the method will require at least 1,000 iterations (and possibly many more) to converge. While several authors [ 8 ] , [lo] have alluded to the possibility of bending the direction of search along the constraint boundary, the only specific proposal known to the author that has been made in the context of the manifold suboptimization approach is the one of FlcCormick [12] and it does not seem particularly attractive for large-scale problems. (The Quasi-Newton methods proposed by Brayton and Cullum [13] incorporate bending but simultaneously require the solution of quadratic programming subproblems). Manifold suboptimization methods require also additional computation overhead in deciding which constraint to drop from the currently active set. For the apparently most successful strategies (Lenard [ll] ) which attempt to drop as many constraints as possible, this overhead can be significant and must be taken into account when comparing the manifold suboptimization approach with other alternatives.
The algorithms proposed in this paper attempt to combine the basic simplicity of the steepest descent iteration (4), (7) with the sophistication and fast convergence of the constrained Newton's method (12), (13). They do not involve solution of a quadratic program thereby avoiding the associated computational overhead, and there is no bound to the number of constraints that can be added to the currently active set thereby bypassing a serious inherent limitation of manifold suboptimization methods. The basic form of the method is where x,(a)
D is a positive definite symmetric matrix which is partly diagonal, and \ is a stepsize determined by an Armijo-like rule similar to (7) that will be described later. The convergence and rate of convergence properties of this method are discussed in Section 2. A key property of the method is that under mild assumptions it identifies the manifold of binding constraints at a solution in a finite number of iterations in the sense of (8). This means that eventually the method is reduced t o an unconstrained method on this manifold and bryngs to k the current iteration. 1% our algorithms we take a suitably chosen rectangle (i.e. a set described by upper and lower bounds on the variables) as a "local universe" instead of a manifold.
Throughout the paper we emphasize Newton-like methods as prototypes for broad classes of superlinearly converging algorithms that fit the framework of the paper. We often make positive definite-, ness assumptions on the Hessian matrix of f in order to avoid getting bogged down in technical details relating to modifications of Newton's method such as those employed in unconstrained minimization2
[14]-1161 to account for the possibility that V f is not positive definite. Quasi-Newton versions of the Newton-like methods presented are possible but the discussion of specific implementations is beyond the scope of the paper. More generally it maybe said that the nature of the algorithms proposed is such that almost every useful idea from unconstrained minimization can be fruitfully adapted within the constrained minimization framework considered here, however, the precise details of how this should be done may involve considerable further research and experimentation.
The notation employed throughout the paper is as follows. All vectors are considered to be col- 
The main idea here is to view problem (16) locally as a simply constrained problem via a transformation of variables. For example, if the matrix A is square and invertible, problem (16) A similar approach based on an active set strategy is employed when A is not square and invertible. The ideas are similar to those involved in manifold suboptimization methods where a linear manifold is selected as a "local universe1' for the purposes of We consider firzt the problem min {€(x) [x 2 O} of (1). Any vector x satisfying the first order necessary condition ( 3 ) will be referred to as a critical point with respect to problem (1).
We focus attention at iterations of the form where Dk is a positive definite symmetric matrix and ak is chosen by search along the arc of points a)
The vector x is a critical point with respect to problem (1) if and only if
If x is not a critical point zith respect to problem (1) there exists a scalar
Based on Proposition 1 we are led to the conclusion that the matrix Dk in the iteration should be chosen diagonal with respect to a subset of indices that contains Unfortunately the set I+(x ) exhibits an undesirable k discontinuity at the boundary of the constraint set whereby given a sequence { \ } of interior points that converges to a boundary point x the set I+(xk) may be strictly smaller than the set I + ( : ) . This causes difficulties in proving convergence of the algorithm and nay have an adverse effect on its rate of convergence. (This phenomenon is quite common in feasible direction algorithms and is referred to zigzagging o r jamming). For this reason we will employ certain enlargements of the sets It(x ) with the aim of bypassing these difficulties. The algorithm that we describe utilizes a scalar E > 0 (typically small), a fixed' diagonal positive definite matrix M (for example the identity), and two parameters Be(0, l) and oG (O,-) that will be used in connection with an Armijo-like stepsize rule. An initial vector x > 0 is chosen and at the kth iteration of the algorithm we have a vector 1 2 I3 -i 'Actually the results that follow can be shown also for the case where M is changed from one iteration to the next in a way that its diagonal elements are bounded above and away from zero. 
% = e
The stepsize rule (25), (26) may be viewed as a combination of the Armijo-like rule (7) and the Armijo rule usually employed in unconstrained minimization (see e.g. Polak [ 1 8 ] ) . When Ik 1s empty the right-hand side of (26) becomes OB Vf(xk) 'pk and is identical to the corresponding expression of the Armijo rule in unconstrained optimization, while if I : = {1,2,.. .,n} then inequality (26) is identical with (7). Note that, for all k, we have
so the matrix D is diagonal with respect to I+(xk).
It is possible to show that, for all m 2 0, the right-hand side of (26) is nonnegative, and it is positive if and only if xk is not a critical point. k
In conclusion the algorithm is well defined, decreases the value of the objective function at each iteration k for which xk is not a critical point, and essentially terminates if xk is critical.
We proceed to analyze its convergence and rate of convergence properties. To this end we will make use of the following two assumptions:
The gradient Vf is Lipschitz continuous on each bounded set of R , i.e. given any bounded set Note that when q1 = q2 = 0, relation (30) takes the form
and simply says that the eigenvalues of Dk are uniformly bounded above and away from zero.
Proposition 2 : Under Assumptions (A) and (B) above, every limit point of a sequence {x,} generated by iteration (24) is a critical point with respect to prob 1 em (1) .
We now focus attention at a local minimum x* satisfying the following second order sufficiency conditions. For all x 2 0 we denote by B(x) the set of indices of binding constraints at x, i.e. The following proposition demonstrates an important property of the algorithm namely that under mild conditions it is attracted by a local minimum x* satisfying Assumption (C) and identifies the set of active constraints at x* in a finite number of iterations. Thus if the algorithm converges to x* then after a finite number of iterations it is equivalent to an unconstrained optimization method restricted on the subspace of binding constraints -at x*. This property is instrumental in proving superlinear convergence of the algorithm when the portion of Dk corresponding to the indices idI; is chosen in a way that approximates the inverse of the portion of the Hessian of f corresponding to these same indices. Then there exists a scalar > 0 such that if {x,} is a sequence generated by iteration (24) and for some index k we have then {x 1 converges to x* and we have k I : = B(xk) = B(x*), Q k -> + 1.
( 3 7 )
Under the assumptions of Proposition 3 we see that if the algorithm converges to a local minimum By Assumption (C), VLf(x*) is positive definite on T so it follows from (39) that this choice is well defined and satisfies the assumption of Proposition 3 for k sufficiently large. Since the conclusion of this proposition asserts that the method eventually reduces to Newton's method restricted on the subspace T a superlinear convergence rate result follows. This type of argument can be used to construct a number of Newton-like and Quasi-Newton methods and prove corresponding convergence and rate of convergence results.
