Abstract Estimating the distance between two points is of fundamental concern. This paper investigates some statistical properties of three estimators of the distance between two points on a plane. The results of several theoretical comparisons of the performance of the estimators assuming a large sample size are given. Also given is the comparison of the performance of the estimators using simulation when the sample size is small. These comparisons suggest that the estimator of choice is not the most "natural" estimator in this situation. Although the discussion is given in the framework of the plane, the results are readily extended to high dimensional spaces. 
Introduction
What is the distance between two points? This seemingly simple question can take many forms and has been the subject of a good deal of work. Perhaps the simplest example is the (Euclidean) distance between two points wide applications in various areas such as differential equations, signal processing and control theories. Another example is the dissimilarity measure ( [2] ), which is fundamental to clustering techniques and recently has found important applications in microarray data analysis. We note that the Euclidean distance and its generalizations are often applied to compute the distance between two objects when the numerical characteristics (e.g., coordinates) of the objects are completely known. If such precise numerical information is not available, how can we proceed to obtain the distance? This paper will provide an answer for the case concerning the distance between two points on a plane. To do so, statistical properties of estimators of the distance need to be examined. This paper is motivated by the following situation. 633 Orthopaedic surgeons, before implanting metal stems into the bones of patients, need to match as closely as possible bone geometry and the geometry of the metal stem. At the time of this investigation, this was done by comparing x-rays of the bone to the stem templates. Before CT-scan measurements will be commonly used, it is important to understand sources and magnitudes of errors made when this technique is used to measure distances. Suppose A and B are two different points on a CT-scan image of bone cross-section. Also suppose {U1, U2,..., Un} and {V1, V2,...,Vn} represent coordinates of the independent measurements of A and B in the source coordinate system. The question is how these measurements should be used to determine the distance dAB between A and B.
In order to approach the problem in a statistical way, we may assume A, B, U1,U2,... ,Un and V1,V2,... ,Vn all lie in a two dimensional Euclidean plane. In this paper, we study properties of three estimators of dAB.
The first estimator dl is natural and is obtained by taking the average of distances between pairs of measurements. This is the estimator that is sometimes used in orthopaedic experiments. The second estimator d2 is also natural and is just the distance of average locations. The third estimator d3, defined in Section 3, is less natural. Section 2 of this paper shows that d2 outperforms dl for large sample sizes under the normality assumption.
Section 3 defines da and shows that under the normality assumption, (d3) 2 is the uniform minimum variance unbiased estimator (UMVUE) of (dAB) 2 while d2 and (d2) 2 are the maximum likelihood estimator (MLE) of dAB and (dAB) 2, respectively. Comparison between d2 and d3 for large sample sizes is also provided. In Section 4, some simulation studies are presented to compare the performance of three estimators for small samples. The conclusion is given in Section 5.
Two Natural Estimators
Let DA and DB denote the coordinates of A and B respectively. For convenient comparisons, we assume that U1, U2, ..., Un is a random sample from a bivariate normal distribution N(DA, El), and V1, V2, ..., Vn an independent random sample from a bivaxiate normal distribution N(DB , 2~2), where DA and DB are two unknown mean vectors and ,U1 and E2 are two unknown variance-covariance matrices (assumed to be positive definite). The above assumption will be used through out this paper. Our main concern is how one can use Ui's and Vi's to obtain a good estimator of the distance between DA and DB, i.e. dAB. The following lemma suggests that d2(n) should be preferred to dl(n) if n is large. To obtain another estimator of dAB ' we begin with a UMVUE of (dAB) 2.
Intuitively the square root of a UMVUE of (dAB) 2 should provide a good estimator of dAB.
Let Xi = Ui-Vi. Then Thus (d3(n)) 2 is the best estimator of (dAB) 2. Clearly, iX is the MLE of #. By the invariance property of MLEs, (d2(n)) 2 = X'X is the MLE of
~']~ --(dAB) 2 ( and d2(n) is the MLE of dAB).
We note that the bias of From the figures, it is seen that the performance of dl (n) is the worst and d2 (n) and d3 (n) have similar performance.
Conclusion
This paper investigates some statistical properties of three estimators dl, d2, and d3 of distance dAB between two points A and B on a plane. Although this presentation focuses on the distance between two points on a plane, the results are readily extended to three or higher dimensional cases.
Motivated by the CT-scan measurement problem, the topic on examining statistical properties of various distance estimators may find many impor- tant practical applications in other fields. For example, in wireless sensor network, a current hot area of computer science, range estimation for location discovery requires the distance computation between two reference points [see, for example, [5] ]. When the reference points do not have deterministic location information, which is a common case, distance estimators such as those discussed in this paper may need to be applied for better performance.
Based on the work in this paper, we now make suggestions to the use of these three estimators. For large sample size n, Lemma 1 and Lemma 3 suggest that dl be discarded and either d2 or d3 be used to estimate dAB. When n is small, we suggest the use of d2 or ds. This recommendation is based on Lernma 2 and simulation results described in Section 4.
