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ABSTRACT
The present study addresses the thermal behaviour of a modified pavement structure to prevent icing at its
surface in adverse winter time conditions or overheating in hot summer conditions. First a multi-physic model
based on finite elements method was built to predict the evolution of the surface temperature. In a second
time, laboratory experiments on small specimen were carried out and the surface temperature was monitored
by infrared thermography. Results obtained are analyzed and performances of the numerical model for real
scale outdoor application are discussed. Finally conclusion and perspectives are proposed.
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NOMENCLATURE
Thermography Symbols
ε Emissivity
τ Transmission coefficient
Li,j Radiant exitance at pixel (i, j)
R,B, F Calibration constants
T i,j Temperature at pixel (i, j)
Indices
f fluid
ν per frequency unit
atm Atmosphere
env Environment
obj Object
opt Optic
Extrinsic Parameters
R3×3 Rotation matrix
T3×1 Translation matrix
Intrinsic Parameters
(cx, cy) Optical camera center
a Aspect ratio
f Focal length
sk Skew
Numerical Modeling
κ absorption opacity
ν frequency
φ porosity
ρc Heat capacity
σ scattering opacity or Stefan’s constant
~u fluid flow
~vartheta direction
Bν Blackbody emission
h mesh size
Iν Radiative intensity
k Thermal conductivity
p phase function
1. INTRODUCTION
In the context of the energy transition, that is to say energy saving and decreasing of fossil energy consump-
tion, numerous studies and developments have led to the use of renewable energy (water, wind, solar, waves).
Moreover, with the urbanization growth and the increasing need of road infrastructures efficient regardless of
the weather conditions, road structures are the topic of research works.
Roads are subject to two phenomenon which can lead to energy recovery: the rolling of vehicles at the
surface of the pavement and the contribution of solar radiation.1 Some solutions have been studied to collect
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in part these energy sources. Thus, the energy coming from the strain carried on by trucks and kinetic energy
can be converted to electric energy with piezoelectric generators,2,3 or electromagnetic generators.2,4
Another way to collect energy from roads is to use solar radiation with collectors. These collectors can be
photovoltaic systems converting thermal energy into electric energy1 or pipes located below the pavement in
which a heat transfer fluid flows.5,6 Alternatively, it is possible to add a semi-transparent pavement. Moreover,
these methods for energy recovery have the advantage to decrease the surface temperature during summer.
Indeed, this temperature can reach 70◦C.7 Decreasing this surface temperature allows to reduce rutting provoked
by the loss of bituminous materials rigidity. During winter, the opposite effect can be obtained: the flow of a
warm fluid allows to heat the surface of the pavement, and so to avoid ice formation.8,9
To optimize the energy recovery capacity, without high changes in building methods, we study in this paper
a recovery method based on a heat transfer fluid flowing in a porous layer, located below the pavement layer on
which vehicles pass along. Then we evaluate the energy gain provided by the use of a semi-transparent layer as
a pavement layer.
In this context, a numerical modelization was studied and developed to solve this coupled problem including
thermal diffusion, hydraulic convection and radiative transfers. After an introduction of the concept of this
solar-hybrid road, we present the studied modelization based and developed with the finite element method.
Then, solving methods are coupled to realize an evaluation of the energetic performances on a study case. An
infrared camera is implemented on a mock-up made in our laboratory and used as a test bench in this study. The
purpose of such instrumentation is to show the possibilities of a non destructive, low cost and robust thermal
monitoring solution. The models used to convert the numerical values of the camera to temperature and the
methods used to compare the modelization with the measurements are introduced. Finally, the effect of adding
a semi-transparent layer for the pavement is discussed, then conclusions and perspectives are presented.
2. CONCEPT OF MODIFIED ROAD STRUCTURE AND NUMERICAL
MODELING
2.1 Concept of modified structure
We introduce in this section the concept of multilayer hybrid solar road for which the two first layer from the
surface are subject to changes. Such a road is depicted in figure 1.
Figure 1: Schematic view of a modified
structure from a 3D CAD
Figure 2: Sectional schematic view of modified road struc-
ture
Figure 2 represents a sectional view of the studied road. Layer 1 is semi-transparent or opaque. Layer 2 is
porous: a fluid flows inside along the width of the road, with the effect of the imposed tilt. Layers 3 is opaque.
The porous layer presents a slope which allows the fluid to flow. A part of the solar incident direct heat flux
during summer can be collected. On the contrary, for cold conditions, fluid flow allow to heat the surface of the
pavement and also to prevent from icing.8
This structure is submitted to 3 thermophysical phenomenon: heat diffusion coupled with advection and
radiative transfer. The modelisation of phenomenon that affects such structures are described in the next
paragraph.
2.2 Finite element formulation of phenomena
2.2.1 Thermal diffusion
Solving heat equation with finite element method is a well-known problem dealt in numerous publications.10,11
Heat equation and boundary conditions are written under the form (1). Finite element formulations of this
equation can be found in.10
ρc
∂T
∂t
= ∇ · [k∇T ] + q on the domain Ω
k∇T · ~n = Φs + hconv (Ta − T ) + εσ
(
T 4c − T 4
)
at the surface
k∇T · ~n = 0 on the others boundaries
(1)
2.2.2 Hydraulic convection
We suppose the porous layer saturated in fluid. We note φ the porosity. Fluid flow answers to the Darcy law
and its speed verifies : u =
−Kρg
µ
∇
(
p
ρg
+ z
)
. Two temperature fields are used: T for the solid, defined in
the entire domain and Tf for the fluid, only defined on the porous domain.
Heat equation written at a microscopic scale, and use of a representative volume element (RVE) allows to
get a coupled equation system involving RVE’s average values of both temperature fields. This coupled system
is written12,13 :
(1− φ)ρc∂T
∂t
= (1− φ)∇ · [k∇T ] + hfsafs (Tf − T ) (2)
φρfcf
∂Tf
∂t
+ ρfcf~u · ∇Tf = φ∇ · [kf∇Tf ] + hfsafs (T − Tf ) (3)
With hfs an exchange coefficient verifying
13 1
hfs
=
dP
Nufskf
+
dP
βk
and afs the specific surface given with
afs =
6 (1− φ)
dP
. dP is the size of granulates, Nufs the Nsselt number and β a constant.
Boundary condition are of Dirichlet or Neumann type. We note Γf,D and Γf,N respectively the boundaries
submitted to Dirichlet and Neumann conditions for the fluid temperature field and Γs,D and Γs,N respectively
the boundaries submitted to Dirichlet and Neumann conditions for the solid-phase temperature on the porous
domain.
The boundary conditions are defined as :{
T = TD on Γs,D Tf = Tf,D on Γf,D
k∇T = hs(TN − T ) + Φ on Γs,N kf∇Tf = hf (Tf,N − Tf ) + Φf on Γf,N
(4)
To introduce the finite element formulation of equations (2) and (3), we note Ωf the domain composed of
fluid and porous layer in which the porous layer is submitted to convective exchange with the fluid, Hk the
Sobolev space of polynomial functions of degree k on Ωf , 〈·|·〉Ωf the scalar product for Hk in Ωf and 〈·|〉Γ·,Nin
the scalar product for Hk in ∂Γ·,N where · refers to the fluid phase f or the solid phase s. The two scalar
products are defined, for all v, w ∈ Hk :
〈v|w〉Ωf =
∫
Ωf
vwdΩ , 〈v|w〉Γ·,N =
∫
Γ·,N
vwdS (5)
Applying the Galerkin method on equations (2) and (3) allows to write, for all ϕ ∈ Hk :

〈(1− φ)ρc∂T
h
∂t
|ϕ〉Ωf + 〈hfsafsTh|ϕ〉Ωf + 〈(1− φ)k∇Th|∇ϕ〉Ωf 〉Ωf + 〈(1− φ)hsTh|ϕ〉ΓN
= 〈hfsafsThf |ϕ〉Ωf + 〈(1− φ)(hsTN + Φ)|ϕ〉ΓN
〈φρfcf
∂Tf
∂t
|ϕ〉Ωf + 〈ρfcf~u · ∇Thf |ϕ〉Ωf + 〈hfsafsThf |ϕ〉Ωf + 〈φkf∇Thf |∇ϕ〉Ωf + 〈φhfThf |ϕ〉Γf,N
= 〈hfsafsTh|ϕ〉Ωf + 〈φ(hfTf,N + Φf )|ϕ〉Γf,N
(6)
Where Th and Thf are the finite element approximations of T and Tf on H
k.
Because of the advection term ~u ·∇Thf , the second equation of system (6) is hyperbolic. Solving this equation
with the finite element method can entail spurious oscillations, particularly for the case of high Péclet number.
To avoid this problem, we have chosen to use the Petrov-Galerkin formulation for this equation. The form
function ϕ is changed to ϕ + δ~u · ∇ϕ for the scalar product in Ωf to introduce numerical diffusion.14 Some
choices are available for δ. Many authors15–17 suggest to use for δ a function of
h
2‖~u‖
and the Péclet number.
As an example, we can use:
δ =
h
2‖~u‖
(
coth (Pe)− 1
Pe
)
(7)
Because we use in the following parts linear elements, the term 〈φk∇Thf |δ~u · ∇ϕ〉Ωf can be neglected.
2.2.3 Radiative transfer in semi-transparent layer
We present in this part the modeling of thermal diffusion and radiative transfer coupling effects. This semi-
transparent pavement is quite transparent for solar radiation, and quite opaque for high wavelength radiation.
Radiative transfer in this layer answer to radiative transfer equation. Knowing the optical properties of the
structure, we can compute the intensity field Iν in the semi-transparent domain.
Figure 3: Input boundaries for a given direction
The radiative transfer equation is written, ∀(s, ~ϑ) ∈ Ω× S2, for a given frequency ν:
~ϑ · ∇Iν(s, ~ϑ) = − (κν + σν) Iν(s, ~ϑ) + κνBν(T (s)) +
σν
4π
∫
4π
pν(~̃ϑ, ~ϑ)Iν(s, ~̃ϑ)dS (8)
Boundary conditions are written on the input boundary, described in figure 3, with two components: outside
coming radiation gout and reflective intern radiation gin :
Iν(s, ~ϑ) = gout(s, ~ϑ) + gin(Iν , s, ~ϑ) (9)
Some methods are usually used to solve the radiative transfer equation as finite volumes, Monte-Carlo
or discrete ordinates.18,19 We propose here to focus on the finite element method as introduced by,20,21 then
coupling this solving with thermal diffusion and hydraulic convection solving. Using the finite element method for
radiative transfer also allows us to keep the same spatial mesh to solve the other problems. Two discretizations
are performed: for directions, within a unit sphere, and for space. Directional discretization is realized with
discrete ordinate method. For a directional mesh having NS elements with nodes ~ϑi and weights wi, integral
expressions can be rewritten, for any variable u continuous on the unit sphere
∫
4π
u(~ϑ)dS =
∑NS
i=1 wiu(
~ϑi).
This discretization is equivalent to a discontinuous Galerkin method with constant interpolation functions on
the elements. In order to get a mesh having directions distributed the most uniformly on the unit sphere, we
propose to use a discretization based on an regular icosahedron evoked in.21 Each direction is oriented to the
centroid of the triangular faces. Weights are proportional to the area of faces, so they are all equals. By default,
the number of directions is also equal to 20 4. To further refine this mesh, each triangular face can be divided
into four new triangular faces, projected on the unit sphere 5. To get a more refined mesh, this process can be
iterated.
Figure 4: Icosahedron (20 faces) Figure 5: 80 faces polyhedron got from
an icosahedron
By applying the discrete ordinates method, we obtain a system of NS equations from (8) and (9) :
{
~ϑk · ∇Iν(s, ~ϑk) = − (κν + σν) + κνBν(T (s)) +
σν
4π
∑NS
l=1 wlpν(
~ϑl, ~ϑk)Iν(s, ~ϑl) ∀(s, k) ∈ Ω× [|1, NS |]
Iν(s, ~ϑk) = gout(s, ~ϑk) + gin(Iν , s, ~ϑk) (s, ~ϑk) ∈ Γ−
(10)
We introduce the following notations:
• WΩ =
{
u ∈ L2(Ω)/∀~ϑ ∈ S2, ~ϑ · ∇u ∈ L2(Ω× S2)
}
• ∂Ω−k =
{
s ∈ ∂Ω such as ~n(s) · ~ϑk < 0
}
• W0,k =
{
u ∈ L2(∂Ω−k )
}
We define scalar products on Ω and ∂Ω−k denoted by 〈·|·〉Ω and 〈·|·〉k− and defined as:
〈a1|b1〉Ω =
∫
Ω
a1(s)b1(s)dΩ , a1, b1 ∈WΩ (11)
〈a2|b2〉k− =
∫
∂Ω−k
a2(s)b2(s)dσ , ∀a2, b2 ∈W0,k (12)
The system of radiative transfer equations can be rewritten, for each direction ϑk of the directional mesh,
under the weak form20,22 :
∀ϕ ∈WΩ ,
{
〈AνIν(·, ~ϑk)|ϕ〉Ω = 〈fk|ϕ〉Ω
〈BνIν(·, ~ϑk)|ϕ〉k− = 0
(13)
Because radiative transfer equation is a hyperbolic partial differential equation, as for the advection equation
(3), solving system (13) can lead to produce spurious variations. To get a physic numerical solution, we need
to use a stabilization method, as the Petrov-Galerkin formulation introduced in section 2.2.2. Using Petrov-
Galerkin formulation allows to rewrite System (13) as:
∀ϕ ∈WΩ ,
{
〈AνIν(·, ~ϑk)|ϕ+ δ~ϑ · ∇ϕ〉Ω = 〈fk|ϕ〉Ω
〈BνIν(·, ~ϑk)|ϕ〉k− = 0
(14)
With δ the streamline diffusion parameter, depending on the local mesh size and the coefficients σν and κν .
Both formulations (13) and (14) are equivalent.
For a spatial mesh with NΩ nodes, we get a linear system with NS × NΩ unknowns for each frequential
interval which is written:
(Th +Mh(κν) + Sh(σν) +Rh(ρν)) Iν = Mh(κν)Bν +QhGν (15)
Where ThIν represents the transport effects, Mh(κν)Iν the absorption losses, Sh(σν)Iν the scattering effects,
Rh(ρν) the reflective effects, Mh(κν)Bν the emission gain and QhGν the outside contribution.
The source term can be divided into two parts: a volumetric source Svol coming from radiation absorption in-
side the semi-transparent material and a flux Sflux reaching the interfaces between opaque and semi-transparent
medium. These two components can be written19 :
Svol = −∇ ·
[∫ +∞
ν=0
∫
4π
Iν(s, ~ϑ)~ϑdSdν
]
(16)
Sflux =
∫ +∞
ν=0
[
(1− ρν)
∫
~ϑ·~n>0
Iν(s, ~ϑ)~ϑ · ~ndS − ενπBν(T )
]
dν (17)
2.3 Numerical modeling
We solve the problem for the mesh shown in figure 6. The semi-transparent layer is colored in grey and the
porous layer in blue. We model the surface of the pavement as smooth.
The thermal properties of subdomains are written in table 1. The fluid velocity in the porous layer is
determined from an outflow measurement. We obtain ‖~u‖ = 3.0 mm.s−1.
The environmental conditions, air temperature Ta, sky temperature Ts, input fluid temperature Tf,in and
convective exchange coefficient hconv, are defined in table 2.
layer 1 layer 2 layer 3 fluid (water)
k [W.m−1.K−1] 0.85 1.03 1.40 0.60
ρc [J.K−1.m−3] 2.27× 106 1.84× 106 2.25× 106 4.18× 106
Table 1: Thermal properties of the materials8,11,23
Ta [
◦C] Ts [
◦C] Tf,in [
◦C] hconv [W.m
−2.K−1]
30 24 24 5.7
Table 2: Environmental conditions
The heat flux incident to the surface of the semi-transparent layer is computed from data of figure 14 for
steady state. For the optical properties, we suppose that the layer is opaque for wavelengths higher than 2.7µm.
Below this value, we have σ = 10m−1 for scattering and κ = 20m−1 for absorption.
The temperature field at the surface of the semi-transparent layer is shown in figure 7.
To solve this coupled problem, the finite element method is applied to thermal diffusion (system (1)),
thermal exchanges in the porous layers (equations (2) and (3)) and radiative transfer in the semi-transparent
layer (equation (8)) with linear elements as it was described in previous sections.
The numerical scheme is the following: at each time step, we first compute the radiative intensity field in
the semi-transparent layer, then we determine the thermal source terms from equations (16) and (17). These
terms are introduced in thermal diffusion and advection equations as a heat source. For the time dependence,
we use a Crank-Nicholson scheme.
3. THERMAL MONITORING BY INFRARED THERMOGRAPHY
3.1 Measurements considerations and thermal infrared calibration
A laboratory experiment has been conducted by monitoring our mock-up through an infrared camera, thermo-
couples sensors, a meteorological station and a pyranometer (Figure 13). The objective of such monitoring is
to show the possibilities of a non destructive, low cost and robust solution. The signal received by the infrared
camera gives an information on the radiated thermal energy, emitted by the surface of an object. The flux
received by the thermal camera will depend on the environmental conditions during the experiment and the
thermo-optics properties of the measurement scene.24,25 Therefore, the radiation flux attenuated by the atmo-
sphere depends on the measurement point in the scene, as shown in Figure 8. For the particular case of our
experiment, the environment radiation is neglected compared to our source radiation: a local spot lamp that
simulates the sun effect.
Figure 6: Mesh of the structure
Figure 7: Surface temperature field for steady
state
Figure 8: Interaction between the emitted radiation and its environment.
A first approximation is to derive the total radiant exitance Ltotal through the simplified radiative transfer
equation 18. This way, we can retrieve the value of the flux received by the camera for every points of the
infrared image.
Li,jtotal = εobjτatmτoptL
i,j
obj + (1− εobj)τatmτoptL
i,j
s + (1− τatm)τoptLatm (18)
Please note that in the equation 18, every physical quantity that does not have a i, j exposant is considered
as constant for a given scene. Otherwise, the i, j exposant shows that we are dealing with matrices in the
formula. Since the experiment occurs indoor in specific conditions, the contribution of the atmosphere in the
the previous equation has been neglected. Moreover, we have considered an ideal case where τopt = 1. Such
approximations lead us to the equation 19.
Li,jtotal = εobjL
i,j
obj + (1− εobj)L
i,j
s (19)
From this equation, we can solve Li,jobj which is the radiant exitance equivalent to a black body with the same
temperature as the object. Finally, we get the object temperature from the rbf function 20:
T i,jobj =
B
log( R
Li,jobj
+ F )
(20)
A black body calibration source Mikron M310 (εeff = 1,∀λ ∈ [8µm, 14µm]) has been used for thermally
calibrating the infrared camera. Experimental calibration at 10K sampling have been made, considering the
temperature range involved during the experiment (T i,jobj ∈ [293.15K, 343.15K]). The R, B and F coefficients
are finally found by minimizing (Tobj − Tcalibration)2 with the Levenberg-Marquardt algorithm (9). Results of
such calibration is shown on Figure 10.
(a) Mikron M310 blackbody calibra-
tion source
(b) Infrared image of the calibration source
Figure 9: Thermal calibration of infrared cameras.
(a) Calibration optimization result (b) Calibration differences example at 70◦C
Figure 10: Thermal calibration results
3.2 Spatial calibration of infrared images
The resolution of the simplified radiative transfer equation in every points of the infrared image requires the
knowledge of the spatial parameters that depends on the scene-sensor configuration. In fact, due to the field of
view of the camera, the spatial sampling is not constant in the observed scene. In order to identify those spatial
parameters, a calibration has been set up by applying the ”Gold Standard” algorithm by R. Hartley and A.
Zisserman.26 Moreover, in order to compare the numerical model with the experimental results, it was necessary
to rectify the camera projection, select the region of interest and finally resize the image to be consistent with
the numerical mesh. The input points are measured on the mock-up and their corresponding points on the
image selected through a supervised and user-friendly method. We can define the calibration matrix M such as
for every couple (x,X) ∈ R2 × R3 of corresponding points between the observed image and the real world, we
have:
x = MX (21)
We can derive the matrix M in homogeneous coordinates such as:
M =
f sk cx0 af cy
0 0 1
1 0 0 00 1 0 0
0 0 1 0
(R3x3 03x1
01x3 1
)(
I3 T3x1
01x3 1
)
(22)
In order to solve this system, we need the prior knowledge of 6 points coordinates. Those 6 points will be
normalized such as:
• The barycenter will be at the origin of the frame.
• In average, the points will be around the unit ball of there space in euclidian norm.
From this, we define two normalization matrices U and V :
X̂i = UXi, x̂i = V xi (23)
Finally, the Levenberg-Marquardt algorithm is used to minize the geometric distance error defined by equa-
tion 2427,28
min
∑
1≤i≤N
d(x̂i,MX̂i) (24)
In order to minimize this error, the jacobian matrix29 is necessary and evaluated through its analytical form.
From equation 21 written in homogeneous coordinates:susv
s
 = M

X
Y
Z
1
 (25)
Therefore, the jacobian matrix is expressed as:
JM =
∂(ũ− u, ṽ − v, 1− s)
∂(f, a, cx, cy, sk, tx, ty, tz, w1, w2, w3)
(26)
where T = (tx, ty, tz) and (wx, wy, wz) is obtained by the Rodrigues’ rotation formula.
30 The flowchart of the
algorithm is presented in figure 11
Figure 11: Spatial calibration algorithm
A distance map and an angle map are then deducted from this calibration. Once calibrated, the image is
adjusted to recover a non projective view and focus on a region of interest.
(a) Original image converted to temperature
(b) Image converted to temperature after spatial calibration,
region of interest selection and resizing
Figure 12: Comparison of the infrared measurement before and after spatial calibration process and ROI
selection.
4. EXPERIMENTS AND RESULT ANALYSIS
4.1 Experimental set-up
The measurements have been made on a mock-up composed of 3 layers as explained in figure 2. A closed circuit
driven by a pump makes water flowing from tank 1 to tank 2 in the second layer (figure 13). A 1500 watts
halogen lamp at 3000K is simulating the sun radiation. Four thermocouples have been put on the mock-up to
give back information on the temperature at different points: the roads surface, the water temperature in the
two tanks and at the interface between the pavement and the porous layers. The infrared images are obtained
by a FLIR A65 camera (spectral range of 7.5 - 13 µm), calibrated as explained in 3.1. Finally, a meteorological
station and a pyranometer measure the relative humidity, ambient temperature and the solar radiation flux
density.
(a) Schematic view of the mock-up
(b) Solar hybrid road laboratory mock-up
Figure 13: Laboratory mock-up
The radiant exitance source term on the surface model is obtained by correlating the value returned by the
pyranometer sensor to a calibration map, computed prior to the experiment. The calibration map is obtained
by performing a bicubic interpolation on nine measurements points, in green in figure 14.
Figure 14: Pyranometer calibration map
4.2 Comparison with numerical simulations
The previous selection of the region of interest enabled us to easily compare the theoretical model with the
measurements. The infrared images have been averaged through the time by manually identifying the steady
state of the system (see figure 15), generating one image to compare with the numerical simulations.
Since the theoretical model does not take into account the material texture, a gaussian filter has been applied
to the infrared measurement to cut down the high frequencies to make the comparison as fair as possible. As
we can see in figure 12b, control points made with reflective adhesive tapes are outliers for the comparison
and have to be removed from the measurements. This pre-processing step is achieved by smoothing the image
first with a gaussian kernel on a guided filter31 to preserve edges. A median filter is applied to the resulting
image. This median filter enable us to uniformize the image’s areas while preserving the edges. A canny edge
detection32 is then applied to the images gradient. Finally Otsu’s histogram thresholding33 and a morphological
Figure 15: Temperature evolution for one surface’s pixel.
close operation give us the final result 16. We can note that if we want a more accurate result on the detected
areas, we could add at the end a few iterations of an active contour algorithm. This final step was not necessary
in this study.
(a) Pre-processing step flowchart (b) Outliers detected and removed from the in-
frared image
Figure 16: Pre-processing
The comparison of the numerical values and the measurements is given in figure 17. An absolute difference
of 2.98K is observed on the overall surface, with a 2.34K standard deviation. However, when we focus more
at the center, this average becomes 1.41K with 0.95K standard deviation. Those differences can be explained
by multiple factors. First of all, the emissivity of the materials surface is not well known and only estimated.
Such estimation has an impact on the numerical model but also on the temperature computation from the
infrared measurement. In fact, the natural texture of the coated layer will produce a larger emissivity and a
high variation of local emissivities values that should be considered during the computation of the temperature.
Moreover, the geometrical properties of the scene and thus the interpolations performed to settle the model
create bias on the temperature conversion process. The mock-up is also composed of photovoltaic panels at the
interface of the two layers that is not considered in the numerical model.
5. CONCLUSION AND PERSPECTIVES
In this study, we have analyzed two methods to get the temperature field at the surface of a semi-transparent
pavement having a porous layer in which a fluid flows.
Figure 17: Absolute difference between the numerical simulation and the measurements. Surface temperature
with numerical simulation is obtained from a linear interpolation. Average and standard deviation are given on
the overall surface and at the center.
First, we have presented the equations that govern heat diffusion, hydraulic convection and radiative transfer.
Then we have applied the finite element method to discretize the problem. For hydraulic convection and radiative
transfer, which are advection equations, a Petrov-Galerkin method is used to stabilize the problem solving.
Then, we have conducted a laboratory experiment using an instrumented mock-up with an infrared camera.
The assumptions behind the model used to convert the numerical values of the camera to temperature has
been discussed. The calibration techniques both thermal and spatial for the camera has been presented. Once
calibrated, the image has been recovered to settle the numerical model with a pre-processing algorithm.
A comparison of the results obtained both with numerical simulation and infrared thermography was then
led. In steady case, with a lamp acting as a direct solar flux, we get similar temperature fields at the center of
the surface structure. Differences of temperature are a little more important close to the edges.
Even if non negligible differences exist, those preliminary results are encouraging. In fact, we have provided
a numerical model and a low-cost, non-destructive monitoring method through infrared thermography. The
temperature conversion model of the infrared measurements can be improved by incorporating data collected
by our sensors and use the radiative transfer equation model 18. Moreover, the numerical simulation could be
refined by knowing the surface layer material properties and in particular its texture. Finally, the lamp creates
defects on the surface that can be seen in figure 17 with the two spots at the center. This is due to the reflectors
of the lamp and has an impact on the comparison.
A next step will be the study of this kind of structure for a non-steady state case.
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