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AN OPERATIONAL UNIFICATION OF FINITE DIFFERENCE I”HODS 
FOR THE NUMERICAL II!KCM;RATION OF ORDINARY 
DIFFERENTIAL EQUATIONS 
By Hasvard Lomax 
Ames Research Center 
SUMMARY 
One purpose of t h i s  r epor t  is  t o  present  a mathematical procedure which 
can be used t o  study and compase var ious numerical methods f o r  i n t eg ra t ing  
ordinary d i f f e r e n t i a l  equations.  This procedure i s  r e l a t i v e l y  simple, mathe- 
mat ical ly  r igorous,  and of such a nature  t h a t  mat ters  of i n t e r e s t  i n  d i g i t a l  
computations, such as machine memory and running time, can be weighed aga ins t  
t h e  accuracy and s t a b i l i t y  provided by t h e  method under considerat ion.  
Briefly,  t h e  procedure i s  as follows: 
(1) Find a s i n g l e  d i f f e r e n t i a l  equation t h a t  i s  s u f f i c i e n t l y  represen-  
t a t i v e  ( t h i s  i s  f u l l y  defined i n  t h e  r epor t )  of an a r b i t r a r y  number 
of nonhomogeneous, l i n e a r ,  ordinary d i f f e r e n t i a l  equations with 
constant coe f f i c i en t  s . 
( 2 )  Solve t h i s  d i f f e r e n t i a l  equation exac t ly .  
(3)  Choose any given numerical method, use it -- i n  i t s  e n t i r e t y  -- t o  
reduce t h e  d i f f e r e n t i a l  equation t o  d i f f e rence  equations,  and, by 
means of opera t iona l  techniques,  so lve  t h e  l a t t e r  exact ly .  
(4) Study and compare t h e  r e s u l t s  of (2 )  and ( 3 ) .  
Conceptually t h e r e  i s  nothing new i n  t h i s  procedure, but  t h e  p a r t i c u l a r  
development presented i n  t h i s  r epor t  does not appear t o  have been c a r r i e d  out 
before .  
Another purpose i s  t o  use t h e  procedure ju s t  descr ibed t o  analyze a 
v a r i e t y  of numerical methods, ranging from c l a s s i c a l ,  p red ic tor  -corrector  
systems t o  Runge-Kutta techniques and including var ious combinations of t h e  
two. 
INTRODUCTION 
A t  present  a l a rge  body of l i t e r a t u r e  i s  devoted t o  t h e  development and 
presenta t ion  of methods f o r  i n t eg ra t ing  ordinary d i f f e r e n t i a l  equations with 
given i n i t i a l  condi t ions.  
approximation and a r e  commonly divided i n t o  two c l a s ses  , predic tor  -corrector  
methods and Runge-Kutta methods. The former a r e ,  as genera l ly  presented, not 
These methods a r e  based on l o c a l  polynomial 
self-starting and use a f i x e d  i n t e r v a l ,  or s t ep ,  a t  which t h e  func t ion  and 
i t s  de r iva t ive  a r e  evaluated as t h e  i n t e g r a t i o n  proceeds. The l a t t e r  a r e  
s e l f - s t a r t i n g  and t h e  i n t e r v a l  of eva lua t ion  may vary from s t e p  to s t e p .  
cur ren t  t r e n d  i s  to combine t h e s e  two c l a s s e s .  The r e s u l t i n g  methods a r e  
var ious ly  r e f e r r e d  to as hybrid,  genera l ized  predic tor -cor rec tor ,  and 
combined. The l a t t e r  designat ion i s  used here in .  
A 
I n  t h i s  r e p o r t  a mathematical procedure, ou t l i ned  i n  t h e  summary, i s  
presented which provides us with t h e  c a p a b i l i t y  of comparing t h e s e  methods as 
they apply to simultaneous, l i n e a r ,  ordinary d i f f e r e n t i a l  equations with 
constant  c o e f f i c i e n t s .  It i s  q u i t e  t r u e  t h a t  l i n e a r  equations with constant 
c o e f f i c i e n t s  a r e  an extremely s p e c i a l  set of a l l  poss ib l e  d i f f e r e n t i a l  equa- 
t i o n s ,  and, i n  f a c t ,  t h e  numerical methods being discussed here  a r e  r a r e l y  
used to so lve  them. However, such equations can be solved a n a l y t i c a l l y  both 
as d i f f e r e n t i a l  equations,  and as d i f f e rence  equations when transformed to 
t h e  l a t t e r  by a l i n e a r  numerical scheme. The conclusion regarding t h e  accu- 
racy  and s t a b i l i t y  of a numerical method when s tud ied  i n  t h i s  way is ,  t h e r e -  
fore ,  p rec i se .  W e  need then  only t o  defend t h e  reasonable  hypothesis t h a t  a 
numerical method which, on some given bas i s ,  i s  unquestionably i n f e r i o r  i n  
solving l i n e a r  cases,  i s ,  on t h e  same bas i s ,  a l s o  i n f e r i o r ,  - i n general ,  f o r  
use i n  solving nonl inear  ones. 
When s tudied  by t h e  above procedure, a l l  polynomial methods (known t o  
t h e  author)  proposed f o r  i n t eg ra t ing  ordinary d i f f e r e n t i a l  equations f a l l  
i n t o  a smoothly connected system. 
example, t h a t  t h e r e  i s  no sharp  d iv id ing  l i n e  between predic tor -cor rec tor  and 
Runge-Kutta methods. I n  f a c t ,  t h e  s tandard,  fourth-order ,  Runge-Kutta method 
is ,  i n  p red ic to r  -corrector  terminology, a method composed of t h e  successive 
app l i ca t ion  of an Euler pred ic tor ,  an  Euler co r rec to r ,  a Nystrom predic tor ,  
and a Milne cor rec tor .  A s  such s ta tements  i nd ica t e ,  one of t h e  p r i n c i p a l  d i f -  
f i c u l t i e s  t h a t  can arise when d i f f e r e n t  schools of thought a r e  brought 
toge ther  i s  t h e  cons t ruc t ion  of a cons is ten t  and p rec i se  terminology. And 
t h e  most troublesome problem i n  t h i s  a r e a  i s  t o  guard aga ins t  conclusions 
based on implicat ion.  I n  p a r t i c u l a r ,  such a d i f f i c u l t y  a r i s e s  i n  t h e  use of 
t h e  term "s tep  number" when combined methods a r e  discussed. This  i s  examined 
i n  t h e  next paragraph. 
By "smoothly connected," we mean, f o r  
A l l  numerical methods of t h e  type  being considered m e  c y c l i c  i n  a p p l i -  
ca t ion ;  t h a t  is ,  f o r  a f i x e d  re ference  value of t h e  independent va r i ab le ,  
a p a t t e r n  of ca l cu la t ions  i s  performed (so lv ing  equations,  evaluat ing der iv-  
a t ives ,  es t imat ing e r r o r s ,  e t c . ) .  A t  t h e  end of t h e s e  ca l cu la t ions  t h e  
value of t h e  func t ion  has been determined at a poin t  advanced by some i n t e r -  
val. The independent v a r i a b l e  i s  re - re ferenced  ahead by another i n t e r v a l  and 
t h e  i d e n t i c a l  p a t t e r n  of ca l cu la t ions  i s  repeated.  
t i nued  i n d e f i n i t e l y .  The i n t e r v a l  involved i s  r e f e r r e d  t o  as t h e  s t e p  s i z e .  
These cycles  a r e  con- 
The number of l oca t ions ,  spaced by a f i x e d  va lue  of t h i s  i n t e r v a l ,  at-which 
t h e  func t ion  and/or i t s  de r iva t ive  are re t a ined  f o r  use i n  t h e  next cyc le  or 
------ 
p a t t e r n  of computations, corresponds to t h e  s t e p  number of t h e  given method. 
The d e f i n i t i o n s  of s t e p  s i z e  and s t e p  number when made i n  t h i s  way hold f o r  
t h e s e  terms as they  are gene ra l ly  used i n  t h e  l i t e r a t u r e  for both  combined 
and uncombined methods. I n  p red ic to r  -corrector  schemes t h i s  s t e p  number i s  a 
fundamental parameter t h a t  can be, and is ,  used to connect t h e  s t a b i l i t y  and 
accuracy of a given method. I n  f a c t ,  i n  a w e l l  known theorem, Dahlquist 
states t h a t  no s t ab le ,  p red ic tor -cor rec tor  method with a s t e p  number, k, can 
g ive  a l o c a l  polynomial approximation of order k +  2 i f  k i s  odd, or of 
order k + 3  i f  k i s  even. However, i n  Runge-Kutta methods, or methods t h a t  
combine t h e  Runge-Kutta and predic tor  -corrector  concepts, t h i s  s t e p  number is 
not connected i n  any way with s t a b i l i t  . Thus, s t a b l e  combined methods having 
any value f o r  t h e  s t e p  n m z  d k  one) can be constructed t h a t  w i l l  
f i t  l o c a l  polynomials of any order .  This implies t h a t  combined methods are 
g r e a t l y  superior  t o  uncombined ones. But, i n  f a c t  f o r  f i x e d  values of 
machine memory and running time, t h e  maximum orderi of a l o c a l  polynomial f i t  
appears t o  be t h e  same f o r  s t a b l e  methods combined or uncombined. 
-
A t  t h e  beginning of t h e  r epor t  c e r t a i n  bas i c  terms a r e  defined so as t o  
make t h e  subsequent d i scuss ion  more p rec i se .  
t h e  ana lys i s  i s  described and it i s  shown t h a t  a s i n g l e  r ep resen ta t ive  d i f -  
f e r e n t i a l  equation can be used t o  study t h e  accuracy and s t a b i l i t y  of 
d i f f e rence -d i f f e ren t i a l  approximations as they  apply t o  t h e  ana lys i s  of s i m u l -  
taneous d i f f e r e n t i a l  equations.  An attempt i s  made t o  c l a s s i f y  var ious c l a s s -  
i c a l  and modern numerical methods according t o  three ca tegor ies  : 
Then t h e  approach t o  be used i n  
1) The number of i t e r a t i o n s  per cycle  of computation 
2) Whether they a r e  complete or incomplete 
3) Whether they are combined or uncombined. 
Some general  procedures f a l l i n g  i n t o  c e r t a i n  combinations of t hese  ca tegor ies  
a r e  analyzed i n  d e t a i l .  F ina l ly ,  t h e  opera t iona l  form of a d i f fe rence-  
d i f f e r e n t i a l  equation i s  def ined and i t s  implicat ions w i t h  r egard  t o  t h e  
stud;y of numerical methods i s  discussed. 
SYMBOLS 
A constant i n  r ep resen ta t ive  equation (See eq. (37) . )  
DE(@ see  equation (52)  
e r ro r  of a numerical method i n  terms of l o c a l  polynomial approxi- 
mation er P 
erP e r r o r  of a numerical method i n  ca lcu la t ing  t h e  p a r t i c u l a r  so lu t ion  
of t h e  r ep resen ta t ive  equation (37) (See eqs.  (57) and (63).  ) 
erA e r r o r  of a numerical method i n  ca l cu la t ing  t h e  complementary so lu-  
t i o n  of t h e  r ep resen ta t ive  equation (37) (See eqs. (68) and 
(71) - ) 
'The magnitude of t h e  leading e r ro r  term found by means of a Taylor 
series expansion i s  lowest f o r  t h e  combined methods, however. 
3 
E 
h 
H 
J 
k 
L i  j 
n 
Nu 
Ri j 
A 
d i f f e rence  operator  (See eq. (9) . )  
computational s t e p  s i z e  (See eq. (123).) 
r ep resen ta t iona l  s t e p  s i z e  (See d e f i n i t i o n  (2) . )  
index used i n  expressing d i f f e r e n c e - d i f f e r e n t i a l  equations 
(See eq. ( 3 )  - )  
k + l - j  
s t e p  number i n  a p red ic to r  or cor rec to r  
coe f f i c i en t s  i n  t h e  ope ra t iona l  form (See, e .g . ,  eqs.  
(51) - 1  
r e fe rence  s t e p  loca t ion  
see  equation (52) 
coe f f i c i en t s  i n  t h e  ope ra t iona l  form (See, e .g . ,  
eqs .  (51) . )  
dependent va r i ab le s  
du dw - -  
d x y d x  
independent v a r l a b l e  
c o e f f i c i e n t s  of dependent v a r i a b l e  i n  d i f fe rence-  
d i f f e r e n t i a l  equat ions 
c o e f f i c i e n t s  of de r iva t ive  of depecdent v a r i a b l e  i n  
d i f f e r e n t i a l  equations 
r ep resen ta t ive  eigenvalue, t h a t  i s ,  coe f f i c i en t  of u i n  
r ep resen ta t ive  d i f f e r e n t i a l  equation (37) 
spurious roots of d i f f e rence  equation 
p r i n c i p a l  r o o t  of d i f f e rence  equat ion 
induced s t a b i l i t y  boundary (See eq.  (73) . )  
r ep resen ta t ive  maximum frequency (See eq. (37) . )  
eigenvalues of simultaneous ordinary d i f f e r e n t i a l  
equations (11) 
4 
. ..
DEFINITION OF TERMS 
Some of t h e  following expressions are i n  common usage but  vary s l i g h t l y  
i n  meaning with d i f f e r e n t  au thors .  The de f fn i t i ons  given below are intended 
f o r  t h i s  r epor t  t o  s implify and make more p rec i se  t h e  subsequent discussion.  
U 
I n 
Xn 
Sketch (a) 
- 
k x  
Dif fe rence -d i f f e ren t i a l  equations : 
Let t h e  dependent v a r i a b l e  u be a 
func t ion  of t h e  independent v a r i a b l e  
x.  Let u' represent  t h e  de r iva t ive  
of u with r e spec t  t o  x and desig-  
na t e  Xn by nh and u(xn) by un 
where n i s  an  in t ege r  and h i s  a 
cons tan t .  Then equations which 
r e l a t e  Un+k+l- j ,  u&+k+i - j  and 
xn+k+l-j where j = 1, 2, . . ., 
k + 1 are c a l l e d  d i f fe rence-  
d i f f e r e n t i a l  equations with s t e p  
number k . 
Predic tor :  Any d i f f e r e n c e - d i f f e r e n t i a l  equat ion r e l a t i n g  Un+k t o  
values  of u and u'  at previous s t e p s .  Thus, f o r  a k-s tep predic tor  
A predic tor  i s  an  e x p l i c i t  formula t h a t  ex t rapola tes  given da ta .  
Corrector:  Any d i f f e r e n c e - d i f f e r e n t i a l  equation r e l a t i n g  % t o  t h e  
values  of u and u' a t  n + k as wel l  as t o  those  a t  previous s t e p s .  
Thus, f o r  a k-s tep  co r rec to r  
+k 
Un+k = f (%+k+i- j ,  u;+k+l-j, Xn+k+l-j) , 
I n  t h i s  form t h e  co r rec to r  i s  an impl i c i t  formula. I n  p r a c t i c e  t h e  
values  of u and u' i n  t h e  argumentsoof f a r e  genera l ly  those  
determined by p red ic to r s  or previous co r rec to r s .  
j = 1, 2 ,  - - k + 1 
I t e r a t i o n :  I n  t h e  numerical s o l u t i o n  of ordinary d i f f e r e n t i a l  equations 
t h e  repea ted  c a l c u l a t i o n  of t h e  r ight-hand s i d e  of equations having t h e  
form 
or f o r  mult iple  equations 
u' = F(x, u) ( l a )  
i s  necess i ta ted .  I n  t h i s  r epor t  w e  refer to every such eva lua t ion  ( i .e . ,  
e x p l i c i t  c a l c u l a t i o n  of t h e  de r iva t ives  using t h e  d i f f e r e n t i a l  equations) 
as an i t e r a t i o n .  By t h i s  d e f i n i t i o n ,  methods composed only of p red ic to r s  
r e q u i r e  one i t e r a t i o n  per s t e p .  Methods using one p red ic to r  followed by 
one cor rec tor  r e q u i r e  two i t e r a t i o n s  per  s t ep ,  e t c .  
Reference s t ep :  
words "s tep  s ize , ' '  by common usage, have d i f f e r e n t  impl ica t ions .  I n  
We w i l l  inspec t  a wide v a r i e t y  of methods i n  which t h e  
order to have a parameter by means of which a l l  methods can be compared 
on a common b a s i s ,  t h e  t e r m  "reference s tep"  i s  introduced and designated 
by t h e  symbol H .  
H = t h e  increment i n  x t h a t  a s o l u t i o n  
i s  advanced by two i t e r a t i o n s  
I n  many app l i ca t ions  t h e  numerical ca l cu la t ions  necessary t o  eva lua te  
t h e  de r iva t ives ,  F j (x ,u)  i n  equations (l), are extremely complicated and 
time consuming. I n  such app l i ca t ions ,  i f  errors are re ferenced  to H, 
t h e  accuracy of var ious  numerical methods can be compared with t h e  assur- 
ance t h a t  t h e  t o t a l  machine running t ime w i l l  be very near ly  t h e  same. 
Since most methods i n  p r a c t i c a l  use employ a p red ic to r  followed by j u s t  
one co r rec to r ,  two i t e r a t i o n s  were chosen f o r  a base ( r a t h e r  t han  one) 
s o  t h a t  H would coincide with t h e  most commonly used e r ro r  re ference .  
Both2 h, t h e  computational s t e p  s i z e ,  and H, t h e  re ference  s t e p  s i z e ,  
a r e  used i n  e r r o r  terms i n  t h e  following a n a l y s i s .  
Cycle of computation: 
t h e  da t a  while n r e f e r s  t o  t h e  same loca t ion .  A cycle  i s  completed 
when a l l  t h e  dependent va r i ab le s  and t h e i r  de r iva t ives  a t  n + k have 
been ca l cu la t ed  as accura te ly  as t h e  chosen method permits and 
prepara t ion  f o r  s tepping ahead commences. 
All t h e  ca l cu la t ions  and l o g i c  requi red  to advance 
Family: Any combination of values  of u, u' and other  f ami l i e s  a t  
n + k, n + k - 1, . . ., n t h a t  i s  formulated and used i n  a cyc le  of 
computation. A family may or may not be saved f o r  f u t u r e  cycles  of com- 
puta t ion .  I n  t h i s  r e p o r t  a family i s  usua l ly  designated by a super-  
s c r i p t ,  and a predic tor  always generates  t h e  f i r s t  family.  A de r iva t ive  
belongs t o  t h a t  family of u used i n  i t s  ca l cu la t ion ;  t h a t  i s ,  
F ina l  family: The new values  of u and u' l as t  evaluated i n  a cycle  
of computation. The superscr ip t  i s  always omitted from t h e  f i n a l  family 
of 
of 
u ( i t s  d is t inguish ing  f ea tu re )  and sometimes from t h e  f i n a l  family 
u' ( s e e  t h e  d e f i n i t i o n s  below of complete and incomplete methods). 
. . .~ ~ . .  . . . . . . . . . . . . . . . . .  . . . .  . .  . . . . . .  . -  .~ . .  . . . . .  . 
%hen cor rec tor  methods a r e  analyzed as such, without regard  t o  how t h e i r  
equa l i ty  i s  brought about, t h e  reference s t e p  H i s  undefined. 
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Memory i n  a k - s t ep  method: All those values  of u, u' and other 
families ( i f  t h e r e  are any) t h a t  are used but do not change during one 
cycle  of computation. 
Incomplete methods: Methods f o r  which t h e  dependent v a r i a b l e  and i t s  
d e r i v a t i v e  are members of t he  same f i n a l  family.  That is ,  after t h e  
dependent v a r i a b l e  i s  evaluated f o r  t h e  last  t i m e  a t  a given poin t ,  it 
i s  used t o  c a l c u l a t e  t he  de r iva t ive  a t  t he  same po in t .  Most "conven- 
t i o n a l "  methods (Hammings's, Milne's ,  e t c . )  are incomplete. I n  t h i s  
case t h e  supe r sc r ip t  i s  omitted from the  f i n a l  family represent ing t h e  
d e r i v a t i v e  . 
Complete methods: Methods i n  which t h e  d e r i v a t i v e  of a t  least  one f i n a l  
family i s  never evaluated. They are r e f e r r e d  t o  as complete because 
they most completely f i l l  t h e  matrix which determines t h e  operat ional  
form. 
Combined methods: Methods t h a t  combine t h e  concepts usual ly  separately 
designated as p red ic to r  -corrector  and Runge-Kutta. A combined method 
can be thought of e i t h e r  as a predictor-corrector  method without equal 
spacing, or  a Runge-Kutta method with memory. Combined methods can be 
e i t h e r  complete or  incomplete. 
Fundamental family: One t h a t  i s  computed using a memory composed only 
of f i n a l  families.  
Embedded polynomial: The highest  order polynomial which i s  an exact 
so lu t ion  t o  a given set  of d i f f e r e n c e - d i f f e r e n t i a l  equations.  
FUNDAMETTL'ALS 
Difference -Di f f e ren t i a l  Equations 
Two of t h e  simplest  d i f f e r e n c e - d i f f e r e n t i a l  equations are 
and 
and are  r e f e r r e d  t o  as t h e  Euler and modified Euler equations, r e spec t ive ly .  
These and a l l  such formulas presented i n  books on numerical ana lys i s  are 
s p e c i a l  forms of t h e  general ,  l i nea r i zed ,  k -step,  d i f f e r e n c e - d i f f e r e n t i a l  
equation with constant c o e f f i c i e n t s  which can be w r i t t e n  
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Nearly always, equat ion (3) r ep resen t s  formulas based on polynomial 
approximation. This  simply means t h a t  i f  each u and u' i s  expanded i n  a 
Taylor s e r i e s  about xn, t h e  c o e f f i c i e n t s  of t h e  powers of h i n  equation (3) 
w i l l  vanish up through some in teger  L. The number L is then  t h e  order of 
t h e  polynomial approximating t h e  funct ion i n  t h e  i n t e r v a l  
( t h e  embedded polynomial) and t h e  product of 
first term of t h e  t runca t ion  e r r o r .  For example, s ince  
Xn 5 x <, Xn+k 
hM1, and its c o e f f i c i e n t  i s  t h e  
we can construct  f o r  t h e  modified Euler method t h e  simple t a b l e :  
tun h u ~  From I 
Un+ 1 1 1  
-Un -1 0 
-1/2 huA+l 0 -1/2 
-1/2 huh 0 4 2  
sums to 0 0 
Clear ly ,  t h e  order of t h e  polynomial embedded i n  t h e  modified Euler method i s  
2 (even though only one s t e p  i s  used) and t h e  t r u n c a t i o n  e r r o r  i s  predomi- 
nant ly  -u"'h3/12. A similar t a b u l a t i o n  f o r  equation (3) i s  shown below. 
~ S U W  t o  
___ 
un 
1 
- P 1  
-P2  
0 
0 
-Pk+i 
0 
0 
~ 
.- 
huA 
0 
- 
0 
0 
0 
0 
0 
0 -
Equating t h e  sum of t h e  first L columns to zero  g ives  t h e  condi t ions on t h e  
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requi red  i f  equation (3) i s  t o  represent  a polynomial of order L 
k r z h p ' k  + 1 points .  One can show t h a t  t h e  product of t h e  sum of t h e  l t h  
column and i t s  heading i s  
I 
Therefore,  er ( L  + 1) i s  t h e  f i rs t  t e r m  i n  t h e  t runca t ion  e r r o r  of a Taylor 
s e r i e s  expansion f o r  any func t ion  u(x)  represented  by t h e  d i f f e rence -  
d i f f e r e n t i a l  equation (3) .  
P 
The t o t a l  t runca t ion  error is  given by 
U n t i l  recent  years3 equation (3) was used as t h e  s o l e  bas i s  f o r  de t e r -  
mining t h e  accuracy and s t a b i l i t y  of a numerical method. A s  i s  now well  r e c -  
ognized, t h i s  i s  r a r e l y  a co r rec t  procedure. Let us suppose, f o r  example, we 
a r e  using equation (3) t o  f i n d  t h e  value of u a t  Xn+k. The? t h e  only t ime 
it descr ibes  t h e  t o t a l  numerical method i s  when both pi and pi a r e  i d e n t i -  
c a l l y  zero.  This i s  t h e  case when a predic ted  va lue  i s  ca l cu la t ed  but no 
co r rec t ion  i s  made. Equation (3) a l s o  represents  t h e  numerical r e s u l t  of an 
impl i c i t  method where t h e  terms multiplying might have been c a l -  
cu la ted  by some i t e r a t i v e  procedure. This i s  t h e  assumption under which it 
i s  usual ly  appl ied .  Almost a l l  p r a c t i c a l  methods use a t  least one cor rec tor  
and when such i s  t h e  case  t h e  accuracy and s t a b i l i t y  of t h e  a c t u a l  r e s u l t s  
a r e  a f f e c t e d  by t h e  mutual i n t e r a c t i o n  of t h e  pred ic tor  and a l l  of t h e  sub- 
sequent co r rec to r s .  This  w i l l  be f u l l y  developed i n  t h e  following sec t ions .  
p i  and p l  
A t  t h i s  point  we wish merely t o  define a nota t ion  for a t r u e  p red ic to r -  
cor rec tor  process .  
are unknown but  a l l  values with p r i o r  subsc r ip t s  a r e  known, being e i t h e r  
given or  obtained from previous ca l cu la t ions .  Then f o r  t h e  pred ic ted  va lue  
a t  n + k w e  can wr i te  
Consider, as above, t h a t  t h e  values  of Un+k and uA+k 
j 12 
or ,  t o  shor ten  t h e  nota t ion ,  
. . .  - . . ~ ~ . .  .  . . - . . . .  . .  . . 3;' . -  See t h e  next s e c t i o n  for some h i s t o r i c a l  discussion.  
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where J = k + 1 - j .  This  forms t h e  f irst  family4 at t h e  l o c a t i o n  n + k 
which i s  designated by t h e  supe r sc r ip t  (1). If t h i s  i s  followed by a cor -  
r e c t e d  value a t  n + k, w e  can write, where aga in  J = k + 1 - j, 
k+l 
j =2 
which def ines  a second family a t  
t e r m  i s  discussed under equation (44) . )  
c o e f f i c i e n t s  y j ,  y s  ’ forming a t h i r d  family,  e t c .  If, however, we consider 
t h e  cyc le  of computation complete after t h e  eva lua t ion  of equation ( 6 b ) ,  then 
t h e  second family i s  t h e  f i n a l  family f o r  t h e  dependent v a r i a b l e  u. Next, 
a dec is ion  must be  made as to whether or not $k s h a l l  be used t o  evaluate  
another es t imate  of t h e  de r iva t ive  a t  n + k.  
Def in i t ion  - Family.) n + k, 
namely If t h i s  path i s  
chosen, w e  ( i n  t h i s  r e p o r t )  refer to t h e  method as a complete method. The 
func t ion  and i t s  de r iva t ive  a r e  members of d i f f e r e n t  f ami l i e s  ( i n i t i a l l y  
generat ing t h e  var ious famil-ies presents  t h e  same d i f f i c u l t i e s  t h a t  m i s e  i n  
s t a r t i n g  mul t i s tep  rnethods) and equations (6) can be w r i t t e n  
n + k .  (The p o s s i b i l i t y  of including a 
Another co r rec to r  could be added with 
( I n  t h i s  regard,  see 
A de r iva t ive  has a l ready been ca l cu la t ed  a t  
(4 ’ Un+k , and it can be used t o  advance t h e  so lu t ion .  
where t h e  superscr ip t  (2) has been omitted from t h e  f i n a l  family f o r  
Choosing t h e  o ther  path provides (what i s  r e f e r r e d  t o  he re in  as) an  incomplete 
method. 
i n  memory for  use by subsequent p red ic to r s  and co r rec to r s .  
and i t s  de r iva t ive  a r e  members of t h e  same family and t h e  superscr ip t  (2)  i s  
omitted from both; thus ,  
u. 
(4 I n  t h i s  case  Un+k i s  used t o  f i n d  u.$k’ and t h e  l a t t e r  i s  placed 
Now, t h e  func t ion  
Incomplete methods are t h e  most common, but  not necessar i ly  t h e  b e s t .  
4See Def in i t ion  of Terms.  
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Table I l i s t s  t h e  c o e f f i c i e n t s  of a f e w  of t h e  commonly used d i f fe rence-  
d i f f e r e n t i a l  equations,  toge ther  with t h e  leading terms of t h e i r  t runca t ion  
e r r o r s  as def ined by equation ( 4 ) .  
t h e s e  are not unique. 
Iden t i fy ing  names are included, although 
The Method Used t o  Measure Accuracy and S t a b i l i t y  
Development. - I n  t h e  app l i ca t ion  of equations (7) t o  equations (1) , t h e  
matter of o v e r a l l  accuracy i n  t h e  r e s u l t i n g  numerical scheme depends not only 
on t h e  t runca t ion  e r r o r  but a l s o  on the  s t a b i l i t y  of t h e  numerical process as 
it i s  continued along a number of s t e p s .  Thus, as i s  w e l l  known, t h e  modified 
E u l e r  method, row 1 i n  t a b l e  I ( b ) ,  i s  s t a b l e ;  bu t  t h e  Nystrom equation, row 2 
i n  t a b l e  I ( a ) ,  when used by i t se l f ,  i s  unstable .  
of d i f f e r e n c e - d i f f e r e n t i a l  equations depends upon a balance between accuracy 
and s t a b i l i t y .  Dahlquist ( r e f .  1) found t h e  maximum order  of a polynomial 
t h a t  could be embedded i n  equation (3) f o r  a given k under t h e  condi t ion 
t h a t  t h e  r e s u l t i n g  predic tor -cor rec tor  method would be s t a b l e  as He 
concluded, f o r  example, t h a t  a th ree - s t ep  method could never support a poly- 
nomial of order h5 or higher  and s t i l l  be s t a b l e .  Hamming ( ref .  2 ) ,  a t  
about t h e  same time, developed a s t a b l e  th ree - s t ep  co r rec to r  formula having a 
t runca t ion  e r ro r  l e d  by a term of order h5, t h e  minimum poss ib l e  according 
t o  t h e  proof of Dahlquis t .  Hamming's s t a b l e  co r rec to r  formula and t h e  most 
accura te ,  but  highly unstable ,  t h ree - s t ep  cor rec tor  formula a r e  shown i n  rows 
6 and 9 i n  t a b l e  I ( b )  . 
The usefulness  of any set 
h + 0. 
I n  a very i n t e r e s t i n g  paper, Chase ( r e f .  3) put a new l i g h t  on t h e  
developments mentioned above and brought out two important po in t s .  F i r s t  
(with a notable  exception i n  Hamming's a r t i c l e )  near ly  a l l  theorems and proofs 
regarding s t a b i l i t y  publ ished p r i o r  t o  Chase's paper are based on t h e  l imi t ing  
case when h + 0. Second, near ly  a l l  analyses  of co r rec to r  Tormulas, inc lud-  
ing Hamming's, assume t h a t  a l l  e f f e c t s  of t h e  p red ic to r  have vanished, or, i n  
other  words, t h a t  t h e  co r rec to r  equa-tion i s  brought i n t o  complete balance.  
Chase showed t h a t  when t h e  above condi t ions a r e  not met (which i s  c e r t a i n l y  
t h e  p r a c t i c a l  case,  s i n c e  s t e p  s i z e s  cannot be zero and very o f t e n  t h e  co r -  
r e c t o r  i s  used only once),  t h e  conclusions regarding s t a b i l i t y  of t h e  var ious 
methods undergo s t a r t l i n g  changes. For example, Hamming's cor rec tor  formula - 
f u l l y  s a t i s f i e d  - i s  s t a b l e  f o r  values  of -1Xh( even l e s s  than  -2. But 
t h e  r e s u l t  of p red ic t ing  with row 6 of t a b l e  I (a )  and co r rec t ing  with row 6 
-1hhl < -0.5. 
6 i n  t a b l e  I ( a )  and co r rec t ing  with row 5 of t a b l e  I ( b )  (Milne's  method with- 
out modif iers)  i s  s t a b l e  f o r  -0.3 > -la\ > -0.8. I n  other  words, a predic-  
t o r  and a co r rec to r  i nd iv idua l ly  uns tab le  -- f o r  a l l  -1hhI < 0 combine t o  form 
a s t a b l e  method f o r  a c e r t a i n  app l i cab le  range of 
I of t a b l e  I ( b )  (Hamming's method without t h e  modif iers)  i s  uns tab le  f o r  
Even more dramatical ly ,  Chase showed t h a t  pred ic t ing  with row 
-1Ahl ! 
A f i n a l  l e s son  t o  be learned  from Chase's paper concerns t h e  use of 
I n  t h e  two cases  mentioned above, H a m m i n g ' s  and Milne's, 
"modifiers ." 
correc ted  va lues .  
t h e  use of modifiers i n  one case increased and i n  t h e  other  case decreased 
t h e  range of s t a b i l i t y .  This  suggested a study which would determine optimum 
These a r e  weighted combinations of t h e  pred ic ted  and succesive 
values  for t h e  modif iers .  I n  t h e  terminology of t h e  present  r epor t ,  a modi- 
f ier  i s  a family t h a t  i s  not fundamental. By means of  opera t iona l  techniques,  
w e  s h a l l  see t h a t  a method with a given s t e p  number and modifiers can be iden- 
t i f i e d  with a method having a higher s t e p  number but  composed only of 
fundamental families. 
i 
Descript ion.-  Consideration of t h e  m a t t e r s  d iscussed above suggested a n  
approach d i f f e r i n g  from t h e  one presented i n  re ferences  4 and 5. 
approach i n  t h i s  r epor t  does not optimize t h e  coe f f i c i en t s  
equat ion (3 ) ,  but  r a t h e r  t h e  coe f f i c i en t s  i n  an  "opera t iona l  form" as def ined 
i n  t h e  last  sec t ion  of t h i s  r e p o r t .  The c o e f f i c i e n t s  def ined a r e  t h e  funda- 
mental parameters governing t h e  accuracy and s t a b i l i t y  of l i n e a r  numerical 
quadrature  formulas and a r e  funct ions of a l l  t h e  and t h e i r  
complete i n t e r a c t i o n .  Furthermore, s t a b i l i t y  w i l l  not be s tud ied  i n  t h e  l i m i t  
as h .+ 0, but r a t h e r  over a f i n i t e  range of h, a range which i s  to be made 
as 1arge .as  poss ib l e  f o r  a given accuracy, and includes t h e  e n t i r e  complex 
plane.  
The 
p j  and P !  J i n  
aj,  a!, pj,and 8; 
Sketch (b)  graphica l ly  presents  t h e  d e t a i l s  of t h e  proposed approach. 
A r ep resen ta t ive  d i f f e r e n t i a l  equation (or set of d i f f e r e n t i a l  equat ions) ,  
Complicated 
difference 
equations 
( 1 )  , ( I ) '  
k+i 
un+k ' p I U n + k +  hPiUn+k + [ ~ j u n + h + l - j  +hp:u',+k+l-i] 
~~ ~ 
1'2 
Representative 
linear linear 
difference 
equations Complicated 
differential 
equations 
m iterations - - - - 4 I 
-1 I I I 
Exact solution - - - -Stability& - - Exact 'solution 
Sketch (b) 
I 
which i s  discussed f u l l y  i n  t h e  next s ec t ion ,  i s  chosen and solved exac t ly .  
Then a group of l i n e a r  d i f f e rence -d i f f e ren t i a l  equations with unspecif ied 
constant  c o e f f i c i e n t s  i s  introduced and combined with t h e  d i f f e r e n t i a l  equa- 
t i o n  to form a s e t  of l i n e a r  d i f fe rence  equat ions.  
ar.e used to solve t h e s e  difference equations exac t ly .  
d i f f e rence  equations i s  then  compared with t h e  so lu t ion  to t h e  d i f f e r e n t i a l  
Operat ional  techniques 
The so lu t ion  to t h e  
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equations.  Eventually,  t h e  c o e f f i c i e n t s  aj, a! e t c . ,  are chosen so t h a t  
t h e  two exact so lu t ions  match as c lose ly  as poss ib l e  under t h e  condi t ion  t h a t  
t h e  r e s u l t i n g  process remain s t a b l e  over a given range of s t e p  s i z e .  
J’  
Operat ional  Solu t ion  of Difference Equations 
I n  t h e  presenta t ion  of t h e  ana lys i s  i n  t h e  following sec t ions  t h e  reader  
i s  assumedto  have some knowledge of t h e  theory of ordinary d i f f e rence  equa- 
t i o n s .  This theory i s  w e l l  developed but  i t s  pub l i ca t ion  i s  not near ly  so 
widespread as t h a t  on t h e  theory of d i f f e r e n t i a l  equations.  A b r i e f  review of 
a por t ion  of an  opera t iona l  approach t o  d i f f e rence  equations i s  given below. 
For complete t reatments  see Boole ( r e f .  6) or Milne-Thomson ( r e f .  7 ) .  
C las s i ca l ly  , 
i s  def ined as an ordinary d i f f e rence  equation of order k .  Unfortunately,  
t h e  word order i n  most modern books and a r t i c l e s  on numerical methods i s  used 
t o  designate  t he  highest  i n t ege r  exponent i n  t h e  polynomial embedded i n  equa- 
t i o n  (8) .  
fash ion  and r e f e r  t o  k i n  equation (8) as t h e  s t ep  number. If t h e  c o e f f i -  
c i e n t s  c1, c2, . . ., ck i n  equation (8) are independent of n and u, t h e  
equation i s  an  ordinary l i n e a r  d i f f e rence  equat ion of s t e p  number k with 
constant c o e f f i c i e n t s .  The s o l u t i o n  t o  t h e  equation when F(n) = 0 i s  t h e  
complementary s o l u t i o n  which i s  added t o  t h e  p a r t i c u l a r  so lu t ion  involving 
F(n)  when F(n) # 0.  
I n  t h i s  r epor t  we a l s o  r e f e r  t o  t h e  order  of a method i n  t h e  l a t t e r  
Solut ions t o  equation (8) , when t h e  c o e f f i c i e n t s  a r e  constant ,  a r e  
obtained by opera t iona l  methods s i m i l a r  t o  t h e  Laplace or Fourier  transforms 
f o r  d i f f e r e n t i a l  equat ions.  If E i s  def ined as t h e  operator 
equation (8) can be wr i t t en  
{Ek + CIE k-l + . . . + ck}un = F(n) 
The complementary s o l u t i o n  i s  determined by f ind ing  t h e  roo t s  t o  t h e  charac- 
t e r i s t i c  equation 
k-1 + + ck = {E - Al]{E - Az] . - - {E - Ak] = O k E + C1E 
and t h i s  so lu t ion  i s  
- 
where t h e  C j  
i s  repeated m 
- n  n 
un = CIA= + ~ 2 ~ 2  + . - . + E~A; 
a r e  cons tan ts  determined by t h e  i n i t i a l  condi t ions.  If a r o o t  
t imes,  i t s  c o e f f i c i e n t  is  a polynomial i n  n of order m - 1. 
Thus, f o r  
If w e  consider forms of equat ion (8) f o r  which t h e  
r o o t  of t h e  c h a r a c t e r i s t i c  equat ion must have a conjugate.  
t r e a t e d  as i n  t h e  following example. Let 
C j  are real, any complex 
Such cases  can be 
{E - a - i m { E  - + i n { E  - A31 = 0 
be t h e  c h a r a c t e r i s t i c  equation. Then s e t t i n g  
r 2 = @ + j P  
we can write t h e  equation i n  t h e  form 
n s i n  ne + F ~ A ;  
The p a r t i c u l a r  s o l u t i o n  to equation (8) i s  e a s i l y  expressed when 
The l a t t e r  so lu t ion  i s  given by Boole’s f i r s t  r u l e  and i s  
- n - un = C l r  COS ne + C 2 r  
F(n) i s  
a polynomial i n  n or any sum of terms having t h e  form Tn where 7 i s  any 
complex constant .  
of p a r t i c u l a r  value t o  us .  Boole showed 
f G ( E ) E n  = 36) (10) 
where t h e  no ta t ion  reads G(E) operat ing on 7 equals t h e  product of Tn 
and G ( 7 ) .  Thus, t h e  p a r t i c u l a r  so lu t ion  of 
i s  
or  
f \ 
It i s  v a l i d  f o r  complex p 
r o o t s  t o  t h e  c h a r a c t e r i s t i c  equation be known. 
and i t s  evaluat ion does not r equ i r e  t h a t  t h e  
The so lu t ion  of simultaneous l i n e a r  d i f f e rence  equations with constant  
c o e f f i c i e n t s  o f f e r s  no p a r t i c u l a r  d i f f i c u l t y .  For example, t h e  two equations 
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i n  p e r a t  ion 1 form becom 
or i n  matrix nota t ion  
- 
E 
E - -  2 7 0 
The c h a r a c t e r i s t i c  equation for t h e  s e t  i s  
= E2 - 2E + 1 = (E  - 1)2 = 0 
and t h e  genera l  s o l u t i o n  f o r  un i s  
or 
THE REPRESEKCATIVE DIFFIERENTIAL EQUATIONS 
Development 
Fundamentally, t h e  r ep resen ta t ive  d i f f e r e n t i a l  equations,  f o r  which t h e  
conclusions throughout t h i s  r e p o r t  exact ly  apply, a r e  t h e  s e t  of simultaneous, 
l i n e a r ,  f i r s t  -order,  d i f f e r e n t i a l  equations with cons tan t  c o e f f i c i e n t s  
( w '  z d w / d x )  
or an,, group of higher order  d i f f e r e n t i a l  equations which reduce to such 
a s e t .  Although t h e  subsequent ana lys i s  r igorous ly  app l i e s  to equations (ll), 
it i s  unnecessary, f o r  t h e  purpose of studying t h e  accuracy and s t a b i l i t y  of 
a numerical method, to consider them i n  such a gene ra l  form. I n  f a c t ,  we w i l l  
s ee  i n  t h e  next f e w  s ec t ions  t h a t  t h e  s t a b i l i t y  and accuracy t h a t  r e s u l t  from 
in t eg ra t ing  equations (11) by any of t h e  numerical methods considered he re in  
a r e  completely independent of t h e  elements except as these  elements 
determine t h e  roots of t h e  c h a r a c t e r i s t i c  e:d$ion ( t h e  e igenvalues) .  I n  
other  words, i f  equations (11) are in t eg ra t ed  by some polynomial numerical 
method f o r  any number of s t e p s  and then uncoupled (put  i n  t h e  form of eigen- 
v e c t o r s ) ,  or i f  equat ions  (11) a r e  f i rs t  uncoupled and then  in t eg ra t ed  using 
t h e  same method and s t e p  loca t ion ,  t h e  r e s u l t s  w i l l  (except f o r  roundoff 
e r r o r )  be i d e n t i c a l  regard less  of whether or not they  a r e  cor rec t  or t h e  
numerical method i s  s t a b l e .  
Exact s o l u t i o n  using t h e  Laplace t ransform.-  _ -  T o  begin with, l e t  us con- 
s i d e r  t h e  exact s o l u t i o n  to equations 01) as it i s  der ived by means of t h e  
Laplace transform. If W(s) i s  t h e  Laplace t ransform of w ( x )  
and 
sT(s) = w(0) + e-sxwf(x)tix 
Multiplying both s i d e s  of equations (11) by e-SX and in t eg ra t ing  with 
respec t  to x from 0 t o  ~0 gives  
_- 
(all - S ) T ~  + a12~2 + . . . = -w1(o) - f l (s)  
a 2 1 w 1  + (a22 - s)Y2 = - w 2 ( 0 )  - f2(s) - - 
a3 lYl  + a23k= = - W 3 ( 0 )  - ? 3 ( S )  
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- 
a s e t  of simultaneous, l i n e a r  equations f o r  Gl, Fz, . . . wm, . . . . The 
determinant of t h e s e  equations i s  a polynomial i n  s; and equating t h i s  poly- 
nomial t o  zero results i n  t h e  c h a r a c t e r i s t i c  equation f o r  t h e  d i f f e r e n t i a l  
equations (11). L e t  t h e  r o o t s  to t h i s  c h a r a c t e r i s t i c  equation be 
61, 02, . . . Om, . . . . (For s impl i c i ty ,  t h e  argument proceeds as i f  none 
of t h e  roo t s  i s  mult iple ,  but  t h i s  r e s t r i c t i o n  i s  not at a l l  necessary.) F r o m  
t h e  well-developed theory of t h e  Laplace transform, t h e  complementary so lu-  
t i o n  t o  t h e  equations (11) can a t  once be wr i t t en  
or  s ince  x = nh 
wz = ~ ~ 2 ( e o l h ) ~  + + . . . + ~ ~ 2 ( e ~ m ~ ) ~  + . . . ( 14) 
where C m l  are constants  depending on t h e  i n i t i a l  condi t ions and t h e  na ture  
of t h e  funct ions f i ( x ) .  
A s  i s  wel l  known, t h e  above developments can be viewed i n  a s l i g h t l y  
d i f f e r e n t  l i g h t .  Write equations (11) i n  t h e  matrix form 
-2. 
W' = [A] + 3 
where -+ def ines  a column vec tor  and t h e  [ A ]  matrix i s  def ined by 
The complementary s o l u t i o n  (14) immediately follows where t h e  om are t h e  
eigenvalues of [A 1 . 
Numerical s o l u t i o n  by a predic tor  o r  an . ___ i m p l i c i t  c o r r e c t o r . -  Now l e t  us 
so lve  equations(11) .using a s i n g l e  d i f f e r e n c e - d i f f e r e n t i a l  equation. I n  
p r a c t i c e  t h i s  would be a p red ic to r  or  cor rec tor  with t h e  imp l i c i t  r e l a t i o n -  
sh ip  somehow brought t o  equa l i ty .  I n  t h e  next s e c t i o n  t h e  gene ra l i za t ion  of 
t h e  following t o  a c t u a l  p red ic to r  -corrector  methods w i l l  be  discussed.  The 
a n a l y s i s  is presented i n  t h i s  order because of t h e  s impl i c i ty  of t h e  develop- 
ment i n  t h i s  s e c t i o n  r e l a t i v e  t o  t h a t  i n  t h e  next .  
Consider t h e  d i f f e r e n c e - d i f f e r e n t i a l  equation ( r e c a l l  t h a t  J= k+ 1 - j )  
k+i k+i 
(17) 1 1  Un+k = 1 pjun+J + 1 pjun+J 
j =1 j =I 
8 which i s  a p red ic to r  i f  Pl = P 1  = 0.  
and rear range .  There r e s u l t s  
Introduce t h e  operator  E ( see  eq. (9 ) )  
or  
/Ek - pjEJ 
kti 
1 j =1 
u n =  sun un = 
which def ines  t h e  operator  S i n  terms of t h e  operator  E. Thus, i f  t h e  
d i f f e r e n c e - d i f f e r e n t i a l  equat ion i s  appl ied  t o  t h e  d i f f e r e n t i a l  equations (ll), 
t h e r e  r e s u l t s  a t  t h e  n th  s t e p  t h e  set of l i n e a r  d i f f e rence  equations 
(all - S)wln + a12w2n + . . . = - f l (nh )  
a21Win + (a22 - s)w2n = -f2(nh) 
a3 lwin  + a32w2n = -f3(nh) 
Clear ly ,  t h e  roots t o  t h e  c h a r a c t e r i s t i c  equation i n  
eigenvalues of t h e  matrix [ A ] .  
S a r e  once again t h e  
I n  other  words 
(S - o ~ ) ( s  - 62) . . (S - om) . . . = o 
This leads  to t h e  r a t h e r  remarkable r e s u l t  t h a t  t h e  numerical method i s o l a t e s  
t h e  ind iv idua l  r o o t s  of t h e  exact so lu t ion  and operates  on each of them 
indiv idua l ly  as i f  t h e  o thers  were not even present !  --- 
Reca l l  t h e  d e f i n i t i o n  of S and cons t ruc t  t h e  "subcharac te r i s t ic"  
equation for E i n  terms of 6,. Thus 
which has t h e  "subroot" s t r u c t u r e  
( E  - A l m ) ( E  -Az,m) . . . = 0 
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One of t h e s e  roots w i l l  approximate t h e  Taylor s e r i e s  expansion of t h e  t e r m  
eomh 
embedded i n  t h e  d i f f e r e n c e - d i f f e r e n t i a l  equation. This root i s  commonly 
r e f e r r e d  to as t h e  p r i n c i p a l  root, designated Aim,  and can always be 
expressed i n  t h e  form 
with a t runca t ion  e r r o r  appropr ia te  to t h e  degree of t h e  polynomial 
(19) 1 1 3 3  2 m  A i m  = 1 + bmh + - 02h2 + g omh + . . . eomh? 
where t h e  i a f t e r  t h e  eomh ind ica t e s  t h e  ex is tence  of a t runca t ion  e r r o r .  
The remaining roots A2m, Asm,. . . are spurious.  They a r e  introduced by t h e  
numerical method and depend on t h e  choice of t h e  d i f f e rence -d i f f e ren t i a l  
equation, both as to number and magnitude. 
I n  summary, t h e  exact s o l u t i o n  to t h e  d i f f e r e n t i a l  equations i s  
and t h e  exact s o l u t i o n  to t h e  d i f f e rence  equations i s  
The r e s u l t s  include complex r o o t s  and may be extended t o  mult iple  roots. 
Numerical so lu t ion  using both a p red ic to r  and co r rec to r .  - The conclusions 
drawn i n  t h e  previous sec t ion  were shown to be t r u e  when a s i n g l e  d i f fe rence-  
d i f f e r e n t i a l  equation i s  used to i n t e g r a t e  a s e t  of simultaneous d i f f e r e n t i a l  
equat ions.  We now show t h e  same conclusions hold f o r  a predictor-one- 
co r rec t  or m e t  hod. 
To begin with, apply t h e  incomplete p red ic to r  -corrector  combination 
t o  t h e  s i n g l e  equation 
u' = bU 
There results, i n  operator  notat ion,  
Define a new set of operators  
J a . E  
J k 
E 5'2 
= k+i s = -  k+1 
h 1 a i 6  h 1 a i 6  
j =2 j =2 
t =  
p;EJ 
j -2 j =2 
and t h e  matrix equation 
(23) 
fol lows.  The c h a r a c t e r i s t i c  equation i s  simply 
s(a  - z)  - a t ( a  - y)  = 0 (26) 
Subs t i t u t ing  for 
E 
t u r e  determines t h e  accuracy and s t a b i l i t y  of t h e  method def ined by 
equations (22) as it app l i e s  to a s i n g l e  d i f f e r e n t i a l  equation. 
s, t, y, and z one can determine t h e  roo t  s t r u c t u r e  f o r  
i n  terms of t h e  eigenvalue of t h e  single equation (23 ) .  This roo t  s t r u c -  
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For t h e  two equations 
t h e  matrix expands to 
r 
S 0 
0 S 
If t h e  eigenvalues of [A], where 
are c1 and c2, one can use t h e  identities 
and show t h a t  t h e  determina-at of t h e  matrix i n  equat ion (28) reduces t o  t h e  
product 
having t h e  c h a r a c t e r i s t i c  equat ion 
This shows t h a t  when t h e  method def ined by equations (22) is app l i ed  t o  two 
coupled d i f f e r e n t i a l  equations, t h e  s t a b i l i t y  and accuracy of t h e  result 
depend e n t i r e l y  on t h e  eigenvalues of [AI and a r e  not r e l a t e d  ( i n  any other  
way) to t h e  magnitude of t h e  ind iv idua l  elements. 
The genera l fza t ion  of the-above  t o  l a r g e r  groups of simultaneous equa- 
t i ons  depends upon a proof of t h e  conjec ture  
21 
0 
0 s 
0 0 
S .. 
.. 
.. 
.. 
.. 
.. 
where b i j  and h i3  are constants .  Then if 
3 u i s  independent of [B] where 
--f 
= CBI-% (34) 
The proof follows immediately by mult iplying equat ion (32) by [Bl ' l .  
reduce equat ion (32) t o  a set of d i f f e rence  equations by applying any com- 
b i n a t i o n  of l i n e a ,  diff e r e n c e - d i f f e r e n t i a l  equations r ep resen t ing  complete 
or incomplete, p red ic to r ,  mul t ip le -cor rec tor  methods. Solve t h e s e  equat ions 
f o r  3 and apply equat ion (34). Regardless of t h e  choice  of [B], we  hypoth- 
e s i z e  t h a t  the numerical va lue  of 3 w i l l  be  i d e n t i c a l  a t  every s t e p  except 
f o r  roundoff e r r o r .  
by so lv ing  five l i n e a r ,  simultaneous e q y t i o n s  w i t h  real and complex eigen-  
values  f o r  several choices of [C]  and f and a variety of [B]. W i t h  double- 
p r e c i s i o n  ar i thmetic  t h e  d i f f e rences  i n  d 
[B] could s a f e l y  be a t t r i b u t e d  to roundoff.  
Now 
Again a "numerical proof" of t h i s  conjec ture  w a s  obtained 
caused by t h e  var ious  choices of 
During t h e  prepara t ion  o f ,  this r e p o r t  a simple a n a l y t i c a l  proof of t h e  
above w a s  presented t o  the author .  
i n t o  a theorem, w a s  prepared by D r .  W i l l i a m  A. Mersma-n6 and proceeds as 
follows . 
This  proof,  which changes the hypothesis 
Combine equat ion (15) wLth the predic tor -cor rec tor  sequence def ined  by 
Using [I] to des igna te  t h e  u n i t  matrix, w e  have e q w t i o n s  (22) . 
J j=i 
+(I) Eliminating W ~ + J  and tntroducing a n  ope ra t iona l  notat ion,  w e  derive t h e  
eqmt i o n  
f k+i 
j =2 J 
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Define t h e  terms 
j =2 
an6 t h e  c h a r a c t e r i s t i c  eqmt lon  ( t n  t e r m s  o f  
eqmtions ~pesul ts  from s e t t i n g  t h e  detwm2nant of the n~trix 
E) fo r  t he  system Or dlfference 
[PI  = [p(E)[II + b(E)[AI -+ T(E)[AI"I 
eqml t o  zero. 
detemnimnt and the  eLgenvalues of [PI  are i d e n t i c a l  Go those  for [P*] where 
A s  i s  we19 known (see a q  t e x t  on linear ~ilgebra) both t h e  
[P"] = [B][Pl[al-l 
Tor a l l  nonsingular [SI .  
values,  [B] can always be chosen so t h s t  
Furthermore, whetha or riot [A]  has mul t lp le  eigen- 
[E][A][B]" = [TI  
xhere the  ht are t h e  a i s t inc t  eigenvzlues 0% [A].  This proves t h e  staked 
hypothesis.  
Discusslon 
The results Jus t  presented show t h a t  a predfctor  -corrector  process 
appl ied  t o  a set o f  simultaneous, l i n e a ,  differerkial  equations ~ 5 t h  constant 
coeyflcients au.i;otm.tical%y "detects" the eigenvalues of the d i f f e r e n t i a l  
equations and t h e  success or Pailwe of' t h e  numerical method i s  measured by 
1. I ts  accuracy i n  resolving t h e  eigenvalue for wfi-ich it i s  lriost 
ttiaccurate 
2. I ts  s t a b i l i t y  with respec t  to t h e  eigenvalue f o r  which it i s  most 
unstable  
Therefore,  t o  study and compaxe numerical methods as they  apply to t h e  solu- 
t i o n  of systems of d i f f e r e n t i a l  equations (ll), it i s  s u f f i c i e n t  to study and 
compare them as they apply to a single d i f f e r e n t i a l  equation. I n  t h e  case  of 
nonmultiple roots, t h i s  s i n g l e  equation i s  simply 
u' = Au + f (x)  (35) 
where A may be complex and represents  t h e  "worst" eigenvalue of t h e  system. 
That it i s  genera l ly  impossible to es t imate  t h e  magnitude of t h e  eigen-  
values  by t h e  magnitude of t h e  ind iv idua l  elements of a matrix i s  shown by 
t h e  following examples i n  which a l l  t h r e e  matrices have (except f o r  t h e  l i m i -  
t a t i o n  o f  8 s i g n i f i c a n t  f i g u r e s )  t h e  same eigenvalues, -1, -10, and -100. 
-2451 - 57 52 9523 - 1044 -2225 -7133 
-765 - 51692 2.970.5032 -695 60020 
-690.98884 267 1.4410 -629.92802 
-41.774674 65.261307 15.813105 
40.012615 -7 5.965121 -29.934014 
-95.492090 -118.40717 6.8224432 
22.518472 -39.291311 -11.264427 
-8.6303246 -12.144652 
[ 
-85.039375 -114-33994 -3 -3632580 
This  can be an important cons idera t ion  i n  some programs t h a t  attempt t o  con- 
t r o l  s t e p  s i z e  automatical ly  using norms based on t h e  elements i n  ind iv idua l  
rows or  columns ( see ,  e . g . ,  r e f .  8). 
Equation (35) i s ,  b a s i c a l l y ,  t he  r ep resen ta t ive  equation used through- 
out t h i s  paper. 
ac tua l ly  be analyzed, s ee  eq. (37).) 
equation i s  presented as ( l a ) ,  of which equation (35) i s  a very s p e c i a l  form. 
Nearly always, however, commitments about t h e  nonlinear equation a r e  based 
on l o c a l  l i n e a r i z a t i o n  f o r  t h e  simple reason t h a t  t h e  nonlinear form i s  
i n t r a c t a b l e .  I n  t h i s  approach, t h e  reader  may regard  equation (35) as char-  
ac t e r i z ing  equation ( l a )  when A symbolizes t h e  average value of dF/du 
over some i n t e r v a l  ( r e f .  4, p. 207), or t h e  L ipsh i t z  constant over t h e  same 
i n t e r v a l  ( r e f .  5, p. 216). 
(For p r a c t i c a l  reasons,  a more convenient expression w i l l  
I n  most papers t h e  r ep resen ta t ive  
Accuracy.- For t h e  purpose of studying t h e  accuracy of a d i f f e rence -  
d i f f e r e n t i a l  approximation we choose equation (35) as t h e  r ep resen ta t ive  form 
and permit A to be complex throughout t h e  a n a l y s i s .  Equation (35) i s  s t i l l  
unnecessarily genera l ,  however, s ince ,  f o r  t e s t i n g  t h e  accuracy of a numerical 
method, w e  can r ep lace  
s e r i e s  and d r a w  out  rrom t h e  la t ter  t h e  t e r m  A n e l h x  
highest  frequency i n  
f(x) i n  some i n t e r v a l  w i t 5  i t s  equivalent  Fourier  
which r ep resen t s  t h e  
f (x)  we wish to r e so lve  by t h e  numerical computation i n  
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t h e  chosen i n t e r v a l .  
determined. 
t h e  simpler form 
A l l  lower frequencies are automatically more accu ra t e ly  
Hence, for studying accuracy, equation (35) may be replaced by 
u' = Au + 
which has t h e  gene ra l  s o l u t i o n  
AepX u = ceAX+ -
IJ- - A  
(37) 
where c i s  an a r b i t r a r y  constant and both A and p can be complex. A m e a -  
su re  of accuracy of any numerical method i s  given by i t s  worst approximation 
t o  e i t h e r  term i n  equation (38) i n  t h e  presence of t h e  o the r .  
S t a b i l i t y . -  Equation (35) i s  a l s o  used as t h e  r ep resen ta t ive  form f o r  
analyzing t h e  s t a b i l i t y  of d i f f e rence -d i f f e ren t i a l  approximations. For such 
s tud ie s  t h e  term 
Whether or not a method i s  s t a b l e  depends upon t h e  magnitude of t h e  r o o t s  t o  
t h e  c h a r a c t e r i s t i c  equation f o r  t h e  difference equations which t h e  method 
generates when combined with t h e  r ep resen ta t ive  form. There i s  a l a r g e  and 
important subset t o  equations (11) , assoc ia t ed  with p o s i t i v e  d e f i n i t e  f o r m ,  
f o r  which a l l  t h e  eigenvalues are real  and p o s i t i v e ,  t h a t  i s ,  f o r  which t h e  
A i n  equation (35) i s  real  and negative. For t h i s  subset t h e  s t a b i l i t y  
c r i t e r i o n  can be developed from t h e  simple no rml i zed  equation 
f ( x )  can be omitted s i n c e  it does not a f f e c t  t h e  s t a b i l i t y .  
i n  which t h e  independent v a r i a b l e  i s  real .  
refs. 2, 3, 9 ) ,  and f o r  a numerical method t o  be s t a b l e  when appl ied t o  equa- 
t i o n s  (11) , it must c e r t a i n l y  be s t a b l e  fo r  equation (39) .  
s u f f i c i e n t ,  and i n  a later sec t ion  some methods are shown t o  be s t a b l e  f o r  
equation (39) but not f o r  equations (11). 
This  form i s  o f t en  used (see 
But it i s  not -
When t h e  eigenvalues of equat ions (11) are complex, t h e  A i n  equa- 
The gene ra l i za t ion  of t h e  numerical s t a b i l i t y  t i o n  (35) becomes complex. 
c r i t e r i o n ,  under t h e s e  conditions i s  presented i n  re ference  10. For a n  ana l -  
y s i s  t h a t  app l i e s  t h i s  general ized c r i t e r i o n  t o  several numerical methods, 
see r e fe rence  11. 
Two ways of approaching t h e  study of t h e  s t a b i l i t y  problem f o r  complex 
eigenvalues are suggested. One i s  t o  consider t h e  simultaneous equations 
where v i s  always real. The advantage of t h i s  way i s  a given set of 
d i f f e r e n c e - d i f f e r e n t i a l  equations can a c t u a l l y  be used numerically t o  check 
t h e  r e s u l t s .  The necessary and s u f f i c i e n t  condi t ion t h a t  a numerical method 
be s t a b l e  f o r  equations (11) i s  t h a t  it be s t a b l e  f o r  equations (40) i n  which 
v i s  real. When [ V I  2 1, equations (40) have rea l  eigenvalues. When 
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1.1 < 1, equations (40) have t w o  conjugate complex eigenvalues,  and t h e  case 
v = 0 rep resen t s  t h e  condi t ion f o r  pure imaginary eigenvalues.  
A second way to study t h e  genera l  s t a b i l i t y  problem is  to consider t h e  
u ' = e  u 
normalized equation 
( 41) i w  
which i s  a spec ia l  form of equation (35) where 
(42) i w  A = e  
and f ( x )  = 0. The study of equation (41) avoids much of t h e  a lgebra  requi red  
t o  analyze equations (40) but necess i t a t e s  t h e  use of complex ar i thmet ic .  
However, i n  modern computer languages t h e  lat ter i s  not a ser ious  disadvan- 
t a g e .  The necessary and s u f f i c i e n t  condi t ion t h a t  a numerical method be 
s t a b l e  f o r  equations (11) is  t h a t  it be s t a b l e  f o r  equation (42) for a l l  
values  of 0. 
THE GEJTERAL ANALYSIS OF INCOMPLETE, MULTISTEP, PREDICTOR, 
ONE -CORRECTOR MEI'HODS 
General Discussion 
The following study app l i e s  t o  a l l  numerical methods t h a t  i n t e g r a t e  
ordinary d i f f e r e n t i a l  equations making use of a predic tor  followed by j u s t  
one co r rec to r ,  w i t h  both t h e  func t ion  and i t s  de r iva t ive  i n  the  same f i n a l  
family.  
incomplete methods include, f o r  example, H a m m i n g ' s  method, t h e  Adams- 
Bashforth-Moulton methods, Milne's  method, e t c .  I n  f a c t ,  t h e  r e s u l t  of using 
any predic tor  i n  t a b l e  I ( a )  followed by any cor rec tor  i n  t a b l e  I ( b )  can read-  
i l y  be determined both as t o  accuracy and s t a b i l i t y .  
one t o  c a l c u l a t e  exact ly  (except for  roundoff e r r o r )  what a d i g i t a l  computer 
w i l l  produce a f t e r  any number of s t eps  when any one of t h e  methods i s  appl ied  
t o  equation (37) .  
t h e  f irst  f a m i l y  u ( l )  
(A study of complete methods i s  presented i n  a l a t e r  s ec t ion . )  These 
The ana lys i s  permits 
The opera t iona l  . . . form. - Consider a predic tor  -corrector  sequence forming 
(I) = ( a j u n + ~  + ajhuA+J) , J = k + 1 - j %+k 
j =2 
and t h e  f i n a l  family u 
k+1 
Un+k = - Pl%+k (1) + E!hs+k (1) ' + 1 (Fjun+J + Fihuk++J) 
j :2 
- 
Notice t h a t  by multiplying t h e  t o p  equation by I31 and sub t r ac t ing  t h e  
r e s u l t  from t h e  second equation, we can form a t h i r d  equation 
(43) 
( 44) 
j =2 
This  ind ica t e s  t h e  l ack  of uniqueness i n  t h e  values  fo r  t h e  c o e f f i c i e n t s  i n  
t h e  d i f fe rence  - d i f f e r e n t i a l  equations for combined p red ic t  or -correct  or 
methods. 
The following i s  a simple example of t h i s  l ack  of uniqueness. An Euler 
p red ic to r  followed by a modified Euler cor rec tor  i s  genera l ly  w r i t t e n  i n  t h e  
form 
I (46) 
Clearly,  t h e  a n a l y t i c a l  result of such a method i s  not a l t e r e d  by t h e  modifi-  
c a t  i on  
where c, i s  an  a r b i t r a r y  constant .  A s  an  example, s e t t i n g  co = 1/2 g ives  
t h e  combination 
--------' If t h e  cor rec tor  i s  used only once equations (46) and (48) a r e  i d e n t i c a l  i n  
accuracy and s t a b i l i t y  when appl ied  to equations (11). 
Returning to our development, and choosing, without l o s s  of gene ra l i t y ,  
equations (43) and (45), we introduce t h e  operator 
equation (37) . E and t h e  r ep resen ta t ive  This combination produces t h e  linear d i f f e rence  equations 
which can be wr i t t en  i n  mtrix form r k+i 
Ek - 1 (aj + Ahai)E J 
j =2 
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- , a - e  Jph' J 
SOlViW for %, one can d iv ide  out Ek from t h e  l e f t  column with t h e  r e s u l t  
Equation ( S O )  i s  t h e  opera t iona l  form of mult is tep,  two- i te ra t ion  methods and 
t h e  L and R are t h e  coef f ic ien ts  i n  t h e  opera t iona l  form. Coeff ic ien ts  i n  
t h e  opera t iona l  forms of a v a r i e t y  of methods a r e  given i n  t a b l e  11. 
Equation (51a) can be inver ted .  That is ,  t h e  c o e f f i c i e n t s  i n  t h e  
d i f f e r e n c e - d i f f e r e n t i a l  equations can be expressed e x p l i c i t l y  i n  terms of t h e  
c o e f f i c i e n t s  i n  t h e  opera t iona l  form, provided R 1 1  # 0. Thus 
Fortunately,  cases f o r  which Ril = 0 appear t o  have l i t t l e  p r a c t i c a l  use.  
This  invers ion  i s  t h e  key t o  t h e  cons t ruc t ion  of optimum numerical methods, 
s ince  both s t a b i l i t y  and accuracy depend fundamentally only on t h e  opera t iona l  
form (discussed l a t e r ) ,  not on t h e  d i f f e r e n c e - d i f f e r e n t i a l  equations.  W e  now 
seek only t o  analyze given methods, not t o  develop new ones. 
Before proceeding, it i s  convenient t o  introduce t h e  following two 
d e f i n i t i o n s .  
(S2)  
DE(E) = t h e  c o e f f i c i e n t  of un i n  any opera t iona l  form 
i n  any NU = (p - A) t imes t h e  c o e f f i c i e n t  of Aephn 
opera t iona l  form 
I n  p a r t i c u l a r ,  f o r  mult is tep,  two- i t e r a t ion  methods 
k+i 
DE(E) = E? - 1 ( L l j  + hhL2j + A2h2hj)EJ 
j =2 
k+i 
j =1 
The p a r t i c u l a r  so lu t ion . -  - Referr ing to t h e  s e c t i o n  on t h e  opera t iona l  
so lu t ion  of d i f f e rence  equations,  w e  can immediately write t h e  p a r t i c u l a r  
so lu t ion  i n  t h e  form 
k+i  
Mephn 1 ( R l j  + AhR2j)e JPh 
e kPh - 1 ( L l j  + AhL2j + A 2 2  h L3j )e  JPh 
j =i 
k+i u =  nP 
j =2 
or, using t h e  d e f i n i t i o n s  i n  equations (53), 
so lu t ion  r equ i r e s  
I n  t h e  case under 
The complementary so lu t ion .  - The e x p l i c i t  evaluat ion of t h e  complementary 
a knowledgeof t h e  roots to t h e  c h a r a c t e r i s t i c  equation. 
considerat ion,  t h e  c h a r a c t e r i s t i c  equation i s  
j =2 
or, using equation (53a),  
DE(E) = o n  (55a) 
Let t h e  roots to equation (55) be such t h a t  
where c1,c2,c3, . . . a r e  constants  f i x e d  by t h e  i n i t i a l  condi t ions,  and, 
conventionally,  A 1  i s  t h e  p r i n c i p a l  root while A2,A3,  . . . a r e  a l l  spurious 
roots introduced by t h e  p a r t i c u l a r  numerical method. 
Accuracy 
The error- i n  t h e  p a r t i c u l a r  so lu t ion .  - Comparing equations (38) and (54), 
one can n o w  der ive  t h e  e r r o r  i n  t h e  p a r t i c u l a r  so lu t ion .  
t e r m  
Defining t h e  e r r o r  
Exact p a r t i c u l a r  so lu t ion  of d i f f e rence  equation 
Exact p a r t i c u l a r  so lu t ion  of d i f f e r e n t i a l  equation - 1  (57) 
- - 
erF 
it follows t h a t  - - NU - DE(eFh) erF - 
DE( ePh) 
Fh Introducing t h e  va lues  of NCT and DE(. ) ento  t h e  numerator of (58) , and 
co l l ec t ing  c o e f f i c i e n t s  of Ah, gives  
The coe f f i c i en t  of t h e  A2h2 term i s  zero s ince  R 2 j  = L3j ( s e e  eq. (51a)) .  
Equation (59) i s  t h e  exact e r ro r  which any incomplete mult is tep,  two- 
i t e r a t i o n  numerical method makes i n  ca l cu la t ing  t h e  p a r t i c u l a r  so lu t ion  to 
equation (37) .  
approximations, it i s  more s i g n i f i c a n t  as well  as more convenient, to express 
t h e  errors i n  powers of h. 
However, s ince  a l l  methods being s tudied  here  a r e  polynomial 
S e t  t i ng 
ph = f (Fh)' 
2 =o 
e 
2 1  
one can show 
k+i k+i k+& 
DE(eph) = 1 - 1 Llj + h(k - ~1 1 JLlj - A 1 Lzj) + O(h2) (60)  
j =2 j 22 j =2 
A s  w i l l  be shown present ly  ( s e e  eq .  (72)), to have any polynomial f i t ,  a t  a l l  
t h e  e q u a l i t i e s  
L 
j =2 
k+i c [L2j + JLljI = k 
j =2 
must hold.  Under t h e s e  condi t ions 
N e x t ,  noting 
2! L 2! 
2 = 0  
L 
2 = 0  
one can show 
where k+i \ 
j =2 
Now it i s  important t o  no t i ce  t h a t  eTCL i s  a "global" e r ro r ;  t h a t  is, it i s  t h e  p rec i se  error i n  t h e  p a r t i c u l a r  s o l u t i o n  at a given x no matter 
how many s t eps  a r e  taken.  The l o c a l  e r ro r ,  or e r r o r  i n  t h e  embedded poly- 
nomial, such as erp i n  equatFon (4), i s  repea ted  n t imes after n s t e p s .  
Because x = nh, t h e  polynomial e r r o r  can grow, f o r  a given x, t o  
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- approximately (x) ( e rp ) /h .  Hence, r a t h e r  t h a n  erp, t h e  t e r m  erp represents  
t h e  accuracy of t h e  l o c a l  polynomial i n  a given method.7 
L t o  
t h e  p a r t i c u l a r  s o l u t i o n  between n + k - 1 and n + k, then  t h e  terms ins ide  
[ ]  i n  equation (64) must sum t o  zero for a l l  2 = 0, 1, 2,  . . ., L and t h e  
t e r m s  i n s ide  { ]  i n  equat ion (65) must sum t o  zero f o r  a l l  
2 = 0, 1, 2, . . ., L - 1. This  g ives  a t  once t h e  equations t h a t  must be 
s a t i s f i e d  by t h e  c o e f f i c i e n t s  i n  t h e  opera t iona l  form f o r  a method t o  provide 
a polynomial approximation of a given degree t o  t h e  p a r t i c u l a r  so lu t ion .  
Spec i f i ca l ly ,  
If a method i s  t o  represent  a polynomial approximation of order 
k+ 1 
2 1 [ 2 ( k  + 1 - j ) 2 - 1 R l j  + (k  + 1 - j )  L l j I  = kz , 
j =1 2 = 0 ,  1, 2 ,  . . ., L (66) 
u 
j :1 2 = o ,  1, 2, . . ., L - 1 (67) 
W e  s h a l l  s ee  l a t e r  ( i n  t h e  d iscuss ion  of t h e  complementary so lu t ion)  t h a t  t h e  
f u l f i l l m e n t  of t h e s e  condi t ions guarantees a polynomial f i t  of degree L t o  
both t h e  complementary and p a r t i c u l a r  so lu t ions .  
Notice t h a t  equations (66) and (67) a r e  independent of A and p s o  t h e  
c o e f f i c i e n t s  of R and L can be  t abu la t ed  once and f o r  a l l .  Table I11 does 
j u s t  t h a t  f o r  any one- through f ive-s tep ,  p red ic to r ,  one-corrector method. 
The t a b l e  can be used both t o  provide t h e  condi t ions t h a t  a given polynomial 
be embedded i n  a method, and, with equations (64) and (65),  t o  f i n d  t h e  e r ro r  
i n  t h e  r e s u l t .  S imi la r  t a b l e s  were used t o  c a l c u l a t e  t h e  e r ro r  erp f o r  t h e  
methods presented i n  t a b l e  11. 
The e r r o r  i n  t h e  complementary s o l u t i o n . -  J u s t  how well  t h e  complemen- 
t a r y  so lu t ion  i s  approximated by a numerical method depends upon how c lose  
t h e  p r i n c i p a l  roo t ,  Al, l i e s  t o  
t i o n a l  t o  
L e t  e q  be def ined by 
e a ,  s ince  t h e  a n a l y t i c  so lu t ion  i s  proporE 
. e h  = (eAh)n, and t h e  numerical s o l u t i o n  i s  propor t iona l  t o  (AI) 
Ah erA = A 1  - e 
Subs t i t u t ing  eAh i n  equations (55b) and (55a) 
~~~ ~ 
7 The t e r m  (p - A) i n  equation (63) can be  misleading. Reca l l  t h a t  it 
comes from t h e  expansion of DE(#h) i n  powers of h.  A s  p + A, t h e  t e r m  
O(h2) i n  equation (60) t akes  over, and t h e  e r r o r  does increase .  
t h e  s o l u t i o n  of t h e  r ep resen ta t ive  equat ion degenerates and t h e  ana lys i s  
proceeds along d i f f e r e n t  l i n e s .  
When p = A, 
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or 
-DE ( eAh) 
k 
i-2 
erA = 
(,Ah - A i )  
Again w e  axe i n t e r e s t e d  i n  f ind ing  only t h e  lowest order  error t e r m .  The 
k 
II (ew - A i )  f o r  
i =2 va lue  of 
h = 0 can be determined as follows: 
s i n c e  t h e  p r i n c i p a l  r o o t  must equal one a t  h = 0. This,  i n  t u rn ,  reduces t o  
E = l  j =2 
E = l  
k+l 
L l j  = 1, c or, s ince  
j =2 
j 22 
Note t h e  s i m i l a r i t y  with equation (62) which appears i n  
erp. Put t ing  equations (52) and (70)  i n  equat ion ( 6 9 ) ,  
powers of hh, one can show 
t h e  denominator of 
and expanding i n  
j =2 
The f irst  nonvanishing term i n  (71) determines t h e  order of t h e  e r r o r  i n  t h e  
complementary so lu t ion .  
t e r m  erp. 
(Notice t h i s  i s  a " loca l"  e r r o r ,  comparable t o  t h e  
I n  f a c t ,  one can show t h a t  erA = erw when IJ- = A. ) 
If a method i s  t o  provide a polynomial approximation of order L t o  t h e  
complementary s o l u t i o n  between 
equation (71) must sum t o  zero f o r  a l l  2 = 0,  1, 2, . . ., L.  This  der ives  
t h e  equations 
n + k - 1 and n + k, t h e  terms i n s i d e  { }  i n  
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k+ 1 ~~ 1 [ (k+l  -j ) 'Llj+ 2 (k+l - j  ) -lLZj+ 2 ( 2 -1) (k+ l  - j  ) "LSj I = k 2 
j -1 
2 = 0,  1, 2, . . ., L (72) 
Equations (72) are independent of h and p so,  again, t h e  c o e f f i c i e n t s  of L 
can be t abu la t ed  once and f o r  a l l ( f o r  one- through f ive - s t ep  methods, see 
t a b l e  IV). By means of such t a b l e s  and equation ( T l ) ,  t h e  e r r o r s  i n  t he  com- 
plementary so lu t ion  of p red ic to r ,  one-corrector methods can be r e a d i l y  
determined. Examples are presented i n  t a b l e  11. 
Discussion of accuracy.- One can show (by using R 2 j  = Ls j )  t h a t  equa- 
t i o n s  (661, (67), and (72) are not independent. Hence, as w a s  mentioned 
ear l ier ,  t h e  s a t i s f a c t i o n  of equations (66) and (67) i s  s u f f i c i e n t  t o  guaran- 
t e e  a l o c a l  polynomial f i t  of degree L t o  both t h e  p a r t i c u l a r  and comple- 
mentary solut ions.  Thus two sets of conditions must be f u l f i l l e d  t o  assure a 
given accuracy f o r  a predictor  , one-corrector process. If another corrector  
i s  added, another set  of conditions must be m e t ,  e t c . ,  as w i l l  be shown later. 
On t h e  other hand, i f  w e  w i sh  t o  present  t h e  conditions f o r  a p red ic to r  
only (or f o r  a co r rec to r lon ly  which has somehow been brought i n t o  balance) ,  
w e  can set t h e  terms i n  equations (43) and (51.a) equal t o  zero. 
( I n  t h i s  degenerage case t h e  P values become t h e  c o e f f i c i e n t s  of a p red ic to r  
w i t h  t h y  condi t ion Pi = 0.) Then equation (67) i s  an  i d e n t i t y ,  and L l j = P j ,  
R l j  = P j .  
successive columns i n  t h e  t a b l e  preceding equation ( 4 )  adding up t o  zero 
( o r ,  i n  equat ion (4), erp = 0 f o r  
f i r s t  unmatched t e r m  f o r  erpl or eq, 
t e r m  given by Henrici  on page 223 i n  reference 5. 
a. and aj 
Equations (66) and (72) are i d e n t i c a l ,  and they both amount t o  
2 = 0, 1, 2, . . ., L ) .  I n  t h i s  case t h e  
i s  t h e  same as t h e  "error constant" 
I n  summary, equations (66) and (67) are t h e  most general  conditions for  
accuracy imposed upon t h e  c o e f f i c i e n t s  of two d i f f e r e n c e - d i f f e r e n t i a l  equa- 
t i o n s  forming a predictor  -corrector sequence under t h e  conditions:  
( a )  The  d i f f e r e n t i a l  equations are of t h e  form given by equations (11). 
(b )  Polynomial approximation i s  used. 
( c )  The d i f f e r e n c e - d i f f e r e n t i a l  equations are of a form represented by 
equations (43) and (45) .  
Stab i lit y 
A gene ra l  discussion of s t a b i l i t y  i s  given i n  t h e  las t  sec t ion  of t h e  
r epor t  where t h e  Dahlquist c r i t e r i o n  i s  extended t o  cover a l l  l i n e a r ,  numer- 
i c a l ,  quadrature formulas w i t h  combined effects of p red ic to r s ,  co r rec to r s ,  
modifiers, e t c .  I n  t h i s  s e c t i o n  t h e  s p e c i f i c  s t a b i l i t y  of predictor ,  one- 
co r rec to r  methods i s  considered. 
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Some d e f i n i t i o n s . -  To  begin with, l e t  us examine some terminology com- 
monly used i n  discussions of numerical s t a b i l i t y .  A set of ordinary differ-  
e n t i a l  equations is  inherent ly  unstable  i f  t h e  real  p a r t  of one or more of t h e  
eigenvalues of equations (11) i s  pos i t i ve .  There are two classes t o  consider.  
Class 1. The i n i t i a l  or boundary condi t ions are such t h a t  t h e  a n a l y t i c a l  
s o l u t i o n  grows exponentially.  Then t h e  numerical s o l u t i o n  must a l s o  
grow exponentially and is ,  the re fo re ,  by d e f i n i t i o n ,  unstable  -- but it 
i s  not necessa r i ly  inaccurate .  If t h e s e  inhe ren t ly  unstable  d i f f e r e n t i a l  
equations are transformed i n t o  d i f f e rence  equations, t h e  la t ter  are re la -  
t i v e l y  inaccurate  (sometimes referred t o  as " r e l a t i v e l y  unstable," see 
t h e  discussion below on induced i n s t a b i l i t y )  i f  any of t h e  spurious r o o t s  
are g r e a t e r  i n  abso lu t e  value than  t h e  l a r g e s t  p r i n c i p a l  r o o t .  
Class 2. The i n i t i a l  or boundary conditions are such t h a t  t h e  des t ab i -  
l i z i n g  eigenvectors are suppressed and t h e  exact a n a l y t i c  s o l u t i o n  has 
no terms which grow exponentially.  Under t h e s e  conditions t h e  numerical 
so lu t ion  w i l l  s t i l l  eventual ly  increase exponentially,  usual ly  because 
of small t runca t ion  e r r o r s  t h a t  e x c i t e  t h e  inherent unstable terms, but,  
i f  f o r  no other  reason, because of e r r o r s  brought about by roundoff. 
This can be a p a r t i c u l a r l y  vicious form of i n s t a ,b i l i t y  and i t s  c o n t r o l  
r equ i r e s  methods ou t s ide  t h e  scope of t h i s  paper. 
When a set  of ordinary d i f f e r e n t i a l  equations i s  reduced t o  a set  of 
ordinary d i f f e rence  equations, t h e  l a t te r  have an  induced i n s t a b i l i t y  i f  t h e  
r ea l  p a r t s  of a l l  the eigenvalues of the  d i f f e r e n t i a l  equations a r e  a l l  l ess  
than or  equal t o  zero, but one or more of t h e  eigenvalues of t h e  d i f f e rence  
equations has an  absolute  value g rea t e r  t h a n  one. This  i n s t a b i l i t y  i s  
obviously a s soc ia t ed  with t h e  p a r t i c u l a r  form of t h e  d i f f  erence-diff  e r en t  i a l  
equation chosen f o r  t h e  computations and can, t he re fo re ,  be.  con t ro l l ed .  
--
Remembering t h a t  t h e  eigenvalues of t h e  d i f f e rence  e jua t ions  are func- 
t i o n s  of h, w e  f i n d  two ways of providing t h i s  con t ro l .  One i s  t o  develop 
methods t h a t  are s table  when h = 0.  Then f o r  small enough' h, t h e  method 
i s  always stable.  The Dahlquist s t a b i l i t y  theorem app l i e s  t o  t h i s  study. 
The other  aspect  i s  t o  develop methods t h a t  are s t a b l e  f o r  as l a r g e  a value 
of h as possible .  I n  order t o  discuss  t h i s  problem, w e  w i l l  refer t o  a 
s t a b i l i t y  boundary, Ihhlc, which def ines  a c r i t i c a l  value of 
of which causes t h e  abso lu te  value of one or more eigenvalues i n  t h e  d i f f e r -  
ence equation t o  exceed uni ty .  
h, any increase 
Thus a method has induced i n s t a b i l i t y  when 
7 A e i w  
. . . .  ..- ___ ~. ~~. . _ _ _ -  i_ . __ . _ = .  . . . - 
30 avoid argument, we e i t h e r  omit t h e  p o s s i b i l i t y  of n e u t r a l  s t a b i l i t y  
a t  h = 0, or f u r t h e r  r e q u i r e  t h a t  a l l  eigenvalues t h a t  l i e  on t h e  u n i t  
c i r c l e  when h = 0 move i n t o  it as h starts t o  increase.  A method having 
t h e  l a t te r  property i s  defined by equations (120). 
A d iscuss ion  of t h e  s ign i f i cance  of t h i s  s t a b i l i t y  boundary i s  presented i n  
a l a t e r  s e c t i o n  e n t i t l e d  "The r e l a t i o n s h i p  between accuracy and s t a b i l i t y . "  
A f i n a l  remark concerns t h e  case  when t h e  real p a r t s  of a l l  t h e  eigen- 
values  Ifrom t h e  d i f f e r e n t i a l  equat ion a r e  less than  zero and t h e  absolu te  
values  of a l l  t h e  eigenvalues fYomthe d i f f e rence  equations are less than  one, 
bu t  some of t h e  d i f f e rence  eigenvalues a r e  g rea t e r  i n  magnitude than  t h e  d i f -  
f e r e n t i a l  eigenvalues. This  condi t ion i s  sometimes r e f e r r e d  to as being 
" r e l a t i v e l y  unstable." If w e  are to maintain a cons i s t en t  d e f i n i t i o n  of sta- 
b i l i t y ,  t h i s  terminology i s  misleading. Such cases  are s t a b l e  s ince  a l l  solu-  
t i o n s ,  as wel l  as t h e i r  e r r o r s ,  approach zero with increas ing  x.  They may 
possibly be r e l a t i v e l y  inaccurate ,  however, t h e  p o s s i b i l i t y  occurring when t h e  
f ( x )  terms i n  equations (11) are neg l ig ib l e  and t h e  offending eigenvalues a r e  
t h e  l e a s t  heavi ly  damped. I n  any case one should be caut ious about t r u s t i n g  
t h e  numerical s o l u t i o n  of t h e  asymptotic decay of a func t ion  when t h e  l e v e l  
falls  beneath t h e  product of t h e  t runca t ion  e r r o r  of t h e  method and its 
maximum reso lved  amplitude. 
The u n i t  c i r c l e . -  Since t h e  induced s t a b i l i t y  of a method depends upon 
t h e  magnitude of t h e  r o o t s  t o  t h e  c h a r a c t e r i s t i c  equat ion 
v i sua l ,  r ep resen ta t ion  of t h e  s t a b i l i t y  of a method i s  displayed i f  we p l o t  
a l l  t h e  r o o t s  t o  t h e  c h a r a c t e r i s t i c  equation on a complex plane. For t h e  
cons t ruc t ion  of t h e s e  p l o t s  l e t  
DE(E) = 0, a quick, 
0 < h < 1 and - -  
i w  A = e  
where Describe a un i t  c i r c l e  with cen te r  a t  t h e  o r i g i n  of t h i s  
plane.  0 < w < fi/2 t h e  d i f f e r e n t i a l  equation i s  inherent ly  
unstable  and t h e  p r i n c i p g l  roo t ,  at l e a s t ,  must f a l l  ou t s ide  the  c i r c l e  f o r  
h > 0. fi/2 < - -  w < fi 
s t a b l e  and i n  t h i s  range any poin t  f a l l i n g  ou t s ide  t h e  c i r c l e  presents  a va lue  
of 
i n s t a b i l i t y .  
0 < w <, fi. 
1; t h e  range 
I n  t h e  range t h e  d i f f e r e n t i a l  equation i s  inherent ly  
h and A ( i n  complex form) f o r  which t h e  numerical method has induced 
The two extremes : Adam -Moulton methods, Milne methods. - The accuracy 
of most of t h e  popularly used predic tor -cor rec tor  formulas has been compro- 
mised t o  avoid induced i n s t a b i l i t y .  That t h i s  compromise can be reso lved  i n  
maw ways i s  evident from t h e  number of pred ic tor -cor rec tor  methods i n  com- 
mon use. However, a l l  of t h e s e  formulas l i e  between two extremes which w e  
w i l l  refer t o  as t h e  Milne methods and t h e  Adams-Moulton methods. These 
extremes have c e r t a i n  iden t i fy ing  f e a t u r e s  which appeax immediately i n  t h e  
s t a b i l i t y  p l o t s  descr ibed above, but which can a l s o  be  t r a c e d  t o  coe f f i c i en t s  
i n  t h e  opera t iona l  form and even to c o e f f i c i e n t s  i n  t h e  d i f fe rence-  
d i f f e r e n t i a l  equations themselves. 
The Adam-Moulton methods are def ined as those  f o r  which a l l  t h e  spurious 
r o o t s  f a l l  on t h e  o r i g i n  when h = 0. The p r i n c i p a l  root at h = O  must 
always, of course, f a l l  on t h e  i n t e r s e c t i o n  of t h e  u n i t  c i r c l e  and t h e  pos i -  
t ive  r e a l  axis. h = 0, t h e  c h a r a c t e r i s t i c  equat ion ( see  (53)) reduces 
to 
When 
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j =2 
The necessary condi t ions t h a t  make t h e  spurious r o o t s  zero and t h e  p r i n c i p a l  
r o o t  one are 
L12 = 1 
I n  such a case t h e  c h a r a c t e r i s t i c  equation reduces t o  just 
(E  - 1 )Ek-’ = 0 
which c l e a r l y  satisfies t h e  condi t ions.  
t h i s  means 
Inspect ing equations (51b) , we see  
82 = 1 
p j = O ,  j = 3 , 4 ,  . . . ,  k + 1  
Thus, i n  Ada”-Moulton methods, only t h e  va lue  of u neares t  t h e  cor rec ted  
po in t  i s  given a nonzero weight i n  t h e  co r rec to r .  
I n  t h i s  r epor t  methods which have at least one spurious root  on t h e  uni t  
h = 0 a r e  r e f e r r e d  t o  as Milne methods, and those  which have a l l  c i r c l e  when 
t h e  spurious r o o t s  on t h e  u n i t  c i r c l e  are r e f e r r e d  t o  as t o t a l  Milne methods.s 
I n  t h e  la t ter  case t h e  c h a r a c t e r i s t i c  equation becomes 
and t h e  0 -  a r e  determined such t h a t  t h e  L l j  a r e  real  and t h e  accuracy i s  
optimum. 
Thus, i n  t h e  t o t a l  Milne methods t h e  va lue  of 
po in t  i s  given a nonzero weight i n  t h e  co r rec to r .  
?n t h e s e  cases  ~i k+l + o and, from equations (51), pk+l + 0. 
u f a r t h e s t  from t h e  cor rec ted  
A l l  mul t i s tep  methods, with induced s t a b i l i t y  a t  h = 0, l i e  between 
t h e s e  two extremes. On t h e  one hand they have no spurious roo t s  on t h e  un i t  
c i r c l e  so they a r e  more l i k e l y  t o  be s t a b l e  f o r  nonzero h than  t h e  Milne 
methods. On t h e  o ther  hand, i f  some of t h e  r o o t s  a t  h = 0 a r e  permit ted t o  
l i e  o f f  t h e  o r i g i n  - but s t i l l  within t h e  un i t  c i r c l e  - they ga in  some f r e e -  
dom which can be used t o  choose t h e  L l j ,  j = 2, 3 ,  . . .,k + 1 so t h a t  they 
w i l l  be more accura te  than  Adam-Moulton methods with equivalent  s t e p  number. 
. . . -  ~ . . .  . . .  . . .  . .  . . . .  .~ 
%hat a r e  c a l l e d  t o t a l  M i l &  methods i n  t h i s  r epor t  a r e  r e f e r r e d  t o -  as 
optimal methods i n  r e fe rence  5. The author p r e f e r s  t h e  former desc r ip t ion  
s ince ,  i n  p rac t i ce ,  s t a b i l i t y  t roub le s  gene ra l ly  prevent such methods from 
being optimum. 
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The- r e l a t ionsh ip .  between- accuracy and s t a b i l i t y .  - To appreciate  t h e  r o l e  
t h a t  induced i n s t a b i l i t y  plays i n  assessing t h e  merits of var ious methods, w e  
should d i s t ingu i sh  c a r e f u l l y  between t h e  requirements f o r  s t a b i l i t y  and accu- 
racy. The e r r o r  i n  any method, as it i s  given by t h e  lowest order, nonvanish- 
i n g ,  t runca t ion  terms (e.g., the  values f o r  i n  t a b l e  II), l o s e s  
i t s  s ign i f i cance  when t h e s e  t e r m s  exceed about one tenth.  I n  fact ,  t o  r e l y  
on such e r r o r  estimates, t h e  s t e p  s i z e  should be chosen so t h a t  
erp and e r A  
(lclhl, lAhl )max < 0.1 
i n  methods app l i ed  t o  t h e  i n t e g r a t i o n  of 
u1 = Au + AepX 
NOW one usual  requirement f o r  p red ic to r  -corrector methods, programmed 
fo r  gene ra l  use, i s  t h a t  t h e  induced s t a b i l i t y  boundary 
as l a r g e  as possible ,  general ly  g r e a t e r  t han  0.6. 
arises: O f  what value i s  a method t h a t  i s  s t a b l e  i n  a reg ion  where it i s  
inaccura t e?  The answer i s  supplied if w e  consider t h e  app l i ca t ion  of t h e  
method t o  the  in t eg ra t ion  of simultaneous equations. Let us consider a 
predictor-corrector  process f o r  which [Ah[ = 0.61. To p roh ib i t  induced 
i n s t a b i l i t y  and give an accuracy measured by t h e  values  of 
t a i n i n g  t o  t h e  method, it i s  c e r t a i n l y  s u f f i c i e n t  t h a t  
(Ahlc, see (73), be 
The question immediately 
erp and e r h  pe r -  
( I p i h l ,  l a t h \ )  < 0.1 , f o r  a l l  i (74a) 
where t h e  pi and ai 
eqs. (11) and (16) ) .  Although (74a) i s  a s u f f i c i e n t  condition, it i s  not a 
necessary one. 
t h e  sense used above) are t h a t  
are determined by t h e  d i f f e r e n t i a l  equations (see 
The necessary conditions f o r  both s t a b i l i t y  and accuracy ( i n  
I- (1) ( I p i h l ,  lGihl)mx < 0.1 , f o r  a l l  i represent ing those p and O one seeks t o  c a l c u l a t e  t o  t h e  s p e c i f i e d  accuracy (2 )  IaihImax < [Ah[, , fo r  a l l  i 
This  d i s t i n c t i o n  between accuracy and s t a b i l i t y  i s  sometimes important .lo 
Perhaps t h e  easiest way t o  descr ibe t h e  s i t u a t i o n  f o r  t hose  unfamiliar with it 
i s  t o  g i v e  an  example. 
(74b) 
Consider t h e  equations 
1 
w1 = -1.38w1 - 0 . 8 1 ~ ~  
= - 2 . 1 6 ~ ~  - 1.92~~ 
w i t h  t h e  i n i t i a l  values  
W l ( 0 )  = -2.9905 
w 2 ( 0 )  = 4.0010 
(754  
- -- - 
'OFor example, t h e  so-cal led "stiff" equations a r i s i n g  i n  the  study of 
nonequilibrium f l u i d  flow. 
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For many purposes t h e  s t e p  s i z e  
t h i s  problem i n  t h e  range, say, 0 < x <, 10, using a predictor-corrector  method 
fo r  which 
t a i n l y  not obvious. But i f  t h e  eigenvectors of t h e  equations are formed by 
t h e  r e l a t i o n s  
h = 0.2 is  p e r f e c t l y  acceptable  f o r  solving 
For t h e  equations as presented, t h e  reason is  c e r -  lhhlc = 0.61. 
one can show equations (75) are equivalent t o  
I 
ul = -3u1 
u; = - 0 . 3 ~ ~  
/ 
with t h e  i n i t i a l  conditions 
U l ( 0 )  = 0.0001 '1 
U Z ( 0 )  = 1.0000 ' 
The a n a l y t i c  so lu t ions  of t h e s e  are, of course, 
ul = 0.0001e-3X 
-0 3 X  u2 = 1.0000e 
Now suppose w e  are not i n t e r e s t e d  i n  values of u1 and u2 when they are 
< 0.0001. A s  we have seen, t h e  s t a b i l i t y  of predictor-corrector  methods, when 
appl ied t o  simultaneous equations, depends upon t h e  "worst" eigenvalue of t h e  
d i f f e r e n t i a l  system, i n  t h i s  case -3. Since - ( - 3 ) ( 0 . 2 )  = 0.6 < 0.61, s t a b i l -  
i t y  i s  assured. 
as t h e  required accuracy i s  concerned, s t a b i l i t y  i s  a l l  t h a t  i s  necessary f o r  
u1 Y s ince  it i s  smaller than t h e  allowable e r r o r  t o  begin with and, being 
s t a b l e ,  cannot row. The accuracy of u2 w i l l  be acceptable  f o r  any method 
t h a t  makes l e r ~ y  < 0.0001 f o r  lhhl = 0.06. This  corresponds t o  t h e  f i r s t  
condi t ion i n  (74b) .  
This  corresponds t o  t h e  second condi t ion i n  (74b) .  A s  far 
O f  course, if t h e  i n i t i a l  conditions f o r  equations (75a) are changed t o  
W l ( 0 )  = 2.0000 
~ ~ ( 0 )  = 6.0000 
t h e  s i t u a t i o n  is  q u i t e  d i f f e r e n t .  Now t h e  a n a l y t i c  so lu t ions  are  
u1 = 1.0000e-3X 
-0.3x u2 = 1.0000e 
and i n  t h e  i n t e r v a l  0 < x < 3.1, u1 > 0.0001. To g e t  t h e  same r e s o l u t i o n  as 
before, t h e  s t e p  s i z e  wzuld-have t o  start a t  0.02. 
ever, a s t e p  s i z e  of 0.2 would again be s a t i s f a c t o r y .  
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By t h e  t i m e  x M 3.1, how- 
--. I._. .. - . ,,. ... ,. 
Clearly,  t h e  importance of t h e s e  considerat ions depends upon t h e  S ize  
W e  can and complexity of t h e  set of d i f f e r e n t i a l  equations being s tudied.  
ca l cu la t e ,  however, t h e  most one can ga in  by using t h e  necessary condi t ions 
(74b) r a t h e r  than  t h e  s u f f i c i e n t  condi t ions (74a). L e t  represent  t h e  
l a r g e s t  eigenvalue or frequency (i.e.,  lAal = ( I A l ,  Ip l )mx)  we wish t o  
r e so lve  i n  a given problem. 
IhAal = 0.03. 
L e t  t h e  maximum'' s t e p  s i z e  be given by 
Consider t h e  two curves i n  sketch ( c ) .  They represent  t h e  
A maximum s t e p  s i z e  f o r  a given 
determined on t h e  bas i s  of accurac 
(0 .03 / (A I )  and s t a b i l i t y  ( IAhlc/lAy), 
where lAhlc i s  t h e  s t a b i l i t y  bound- 
a r y  of t h e  numerical method. If Ac 
i s  t h e  negat ive eigenvalue l a r g e s t  i n  
magnitude and we wish t o  r e so lve  it, 
then  ]ha1 >_ l A c l  and t h e  accuracy 
curve governs t h e  s t e p  s i z e  giving 
hmin. However, if l a 1  < [ & I  it 
may be poss ib l e  t o  increase  t h e  s t e p  
s i z e  u n t i l  it i s  governed by t h e  
s t a b i l i t y  curve, giving hmX. It 
i s  impossible t o  increase  h f u r t h e r  
c by t h e  methods discussed i n  t h i s  
- A  I IAc l= IAo l  r epor t .  Under these  condi t ions t h e  
r a t i o  of t h e  maximum t o  t h e  minimum 
s t e p  s i z e  i s  I A a l < l A c l  
Sketch  ( c )  
which has a s i g n i f i c a n t  e f f e c t  i n  t h e  so lu t ion  of lengthy problems. 
Some examples.- Next, w e  cons t ruc t  t h e  u n i t  c i r c l e  i n  t h e  complex plane 
and p l o t  i n  t h e  same plane t h e  roo t s  t o  t h e  c h a r a c t e r i s t i c  equations f o r  a 
v a r i e t y  of pred ic tor -cor rec tor  methods. I n  each example t h e  r o o t s  a r e  ca lcu-  
l a t e d  for a s t e p  s i z e  equal t o  zero and t h e  locus of t h e s e  poin ts  i s  ind ica t ed  
by flagged symbols. The s t e p  s i z e  i s  then incremented by 0.1 and each r o o t  i s  
recorded accordingly. The number of o i n t s  p l o t t e d  v a r i e s  because of s c a l e  
l imi t a t ions ,  but i n  no case does 
r ep resen ta t ive  equation 
t o  study. induced i n s t a b i l i t y ,  and through 0 > - -  w > - n/2 t o  study t h e  reg ion  
of inherent  i n s t a b i l i t y .  
lhhf exceed one. The va lue  of w i n  t h e  
JS >_ w 2 rr/2 ut = e i w  u i s  v a r i e d  through t h e  range 
The l o c a t i o n  of t h e  p r i n c i p a l  r o o t  under t h e s e  condi t ions i s  shown i n  
f i g u r e  1. This roo t  must, of course, be common t o  a l l  methods, and a measure 
of t h e  accuracy of a method i s  displayed by how c lose ly  one of i t s  set of 
po in ts  fa l l s  on those  i n  f i g u r e  1. 
If lhhal = 0.03 such methods have an e r r o r  &.81(10)'8. Smaller s t e p  s i z e s  
i n  t h e s e  (or more accura te )  methods i n  a machine using eight-place f l o a t i n g  
a r i t hme t i c  would be useless .  
~ 
"Simple two-step methods with erp M erh  M 0.01(hAa)4 a r e  ava i lab le .  
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Figure 1.- Location of p r inc ipa l  roo t .  
Figure 2 represents  t h e  method r e s u l t i n g  from t h e  combination of a four-  
s tep,  Adam-Bashforth pred ic tor  (row 5, t a b l e  I(a)) followed by a four-step,  
Adam-Moulton cor rec tor  (row 4, t a b l e  i ( b ) )  - 
on t h e  o r i g i n  at  h = 0, forming a t r i p l e  root  t h e r e  and causing t h e  v a r i a t i o n  
of t he  r o o t s  with h t o  be quiee d i f f e r e n t  f o r  small h (aA&h +- ch  
h --z 0, i f I) from what it i s  f o r  The method presents  no 
s t a b i l i t y  problem u n t i l  lhhl 5 0.7. Beyond t h i s  va lue  a spurious root exceeds 
uni ty  for A = ki. Notice t h a t  t h e  upper l e f t -hand  c i r c l e  (A = -1) shows t h e  
method is  s t a b l e  f o r  even less t h a n  -1.0 f o r  real  -eigenvalues.  This is a 
case f o r  which a s t a b i l i t y  ana lys i s  t h a t  makes use of only real  A would g i v e  
q u i t e  erroneous results regarding the va lue  of a method f o r  gene ra l  
simultaneous equations.  
A l l  of t h e  spurious roots l i e  
-213 as 
h w 0.1 and higher.  
Ah 
Figure 3 displays t h e  root  s t r u c t u r e  of Hamming's method without modi- 
fiers (row 6, t a b l e  I(a),  and row 6, t a b l e  l ( b ) )  . 
and two of t h e  three spurious roots do not f a l l  on t h e  o r i g i n  at  
A = -1, one of t h e  spurious roots starts at 0.422 and proceeds i n  a p o s i t i v e  
d i r e c t i o n  along t h e  r e a l  axis f o r  increasing h. it crosses  t h e  p r i n c i p a l  
roo t  at  h M 0.265 causing a degenerate i n s t a b i l i t y  t h e r e .  For Ah 5 -0.5 it 
falls  outs ide  t h e  unit c i r c l e  and t h e  method becomes defi-nitely unstable.  
This i s  a case for  which t h e  gene ra l  s t a b i l i t y  boundary is determined by 
considering only real eigenvalues. 
Four roo t s  are involved 
h = 0. When 
The method Hammi-ng f i n a l l y  proposed, and the one usual ly  programmed and 
r e f e r r e d  to by h i s  name, uses two "modifiers." 
modifiers i s  given i n  t h e  next sect ion,  where it is  shown t h a t  Hamming's 
method with modifiers is equivalent t o  p r e d i c t i n g  with row 7, t a b l e  I ( a )  and 
cor rec t ing  with row 7 ,  t a b l e  I ( b ) .  The roots to t h e  c h a r a c t e r i s t i c  equat ion 
f o r  t h i s  method are shown i n  f i g u r e  4. 
f e r e n t  from t h a t  shown f o r  t h e  unmodified method. There are now five roots. 
One of t h e  f o p  spurious roots l ies on t h e  o r i g i n  when h = 0. The-eigen- 
va lue  l imi t ing  t h e  s t a b i l i t y  i s  now complex, occurring when h = e2L35/3 and 
t h e  s t a b i l i t y  boundary i s  ] A h \  5 0.6, s l i g h t l y  g rea t e r  t h a n  t h e  unmodified 
one. 
An ana lys i s  and d i scuss ion  of 
The root  s t r u c t u r e  i s  completely dif- 
Typ ica l  of what can be done to increase  t h e  s t a b i l i t y  of t h e s e  four -  and 
f ive- root  methods is  shown i n  f i g u r e  5. This f i g u r e  illustrates t h e  roots t o  
t h e  c h a r a c t e r i s t i c  equation f o r  a method proposed by Crane and Klopfenstein 
(ref. 11) which amounts to using t h e  four-s tep predic tor  i n  row 8, t a b l e  I(a), 
and t h e  four-s tep Adams-Moulton cor rec to r  (row 4, t a b l e  I ( b ) )  . 
method, a l l  of t h e  spurious r o o t s  f a l l  i n  t h e  u n i t  circle for lAhl < 0.9. 
For t h i s  
The classical Milne method (row 6, t a b l e  I(a), and row 5, t a b l e  I ( b ) )  has 
t h e  c h a r a c t e r i s t i c  roots shown i n  f i g u r e  6. 
t h e  spurious roo t s  l i e  on t h e  o r i g i n  and one a t  -1 when h = 0. 
terminology, it i s  a E l n e  method, but not a t o t a l  Milne method.) 
known t h a t  t h e  cor rec tor  a lone i s  unstable  f o r  a l l  negat ive Ah. Chase 
( r e f .  3) showed t h a t  f o r  real  Ah t h e  combined, pred ic tor -cor rec tor  process 
i s  s t a b l e  f o r  -0.3 > Ah > -0.8, a conclusion which i s  represented  here  i n  t h e  
upper c i r c l e  on t h e  left .  C l e a r l y ,  however, a g lance  a t  the e n t i r e  lef t  
column i n  t h e  f i g u r e  shows t h a t  f o r  almost a l l  complex eigenvalues vrith 
Four r o o t s  are generated; two of 
It i s  w e l l  
(So, i n  our 
0 0  0 .  
Figure 2. - Adam-Bashforth four-step predic tor  combined with Adam-Moulton four-step cor rec tor .  
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Figure 3.- Hamming's method without modifiers. 
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Figure 4.- H a m m i n g ' s  method with modifiers. 
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0 0 0 .  
Figure 5.- Method of Crane and Klopfenstein. 
47 
Figure 6.- Milne's method without modifiers. 
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negat ive r e a l  p a r t s ,  t h e  Milne predic tor -cor rec tor  method i s  unstable  f o r  a l l  
h > 0. This  r e s u l t  i s  a l s o  presented i n  r e fe rence  11. 
The necess i ty  f o r  consider ing t h e  s t a b i l i t y  problem i n  t h e  e n t i r e  complex 
plane has c e r t a i n l y  been demonstrated. W e  w i l l  p resent  one more example, 
however, s ince  it provides a background f o r  some of our subsequent discussion.  
Consider t h e  t o t a l  Milne method composed of t h e  two-step p red ic to r  i n  row 10, 
t a b l e  I(a), followed by t h e  Milne, two-step cor rec tor  (row 5 ,  t a b l e  I ( b ) ) .  
This  method has been proposed by S t e t t e r  (ref.  9). 
t o r  and t h e  cor rec tor  have only two s teps ,  only two r o o t s  appear i n  t h e  char-  
a c t e r i s t i c  equation. They a r e  shown i n  f i g u r e  7, t h e  l e f t  and r i g h t  columns 
of t h e  previous f i g u r e s  being col lapsed i n t o  two c i r c l e s  f o r  convenience. 
For a l l  r e a l  Ah t h e  method i s  s t a b l e  f o r  0 > Ah > - - 1. It i s  t h e  most 
accura te  conventional (i. e . ,  incomplete) predictor ,  one-corrector method 
t h a t  can be devised f o r  a r b i t r a r i l y  small 
t a b l e  I I ( k ) ) ,  and may be used i f  one i s  sure t h a t  a l l  t h e  eigenvalues of t h e  
d i f f e r e n t i a l  equation a r e  r e a l .  A s  t h e  l e f t  c i r c l e  i n  f i g u r e  7 shows, how- 
ever, l i k e  t h e  c l a s s i c a l  Milne method, it i s  unstable  f o r  a l l  imaginary 
eigenvalues. 
Since now both t h e  pred ic-  
h (erp and e rh  a r e  given i n  
Negalive A Posilive A 
Symbol A 
0 .  
Figure 7 .  - Stetter's two-s tep  method. 
METHODS W D H  MODIFIERS OR N0"DAMElVTAL FAMILIES 
Incomplete, Predic tor ,  One-Corrector Methods 
With Modifiers 
Only fundamental families were used t o  construct  t h e  methods s tud ied  i n  
t h e  preceding sec t ion .  It i s  q u i t e  possible ,  of course, t o  hold i n  memory, 
and subsequently use, combinations of u and u' which were ca l cu la t ed  i n  a 
previous cycle  of computation but  a r e  not members of t h e  f i n a l  families. The 
equations r e l a t i n g  t h e s e  combinations are o f t e n  r e f e r r e d  t o  as modifiers.  I n  
t h e  terminology of t h i s  r epor t ,  using a modifier corresponds t o  cons t ruc t ing  
a family t h a t  i s  not fundamental. The p r i n c i p a l  purpose of t h i s  s e c t i o n  i s  
t o  show (by opera t iona l  methods) t h a t  modifiers a r e  a r t i f i c i a l  i n  t h e  
following sense: 
49 
Any method12 with modifiers or nonfundamental f ami l i e s  can be 
i d e n t i f i e d  with a method without modif iers  composed only of 
fundamental families. 
One of t h e  s implest  types of modifiers i s  t h a t  which weighs only pas t  
It r equ i r e s  no f ami l i e s  of t h e  dependent v a r i a b l e  and not i t s  de r iva t ive .  
fu r the r  i t e r a t i o n s ,  but  it does, of course, r e q u i r e  more memory. 
d i f f e r e n c e - d i f f e r e n t i a l  equations with modifiers t h a t  w e  w i l l  now analyze can 
The s e t  of 
Equations (79a) and (79c) a r e  t h e  conventional p red ic to r  -corrector  equations 
s tud ied  i n  t h e  previous sec t ion .  Equations (79b) and (79d) a r e  t h e  modifiers,  
weighing previously ca lcu la ted ,  nonfundamental f ami l i e s  by t h e  constants  T j  
and a j .  Applying these  equations to t h e  r ep resen ta t ive  equation and i n t r o -  
ducing t h e  operator  E, one der ives  t h e  matrix equa l i ty  
k+i where 
j =2 j =2 
k+ 1 k+l  
Phr = Ahe 
'%e only consider incomplete methods but t h e  same conclusions apply to 
complete ones . 
If  w e  so lve  equations (80) f o r  un, w e  can divide out Ek-I from t h e  first 
and t h i r d  columns, and Ek from t h e  second column. There r e s u l t s  
where 
and d i n  equations (79). It i s  c l e a r  t h a t ,  i f  w e  set 
L* and R* are f a i r l y  simple combinations of t h e  constants  a, T, p, 
I k e = k + 2  * Lm,j+2 = Lmj Rm, jt-2 = R m j  * Je = ke + 1 - j 
equation (82) can be wr i t t en  
( 8 3 )  
Except f o r  t h e  subscr ip t  
t i o n a l  form of t h e  d i f f e r e n c e - d i f f e r e n t i a l  equations (43) and (45 ) ,  composed 
only of fundamental fami l ies .  Thus t h e  k-s tep method with modifiers given 
by equations (79) can be i d e n t i f i e d  exac t ly  with a higher s t e p  method without 
modifiers . 
e, t h i s  i s  t h e  same as equation (50) ,  t h e  opera- 
More general  forms of modifiers,  weighing more pas t  fami l ies  of t h e  func- 
t i o n  as w e l l  as i t s  de r iva t ive ,  can be analyzed. They would simply increase  
t h e  number of terms with powers of E i n  t h e  square matrix i n  equation (80) 
and l ead  t o  c h a r a c t e r i s t i c  equations j.n (82) of higher order.  
t i o n s  s i m i l a r  t o  those  i n  (83) ,  t h e  f i n a l  opera t iona l  form can be again iden-  
t i f i e d  with equation (50) .  
l i n e a r  d i f f e r e n t i a l  equations) i s  always es tab l i shed  when t h e  opera t iona l  
forms a r e  iden t i ca l .  
By s u b s t i t u -  
This correspondence of methods (as they apply t o  
Hamming's Method With Modifiers 
A good example of equivalent methods, one using two modifiers,  and t h e  
other  using no modifiers but having one more s t e p  i s  given by analyzing 
Hamming's method as it i s  usual ly  programmed ( s e e  r e f .  2 ) .  
modified method can be wr i t t en  
H a m m i n g ' s  
By a s t ra ight forward  ca lcu la t ion ,  using t h e  formulae i n  t h e  previous sec t ion ,  
one can show t h a t  t h e s e  have t h e  c o e f f i c i e n t s  i n  an  opera t iona l  form given by 
t a b l e  11( e ) .  
d i f f e r e n t i a l  equations t h a t  have t h e  same opera t iona l  form. 
un+5 = un+4 + un+l - un + 3 h(2&+4 - 3~;+3 + 3~;+2 - 2 4 + 1 )  
Using equations ( 5 l b ) ,  we immediately f i n d  two d i f fe rence-  
These a r e  
7 (1) 4 
Equations (86) represent  a conventional,  f i ve - s t ep ,  incomplete, p red ic tor  - 
correc tor  method composed of two fundamental f ami l i e s  which, except f o r  round- 
of f  e r r o r s ,  g ives  results i d e n t i c a l  t o  those  obtained using H a m m i n g ' s  modified 
method when appl ied  t o  equations (11). 
Discus s ion  
Consideration of t h e  previous sec t ions  r a i s e s  t h e  quest ion as t o  t h e  
na ture  of t h e  r e l a t i o n s h i p  between f ami l i e s  and s t eps .  I n  what w a s  j u s t  p re -  
sented,  a f ive - s t ep  method was dupl icated by a four -s tep  method with add i -  
t i o n a l  fami l ies .  How far can t h i s  be c a r r i e d ?  The answer i s  t h a t  any k-s tep 
method can be reduced t o  a one-step method i f  t h e  number of f ami l i e s  i s  
increased appropriately.  
f ami l i e s  i s  t h e  number of i t e r a t i o n s  i n  incomplete methods and one p lus  t h e  
number of i t e r a t i o n s  i n  complete ones.) The next quest ion t h a t  arises i s  
whether or not t h i s  in t roduct ion  of families serves  any r e a l l y  use fu l  purpose. 
Af te r  a l l ,  any given method b a s i c a l l y  evaluates  a polynomial of a c e r t a i n  
degree using an amount of data s to red  i n  memory necessary t o  a t t a i n  t h a t  
degree. From t h i s  po in t  of view, t h e r e  is  l i t t l e  d i f f e rence  between a method 
expressed with modifiers and t h e  same method reduced t o  fundamental fami l ies .  
Possibly,  a few s to rage  loca t ions  can be saved and a few ar i thmet ic  or l og ic  
manipulations el iminated by using one or t h e  o ther .  
accumulations w i l l  d i f f e r ,  but t h e s e  a r e  not considered here.  
(The converse i s  not t r u e ;  t h e  minimum number of 
Most l i k e l y ,  roundoff 
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There is  q u i t e  another po in t  of view, however, f r o m  which t h e  family 
concept can play a va luable  r o l e .  One can show t h a t ,  i f  t h e  proper families 
are constructed,  % polynomial method can be  reduced t o  a several-family,  
one-step method, t h e  s t e p  s i z e  of which can be changed a t  will after each 
advance. To der ive  such cons t ruc t ions  sys temat ica l ly ,  however, r equ i r e s  a 
theory t h a t  fa l ls  outs ide  t h i s  r epor t .  
COMPIJX'E MU"ISTEP PREDICTOR -CORRECTOR METHODS 
In t roduct ion  
W e  def ine  complete pred ic tor -cor rec tor  methods as those  i n  which t h e  
f i n a l  values  of t h e  func t ion  and i t s  de r iva t ive  a r e  not members of t h e  same 
family. A k-s tep,  two-family, complete .method i s  represented  by t h e  two 
equations 
1 j =2 
j =2 J 
This method r equ i r e s  only - one i t e r a t i o n  per s t e p .  Thus, i f  t h e  c a l c u l a t i o n  
of t h e  de r iva t ive  dominates t h e  computing t i m e ,  when compared t o  incomplete 
methods, complete ones can 
(1) Use twice as many s t eps  f o r  t h e  same amount of computing t i m e ,  or 
( 2 )  Cover t h e  same i n t e r v a l  with t h e  same s t e p  s i z e  i n  half  t h e  
computing t ime.  
We seek t o  f i n d  whether or not, on t h e  bas i s  of accuracy and s t a b i l i t y ,  t h e s e  
ga ins  a r e  r e a l  or f i c t i t i o u s .  
Notice t h a t  equations (87) a r e  not composed of ( w h a t  has been defined i n  
(1) t h i s  r epor t  t o  be) fundamental fami l ies ,  s ince  both Un+J and Un+J a r e  
r e t a i n e d  i n  memory. Complete methods t h a t  use only fundamental f ami l i e s  would 
be 
j =2 
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fo r  one i t e r a t i o n ,  and 
j =2 
J 
f o r  two i t e r a t i o n s .  We show i n  t h e  next s e c t i o n  t h a t  almost a l l  opera t iona l  
forms given by equations (87) can be cons t ruc ted  from some form of equa- 
t i o n s  (88). 
Analysis and Discussion 
Introduce t h e  r ep resen ta t ive  equation (37) i n t o  equations (87) and t h e r e  
follows t h e  matrix equation 
j =2 j =2 - 
Compare equations (9) and (49) and t h e  
t h e  complete methods begins t o  appear. 
un 
Phl = Ahe 
i f f e r e n c e  between t h e  incomplete and 
he l e f t  column i n  (49) contains  t h e  
term Ek which can be f ac to red  out, leaving a c h a r a c t e r i s t i c  polynomial of 
order k. I n  equation (9) no such f a c t o r i n g  can be made, t h e  left column 
i s  completely (hence t h e  terminology) f i l l e d  with terms 
and t h e  c h a r a c t e r i s t i c  polynomial i s  now of order 2k. 
Ek, Ekml , . . ., Eo, 
Solving equation (9) f o r  Un gives  t h e  opera t iona l  form 
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where L and R are combinations of t h e  a and P .  I n  t h e  simplest  case when 
k = 1 t h e s e  combinations are 
Although t h e r e  are exact ly  seven terms on both sides of t h e  equations, i n v e r t -  
ing them, so as t o  express u,P i n  terms of L,R, would be d i f f i c u l t  because 
of t h e i r  nonlinear form. 
If w e  use only fundamental families, equations (87) reduce t o  equa- 
t i o n s  ( 8 8 ) ,  and the  combinations 
1 
j -1 I 
I i =2 
are formed. But these equations can be inverted,  i n  general ,  s ince  
t h e  l a t t e r  being a se t  of l i n e a r  simultaneous equations for a. For example, 
i f  k = 2, equations (94) reduce t o  
and 
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r e spec t ive ly .  I n  t h i s  inver ted  form L and R are a r b i t r a r y  and, i n  p a r t i c -  
u la r ,  L24 and L25 can be equated to zero. This leads  to a set of equations 
from which a and P ( c o e f f i c i e n t s  i n  t h e  d i f f e rence -d i f f e ren t i a l  equations) 
can at once be der ived f o r  any combination of L and R on t h e  l e f t  side of 
equations (93),  provided only t h a t  t h e  determinant of t h e  matrix i n  equa- 
t i o n  (95b) i s  not zero.  
any opera t iona l  form contained i n  equations (87) f o r  
with an  opera t iona l  form from equations ( 8 8 ) f o r  
remains t r u e  f o r  higher values  of k, so t h a t  equations (88) a r e  s u f f i c i e n t l y  
genera l  t o  represent  almost13 a l l  complete, two-family, p red ic tor  -corrector  
methods. Further ,  t h e  r e l a t i o n s  between t h e  c o e f f i c i e n t s  i n  i t s  opera t iona l  
form and t h e  c o e f f i c i e n t s  i n  t h e  d i f f e rence -d i f f e ren t i a l  equation can always 
be inver ted  by means of equations (94), provided only t h a t  t h e  determinant of 
(94b) i s  not zero.  
I n  other  words, except f o r  t h e  r e s t r i c t i o n  just given, 
k = 2. 
k = 1 can be i d e n t i f i e d  
This s i t u a t i o n  
The accuracy and s t a b i l i t y  of t h e  two-family, complete methods can be 
s tudied  using t h e  same ana lys i s  as t h a t  presented f o r  equation (50). 
complete case, simply set L 3 j  and R 2 j  equal  to zero.  It i s  apparent from 
equations (50) and (91) t h a t  a 
s t a b i l i t y  f ea tu res  assoc ia ted  with a 2k-stepY incomplete method. Superf i -  
c i a l l y ,  t h i s  appears t o  v i o l a t e  t h e  Dahlquist c r i t e r i o n .  When t h e  l a t t e r  i s  
a p p l i e d t o  opera t iona l  forms, however, w e  s ee  t h a t  i n  r e a l i t y  no such v i o l a -  
t i o n  occurs. The d i f fe rence  i n  s t a b i l i t y  between complete and incomplete 
forms i s  discussed la ter .  
For t h e  
k-s tep  complete method will have accuracy and 
Examples 
A n  example of a complete, two-step, predlc tor -cor rec tor  method contained 
i n  equations (88) i s  1 
. . . .   -~ . . . . .  . .  - . . . . . . . .  . . . . . .  . . . 
13Cases i n  which equation (94b) are overdetermined have not been 
inves t iga ted .  
I The c o e f f i c i e n t s  i n  i t s  ope ra t iona l  form are 
\ 
hl 
I 
I- 1 
i o  6 -2 o o a
and t h e  e r r o r  terms, referenced t o  t h e  computing s t e p  h, are 
erp2 = -x p3Ah4 , e r h  - o b 5 )  (97) 1 1 er = - ( ~ h ) ~  , c L 1  24 
Equations (96) employ a two-step p red ic to r  and an  Adam-Moulton, two- 
s t e p  co r rec to r ;  and they have Adams-Moulton type  s t a b i l i t y .  An incomplete, 
two-step, p red ic to r  -corrector  method using t h e  Adams-Moulton corrector  can be 
wr i t t en  
- -2.8un+l + 3.81.1, + h(3*J+U;+l + 1-4Ln) 7 (1) Un+2  
and t h e  c o e f f i c i e n t s  i n  i t s  ope ra t iona l  form are 
I Divide by 12  I 
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The lowest order e r r o r  terms f o r  t h e  method given i n  (98) are i d e n t i c a l  t o  
those  given i n  equations (97) when referenced t o  t h e  computing s t e p  
order h" 
i s  used.) 
as equations (98), but r e q u i r e  one l e s s  i t e r a t i o n  per s t ep .  
h. (To 
t h i s  is  t h e  minimum poss ib le  e r r o r  i f  an  Adams-Moulton cor rec tor  
W e  see t h a t  equations ( 9 6 )  have t h e  =e (lowest order)  accuracy 
-
For a fair comparison, t h e  error terms i n  a l l  methods should be refer- 
enced t o  t h e  r ep resen ta t ive  s t e p  s i z e  H, def ined as t h e  d is tance  t h e  so lu t ion  
is advanced by two i t e r a t i o n s .  For equations ( 9 6 )  w e  have 
1 
2 h = - H  
and f o r  equations (98) 
h = H  
A remark i s  i n  order here  with regard t o  t h e  adjustment of 
t o  conform with t h e  r ep resen ta t ive  s tep .  
erV and 
Since w e  a r e  now concerned erh 
with t h e  e f f ic iency  of a method as it app l i e s  t o  t h e  complete ca l cu la t ion  of 
t h e  d i f f e r e n t i a l  equations, t h e  global ,  r a t h e r  than  t h e  loca l ,  e r r o r  should 
be used as a measure. This w i l l  account f o r  t h e  f a c t  t h a t  i f  one method uses 
ha l f  t h e  s t e p  s i z e  of another,  it commits i t s  l o c a l  e r ro r  twice as many times.  
Hence, i f  i n  general ,  h = H a  
and 
7 erV(hn)  4 $ erP(a%") (99) 
1 erh(  hn) --f erh(  anHn) 
Errors referenced t o  H are given f o r  t h e  two methods i n  t a b l e s  follow- 
ing equations (96) and (98). Clearly,  on t h e  b a s i s  of accuracy, t h e  complete 
method i s  t o  be preferred,  having 1/8 t h e  e r ro r  of t h e  incomplete method with 
t h e  same cor rec tor .  
spurious roo t s  vanish at h = 0. There r e p i n s  t h e  question, however, regard-  
i n g  t h e  magnitudes of t h e  spurious roo t s  f o r  
equations DE(E) = 0 f o r  t h e  two methods a r e  
Since both have Adams-Moulton type s t a b i l i t y ,  a l l  t h e  
h # 0. The c h a r a c t e r i s t i c  
24E4 - (24 + 55hh)E3 + Ah(59E? - 373 - 9) = 0 (100) 
for t h e  complete method and 
12E2 - (12 - 6 ~ h  + 17h2h2)E - ~ h ( 1 8  + m h )  = 0 (101) 
, 
for t h e  incomplete one. We at once see t h e  complete method has two more 
spurious roo t s  than i t s  counterpar t  i f  The magnitudes of t h e  roo t s  
f o r  real and complex hh a r e  shown i n  f igu res  8(a) and 8 ( b ) .  I n  terms of h, 
t h e  ca l cu la t ion  s t e p  s i z e ,  t h e  complete method has induced i n s t a b i l i t y  when 
lhhl > 0.3 ,  whereas t h e  incomplete method has no induced i n s t a b i l i t y  u n t i l  
lhhl = 0.5.  
s t e p  s i z e ,  t h e  boundaries are 
h # 0. 
However, i f  we again r e f e r  our measurements t o  t h e  r ep resen ta t ive  
]MI = 0.6 and lhHl = 0.5, respec t ive ly .  
.O 0 
\ J 
(a) Complete, two-step, one- i te ra t ion  method given by equations (96). 
Figure 8.- S t a b i l i t y  p l o t s  for two d i f f e r e n t  two-step methods. 
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( b )  Incomplete, two-step, two- i te ra t ion  method given by equations (98). 
Figure 8. - Concluded. 
I n  summary, i f  t h e  evaluat ion of t h e  derivative dominates t h e  computing 
time, then, f o r  t h e  same computing t i m e ,  a complete method with t h e  two-step, 
Adam-Moulton co r rec to r  i s  more s t a b l e  than, and has about 1/8 t h e  e r r o r  of,  
an  incomplete method with t h e  same e r r o r .  The statement regarding e r r o r  i s  
based on only t h e  first term i n  a series expansion. Experience ind ica t e s  it 
i s  not r e l i a b l e  f o r  lhhl 2 0.1. 
GEL\TERAL ANALYSIS OF INCOMPLIVE MCTLTISTEF METHODS 
WITH MCTLTIPLF: CORRECTORS 
Derivation of t h e  General So lu t ion  f o r  a Fixed Correcto? 
The process defined by equations (43) and (44) can be general ized such 
t h a t ,  during t h e  same cycle  of computation, a n  a r b i t r a r y  number of correc-  
t o r s  -- t h a t  is ,  a n  a r b i t r a r y  number of i t e r a t i o n s  -- i s  used. Even when 
each of t h e  co r rec to r s  i s  d i f f e r e n t ,  t h e  general  s o l u t i o n  can be derived by 
t h e  technique ou t l ined  below. The s o l u t i o n  i s  q u i t e  complicated, however, 
and does not appear t o  be of p r a c t i c a l  i n t e r e s t .  The s p e c i a l  case, when two 
correctors ,  both d i f f e r e n t ,  are used, i s  analyzed later i n  t h i s  s ec t ion .  If 
a l l  t h e  co r rec to r s  are t h e  same, t h e  gene ra l  s o l u t i o n  has a r a t h e r  simple 
form; and it provides us with t h e  a b i l i t y  t o  study t h e  effect  of t h e  number 
of i t e r a t i o n s  on t h e  accuracy and s t a b i l i t y  of a method. 
The equations f o r  t h e  fundamental families of an  incomplete method i n  
which m - 1 cor rec to r s  are used, a l l  i d e n t i c a l ,  can be w r i t t e n  
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j =2 
Using t h e  no ta t ion  defined i n  equations (81) w e  introduce t h e  r ep resen ta t ive  
equation and t h e  operator E and der ive t h e  matrix equa3ion 
Ek 0 o . . .  0 
-blE Ek 0 0 
0 -blEk Ek 0 
- C a  
-cP 
-CP 
0 0 0 . . . -biEk E - C f  
where 
b l  = AhPi 
: J  
un 
Expand t h e  determinant about t h e  r i g h t  -hand- column and t h e  c h a r a c t e r i s t i c  
equation s i m p l i f i e s  t o  
m - i  = Ek - Cabl - Cp[ byP + bPw3 + . +  1 1  
Introduce t h e  no ta t ion  
L j  = (aj + AhCL;)bY-l + ( p j  + AhP;) - ”-’ 
b m - i  
t m - i  1 -  R e  = a j b l  + 
J - i1 
I 
and t h e  opera t iona l  form t u r n s  out  t o  be 
If 
J Ek - 7 LjE = (E  - A l ) ( E  - A2) . 
j =2 
t h e  complete so lu t ion  can be wr i t t en  y R.eJvh 
e lplh - 7 LjeJph 
J 
n phn j=2 
un = c ~ ( A ~ )  + c ~ ( A ~ ) ~  + . . . + h e  
j =2 
The case m = 1 represen t s  one i t e r a t i o n  per cyc le  of computation, t h a t  
i s ,  a pr7dic tor  without a co r rec to r .  
p j  and @ j  disappear from L j  and R. when m = 1. On t h e  o ther  hand, i f  
m -, co, t h e  equations a r e  independen2 of a j  and aj (provided 
i s  a necessary condi t ion  f o r  t h e  convergence of t h e  i t e r a t i o n s ) ,  and t h e  
cor rec tor  equation i n  i t s  i m p l i c i t  form emerges. 
This follows from equations (106) s i n c e  
lbll < 1, whlch 
A Discussion of Some Simple Predic tor  -Corrector Methods 
If we use equation (108) t o  inspec t  t h e  simple pred ic tor -cor rec tor  scheme 
(an  Euler pred ic tor  followed by a modified E u l e r  co r rec to r )  
Un+ (’) 1 = un + hu; 
we f i n d  t h e  complementary s o l u t i o n  t o  be after m i t e r a t i o n s  
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This result serves as an  exce l l en t  example of t h e  danger of analyzing a 
corrector ,  ignoring t h e  e f f e c t  of a p red ic to r .  If t h e  modified E u l e r  method 
is  s tudied alone -- as an  i m p l i c i t  i d e n t i t y  -- one f i n d s  t h e  complementary 
s o l u t i o n  .^ 
i n s t e a d  of equation (log). 
is  s t a b l e  f o r  a l l  negative values of Ah (see ref.  1 2 ) .  But c lea r ly ,  as m 
becomes la rge ,  equation (109) reduces to equation (110) only when !Ah] < 2. 
Hence, when used as co r rec to r  i n  a predictor-corrector  sequence, t h e  modi- 
f i ed  E u l e r  methodTor t r apezo ida l  rule as it i s  sometimes r e f e r r e d  t o )  i s  
v i o l e n t l y  unstable  f o r  Ah << -2. 
This shows at once t h a t  t h e  modified E u l e r  method 
--
A f u r t h e r  study reveals t h a t  erv and erA f o r  t h e  Euler-modified-Euler 
method behave i n  t h e  following manner for increasing numbers of i t e r a t i o n s  i n  
a cycle  of computation 
m e r A  
1 -h2 ( W W  -h2( A2/2) 
2 -h3(p3 - 3b2) /12  -h3(A3/6) 
- 
This  method i s  o f t e n  used i n  programming t h e  "method of c h a r a c t e r i s t i c s "  i n  
t h e  study of hyperbolic p a r t i a l  d i f f e r e n t i a l l *  equations. 
to not ice :  
It i s  of i n t e r e s t  
1. The order of e r r o r  i n  t h e  p red ic to r  i s  one less  than  t h e  order of 
e r r o r  i n  t h e  corrector ,  but t h e  order of error i n  t h e  method i s  t h e  
same as t h a t  f o r  t h e  corrector  after one app l i ca t ion  of t h e  
co r rec to r .  
2. The c o e f f i c i e n t  of t h e  h3 t e r m  i s  improved by a second a p p l i c a t i o n  
of t h e  corrector .  
3. The e r ro r ,  as measured by t h e  lowest order i n  t h e  t runcat ion,  i s  not 
f u r t h e r  reduced i f  t h e  i t e r a t i o n s  a r e  continued. 
If t h e  E u l e r  p red ic to r  i s  replaced by t h e  Nystrom p red ic to r  (row 2 i n  
t a b l e  I ( a ) ) ,  t h e  e r r o r  sequence with i t e r a t i o n s  i s  
'%hen more than  one independent v a r i a b l e  i s  involved, t h e  reference 
s t e p  H should be redefined. 
m =-P =A Spurious root - 
1 -h3(p3/6) -h3(A3/6) -1 + Ah 
1 
2 
1 
2 
-- Ah 
- -  hh 
2 h” (1-1 ”/ 12) h3 ( h3/1 2) 
W h” (1-1 ”/ 12) h” ( A”/ 12) 
Here, we s e e  t h a t  t h e  pred ic tor  by i tself  has t h e  same order  of e r r o r  as t h e  
co r rec to r  but  i s  less accurate ,  and , fur ther ,  i s  unstable .  One a p p l i c a t i o n  of 
t h e  cor rec tor  (a t o t a l  of 2 i t e r a t i o n s )  
1. Increases  t h e  accuracy such t h a t  no improvement on t h e  c o e f f i c i e n t  
of h3 i s  made by continuing t h e  i t e r a t i o n s  
2. Produces a s t a b l e  numerical method. 
Basical ly ,  t h i s  process i s  t h e  one used i n  s e v e r a l  computer programs to so lve  
for t h e  flow i n  f r o n t  of blunt  bodies t r a v e l l i n g  a t  high speeds. 
Incomplete Mult is tep Predic t  or Two -Corr e c t  or M e t  hods 
N e x t ,  t h e  incomplete methods previously analyzed a r e  extended by adding 
one more cor rec tor  with a r b i t r a r y  coe f f i c i en t s .  Only a b r i e f  sketch of t h e  
procedure i s  given here, mostly f o r  t h e  sake of thoroughness, s ince  t h e  prac-  
t i c a l i t y  of using two co r rec to r s  i s  open to question. However, t h e  added cor -  
r e c t o r  has a decidedly s t a b i l i z i n g  e f f e c t .  I n  f a c t ,  it i s  shown t h a t ,  f o r  
two-step incomplete cases,  a s t ab le ,  two-corrector method can be constructed 
having e r r o r  terms one order higher than  i s  poss ib l e  f o r  s t a b l e ,  one-corrector 
met hods. 
Development.- The t h r e e  fundamental f ami l i e s  a r e  
k+l  1 (ajUn+J + hajun+J) I 1  
j =2 
k+l 
j =2 I 
k+l I 
J j =2 
where, by t h e  argument used to der ive  equation (45) B 1  
out l o s s  of gene ra l i t y ;  but,  by t h e  same argument, t h e  t e r m  containing y1 
cannot. 
can be made zero with- 
Although a weighted value of t h e  middle equation (111) added t o  t h e  
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f i n a l  equation can be made t o  cancel  t h e  term involving 
w a s  done i n  equation (44)), a term containing would then appear 
amounting t o  a method d i f f e r e n t  from t h a t  given by equations (111) with 
y 1  = 0. 
u,$k ( s i m i l a r  t o  what 
ui:k' 
Para l l e l ing  t h e  one-corrector case s tud ied  i n  a previous sec t ion ,  one can 
construct  a matrix equation and der ive  t h e  opera t iona l  form. There r e s u l t s  
from which 
and 
These equations uniquely determine L and R, t h e  coe f f i c i en t s  i n  t h e  opera- 
t i o n a l  form, f o r  given a, P ,  and y .  Once again,  t h e  accuracy of t h e  method 
i s  represented by equations (63) and (68) , and t h e  s t a b i l i t y  depends on t h e  
magnitude of t h e  r o o t s  t o  DE(E) = 0. 
Equations (115) can be inve r t ed  if 71 i s  s e t  equal  t o  zero.  Thus 
and difPeTence-difrerential  equations that represent any opera t iona l  form for 
which 
consequence of these  l lmitat ions is not known. 
RIL and RI2 are not zero can at once be w r l t t e n .  The p r a c t l c a l  
To find t h e  error i n  t h e  p a r t l c u l a  eolution, the  numerator of' (58) is 
expanded I n  powers of Ah. Tn this case R 3 3  = L 4 j  and,khe coefflclent of 
the h3h3 term vanishes i d e n t i c a l l y .  Choosing the  L and R so the coeffi- 
c ien ts  of t h e  (Ah)', (hh)', and term are zero gives,  respectively, 
LI 
j =1 
k+l 7 [t(k + 1 - j)"-'RZJ + (k + 1 - j )  (Lzj - Rlj) J 1 0 , 
U 
j 2 = 0, 1, 2, * . ., L - L (up) 
k+1 1 [Z(k+ Z - j)'-'Raj + (k + 1 - j) ( J ~ J  - R 2 j ) I  = O  1 
j -1 
1 
z = 0, 2, 2, . . ., L - 2 (1174 
which are t he  accuracy conditions for equations (111). One can show t h a t ,  a s  
i n  t h e  single cor rec tor  case, both the par t icu lar  and complementary so lu t ions  
a r e  Pit locally' by polynornialn o l  oTder L 'iT the abwe condltions are 
satieried. 
The leading t e r m s  in the series expansion f o r  erp are determined by 
evaluating f o r  2 = L + 1 t h e  remainders i n  the expressions -- they m e  no 
Longer e q u a l i t i e s  -- (11'i'L multiplyine; t h e s e  reminders by ( p l ~ ) ~ ' / ( I ,  + l)!> 
hh(ph)L/L!, and 
k+1 1 (j - l , )h~  as i n  the  development of equations (64) and ( 6 5 )  . 
A2h2(ph) - l / ( L  - 1) !, respec t ive ly ,  and div id ing  each by 
j=2 
The der iva t ion  o f  t h e  error i n  t h e  complementary term is i d e n t i c a l  t o  
the der iva t ton  of e q e t i o n  ( 7 2 ) .  Thus one can sliow 
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Finally, t o  compare fairly with other methods, all e m o r  terms should be 
expressed i n  terms of the representative step H where 
h = 3H/2 ( u 9 )  
and the adjustments a r e  made according to equations ( 9 9 ) .  
has the operat ima1 form represented by 
I Divide by 1125 I % 
erP = (0.02%" - O.O&A - 0 , 0 2 0 ~ ~ ) , . ? ~ ~  
e q  = -0.032h5E5 
The accuracy of the wthod as measured by the computational atep size is given 
by 
( -1) 
.ay = ( 0 . 0 0 5 7 ~ ~  - 0 . 0 0 8 0 ~  - 0.0040h2)ph5 
erh = -0.0063h5h5 
and as measured by the representative s tep  size as shown in the table.  
There are two roo t s  t o  t h e  c h a r a c t e r i s t i c  equation 
1125E2 - E( 1068141 + 540A2h2+ 302A3h3) - 1125 - 1182x1 - 642A2h2 - 124h3h3 = 0 
(122) 
and they are shown i n  f i g u r e  9. The spurious root  starts on t h e  un i t  c i r c l e  
Nmolive A Povlive A 
er = 0.0056p5h5 
er = -0.010 A4h5 
erp3= 0 0012 A2$h5 
p2 
erp,= OO056,5h5 
er = -0 O10Ap4h5 
e'.; 0 0014A2$h5 
* 2  
0 0 " .  
f a  
f .  
* A  
er = 0 0056p5h5 
er =-O010Ap4h5 
erP3= OOO16A2p3h5 
PI 
p2 
Symbol A 
0 tl 
A te51n'6 
+ te41"'6 
0 tl 
Figure 9. - S t a b i l i t y  of predictor ,  two-correctos method given by equations (120). 
a t  -1. Although it i s  impossible t o  t e l l  from %he f igu re ,  a c lose  examina- 
t i o n  of t h e  results shows t h a t  t h e  spurious root  moves - i n t o  t h e  un i t  c i r c l e  
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I -  
f o r  - a l l  complex A given by A = eiw f o r  which 71/2 < w < 3n/2. Further,  
t h e  spurious r o o t  remains i n s i d e  t h e  un i t  c i r c l e  f o r  
[AH1 <_ 0.38 which e s t a b l i s h e s  t h e  s t a b i l i t y  boundary according t o  equa- 
t i o n  (73). 
r o o t s  are on t h e  u n i t  c i r c l e  when h = 0) t h a t  has no induced s t a b i l i t i e s  f o r  
a range of h > 0. The s t a b i l i t y  boundary can be increased t o  a t  least 
lhHlc = 0.56 i f  t h e  maximum e r r o r  i s  allowed t o  increase by a f a c t o r  of about 
lhhl 5 0.57, or 
This  serves as a n  example of a t o t a l  Milne method ( a l l  t h e  spurious 
3/2. 
COMBINED RUNGE -KUI"A AND PREDICTOR -CORRECTOR METHODS 
Introduct ion 
Now l e t  us consider t h e  o v e r a l l  result  of increasing t h e  number of i t e r -  
a t i o n s  i n  a cycle  of computation. 
it i s  c l e a r  t h a t  each successive i t e r a t i o n  r e q u i r e s  t h e  re-evaluat ion of t h e  
term F(x,u) a t  a value of u d i f f e r e n t  from any used i n  previous i t e r a t i o n s .  
A s  t h e  number of i t e r a t i o n s  increases ,  appropriate  choices of a, p,  y ,  e t c . ,  
permit us t o  match t h e  f i n a l  r e s u l t  w i t h  a Taylor series expansion of F(x,u) 
-- i n  t h e  u d i r e c t i o n  through any given order - -  r ega rd le s s  of s t e p  number. I n  
other woFds, t h e  accuracy of f i t  t o  t h e  complementary so lu t ion  depends on 
both t h e  s t e p  number and t h e  number of i t e r a t i o n s ;  and i t s  series expansion 
can be matched with a r b i t r a r y  accuracy by increasing e i t h e r  t h e  one or t h e  
other independently. 
I n  t h e  ana lys i s  of t h e  equation u '=  F(x,u),  
Next consider t h e  p a r t i c u l a r  so lu t ion  t o  t h e  d i f f e r e n t i a l  equations. 
Conventional p red ic to r - co r rec to r  formulas are constructed using a f i x e d  and 
equal spacing of t h e  independent va r i ab le ,  x, a spacing we have designated as 
h.  I n  such cases t h e  number of samplings of F(x,u) i n  t h e  x d i r e c t i o n  i s  
determined e n t i r e l y  by t h e  number of steps used i n  t h e  method. No new i n f o r -  
mation regarding t h e  v a r i a t i o n  of F(x,u) with x i s  supplied by increasing 
t h e  number of co r rec to r s  i n  a cycle  of computation. Since, i n  general ,  t h e  
e r r o r  a s soc ia t ed  with a method must depend on i t s  worst f i t  t o  e i t h e r  t h e  
p a r t i c u l a r  or t h e  complementary solut ion,  equispaced, p red ic to r  -corrector 
methods are l i m i t e d  i n  accuracy by t h e i r  s t e p  number, r ega rd le s s  of t h e  number 
of i t e r a t i o n s .  
Clearly,  i f  both u and x are v a r i e d  i n  the successive correctors ,  t h e  
complete series expansion of F(x,u) i n  both x and u can be matched t o  a n  
i n d e f i n i t e  order,  and a r b i t r a r y  accuracies  t o  both t h e  complementary and par-  
t i c u l a r  so lu t ions  obtained. The development of t h i s  concept leads,  a t  once, 
t o  equations t h a t  merge t h e  p red ic to r  -corrector and t h e  Runge-Kutta methods. 
On t h e  General Form of t h e  Equations 
One can write a set of d i f f e r e n c e - d i f f e r e n t i a l  equations t h a t  represent  
a complete, combined method with k s t e p s  and m i t e r a t i o n s .  The result 
would be a se t  of formulas i n  which a l l  families of a l l  t h e  values of t h e  
func t ion  and i ts  derivative c a l c u l a t e d  i n  a cyc le  of computation and he ld  i n  
memory are weighted with appropr ia te  values  of 
ref .  13) .  By consider ing only t h e  two-step case,  w e  w i l l  see t h e  complexity 
involved i n  such a completely gene ra l  expression. For t h e  p r a c t i c a l  purpose 
of a c t u a l l y  cons t ruc t ing  methods with f i x e d  acquracy and s t a b i l i t y ,  much 
simpler subse ts  of t h e s e  gene ra l  expressions appear to be s a t i s f a c t o r y .  The 
real  crux of t h e  problem of cons t ruc t ing  optimum methods depends upon whether 
or not a set of equations can be  found t h a t  e x p l i c i t l y  relates t h e  c o e f f i -  
c i e n t s  i n  t h e  d i f f e r e n c e - d i f f e r e n t i a l  equations t o  t h e  c o e f f i c i e n t s  i n  t h e  
opera t iona l  form (e.g. ,  eqs. (51b), (94), and (116)) .  
depends upon how t h e  operator  E i s  brought i n t o  t h e  matrix equation from 
which t h e  opera t iona l  form i s  constructed.  
a, P,  y ,  e t c .  (see, e.g., 
This  question, i n  t u r n ,  
The d iscuss ion  of combined methods i s  more r e a d i l y  presented i f  we 
consider simple sketches i n  which t h e  following symbols are used: 
0 predic ted  value of t h e  funct ion,  u 
A 
(1) 
der iva t ive  of t h e  pred ic ted  value,  du ( l ) /dx  
0 
0 
correc ted  value of t h e  func t ion  a t  a poin t  previously predicted,  u 
de r iva t ive  of t h e  cor rec ted  value,  du/dx 
On t h e  d e f i n i t i o n  of s t e p  s i z e  i n  combined- methods. - Using t h e  symbols 
def ined above, l e t  us construct-  a cyc le  of computation f o r  a two-step, 
p red ic tor -cor rec tor  method (e .g . ,  eq. (98)), and t h e  standard,  one-step, 
fourth-order ,  Runge-Kutta method (eqs.  (136)). 
When presented graphica l ly ,  as i n  t h e  sketches,  it may a t  f irst  appear 
t h a t  s ing l ing  out  a l eng th  
procedure. 
"s tep  number" can e a s i l y  a r i s e  when p red ic to r  -corrector  methods are combined 
with Runge-Kutta methods; although, as w e  s h a l l  p resent ly  see,  t h e  t e r m  can 
be given a unique and q u i t e  n a t u r a l  d e f i n i t i o n  t h a t  app l i e s  to t h e  two d i f -  
f e r e n t  approaches, e i t h e r  ind iv idua l ly  or i n  combination. 
h and c a l l i n g  it s t e p  s i z e  i s  a r a t h e r  a r b i t r a r y  
I n  f a c t ,  an  ambiguity i n  t h e  - use of t h e  words "s tep  s i ze"  and 
I n  conventional pred ic tor  -corrector  schemes, such as t h a t  shown i n  
ske tch  ( a ) ,  t h e  func t ion  and i t s  de r iva t ive  are ca l cu la t ed  a t  equispaced 
po in t s  only, and a value of t h e  func t ion  i s  (or can be without loss  of accu- 
racy)  "output" a t  each po in t .  The spacing i s  q u i t e  na tu ra l ly  r e f e r r e d  t o  as 
t h e  s t e p  s i z e  and t h e  r e s u l t i n g  s t e p  number can be and i s  used as t h e  funda- 
mental parameter i n  descr ibing both t h e  accuracy and s t a b i l i t y  of t h e  method. 
See, for  example, t h e  Dahlquist s t a b i l i t y  theorem. On t h e  other  hand, i n  
Runge-Kutta methods t h e  func t ion  and i t s  de r iva t ive  a r e  ca l cu la t ed  a t  po in t s  
other  than  those a t  which it i s  most accura te ly  represented  or intended to 
be output .  I n  sketch ( e )  it i s  shown a t  t h e  midpoint, but  t h i s  i s  t o t a l l y  
unnecessary. Nevertheless,  regard less  of t h e  number of intermediate  po in t s  
used, or t h e i r  spacing, t h e  Runge-Kutta methods are always r e f e r r e d  t o  as 
one-step methods. 
--
Ready a1 begimhg of 
cycle of compulaticn 
Colculate 
derivative 4-n 
Predictor 
Corrector Saved for next cycle 
Sketch ( d )  
Predictor Corrector 
cycle of computation 
Predictor 
Sketch ( e )  
I L L  Saved for next cycle 
The two sketches l e a d  us a t  once t o  a d e f i n i t i o n  of s t e p  s i z e  t h a t  i s  
common t o  pred ic tor  -cor rec tor  methods, Runge-Kutta methods, or any combina- 
t i o n  the reo f .  Thus 
h = s t e p  s i z e  t h e  d is tance  t h e  in t eg ra t ion  i s  
advanced by one cyc le  of computation 
This  d e f i n i t i o n  i s  i n  keeping with t h e  usage throughout t h i s  r epor t  and i n  a l l  
re ferences  about numerical methods of which t h e  author  i s  aware, including t h e  
recent  ones on combined methods ( r e f s .  13, 16). 
With such a d e f i n i t i o n ,  s t e p  s i z e  i s  s t i l l  a u s e f u l  parameter f o r  descr ib-  
ing the  accuracy of a method, but -- it no longer has -any bas ic  meaning with 
regard  t o  s t a b i l i t y .  I n  sho r t ,  s t a b l e  combined methods e x i s t  which embed 
polynom?& of a r b i t r a r i l y  high order r ega rd le s s  of s t e p  number. This  i s  
f u r t h e r  discussed i n  t h e  last  s e c t i o n  of t h e  r e p o r t  e n t i t l e d  S t a b i l i t y .  
When comparing t h e  accuracy and s t a b i l i t y  of combined methods, then, 
e i t h e r  with themselves or other  methods, one must do SO on t h e  b a s i s  of con- 
t r o l l e d  values  of such th ings  as: 
1. The amount of memory requi red  
2. The amount of a r i t hme t i c  requi red  
Examples of a two-step method.- I n  t h e  following, we present  a v a r i e t y  
of two-step methods subjec ted  t o  t h e  following r e s t r a i n t s :  
1. A memory of -- a t  most -- four  values  of t h e  funct ion and/or i t s  
de r iva t ive  . 
2. The ca l cu la t ion  of -- a t  most -- two f ami l i e s  i n  a cyc le  of 
c o mp ut a t  ion.  
With t h e  add i t ion  of one more family or word of memory, t h e  accuracy and 
s t a b i l i t y  of any method can probably always be  improved. 
Method I. Two iterations, incomplete, uncombined 
Maximum order New values calculated 
of error for 
stable method is encircled computation - -- Data used in corrector in a cycle of 
er =0 (h4)  
n n+ I n+2 
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Method 20 Two iterations, incomplete, combined 
U;lr = a2un+ I+ a3un+ h + aiu;) 
un+2=P;hu,+r (1)'  +P2un+l +P3~,+h ($uk+l +P$A) 
er=0(h5)  
Method 2b Two iteratiom, incomplete. combined 
er=O(h5) 
Method 3 One iteration, complete, uncombined 
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er=0(h5) I 
I 
I *  
I I 
I )I 
I I 
I )  
h l  h l  
Method 4b. One iteration, complete, combined 
Method 5. One iteration, incompkte, uncombined 
u,+ = a2 u, + I + a3un+ h (a 'p ;  + I + a;.;) 
er=O(h3) 
n 
Notice t h a t ,  i n  each case,  a cycle  of computation i s  completed when t h e  
i n t e g r a t i o n  has been advanced a d i s t ance  h, and t h e  number of i t e r a t i o n s  
refers t o  t h e  t o t a l  number of evaluations of t h e  d e r i v a t i v e  i n  t h i s  cyc le .  
A t  f i r s t  glance, it appears t h a t  t h e  two i t e r a t i o n  methods do not belong i n  
t h e  same group with t h e  one - i t e r a t ion  methods because more a r i t hme t i c  i s  c e r -  
t a i n l y  required t o  evaluate t h e  de r iva t ive  of t h e  co r rec t ed  funct ion and t h i s  
v i o l a t e s  condi t ion 2 of t h i s  sec t ion .  However, t h i s  e f f e c t  i s  taken ca re  
of by r e f e r r i n g  t h e  s t a b i l i t y  and accuracy terms i n  a l l  methods t o  t h e  re fer -  
ence s t e p  s i z e  H .  With t h i s  important q u a l i f i c a t i o n ,  a l l  methods 1 through 
4 can be compared on t h e  b a s i s  of very near ly  equal l o g i c a l  complexity, 
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s torage  and computation t i m e ,  provided only t h a t  t h e  ca l cu la t ions  requi red  t o  
evaluate  F(x,u) i n  t h e  equation u' = F(x,u) a r e  equal  to or grea te r  t han  
those  requi red  t o  f i n d  un+r and ~n4-2 (1) i n  a cyc le  of computation. 
Method 1 represen t s  t h e  c l a s s i c a l  p red ic tor -cor rec tor  sequence; f o r  
example, a n  Adams -Bashforth p red ic to r  followed by an Adams -Moulton co r rec to r .  
One can show by applying t h e  ana lys i s  presented i n  a previous sec t ion  t h a t  no 
method of t h i s  type  i s  s t a b l e  f o r  a r b i t r a r i l y  small but nonzero h and f o r  
a r b i t r a r y  complex eigenvalues i f  t h e  l o c a l  e r r o r  i s  
t y p i c a l  of t h e  combined methods proposed i n  re ferences  14, 15, and 16. A t  t h e  
beginning of a cycle  of computation t h e  func t ion  and i t s  de r iva t ive  a r e  c a l -  
cu la t ed  at t h e  po in t  n + r ,  and t h e  de r iva t ive  is  used t o  r ep red ic t  t h e  func- 
t i o n  a t  n + 2. Neither t h e  func t ion  nor i t s  de r iva t ive  i s  r e t a ined  i n  memory. 
This  scheme can be used t o  develop s t a b l e  methods with a l o c a l  e r r o r  of O(h5) 
( s e e  eqs.  (156)) .  The order  of t h e  e r r o r  cannot be f u r t h e r  increased s ince  
O(h5) i s  t h e  highest  order  poss ib l e  f o r  any method with a f i v e  term correc tor ,  
and w e  a r e  l imi t ed  t o  co r rec to r s  with a maximum of f i v e  terms by t h e  condi- 
t i o n s  assumed. We can undoubtedly improve t h e  magnitude of t h e  e r r o r  and 
increase  t h e  s t a b i l i t y  i f  we make methods (1) and (2 )  complete. 
would necess i t a t e  t h e  a d d i t i o n  of another family -- again  v i o l a t i n g  t h e  
assumed condi t ions.  Method 2b fa l l s  i n t o  t h e  same c l a s s  as method 2a, but it 
r e t a i n s  i n  memory t h e  value of t h e  de r iva t ive  of t h e  funct ion a t  t h e  i n t e r -  
mediate poin t ,  r a t h e r  than  t h e  value of t h e  func t ion  a t  n. A method of t h i s  
type  i s  s tudied  under equations (159). It i s  t h e  most accura te  method of a l l  
those  i l l u s t r a t e d ,  having t h e  leading e r r o r  terms 
erh = i /720(M)5.  
O(h5). Method 2a i s  
However, t h i s  
erp = 1 / 7 2 0 ( ~ H ) ~  and 
I ts  induced s t a b i l i t y  boundary i s  lhHlc w 0.3. 
Next, we consider one - i t e r a t ion  methods which can be made both complete 
and combined under t h e  imposed condi t ions.  The s implest  one - i t e r a t ion  process 
i s  t h e  incomplete, uncombined one composed of a s i n g l e  pred ic tor ,  method 5 i n  
OUT case. The accuracy i s  severely l imi t ed  by t h e  requirement of s t a b i l i t y .  
If t h i s  process i s  made complete, as i n  method 3, t h e  accuracy of s t a b l e  
methods can be increased  by an  order of magnitude -- s e e  equations (96).  If 
it i s  f u r t h e r  combined with t h e  Runge-Kutta techniques,  as i n  method ha, t h e  
e r r o r  term for s t a b l e  methods can be reduced t o  
( s e e  eqs. (152) ) .  
bined method i s  presented as method 4b. 
choice i s  always uns tab le  i f  t h e  e r r o r  i s  t o  be 
is  given i n  t h i s  p a r t  commencing with equations (153).  
O ( h 5 )  j u s t  as i n  method 2a 
Rather surpr i s ing ly ,  however, t h i s  
Another choice of da ta  f o r  a one- i te ra t ion ,  complete, com- 
O(h5). Froof of t h e  l a t t e r  
A Spec ia l  Class of Multistep,  Mul t i - i t e r a t ion  
Combined Methods 
Let us next stud;y a c l a s s  of mul t i - i t e r a t ion ,  combined methods. Consider 
a set of equations formed by using a memory of t h e  func t ion  and i t s  de r iva t ive  
a t  only equispace i n t e r v a l s ,  but ,  during a cyc le  of computation, p red ic t ing  
and co r rec t ing  a t  s e v e r a l  a r b i t r a r i l y  placed intermediate  poin ts .  The anal- 
y s i s  of such a process i s  r a t h e r  simple and shows t h e  connection between t h e  
c l a s s i c a l  p red ic tor -cor rec tor  methods and methods fo r  mul t ip le  numbers of 
s t eps  and i t e r a t i o n s .  
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Assume t h a t  values  of u and u t  have been computed or given at t h e  k 
equispaced po in t s  hn, h ( n  + l), . . . , h ( n  + k - 1) as i n  sketch ( f )  . W e  
Memorv 
n n +  I 
cycle of cmputotion 
Sketch (f) 
k+ 1 c 
j =2 
j =2 
j =l 
Un+k - T  
j =1 
j =2 
j =2 
seek t o  advance t h e  so lu t ion  one s t e p  
t o  t h e  poin t  h ( n  + k)  . We permit 
ourselves  up t o  four  i t e r a t i o n s ,  or 
three cor rec tors ,  but w e  a l low f o r  
t h e  p o s s i b i l i t y  of evaluat ing t h e  
func t ion  and i t s  de r iva t ive  t h e  f i rs t  
three t i m e s  at  t h e  poin ts  h (n  + rl), 
h( n + r2), and 
r values  need not be in t ege r s  or 
even l i e  i n  t h e  i n t e r v a l  between 
n + k - 1 and n + k.  A set of 
expressions f o r  four  fundamental 
families can be wr i t ten :  
h (n  + r3) , where t h e  
(124a) 
Equations (124) r equ i r e  four  i t e r a t i o n s  per cycle  of computation. A l l  
t h e  following ana lys i s  app l i e s  d i r e c t l y  to t h ree - i t e r a t ion ,  incomplete, 
combined methods i f  * * = a ;  = p; = y1 = s1 = o  a j  
and fami l ies  2 and 3 are replaced by 1 and 2, respec t ive ly .  The two- 
i t e r a t i o n  case follows by fu r the r  reduct ion from t h e  top .  
The incomplete, uncombined, pred ic tor  -corrector  methods discussed 
previously a r e  obtained from equations (124) by s e t t i n g  
Runge-Kutta methods r e s u l t  i f  t h e  memory i s  s e t  equal  t o  zero f o r  j > 2. 
Spec i f i ca l ly ,  t h e  standard,  fourth-order,  Runge-Kutta method r e s u l t s  when 
r j  = k.  C las s i ca l  
(1) k = 1 
( 2 )  
1 rl = r2 = - 2 4 3 ‘ 1  
A d e t a i l e d  d iscuss ion  of t h i s  method i s  presented i n  t h e  next s ec t ion  of t h i s  
p a r t .  
R T j  = 6: 
R 2 1  = s;yf + 62P1 
R z 2  = 6zy; 
, 
* * *  
* * *  
The matrix equation for t h e  combined, incomplete methods def ined by (124) 
follows exac t ly  as it w a s  developed i n  t h e  previous pa r t s .  
no ta t ion  i n  equations (81) t o  include t e r m s  with 
Extending t h e  
-Ahy;Er1 -Ahy$Er2 Er= 
-CCt 
-CP 
k E - C ;  
y and 6, w e  f i n d  
= A h a h n  
r .  
NOW i f  we seek only u,, each term E J 
out;  and, regard less  of t h e  choice of 
in teger  exponents of E. Using s t ra ight forward  a lgeb ra i c  manipulations, one 
can der ive  t h e  expressions def ined i n  equations (52 ) .  
common t o  a column can be f ac to red  
r j ,  t h e  -opera t iona l  -- form has only 
k+1 5 
(126a) 
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P; = R L / R Z 2  
7 ;  = R&/R?3 
, 
* 
71 = ( R z 1  - P;R;2)/RT3 
* 
Again w e  use equation (58 ) t o  c a l c u l a t e  t h e  e r r o r  i n  t h e  p a r t i c u l a r  
so lu t ion .  Expanding t h e  numerator i n  powers of Ah we f i n d  t h e  condi t ions 
f o r  making t h e  c o e f f i c i e n t s  t o  (Ah)J vanish for j = 0, . . ., 3.  Since 
L s j  = R 4 j ,  t h e  c o e f f i c i e n t  t o  (Ah)4 i s  i d e n t i c a l l y  zero.  
, 
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. . .. 
2 - 1  * 2 2 r j  R l j - k  -0 , l+T 2 (k+l-j  ) - l R l j +  (k+l - j  ) 'Ll j Er 
j =2 j =1 
2 = 0 ,  1, . . . y  L (131) 
j =2 j =I 
2 = 0 ,  1, . . ., L - 1 (132) 
k+l 2 1 [ 2 ( k + l -  j ) -'R3j+ (k+l-  j ) 2 ( L 3 j  - R z j  ) 1- 1 [TiRZj - 2 r i  -'R; j ]=O , 
j =2 j =I 
2 = 0 ,  1, . . ., L - 2 (133) 
k+ 1 
1 -l* 2 2 (k+l  - j ) - l R 4 j +  (k+l-  j ) (L 4 j -R3 j ) - r iR31 =O , 
j =2 2 = 0, 1, . . - y  L - 3 (134) 
These are t h e  accuracy conditions f o r  equations (124).  
t h a t  both t h e  p a r t i c u l a r  and complementary so lu t ions  are f i t  l o c a l l y  by poly- 
nomials of order L i f  t h e  above conditions are s a t i s f i e d .  Except for t h e  
a d d i t i o n  of one more t e r m  (which i s  mult ipl ied by 
value of erV 
The e r r o r  i n  t h e  complementary s o l u t i o n  i s  
Once more one can show 
A3h3(~h)L-2/ (L-3) ! )  t h e  
i s  determined j u s t  as i n  t h e  discussion under equation ( 1 1 7 ~ ) .  
[ ( k + l -  j ) L 1  j +  2 ( k + l  - j ) - l L z j +  2 ( 2 -1) (k+l -  j ) -2L3j  2 
k+ 1 
+ 2  ( 2 -1) ( 2 -2) (k+l -  j ) -3L4j+2 ( 2 -1) ( 2 - 2 )  ( 2 -3) (k+ l - j  ) -.kj]-k2 1 / 1 ( j -1) L i  j 
T o  compare with other methods a l l  e r r o r  terms should be expressed i n  t e r m s  of 
t h e  r ep resen ta t ive  s t e p  H where 
h = 2 H  
s i n c e  four i t e r a t i o n s  are made to advance one s t e p  h. 
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Accuracy of t h e  Standard Fourth-Order Runge-Kutta Method 
The standard Runge-Kutta formula (see,  e.g. ,  ref .  17) can be wr i t ten  i n  
t h e  predictor-corrector notation used i n  equation (124).  It i s  , 
1 
2 If - h i s  replaced by h, n + 0.5 by n + 1, and n + 1 by n + 2, these  
equations a r e  immediately recognized i n  predictor  -corrector terminology t o  be 
a n  Euler predictor,  a n  Euler corrector ,  a Nystrom predictor ,  a n d  a Milne 
corrector,  respect ively.  Families (l), ( 2 ) ,  and (3)  are not so  accurate as 
t h e  f i n a l  family and a r e  discarded at the end of each cycle of computation. 
When equations (124) and (136) a r e  compared, it i s  c lear  t h a t  
1 rl = r2 = - 2 
r3 = 1 
and t h e  coef f ic ien ts  i n  t h e  d i f fe rence-d i f fe ren t ia l  equations a r e  
1 a, = p 2  = y 2  = 62 = 1 
* y 1 = 0 ,  y g = 1  
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The c o e f f i c i e n t s  i n  t h e  opera t iona l  form a r e  
The e r r o r  terms are e a s i l y  ca lcu la ted .  Making use of equation (99), one 
f i n d s  for t h e  e r r o r  i n  t h e  p a r t i c u l a r  s o l u t i o n  
and f o r  t h e  e r r o r  i n  t h e  complementary s o l u t i o n  
24~’~’ 
L80 erA = 
Notice t h a t  t h e  four th-order  Runge-Kutta method i s  more accura te  as a simple 
in t eg ra to r  ( A  = 0, e r  
(p = 0, erA = 24(M)’7180). 
( s i n c e  a l l  methods a r e  re ferenced  t o  
not so  good as Hamming’s unmodified method ( t a b l e  I I ( b ) )  , and a f u l l  order 
of magnitude worse than  Hamming’s modified method ( t a b l e  I I ( c ) )  . 
course, when expressed i n  fundamental families, t h e s e  a r e  fou r -  and f ive - s t ep  
methods, r e spec t ive ly .  
t h r e e  -s tep,  Adams -Bashf orth-moult on, p red ic t  or -cor?? ec to r  combinat ion  
( t a b l e  11( b) ) . 
= -(pH)’/180) than  it i s  as a d i f f e r e n t i a l  analyzer 
On t h e  b a s i s  of lowest order  e r r o r  es t imates  
H, they  a r e  d i r e c t l y  comparable) it i s  
But, of 
It is  comparable i n  accuracy (46/18O 0.255) t o  a 
S t a b i l i t y  of Runge-Kutta Methods 
The  fourth-order  
of t h e  r ep resen ta t ive  
{E - 1 
Runge-Kutta approximation t o  t h e  complementary so lu t ion  
equation can be constructed a t  once from (138) and i s  
There i s  only one r o o t ,  t h e  p r i n c i p a l  one. A t  f i rs t ,  it might seem t h a t  
s t a b i l i t y  i s  not an i s sue  i n  such a method s i n c e  t h e r e  are no spurious r o o t s  
and t h e  p r i n c i p a l  roo t  approximates eAh which c e r t a i n l y  fa l l s  on or i n s i d e  
t h e  un i t  c i r c l e  f o r  negat ive A and small enough h. However, i f  w e  consider 
t h e  accuracy and s t a b i l i t y  c r i t e r i o n  given by condi t ions (74b), t h e  quest ion 
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of  s t ab i l i t y  a g a i n  arises, even f o r  one-root methods. I n  fact ,  i n  cases f o r  
which t h i s  c r i t e r i o n  holds  ( i .e. ,  when a negat ive  eigenvalue i n  a set of d i f -  
f e r e n t i a l  equat ions has a l a r g e  abso lu te  va lue  relative to t h o s e  t h a t  are 
d r iv ing  t h e  system),  the p r i n c i p a l  root -i tsel f  may determine the s t a b i l i t y  
boundary. 
The v a r i a t i o n  of  t h e  p r i n c i p a l  root i n  t h e  v i c i n i t y  of t h e  u n i t  c i r c l e  
i s  shown i n  f i g u r e  10 f o r  t h e s e  one-root,  one-step methods. I n  each case t h e  
p o i n t s  are sepa ra t ed  by a n  increment of 0 . 1  i n  h, and One 
r e fe rence  va lue  of h i s  g iven  i n  each set  of  p o i n t s  so  q u a n t i t a t i v e  e s t i -  
mates can be made. A s  i nd ica t ed ,  w varies from z/2 to z i n  steps of f i / l O .  
\ A \  = \eiw] = 1. 
Figure  l O ( a )  shows t h e  p r i n c i p a l  r o o t  behavior f o r  
which r e s u l t s  from t h e  method formed by combining a n  E u l e r  p r e d i c t o r  wi th  a 
modified Euler  c o r r e c t o r .  Such a method i s  s e l f - s t a r t i n g  and extremely easy 
t o  program. It i s  o f t e n  used i n  explora tory  numerical  r e sea rch .  For r ea l  
negat ive  A t h e  method i s  seen  t o  be s t a b l e  f o r  0 < -Ah = -hH < 2. For 
imaginaxy A, however, t h e  p r i n c i p a l  r o o t  a c t u a l l y  fa l ls  o u t s i d e  t h e  u n i t  
c i r c l e  f o r  a l l  (Ah1 > 0. For imaginary A and h < 0.5 t h e  method i s  accu-  
ra te  enough so  t h a t  more t h a n  200 s t e p s  would be r equ i r ed  f o r  t h e  i n s t a b i l i t y  
t o  become s e r i o u s  f o r  most ca ses .  Nevertheless ,  s t r i c t l y  speaking, i t s  sta- 
b i l i t y  boundary i s  ze ro  and, as a completely g e n e r a l  method, it should be 
used with caut ion .  
conta in ing  high-frequency, low-amplitude no i se .  ) 
(It i s  unsa t i s f ac to ry ,  f o r  example, f o r  s tudying problems 
Figure  10(b)  shows t h e  p r i n c i p a l  root behavior f o r  
= 1 -t Ah -k I A2h2 -+ A3h3 2 
which r e s u l t s  from t h i r d - o r d e r  Runge-Kutta methods ( e .g . ,  Heun's method, see 
r e f .  4, page 236) .  For real  negat ive  A t h i s  method i s  stable for 
0 < -Ah = -1 .5AH < 2.5.  Now when A i s  imaginary t h e  p r i n c i p a l  r o o t  fa l l s  
i n s i d e  t h e  u n i t  c i r c l e  u n t i l  h 1.7. This  method has t h e  s t a b i l i t y  boundary 
( A h ( c  = I1.5AHlc = 1.7. 
F i n a l l y ,  f i g u r e  1O(c) shows t h e  behavior f o r  
1 1 = 1 i- Ah -+ - A2h2 i- A3h3 f A4h4 2 z 
which results from t h e  s tandard ,  fourth-order  Runge-Kutta method r ep resen ted  
by equat ions (136).  This  method shows exce l l en t  s t a b i l i t y  f o r  a l l  complex A. 
For r ea l  negat ive A t h e  method i s  stable f o r  -Ah = -2M < 2.8. The worst 
ca se  occurs  when w z 0 . b  
lAhlc = I2M1, = 2.6. 
and l i m i t s  t h e  s t a b i l i t y  boundary to 
I n  conclusion, t h e  four th-order  Runge-Kutta method i s  accura te ,  easy t o  
program, has a higher s t a b i l i t y  boundary (even when compared on t h e  basis 
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Figure 10. - Pr inc ipa l  root  s t ruc tu re  of t h r e e  well-known one-root, one-step methods. 
of  H) t h a n  any of t h e  pred ic tor ,  one-corrector combinations given i n  t a b l e  I, 
and presents  no problem i n  s t a r t i n g  or s t e p  modification. 
purposes it i s  q u i t e  s a t i s f a c t o r y .  
For many p r a c t i c a l  
The Four I t e r a t i o n ,  One-Step Incomplete Method i n  General 
I n  t h e  simple one-step method t h e  equat ion f o r  t h e  e r r o r  i n  t h e  comple- 
mentary so lu t ion ,  equation (135), t akes  a remarkably simple form. 
t h e  der iva t ion  t h a t  (0)' = 1, we see  t h a t  i f  
Noting from 
e r A  -+ O(h5), we must have 
m = l , .  . ., 5 1 L, = 
( m  - I)! 
regard less  of t h e  choice of any of t h e  o ther  parameters. 
Lw are t h e  f i r s t  f i v e  c o e f f i c i e n t s  of XJ i n  t h e  expansion of eX. Hence, 
e rh  i s  always given t o  t h e  lowest order  by 
These values  of 
(Ah>5 2 4 ( A ~ )  
= -5! = 180 
regard less  of t h e  choice of t h e  sam l i n g  po in t s  r l ,  r2, and r3- This  proves 
t h a t i s t s  i n  equations (12 ) no other  one-step, incomplete four -  
i t e r a t i o n  method t h a t  i s  more accura te  than  t h e  s tandard,  fourth-order Runge- 
Kutta method (given by eqs.  (136)) i n  ca l cu la t ing  t h e  complementary so lu t ion .  
There can be improvements i n  t h e  accuracy of t h e  p a r t i c u l a r  so lu t ion ,  but,  
s ince  equations (139) and (140) show t h e  e r r o r  i n  t h e  complementary s o l u t i o n  
i s  near ly  t h e  l m g e s t ,  methods t h a t  provide t h e s e  improvements a r e  of l i m i t e d  
i n t e r e s t .  
--+-
Multistep,  One-Iteration, Complete Combined Methods 
I n  t h i s  p a r t  l e t  us consider t h e  mul t i s tep  form of  t h e  methods descr ibed 
above as methods 4a and 4b. 
but are easy t o  analyze and i n s t r u c t i v e .  
These methods a r e  both complete and combined, 
I n  terms of fundamental families, t h e  d i f f e r e n c e - d i f f e r e n t i a l  equations 
for t h e  mul t i s tep  form of method ka are 
j =2 
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I 
I n s e r t i n g  equat ion  (37) and using o p e r a t i o n a l  no ta t ion ,  one can show 
7 
k+i I 
Compare t h i s  w i t h  equa t ion  (90). If Ej and pj are set equal  t o  zero, and 
t h e  bars are  d e l e t e d  from t h e  primed t e r m s ,  t h e  equat ions  are i d e  t i c a l  except 
f o r  t h e  term Cmk mul t ip ly ing  t h e  l e f t  column and t h e  t e r m  ephrr-k) mul t i -  
p ly ing  t h e  e n t i r e  r igh t -hand s i d e .  The c h a r a c t e r i s t i c  equat ions f o r  t h e  two 
methods d i f f e r  only by t h e  f a c t o r  Er-k, which means t h a t  f o r  g iven  va lues  of 
a and P ,  t h e  r o o t s  are  i d e n t i c a l .  Fur ther ,  i f  w e  so lve  only f o r  t h e  f i na l  
family,  t h e  f a c t o r  has  no e f f e c t  on t h e  p a r t i c u l a r  i n t e g r a l ,  s i n c e  it 
appears  i n  both t h e  numerator and denominator of t h e  s o l u t i o n .  F i n a l l y ,  t h e  
t e r m  e CLh(r-k) simply m u l t i p l i e s  t h e  p a r t i c u l a r  i n t e g r a l ,  so t h e  complete 
s o l u t i o n s  t o  equat ion  (14-4) can at once be w r i t t e n  from t h e  a n a l y s i s  of 
equat ion  (90);  t h e r e  resul ts  
Er-k 
where 
L l j  = P j  9 1 j = 2 , k + 1  
The  i n v e r t e d  equat ions,  g iv ing  a and P i n  terms of  L and R, are t h e  s i m u l -  
taneous,  l i n e a r  equat ions  i n  (94) . 
The only inf luence  of r i s  contained i n  t h e  exponent of e i n  t h e  
r igh t -hand  s i d e  of equat ion  (145) .  However, t h i s  has a profound effect  on 
t h e  results. The equat ions which must be s a t i s f i e d  f o r  a l o c a l  polynomial 
f i t  of order  L are now 
1 [(ne + 1 - j )  2 L z j  - R l j ( k  + r + 1 - j ) 2 ]  0 , 
2 = 0 ,  1, - ., L - 1 (147b) j =i 
i n s t e a d  of (66) and (67) ,  r e s p e c t i v e l y .  
t h e  l e f t  s i d e  of  equat ions  (147) when they  are no longer  zero  and s u b s t i t u t i n g  
t h e  r e s u l t s  for t h e  terms i n s i d e  {I  i n  equat ions  (64) and (65 ) .  
The e r r o r s  are g iven  by eva lua t ing  
To g e t  some idea of t h e  e f f e c t  of r on t h e  accuracy and s t a b i l i t y ,  one 
can cons t ruc t  t a b l e s  f o r  t h e  c o e f f i c i e n t s  of L and R fo r  k = 2 and compare 
them with t ab le  111. Thus f o r  equat ions  (147) wi th  k = 2: 
0 0 0 0 1 1  1 
1 1 1 1 3 2  4 
2 2(2+r)  2(1+r) 2r 9 4  16 
3 3(2+r)2 3(1+1-)~  3r2 8 64 
4 4 (2+1- )~  4(1+1-)~ 4r3 81 16 256 
5 5 ( 2 + ~ - ) ~  5 ( l + r ) 4  5r4 243 32 1024 
.~ . 
2 9 4 1 o ( ~ + r ) ~  (l+r)2 r2 
3 8 1 0 (2+r)3 (l+r)3 r3 
4 81 16 1 o (2+r)4 (1+r)4 r4 
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Note t h a t  t h i s  t a b l e  reduces t o  po r t ions  of  t a b l e  I11 when A t a b l e  f o r  
erA i s  not cons t ruc ted ,  s i n c e  it i s  s t i l l  t r u e  t h a t  erA = erCL when A = IJ.. 
r =2. 
When k = 2, t h e  c h a r a c t e r i s t i c  equat ion f o r  (144) i s  
and t h e  s t a b i l i t y  a t  Ah = 0 i s  g iven  by t h e  r o o t s  t o  t h e  quadra t ic  
If w e  s a t i s f y  equat ions  (147) f o r  L = 4 and va r ious  r va lues  between 1 .6  
and 2.0, we can cons t ruc t  t h e  curves f o r  L13, erpl,  and ery2 shown i n  
f i g u r e  11. The e r r o r  expressed by erP2 completely dominates t h e  accuracy 
of  t h e  method and varies from about 
-0.17k4hs a t  r = 2 t o  about 
-1.3$4hs a t  r = 1.6. The varia- 
t i o n  of erP shown by t h e  s o l i d  C u r v e  
i s  der ived  using only t h e  f i r s t  t e r m  
i n  t h e  t r u n c a t i o n  e r r o r .  T h e  a c t u a l  
va lues  of e r ~ X l O ’  ( f o r  Ah = O.l), 
p l o t t e d  i n  t h e  c i r c l e s ,  i n d i c a t e  t h a t  
i s  a c c u r a t e  f o r  va lues  of Ah = 0 . 1  
and lower.  A t  around r = 1.635, L l 3  
goes t o  zero and t h e  t h r e e  spur ious  
r o o t s  a l l  l i e  on t h e  o r i g i n  when 
Ah = 0, g iv ing  Adams-Moulton type  
s t a b i l i t y .  The  c r i t i c a l  s t a b i l i t y  
boundary 
0.3 when L13 i s  zero.  T h i s  boundary 
i s  determined from p l o t s  such as t h o s e  
04 - 0‘ 
erg, 
( p h ) 5  - or, A p 4  :y-=--; h5 
- 04 
16 18 20 16 18 2 o  t h e  f i r s t  t e r m  i n  t h e  t r u n c a t i o n  e r r o r  
r 1 
Ihhlc ,  see (73) ,  i s  around L n  ‘:icCXh,c i;L , 
-I96 18 2 0  16 1 8  2 0  shown i n  f i g u r e  12. 
r r 
Figure 11.- Variation of‘ ter,,.s controlling stabi Lity A l l  t h i n g s  taken  i n t o  cons idera-  
t i o n ,  t h e  va lue  r = 1.635 appears  t o  
be  a good compromise f o r  t h i s  method. 
H (=  2h) 
and  accuracy of‘ -ethods given by equations (143) . 
If w e  r e f e r e n c e  t h e  accuracy and s t a b i l i t y  t o  
equat ion  (99) -- w e  f i n d  
-- according t o  
The c o e f f i c i e n t s  i n  t h e  o p e r a t i o n a l  form are, a g a i n  f o r  r = 1.635 
p e 5 r / 6  
e2 i a13 
A= i 
A=e5id6 
A.e2ia/3 
Figure 12. - Typical s t a b i l i t y  p lo t s  fo r  two-step form of equations (143). 
l\m I I 
I 1 I 0.98446029 I 0.0155341 I 0 
I 2 I 2.29749376 I -2.44603026 I 1.53842844 
0 
-0.37435229 
I . .  I -~ . J . . . !  . . .  . . .  I 1 
I 1 
I j\ I 1 2 3 4 5  
0.84801929 0.18240329 -0.01488289 o o 
and using equat ions (94), one f i n d s  t h e  corresponding d i f f e r e n c e - d i f f e r e n t i a l  
equat ions  
where 
~2 = -21.44241590 p 2  = 0.98446029 
~3 = 22.44241590 P 3  = 0.01553971 
C& = 20.48107725 p i  = 0.84801929 
ah = 2.59633865 p; = 0.18240329 
= -0.01488289 
A proof t h a t  method 4b i s  uns tab le  f o r  O(h5) proceeds along t h e  fol lowing 
The  mat r ix  equat ion  f o r  t h e  o p e r a t i o n a l  form of t h e  method, as a p p l i e d  l i n e s .  
t o  t h e  representa* ive  equat ion  (37), can be  w r i t t e n  
-If "{ AhPlE2+ ( P3+Ah&) E+AhPA] E( E-Pz) 
(153 1 
E3 - @(LIZ + hhL22) - E(L13 + AhL23) - hhL24 = 0 (154) 
One can  e a s i l y  show t h a t  t h e  c h a r a c t e r i s t i c  equat ion,  DE(E) = 0, reduces to 
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where L are simple combinations of t h e  a and p. Now t h e  e r r o r  i n  t h e  com- 
plementary s o l u t i o n  i s  determined by s u b s t i t u t i n g  
t i o n  (154) and f i n d i n g  t o  what order  t h e  expanded result does not match t h e  
expansion of eAh i t se l f .  Th i s  simply amounts to en te r ing  table  Tv f o r  
k = 3 and f ind ing  t h e  f irst  row t h a t  does not sum to zero.  If w e  are to make 
t h e  f irst  f ive rows a l l  sum t o  zero,  s o  t h e  order  of  t h e  e r r o r  i s  
f i v e  va lues  of L are completely determined; t h e y  must satisfy t h e  equat ions 
eAh for E i n  equa- 
h5, a l l  
L i s  = -8 
L13 = 9 
1 L22 = 17/3 (155) 
L24 = -1/3 
r e g a r d l e s s  of t h e  va lues  chosen f o r  r and R .  Using equat ions (155) and 
s e t t i n g  h = 0, w e  f i n d  equat ion (154) reduces t o  
E2 + 8E - 9 = ( E  - 1 ) ( E  + 9) = 0 
which has a v i o l e n t  i n s t a b i l i t y  g iven  by t h e  r o o t  E = -9. 
Two-step, Two-Iterat  ion,  Incomplete, 
Combined Methods 
The f i n a l  s e c t i o n  of t h i s  p a r t  i s  devoted t o  a d i scuss ion  of methods 2a 
and 2b. Method 2a i s  r e a l l y  a s p e c i a l  form of equat ions  (124) when t h e  la t ter  
are s i m p l i f i e d  t o  two i t e r a t i o n s ,  or one va lue  of r .  Applying t h e  a n a l y s i s  
of t hose  equat ions,  one can show t h a t  a l l  methods of t ype  2a having a n  e r r o r  
of O(h5) have o p e r a t i o n a l  c o e f f i c i e n t s  g iven  by ( t h e  * has been omi t ted  from 
RTl i n  t h e  fol lowing)  
1 - 2r  
. .  
1 
- .  . .  
9 
L 
r ( l  - r ) ( l  - 2 r )  
I I I 
_. . .  
Rm j 
. .  
- 2r  
1 - 2r  1 - 2r  
and d i f f e r e n c e - d i f f e r e n t i a l  equat ions g iven  by 
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( 2  - 3r)A5H5 
erh = 
180(2r - 3) 
and t h e  c h a r a c t e r i s t i c  equat ion  a t  h = 0 i s  g iven  by 
17 - 10r ) = 0  1 - 2r (E - .)(E + 
so  t h e  spur ious  r o o t  starts a t  
17 - 10r 
1 - 2r A2 = -  
which vanishes  a t  r = 1.7, g iv ing  Adams-Moulton t s D e  s t a b i l i t v  t h e r e .  A ~~ 1 -  
t a b l e  of t h e  e r r o r  terms for va r ious  va lues  of r i s  inc1uded"and s t a b i l i t y  
2.00 0.0056 -0.0278 -0.0222 
1.85 .0630 -.0312 -.0282 
1.75 1 .ooo3 -.0364 -.0361 
11.70 I -.0017 -.ob13 -.0430 
11.90 .0040 -.0297 -.0257 - 
____ 
p l o t s  i n  t h e  same range axe shown i n  f i g u r e  13. 
shows t h a t  t h e  choice 
an induced s t a b i l i t y  boundary 
On inspect ion,  t h e  f i g u r e  
r = 1.75 g ives  t h e  most s t a b l e  numerical method, having 
lhHlc = 0.6. 
err = 0 000352h5 
er =-0.036Xp4h5 
p2 
er =-0 0017p5h5 
a: er = -0 041X$h5 
, 0 - n n n n o  0 . 
m. . 
0 .  
0 .  Symbol A 
0 +I 
~ *e5ilr/6 
+ ,,4ia/6 
0 ?i 
Figure 13.-  S t a b i l i t y  plots for t he  method defined by equations (156). 
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where 
R 1 1  = PB 
R 1 2  = PA 
L12 = P 2  
L~~ = ph + EL + a2p1 -t 
L23 = !3; - P 2 G  + FBa2 -1 - R 1 2  = P 2  
T h e  accuracy condi t ions  formed by c o l l e c t i n g  t h e  terms independent of Ah i n  
equat ion (160) are 
erul  = - ... 
The second set of cond i t ions  formed when t h e  c o e f f i c i e n t s  t o  A h  are 
c o l l e c t e d  i n  equat ion (166) are 
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, 2 = o ,  1 , .  . . (162b) 
2 
The c o e f f i c i e n t  t o  (Ah) i n  equation (60) i s  i d e n t i c a l l y  zero. 
If erp i s  made t o  be of order  h5, t h e n  equations (162) provide nine 
equations f o r  t h e  t e n  unknown constants  ( fou r  a, f i v e  p, and r )  i n  equa- 
t i o n s  (159). Hence, one can c a l c u l a t e  t h e  e r r o r s  erpl and erp2 as func-  
t i o n s  of t h e  parameter r .  
t h a t  erp2 completely dominates t h e  t o t a l  e r r o r  except i n  t h e  reg ion  r-1.8. 
The r e s u l t  i s  shown i n  f i g u r e  14, where -we see 
I 
,004 - 
.002 - 
erpl  
0 )  
-.002 - 
-.004 - 
I 
04 - 
02  - 
P 2  
er 
01 
-.02 - 
-.04 - 
2 -  
1 1  
16 I .7 I .8 19 0- 1.5 
r 
Figure  14 .  - V a r i a t i o n  of terms c o n t r o l l i n g  s t a b i l i t y  
and accuracy of methods g iven  by equat ions  (159). 
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. . ... .. . .. . 
Notice,  from equat ion  ( 1 6 0 ) ~  t h a t  t h e  method -- has Adam-Moulton type  s t a b i l i t y  --- f o r  a l l  r s i n c e  a t  h = 0 t h e  c h a r a c t e r i s t i c  equat ion  reduces t o  E(E -1) = 0. 
If r i s  set  equa l  t o  1.8, w e  f i n d  t h e  fol lowing va lues  for L and R 
-
Lm j 
2 3 4  
1 720 0 0 
2 -1128 1848 O 
3 1340 932 -64 
- *  
Rm j I K m j  
1 2 3 1  2 
705 1 5  0 375 -375 
1340 932 -64 O 0 
Divide by 720 
and t h e  corresponding set  of d i f f e r e n c e - d i f f e r e n t i a l  equat ions 
T h e  e r r o r  terms f o r  these equat ions are by far t h e  sma l l e s t  e r r o r s  
(l/72O NN 0.0014) f o r  any of t h e  methods considered above. 
t h e  usua l  s a c r i f i c e  i n  s t a b i l i t y .  From a s tudy of r e s u l t s  such as t h o s e  
g iven  i n  f i g u r e  15, one can c a l c u l a t e  t h e  curve f o r  t h e  induced s t a b i l i t y  
boundary shown i n  f i  me 14 .  W e  see t h a t  equat ions (163) are l i m i t e d  by t h e  
s t a b i l i t y  boundary T? t I l c  = 0 .3 .  
However, there  i s  
THE OPERATIONAL FORM 
D e f i n i t i o n  and Discussion 
A v a r i e t y  of systems of d i f f e r e n c e - d i f f e r e n t i a l  equat ions have been 
analyzed as they  a p p l i e d  t o  t h e  s o l u t i o n  of ord inary  d i f f e r e n t i a l  equat ions .  
I n  every case  t h e  method being s t u d i e d  was a s s o c i a t e d  with a n  equat ion of t h e  
form 
(164) 1 p(hj(hh)m-lEk+l-j) = Ahephng Rmj( hh)m-ieph(ri+’-j) ( 
where P and Q symbolize polynomials w i t h  t e r m s  such as those  wi th in  t h e  
arguments. I n  every case t h i s  equat ion  w a s  t h e  s o l e  b a s i s  f o r  determining t h e  
accuracy and s t a b i l i t y  of t h e  method. I n  gene ra l ,  t h e  maximum value  of m 
i s  determined by t h e  number of i t e r a t i o n s .  If a method uses M i t e r a t i o n s ,  
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Figure 15.- S t a b i l i t y  p lo t s  for  equations (160). 
m,, = M + 1. The maximum value  of j i s  k + 1, where t h e  i n t e r p r e t a t i o n  of 
k varies according t o  t h e  type  of method. For incomplete, uncombined meth- 
ods, such as Hamming’s, Adams-Moulton, e t c . ,  k i s  t h e  l a r g e s t  s t e p  number 
used i n  t h e  pred ic tor  or t h e  co r rec to r .  I n  complete, uncombined methods, k 
i s  twice t h e  m a x i m u m  s t e p  number. I n  combined methods, s t eps  are not neces- 
s a r i l y  equispaced and k l o s e s  i t s  connection with s t e p  number. The t e r m  r i  
can be rep laced  with k i n  t h e  uncombined methods. I n  t h e  combined ones, 
however, ri determines the  loca t ion  at  which ca l cu la t ions  of t h e  func t ion  
and/or i t s  derivative are c a r r i e d  out and t h e s e  loca t ions  a r e  not necessar i ly  
spaced i n  in t ege r  mul t ip les  of h .  
W e  refer t o  equat ion (164) as t h e  opera t iona l  form of a numerical method 
and t o  t h e  c o e f f i c i e n t s  
form. One can show: 
R m j  and Lmj as t h e  c o e f f i c i e n t s  i n  t h e  opera t iona l  
1. All l i n e a r ,  d i f f e rence -d i f f e ren t i a l  equations w i t h  constant  c o e f f i -  
c i e n t s  have an opera t iona l  form. 
2. A n y  two such methods with t h e  same opera t iona l  form have, except fo r  
round-off cons idera t ions ,  t h e  same accuracy and s t a b i l i t y  and give,  
therefore ,  except f o r  round-off considerat ions,  i d e n t i c a l  numerical 
r e s u l t s  when app l i ed  t o  equations (11). 
3. The c o e f f i c i e n t s  a, p, y ,  . . . i n  t h e  a c t u a l  d i f fe rence-  
d i f f e r e n t i a l  equations a f f e c t  t h e  accuracy and s t a b i l i t y  of t h e  
method only as they a f f e c t  t h e  coe f f i c i en t s  i n  t h e  opera t iona l  form 
and t h e  correspondence i s  not unique. 
L e t  us consider i n  more d e t a i l  t h e  above statement number 2. S t r i c t l y  
speaking, two methods t h a t  g ive  i d e n t i c a l  numerical results when appl ied  t o  
l i n e a r  equations cannot be c l a s s i f i e d  as equivalent ,  s ince  one can r e q u i r e  
more i t e r a t i o n s  than  t h e  o the r .  As an example, t h e  incomplete, four -s tep  
method. 
1 ( 165 ) 
(1) 
Un+4 = 3.9Un+3 - 5.7Un+2 + 3*7Un+i - O-gUn 
when appl ied  t o  equations (11) gives results’’ t h a t  are i d e n t i c a l  w i t h  t hose  
of t h e  complete two-step method presented i n  (96).  
mul t ip l i ca t ions  and s to rage  requirements of t h e  two methods a r e  t h e  same. 
However, t h e  use of equations (165) r equ i r e s  twice t h e  number of i t e r a t i o n s  
and f o r  t h i s  reason, as a numerical method, i s  ne i the r  equivalent  nor 
p r a c t i c a l .  
Notice t h a t  t h e  number of 
- .  . _. -.- - ._ 
15To show t h i s  numerically,  c a r e  must be taken  with t h e  i n i t i a l  
condi t ions s ince  ne i the r  method i s  s e l f - s t a r t i n g .  
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II 
Accuracy 
1 
The accuracy which a g iven  o p e r a t i o n a l  form provides  i n  t h e  s o l u t i o n  of  
a set of l i n e a r  d i f f e r e n t i a l  equat ions  can b e  measured by t h e  magnitude of t h e  
e r r o r  terms erp, de f ined  by equat ions (63) and ( 5 7 ) ;  and by t h e  e r r o r  t e r m  
e r h  where e r h  = (erp)p=A. We are concerned only with polynomial approxi -  
mation, s o  t h e s e  terms are expanded i n  powers of h and t h e  lowest  power of  
h w i t h  a nonvanishing c o e f f i c i e n t  g ives  t h e  order  of  t h e  l o c a l  polynomial 
f i t .  
Clear ly ,  t h e  parameters p and A depend on t h e  d i f f e r e n t i a l  equat ion,  
s o  t h e  e r r o r  of any method must be expressed as a f u n c t i o n  of p, A, and h. 
F i r s t ,  we n o t i c e  t h a t  t h e  e r r o r  i n  t h e  p a r t i c u l a r  s o l u t i o n  can always be 
expressed as a polynomial i n  Ah. Co l l ec t ing  terms i n  t h i s  way, w e  ext see 
F ina l ly ,  t h e s e  c o e f f i c i e n t s  are each expanded i n  powers of ph and made t o  
van i sh  t o  t h e  desired order .  Th i s  leads t o  sets of condi t ions  on t h e  coe f -  
f i c i e n t s  i n  t h e  o p e r a t i o n a l  form, examples of which are g iven  i n  
equat ions (66) , (67) , and (131) through (134). 
t h a t  t h e  c o e f f i c i e n t s  of t h i s  polynomial are func t ions  of ph and ef P )  ph . 
St ab il i t y 
I n  t h i s  p a r t  w e  show t h a t  t h e  Dahlquis t  s t a b i l i t y  theorem, der ived  f o r  
a n  i m p l i c i t  mu l t i s t ep  equat ion,  a l s o  holds f o r  any mul t i s tep ,  p r e d i c t o r -  
co r rec to r  method conta ined  i n  equat ion  (164), provided 
provided equispaced, p r e d i c t o r  -cor rec tor  methods are  not combined -- with Runge- 
Kutta  techniques.  
r i  = k. That is ,  
The argument starts by in spec t ing  equat ions (3) and ( 4 ) .  A s  w e  have 
seen, t h e  degree of t h e  polynomial embedded i n  equat ion  (3)  depends upon how 
many of t h e  terms e r p ( 0 ) ,  e r p ( l ) ,  . . ., erp(L)  i n  equat ion  (4)  can be made 
i d e n t i c a l l y  zero.  I f ,  i n  fact ,  t h e  P values  a r e  chosen SO a l l  terms 
through e r p ( L )  are zero,  L + 1 equat ions or c o n s t r a i n t s  on  P must be satis-  
f i e d  and t h e  order  of t h e  embedded polynomial i s  L. On t h i s  basis, t h e  
maximum value  
hand, depends 
equat ion (3 ) ,  
The Dahlquist  
s t a b l e ,  it i s  
or i n s i d e  t h e  
and ana lys i s ,  
poss ib l e  i n  
of L i s  twice  t h e  s t e p  number. The s t a b i l i t y ,  on t h e  o the r  
on t h e  r o o t s  t o  t h e  c h a r a c t e r i s t i c  equat ion  der ived  from 
namely, 
k+i 
j =i 
theorem i s  based on t h e  hypothesis  t h a t ,  f o r  a method t o  be 
necessary t h a t  t h e  roots t o  t h e  c h a r a c t e r i s t i c  equat ion  l i e  on 
u n i t  c i r c l e  i n  a complex plane when h = 0.  I n  our n o t a t i o n  
t h e s e  s ta tements  mean t h a t  L i s  t o  be made as l a r g e  as 
k+l 
2 2 
( 1 6 7 ~ ~ )  2: [Z(k + 1 - j)’-’P; + (k  + 1 - j )  P j ]  = k , 
j =1 
2 = 0, 1, . . 
without having t h e  absolu te  value of any of t h e  roo t s  t o  
j =2 
exceed uni ty .  The Dahlquist theorem s t a t e s  t h a t  t h e r e  a r e  no combinations of 
P f o r  which t h i s  i s  poss ib l e  i f  L > k  + 2 (k even) or L > k  + 1 (k odd). 
The extension of t h e s e  r e s u l t s  t o  uncombined methods constructed from an 
opera t iona l  form with r i  = k i s  q u i t e  simple. Consider, f o r  example, t h e  
two-corrector method expressed by equations (111). 
a method i s  given by equations (1-17). 
t i o n  f o r  obtaining a method embedding a polynomial of order L i s  
The e r r o r ,  erV,  f o r  such 
For h = 0 we f i n d  a necessary condi- 
and a necessary condi t ion  f o r  s t a b i l i t y  i s  t h a t  t h e  absolu te  value of t h e  
r o o t s  t o  k+i 
L1 jEk+l -3 = o  
Ek - 1 (168b) 
j =2 
does not exceed uni ty .  
Examining t h e  d iscuss ion  of equations (167), w e  s e e  t h a t  t h e  Dahlquist 
s t a b i l i t y  c r i t e r i o n  i s  q u i t e  independent of t h e  r o l e  of p i n  t h e  d i f fe rence-  
d i f f e r e n t i a l  equations.  Thus, although L and R of equations (168) can en te r  
t h e  difference d i f f e r e n t i a l  equations e n t i r e l y  d i f f e r e n t l y  , t h e  Dahlquist 
theorem immediately t e l l s  us t h a t  only t h e  f i r s t  k + 2 ( f o r  even k, or k +  1 
f o r  odd k)  of equations (168a) can be s a t i s f i e d  i f  t h e  absolu te  value of t h e  
r o o t s  t o  equation (168b) i s  t o  be no g rea t e r  t han  one. 
theorem s t i l l  app l i e s  t o  combined predic tor  -corrector  methods when any number 
of cor rec tors ,  a l l  of which may be d i f f e r e n t ,  a r e  used i n  an uncombined, 
mul t i s tep  , pred ic t  or -correct  or met hod. 
Hence, t h e  Dahlquist 
If combined p red ic to r  -corrector  formulas are used (complete or incom- 
p l e t e ) ,  r -  i s  no longer equal  t o  k .  For example, equations (124) have, i n  
p lace  of ?168a), t h e  accuracy condi t ions 
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although t h e  s t a b i l i t y  equation remains i d e n t i c a l  to (168b).  Using t h e  same 
argument as above, w e  s e e  t h a t  t h e  Dahlquist theorem i s  no longer  app l i cab le  
to t h e s e  cases .  
The f a c t  t h a t  t h e  Dahlquist s t a b i l i t y  c r i t e r i o n  must be modified i f  
unequal s t eps  are taken i n  advancing t h e  i n t e g r a t i o n  of d i f f e r e n t i a l  equations 
has been recorded by s e v e r a l  authors ,  f o r  example, re fe rences  13 through 16. 
But t h e  v a r i e t y  of meanings given to t h e  words "s tep  number" i n  t h e s e  and 
o ther  re ferences  complicates a comparison of t h e  s t a b i l i t y  c a p a b i l i t i e s  of 
t h e  var ious methods i n  a sense s i m i l a r  to t h a t  s tud ied  by Dahlquist .  This 
problem,already discussed, i s  discussed here  i n  l i g h t  of i t s  connection with 
t h e  Dahlq u i s t  theor  em. 
Consider first t h e  "conventional," four-s tep,  method composed of an Adam - 
Bashforth pred ic tor  ( l i n e  5, t a b l e  I ( a ) )  , followed by an Adams-Moulton cor rec-  
tor ( l i n e  4, t ab le  I ( b ) )  as symbolized i n  sketch ( g ) .  
def ined i n  t h e  previous s e c t i o n . )  
(The symbols a r e  
Sketch ( 9 )  
The da ta  used to c a l c u l a t e  t h e  value of t h e  p red ic t ed  and cor rec ted  func t ion  
a r e  enc i rc led ;  t he  remaining data a r e  ignored. The s t e p  s i z e  i s  shown as ha ,  
t h e  choice which coincides  with t h e  d e f i n i t i o n  (123). 
d i s tance  advanced by two i t e r a t i o n s .  S i x  b i t s  of da ta  are weighted i n  t h e  
cor rec tor  and a s t a b l e  method results with a l o c a l  polynomial f i t  of order 
f i v e .  The e r r o r  (see t a b l e  II(j)) i s  around -0.12h-L5H6. 
It i s  equal  to H, t h e  
Consider next t h e  combined, two-step method presented by Butcher i n  
re ference  15. I n  our nota t ion  it reads 
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where hb a l s o  co inc ides  with t h e  s t e p  s i z e  def ined  by (123) .  The process  
i s  symbolized i n  ske tch  ( h ) .  The e r r o r  of t h e  method i s  around (hhb)6/124 
Sketch ( h )  
or -0.06(m)~, s i n c e  hb = 3H/2. The inc rease  i n  accuracy i s  compensated 
f o r ,  as usua l ,  by a decrease  i n  t h e  s t a b i l i t y  boundary. 
Although t h e  method i l l u s t r a t e d  by ske tch  ( h )  i s  by d e f i n i t i o n  a two- 
The real  connect ion between t h e  two i s  discovered by reducing 
s t e p  method, it appears  very  similar t o  t h e  fou r - s t ep  method shown i n  
ske tch  ( g ) .  
each t o  i t s  o p e r a t i o n a l  form. For s i m p l i c i t y ,  r e - r e fe rence  t h e  indexing i n  
equat ions  (170) t o  a s t e p  s i z e  equal  t o  ha SO t h a t ,  f o r  example, t h e  f irst  
equat ion reads  
When t h i s  i s  done one can  show t h a t  
t i o n s  (168) i n  which k = 4. Apply 
f i n d  t h a t  a l o c a l  polynomial f i t  of - 
both  methods are governed by equa- 
Dah lqu i s t ' s  theorem t o  t h e  la t ter ,  and w e  
order 5 can ce r t a in ly16  be found which - - 
16Actually t h e  theorem states t h a t  a l o c a l  polynomial f i t  of order  6 
would be s t a b l e ,  but  such methods would have a spur ious  r o o t  on t h e  u n i t  
c i r c l e  a t  h = 0, and are usua l ly  uns t ab le  f o r  h > 0. 
101 
i s  s t a b l e  f o r  a v a r i e t y  of methods containing,  over t h e  length  2hb, t h e  kind 
of data  shown i n  sketch ( h ) .  Butcher showed t h a t  t h e  p a r t i c u l a r  choice of 
da t a  enc i r c l ed  i n  ske tch  (h)  are, i n  f a c t ,  s t a b l e  for a polynomial of order  
5 when weighted as i n  equations (170). If t h e  number of s t eps ,  s i z e d  hb, is  
increased  t o  3, a method similar t o  t h a t  given by equations (170) -- i n  t h a t  
t h e  values of t h e  func t ion  and i t s  de r iva t ive  a t  t h e  midpoints of steps 
behind t h e  last  a r e  ignored -- i s  s t a b l e  according to Butcher f o r  a polynomial 
of order 7. However, Butcher a l s o  showed t h a t  when kb, t h e  number of hb 
s t eps ,  i s  increased beyond th ree ,  t h i s  process i s  uns tab le  for polynomials of 
order 2kb + 1. On t h e  other hand, i f  w e  use t h e  opera t iona l  form, t h e  
Dahlquist theorem t e l l s  us t h a t  some choice of such equispaced da ta  i n  t h e  
same i n t e r v a l  can be  used to der ive  a method t h a t  is stable  f o r  2kb + 1 or 
even 2kb + 2 i n  t h e  sense described i n  footnote  16. 
O f  course, t h e  above example, when used i n  t h i s  perspect ive,  i s  q u i t e  
unfa i r  as a t r u e  measure of t h e  value of combined methods. This  i s  due t o  
t h e  symmetrical choice of t h e  sampling po in t s .  But it i s  q u i t e  u se fu l  i n  
demonstrating t h a t  t h e  words "step-number, I' as they are used i n  contemporary 
l i t e r a t u r e ,  are t o  be t r e a t e d  with g rea t  cau t ion  i n  comparing methods. 
Perhaps t h e  s implest  way t o  present  t h e  bas i c  i s s u e  involved i s  to con- 
s i d e r  sketch (i) . The impl i c i t  method def ined advances t h e  s o l u t i o n  a s t e p  
h i n  one cyc le  of computation and, on t h i s  bas i s ,  
it i s  a two-step method. The gene ra l i za t ion  of 
Dahlquis t ' s  s t a b i l i t y  theorem w i l l  provide an  
answer t o  t h e  following quest ion:  
. 6 .  6 .  Is t h e r e  any va lue  of r for which t h e  
L r h  4 n +2 a l o c a l  polynomial of order 8? 
da ta  enc i r c l ed  i n  sketch (i) can be used 
t o  cons t ruc t  a s t a b l e  method embedding 
Nine b i t s  of da t a  a r e  now ava i l ab le  s o  t h a t  a Sketch (i) 
method having a polynomial f i t  of order 8 can 
e a s i l y  be constructed.  The Dahlquist theorem, when appl ied  t o  t h e  opera- 
t i o n a l  form, Lmmediately t e l l s  us t h a t  t h e  answer t o  t h e  above quest ion i s  
negat ive when r = 3/2. 
Then t h e  da ta  a r e  spaced so  as t o  be i d e n t i c a l  with opera t iona l  forms of 
c e r t a i n  equispaced methods with s ix  s t e p s .  The Dahlquist  theorem t e l l s  us 
t h a t  t he re  are - some opera t iona l  forms of such cases  t h a t  are s t ab le ,  but 
whether or not they  can be obtained omit t ing da ta  a t  two of t h e  i n t e r v a l s  i s  
not known. Admittedly, quest ions such as t h i s  a r e  approaching t h e  academic, 
but  t h e i r  answer i s  a fundamental aspect  t o  one a r e a  of numerical a n a l y s i s .  
If r = 4/3, however, t h e  s i t u a t i o n  i s  not so simple.  
Ames Research Center 
National Aeronautics and Space Administration 
Moffett F ie ld ,  C a l i f . ,  94035, Jan.  24, 1967 
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TABLE I. - C o m r c r E m s  rN DIFFERENCE-DIFFERENTIAL EQUATIONS FOR CERTAIN PREDICTOR-CORRECTOR FORMUUS 
81 a; P2 '- B; 
1 Modified Euler 112 1 1 112 
2 A-M* two-step 5/12 1 8/12 
3 A-M* three-step 9/24 1 19/24 
4 A-M* four-step 1 251/720 1 646/720 
5 Milne 113 413 
6 Hamming 
(No mod.) 3 18 918 618 
7 Hamming (mod.) 421121 1261121 1081121 
8 (0.01, -0.01) 34/93 12/31 100193 
9 3/11 -27111 q/ll 
~ 
(a)  Predictor formulas 
E U l a  
A -By two -step 
A-B* three-step 
A -B* four -step 
Milne-Hamming 
a3 PA P4 P i  P5 P: $6 PP 
-1/1a3uiii 
1/24 -19/720h5uv 
1 113 -l/gOh5uv 
-318 -118 -1/40h5uv 
1-9/31. 16/93 -1/G&4uiv 
3/1540h7 uvii q/11 27/11 1 3/11 
-1112 -1/24h4UiV 
-5124 
-2641720 1061720 -19/720 -3/160h6uvi 
0 -541121 -141121 241121 91121 -21/1210h6uvi 
.. . . . . -- .-- , . -. .. - .- . . . . , 
COEFFICIENTS IN THE OPEEATIONAL FORM OF A NUMBER OF 
,edictor,  row 6 of table  I(a) (Milne-Hamming (no 
corrector,  row 5 of t a b l e  I(b) (Milne) 
2 3 
2 12 3 0 3  
er = (0.0056 - 0.052hH)(~H)~ 
erh = 0.0056(hH)5 
I-1 
mod. 
(b)  Predictor,  row 6 of t a b l e  I (a )  (Milne-Hamming (no mod.)); 
corrector ,  row 6 of t a b l e  I(b) (Hamming (no mod.)) 
1 Divide by 8 I 
( e )  Predictor,  row 7 of t a b l e  I ( a )  (Hamming (mod.)); 
corrector ,  row 7 of t a b l e  I ( b )  (Hamming (mod.)) 
Divide by 121 
erP = (0.0175 - 0.109hH)(pH)" 
erA = 0.0175(AH)6 
106 
_ .  
TAB- 11. - COEFFICIESTS IN THE OPERATIONAL FORM OF A NUM6ER OF METHODS - 
Continued 
(a) Predictor,  row 3 of table I (a )  (A-B two s t e p ) ;  
corrector ,  row 2 of table  I ( b )  (A-M two s tep)  
1 Divide by 24 1 
erp = (0.04a - 0.174A)p3H4 
erh = -0.132(M)* 
(e)  Predictor ,  row 2 of table  I (a)  (Nystrom); 
corrector ,  row 2 of t a b l e  I ( b )  (A-M two s tep)  
1 Divide by 12 I 
erP = (0.04a - 0.138A)y3H4 
erh = - O . O W ( A H ) ~  
( f )  Predictor,  row 9 of t a b l e  I ( a ) ;  
corrector,  row 8 of t a b l e  I ( b )  
lDivide by 3162 1 
erp = 0.01(p - A)p3H4 
erh = - o . o ~ ( M ) ~  
TABm 11.- COEFIFICIENTS I N  THE OPERATIONAL FORM O F  A NUMBER OF ME?THODS - 
C ont i nued 
corrector ,  row 2 of t a b l e  I ( b )  (A-M two s tep)  
(g) Predictor ,  row 4 of t a b l e  I (a )  (A-B three s t e p ) ;  
1 
2 
3 
1 Divide by 144 1 
bj I Rm j A 
3 4 1 5  6 2 3 4 5 6 1  2 
288 0 0  , 108 228 -60 12 
~ 
336 -60 12 0 207 -144 45 
207 -144 45 
- 
~ 
e r  = (0.042 - 0.156~)(pH)~ 
erh = 0.042(hH)4 
P 
(h )  Predictor ,  row 4 of table  I (a )  (A-B t h r e e  s t e p ) ;  
corrector,  row 3 of t a b l e  I ( b )  (A-M three s tep)  
I Divide by 288 I 
e r  = (0.026 - 0.141)\)p4H5 
erh = -0.114(AH)5 
P 
(i) Predictor ,  row 5 of t a b l e  I (a )  (A-B f o w  s t e p ) ;  
corrector ,  row 3 of table I ( b )  (ALM three s tep)  
I Divide by 192 1 
erp = (0.026 - 0.13lAI-I) (pH) 
erh = 0.026(h~)~ 
108 
TABU 11.- COEFFICIENTS I N  THE OPERAlIlIONAL FORM O F  A NUMBER OF METHODS - 
Concluded 
(j) Predictor,  row 5 of t a b l e  I (a)  (A-B four s t ep ) ;  
corrector,  row 4 of t a b l e  I(b) (A-M four s tep)  
R m j  
2 3 4 5 6  
ki I 
2 3 4 5 6 1  
1 17280 0 0 0 6024 15504 -6336 2544 -456 
I 2 21528 -6336 2544 -456 O 13805 -14809 9287 -2259 
I 3 113805 1-14809 I 9287 -2259 
I Divide by 17280 I 
~ - 
erp = (0.01% - 0 . 1 2 2 ~ ) ~ 5 ~ 6  
erA = - 0 . 1 0 3 ( m ) ~  
(k)  Predictor,  row 10 of t a b l e  I (a )  ( S t e t t e r ) ;  
corrector ,  row 5 of t a b l e  I ( b )  (Milne) 
I Divide by 3 I 
er  = (0.005% - 0.028A)p4H5 
erh = - 0 . 0 2 2 ( ~ ~ )  
v 
TABLE 111.- COEFFICIENTS OF L AND R FOR USE I N  THE CALCULATION OF erp FOR ONE- THROUGH FIVE-STEP P 
METHOD G 
0 
1 
2 
3 
4 
6 ;  
5 
(a) E q u a t i o n  (66) 
k = l  R 1 1  R 1 2  L12 
2 R1l R12 R 1 3  L12 L13 
3 R1l R 1 2  R 1 3  R 1 4  L12 L13 L14 
4 R11 R 1 2  R 1 3  R 1 4  R1S L12 L13 L14 L15 kz _______ ~
7- 
1 5  R11 R 1 2  R 1 3  R 1 4  R15 R 1 6  L12 L13 L14 L15 L16 k = 1 2 3 4 5 
0 0 0 0 0  0 1 1 1  1 1  1 1 1  1 1 
1 1 1 1 ' 1  1 4 3 1 2  1 0 1 2 3  4 5 
10 8 4 g 16 25 
8 64 125 
500 256 108 32 1 16 81 256 625 
18750 I 6144 1458 192 1 ,64 729 4096 15625 , 
3125 1280 I 405 80 1 32 243 1024 3125 
TABU 111. - COEFFICIETJTS OF L AND R FOR USE I N  THE CALCULATION OF ~ p ,  FOR ONE- THROUGH FIXE-STEP 
METHOD - Concluded 
( b )  Equation (67) 
I-' 
P 
I-' 
P 
P 
[u 
r 
2 
0 
1 
2 
3 
4 
5 
6 
I 
L12 L22 I L32 -I k= 1 
2 L12 L221L32 L i 3  L231L33 
3 L12 L22 L32 L i 3  L23 IL33 L i 4  L241L34 
L12 L22 L32 L13 L23 L33 L14 L241L.34 L15 L251L35 kz 
I 
4 
5 L12 L22 L32 L13 L23 L33 L14 L24 L34 L15 L251L35 L16 L26IL36 k = l  2 3 4 5 
1 0  0 1 0  0 1 0  0 1  0 1 0 1  0 1 0  1 1  1 1  1 
4 1 0  3 1 0  2 1 0 1  1 \ 0 0  1 1 0  1 2  3 4 5 
25 I 16 8 2 9 6 2 4 4 2 1  2 1 2 0  0 1 2  1 4  9 16 
64 48 24 3 27 18 8 1 2 1 2  1 3 1  6 0  0 1 0  
256 256 192 8 1  108 108 16 32 48 1 4 I 12 o o I o 
1024 1280 1280 243 N5 540 32 80 160 1 5 1 20 0 0 0 
,4096 6144,7680 729,1458,2430, 64 192 480 1 A,! 30 0 I 0 1 0 I 
TABLE IV. - C O E F F I C I E N T S  O F  L FOR USE I N  THE C A L C U T I O N  O F  erh ONE- THROUGH FIXE-STEP ME!I'HOD 
( see  eq. (72) ) 
F 
E 
Y 
P 
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shall provide for the widest practicable and appropriate dissemination 
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