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Abstract. The development of theory, frameworks and tools for
Explainable AI (XAI) is a very active area of research these days, and
articulating any kind of coherence on a vision and challenges is itself a
challenge. At least two sometimes complementary and colliding threads
have emerged. The first focuses on the development of pragmatic tools for
increasing the transparency of automatically learned prediction models,
as for instance by deep or reinforcement learning. The second is aimed
at anticipating the negative impact of opaque models with the desire
to regulate or control impactful consequences of incorrect predictions,
especially in sensitive areas like medicine and law. The formulation of
methods to augment the construction of predictive models with domain
knowledge can provide support for producing human understandable
explanations for predictions. This runs in parallel with AI regulatory
concerns, like the European Union General Data Protection Regulation,
which sets standards for the production of explanations from automated
or semi-automated decision making. Despite the fact that all this research
activity is the growing acknowledgement that the topic of explainability
is essential, it is important to recall that it is also among the oldest fields
of computer science. In fact, early AI was re-traceable, interpretable,
thus understandable by and explainable to humans. The goal of this
research is to articulate the big picture ideas and their role in advancing
the development of XAI systems, to acknowledge their historical roots,
and to emphasise the biggest challenges to moving forward.
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1 Introduction
Machine learning is often viewed as the technology belonging to the future
in many application fields [46], ranging from pure commodities like recom-
mender systems for music, to automatic diagnosis of cancer or control models
for autonomous transportation. However, one fundamental issue lies within the
realm of explainability [60]. More precisely, most of the existing learning algo-
rithms can often lead to robust and accurate models from data, but in application
terms, they fail to provide end-users with descriptions on how they built them,
or to produce convincing explanations for their predictions [7]. In many sensi-
tive applications, such as in medicine, law, and other sectors where the main
workers are not computer scientists or engineers, the direct application of these
learning algorithms and complex models, without human oversight, is currently
inappropriate. The reasons are not only technical, like the accuracy of a model,
its stability to decisions and susceptibility to attacks, but often arise from soci-
ological concerns, practically settling on the issue of trust. In fact, one of the
principal reasons to produce an explanation is to gain the trust of users [13].
Trust is the main way to enhance the confidence of users with a system [66] as
well as their comfort while using and governing it [41]. Trust connects to ethics
and the intensity of regulatory activities, as for instance the General Data Pro-
tection Regulation in the European Union, leads to many legal and even ethical
questions: responsibility for safety, liability for malfunction, and tradeoffs therein
must inform decision makers at the highest level. Many methods of explainabil-
ity for data-driven models have emerged in the years, at a growing rate. On
the one hand, a large body of work have focused on building post-hoc methods
mainly aimed at wrapping fully trained models, often referred to black-boxes,
with an explainability layer [37]. A smaller body of research works, on the other
hand, have concentrated on creating self-explainable and interpretable models
by incorporating explainability mechanisms during their training, often referred
to as the ante-hoc phase [7]. Despite the fact that all this research activity is
the growing acknowledgement of the topic of explainability [68], by now referred
to as Explainable Artificial Intelligence (XAI) [54], it is important to recall that
it is also among the oldest fields of computer science. In fact, early AI was re-
traceable, interpretable, thus understandable by and explainable to humans. For
these reasons, many scholars have tried to review research works in the field
[1,3,22,51,72]. These reviews reveals the needs for a variety of kinds of explana-
tion, for the identification of methods for explainability and their evaluation as
well as the need to calibrate the tradeoffs in the degree or level of explanation
appropriate for a broad spectrum of applications.
The goal of this research is to articulate the big picture ideas and their role
in advancing the development of XAI systems, to acknowledge their historical
roots, and to emphasise the biggest challenges to moving forward. The reminder
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of the paper focuses on relevant notions and concepts for explainability in Sect. 2.
It then continues in Sect. 3 with descriptions on the applications of methods for
XAI and on domains and areas in which these can have a significant impact.
A discussion on the research challenges surrounding XAI is presented in Sect. 4.
Eventually, recommendations and visions follow by presenting what we believe
scholars should focus on in the development of future explainable AI systems.
2 Notions and Related Concepts
A serious challenge for any attempt to articulate the current concepts for XAI
is that there is a very high volume of current activity, both on the research side
[22,66,72], and in aggressive industrial developments, where any XAI functions
can provide a market advantage to all for profit applications of AI [23,60]. In
addition, there remains a lack of consensus on terminology, for example as noted
within, there are a variety of definitions for the concept of interpretation, but
little current connection to the formal history, that means in formal theories of
explanation or causation [30]. One recent paper [4] provides an organizing frame-
work based on comparing levels of explanation with levels of autonomous driving.
The goal is to identify foundational XAI concepts like relationships to historical
work on explanation, especially scientific ones, or the importance of interactive
explanation as well as the challenge of their evaluation. Note further that the
need for a complex system to provide explanations of activities, including pre-
dictions, is not limited to those with components created by machine learning
(example in [53]). Pragmatically, the abstract identification of a scientific expla-
nation that enables an explainee to recreate an experiment or prediction can arise
in very simple circumstances. For example, one can evaluate an explanation by
simply noting whether it is sufficient to achieve an explainee’s intended task. For
example, in Fig. 1, the pragmatic value of an Ikea visual assembly “explanation”
is whether the assembler explainee can achieve the assembly using the diagram.
Overall and within this broad spectrum of ideas related to explanation, there
is some focus on the foundational connection between explanation and that of
abductive reasoning. For example, the historical notion of scientific explanation
has been the subject of much debate in the community of science and philosophy
[70]. Some propose that a theory of explanation should include both scientific
and other simpler forms of explanation. Consequently, it has been a common goal
to formulate principles that can confirm an explanation as a scientific one. Aris-
totle is generally considered to be the first philosopher to articulate an opinion
that knowledge becomes scientific when it tries to explain the causes of “why.”
His view urges that science should not only keep facts, but also describe them
in an appropriate explanatory framework [15]. In addition to this theoretical
view, empiricists also maintain a belief that the components of ideas should
be acquired from perceptions with which humans become familiar through sen-
sory experience. The development of the principles of scientific explanation from
this perspective prospered with the so-called Deductive-Nomological (DN) model
that was described by Hempel in [24–26], and by Hempel and Oppenheim in [27].
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There is a more pragmatic AI historical research thread that connects scien-
tific explanation to AI implementations of abductive reasoning. One such thread,
among many, begins with Pople in 1973 [59], Poole et al. in 1987 [58], Muggleton
in 1991 [52], to Evans et al. in 2018 [14]. Pople described an algorithm for abduc-
tion applied to medical diagnosis. Poole et al. provided an extension to first order
logic which could subsume non-monotonic reasoning theories and also identify
explanatory hypothesis for any application domain. Muggleton proposed a fur-
ther refinement referred to as inductive logic programming where hypotheses
are identified by inductive constraints within any logic, including higher-order
logics. Finally, the adoption of this thread of reasoning have been generalised
to explanation based on inductive logic programming by Evans et al. [14]. This
most recent work connects with information theoretic ideas used to compare dif-
ferences in how to learn probability distributions that are modeled by machine
learning methods.
Interpreting and explaining a model trained from data by employing a
machine learning technique is not an easy task. A body of literature has focused
on tackling this by attempting at defining the concept of interpretability. This has
lead to the formation of many types of explanation, with several attributes and
structures. For example, it seems to human nature to assign causal attribution
of events [23], and we possess an innate psychological tendency to anthropomor-
phism. As a consequence, an AI-based system that purports to capture causal
relations should be capable of providing a causal explanation of its inferential
process (example in [55]). Causality can been considered a fundamental attribute
of explainability, especially when scientific explainability carries a responsibility
to help the explainee reconstruct the inferential process leading to a prediction.
Many have noted this role on how explanations should make the causal relation-
ships between the inputs and the outputs of a model explicit [17,30,41,51].
Despite the fact that data-driven models are extremely good at discover-
ing associations in the data, unfortunately they can not guarantee causality of
these associations. The objective of significantly inferring causal relationships
depends on prior knowledge, and very often some of the discovered associations
might be completely unexpected, not interpretable nor explainable. As pointed
by [1], the decisions taken considering the output of a model should be clearly
explainable to support their justifiability. These explanations should allow the
identification of potential flows both in a model, enhancing its transparency, the
knowledge discovery process, supporting its controllability and improvement of
its accuracy. Although the importance of explainability is clear, the definition of
objective criteria to evaluate methods for XAI and validate their explanations
is still lacking. Numerous notions underlying the effectiveness of explanations
were identified from the fields of Philosophy, Psychology and Cognitive Science.
These were related to the way humans define, generate, select, evaluate and
present explanations [50].
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3 Applications and Impact Areas
Explainable artificial intelligence has produced many methods so far and it has
been applied in many domains, with different expected impacts [21]. In these
applications, the production of explanations for black box predictions requires
a companion method to extract or lift correlative structures from deep-learned
models into vocabularies appropriate for user level explanations. Initial activities
focused on deep learning image classification with explanations emerging as heat
maps created on the basis of gaps in probability distributions between a learned
model and an incorrect prediction [5]. However, the field has become so diverse
in methods, often determined by domain specific issues and attributes, that it
is scarcely possible to get in-depth knowledge on the whole of it. Additionally,
one major aspect though is the problem of explainable AI, where lot of problems
have been emerged and illustrated in the literature, especially from not being
able to provide explanations. While all of these topics require long and in-depth
discussions and are certainly of significant importance for the future of several
AI methods in many application domains, we want to focus on the benefits
that can be reaped from explainability. This means not focusing on the issues
of incomplete and imperfect technologies as a stopping point for applications,
but discussing novel solutions provided by explainable AI. A discussion of some,
partly prominent and partly surprising examples follows, with arguments on why
a certain amount of explainability - as a reflection - is required for more advanced
AI. There are many sectors that already have fully functional applications based
on machine learning, but still serious problems in applying them exist. These
are often caused by failing to be capable to explain how these methods work.
In other words, it is known that they work, but the concrete results cannot
be explained. Many of these applications either come from safety critical or
personally sensitive domains, thus a lot of attention is put on explanations of
the inferences of trained models, usually predictions or classifications.
Threat Detection and Triage - The detection of threats and efficient triage
have been core topics in the area of IT-Security for at least the past three
decades. This started with research in the area of code analysis and signature
based AntiVirus-Software, moving towards automated decompilation and code
analysis, as well as supporting the automated analysis of network monitoring
information for triage. Currently, fully automated threat detection and triage is
not available in real life systems due to the complexity of the task and the prob-
lem with false positives, even though several different approaches exist. These
also include strategies that do not try to detect actual threats, but rather filter-
ing out all known legit network travel and thus drastically reducing the amount
of information requiring manual analysis [56]. Still, a major problem without
explainability lies in the opaque nature of these methods, thus not being able
to fully understand their inner functioning and how an inference was reached.
Explainability could greatly enhance the detection capabilities, especially since
dynamic effects, such as changing user behavior, could be modelled and intro-
duced earlier into the algorithms without generating a large set of false positives.
6 L. Longo et al.
Explainable Object Detection - Object detection is usually performed from
a large portfolio of artificial neural networks (ANN) architectures such as YOLO,
trained on large amount of labelled data. In such contexts, explaining object
detections is rather difficult if not impossible due to the high complexity of the
hyperparameters (number of layers, filters, regularisers, optimizer, loss function)
of the most accurate ANNs. Therefore, explanations of an object detection task
are limited to features involved in the data and modeled in the form of saliency
maps [11] or at best to examples [40], or prototypes [35]. They are the state-
of-the-art approaches but explanations are limited by data frames feeding the
ANNs. Industrial applications embedding object detection, such as obstacles
detection for trains, do require human-like rational for ensuring the system can
be guaranteed, even certified [39].
Protection Against Adversarial ML - In adversarial machine learning,
attackers try to manipulate the results of learning algorithms by inserting specif-
ically crafted data in the learning process [32], in order to lead a model to learn
erroneous things. Detection of such a manipulation is not trivial, especially
in contexts with big data, where no model exists before the analysis phase.
While there are several proposals on how to deal with this issue [16], some
of them employ neural sub-networks for differentiating between malicious and
benign input data like [49]. In this specific circumstance, explainability would
have a great impact as it will support the task of uncovering such a manip-
ulation far more quickly, efficiently and without actually finding the examples
that have been manipulated, thus greatly enhancing trust in machine learning
inferences [31].
Open Source Intelligence (OSINT) - In Open Source Intelligence [19], infor-
mation retrieval is purely reduced to openly available information, as contrary to
Signals Intelligence (SIGINT). However, there are several major issues surround-
ing OSINT, especially referring to context, languages and the amount of informa-
tion available. Similarly, another problem lies in deciding how much a source is
trusted, and what level of impact news of sources shall have on the result of their
aggregations. This is especially important when considering adversarial attacks
against OSINT methods and systems [12]. Explainability could provide means
for detecting these attacks, with an impact on mitigating their influence. Further-
more, the information that an attack against an intelligent system was launched
is also a valuable input from an intelligence perspective, so explainability might
lead to additional valuable information. However, not all false information exists
due to malice, especially when reporting very recent events: information parti-
cles might be wrong, misleading or simply unknown at the time of reporting.
OSINT becomes especially complex in case of ongoing events, where facts change
every minute, either due to knew intelligence, or simply because of changes in
the event itself. Explainability would allow to estimate the effects of incorrect
information particles on the overall machine learning outcomes, thus allowing,
for instance, to give error margins on reported numbers.
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Trustworthy (autonomous) Medical Agents - Several architectures for
integrating machine learning into medical decision making have been devised
in the past. These are based upon a doctor-in-the-loop approach whereby doc-
tors act as input providers to machine learning algorithms. These can lead to
suggestions related to diagnosis or treatment that can be subsequently reviewed
by the doctors themselves, who, in turn, can provide feedback in a loop to fur-
ther enhance modeling [34]. Additionally, the mechanism can also introduces
external knowledge to support decision making aimed at incorporating the latest
findings in the underlying medical field.
Autonomous Vehicles - While certainly being developed within machine
learning, explainability would be beneficial for the area of autonomous vehicles,
especially considering autonomous cars. In cases of car accidents, explanations
can help trace the reasons why an autonomous vehicle behaved in a certain why
and took certain actions. Consequently this can not only lead to safer vehicles,
but it also can help solve issues in court faster, greatly enhancing trust towards
these novel ML-based technologies and especially the resulting artifacts [20].
4 Research Challenges
A number of research challenges surrounding the development of methods for
explainability exist, including technical, legal and practical challenges.
4.1 Technical Challenges
XAI Systems Evaluation. The comprehensive study of what explanation
means from a sociological viewpoint [50] begs a difficult issue that is both tech-
nical and non-technical: how does one evaluate the quality of an explanation? It is
not a surprise that the quality or value of an explanation is at least partly deter-
mined by the receiver of an explanation, sometimes referred to as the “explainee”.
An easy way to frame the challenge of evaluating explanations, with respect to
an explainee, arises from observing the history of the development of evaluation
techniques from the field of data visualization [36]. A simple example of “visual
explanation” can frame the general evaluation problem for all explanations as
follows. Consider the IKEA assembly diagram, rendered in Fig. 1. A simple list of
requirements to assess explanation quality emerges from considering the IKEA
assembly instructions as a visual explanation of how to assemble the piece of
furniture. In this case, the visual explanation is intended to guide all explainees,
and not just a single individual, to the successful assembly of the furniture item.
One measure of quality is simply to test whether any individual explainee can
use the visual explanation to complete the assembly. Another measure is about
whether the visual explanation is clear and unambiguous, so that the assembly
is time efficient. In the case of Fig. 1, the sequencing of steps might be misinter-
preted by an explainee, and that the simple use of circular arrows to indicate
motion may also be ambiguous.
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Fig. 1. An IKEA visual explanation for furniture assembly
Overall, and as anticipated in the general evaluation of explanation sys-
tems, one could design cognitive experiments to determine, over an experimental
human cohort, which portions of the explanation clearly lead to correct infer-
ences, and those which are more difficult to correctly understand. This means
that XAI system requirements should include the need to produce an explicit rep-
resentation of all the components in a way that supports the appropriate inter-
pretation of the visual classification of components. One can generalize visual
explanations to the full repertoire that might obtain for a general XAI system.
This means a set of representations of the semantics of an underlying domain of
application that can provide support to construct an explanation that is under-
stood by a human explainee.
XAI Interpretation. Even though XAI systems are supposed to expose the
functioning of a learning technique as well as a set of justification of a model’s
inferences, it remains rather difficult for a human to interpret them. Explanations
are not the final words of an intelligent system but rather the intermediate layer
that requires knowledge expertise, context and common-sense characterization
for appropriate and correct human interpretation and decision-making [44,64].
Semantics, knowledge graphs [38] and their machine learning representations
[6] or similar technical advancements are interesting avenues to be considered
for pushing the interpretation at the next right level of knowledge expertise.
These might also include the addition of argumentative capabilities, as applied
in [45,61] to produce rational and justifiable explanations [62].
4.2 Legal Challenges
While the theoretical ground work in AI stays on the very theoretical side and
is thus typically considered to be not problematic from a legal point of view,
the actual application of XAI methods in a certain domain can have serious
legal implications. This is especially important when considering working with
sensitive information. Here, it has yet to be researched whether the explainabil-
ity related to a model might be used to infer information about individuals, for
instance, by using it with slightly different data sets. This technique has been
used in many variations in IT-Security, especially considering anonymized data
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sets or partially released sensitive information as a basis to gather more intelli-
gence on the people involved [9]. Similar attacks have already been proposed and
carried out against machine learned models [65] and these allowed to produce a
great amount of information, hidden correlations and causalities that were used
to infer sensitive information.
Concepts like federated machine learning are built on the notion of executing
machine learning algorithms locally on sensitive data sets and then exchanging
the resulting feature sets in order to be combined centrally. These are in contrast
to more traditional approaches that collect all sensitive data centrally and then
run the learning algorithms. One challenge for federated machine learning is to
achieve model robustness but greatly focus on protective sensitive inferences.
This justifies the need for more applicable anonymisation techniques, as many
of the current methods are unsuitable for many application scenarios, either due
to performance or quality issues [47,48]. In addition, other legal challenges exist
such as the right to be forgotten [67]. This ‘reflects the claim of an individual
to have certain data deleted so that third persons can no longer trace them’.
This fair right is accompanied by technical difficulties ranging from the issue
related to the deletion of entries in modern systems, to the problem of inferring
information on individuals from aggregates and especially the removal of said
individuals from the aggregation process.
Despite the aforementioned challenges, positive benefits can be brought by
explainability to the area of machine learning and AI as a whole with respect to
legal issues. While the issue of transparency, a key requirement in the General
Data Protection Regulation (GDPR), can be a rather a hard issue to tackle, this
could change with explainability providing detailed insight, where, when and to
what extent personal data of a single individual was involved in a data analysis
workflow [69]. While this is currently not a binding requirement to provide that
level of details [69], this could be a game changer regarding acceptance of AI,
as well as increasing privacy protection in a data driven society. Furthermore, a
significant problem currently tackled in machine learning is bias [71], especially
since simple methods for tackling the issue have shown to be ineffective [33].
Explainability could support this combat and thus provide a better legal standing
for the results derived from data driven systems, especially when used for socio-
economic purposes.
4.3 Practical Challenges
One of the most crucial success factors of AI generally and XAI specifically, is
to ensure effective human-AI interfaces to enable a usable and useful interac-
tion between humans and AI [2]. Such goals have been discussed in the HCI
community for decades [10], but it was not really seen as important in the AI
community. Now the needs and demands of XAI for ‘explainable user interfaces’
may finally stimulate to realise advanced human-centered concepts similar to the
early visions of Vannevar Bush in 1945 [8]. Here, the goal is to explore both the
explainability side, that means the artificial explanation generated by machines,
as well as the human side, that means the human understanding. In an ideal
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world, both machine explanations and human understanding would be identical,
and congruent with the ground truth, which is defined for both machines and
humans equally. However, in the real world we face two significant problems:
– the ground truth cannot always be fully defined, as for instance when con-
cerned with medical diagnoses [57] when there is high uncertainty;
– human models such as scientific, world, problem solving models, are often
based on causality, in the sense of Judea Pearl [55], which is very challenging
as current machine learning does not incorporate them and simply follows
pure correlation.
Practically speaking, current XAI methods mainly focus on highlighting input–
relevant parts, for example via heat-mapping, that significantly contributed to
a certain output, or the most relevant features of a training data set that influ-
enced the most the model accuracy. Unfortunately, they do not incorporate the
notion of human model, and therefore there is a need to take also into account
the concept of causability [30]. In detail, in line with the concept of usability [28],
causability is defined as ‘the extent to which an explanation of a statement to a
human expert achieves a specified level of causal understanding with effective-
ness, efficiency and satisfaction in a specified context of use and the particular
contextual understanding capabilities of a human’. Following this concept, it
becomes possible to measure the quality of explanations in the same terms as
usability (effectiveness, efficiency and satisfaction in a specified context of use),
for example with a measurement scale [29].
5 Recommendations and Visions
Machine learning, as a solid research area within artificial intelligence, has
undoubtedly impacted the field by providing scholars with a robust suite of
methods for modeling complex, non-linear phenomena. With the growing body of
work in the last decade on deep learning, this impact has significantly expanded
to many applications areas. However, despite the widely acknowledged capability
of machine and deep learning to allow scholars to induce accurate models from
data and extract relevant patterns, accelerating scientific discovery [18], there
is the problem of their interpretability and explainability. For this reason, the
last few years have seen a growing body of work on research in methods aimed
at explaining the inner functioning of data-driven models and the learning tech-
niques used to induce them. Currently and generally recognised as a core area of
AI, eXplainable Artificial Intelligence (XAI) has produced a plethora of methods
for model interpretability and explainability. Hundred of scientific articles are
published each month in many workshops, conferences and presented at sympo-
sium around the world. Some of them focus on wrapping trained models with
explanatory layers, such as knowledge graphs [39]. Other try to embed the con-
cept of explainability during training, and some of them try to merge learning
capabilities with symbolic reasoning [43]. Explainability is a concept borrowed
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from psychology, since it is strictly connected to humans, that is difficult to oper-
ationalise. A precise formalisation of the construct of explainability is far from
being a trivial task as multiple attributes can participate in its definition [61].
Similarly, the attributes might interact with each other, adding complexity in
the definition of an objective measure of explainability [42,63]. For these reasons,
the last few years have seen also a growing body of research on approaches for
evaluating XAI methods. In other words, approaches that are more focused on
the explanations generated by XAI solutions, their structure, efficiency, efficacy
and impact on humans understanding.
The first recommendation to scholars willing to perform scientific research
on explainable artificial intelligence and create XAI methods is to firstly focus
on the structure of explanations, the attributes of explainability and the way
they can influence humans. This links computer science with psychology. The
second recommendation is to define the context of explanations, taking into
consideration the underlying domain of application, who they will serve and
how. Ultimately, explanations are effective when they help end-users to build a
complete and correct mental representation of the inferential process of a given
data-driven model. Work on this direction should also focus on which type of
explanation can be provided to end-users, including textual, visual, numerical,
rules-based or mixed solutions. This links computer science with the behavioural
and social sciences. The third recommendation is to clearly define the scope of
explanations. This might involve the creation of a method that provide end-users
with a suite of local explanations for each input instance or the formation of a
method that focuses more on generating explanations on a global level aimed
at understanding a model as a whole. This links computer science to statistics
and mathematics. The final recommendation is to involve humans, as ultimate
users of XAI methods, within the loop of model creation, exploitation, as well as
the enhancement of its interpretability and explainability. This can include the
development of interactive interfaces that allow end-users to navigate through
models, understanding their inner logic at a local or global level, for existing
or new input instances. This links artificial intelligence with human-computer
interaction.
The visions behind explainable artificial intelligence are certainly numerous.
Probably the most important is the creation of models with high accuracy as well
as high explainability. The trade-off between these two sides is well known, and
usually, increments in one dimension means decrements in the other dimension.
Creating interpretable and explainable models that are also highly accurate is
the ideal scenario, but since this has been demonstrated to be a hard problem
with currents methods of learning and explainability, further research is needed.
One possible solution is the creation of models that are fully transparent at all
stages of model formation, exploitation and exploration and that are capable
of providing local and global explanations. This leads to another vision, which
is the use of methods that embed learning capabilities and symbolic reasoning.
The former is aimed at generating models and representations with high accu-
racy for predictive and forecasting purposes, while the latter to explain these
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representations in highly interpretable natural language terms, aligned to the
way human understand and reason.
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