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Abstract. During neurosurgical operations, surgeons can decide to ac-
quire intraoperative data to better proceed with the removal of a tumor.
A valid option is given by ultrasound (US) imaging, which can be easily
obtained at subsequent surgical stages, giving therefore multiple updates
of the resection cavity. To improve the efficacy of the intraoperative guid-
ance, neurosurgeons may benefit from having a direct correspondence
between anatomical structures identified at different US acquisitions. In
this context, the commonly available neuronavigation systems already
provide registration methods, which however are not enough accurate to
overcome the anatomical changes happening during resection. Therefore,
our aim with this work is to improve the registration of intraoperative
US volumes. In the proposed methodology, first a distance mapping of
automatically segmented anatomical structures is computed and then
the transformed images are utilized in the registration step. Our solu-
tion is tested on a public dataset of 17 cases, where the average landmark
registration error between volumes acquired at the beginning and at the
end of neurosurgical procedures is reduced from 3.55mm to 1.27mm.
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1 Introduction
Before starting a neurosurgical procedure for tumor removal, preoperative data
is usually acquired to better plan the successive resection. The most common op-
tion is given by magnetic resonance imaging, which can also be accessed during
the ongoing surgical procedure to have a better understanding of the resection.
In fact, neuronavigation systems can be used to link an intracranial pin-pointed
location to the corresponding position in the preoperative data. However, the re-
section of the tumor and the related anatomical modifications in the surrounding
tissues alter the initial configuration of the brain. As consequence, the anatomi-
cal structures will be in another conformation with respect to the one observed
in the preplanning data [1], which soon becomes unreliable during neurosurgery.
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To obtain an updated view of the resection cavity, neurosurgeons can collect
intraoperative US data during the resection itself [2,3]. These images can be ac-
quired at different stages of the procedure, for example at the beginning of the
surgery, just before opening the dura mater, in order to have an initial estima-
tion of which tissues have to be removed. Moreover, a further acquisition can
be done at the end of the resection, to detect possible tumor residual. However,
the quality of US images decreases in subsequent acquisitions [4]. Thus, for a
better comprehension of the US data obtained at the end of the resection, it
would be useful to establish a direct mapping between these images and those
acquired at the beginning of the surgery, which have a higher quality. A common
solution is provided by neuronavigation systems, which can track the US probe
locations and compute a registration between the different acquisitions. How-
ever, the generally available systems provide a registration solution which is not
enough accurate to model the anatomical deformations happening at subsequent
stages. Thus, we propose here an automatic method to improve the registration
of US volumes acquired at the beginning and at the end of the surgical operation.
In the context of US-US registration for neurosurgical procedures, some so-
lutions have been already proposed to align volumes acquired before and after
resection. For example, the authors in [5] utilized an intensity-based registration
method to improve the visualization of volumetric US images. The authors in [6]
developed a non-rigid registration approach, in which they proposed a method-
ology to discard non-corresponding regions between subsequent US acquisitions.
The same method has been used in [7]. In another solution [8], the authors
aimed to improve the previous algorithm by introducing a symmetric deforma-
tion field and an efficient second-order minimization for a better convergence
of the method. Then, another method to register pre- and post-resection US
volumes was proposed by [9], in which the authors presented a landmark-based
registration method. More recently, we provided a segmentation-based method
to register US volumes: corresponding structures in US volumes are segmented
and then used to guide the registration task [10].
We introduce here a solution which in the first step utilizes the segmentation
results obtained in our previous work. Furthermore, it subsequently applies a
Euclidean distance operator on automatically segmented anatomical structures
and then uses the transformed masks to guide the registration task.
2 Method
Our experiments are conducted by using MeVisLab, on a computer equipped
with an Intel Core i7 and a GeForce GTX 1080 (8GB).
2.1 Euclidean distance transform
The first step of our method includes the generation of a distance mapping
of automatically segmented brain structures. Regarding the segmentation step,
the same methodology has been proposed in our previous solution [10], where
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a more detailed description is also available. The anatomical elements utilized
in our method are the main sulci and falx cerebri. In fact, they clearly appear
in US acquisitions due to their hyperechogenicity and, moreover, remain visible
in subsequent stages, representing valid elements to guide the registration task.
To perform the segmentation step, we utilized a convolutional neural network
(CNN) model based on the 3D U-Net [11]. With respect to the original architec-
ture, the original depth is reduced to two levels, and a dropout with a value of
0.4 is introduced in order to prevent the network from overfitting. For training,
we manually segment the main hyperechogenic structures of interest in 17 US
volumes acquired before resection from [12]. A patch size of (30,30,30), padding
of (8,8,8) and a batch size of 15 samples have been utilized, and the learning rate
has been set to 0.001. The best-trained model was saved according to the highest
Jaccard index reached during training and then it was used to segment anatom-
ical structures in volumes acquired in the before- and after-resection stages [12].
Differently from our previous work, a distance mapping is then applied to the
automatically generated masks. Regarding this, we can think of a binary image
as composed of two different classes, pixels with 0-value in the background (Bg)
and pixels with 1-value in the foreground (Fg)
I(x, y, z) = {Fg,Bg} (1)
The distance of each pixel of the foreground from the nearest pixel of the back-
ground can be computed. The distance mapping Id(x, y, z) of the whole image
can be expressed as
Id =
{
0 I(x, y, z) ∈ {Bg}
min(||x− x0, y − y0, z − z0||, ∀I(x0, y0, z0) ∈ Bg) I(x, y, z) ∈ {Fg}
(2)
Different distance metrics ||x, y, z|| can be used to compute the transformation,
and one of the most common is the Euclidean distance which computes the L2
norm
||x, y, z|| =
√
x2 + y2 + z2 (3)
In the proposed methodology, we applied the Euclidean distance transform on
the automatically generated masks.
2.2 Registration
The transformed masks are utilized to guide the registration task, which has
been modified with respect to our previous solution. The proposed method is
a variational image registration approach based on [13], in which the correct
registration of two volumes corresponds to the global minimum of a discretized
objective function. This function is composed of a distance measure, defining the
similarity between the deformed template image and the reference image, and
a regularizer, limiting the range of possible transformations in the deformable
step. In the proposed solution, we respectively chose the normalized gradient field
distance (NGF) measure and the curvature regularizer. Moreover, the choice of
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the optimal transformation parameters has been conducted by using the quasi-
Newton l-BGFS [14], due to its speed and memory efficiency. For the registration
of the US volumes acquired before and after resection, a solution able to compen-
sate the complex anatomical modifications happening in the resection should be
proposed. Thus, our methodology includes an initial parametric step, followed
by a non-parametric one. First, the parametric approach utilizes the informa-
tion provided by the optical tracking systems as an initial guess and then a rigid
transformation is performed. In this stage, to speed the optimization process, the
images are registered at a resolution one-level coarser compared to the original
one. Secondly, the transformation obtained during the parametric registration is
used to initialize the non-parametric step. In this stage, to reduce the chance to
reach a local minimum, a multilevel technique is introduced: the images are se-
quentially registered at three different scales. As output of the registration step,
the deformed template image is provided.
3 Evaluation
Our method is tested on 17 cases of the RESECT dataset [12]. Each case in-
cludes two volumes, the first one acquired after craniotomy but before opening
the dura mater, the second one at the end of the resection. The corresponding
surgical procedures include only resections of low-grade gliomas (tumor of grade
II) in adult patients. Corresponding anatomical landmarks are acquired among
the two stages and an initial target registration error (TRE) is provided for
each patient, together with a mean target registration error (mTRE) and the
corresponding standard deviation (sd). In our methodology, the template and
reference entries are respectively the volumes acquired before and after resection.
The generated deformation field is directly applied to the landmarks acquired
after removal, which are therefore registered to the corresponding ones in the
pre-section stage. Regarding the chosen hyperechogenic structures, the first two
images of Fig. 1 show the same sulcus segmented in the volumes acquired before
and after resection (Fig. 1a and Fig. 1b). In Fig. 1c a 3D section of the same
structure visualized in Fig. 1b is provided. Regarding the registration step, TREs
computed before and after applying our registration are available in Table 1. By
taking as example the same structure of Fig. 1, Fig. 2b shows the registered land-
marks in comparison to the original disposition in Fig. 2a. Moreover, in Fig. 3
the first row displays a section of the volume obtained after resection. Further-
more, Fig. 3a displays the initial displacement between the segmented structure
in the pre- and post-resection stages. On the contrary, Fig. 3b shows a better
overlay between the segmented elements registered with our methodology. In the
second row, a section of the same structures is visualized in 3D. Yellow arrows in
Fig. 3c indicate the correct direction in which the template image should move
(Fig. 3d). The whole procedure, including all steps previously described, takes
a mean of 38.34 seconds per each volume.
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(a) (b) (c)
Fig. 1: The same sulcus segmented in corresponding volumes acquired before and
after resection stages (Fig. 1a and Fig. 1b). Fig. 1c shows a partial view of the
3D segmentation of the same structure of Fig. 1b
Table 1: Registration results in millimeter.
Volume Landmarks Before registration After registration
1 13 5.80 (3.62 - 7.22) 1.05 (0.28 - 2.48)
2 10 3.65 (1.71 - 6.72) 2.32 (0.42 - 4.16)
3 11 2.91 (1.53 - 4.30) 1.39 (0.55 - 2.24)
4 12 2.22 (1.25 - 2.94) 0.81 (0.25 - 1.80)
6 11 2.12 (0.75 - 3.82) 1.62 (0.39 - 4.65)
7 18 3.62 (1.19 - 5.93) 1.25 (0.25 - 3.15)
12 11 3.97 (2.58 - 6.35) 0.87 (0.20 - 1.82)
14 17 0.63 (0.17 - 1.76) 0.62 (0.32 - 1.10)
15 15 1.63 (0.62 - 2.69) 0.80 (0.27 - 1.81)
16 17 3.13 (0.82 - 5.41) 1.26 (0.22 - 3.91)
17 11 5.71 (4.25 - 8.03) 1.51 (0.47 - 5.59)
18 13 5.29 (2.94 - 9.26) 1.53 (0.30 - 3.61))
19 13 2.05 (0.43 - 3.24) 1.60 (0.39 - 3.45))
21 9 3.35 (2.34 - 5.64) 1.82 (0.25 - 5.12)
24 14 2.61 (1.96 - 3.41) 0.90 (0.24 - 2.33)
25 12 7.61 (6.40 - 10.25) 1.00 (0.30 - 2.44)
27 12 3.98 (3.09 - 4.82) 1.24 (0.35 - 2.74))
Mean±sd 12.9±2.6 3.55±1.76 1.27±0.44
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(a) (b)
Fig. 2: Registration results for landmarks. In both images, a 3D section of the
volume acquired before resection is provided, with a subset of related landmarks
(green). The positions of the landmarks acquired after resection (purple) are
provided before and after registration.
4 Discussion
The hyperechogenic structures of interest are correctly identified in both stages,
as shown for the segmented sulcus in Fig. 1. Moreover, the chosen structures
are useful elements to guide the further registration step. In fact, Table 1 shows
that the initial mTRE is reduced from 3.55 mm to 1.27 mm and the TRE
of each case decreases. For the dataset of interest, the proposed method gives
proof to correctly register US volumes acquired before and after resection. Visual
results related to the registration of the structures of interest in Fig. 3 confirm
the numerical findings. Moreover, when the deformation field is applied to the
landmarks (Fig. 2), we can notice how the updated position of the landmarks
acquired after resection is closer to the corresponding landmarks acquired in the
volume before resection.
5 Conclusion
Our method performs well on the volumes of the RESECT dataset acquired be-
fore and after resection. The proposed solution improves the registration results
with respect to our previous work [10], which however has been tested on a larger
number of cases. Therefore, to better verify the efficacy of the solution, as future
work we could decide to apply the proposed solution on a larger set of data.
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(a) (b)
(c) (d)
Fig. 3: Registration results for the same sulcus segmented in the before resection
(purple) and in the after resection (green) stages. In the first row, a section
of the volume acquired after section is displayed, together with 2D views of the
segmented structure from both stages. Fig. 3a shows how extended is the original
displacement of the masks before registration, which is reduced after applying
the proposed method (Fig. 3b. In the second row, the same evidence is provided
with 3D visualization of the same structure.
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