Silicon photonics is maturing rapidly on a technology basis, but design challenges are still prevalent. We discuss these challenges and explain how design of photonic integrated circuits needs to be handled on both the circuit as on the physical level. We also present a number of tools based on the IPKISS design framework.
INTRODUCTION
Silicon Photonics is rapidly gaining industrial traction, the fabrication technology becomes more mature and device demonstrations start to meet functional specs for real-life applications. The scaling of silicon optical waveguides to submicron dimensions also opens the opportunity for very compact chips that can accommodate unprecedented levels of complexity in a photonic circuit. But at the same time, the submicron dimensions and high index contrast introduce low tolerances to fabrication variations. This combination of high complexity with low tolerances sounds like a recipe for a low yield. And this is difficult to counter on the design side, because the design process for integrated photonics has not evolved as rapidly as the technology base for silicon photonics.
Photonic design is still very much a physical design activity, especially in silicon photonics, where the high refractive index contrast makes most common approximations for optical simulations useless. Full-vectorial brute-force electromagnetic number crunching of physical geometries is still the most applied design method for individual building blocks, [1] [2] [3] [4] [5] or alternatives based on mode expansion 6, 7 and propagation. 8 These methods cannot scale up to large, complex circuits, which need to be designed at circuit level. But at this level, suitable simulation tools are only just emerging. [9] [10] [11] [12] Such circuit simulators are based on behavioral models to efficiently simulate many circuit elements.
As circuit simulators and physical simulators are generally based on very different principles, they are often used separately. However, for silicon photonics design, where there is still a very strong need for physical simulation while at the same time larger circuits need to be simulated, these two levels of simulation should be more tightly integrated. For example, a circuit simulation might require a detailed physical simulation of a certain building block to establish the validity of a model or calculate the transmission. In an integrated design and simulation flow, such a simulation could be triggered automatically. At this moment, only a few tools offer this capability in a limited way.
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Photonic design tools have historically evolved apart from the electronic design automation (EDA) ecosystem, but with the advent of silicon photonics this is also about to change. Silicon photonic circuits will, for most applications, require complex control circuitry, and at that point electronic-photonic codesign becomes a necessity, whether the photonic and electronic circuits are collocated on the same die or on separate chips. Electronic design frameworks rely very strongly on parametric building blocks (PCells), a concept which has also been introduced in photonic design environments 13, 15 We present IPKISS, 16, 17 a parametric design framework for photonic integrated circuits. 16 It is a componentcentric framework which allows the designer to perform several design and simulation activities from within the same component library, and generate different output based on the same component definition. As we will discuss further, we can define a component once in IPKISS, and from that definition launch an 2D or 3D FDTD simulation, an eigenmode expansion simulation, a circuit simulation, but also generate a mask layout for the component and the circuit. Also, integration with custom simulation tools and models is relatively easy, as the framework interface is open. This way, a bridge is laid between the physical design and the circuit design, and the designer can combine the strengths of different methods.
In this paper, we will discuss how IPKISS can facilitate the design flow of silicon photonics. First, we will take a closer look at the different steps taken in this design flow, from the physical design to the circuit level and finally back to the physical layout and its verification. Then, we will discuss the IPKISS framework in more detail and how it is used in each step of this process. Finally, we will illustrate the strength of this method with a number of challenging design examples.
SILICON PHOTONIC DESIGN FLOW
To design a photonic integrated circuit, most designers will have to go through at least 4 phases before the design can be sent out for fabrication. This is illustrated in Fig. 1 .
Component design First of all, individual building blocks need to be designed according to initial specifications. This is typically a physical design step involving mask layout and electromagnetic modeling. Today, component design is still very much a part of actual photonic circuit design. It is expected however, that in the future this part of the design flow will be largely done by the fab, which will use it to define standard component for its design kit. Still, full-custom component design for circuits will still be an important activity in the foreseeable future.
Circuit design The designed components are linked together in a schematic, and the response of the resulting circuit is simulated. Depending on the type of photonic components in the circuit and the targeted application, this simulation can become very complex. This is because photonic behavior has a richness that surpasses that of electronics, requiring the modeling of phase-coherent signals over a wide wavelength range.
Circuit layout
The high-level description of the circuit is translated into a mask layout for fabrication. Photonic components have a more complex layout that electronic building blocks. Photonic waveguides follow curvilinear shapes with smooth bends, and impose different requirements on alignment and pattern fidelity than electronic designs.
Verification The layout is checked for violations of design rules, and whether it matches the functional description of the circuit. For this design rule checking (DRC), verification tools from the electronics design world are used, 18 although some tools support DRC specifically for photonics. 19 But these are not (yet) well equipped to handle the smooth curves of photonics. Also, extracting functional information and interconnectivity from a photonic layout (layout-vs-schematic or LVS) is very different than for an electronic layout.
As already explained in the introduction, these steps are usually not very well integrated for a photonic design flow, and often the designer will need to redo a significant part of the work to redefine components in different tools. This makes such a design flow prone to casual errors due to wrongly copying design parameters between different steps in the flow. Still, some design tools do integrate some steps in the flow, such as a link between physical and circuit simulation 11, 14 or between circuit simulation and layout.
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IPKISS: A PARAMETRIC DESIGN FRAMEWORK
IPKISS is a photonic design framework developed at Ghent University and imec. Its origins date back to 2001 when research in silicon photonics exposed the needs for tools to generate complex waveguide circuit layouts in a parametric way (e.g. to generate designs with parameter sweeps on some circuit elements). At that point, the decision was made to implement this tool as a scripting framework in Python, because of the flexibility and readability of the language and the availability of many high-performance scientific libraries. 21 With IPKISS, the photonics research group has generated hundreds of designs of silicon photonic integrated circuits, and a large library of parametric building blocks was constructed, together with the layer settings to generate complex GDII files. Since then, IPKISS has evolved from a flexible GDSII generator to a broader component-oriented design framework. At the core is a library manager that allows users to define parametric building blocks. Building blocks can be hierarchical, which means they can contain other 'child' building blocks and connect them together into a (sub)circuit. In fact, complete circuits are treated in much the same way as atomic building blocks which do not have children. To these building blocks, different representations (views) can be added. Mask layout is only one of those. Other such views include an input-output ports, interconnectivity matrix (or netlist), 3D geometry, and interfaces to simulation tools for physical and circuit simulation.
IPKISS itself does not perform simulations, but the python scripting framework makes it easy to interface IPKISS to other simulators. The framework contains a set of generic interface layers to simulators, that can be extended to match a specific tool. For example, there is a generic FDTD layer, which is then implemented for MIT's open-source MEEP simulator, 1 but it could just as well be used for another FDTD simulator, either commercial or open source. Similarly, IPKISS interfaces with an in-house developed mode solver, but also with CAMFR, an eigenmode expansion tool. 7 For circuit simulators IPKISS has a link to Caphe, 9, 22 a powerful time and frequency domain optical circuit simulator, but the openness of the framework allows the use of other simulators as well.
IPKISS itself manages the interaction between the views and the associated tools. This, way, views can be made to depend on one another. One workflow which is predefined in IPKISS is illustrated in Fig. 2 . A component (here, a 3dB splitter based on a multi-mode interferometer) is defined with a number of parameters. This can be a predefined component, or a user-defined component. In this example, we need to define a mask layout for this component, consisting of a set of polygons on the correct layers, such that the component can be fabricated with lithography. The definition of these layers is stored in a Technology File, which contains the specifics of the fabrication technology. Base on this mask layout, IPKISS can now generate other views. If the Technology file specifies a fabrication process, IPKISS can apply the fabrication flow to the mask layout, which results in a 3D distribution of materials. This built-in virtual fabrication engine generates an approximate geometry of material stacks, which cannot capture the full physics of the actual fabrication, but interfacing IPKISS to alternative (commercial) TCAD simulators is definitely possible (but not implemented at this time). The 3-D geometry can be used directly to define the simulation volume for a physical simulation. If the user has also specified input and output ports, the simulation volume could be supplied with the necessary excitation sources and monitors at the inputs and outputs.
Based on this information, IPKISS can launch a physical simulation to extract the transmission from one input port to all outputs, and this simulation can be repeated (if needed) to extract a complete scatter matrix (S-matrix) of the component. the choice of physical simulation engine can depend on the component and could involve mode-expansion based techniques or FDTD. Such simulations could be controlled by an optimization algorithm to tailor the response of a component.
23 This is illustrated further in one of the examples. The resulting S-matrix can also be used in a circuit model of the component and invoked when the component is used in a circuit simulator such as Caphe. These heavy physical simulations can be done in advance to extract and store such a circuit model, or they can be executed on demand when they are needed. The former can be desirable when many heavy simulations are needed, while the latter method is fine for occasional simulations or when the component parameters exceed the limits of the available circuit model. In general, the physical simulation will significantly slow down the circuit simulation, especially when many components need to be simulated.
IPKISS does not provide a solution for verification of design rules. Technology settings allow the user to specify design rules and use the preset values in the design to preempt design rule violations, but no hard checking is performed by IPKISS. However, IPKISS supplies export routines to generate design rule check decks for Calibre, the most widely used DRC engine for the verification of electronic IC designs.
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Fig . 3 shows a code example of how a designer can define custom components in Python. In this example, a directional coupler is defined. Every component in an IPKISS library is defined as a python class, and all programming functionality that works for Python classes can be used. These are inherently parametric objects, and we supply a shorthand syntax to describe all the parameters (in this example 5). From that point on, we can add views to the component by implementing methods. For example, the define elements method will generate a mask layout.
IPKISS is not a design and simulation tool like many commercial solutions that are available. It is conceived as a scripting framework: its interface with the designer is through code written in Python, and as such there is not point-and-click graphical user interface (GUI) to guide the user through the design process. While this significantly raises the entry barrier to start using the framework, it is our opinion that it increases productivity in the long run. The scripting interface makes ad-hoc design somewhat more difficult, but facilitates the reuse and improvement of existing designs, using standard programming techniques such as class inheritance: complex components can inherit functionality from simpler, previously defined components. Also, automation of certain processes, such as parameter sweeps or optimization routines, comes naturally in a pure scripting environment. If a comparison is made electronic design automation, we see that graphical user interfaces play an important role, but a large fraction of electronic IC design is powered by a tremendous amount of scripting 'glue' in SKILL or Tcl. As such, scripting is a widely accepted method for complex circuit design.
As IPKISS has been in development and use for over 10 years, a sizable library of building blocks for silicon photonic circuits has been constructed. This includes waveguides, 24 spectral filters, 25 resonators, 26 photonic crystal devices, fiber coupler interfaces, 27 but also active devices such as silicon modulators. 28 The tool also supports design for the multi-project-wafer service ePIXfab.
29 IPKISS can be accessed as open source under GPL-v2 license. 16 
EXAMPLES
Below we discuss a few different examples to illustrate the benefits of a flow where the different levels of design and abstraction can interact.
Optimizing a 3dB combiner for reduced back-reflection
A first example is a simple 3dB combiner, consisting of a the multi-mode interferometer from Fig. 2 , which is defined by a shallow etch in the silicon. 25 While this device has a quite good efficiency in transmission (about -0.3dB insertion loss), it does have a non-negligible reflection. When used in a circuit which requires bidirectional propagation, such as a laser-doppler vibrometer, 30 these reflections cause spurious interferences in the return signal. We investigated the source of the backreflection by running an FDTD simulation on the standard MMI component. This is a straightforward operation in IPKISS which requires a few lines of script code. From that, we saw that the corners at the beginning of the exit waveguide contribute the most to the scattering and also the backreflection (4). To design an MMI with lower backreflections, we could start from the existing component in the IPKISS library. Using standard Python syntax, it is easy to derive a new component which automatically inherits all the properties of the original MMI (subclassing). Then, we added additional parameters to the component which can be used to alter the layout, especially the position of the corner which causes the backreflection. Fig. 4 illustrates the angle θ which we included, amongst others, as a new parameter. With the new parameters, we then need to define a new layout. This takes a bit more work, as we have to provide the coordinates of the new shapes in the layout. For this, we add one function to our component description which overrides the layout definition in the original MMI component. Now we have a parameterized component, but we do not know what values will result in the lowest backreflection. Running a series of FDTD simulations is just a straightforward as the first simulation, but as we work in a scripting environment, we can just as well write a short for loop to perform a sweep over the relevant parameters. Alternatively, we can use any optimization tool that is available in Python, such as the python.optimize package. The results of this exercise are shown in Fig. 4 : the simulation shown much less scattering at the corner, and the reflection is much lower with a tilted exit facet at 60
• . 31 This is also experimentally confirmed. The optimized device was fabricated and characterized using OFDR measurement: backreflection was reduced with 15dB.
An AWG with flat-band response
A second example consists of an arrayed waveguide grating (AWG). This is a much larger component than the MMI, and it actually consists of an internal subcircuit. This is illustrated in Fig. 5 . An input star coupler distributes the light over a set of waveguide apertures. These coupler into a bundle of delay lines, converging on a second star coupler. There, the light from the delay lines interferes to form an image that is captured by the output waveguides. The position and shape of the image is determined by the relative phases induced by the delay lines, and with the correct parameters, an AWG can serve as a wavelength demultiplexer, by coupling different wavelength channels to different output waveguides. 25, 32 In that function, it is often desirable that the transmission spectrum at each output has a flat passband with a steep roll-off. This can be obtained by engineering the entrance and exit apertures in the star couplers.
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Simulating the response of an AWG is not straightforward: the device is too large to apply a direct FDTD simulation, and it also consists of very different parts. The hierarchy in IPKISS allows us to simulate each part with its own strategy, and link the total transmission together in a small circuit simulation. As an AWG is a passive linear component, we can perform the circuit simulation in the frequency domain, so it suffices to calculate wavelength-dependent scatter matrices (S-matrix) or transmission matrices (T-matrix) to model the entire circuit. The S-matrix for the individual delay is rather trivial: this is given by the length and the effective index (wavelength dependent). However, we include the possibility to incorporate phase errors, induced by sidewall roughness, which scales with the square root of the length of the waveguide. 35 The star coupler itself consists of two types of structures. Tapered waveguides which end in an aperture, and an unpatterned free-propagation region (FPR). The latter is modeled as a homogeneous 2-D medium with an effective index using the Fresnel formalism, 36 to calculate the field profile at the output apertures based on the field profile launched from the input aperture. More sophisticated modes can take into account the excitation of multiple modes in the unpatterned slab waveguides. 37, 38 The propagation in the apertures themselves is handled with an electromagnetic solver, and here again we can use different techniques. We could use 3-D FDTD as in the previous example, but in this case we found 2-D eigenmode expansion to be sufficient. By launching the ground mode of the waveguide toward the FPR, we obtain the field profile at the interface with the FPR, which we can use launch in the 2-D slab calculations, and which can (at the other side) be used to perform the overlap calculations to obtain the transmission at the outputs. The mix of these different techniques is managed by IPKISS. When we request a circuit model for the entire AWG, the respective simulations are triggered in the subcomponents. In principle, the parent component does not need to know what type of simulation will be triggered by its children. It only knows that it will get an S-matrix or T-matrix in return. This way, components can be replaced by better versions, or individual simulation strategies can be adapted, without impact on the simulation flow.
We optimized an AWG to obtain a flat-top spectral response by adding an MMI in the entrance aperture to tailor the field profile launched into the free propagation region. 34 Because the AWG is hierarchical, we can replace the entrance waveguide aperture with a customized version. In our case, we did this again through subclassing, but the IPKISS framework provides several entry points to modify such hierarchical building blocks. the result is shown in Fig. 5 . The pass-bands have a flatter top, compared to the regular parabolic profile. This design was also experimentally verified: the resulting transmission is also plotted. Details of this device are published in. 34 
Synthesizing an MZI lattice filter from circuit to layout
In this third example we construct a higher-order spectral filter based on Mach-Zehnder interferometers (MZI).
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Photonics lattice filters can be constructed using general purpose filter design algorithms. As MZIs do not contain any feedback, we can use finite-impulse response (FIR) filter synthesis. Based on the functional parameters (pass-band, free spectral range, filter order) and the windowing function (e.g. Chebychev). From this, we can calculate the optical delay lengths in the MZI stages, as well as the coupling coefficients. This can be fed into the Caphe circuit simulator, which can take into account the actual imperfections (e.g. higher-order dispersion) or stochastic variations (e.g. phase errors in the delay lines) to calculate the filter response. This is plotted in Fig. 7 .
The functional parameters such as coupling coefficients need to be translated into physical parameters for the design. Again, inheritance in IPKISS can be used to convert functional parameters to physical parameters. For instance, a directional coupler component could be described on a physical level, with parameters such as waveguide length, spacing, and bend radius. But it could be extended (through subclassing) with functional parameters (such as cross-coupling coefficient). A model can then be added to the component that converts these functional parameters to the physical ones. While such a model could invoke actual physical simulations (as shown in previous examples), for many components a reduced analytical expression, a fit or a lookup-table is used, where the parameters have been established through simulation or experimentally in advance. Through this mechanism, the filter layout is generated from the functional circuit description and exported to GDSII for fabrications. The measured results are also plotted in Fig. 7 , and show a significant discrepancy with the design. This can be attributed to errors in the coupling sections. This illustrates that the design flow is only as good as the models (either derived from physical simulations or supplied by the fab) that are being used. A likely cause is a mismatch between the manufactured line widths (due to a fabrication bias) and the values used in the design process.
CONCLUSION
We discussed the need for a photonic design flow which can provide access to the physical and the circuit level at the same time. Several tools exist in the market which provide a part of such a design flow. We presented our own design framework IPKISS, which is based on a somewhat different philosophy than most tools, in the sense that it is entirely based on user-side scripting in the industry-standard Python language. This makes the framework very flexible, which enables us to integrate a variety of simulation techniques within the same workflow: FDTD, eigenmode expansion on the physical level and optical circuit simulations through the interface with Caphe.
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IPKISS also makes it possible to generate complex, hierarchical mask layouts. We illustrated the functionality of IPKISS with a number of examples of design, physical and circuit modeling.
