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Abstract. Codes over Galois rings have been studied extensively during the
last three decades. Negacyclic codes over GR(2a,m) of length 2s have been
characterized: the ring R2(a,m,−1) =
GR(2a,m)[x]
〈x2s+1〉
is a chain ring. Further-
more, these results have been generalized to λ-constacyclic codes for any unit λ
of the form 4z− 1, z ∈ GR(2a,m). In this paper, we study more general cases
and investigate all cases where Rp(a,m, γ) =
GR(pa,m)[x]
〈xps−γ〉
is a chain ring. In
particular, necessary and sufficient conditions for the ring Rp(a,m, γ) to be a
chain ring are obtained. In addition, by using this structure we investigate all
γ-constacyclic codes over GR(pa,m) when Rp(a,m, γ) is a chain ring. Neces-
sary and sufficient conditions for the existence of self-orthogonal and self-dual
γ-constacyclic codes are also provided. Among others, for any prime p, the
structure of Rp(a,m, γ) =
GR(pa,m)[x]
〈xps−γ〉
is used to establish the Hamming and
homogeneous distances of γ-constacyclic codes.
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Codes over rings; Galois rings; Chain rings.
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1 Introduction
The importance of codes over finite rings has been recognized since the 1990s; the works of Nechaev [25]
and Hammons et al. [18], [5] showed that some well-known nonlinear binary codes such as Kerdock and
Preparata codes can be constructed from linear codes over Z4, the ring of integers modulo 4. Since then
codes over Z4 in particular, and codes over finite rings in general, have received a great deal of attention.
Constacyclic codes are a generalization of cyclic codes, and they play a very significant role in the
theory of error-correcting codes. Most works on constacyclic codes over finite rings concentrate on the
∗E-Mail addresses: hwliu@mail.ccnu.edu.cn (H. Liu), m.youcef@mails.ccnu.edu.cn (M. Youcef).
1
situation when the code length is relatively prime to the characteristic of the underlying ring. The
case where the code length is not relatively prime to the characteristic of the underlying ring yields the
so-called repeated-root codes.
Repeated-root constacyclic codes were studied by Castagnoli et al. (cf. [7]), van Lint (cf. [33]),
and others (see, for example, [32], [36], [26]), where they showed that repeated-root cyclic codes have a
concatenated construction and are asymptotically bad. Nevertheless, repeated-root codes are optimal in
a few cases, which motivates researchers to explore this class of codes further. Cyclic codes of length 2s
over Z4 were considered by Abualrub and Oehmke in [1], where such codes were characterized in terms
of their sets of generators. The structure of negacyclic codes of length 2s over Z2m was obtained in [14].
Moreover, [3] presented a transform approach to classify negacyclic codes of even length over Z4.
A Galois ring is a Galois extension of the ring Zpa , the ring of integers modulo a prime power
pa. In particular, Zpa such as Z4 is a Galois ring. The class of Galois rings has been used widely as
an alphabet for cyclic and negacyclic codes, for instance [6], [28]-[34], [14], [2]-[4]. In 2005, Dinh [9]
investigated negacyclic codes of length 2s over the Galois ring GR(2a,m), and showed that the ring
R2(a,m,−1) =
GR(2a,m)[x]
〈x2s+1〉
is in fact a chain ring. In 2007, Dinh [10] computed the Hamming, Lee,
homogeneous, and Euclidean distances of all those negacyclic codes over Z2a . In [12], the results of Dinh
were extended to λ-constacyclic codes over GR(2a,m), for any unit λ of the form 4z − 1; it was shown
that the λ-constacyclic codes of length 2s over GR(2a,m) are precisely the ideals generated by (x+1)i of
the chain ring R2(a,m, λ) =
GR(2a,m)[x]
〈x2s−λ〉
, for i = 0, 1, · · · , a2s. Using this structure, the Hamming, Lee,
homogeneous, and Rosenbloom-Tsfasman (RT) distances of all those λ-constacyclic codes are obtained
in the same paper [12].
The aim of this paper is to study the structures and distances of γ-constacyclic codes of length ps
over the Galois ring GR(pa,m) for any unit γ of the form ζ0 + pζ1 + p
2z, where z is an arbitrary element
of GR(pa,m) and ζ0, ζ1 are nonzero elements of the set T (p,m). Here T (p,m) denotes a complete set of
representatives of the cosets GR(p
a,m)
pGR(pa,m) = Fpm in GR(p
a,m). Each unit of this form is called a unit of
Type (1). In Section 3, we prove that the cases −1 and 4z−1 are just two special cases of Type (1) when
p = 2. Moreover, for any prime p, we show that the ring Rp(a,m, γ) =
GR(pa,m)[x]
〈xps−γ〉
is a chain ring if and
only if γ is of Type (1). We also derive the duals of all such γ-constacyclic codes as well as necessary and
sufficient conditions for the existence of self-orthogonal and self-dual γ-constacyclic codes. In Sections
4 and 5, by using the structure obtained in Section 3, the Hamming and homogeneous distances of all
γ-constacyclic codes are established respectively. We conclude this paper with open problems in Section
6.
2 Preliminaries
In this paper, all rings under consideration are associative and commutative rings with identity. An ideal
I of a ring R is called principal if it is generated by one element. A ring R is a principal ideal ring if each
of its ideals is principal. We say R is a local ring if it has a unique maximal ideal. Furthermore, a ring
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R is called a chain ring if the set of all ideals of R is linearly ordered under set-theoretic inclusion.
The following proposition is known for the class of finite commutative chain rings (see [14, Prop.
2.1]).
Proposition 2.1. Let R be a finite commutative ring. Then the following conditions are equivalent:
(i) R is a local ring and the maximal ideal M of R is principal.
(ii) R is a local principal ideal ring.
(iii) R is a chain ring.
We have the following well-known properties of chain rings.
Proposition 2.2. Let R be a finite commutative chain ring with maximal ideal M = 〈r〉. Denote the
quotient ring R¯ = RM , and let β be the nilpotency of r. Then
(a) There is some prime p and positive integers k, l with k ≥ l such that |R| = pk, |R¯| = pl, the
characteristic of R is powers of p and R¯ is a field.
(b) The ideals of R are 〈ri〉, where i = 0, 1, · · · , β, and they are strictly inclusive:
R = 〈r0〉 ) 〈r1〉 ) · · · ) 〈rβ−1〉 ) 〈rβ〉 = 〈0〉.
(c) For i = 0, · · · , β, |〈ri〉| = |R¯|β−i. In particular, |R| = |R¯|β, i.e., k = lβ.
A polynomial in Zpa [x] is called a basic irreducible polynomial if its reduction modulo p is irreducible
in Zp[x]. The Galois ring of characteristic p
a and dimension m, denoted by GR(pa,m), is the Galois
extension of degree m of the ring Zpa . Equivalently,
GR(pa,m) =
Zpa [u]
〈h(u)〉
,
where h(u) is a monic basic irreducible polynomial of degree m in Zpa [u]. Note that if a = 1, then
GR(p,m) = Fpm , and if m = 1 then GR(p
a, 1) = Zpa . We list some well-known facts about Galois rings
(cf. [24, 21, 27]), which will be used throughout this paper.
Proposition 2.3. Let GR(pa,m) =
Zpa [u]
〈h(u)〉 be a Galois ring. Then the following hold:
(i) Each ideal of GR(pa,m) is of the form 〈pk〉 = pk GR(pa,m), for 0 6 k 6 a. In particular, GR(pa,m)
is a chain ring with maximal ideal 〈p〉 = pGR(pa,m) and residue field Fpm .
(ii) For 0 6 i 6 a, |piGR(pa,m)| = pm(a−i).
(iii) Each element of GR(pa,m) can be represented as vpk, where v is a unit and 0 6 k 6 a. In this
representation k is unique and v is unique modulo 〈pa−k〉.
3
(iv) h(u) has a root ζ in GR(pa,m), which is also a primitive (pm − 1)th root of unity. The set
T (p,m) =
{
0, 1, ζ, ζ2, · · · , ζp
m−2
}
is a complete set of representatives of the cosets
GR(pa,m)
pGR(pa,m) = Fpm in GR(p
a,m). Each element
r ∈ GR(pa,m) can be written uniquely as
r = ζ0 + pζ1 + · · ·+ p
a−1ζa−1
with ζi ∈ T (p,m), 0 6 i 6 a− 1.
(v) For 0 ≤ i < j ≤ pm − 2, all ζi − ζj are units of GR(pa,m).
For a finite ring R, consider the set Rn of n-tuples of elements from R as a module over R. Any
nonempty subset C ⊆ Rn is called a code of length n over R, and the code C is linear if in addition, C is
an R-submodule of Rn. Let λ be a unit of the ring R, then the λ-constacyclic shift τλ on R
n is the shift
τλ
(
x0, x1, · · · , xn−1
)
=
(
λxn−1, x0, x1, · · · , xn−2
)
,
and a code C is said to be λ-constacyclic if τλ(C) = C, i.e., if C is closed under the λ-constacyclic shift
τλ. In light of this definition, when λ = 1, λ-constacyclic codes are just cyclic codes, and when λ = −1,
λ-constacyclic codes are called negacyclic codes.
Each codeword c = (c0, c1, · · · , cn−1) of a code C is customarily identified with its polynomial repre-
sentation c(x) = c0+c1x+· · ·+cn−1x
n−1, and the code C is in turn identified with the set of all polynomial
representations of its codewords. Then in the ring R[x]〈xn−λ〉 , xc(x) corresponds to a λ-constacyclic shift of
c(x). From that, the following well-known fact is straightforward:
Proposition 2.4. A linear code C of length n over R is λ-constacyclic if and only if C is an ideal of
R[x]
〈xn−λ〉 .
Given n-tuples x = (x0, x1, · · · , xn−1), y = (y0, y1, · · · , yn−1) ∈ R
n, their inner product is defined as
usual
〈x, y〉 = x0y0 + x1y1 + · · ·+ xn−1yn−1 ∈ R.
Two n-tuples x, y are called orthogonal if 〈x, y〉 = 0. For a linear code C over R, its dual code C⊥ is the
set of n-tuples over R that are orthogonal to all codewords of C, i.e.,
C⊥ =
{
x
∣∣ 〈x, y〉 = 0, ∀y ∈ C}.
A code C is called self-orthogonal if C ⊆ C⊥, and it is called self-dual if C = C⊥. The following result is
well-known (cf. [14]).
Proposition 2.5. Let R be a finite chain ring of size pα. The number of codewords in any linear code
C of length n over R is pk, for some integer k, 0 ≤ k ≤ αn. Moreover, the dual code C⊥ has pαn−k
codewords, so that |C| · |C⊥| = |R|n.
Note that the dual of a cyclic code is a cyclic code, and the dual of a negacyclic code is a negacyclic
code. In general, we have the following implication of the dual of a λ-constacyclic code.
Proposition 2.6. The dual of a λ-constacyclic code is a λ−1-constacyclic code.
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3 Constacyclic codes of length ps over GR(pa, m)
As mentioned in Section 2, there exists a primitive (pm − 1)th root of unity ζ such that the set
T (p,m) = {0, 1, ζ, ζ2, · · · , ζp
m−2}
is a complete set of representatives of the cosets GR(p
a,m)
pGR(pa,m) = Fpm in GR(p
a,m). Each element r ∈
GR(pa,m) can be written uniquely as
r = ζ0 + pζ1 + p
2ζ2 + · · ·+ p
a−1ζa−1
with ζi ∈ T (p,m), 0 ≤ i ≤ a− 1. To simplify notations, we will say that an element γ ∈ GR(p
a,m) is of
Type (0) if it has the form γ = ζ0 + p
2ζ2 + · · ·+ p
a−1ζa−1 = ζ0 + p
2z, with ζ0 6= 0, and γ is said to be of
Type (1) if it is of the form γ = ζ0 + pζ1 + p
2ζ2 + · · · + p
a−1ζa−1 = ζ0 + pζ1 + p
2z, for ζ0 6= 0 6= ζ1 and
z ∈ GR(pa,m). Clearly, the elements of Type (0) and Type (1) are invertible in GR(pa,m). Furthermore,
the sets of Type (0) and Type (1) form a partition of the set of all units of GR(pa,m) when a ≥ 2. We
call a γ-constacyclic code is of Type (0) (resp. Type (1)) if the unit γ is of Type (0) (resp. Type (1)). By
Proposition 2.4, γ-constacyclic codes of length ps over GR(pa,m) are exactly the ideals of the ambient
ring
Rp(a,m, γ) =
GR(pa,m)[x]
〈xps − γ〉
.
Proposition 3.1. Let b and λ be two units of GR(pa,m). For any positive integer n, there exist
polynomials αn(x), βn(x), θn(x) ∈ Z[x], such that
• If p = 2, then (x+ b)2
n
= x2
n
+ b2
n
+ 2αn(x) = x
2n + b2
n
+2((bx)2
n−1
+2βn(x)). Moreover, αn(x)
is invertible in R2(a,m, λ).
• If p is odd, then (x+ b)p
n
= xp
n
+ bp
n
+ p(x+ b)θn(x).
Proof. We prove this proposition by induction on n. If p = 2 and n = 1, then (x+b)2 = x2+b2+2bx,
α1(x) = bx and β1(x) = 0. Obviously, α1(x) = bx is a unit in R2(a,m, λ). Assume n > 1 and the
conclusion is true for all positive integers less than n. Then
(x+ b)2
n
= ((x+ b)2
n−1
)2 = (x2
n−1
+ b2
n−1
+ 2αn−1(x))
2
= x2
n
+ b2
n
+ 4α2n−1(x) + 4b
2n−1αn−1(x) + 4x
2n−1αn−1(x) + 2(bx)
2n−1
= x2
n
+ b2
n
+ 2αn(x),
where αn(x) = (bx)
2n−1 + 2βn(x) and βn(x) = α
2
n−1(x) + b
2n−1αn−1(x) + x
2n−1αn−1(x). We know that
both of x and b are invertible in R2(a,m, λ), and so (bx)
2n−1 is also invertible in R2(a,m, λ). As 2 is
nilpotent in R2(a,m, λ), the proof is completed for p = 2.
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Now suppose p is odd. Let m be a positive integer, then we have
(xp
m−1
+ bp
m−1
)p = xp
m
+ bp
m
+
p−1∑
i=1
(
p
i
)
(bp
m−1
)i(xp
m−1
)p−i
= xp
m
+ bp
m
+
p−1
2∑
i=1
{(
p
i
)
(xp
m−1
)p−i(bp
m−1
)i +
(
p
p− i
)
(xp
m−1
)i(bp
m−1
)p−i
}
= xp
m
+ bp
m
+
p−1
2∑
i=1
(
p
i
)
bip
m−1
xip
m−1
{
xp
m−1(p−2i) + bp
m−1(p−2i)
}
.
Clearly, pm−1(p − 2i) is odd, thus there exist polynomials β′i(x) ∈ Z[x], 0 ≤ i ≤
p−1
2 , such that
xp
m−1(p−2i) + bp
m−1(p−2i) = (x+ b)β′i(x). Then
(xp
m−1
+ bp
m−1
)p = xp
m
+ bp
m
+
p−1
2∑
i=1
(
p
i
)
bip
m−1
xip
m−1
(x+ b)β′i(x)
= xp
m
+ bp
m
+ p(x+ b)
p−1
2∑
i=1
(
p
i
)
p
bip
m−1
xip
m−1
β′i(x).
Hence, we have
(xp
m−1
+ bp
m−1
)p = xp
m
+ bp
m
+ p(x+ b)β′m(x), (1)
where
β′m(x) =
p−1
2∑
i=1
(
p
i
)
p
bip
m−1
xip
m−1
β′i(x).
Plugging in m = 1 yields that the conclusion is true for n = 1. Assume n > 1 and the conclusion is true
for all positive integers less than n. Then
(x+ b)p
n
= ((x+ b)p
n−1
)p = (xp
n−1
+ bp
n−1
+ p(x+ b)αn−1(x))
p
= (xp
n−1
+ bp
n−1
)p +
p∑
i=1
(
p
i
)
(xp
n−1
+ bp
n−1
)p−i(p(x+ b)αn−1(x))
i
= (xp
n−1
+ bp
n−1
)p + p(x+ b)t(x),
where
t(x) =
p∑
i=1
(
p
i
)
(xp
n−1
+ bp
n−1
)p−i
(p(x + b)αn−1(x))
i
p(x+ b)
.
By using Equation (1) and inductive hypothesis, we get
(x+ b)p
n
= xp
n
+ bp
n
+ p(x+ b)β′n(x) + p(x+ b)t(x) = x
pn + bp
n
+ p(x+ b)θn(x),
where θn(x) = β
′
n(x) + t(x). The proof is complete. 
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Note that the ring Rp(a,m, λ) is a local ring, and hence in Rp(a,m, λ) the sum of two noninvertible
elements is noninvertible, and the sum of a noninvertible element and an invertible element is invertible.
Lemma 3.2. Let λ be a unit of Type (1) of GR(pa,m), i.e., λ = ζ0+pζ1+p
2z with some z ∈ GR(pa,m)
and ζ0, ζ1 nonzero elements of T (p,m). Then there exists an invertible element α in T (p,m), such that
〈(x − α)p
s
〉 = 〈p〉 in Rp(a,m, λ), and the element x− α is nilpotent with nilpotency ap
s.
Proof. We have that T (p,m)\{0} ≃ F∗pm , and T (p,m)\{0} is generated by ζ. Note that gcd(p
s, |F∗pm |) =
gcd(ps, pm − 1) = 1. This implies that ζp
s
is also a generator of T (p,m)\{0}. Therefore, there exists
integer i, 0 ≤ i ≤ pm − 1 such that ζip
s
= ζ0. Let α = ζ
i then αp
s
= ζ0. If p = 2, by Proposition 3.1 we
have
(x− α)2
s
= x2
s
+ (−α)2
s
+ 2αs(x)
= λ+ α2
s
+ 2[(−xα)2
s−1
+ 2βs(x)]
= ζ0 + 2ζ1 + 4z + ζ0 + 2[(xα)
2s−1 + 2βs(x)]
= 2[(xα)2
s−1
+ ζ0 + ζ1 + 2(βs(x) + z)].
To complete our proof we first need to prove that (xα)2
s−1
+ ζ0 is noninvertible. Now suppose to the
contrary that (xα)2
s−1
+ ζ0 is invertible in R2(a,m, λ), then
(xα)2
s−1
− ζ0 = [(xα)
2s−1 + ζ0]− 2ζ0,
is invertible inR2(a,m, λ), which implies that ((xα)
2s−1−ζ0)((xα)
2s−1+ζ0) = (xα)
2s−ζ20 is also invertible
in R2(a,m, λ). This is a contradiction, since in R2(a,m, λ)
(xα)2
s
− ζ20 = λα
2s − ζ20 = (ζ0 + 2ζ1 + 4z)ζ0 − ζ
2
0 = 2(ζ0ζ1 + 2ζ0z).
Therefore, (xα)2
s−1
+ζ0 is noninvertible inR2(a,m, λ). Clearly, 2(βn(x)+z) is noninvertible inR2(a,m, λ),
which implies that ζ1 + ((xα)
2s−1 + ζ0) + 2(βn(x) + z) is invertible. Hence, 〈(x− α)
2s〉 = 〈2〉, and x− α
has nilpotency a2s.
If p is odd, by using Proposition 3.1 again,
(x− α)p
s
= xp
s
+ (−α)p
s
+ p(x− α)αs(x)
= λ− αp
s
+ p(x− α)αs(x)
= ζ0 + pζ1 + p
2z − ζ0 + p(x− α)αs(x)
= p(ζ1 + pz + (x− α)αs(x)).
Because p is nilpotent in GR(pa,m), x − α is also nilpotent. It follows that pz + (x − α)αs(x) is a
noninvertible element in Rp(a,m, λ), which implies that ζ1 + pz + (x − α)αs(x) is invertible. Hence,
〈(x − α)p
s
〉 = 〈p〉, and x− α has nilpotency aps. 
Theorem 3.3. Let λ = ζ0 + pζ1 + p
2z ∈ GR(pa,m) be a unit of Type (1). Then the ring Rp(a,m, λ)
is a chain ring with maximal ideal 〈x − α〉, where αp
s
= ζ0. The λ-constacyclic codes of length p
s
7
over GR(pa,m) are precisely the ideals 〈(x − α)i〉 of the ring Rp(a,m, λ), where 0 ≤ i ≤ ap
s. Each
λ-constacyclic code 〈(x − α)i〉 has exactly pm(p
sa−i) codewords.
Proof. Let f(x) ∈ Rp(a,m, λ), then f(x) can be expressed as
f(x) = b0 + b1(x− α) + b2(x − α)
2 + · · ·+ bps−1(x− α)
ps−1,
where bi ∈ GR(p
a,m). Clearly,
b1(x− α) + b2(x− α)
2 + · · ·+ bps−1(x − α)
ps−1
is noninvertible in Rp(a,m, λ). Since Rp(a,m, λ) is a local ring, f(x) is noninvertible if and only if
b0 ∈ pGR(p
a,m). Moreover, by Lemma 3.2, p ∈ 〈(x − α)p
s
〉 ( 〈x − α〉. Hence, 〈x − α〉 is the set of all
noninvertible elements of Rp(a,m, λ), which implies that Rp(a,m, λ) is a chain ring with maximal ideal
〈x− α〉. By Lemma 3.2 again, the nilpotency of x− α is aps, so the ideals of Rp(a,m, λ) are 〈(x− α)
i〉,
0 ≤ i ≤ aps. The rest of the theorem follows readily from the fact that λ-constacyclic codes of length ps
over GR(pa,m) are ideals of the chain ring Rp(a,m, λ). 
Lemma 3.4. Let γ1 = ζ00 + pζ01 + p
2z1 and γ2 = ζ10 + pζ11 + p
2z2 be two units of Type (1). Let
γ3 = 1 + p
2z3 and γ4 = 1 + p
2z4 be two units of Type (0). Let a0 ≥ 2 be the smallest integer such that
2a0 ≥ a, i.e., p2
a0
= 0 in GR(pa,m). Then
• γ1γ3 is of Type (1), i.e., the product of a unit of Type (1) and a unit of Type (0) is a unit of Type
(1).
• γ3γ4 is of Type (0), i.e., the product of two units of Type (0) is a unit of Type (0).
• γ−11 = ζ
−1
00 (1−p(ζ
−1
00 ζ01+pζ
−1
00 z1))
∏a0−1
j=1 [1+p
2j (ζ−100 ζ01+pζ
−1
00 z1)
2j ] is of Type (1), i.e., the inverse
of a unit of Type (1) is a unit of Type (1).
• γ−13 = (1− p
2z3)
∏a0−1
j=1 [1 + (p
2z3)
2j ] is of Type (0), i.e., the inverse of a unit of Type (0) is a unit
of Type (0).
Proof. The first and the second statements follow readily. For the third statement, observe that
(1− p(ζ−100 ζ01 + pζ
−1
00 z1))(1 + p(ζ
−1
00 ζ01 + pζ
−1
00 z1))
a0−1∏
j=1
[1 + p2
j
(ζ−100 ζ01 + pζ
−1
00 z1)
2j ]
= (1− p2(ζ−100 ζ01 + pζ
−1
00 z1)
2)
a0−1∏
j=1
[1 + p2
j
(ζ−100 ζ01 + pζ
−1
00 z1)
2j ] = 1− p2
a0
(ζ−100 ζ01 + pζ
−1
00 z1)
2a0 = 1.
Therefore,
γ−11 ζ00 = (1− p(ζ
−1
00 ζ01 + pζ
−1
00 z1))
a0−1∏
j=1
[1 + p2
j
(ζ−100 ζ01 + pζ
−1
00 z1)
2j ].
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To complete the proof, it suffices to show that ζ−100 − p(ζ01ζ
−2
00 + pζ
−2
00 z1) is of Type (1). Since −ζ01ζ
−2
00
is invertible in GR(pa,m), −ζ01ζ
−2
00 = ζ
′ + pz, where 0 6= ζ′ ∈ T (p,m). It implies that
ζ−100 − p(ζ01ζ
−2
00 + pζ
−2
00 z1) = ζ
−1
00 + pζ
′ + p2z′,
where z′ = −ζ−200 z1 ∈ GR(p
a,m). Hence ζ−100 − p(ζ01ζ
−2
00 + pζ
−2
00 z1) is of Type (1). Note that for
1 ≤ j ≤ a− 1, 1 + p2
j
(ζ−101 ζ01 + pζ
−1
01 z1)
2j is of Type (0). The rest follows from the first two statements.
The proof of the fourth statement is similar to that of the third statement. 
Proposition 3.5. Let γ = ζ0 + pζ1 + p
2z ∈ GR(pa,m) be a unit of Type (1), and let C = 〈(x − α)i〉 ⊆
Rp(a,m, γ) be a γ-constacyclic code of length p
s over GR(pa,m), for some i ∈ {0, 1, · · · , aps}, where
αp
s
= ζ0. The dual of C is a γ
−1-constacyclic code of length ps over GR(pa,m), and C⊥ = 〈(x −
α−1)ap
s−i〉 ⊆ Rp(a,m, γ
−1) which contains precisely pmi codewords.
Proof. By Proposition 2.6, C⊥ is a γ−1-constacyclic code of length ps over GR(pa,m). By Lemma 3.4,
γ−1 = ζ−10 +pζ
′+p2z′ is also a unit of Type (1). Thus, Theorem 3.3 is applicable for C⊥ andRp(a,m, γ
−1).
Observe that (α−1)p
s
= ζ−10 . Hence, C
⊥ is an ideal of the form 〈(x − α−1)j〉 ⊆ Rp(a,m, γ
−1), where
0 ≤ j ≤ aps. On the other hand, by Proposition 2.5,
|C| · |C⊥| = |GR(pa,m)|p
s
= pp
sam,
which implies that
|C⊥| =
pp
sam
|C|
=
pp
sam
pm(psa−i)
= pmi.
Therefore, C⊥ must be the ideal 〈(x− α−1)p
sa−i〉 of Rp(a,m, γ
−1). 
The following definition was introduced in [13].
Definition 3.6. Let C be a linear code of length n over a finite ring R such that C is both α- and β-
constacyclic, for distinct units α, β of R. Then C is called a multi-constacyclic code, or more specifically,
an [α, β]-multi-constacyclic code.
It is known that a code C of length n over a finite field F is a multi-constacyclic code if and only if
C = {0} or C = Fn. There are non-trivial multi-constacyclic codes over a finite ring R.
Proposition 3.7. Let λ1 = ζ0 + pζ1 + p
2z1, λ2 = ζ0 + pζ
′
1 + p
2z2 be two distinct units of Type (1), and
let C = 〈(x− α)i〉 ⊆ Rp(a,m, λ1) be a λ1-constacyclic code of length p
s over GR(pa,m). Then C is also
a λ2-constacyclic code, i.e., C is a [λ1, λ2]-multi-constacyclic code.
Proof. By the division algorithm, there exist nonnegative integers j, t such that i = tps+j, 0 ≤ j < ps.
Using Lemma 3.2, then we have
C = 〈(x − α)i〉 = 〈(x− α)tp
s
(x− α)j〉 = 〈pt(x− α)j〉.
Let c be an arbitrary codeword of C, then c has the form c = pt(c0, c1, · · · , cps−1). Note that C is a
λ1-constacyclic code, and we have
pt(λ1cps−1, c0, · · · , cps−2) = p
t((ζ0 + pζ1 + p
2z1)cps−1, c0, · · · , cps−2)
= pt(ζ0cps−1, c0, · · · , cps−2) + p
t+1((ζ1 + pz1)cps−1, 0, · · · , 0) ∈ C.
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On the other hand,
pt+1 ∈ 〈pt+1〉 = 〈(x − α)(t+1)p
s
〉 ⊆ 〈(x− α)tp
s+j〉 = C.
This implies that (pt+1, 0, · · · , 0) ∈ C. Since C is a linear code and pt+1(ζ1 + pz1)cps−1, p
t+1(ζ′1 +
pz′1)cps−1 ∈ GR(p
a,m), we have
pt+1((ζ1 + pz1)cps−1, 0, · · · , 0) and p
t+1((ζ′1 + pz2)cps−1, 0, · · · , 0) ∈ C,
which yields that
pt(λ2cps−1, c0, · · · , cps−2) = p
t(ζ0cps−1, c0, · · · , cps−2) + p
t+1((ζ′1 + pz2)cps−1, 0, · · · , 0) ∈ C.
Thus, C is also a λ2-constacyclic code. 
Corollary 3.8. Let λ1 = ζ0 + pζ1 + p
2z1 and λ2 = ζ0 + pζ
′
1 + p
2z2 be two units of Type (1). Let
C = 〈(x−α)i〉 ⊆ Rp(a,m, λ1) be a λ1-constacyclic code of length p
s over GR(pa,m). Then C is also the
ideal 〈(x−α)i〉 of the ring Rp(a,m, λ2), i.e., let c(x) ∈ GR(p
a,m)[x] be a polynomial of degree less than
ps, then there exists a polynomial g(x) ∈ GR(pa,m)[x] such that c(x) ≡ g(x)(x − α)i mod (xp
s
− λ1) if
and only if there exists a polynomial g′(x) ∈ GR(pa,m)[x] such that c(x) ≡ g′(x)(x−α)i mod (xp
s
−λ2).
Proof. By Proposition 3.7, C is also a λ2-constacyclic code which contains p
m(aps−i) codewords. By
Proposition 2.4, C is an ideal of the ring Rp(a,m, λ2), because λ2 is of Type (1) and α
ps = ζ0. Thus,
Theorem 3.3 is applicable for C andRp(a,m, λ2). Hence, C is the ideal 〈(x−α)
i〉 of the ringRp(a,m, λ2).

Remark 3.9. Corollary 3.8 gives us very important information about λ-constacyclic codes over GR(pa,m),
where λ is a unit of Type (1). This corollary shows that the λ-constacyclic codes depend on ζ0 only, which
means that there exist just pm − 1 different codes of length ps over GR(pa,m) of Type (1). Moreover, in
Section 4, we will show that those codes are similar to λ¯-constacyclic codes of length ps over Fpm .
Theorem 3.10. Let γ = ζ0 + pζ1 + p
2z ∈ GR(pa,m) be a unit of Type (1), let αp
s
= ζ0, and let
C = 〈(x − α)i〉 be a γ-constacyclic code of length ps over GR(pa,m). Then the following are true.
• If ζ0 = ζ
−1
0 , then C is a γ-constacyclic self-orthogonal code of length p
s over GR(pa,m) if and only
if
⌈
aps
2
⌉
≤ i ≤ aps.
• If ζ0 6= ζ
−1
0 , then C is a γ-constacyclic self-orthogonal code of length p
s over GR(pa,m) if and only
if
⌈
a
2
⌉
ps ≤ i ≤ aps.
Proof. It follows from Proposition 3.5 that the dual of C is
C⊥ = 〈(x− α−1)ap
s−i〉 ⊆ Rp(a,m, γ
−1).
If C is self-orthogonal then we have |C| ≤ |C⊥|, which gives 2i ≥ aps.
If ζ0 = ζ
−1
0 , by Proposition 3.7, C
⊥ is also a γ-constacyclic code. Observing that αp
s
= ζ0 =
ζ−10 = (α
−1)p
s
and by Corollary 3.8, it follows that C⊥ = 〈(x − α)ap
s−i〉 ⊆ Rp(a,m, γ). Hence, C is
self-orthogonal if and only if 〈(x − α)i〉 ⊆ 〈(x − α)ap
s−i〉 if and only if
⌈
aps
2
⌉
≤ i ≤ aps.
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If ζ0 6= ζ
−1
0 , by Proposition 2.3 and Lemma 3.4, ζ0 − ζ
−1
0 is invertible in GR(p
a,m) and γ−1 =
ζ−10 + pζ
′
1 + p
2z′. Now we consider the polynomial x− α in Rp(a,m, γ
−1). If p = 2, by Proposition 3.1,
we have
(x− α)2
s
= x2
s
+ α2
s
+ 2αs(x)
= γ−1 + ζ0 + 2αs(x)
= ζ−10 + 2ζ
′
1 + 4z
′ + ζ0 + 2αs(x)
= ζ0 + ζ
−1
0 + 2(ζ
′
1 + 2z
′ + αs(x)).
If p is odd, then
(x− α)p
s
= xp
s
+ (−α)p
s
+ p(x− α)βs(x)
= γ−1 − ζ0 + p(x− α)βs(x)
= ζ−10 − ζ0 + p(ζ1 + pz
′ + (x− α)βs(x)).
This gives that (x− α)p
s
is invertible in Rp(a,m, γ
−1). Hence, x− α is also invertible in Rp(a,m, γ
−1).
By the division algorithm, there exist nonnegative integers t and j, such that i = tps+ j, and by Lemma
3.2, we get
C = 〈(x − α)i〉 = 〈pt(x− α)j〉
and
C⊥ = 〈(x − α−1)ap
s−i〉 = 〈pa−t−1(x − α−1)p
s−j〉.
If j = 0, then C ⊆ C⊥ if and only if t ≥
⌈
a
2
⌉
if and only if i ≥ ps
⌈
a
2
⌉
.
Now we assume that j 6= 0. If t < a − t − 1, then |C| > |C⊥|, and hence, in this case C is not
self-orthogonal. If t = a − t − 1 and suppose that C ⊆ C⊥ then pt(x − α)j ∈ C⊥, which implies that
pt ∈ C⊥, since x − α is invertible in Rp(a,m, γ
−1) by the discussion above. Then j = 0 and it follows
that C is not self-orthogonal in this case either.
If t ≥ a− t, then
pt ∈ 〈pa−t〉 = 〈(x− α−1)p
s(a−t)〉 ⊆ 〈pa−t−1(x − α−1)p
s−j〉 = C⊥.
Therefore, C is self-orthogonal if and only if t ≥ a− t if and only if i ≥ ps
⌈
a
2
⌉
+ 1. 
Corollary 3.11. Let γ = ζ0+pζ1+p
2z be a unit of Type (1) of GR(pa,m). Then the following are true.
• If ζ0 = ζ
−1
0 , then there exists a self-dual γ-constacyclic code of length p
s over GR(pa,m) if and
only if ap is even. In this case, 〈(x − α)p
sa/2〉 is the unique self-dual γ-constacyclic code of length
ps over GR(pa,m).
• If ζ0 6= ζ
−1
0 , then there exists a self-dual γ-constacyclic code of length p
s over GR(pa,m) if and
only if a is even. In this case, 〈pa/2〉 is the unique self-dual γ-constacyclic code of length ps over
GR(pa,m).
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Proof. Let C be a γ-constacyclic code of length ps over GR(pa,m), then C = 〈(x − α)i〉 and
C⊥ = 〈(x− α−1)ap
s−i〉, where 0 ≤ i ≤ aps. Note that C = C⊥ if and only if |C| = |C⊥| and C ⊆ C⊥. If
|C| = |C⊥| then i = aps − i. The rest of the proof follows from Theorem 3.10.
If ζ0 6= ζ
−1
0 and a is an odd number or ζ0 = ζ
−1
0 and ap is odd, by Theorem 3.10, if C is self-orthogonal
then aps − i < i. Hence, self-dual γ-constacyclic codes do not exist in this case. 
Remark 3.12. The γ-constacyclic codes of Type (1) of GR(2a,m), namely γ = ζ0+2ζ1+ · · ·+2
a−1ζa−1
and ζ0 6= 0 6= ζ1, are a generalization of negacyclic codes which are investigated in [9], and λ-constacyclic
codes, where λ is unit of the form 4z − 1 which are investigated in [12]. In fact if we take ζ0 = ζ1 =
· · · = ζa−1 = 1, then γ = 1 + 2 + 2
2 + · · · + 2a−1 = −1, and in this case a γ-constacyclic code is just a
negacyclic code; if we take ζ1 = ζ2 = 1, in this case γ = 1 + 2 + 4ζ2 + · · ·+ 2
a−1ζa−1 = −1 + 4z. Hence,
γ-constacyclic codes generalize both negacyclic and λ-constacyclic codes.
In the following, we study the structure of Rp(a,m, γ), where γ is of Type (0).
Theorem 3.13. (Cf. [13]) Let λ be a unit of a finite chain ring R of characteristic pa such that there is an
element λ0 ∈ R such that λ
ps
0 = λ. In
R[x]
〈xps−λ〉
, x−λ0 is nilpotent with nilpotency index a
ps − (a−1)ps−1.
Proposition 3.14. Let γ = ζ0 + p
2z be a unit of Type (0), and let α ∈ GR(pa,m) such that αp
s
= ζ0.
Then the ring Rp(a,m, γ) is a local ring with the unique maximal ideal 〈x − α, p〉. If z = 0, then x − α
has nilpotency ap
s
− (a− 1)ps−1.
Proof. By the same method used in Lemma 3.2, we can prove that x−α is noninvertible inRp(a,m, λ).
Let f(x) ∈ Rp(a,m, γ), then f(x) can be expressed as
f(x) = b0 + b1(x− α) + b2(x− α)
2 + · · ·+ bps−1(x− α)
ps−1 ,
where bi ∈ GR(p
a,m). Clearly, b1(x−α)+b2(x−α)
2+· · ·+bps−1(x−α)
ps−1 is noninvertible inRp(a,m, γ).
Note that, Rp(a,m, γ) is a local ring, then f(x) is noninvertible if and only if b0 ∈ pGR(p
a,m). Thus
the ideal 〈p, x − α〉 is the set of all noninvertible elements of Rp(a,m, γ). Hence, Rp(a,m, γ) is a local
ring with maximal ideal 〈p, x − α〉. Now suppose p ∈ 〈x − α〉. Then there are polynomials f1(x) and
f2(x) ∈ GR(p
a,m)[x] such that p = f1(x)(x − α) + f2(x)(x
ps − γ). Putting x = α then
p = f1(α)(α − α) + f2(α)(α
ps − ζ0 − p
2z)
= f2(α)(ζ0 − ζ0 − p
2z) = −p2zf2(α),
which is impossible because the nilpotency index of p is equal to a, and the nilpotency index of p2zf2(α)
is less than a. Obviously, x − α 6∈ 〈p〉. Thus, 〈p, x − α〉 is not a principal ideal of Rp(a,m, γ), which
implies that Rp(a,m, γ) is not a chain ring. The rest of the theorem follows from Theorem 3.13. 
As mentioned earlier, the sets of Type (0) and Type (1) form a partition of the set of all units of
GR(pa,m) when a ≥ 2, then from Proposition 3.14 and Theorem 3.3 we have the following theorem.
Theorem 3.15. Let γ = ζ0 + pζ1 + p
2z be a unit in GR(pa,m), then the ring Rp(a,m, γ) is chain ring
if and only if γ is of Type (1), i.e., Rp(a,m, γ) is chain ring if and only if ζ1 and ζ0 are both nonzero.
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4 Hamming distance
As mentioned in Section 3, γ-constacyclic codes over the Galois ring GR(pa,m) are exactly ideals of the
ring Rp(a,m, γ). If γ is of Type (1), then γ-constacyclic codes are precisely the ideals 〈(x − α)
i〉 of the
chain ring Rp(a,m, γ), where i = 0, 1, · · · , p
sa.
In this section, we will use the structure of γ-constacyclic codes of length ps over GR(pa,m) to
compute their Hamming distances. By Theorem 3.3 and Lemma 3.2, for 0 ≤ i ≤ (a− 1)ps,
〈(x − α)i〉 ⊇ 〈(x− α)(a−1)p
s
〉 = 〈pa−1〉.
That means the Hamming distances of the codes 〈(x−α)i〉, for 0 ≤ i ≤ (a−1)ps are 1. For the remaining
values of i, i.e., (a−1)ps ≤ i ≤ aps−1, the main tool is the Hamming distances of all pm-ary constacyclic
codes of length ps over Fpm , that were established in [11].
Theorem 4.1. (Cf. [[11], Theorem 4.11]) Let C be a λ-constacyclic code of length ps over Fpm , then
C = 〈(λ0x + 1)
i〉 ⊆
Fpm [x]
〈xps−λ〉
, for i ∈ {0, 1, · · · , ps} and λp
s
0 = −λ
−1. Its Hamming distance d(C) is
completely determined by
d(C) =


1, if i = 0,
l+ 2, if lps−1 + 1 ≤ i ≤ (l + 1)ps−1, where 0 ≤ l ≤ p− 2,
(t+ 1)pk,
if ps − ps−k + (t− 1)ps−k−1 + 1 ≤ i ≤ ps − ps−k + tps−k−1,
where 1 ≤ t ≤ p− 1, and 1 ≤ k ≤ s− 1,
0, if i = ps.
Proposition 4.2. Let γ = ζ0 + pζ1 + p
2z ∈ GR(pa,m) be a unit of Type (1), and let C = 〈(x − α)i〉 ⊆
Rp(a,m, γ) be a γ-constacyclic code, where p
s(a − 1) ≤ i ≤ aps. Then the Hamming distance of C is
completely determined by
d(C) =


1, if i = ps(a− 1),
l+ 2, if ps(a− 1) + lps−1 + 1 ≤ i ≤ ps(a− 1) + (l + 1)ps−1, where 0 ≤ l ≤ p− 2,
(t+ 1)pk,
if aps − ps−k + (t− 1)ps−k−1 + 1 ≤ i ≤ aps − ps−k + tps−k−1,
where 1 ≤ t ≤ p− 1, and 1 ≤ k ≤ s− 1,
0, if i = aps.
Proof. By Lemma 3.2, 〈(x − α)p
s
〉 = 〈p〉 in Rp(a,m, γ). By the division algorithm, there exists
nonnegative integer 0 ≤ j < ps, such that i = (a− 1)ps + j. Therefore,
〈(x − α)i〉 = 〈(x − α)(a−1)p
s+j〉 = 〈pa−1(x− α)j〉.
Now, the ideals 〈pa−1(x−α)i〉 of Rp(a,m, γ) are indeed the sets of elements from the ideals 〈(x−α)
i〉
of
Fpm [x]
〈xps−ζ0〉
multiplied by pa−1. Hence, the proof follows from Theorem 4.1. 
From Theorem 3.3 and Propositions 4.2, we now have the Hamming distances of all γ-constacyclic
codes of length ps over GR(pa,m).
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Theorem 4.3. Let γ ∈ GR(pa,m) be a unit of Type (1), and C be a γ-constacyclic code of length
ps over GR(pa,m), i.e., C = 〈(x − α)i〉 ⊆ Rp(a,m, γ), for some integer i ∈ {0, 1, · · · , p
sa}. Then the
Hamming distance of C can be completely determined as follows:
d(C) =


1, if 0 ≤ i ≤ ps(a− 1),
l + 2, if ps(a− 1) + lps−1 + 1 ≤ i ≤ ps(a− 1) + (l + 1)ps−1 where 0 ≤ l ≤ p− 2,
(t+ 1)pk,
if aps − ps−k + (t− 1)ps−k−1 + 1 ≤ i ≤ aps − ps−k + tps−k−1,
where 1 ≤ t ≤ p− 1, and 1 ≤ k ≤ s− 1,
0, if i = aps.
5 Homogeneous distance
The homogeneous weight on finite rings is a generalization of the Hamming weight on finite fields and
the Lee weight on the residue ring of integers modulo 4. It was first introduced in [8] over integer residue
rings, and later over finite Frobenius rings. This weight has numerous applications for codes over finite
rings, such as constructing extensions of the Gray isometry to finite chain rings [20, 19, 16], or providing
a combinatorial approach to MacWilliams equivalence theorems (cf. [22, 23, 35]) for codes over finite
Frobenius rings [17]. In this section, we shall compute the homogeneous distance of Type (1) constacyclic
codes over Galois rings.
Let a ≥ 2, then the homogeneous weight on GR(pa,m) is a weight function on GR(pa,m) given as
wh : GR(p
a,m) −→ N, r 7→


0, if r = 0,
(pm − 1) pm(a−2), if r ∈ GR(pa,m)
∖
pa−1GR(pa,m),
pm(a−1), if r ∈ pa−1GR(pa,m)
∖
{0}.
The homogeneous weight of a word x = (x0, x1, · · · , xn−1) of length n over GR(p
a,m) is the rational sum
of the homogeneous weights of its components, i.e., wh(x) =
n−1∑
i=0
wh(xi).
The homogeneous distance (or minimum homogeneous weight) dh of a linear code C is the minimum
homogeneous weight of nonzero codewords of C:
dh(C) = min
{
wh(x− y)
∣∣x, y ∈ C, x 6= y} = min {wh(c) ∣∣ c ∈ C, c 6= 0}.
Theorem 5.1. Let γ ∈ GR(pa,m) be a unit of Type (1), and let C be a γ-constacyclic code of length
ps over GR(pa,m), i.e., C = 〈(x − α)i〉 ⊆ Rp(a,m, γ), for some integer i ∈ {0, 1, · · · , p
sa}. Then the
homogeneous distance dh(C) of C can be completely determined:
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dh(C) =


0, if i = aps,
(pm − 1) pm(a−2), if 0 ≤ i ≤ ps(a− 2),
pm(a−1), if ≤ ps(a− 2) + 1 ≤ i ≤ ps(a− 1),
(l + 2)pm(a−1), if ps(a− 1) + lps−1 + 1 ≤ i ≤ ps(a− 1) + (l + 1)ps−1, where 0 ≤ l ≤ p− 2,
(t+ 1)pm(a−1)+k,
if aps − ps−k + (t− 1)ps−k−1 + 1 ≤ i ≤ aps − ps−k + tps−k−1,
where 1 ≤ t ≤ p− 1, and 1 ≤ k ≤ s− 1.
Proof. By Lemma 3.2, 〈(x− α)p
s
〉 = 〈p〉, and therefore 〈(x − α)p
sj+t〉 = 〈pj(x− α)t〉.
If 0 ≤ i ≤ ps(a − 2), we get 〈1〉 ⊇ C ⊇ 〈pa−2〉. Since dh(〈1〉) = dh(〈p
a−2〉) = (pm − 1) pm(a−2),
dh(C) = (p
m − 1) pm(a−2).
If ps(a− 2)+1 ≤ i ≤ ps(a− 1), then 〈pa−2(x−α)〉 ⊇ C ⊇ 〈pa−1〉. Clearly, dh(〈p
a−1〉) = pm(a−1) and
dh(〈p
a−2(x− α)〉) ≥ 2(pm − 1)pm(a−2) ≥ pm(a−1). Thus,
pm(a−1) ≤ dh(〈p
a−2(x− α)〉) ≤ dh(C) ≤ dh(〈p
a−1〉) = pm(a−1).
This implies that dh(C) = p
m(a−1).
If ps(a − 1) + 1 ≤ i ≤ psa − 1, then C = 〈pa−1(x + 1)j〉, 1 ≤ j ≤ ps − 1. Let c ∈ C, then c can be
expressed as
c =
ps−1∑
i=0
pa−1cix
i,
where ci ∈ GR(p
a,m). Hence, dh(C) = d(C)p
m(a−1) and the rest of the proof follows from Theorem 4.3.

6 Conclusion
In this paper we investigated γ-constacyclic codes over GR(pa,m) of length ps. We showed that the
ambient ring Rp(a,m, γ) is a chain ring if and only if γ is of Type (1). Moreover, if γ is of Type (1),
then the complete algebraic structure, the Hamming and homogeneous weight for such γ-constacyclic
codes are provided. If γ is of Type (0), the ring Rp(a,m, γ) is a local ring with maximal ideal 〈p, x−α〉,
but not a chain ring. However, the complete algebraic structure of constacyclic codes of Type (0) is still
unknown in general. It is interesting to give the complete algebraic structure of such kind of constacyclic
codes and investigate their distances. It is also a challenge to characterize all self-dual and self-orthogonal
constacyclic codes of Type (0). Moreover, it will be very interesting to generalize the results in this paper
to constacylic codes over finite commutative chain rings.
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