Abstract. Remotely sensed images collected by satellites are usually contaminated by the effects of atmospheric particles through the absorption and scattering of radiation from the earth's surface. The objective of atmospheric correction is to retrieve the surface reflectance from remotely sensed imagery by removing the atmospheric effects, which is usually performed in two steps. First, the optical characteristics of the atmosphere are estimated and then the remotely sensed imagery is corrected by inversion procedures that derive the surface reflectance. In this paper we introduce an efficient algorithm to estimate the optical characteristics of the Thematic Mapper imagery and to remove the atmospheric effects from it. Our algorithm introduces a set of techniques to significantly improve the quality of the retrieved images. We pay particular attention to the computational efficiency of the algorithm, thereby allowing us to correct large TM images quickly. We also provide a parallel implementation of our algorithm and show its portability and scalability on three parallel machines.
Introduction
Remote sensing techniques have been extensively applied in different disciplines. However, the radiation from the earth's surface, which is highly correlated with surface-inherent properties, is largely contaminated by the atmosphere. The objective of atmospheric correction is to retrieve the surface reflectance from observed pixel values at the top of the atmosphere by removing atmospheric effects. It has been demonstrated [6, 4] that the removal of atmospheric effects can significantly improve the accuracy of image classification.
So far, no operational method is available to remove atmospheric effects on a large scale. In our previous work [3] , which assumes the existence of good estimations of atmospheric parameters, we presented a general efficient scheme. In this paper we develop a fast algorithm to estimate the aerosol optical thickness from Thematic Mapper (TM) imagery and present experimental results that illustrate the effectiveness of our approach.
The Thematic Mapper (TM) ofLandsats 4 and 5 provides a substantial amount of imagery that has a high spatial resolution (30 meters) and a high spectral resolution and that has been widely used for resource inventory, environmental monitoring, and a variety of other applications [16] . The spectral characteristics of TM imagery are summarized in Table 1 .
The first three channels are in the visible spectrum corresponding to blue, green, and red. Channels 4 and 5 are in the near-infrared spectrum and channel 7 is a middle-infrared band. Since channel 6 is in the thermal region that has a different spatial resolution (120 meters) and different physical properties, it is rarely used in the environmental sciences and will not be considered in this study.
Background
Assuming that the atmosphere is bounded by a Lambertian surface (i.e., reflects solar energy isotropically), the upward radiance at the top of the cloud-free, horizontally homogeneous atmosphere can be expressed by the equation [2] pFar L "~ = L0 + 7c(1 -sp)' (1) where Lo is the upward radiance of the atmosphere with zero surface reflectance (i.e., p = 0), often called path radiance; Fa is the downward flux (total integrated irradiance) at the ground; T is the transmittance from the surface to the sensor (the probability that a photon travels through a path without being scattered or absorbed); and s is the spheric albedo of the atmosphere (the probability that a photon reflected from the surface is reflected back to the surface).
In order to invert p from L ~ through equation (1), we need to determine the quantities Lo, Fa, T, and s, which are functions of the wavelength, atmospheric optical properties, and a set of locational parameters, such as surface elevation, sensor heights, viewing zenith and azimuth angles, and solar zenith angle. There are two main tasks involved. The first is to estimate the atmospheric properties and the second is to calculate the functions required to invert the surface reflectance p.
Estimating Atmospheric Properties
It is not realistic to assume that simultaneous measurements of all atmospheric optical properties are operationally available due to the rapid variation of the atmosphere, and the estimation of the atmospheric optical properties from the imagery itself is the only operational scheme to achieve the atmospheric correction. One of the main parameters needed for the correction of TM imagery is the aerosol optical depth, which measures atmospheric turbidity. If the atmosphere is perfectly clear, the aerosol optical depth is zero. When the atmosphere becomes more turbid, its value becomes greater than zero and may exceed one. There are several methods for estimating aerosol optical depth from the imagery, including contrast estimation [7, 15] and the dark object approach [9, 8] , but practical implementations of these have not been reported. The dark object approach is used for this study because of its simplicity and effectiveness [9] . The idea behind this approach is quite simple. We search for pixels with low surface reflectance using TM band 7 [8] , in which the aerosol effect is negligible, and assign a small surface reflectance to the resulting dark pixels. The aerosol optical depth can be determined from equation (1) . Note that in this case the deviation of the assigned reflectance from the true reflectance will not result in a large uncertainty for the estimation of aerosol optical depth since both are very small.
Surface Reflectance Retrieval
Given the aerosol optical depth, the determination of Lo, Fd, T, and s in equation (1) is not a simple task due to the fact that these quantities are related to the solutions of the radiative transfer equation [2] , which is an integro-differential equation for which no analytical solution is available. There are several approaches to obtain practical solutions. The first is to use a numerical iterative approach, such as the discrete-ordinate algorithm [ 10] or the Gauss-Seidel algorithm [11] . The resulting solutions are accurate, but the methods involved are computationally very expensive and not feasible for large-scale studies.
Another approach is to simplify the radiative transfer equation by using approximations, such as the two-stream [13] and the four-stream [12] approximations. These approximation algorithms are computationally efficient, but the accuracy is limited. An alternative is to set up off-line lookup tables [5] for certain input values. With the additional tables, the quantities (L0, Fa, T, and s) can be efficiently calculated with high accuracy using interpolations. This lookup table approach has been explored in our previous study [3] , and further improvements will also be presented in this paper.
Computational Complexity
Estimating the optical depth requires the extensive handling of large amounts of data residing in external storage; hence the optimization of both computation time and I/O time must be considered. To get a better idea about the volume of data involved, we should mention that a single standard TM image consists of approximately 50 million pixels per band (300 million pixels total), and thus more than 1012 pixels are required to represent the entire globe. In order to handle such massive amounts of data, our main objectives are to 9 design very efficient serial algorithms that correct different types of landscape in TM imagery and to 9 develop parallel versions of these algorithms that are scalable in terms of the number of processors, the number of I/O nodes, and the size of internal memory.
H. FALLAH-ADL, J. J,~.JA, AND S. LIANG We develop in this paper a new algorithm for estimating the aerosol optical thickness and a new atmospheric correction algorithm that appear to work very well on a variety of images and that satisfy our two stated objectives. The rest of the paper introduces the algorithms and provides examples of our implementation.
Estimating Aerosol Optical Depth

Description of Algorithm
Our algorithm for estimating the aerosol optical depth for TM imagery is based on the dark object method. The algorithm operates on windows of size w x w and can be sketched as follows.
Aerosol Optical Depth Estimation Algorithm :
Step
A: For each window of the input image, determine if it contains a dark object. If the affirmative, estimate the aerosol optical depth of all the pixels in the window for the first five bands.
Step B: For each window without a dark object, estimate the aerosol optical depth of its pixels by interpolating on the neighboring windows with dark objects.
The determination of the window size w is not simple due to two conflicting requirements. On the one hand, increasing the window size will increase the chances of finding a dark pixel and will reduce the overall computational complexity. On the other hand, the larger the window size, the less accurate the computed optical thickness will be. In general, atmospheric conditions and the resolution of the image determine the value of w.
In step A we search for dark objects in each window, and if one or more dark pixels are encountered, aerosol optical depth is estimated for that window. We next give the details of executing step A. Note that the algorithm for computing aerosol optical depth given surface reflectance and upward radiance needed for steps 4 and 8 will be given later. The procedure for determining the aerosol optical depth, given surface reflectance and upward radiance, is very similar to the method for determining the surface reflectance given aerosol optical depth and upward radiance [3] . We use lookup tables to compute Lo, Fa, T, and s (as functions of aerosol optical depth) by interpolation, followed by computing the upward radiance (as a function of aerosol optical depth) using equation (1) . We then use spline interpolation of degree one on the upward radiance to compute the aerosol optical depth.
Algorithm for Estimating Aerosol Optical Depth for Each
The algorithm just described handles the case when there is at least one dark object in the window. Otherwise, we continue in the main algorithm with step B, in which we estimate optical depth by interpolating on the optical depths of the neighboring windows. This can be repeated until we have the optical depth for all the windows.
A straightforward implementation of the strategy sketched above coupled with our earlier atmospheric correction algorithm [3] showed large variations in the quality of corrected images. More precisely, the algorithm performed well only when the atmospheric conditions did not change rapidly, the optical depth was not high, and the image did not include any clouds or water.
Modified Algorithm
To improve the accuracy of our estimation for optical thickness, we build a window of appropriate size around each pixel and apply the same window algorithm as before. We find the optical depth of each pixel (not a window), and therefore we expect to generate more accurate estimates. It turns out that with this modification, the algorithm performs well even when the atmospheric conditions change rapidly, the optical depth is high, and the image includes clouds. A major problem with this approach is the resulting increase in the number of computations by a factor of about w 2. However, we view the window as sliding from left to right, one column at a time, while performing some operations at each move. By recording the intermediate results in previous columns, we reduce the number of operations to O(N2w).
To get rid of what appears to be random noise, we perform a smoothing step once at the end of the algorithm, which is done over a small window of pixels. Also, we replace the interpolation in step B in the main algorithm by an averaging operation and combine it with the smoothing step to improve the timing of the algorithm.
Atmospheric correction over water is very important because almost all land surfaces contain some water bodies, such as rivers, lakes, and ponds. We identify water pixels by comparing their vegetation index with some threshold and exclude them from the list of dark objects to avoid overestimation of optical depth. With this modification, all the windows that fall completely in water areas will not have any dark objects. In this case we determine the optical depth as follows. Ifa window does not have any dark objects and its corresponding pixel is a water pixel, we examine the pixel's reflectance in channel 3. If the reflectance is high, we conclude that it is shallow or contaminated water (or both) and we assign zero optical depth to it. Therefore, in the corrected image its reflectance will also be high in the first three channels. But if its reflectance is low, we conclude that it is deep and clean water and we calculate the optical depth, assuming p = 0. Therefore, its reflectance will also be low in the corrected image. By applying the above technique we were able to extend the algorithm's scope to images with different kinds of water areas and even to improve the quality of the correction in land areas because occasionally there are scattered water pixels in land areas.
A potential computational bottleneck of the algorithm is the step to check the condition ~-1 >__ ~-3 and to repeat the steps prior to it using smaller thresholds whenever the condition is not satisfied. After examining the situations under which this condition is not satisfied, we decided to do the following. If the condition is not satisfied and it is a water pixel, then we follow the same procedure as in the case of a window without any dark objects in which the corresponding pixel is a water pixel. Otherwise, we accept them as they are. 2
To further improve the timing, we combine our parameter estimation and surface-reflectance retrieval algorithms [3] , which exploit the fact that most of the operations are repeated in both algorithms. Also, we digitize the optical depth values and use lookup tables for interpolation on optical depth values. Therefore, in the worst case the new algorithm will require only several hundreds of interpolations on optical depth rather than hundreds of thousands of interpolations for a standard TM image. Experimental results show that our algorithm requires less than 60 minutes to correct a standard TM image with 50 million pixels per band (300 million pixels total) on an IBM RS6000 workstation. To speed up the computation, we develop an implementation on a parallel machine, a topic addressed in the next section.
Parallel Implementation
In general, the entire image may not fit in the main memory and hence we have to deal with the issue of storing and accessing the image externally. In the sequential case there is basically one way to store the image on the disk available. For a parallel machine we seek to achieve an efficient layout of the input imagery on the disks and an efficient mapping of the computation across the processors in such a way that the total computation and I/O times are minimized. In this section we present different parallel implementations of our algorithm under two I/O models representing possible configurations on current parallel machines. We later analyze and compare the performance of the different algorithms.
Parallel I/O Systems
Parallel I/O systems are usually installed on a set of disks that can physically be configured as (1) shared disks, (2) distributed disks, or (3) semidistributed disks.
In the shared-disks configuration we have a number p of computation nodes P0, P1, 9 9 Pp-1 and a number d of I/O nodes, No, N1 .... , Nd-1, each holding one or more disks (possibly a small RAID), connected through an interconnection network. This dedicated I/O node scheme is the most widely used approach for parallel I/O subsystems by vendors, and in fact any system can be configured this way.
In the distributed-disks architecture there are no dedicated I/O nodes, and one or more disks are attached to each computation node, which means every node is responsible for both computation and I/O. As an example the UMIACS SP-2 is configured with the disks distributed over all the nodes.
In the semidistributed-disks configuration the I/O nodes are a subset of the computation nodes, and thus these nodes are responsible for both computation and I/O, while the remaining nodes are dedicated only for computation. As an example the SP-1 in Argonne has 128 compute nodes, 8 of which also perform the function of I/O servers for the parallel file system.
Parallel File Systems
Parallel file systems differ in flexibility and modes of operation, regardless of the physical structure of the I/O subsystem. In some parallel file systems, like the sfs on the Thinking Machines CM-5 and the pJ? on the Intel Paragon, the details of striping are hidden from the application and users cannot control the file distribution across the disks; that is, data are striped over the disks based on some predefined system parameters. With other parallel file systems, users can dynamically control the file distribution over the disks. This flexibility can lead to more efficient implementations of some algorithms. The piofs parallel file system on the IBM SP-1 and SP-2 is an example of this type of system, which exposes the parallel I/O capabilities at the file system interface.
Some parallel file systems provide both independent and synchronous I/O. To access a file in synchronous mode, the file should be opened globally by all nodes. Synchronous mode allows nodes to access sequential portions of a file, and the data read from or written into the file come from each node in sequence, from node 0 to the highest numbered node. The sj~ and pJ~ both provide synchronous I/O mode; piofs does not support synchronous I/O, but provides a more general subtile mechanism that allows users to accomplish the same effect.
Parallel Algorithm
We now sketch the parallel implementations of our algorithm and how they achieve their computation and I/O scalability. All the algorithms are designed using the SPMD model, and hence each processor runs the same code but on different parts of the image. Also we have used the multiblock PARTI library [ 1, 14] for communication whenever needed to make our code portable to a large set of parallel machines.
The I/O performance can be estimated by using the number of passes through the data and the number of disk accesses. Our parallel implementations of the algorithm, to be discussed shortly, require only one pass through the image and hence we only need to minimize the number of disk accesses. Furthermore, we should balance the computation among the nodes and minimize the interprocessor communication time.
We balance the computation by partitioning each image equally among the processors. To minimize the number of disk accesses [3] , each processor during each iteration processes a slab (as opposed to a block) consisting of the maximum possible number of consecutive rows that can fit in its internal memory. More precisely, each processor reads a slab sequentially, processes it, and writes back the result. This procedure is repeated until the entire image is processed. Clearly, the number of disk accesses is minimal and thus the total I/O transfer time is optimal.
Interprocessor communication time depends on the image partitioning policy among the computation nodes. There are basically two approaches. The first, calledfine-grain partitioning, processes r x p consecutive rows during each iteration such that the first r rows go to the first processor, the second r rows go to the second processor, and so on, where r is the maximum number of rows that can fit in the main memory of each node. This method requires synchronization after each read or write and requires interprocessor communication since each processor must get _w@ rows from its neighbors (if they exist) during each iteration, where w is the window size used by our algorithm. Such an approach seems to be effective for the shared-disks configuration, especially with optimized synchronous I/O mode.
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.E In the second method, called coarse-grain partitioning, we partition the N x N input N consecutive rows. Each image into p equal subimages, each subimage consisting of 7 processor handles a subimage independent of the other processors in several iterations, and only the top and bottom slabs need the extra ~ rows from neighboring nodes, if they exist. These extra rows should be read at the very beginning of processing the subimage and at the end &processing. Such a scheme requires much less communication compared to the fine-grain approach, when the number of iterations is high, and seems to be well suited for the distributed-disks configuration with dynamic file distribution capability over the disks.
Experimental Results
The performance data obtained by running our codes on a 16-node SP-2, a 128-node SP-1, a 512-node CM-5, and a 512-node Paragon are plotted in Figures 2 through 6 . All the results are for a standard TM image with 50 million pixels per band and thus the input consists of 300 million pixels. In the remaining discussion, computation time also includes communication time, unless otherwise stated. Figure 2 shows the computation and I/O times on an SP-2 with a distributed-disks configuration, which allows dynamic data distribution over the disks. Obviously, the computation time scales very well with the number of processors and is slightly higher for the fine-grain approach due to the higher communication and synchronization times.
The I/O time is negligible compared to the computation time, and we do not expect it to scale with the number of processors, but to decrease slightly as we increase the number of nodes, because all the nodes participate in the I/O even if we use a subset of nodes for computation. More importantly, the I/O time for the coarse-grain approach is smaller, because this approach allows us to use the dynamic data distribution feature ofthepiofs file system. Figure 3 shows the computation time on an SP-1 with a semidistributed-disks configuration. The computation time for both algorithms scales well, but is slightly higher for the fine-grain approach. The I/O time is not shown because it depends heavily on the machine load, since the I/O nodes are also computation nodes. The performance results for the fine-grain approach on a CM-5 with a shared-disks configuration are shown in Figure 4 . Clearly, the computation time scales well and the I/O time decreases by a small amount as the number of processors is increased, which is consistent with our expectation because the number of I/O nodes remains constant. Also, as we increase the number of processors, the I/O time dominates the computation time.
The coarse-grain algorithm did not perform well on the CM-5 because its parallel file system is optimized for synchronous I/O and does not perform well in independent mode. Figure 5 shows the computation and I/O times on a Paragon with a shared-disks configuration. The computation time for the coarse-grain approach scales well up to 512 nodes, but it scales only up to 128 nodes for the fine-grain algorithm due to the fact that the finegrain approach requires synchronization and communication in each iteration, which are expensive operations on a large Paragon with a mesh-structured network.
On the Paragon, unlike the CM-5, the I/O time increases as the number of nodes increases, even though both machines have the shared-disks configuration. This inconsistency is mainly the result of the architectural differences in the interconnection networks of the two machines. The interconnection network on our Paragon is a 16 x 32 mesh, and 16 I/O nodes are connected along one side (with 16 nodes). Therefore, whenever the number of nodes is greater than 16, there will be contention over the network, and increasing the number of processors will make the problem worse. On the other hand, the CM-5 uses a fat tree structure, in which the network bandwidth increases proportionally to the number of nodes. Obviously, the total time scales only up to 64 nodes because of the I/O behavior. Figure 6 compares the total times for the Intel Paragon, the IBM SP-2, and the Thinking Machines CM-5. The coarse-grain approach is used for all the machines, except the CM-5, for which we have used the fine-grain algorithm.
Conclusion
We introduced an efficient algorithm to estimate the optical characteristics of the Thematic Mapper imagery and to remove the atmospheric effects from it. We also presented the parallel implementations of our algorithm, which are scalable and I/O optimal. Experimental results on different parallel machines showed their portability and scalability.
This work constitutes a part of a large multidisciplinary grand challenge project on the application of high-performance computing to land cover dynamics. Other aspects include parallel algorithms and systems for image processing and spatial data handling, with an emphasis on object-oriented programming and parallel I/O of large-scale images and maps. 
