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a b s t r a c t
In this paper, we investigate the global exponential stability of impulsive high-order
Hopfield type neural networks with delays. By establishing the impulsive delay differential
inequalities and using the Lyapunov method, two sufficient conditions that guarantee
global exponential stability of these networks are given, and the exponential convergence
rate is also obtained. A numerical example is given to demonstrate the validity of the
results.
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1. Introduction
Hopfield neural networks have been extensively studied and developed in recent years, and there has been considerable
attention in the literature on Hopfield neural networks with time delays, (see, e.g., [1–7]). Continuous-time and discrete-
time Hopfield-type neural networks have been applied to model identification, optimization, etc. However, there are
many impulsive phenomena in biological systems, economics systems, control systems, telecommunication systems and
engineering applications, etc., which can be well described by impulsive systems. Impulsive neural networks have been
considered in [8–12], and the stability, existence of the equilibrium of such networks have been investigated. Because
the fact that high-order neural networks have a stronger approximation property, faster convergence rate, greater storage
capacity, higher fault tolerance than lower order neural networks, we consider impulsive high-order Hopfield type neural
networks with delays in the present paper. The Lyapunov method and M-matrix theory are employed to investigate the
sufficient conditions for the global exponential stability. This paper is organized as follows. In Section 2, an impulsive high-
order Hopfield type neural network with delays model is described. Impulsive delay differential inequalities are established
in Section 3. Based on the Lyapunov stability theory, in combination with the obtained results in Section 3, two global
exponential stability criteria for neural networks are derived in Section 4. An example and conclusions are given in Sections 5
and 6, respectively.
2. Systems description and preliminaries
We consider the impulsive high-order Hopfield type neural networks with delays described by the following impulsive
differential equations:
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Ciu˙i(t) = −ui(t)Ri +
n∑
j=1
Tijgj(uj(t − τj))+
n∑
j=1
n∑
l=1
Tijlgj(uj(t − τj))gl(ul(t − τl))+ Ii, t 6= tk
1ui(t) = diui(t−)+
n∑
j=1
Wijhj(uj(t− − τj))+
n∑
j=1
n∑
l=1
Wijlhj(uj(t− − τj))hl(ul(t− − τl)), t = tk
(2.1)
where i = 1, 2, . . . , n.
1ui(tk) = ui(tk) − ui(t−k ), ui(t−k ) = limt→t−k ui(t), k ∈ Z = {1, 2, . . .}, the time sequence {tk} satisfies 0 < t0 < t1 <
t2 < · · · < tk < tk+1 < · · ·, and limk→∞ tk = ∞; Ci > 0, Ri > 0, and Ii are, respectively, the capacitance, the resistance,
and the external input of the ith neuron; Tij,Wij and Tijl,Wijl are, respectively, the first and second order synaptic weights
of the neural networks; τi (i = 1, 2, . . . , n), is the transmission delay of the ith neuron such that 0 ≤ τi ≤ τ , where τ is a
constant.
The initial condition for (2.1) is given by ui(s) = ψi(s), s ∈ [t0 − τ , t0],whereψi : [t0 − τ , t0] → R, (i = 1, 2, . . . , n), is
a continuous function.
Throughout this paper, we assume that the neuron activation function gi(u), hi(u), i = 1, 2, . . . , n, satisfies the following
condition:
|gi(ui)| ≤ Mi, 0 ≤ gi(ui)− gi(vi)ui − vi ≤ Ki, ∀ui 6= vi, ui, vi ∈ R (2.2a)
|hi(ui)| ≤ Ni, 0 ≤ hi(ui)− hi(vi)ui − vi ≤ Li, ∀ui 6= vi, ui, vi ∈ R (2.2b)
where i = 1, 2, . . . , n.
Let u∗ = (u∗1, u∗2, . . . , u∗n, )T be an equilibrium point of (2.1), and set xi(t) = ui(t) − u∗i , fi(xi(t − τi)) = gi(ui(t − τi)) −
gi(u∗i ), ϕi(xi(t − τi)) = hi(ui(t − τi)) − hi(u∗i ), diu∗i +
∑n
j=1Wijhj(u
∗
j ) +
∑n
j=1
∑n
l=1Wijlhj(u
∗
j )hl(u
∗
l ) = 0, i = 1, 2, . . . , n.
Then, for each i = 1, 2, . . . , n,
|fi(z)| ≤ Ki|z|, zfi(z) ≥ 0, |ϕi(z)| ≤ Li|z|, zϕi(z) ≥ 0, ∀z ∈ R. (2.3)
System (2.1) may be written as follows:
Cix˙i(t) = −xi(t)Ri +
n∑
j=1
(
Tij +
n∑
l=1
(Tijl + Tilj)ζl
)
fj(xj(t − τj)), t 6= tk
1xi(t) = dixi(t−)+
n∑
j=1
(
Wij +
n∑
l=1
(Wijl +Wilj)ξl
)
ϕj(xj(t− − τj)), t = tk
(2.4)
where i = 1, 2, . . . , n; ζl is between gl(ul(t − τl)) and gl(u∗l ) and ξl is between hl(ul(t−k − τl)) and hl(u∗l ).
The initial condition for (2.4) is given by φi(t) = ψi(t)− u∗i , t ∈ [t0 − τ , t0], i = 1, 2, . . . , n.
Lemma 1. System (2.1) admits at least one equilibrium point.
The proof of Lemma1 is similar to that given in [7, Theorem1]. An additional difference is the consideration of the impulse
effect.
We denote by R+ the set of nonnegative real numbers, Rn the n-dimensional Euclidean space. C =
diag(C1, C2, . . . , Cn), R = diag(R1, R2, . . . , Rn), and K = diag(K1, K2, . . . , Kn).
For t ∈ R and τ , τi ∈ R+, i = 1, 2, . . . , n, define
C([t − τ , t],R) = {ψ : [t − τ , t] → R | ψ is continuous on [t − τ , t]} ,
Cn = C([t − τ1, t],R)× C([t − τ2, t],R)× · · · × C([t − τn, t],R),
G(t, x, y) ∈ {G : R+ ×Rn × Cn → Rn | G is continuous onR+ ×Rn × Cn} .
Definition 1 ([3]). We said that G(t, x, y) is belong to the functions class Hn, if the following conditions are satisfied:
(i) ∀ t ∈ I,∀ x ∈ Rn,∀ y(1), y(2) ∈ Cn. G(t, x, y(1)) ≤ G(t, x, y(2)) for y(1) ≤ y(2) (i.e., y(1)i ≤ y(2)i , i = 1, 2, . . . , n);
(ii) ∀ t ∈ I,∀ y ∈ Cn,∀ x(1) ≤ x(2) ∈ Rn. If x(1) ≤ x(2), but for some i, x(1)i = x(2)i .
Then, for these i, gi(t, x(1), y) ≤ gi(t, x(2), y).
B. Xu et al. / Computers and Mathematics with Applications 57 (2009) 1959–1967 1961
3. Impulsive delay differential inequality
We can extend the Lemmas 2 and 3 in [3] as follows:
Lemma 2. Assume that x(t) = (x1(t), x2(t), . . . , xn(t))T, and y(t) = (y1(t), y2(t), . . . , yn(t))T are n-dimensional continuous
functions.
Let x(t) = (x1(t), x2(t), . . . , xn(t))T, y(t) = (y1(t), y2(t), . . . , yn(t))T, where xi(t) = supt−τi≤s≤t xi(s), yi(t) =
supt−τi≤s≤t yi(s), i = 1, 2, . . . , n.
If the following conditions are satisfied:
(i) xi(θ) < yi(θ) for all θ ∈ [−τi, 0], i = 1, 2, . . . , n;
(ii) D+yi(t) > gi(t, y(t), y(t)) for all t ≥ 0, i = 1, 2, . . . , n,
D+xi(t) ≤ gi(t, x(t), x(t)) for all t ≥ 0, i = 1, 2, . . . , n.
Then x(t) < y(t) for all t > 0, where
G(t, x(t), x(t)) = (g1(t, x(t), x(t)), g2(t, x(t), x(t)), . . . , gn(t, x(t), x(t)))T ∈ Hn.
Lemma 3. Assume that the following conditions are satisfied:
(i) D+xi(t) ≤∑nj=1 aijxj(t)+∑nj=1 bijxj(t), i = 1, 2, . . . , n,
where xj(t) = supt−τj≤s≤t xj(s), aij ≥ 0 for i 6= j, bij ≥ 0, i, j = 1, 2, . . . , n,
∑n
j=1 xj(t0) > 0;
(ii)M = −(aij + bij)n×n is an M-matrix.
Then there exist constantsα > 0, γi > 0, i = 1, 2, . . . , n, such that xi(t) ≤ γi[∑nj=1 xj(t0)]e−α(t−t0) for t ≥ t0, i = 1, 2, . . . , n.
Lemma 4. For differential inequality
D+xi(t) ≤
n∑
j=1
aijxj(t)+
n∑
j=1
bijxj(t), t 6= tk
xi(t) ≤
n∑
j=1
c(k)ij xj(t
−)+
n∑
j=1
d(k)ij xj(t
−), t = tk
i = 1, 2, . . . , n, (3.1)
where xj(t−k ) = limt→t−k xj(t), xj(t) = supt−τj≤s≤t xj(s), xj(t
−
k ) = suptk−τj≤s<tk xj(s), xi(t0 + θ) is continuous for all
θ ∈ [t0 − τi, t0], 0 < τi ≤ τ , i = 1, 2, . . . , n. aij ≥ 0 for i 6= j, bij ≥ 0, c(k)ij ≥ 0, d(k)ij ≥ 0, i, j = 1, 2, . . . , n, k ∈
Z,
∑n
j=1 xj(t0) > 0.
The sequence of impulse time {tk} is assumed to satisfy 0 < t0 < t1 < t2 < · · · < tk < tk+1 < · · · and limk→∞ tk = ∞.
Assume that
(i)Φ = −(aij + bij)n×n is an M-matrix;
(ii) infk∈Z (tk − tk−1) > τδ, δ > 1 and there exist constants α > 0, γ > 0, Mi > 0, γi > 0, i = 1, 2, . . . , n such that
ρ1ρ2 · · · ρkρ(k+1)i ekατ ≤ Mieγ (tk−t0), where ρk =
∑n
i=1 ρ
(k)
i , ρ
(k)
i = max
{
γi,
∑n
j=1(c
(k)
ij + d(k)ij eατj)γj
}
.
Then, xi(t) ≤ Mi∑nj=1 xj(t0)e−(α−γ )(t−t0) for all t ≥ t0, i = 1, 2, . . . , n.
Proof. For t ∈ [t0, t1), by assumption (i) and Lemma 3, there exist constants α > 0, γi > 0, i = 1, 2, . . . , n, such that
xi(t) ≤ γi[∑nj=1 xj(t0)]e−α(t−t0), i = 1, 2, . . . , n.
Hence,
xi(t1) ≤
n∑
j=1
c(1)ij xj(t
−
1 )+
n∑
j=1
d(1)ij xj(t
−
1 )
≤
n∑
j=1
c(1)ij γj
[
n∑
j=1
xj(t0)
]
e−α(t1−t0) +
n∑
j=1
d(1)ij γj
[
n∑
j=1
xj(t0)
]
eατje−α(t1−t0)
=
[
n∑
j=1
(c(1)ij + d(1)ij eατj)γj
][
n∑
j=1
xj(t0)
]
e−α(t1−t0)
≤ ρ(1)i
[
n∑
j=1
xj(t0)
]
e−α(t1−t0), i = 1, 2, . . . , n.
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For t ∈ [t1, t2),D+xi(t) ≤∑nj=1 aijxj(t)+∑nj=1 bijxj(t) and
xi(t2) ≤
n∑
j=1
c(2)ij xj(t
−
2 )+
n∑
j=1
d(2)ij xj(t
−
2 ), i = 1, 2, . . . , n.
By xi(t) ≤ ρ(1)i [
∑n
j=1 xj(t0)]e−α(t−t0) for t ∈ [t0, t1), and
xi(t1) ≤ ρ(1)i
[
n∑
j=1
xj(t0)
]
e−α(t1−t0), i = 1, 2, . . . , n,
we get
xi(t) ≤ ρ(1)i
[
n∑
j=1
xj(t0)
]
eατie−α(t1−t0) for t ∈ [t1 − τi, t1], i = 1, 2, . . . , n.
Let y(1)i (t) = ρ(1)i [
∑n
j=1 xj(t0)]e−α(t−t0) for t ∈ [t1 − τi, t1], i = 1, 2, . . . , n, then xi(t) ≤ y(1)i (t) for t ∈ [t1 − τi, t1] and
y(1)i (t1) = sup
t1−τi≤s≤t1
y(1)i (s) = ρ(1)i
[
n∑
j=1
xj(t0)
]
e−α(t1−t0)eατi , i = 1, 2, . . . , n.
Consider the following system
y˙(1)i (t) =
n∑
j=1
aijy
(1)
j (t)+
n∑
j=1
bijy
(1)
j (t) for t ∈ [t1, t2), i = 1, 2, . . . , n.
Since,
∑n
i=1 y
(1)
j (t1) = [
∑n
i=1 ρ
(1)
i e
ατi ][∑nj=1 xj(t0)]e−α(t1−t0) > 0, by Lemma 3, we obtain
y(1)i (t) ≤ γi
[
n∑
j=1
y(1)j (t1)
]
e−α(t−t1)
= γi
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0) for t ∈ [t1, t2), i = 1, 2, . . . , n.
Assume that θ > 1 be any constant, then xi(t) < θy
(1)
i (t) for [t1 − τi, t1], i = 1, 2, . . . , n.
We claim that xi(t) < θy
(1)
i (t) for t ∈ [t1, t2), i = 1, 2, . . . , n.
If it is not true, then there exist some l, 1 ≤ l ≤ n and r ∈ (t1, t2) such that
xl(r) = θy(1)l (r). (3.2)
Hence, we have
D+xl(r) ≤
n∑
j=1
aljxj(r)+
n∑
j=1
bljxj(r)
<
n∑
j=1
aljθy
(1)
j (r)+
n∑
j=1
bljθy
(1)
j (r) = θ y˙(1)l (r),
i.e., D+xl(r) < θ y˙(1)l (r), this is incompatible with (3.2).
Hence, xi(t) < θy
(1)
i (t) for θ > 1, t ∈ [t1, t2), i = 1, 2, . . . , n.
Let θ → 1,we obtain
xi(t) ≤ y(1)i (t) ≤ γi
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0) for t ∈ [t1, t2), i = 1, 2, . . . , n and
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xi(t2) ≤
n∑
j=1
c(2)ij xj(t
−
2 )+
n∑
j=1
d(2)ij xj(t
−
2 )
≤
n∑
j=1
c(2)ij γj
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t2−t0) +
n∑
j=1
d(2)ij γj
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
j=1
xj(t0)
]
eατje−α(t2−t0)
=
[
n∑
j=1
(c(2)ij + d(2)ij eατj)γj
][
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t2−t0)
≤ ρ(2)i
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t2−t0), i = 1, 2, . . . , n.
Suppose that, for each i = 1, 2, . . . , n, t ∈ [tk−1, tk),
xi(t) ≤ γi
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k−1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0), and
xi(tk) ≤ ρ(k)i
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k−1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(tk−t0).
Let
y(k)i (t) = ρ(k)i
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k−1)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0),
for t ∈ [tk − τi, tk], i = 1, 2, . . . , n, then xi(t) ≤ y(k)i (t) for t ∈ [tk − τi, tk] and
y(k)i (tk) = sup
tk−τi≤s≤tk
y(k)i (s)
= ρ(k)i
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k−1)
i e
ατi
]
·
[
n∑
j=1
xj(t0)
]
e−α(tk−t0)eατi , i = 1, 2, . . . , n.
Consider the following system
y˙(k)i (t) =
n∑
j=1
aijy
(k)
j (t)+
n∑
j=1
bijy
(k)
j (t) for t ∈ [tk, tk+1), i = 1, 2, . . . , n.
In view of
n∑
i=1
y(k)j (tk) =
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(tk−t0) > 0,
by Lemma 3, we have
y(k)i (t) ≤ γi
[
n∑
j=1
y(k)j (tk)
]
e−α(t−tk)
= γi
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0),
for t ∈ [tk, tk+1), i = 1, 2, . . . , n.
Similar to the above proof, we know that, for each i = 1, 2, . . . , n,
xi(t) ≤ γi
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0),
for t ∈ [tk, tk+1), and
xi(tk+1) ≤ ρ(k+1)i
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(tk+1−t0).
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By mathematical induction, we can conclude that
xi(t) ≤ ρ(k+1)i
[
n∑
i=1
ρ
(1)
i e
ατi
][
n∑
i=1
ρ
(2)
i e
ατi
]
· · ·
[
n∑
i=1
ρ
(k)
i e
ατi
][
n∑
j=1
xj(t0)
]
e−α(t−t0)
≤ ρ(k+1)i ρ1ρ2 · · · ρkekατ
[
n∑
j=1
xj(t0)
]
e−α(t−t0), for t ∈ [tk, tk+1], i = 1, 2, . . . , n.
Noticing that ρ1ρ2 · · · ρkρ(k+1)i ekατ ≤ Mieγ (tk−t0),we obtain
xi(t) ≤ Mi
[
n∑
j=1
xj(t0)
]
e−(α−γ )(t−t0), for all t ≥ t0, i = 1, 2, . . . , n.
This completes the proof. 
Lemma 5. For differential inequality (3.1), if the following conditions are satisfied:
(i)Φ = −(aij + bij)n×n is an M-matrix;
(ii) infk∈Z (tk − tk−1) > τδ, δ > 1 and there exist constants α > 0, γi > 0, i = 1, 2, . . . , n such that ∑ni=1 µieατ > 1,
where µi = supk∈Z
{
γi,
∑n
j=1(c
(k)
ij + d(k)ij eατj)γj
}
.
Then,
xi(t) ≤
(
n∑
i=1
µi
)(
n∑
j=1
xj(t0)
)
e
−
α− ln
(
eατ
n∑
i=1
µi
)
δτ
(t−t0)
, for all t ≥ t0, i = 1, 2, . . . , n.
Proof. It follows from the proof of Lemma 4 that ρ(k)i ≤ µi for all k ∈ Z , and ρl =
∑n
i=1 ρ
(l)
i ≤
∑n
i=1 µi = ρ.
For any t ∈ R+, there exist k ∈ Z such that t ∈ [tk, tk+1).
Hence, by ρeατ =∑ni=1 µieατ > 1, we obtain
xi(t) ≤ ρ(k+1)i (ρeατ )k
[
n∑
j=1
xj(t0)
]
e−α(t−t0)
≤ ρ(k+1)i e
ln(ρeατ )
δτ
(tk−t0)
[
n∑
j=1
xj(t0)
]
e−α(t−t0)
≤ ρk+1
[
n∑
j=1
xj(t0)
]
e−
[
α− ln(ρeατ )
δτ
]
(t−t0), ∀ t ∈ [tk, tk+1), i = 1, 2, . . . , n.
Hence, xi(t) ≤ ρ[∑nj=1 xj(t0)]e−[α− ln(ρeατ )δτ ](t−t0), ∀ t ≥ t0, i = 1, 2, . . . , n.
This completes the proof. 
4. Exponential stability
In this section, we shall obtain two sufficient conditions for global exponential stability of the impulsive high-order
Hopfield type neural networks. If u∗ = (u∗1, u∗2, . . . , u∗n)T is an equilibrium point of (2.1), then x∗ = (0, 0, . . . , 0)T is an
equilibrium point of (2.4). To prove the global exponential stability of the equilibrium point u∗ of (2.1), it is sufficient to
prove the global exponential stability of the trivial solution of (2.4).
Theorem 1. Assume that
(i) C−1R−1 − C−1ΘK is an M-matrix, whereΘ = (θij)n×n,
θij = |Tij| +
n∑
l=1
|Tijl + Tilj|Ml;
(ii) There exists a constant δ satisfying δ > ln(ρe
ατ )
ατ
such that infk∈Z (tk − tk−1) > τδ, where ρ = ∑ni=1 ρi > 1,
ρi = max
{
γi, |1+ di|γi +∑nj=1 (|Wij| +∑nl=1 |Wijl +Wilj|Nl) Ljeατjγj} , α > 0, and γi > 0, i = 1, 2, . . . , n.
Then, the equilibrium point u∗ of (2.1) is globally exponentially stable with convergence rate α − ln(ρeατ )
δτ
.
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Proof. For t 6= tk, we compute the Dini derivative of |xi(t)| along the trajectories of (2.4), by (2.2) and (2.3), we obtain
D+|xi(t)| = − 1RiCi |xi(t)| +
n∑
j=1
[
Tij +
n∑
l=1
(Tijl + Tilj)ζl
]
fj(xj(t − τj))
Ci
sgn(xi(t))
≤ − 1
RiCi
|xi(t)| +
n∑
j=1
θij
Kj
Ci
|xj(t − τj)|
≤ − 1
RiCi
|xi(t)| +
n∑
j=1
θij
Kj
Ci
|xj(t)|,
where |xj(t)| = supt−τi≤s≤t |xj(s)|.
By (2.2) and (2.3), we get in view of (2.4)
|xi(tk)| ≤ |1+ di‖xi(t−k )| +
n∑
j=1
ωij|ϕj(xj(t−k − τj))|
≤ |1+ di||xi(t−k )| +
n∑
j=1
ωijLj|xj(t−k − τj)|
≤ |1+ di‖xi(t−k )| +
n∑
j=1
ωijLj|xj(t−k )|
where ωij = |Wij| +∑nl=1 |Wijl +Wilj|Nl and |xj(t−k )| = suptk−τi≤s<tk |xj(s)|.
By Lemma 5, we obtain
|xi(t)| ≤ ρ
(
n∑
j=1
|xj(t0)|
)
e−
[
α− ln(ρeατ )
δτ
]
(t−t0), ∀ t ≥ t0, i = 1, 2, . . . , n.
This completes the proof. 
Remark. For Hopfield-type neural networks with impulsesx˙i(t) = −aixi(t)+
m∑
j=1
bijfj(xj(t − τij))+ ci, t 6= tk,
1xi(t) = −γik(xi(t)− x∗i ), t = tk, k = 1, 2, . . . ,m, 0 < γik < 2,
(4.1)
where i = 1, 2, . . . ,m, fi(·) satisfies |fi(x) − fi(y)| ≤ Li|x − y| for all x, y ∈ R, and |fi(x)| ≤ Mi, xi ∈ R, for some constant
Mi > 0.
System (4.1) is a special case of (2.1) for Tijk = 0,Wijk = 0,Wij = 0, τj(t) = τij, i, j, k = 1, 2, . . . ,m, and appropriate
selected di, i = 1, 2, . . . ,m.
The Theorems 1 and 2.4 in [9] give some sufficient conditions for the global exponential stability of system (4.1) are,
respectively
ai > 0, ai − Li
m∑
j=1
|bji| > 0, i = 1, 2, . . . ,m,
and A− BL be anM-matrix, where A = diag(a1, a2, . . . , am), B = (|bij|)m×m.
Obviously, ai > 0, ai − Li∑mj=1 |bji| > 0, i = 1, 2, . . . ,m, are sufficient conditions of A− BL be anM-matrix. Hence, for
system (4.1), Theorem 1 includes Theorem 2.4 in [9] as a special case.
From Theorem 1we do not know the value of α, in the following we shall obtain an estimation of α, in despite of it being
conservative.
Theorem 2. Assume that
(i) There exists a constant λ > 0 such that C−1R−1 − λI − eλτC−1ΘK is an M-matrix, where Θ = (θij)n×n, θij =
|Tij| +∑nl=1 |Tijl + Tilj|Ml;
(ii) There exists a constant δ satisfying δ > ln(ρe
λτ )
λτ
such that infk∈Z (tk − tk−1) > τδ, where ρ = ∑ni=1 ρi > 1,
ρi = max
{
γi, |1+ di|γi +∑nj=1 (|Wij| +∑nl=1 |Wijl +Wilj|Nl) Lje2λτjγj} and γi > 0, i = 1, 2, . . . , n.
Then, the equilibrium point u∗ of (2.1) is globally exponentially stable with convergence rate 2λ− ln(ρeλτ )
δτ
.
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Proof. Let yi(t) = eλtxi(t), i = 1, 2, . . . , n. Then, for t 6= tk, we compute the Dini derivative of |yi(t)| along the trajectories
of (2.4), it follows from the proof of Theorem 1 that
D+|yi(t)| = eλtD+|xi(t)| + λeλt |xi(t)| = eλt
(
D+|xi(t)| + λ|xi(t)|
)
≤ eλt
[(
λ− 1
RiCi
)
|xi(t)| +
n∑
j=1
θij
Kj
Ci
|xj(t − τj)|
]
≤
(
λ− 1
RiCi
)
|yi(t)| + eλτ
n∑
j=1
θij
Kj
Ci
|yj(t)|,
where |yj(t)| = supt−τj≤s≤t |yj(s)|, and
|yi(tk)| ≤ |1+ di‖yi(t−k )| +
n∑
j=1
ωijLjeλtk |xj(t−k − τj)|
≤ |1+ di‖xi(t−k )| +
n∑
j=1
ωijLjeλτj |yj(t−k )|,
where ωij = |Wij| +∑nl=1 |Wijl +Wilj|Nl and |yj(t−k )| = suptk−τj≤s<tk |yj(s)|.
By Lemma 5 we obtain
|yi(t)| ≤ ρ
(
n∑
j=1
|yj(t0)|
)
e
−
[
λ− ln(ρe
λτ )
δτ
]
(t−t0)
, ∀ t ≥ t0, i = 1, 2, . . . , n.
Hence, we get
|xi(t)| ≤ ρ
(
n∑
j=1
|xj(t0)|
)
e
−
[
2λ− ln(ρe
λτ )
δτ
]
(t−t0)
, ∀ t ≥ t0, i = 1, 2, . . . , n.
This completes the proof. 
5. Numercal example
Consider the following impulsive high-order Hopfield type neural network with delays:
Ciu˙i(t) = −ui(t)Ri +
3∑
j=1
Tijgj(uj(t − τj))+
3∑
j=1
3∑
l=1
Tijlgj(uj(t − τj))gl(ul(t − τl)), t 6= tk
1ui(t) = diui(t−)+
3∑
j=1
Wijhj(uj(t− − τj))+
3∑
j=1
3∑
l=1
Wijlhj(uj(t− − τj))hl(ul(t− − τl)), t = tk
i = 1, 2, 3
(5.1)
where
g1(u1) = tanh(0.25u1), g2(u2) = tanh(0.31u2), g3(u3) = tanh(0.37u3),
h1(u1) = tanh(0.28u1), h2(u2) = tanh(0.92u2), h3(u3) = tanh(0.87u3),
τ1 = 0.12, τ2 = 0.15, τ3 = 0.11, τ = 0.15, d1 = −1.14, d2 = −1.32, d3 = −1.58,
C = diag(C1, C2, C3) = diag(3.46, 2.35, 1.11),
R = diag(R1, R2, R3) = diag(2.55, 0.35, 0.45),
(Tij)3×3 =
[ 0.12 0.97 −0.60
−0.08 0.47 0.04
−0.21 −0.72 1.13
]
, (T1ij)3×3 =
[−0.07 0.06 0.03
0.08 0.01 0.06
−0.01 −0.04 −0.01
]
,
(T2ij)3×3 =
[−0.08 −0.03 −0.01
0.04 0.01 0.06
−0.03 0.05 −0.03
]
, (T3ij)3×3 =
[−0.05 0.08 −0.02
−0.03 −0.04 0.06
0.01 −0.03 0.01
]
,
(Wij)3×3 =
[−0.08 −0.37 −0.41
0.25 0.21 0.10
0.29 −0.11 −0.13
]
, (W1ij)3×3 =
[0.03 −0.01 −0.04
0.02 0.01 −0.02
0.07 0.03 −0.02
]
,
B. Xu et al. / Computers and Mathematics with Applications 57 (2009) 1959–1967 1967
(W2ij)3×3 =
[−0.05 −0.03 0.06
0.01 −0.06 −0.06
−0.01 0.01 0.02
]
, (W3ij)3×3 =
[−0.05 0.01 −0.01
0.01 −0.05 0.04
−0.01 −0.08 0.05
]
.
In this case Mi = Ni = 1, i = 1, 2, 3, L1 = 0.28, L2 = 0.92, L3 = 0.87, K = diag(0.25, 0.31, 0.37), u∗ = (0, 0, 0)T is an
equilibrium point of system (5.1).
By direct computation, it follows that the constants γ1 = 0.3, γ2 = 0.26, γ3 = 0.35, α = 0.05 such that ρ =
1.0001 > 1, and the matrix C−1R−1 − C−1ΘK in Theorem 1 is an M-matrix. Let δ = 1.1 > ln(ρeατ )
ατ
= 1.0095. Then
by Theorem 1, we see that the equilibrium point u∗ of system (5.1) is globally exponentially stable with convergence rate
0.0041 for infk∈Z {tk − tk−1} > 0.165.
There exists a constant λ = 0.0749 such that C−1R−1 − λI − eλτC−1ΘK is anM-matrix, and constants γ1 = 0.32, γ2 =
0.27, γ3 = 0.32 such that ρ = 1.0011 > 1 in Theorem 2. Thus, by Theorem 2, we see that the equilibrium point u∗
of system (5.1) is globally exponentially stable with convergence rate 0.0752 for infk∈Z {tk − tk−1} > 0.165, if we let
δ = 1.1 > ln(ρeλτ )
λτ
= 1.0957.
6. Conclusions
The problems of global exponential stability analysis for impulsive high-order Hopfield type neural networkswith delays
have been discussed in this paper. Impulsive delay differential inequalities are established, and some global exponential
stability criteria have been derived by means of these inequalities and appropriate Lyapunov functions. These criteria are
easy to verify and may be used to analyze the dynamics of biological neural systems.
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