In this article, we show that for each property of graphs G in the Polynomial Hierarchy (PH) there is a sequence φ 1 , φ 2 , . . . of formulas of the full hybrid logic which are satisfied exactly by the frames in G. Moreover, the size of φ n is bounded by a polynomial in n. These results lead to the definition of syntactically defined fragments of hybrid logic whose model checking problem is complete for each degree in the polynomial hierarchy.
Introduction
The use of graphs as a mathematical abstraction of objects and structures makes it one of the most used concepts in computer science. Plenty of problems people want to solve using computers have their inputs modelled by graphs, and such problems commonly involve evaluating some graph property. To mention a well-known example, deciding whether a map can be coloured with a certain number of colors equals to a similar problem on planar graphs [11, 15] . The applications of graphs in computer science are not restrict to modelling the input of problems. Graphs can be used in the theoretical framework in which some branches of computer science are formalized. This is the case, for example, in distributed systems, in which the model of computation is based on a graph [3, 13] . Again, properties of graphs can be exploited in order to obtain results about such models of computation.
In the last few decades, modal logics have attracted the attention of computer scientists working with logic and computation [5] . Among the reasons is the fact that modal logics often have interesting computability properties, like decidability [16, 9] . This is due to a lack of expressive power in comparison with other logics such as first-order logic and its extensions. Many modal logics present also good logical properties, like interpolation, definability, etc. Research in modal logic include augmenting the expressive power of logics using resources as fixed-point operators [6] or hybrid languages [2, 1] . Modal logics are particularly suitable to deal with graphs because standard semantics of most modal logics are based on structures called frames, which are essentially directed graphs.
In [4] , hybrid logics are used to express graph properties, like being connected, Hamiltonian or Eulerian. Several hybrid logics and fragments were studied to define graph properties through the concept of validity in a frame (see Definition 9 below). Some graph properties, like being Hamiltonian, require a high expressive power and cannot be expressed by a single sentence in traditional hybrid logics. There are, however, sentences φ n which can express such properties for frames of size n.
We are interested in expressing graph properties in NP, and more generally in the polynomial hierarchy (PH) [14] , using hybrid logics (HL). The hybrid modal logics that we studied have low expressive power in comparison, for example, to second-order logic, hence we do not aim to associate to each graph property a single formula. Instead, we present, to each graph property a sequence of hybrid sentences φ 1 , φ 2 , . . . , such that a graph of size n has the desired property iff φ n is valid in the graph, regarded as a frame. In Section 2.4, we define the hybrid logic which we will study and define a prenex form for such logic. In Section 3, we show that, for any graph property, there is a sequence of sentences φ 1 , φ 2 , . . . of the fragment of hybrid logic with nominals and the @ operator such that a graph of size n has the property iff φ n is valid in the corresponding frame. However, the size of φ n obtained is exponential on n. In Section 4, we show that, for graph properties in NP, and more generally in the polynomial hierarchy PH, there is such a sequence such that the size of the sentences is bounded by a polynomial in n. In Section 5, we show that, in general, the global modality cannot be disregarded. We also show how to obtain the results of the previous section for the fragment of HL without the global modality E and without nominals, provided that graphs are connected and with loops. In Section 6, we show fragments of HL whose model-checking problem is complete for each degree of the polynomial hierarchy based on the results of the other sections. This gives an alternative proof for the NP-hardness of the model-checking problem for the fragment FHL\↓ ↓ of full hybrid logic given in [7] .
Preliminaries
In this section we introduce the basic definitions concerning classical and hybrid logics and computational complexity used in this article. In this article, graphs are finite, directed and possibly with loops.
First-Order Logic
The basic notation used here for classical logic follows the one in [10] . We work with first-and second-order languages without function symbols since they play no special role in the complexity results presented here. For instance, a symbol set S is a set of predicate and constant symbols. An S-structure is a pair A = (A, σ), where A is a set, the domain of A and σ is a map which associates an n-ary relation σ(P ) = P A ⊂ A n to each n-ary relation symbol P ∈ S and an element σ(c) = c A ∈ A to each constant symbol c ∈ S.
An S-term is either a variable or a constant symbol in S. An atomic first-order S-formula is a first-order relation symbol in S applied to S-terms. For example, if R is a binary relation symbol in S and x 1 and c are Sterms, then Rx 1 c is an atomic first-order S-formula. The set of first-order S-formulas is the least set which contains the atomic formulas and such that, if x is a first-order variable, φ and ψ are S-formulas, then ¬φ, (φ ∧ ψ), ∃xφ and ∀xφ are S-formulas. The other propositional connectives ∨, →, ↔ are defined as usual. Given a symbol set S = {R 1 , . . . , R l , c 1 , . . . , c k }, we usually denote an S-structure A = (A, σ) as
where A is an S-structure and β is an assignment of first-order variables that maps firstorder variables to elements in the domain A of A. Given an element a ∈ A and a variable x, we define the assignment β ). The semantics of first-order logic is defined as follows:
Definition 1 (Semantics of First-Order Logic). Let I = (A, β) be an S-interpretation. We define I(x) ∈ A for each variable x as I(x) = β(x).
The satisfiability relation between S-interpretations and S-formulas is defined as:
A , for each r-ary relation symbol R and S-terms t 1 , . . . , t r ;
• I |= ¬φ iff I |= φ;
• I |= (φ ∧ ψ) iff I |= φ and |= ψ;
• I |= ∃xφ iff there is an a ∈ A such that I a x |= φ;
• I |= ∀xφ iff for all a ∈ A we have I a x |= φ.
Second-Order Logic
Second-order logic (SO) is defined as follows. Besides first-order variables, the alphabet of second-order logic has relation variables of all possible arities. An atomic second-order S-formula is either a first-order atomic S-formula or a relational variable applied to first-order variables and constants. For example, if X is a ternary relation variable and x 1 , x 2 and x 3 are variables, then Xx 1 x 2 x 3 is a second-order atomic S-formula. 5 We often regard a second-order atomic formula as a first-order atomic formula too, in an extended symbol set where X is not regarded as a relation variable but a relation symbol. That is because, since in this formula there is no second-order quantification involved, it has essentially a first-order character.
The set of second-order S-formulas is the least set which contains the atomic formulas and such that, if x is a first-order variable, X is a secondorder variable and φ and ψ are S-formulas, then ¬φ, (φ ∧ ψ), (φ ∨ ψ), ∃xφ, ∀xφ, ∃Xφ, ∀Xφ are S-formulas. An existential SO formula is a formula of the form ∃X 1 . . . ∃X k φ where φ is an FO formula. Existential second-order logic (∃SO) is the fragment of SO obtained by considering existential formulas only. The second-order (respectively first-order) language of graphs is the set of second-order (respectively first-order) S-formulas for S = {E}, where E is a binary relation symbol (intended to represent the edge relation).
A second-order S-interpretation is a pair I = (A, β) where A is an Sstructure and β is an assignment of first-and second-order variables that maps first-order variables to elements in the domain A of A and r-ary relation variables to r-ary relations on A. Given an r-ary relation variable X and an r-ary relation X on A, we define the assignment β
The semantics of second-order logic is defined as follows:
Definition 2 (Semantics of Second-Order Logic). Let I = (A, β) be an S-interpretation, X be a r-ary relation variable and x 1 , . . . , x r be firstorder variables. We extend the satisfiability relation of first-order logic to second-order logic as follows:
• I |= Xt 1 . . . t r iff (I(t 1 ), . . . , I(t r )) ∈ β(X);
• I |= ∃Xφ iff there is an X ∈ A r such that I X X |= φ;
• I |= ∀Xφ iff for all X ∈ A r we have I X X |= φ.
Now we define the alternation hierarchy Π and Σ for second-order formulas. A second-order formula without free variables is called a sentence. We use the terms second-order sentence or first-order sentence to stress the fact that the formula is a second-or first-order formula. If α is a sentence and A is a structure, then A |= α iff there is an interpretation I = (A, β) such that I |= α.
Polynomial Hierarchy
The basics of computational complexity and descriptive complexity can be found in [14] and [12] respectively. A well known result of descriptive complexity [12] is the correspondence between the Polynomial Hierarchy (PH) and the alternation hierarchy of second-order logic (with respect to finite models) [12] , which follows from Fagin's Theorem [8] . Fagin's Theorem states that the class of NP problems coincides with the class of problems expressed in existential second-order logic. Extending Fagin's Theorem to the entire second-order Logic, we have that each problem in PH can be expressed by a second-order sentence.
There are several ways to define PH, for example using alternating Turing machines [12] . In this article we assume the definition presented in [14] , which uses Turing machines with oracles to define PH.
A Turing machine with an oracle is a machine that has the special ability of guessing some specific questions. When a Turing machine has an oracle for a decision problem B, during its execution it can ask for the oracle if some instance of problem B is positive or negative. This is made in constant time, regardless of the size of the instance. We use the notation M B to define a Turing machine with an oracle for a problem B. In a similar way, we define C B , where C and B are complexity classes, as the class of problems solved by a Turing machine in C with an oracle in B. See [14] for details. 
We define the Polynomial Time Hierarchy as the class PH = For graphs, Fagin's Theorem can be stated as follows:
Theorem 1 (Fagin's Theorem [8] ). Let G be a graph property in NP. Then there is an existential second-order sentence φ in the language of graphs such that G ∈ G iff G |= φ.
Fagin's Theorem can be extended to PH as follows:
). Let G be a graph property in the polynomial hierarchy. Then there is a second-order sentence φ in the language of graphs such that
In the next section, we present the basics of hybrid logics we will use in this article.
Hybrid Logic
In this section, we present the hybrid logic and the fragments which we will use. Hybrid modal logics extends classic modal logics by adding nominals and state variables to the language. Nominals and state variables behave like propositional atomic formulas which are true in exactly one state. Other extensions include the operators ↓ (binder) and @. The ↓ allows one to assign the current state to a variable state. This can be used to keep a record of the visited states. The @ operator allows one to evaluate a formula in the state assigned to a certain nominal or state variable.
Definition 5 (Hybrid Logic).
The alphabet of the Hybrid Logic (HL) with the ↓ binder consists of a set PROP of countably many proposition symbols p 1 , p 2 , . . ., a set NOM of countably many nominals i 1 , i 2 , . . ., a set SVAR of countably many state variables x 1 , x 2 , . . ., such that PROP, NOM and SVAR are disjoint, the boolean connectives ¬ and ∧ and the modal operators @ i , for each nominal i, @ x , for each state variable x, ♦, ♦ −1 , E and ↓. The language of the Hybrid Logic with the ↓ binder can be defined by the following BNF rule:
An atomic formula is a proposition symbol, a nominal or a state variable. For each C ⊆ {@, ↓, ♦ −1 , E}, we define HL(C) to be the corresponding fragment. Here, we denote by FHL, standing for Full Hybrid Logic, for the entire Hybrid Logic with the ↓ binder, that is, FHL = HL(@, ↓, ♦ −1 , E). We also use HL(C)\NOM and HL(C)\PROP to refer to the fragments of HL(C) without nominals and propositional symbols respectively.
The standard boolean abbreviations →, ↔, ∨ and ⊥ can be used with the standard meaning as well as the abbreviations of the dual modal operators: Aφ = ¬E¬φ, φ = ¬♦¬φ and −1 φ = ¬♦ −1 ¬φ. Formulas of hybrid modal logics are evaluated in hybrid Kripke structures (or hybrid models). These structures are built using frames.
Definition 6.
A frame is a directed graph possibly with loops F = (W, R), where W is a non-empty set (finite or not) of states and R is a binary relation over W , i.e., R ⊆ W × W .
Definition 7.
A (hybrid) model for the hybrid logic is a pair M = (F, V), where F is a frame and V : PROP ∪ NOM → P(W ) is a valuation function mapping proposition symbols to subsets of W and nominals to singleton subsets of W , i.e, if i is a nominal then V(i) = {v} for some v ∈ W .
In order to deal with the state variables, we need to introduce the notion of assignments.
Definition 8.
An assignment is a function g that maps state variables to states of the model, i.e., g : S → W . We use the notation
The semantical notion of satisfaction is defined as follows: Definition 9. Let M = (F, V) be a model. The notion of satisfaction of a formula ϕ in a model M at a state v under an assignment g, notation M, g, v ϕ, can be inductively defined as follows:
M, g, v ♦ϕ iff there is a w ∈ W such that vRw and M, g, w ϕ;
M, g, v ♦ −1 ϕ iff there is a w ∈ W such that wRv and M, g, w ϕ;
M, g, v Eϕ iff there is a w ∈ W such that M, g, w ϕ;
For each nominal i, the formula @ i ϕ means that if V(i) = {v} then ϕ is satisfied at v. If M, g, v ϕ for every state v, we say that ϕ is globally true in the model M under the assignment g (M, g ϕ). If M, g ϕ for every assignment g, we say that ϕ is globally true in the model M (M ϕ) and if ϕ is globally true in all models M of a frame F, we say that ϕ is valid in F (F ϕ). We say that two formulas φ and ψ are equivalent (φ ≡ ψ) iff, for each model M, assignment g and state v, M, g, v φ iff M, g, v ψ.
We will use the following definitions for model-and frame-checking problems for hybrid logic.
Definition 10. The model-checking problem has as input a model M and a formula φ and consists of deciding, for each state v of M and each assignment g on M, whether M, g, v φ.
The frame-checking problem has as input a frame F and a formula φ and consists of deciding, for each model M = (M, V), assignment g on M and state v in M whether M, g, v φ.
In the following, we define a prenex form for formulas in FHL and show that any formula in FHL has an equivalent in prenex form. We use this form to define classes of formulas whose model-checking problem is complete for the degrees of the polynomial hierarchy (see Section 6).
Definition 11 (Prenex Form).
A formula φ in FHL is in prenex form iff φ = q 1 . . . q n ψ where each q i is A, E, , ♦, −1 , ♦ −1 or ↓x. for some x and ψ has no occurrence of ↓ and modalities in ψ occur only in front of atomic formulas.
The first-order language of graphs (the first-order language on the symbol set {E}, E a binary relation 6 ) can be translated into the full hybrid logic and the full hybrid logic can be translated into the first-order language of graphs as well, and both translations preserve truth [2] . That is, full hybrid logic has the same expressive power as first-order logic. Using the hybrid translation from first-order logic to full hybrid logic and the standard translation from full hybrid logic back to first-order logic, we can prove a prenex normal form theorem for hybrid logic. We present below the hybrid translation HT and the standard translation ST . Let E be a binary relation symbol and for each propositional symbol p in the modal hybrid language let P be a monadic relation symbol. Let Ψ = {P |p ∈ PROP}∪{c i |i ∈ NOM}. Let L {E}∪Ψ be the first-order language on the symbol set {E} ∪ Ψ and x and y fresh first-order variables. The functions ST x : FHL → L {E}∪Ψ and HT : L {E}∪Ψ → FHL are defined as follows (see [2] ):
The function ST y : FHL → L {E}∪Ψ is defined exactly like ST x by changing x for y, and vice versa, everywhere in the definition of ST x above. Given a hybrid model M = (F, V) we can associate a first-order structure M = (F, {P|p ∈ PROP}, {i|i ∈ NOM}) where P = V(p) and i = g(i). In the following, we will use the same symbol to refer both to the hybrid model and the corresponding first-order structure.
Lemma 1 ( [7, 1] ). Let α be a formula in FHL where the variable x does not occur and φ a formula of first-order logic. Let M be a model, g an assignment of variables, w a state in M and g x w the assignment of variables that maps x to w and y = x to g(y). Then we have
It follows from Lemma 1 that the modality ♦ −1 can be eliminated by translating a hybrid formula into FO using the standard translation and back to FHL using the hybrid translation. Hence, we do not need to consider it in the proofs below.
In the following, we will show a series of lemmas about hybrid logic that will be used in the following sections.
Using the standard and hybrid translation, the definition of the satisfaction relation and Lemma 1, we have the following equivalence in hybrid modal logic. 
By performing iterated applications of these equivalences, we can see that each formula in FHL can be put into the prenex form.
Lemma 3. If φ ∈ FHL, then there is ψ ∈ FHL in prenex form which is equivalent to φ.
Proof. By induction on the number of modality occurrences in φ and applying the equivalences in Lemma 2.
This prenex form can be strengthened with the following lemma: Lemma 4. ↓x.↓y.φ(x, y) ≡ ↓x.φ(x, x) if x does not occur bound in φ, where φ(x, x) is obtained from φ(x, y) by substituting all free occurrences of y with x.
Proof. It follows straightforward by induction on φ.
Lemma 5. If φ ∈ FHL, then φ is equivalent to a formula in FHL in prenex form whose prefix has no consecutive applications of binders.
We end this section with the definition of the hierarchies of hybrid formulas induced by the prefix in the prenex form. Based on Lemma 3, we define below the classes of formulas σ i and π i . We will see in Theorem 9 that they are closely related with the degrees of the Polynomial Hierarchy.
Definition 12.
We recursively define the classes of formulas σ i and π i in prenex form as:
• σ 0 = π 0 = {φ ∈ FHL | modalities occur in φ only in front of atomic formulas};
• σ i+1 = {φ ∈ FHL | φ = q 1 . . . q n ψ, ψ ∈ π i , q j = ♦, E or ↓x., for some x};
• π i+1 = {φ ∈ FHL | φ = q 1 . . . q n ψ, ψ ∈ σ i , q j = , A or ↓x., for some x}.
We say that a formula is σ i (resp. π i ) if it is equivalent to a formula in σ i (resp. π i ).
From Lemma 3 it follows that each formula in FHL is π i or σ i for some i. In the following section, we talk about the expressibility of graph properties in hybrid logic with respect to frame definability.
Properties of Graphs in HL
In [4] , it was shown that there is a formula φ n of FHL for each natural number n such that a graph G of size n is Hamiltonian iff φ n is valid in G. The main question which underlies this investigation is whether there is a sequence of formulas (φ n ) n∈N for each graph property G in NP such that a graph G of size n is in G iff φ n is globally true in G, regarded as a frame. Actually, we can show that such sequence exists for each graph property. This follows directly from the equivalence between FHL and FO. With respect to frame definability, we can show the existence of such formulas in a very restrict fragment of FHL. Recall that a graph property is any set of graphs closed under isomorphisms.
Let G = (V, E) be a graph of size n. Let us consider that the set V of states coincides with the set {1, . . . , n} of nominals. Consider the formula:
Let G be any property of graphs. We define the formulas
Lemma 6. Let G be a graph of size n and G a property of graphs. Then
Proof. Let G = (V, E) be a graph. Then G φ n G iff, for each valuation function V of the nominals we have, (G, V) φ
then V assigns to each nominal a different element (that is, the restriction of V to the set {1, . . . , n} of nominals is injective). In this case, (G, V) ψ G for some G ∈ G. It follows that (G, V) @ i ♦j iff (V(i), V(j)) ∈ E iff (i, j) ∈ E . Hence, the restriction of V to {1, . . . , n} is an isomorphism between G and G . Then G ∈ G. Now, suppose G ∈ G. Let V be a valuation function which is injective in the set {1, . . . , n} of nominals. It follows that (G, V) θ n and (G, V)
Since there are 2 n 2 graphs with states in {1, . . . , n}, we have that the size of φ n G is O(2 n 2 ) for any graph property G. Obviously, there is no hope that such sequence of formulas will always be recursive. We can show, however, that for properties in the polynomial hierarchy such sequence is recursive and, moreover, there is a polynomial bound in the size of formulas.
Translation
In this section, we show that for each graph property G in the polynomial hierarchy there is a sequence (φ n ) n∈N of formulas such that a graph G is in G iff G φ |G| and such that φ n is bounded from above by a polynomial in n. We will use the well-known characterization of problems in PH and classes of finite models definable in second-order logic from descriptive complexity theory. To this end, we define a translation from formulas in SO to formulas in FHL which are equivalent with respect to frames of size n, for some n ∈ N . Such translation will give us formulas whose size is bounded by a polynomial in n. Moreover, the formulas obtained by the translation have no occurrence of propositional symbols, nominals or free state variables, which means that, for these formulas, the complexity of model-checking and frame-checking coincides. We use the well known definitions and concepts related to first-and second-order logic which can be found in most textbooks (see, for instance, [10] ).
Definition 13 (Translation from FO to FHL). Let φ be a first-order formula in the symbol set S = {E, R 1 , . . . , R m }, E binary, n a natural number and f a function from the set of first-order variables into {1, . . . , n}. Let t, z 1 , . . . , z n be state variables and for each R ∈ {R 1 , . . . , R m } of arity h, let y R j 1 ,...,j h be a state variable, with j i ∈ {1, . . . , n}, 1 ≤ i ≤ h. We define the function tr
In the translation above, t is intended to represent a state v such that, if z R j 1 ,...,j h is assigned to t and z j 1 , . . . , z j h are assigned to v 1 , . . . , v h , then (v 1 , . . . , v h ) belongs to the interpretation of R. The function f x i maps x to i and y to f (y) for y = x. The translation above only works for frames with more than one state but, since there are only two frames of size 1, we can state for each graph property which frames of size 1 belong to the property.
Note that if φ is a sentence, then tr f n (φ) = tr f n (φ). Hence we write tr n (φ) instead of tr f n (φ) for a sentence φ. Example 1. We give an example of application of the translation above. Let 3 (ψ 1 , ψ 2 , ψ 3 ) be the ternary connective "exactly one", which is true iff exactly one among ψ 1 , ψ 2 and ψ 3 is true. Consider the following first-order sentence:
The sentence above says that each element belongs to one of the sets R, G and B, each adjacent pair does not belong to the same set, and no element belongs to more than one set. This sentence is true iff the sets R, G and B forms a 3-colouring of a graph with edges in E. Below we translate φ into a formula of hybrid logic using the translation given above and setting n = 3:
Lemma 7. tr n (φ) has polynomial size in n for each fixed formula φ, that is,
Proof. By induction on φ one can see that tr n (φ) is O(n k ), where k is the quantifier rank of φ.
Lemma 8. Let G = (V, E
G ) be a graph of size n, R 1 , . . . , R m relations on V with arities r 1 , . . . , r m , g an assignment of state variables, β an assignment of first-order variables and f a function from the set of first-order variables to {1, . . . , n} such that:
If φ is a first-order formula in the symbol set {E, R 1 , . . . , R m }, then
Proof. We proceed by induction on φ.
-φ = γ ∧ θ or φ = ¬γ: These cases follow directly from the definition of tr f n and the inductive hypothesis. (G, R 1 , . . . , R m , β
We introduce below the translation from SO to FHL we will use to construct sequences of FHL formulas that express graph problems in PH. Without loss of generality, we can suppose that SO formulas are in prenex normal form, since every SO formula is equivalent to one in prenex normal form.
Definition 14 (Translation from SO to FHL).
Let X i be a relation variable of arity r i . Let y X i a , where a ∈ {1, . . . , n} r i be a state variable (in particular we set i = i, . . . , i for each i ∈ {1, . . . , n}). Let φ = Q 1 X 1 . . . Q l X l ψ be a second-order formula, Q i ∈ {∀, ∃}, where ψ is a first-order sentence. We define
where
Example 2. Consider the sentence φ of Example 1. Let ψ be the following second-order sentence:
The sentence ψ above states that there are three sets R, G and B which form a 3-colouring of elements in the domain of a structure. Hence, ψ is satisfied in a graph with edges in E iff this graph is 3-colourable. Deciding whether a graph is 3-colourable is an NP-complete problem [14] . We apply the translation T n for n = 3 below. Let
. . , R m relations on V with arities r 1 , . . . , r m , g an assignment of state variables, β an assignment of first-order variables and f a function from the set of first-order variables to {1, . . . , n} such that: (g(z i 1 ) , . . . , g(z i h )) ∈ X 1 and v otherwise. Then, for each X 1 on V there is an assignment g X 1 defined as
1,...,1 . . . y
Conversely, given an assignment g we can find X 1 such that g = g X 1 . The assignment g X 1 can be described as:
It follows that g X 1 and X 1 satisfies (i) and (iii) and 
iff, by the inductive hypothesis, there is g X 1 such that
iff, by the inductive hypothesis, for all g
iff, for all v
We have the following: Theorem 3. Let φ be a second-order sentence on the symbol set S = {E}, and G a graph of size n ≥ 2. Let
Proof.
iff, by Lemma 9, (G, β, w) |= φ for β as in Lemma 9 and all w in V . Since φ has no free variables, we have that
The following is the main theorem of this section:
Theorem 4. Let G be a graph property in PH. Then there is a sequence of sentences Φ = {φ 1 , φ 2 , . . .} of FHL\{NOM, PROP}, such that:
Proof. Without loss of generality, we may suppose that all graphs in G have at least two vertices, since there are finitely many (actually two) graphs with only one vertex and they can be defined up to isomorphism by an FHL sentence. Let ψ be a second-order formula expressing G. This formula exists by Theorem 2. Let
The sentence θ n says that there are exactly n states in the frame. Let ψ n be the formula from Theorem 3. We define φ n as:
Let G ∈ G. Let g be any assignment of state variables and w be any point in G. If G |= θ n , then G |= φ n . It follows that G |= φ n for each n = |G|.
iff, by Theorem 3, G ∈ G.
In the following section, we will show that we can discharge the global modalities if we consider connected frames with loops.
Connected Frames with Loops
In this section, we will show that some results presented above still hold if we consider certain fragments of FHL provided that we restrict ourselves to connected frames with loops, that is, frames such that, for every two states v and w, there is a path from v to w or a path from w to v and for every state v there is a loop, that is, an edge from v to itself.
Let FHL\{E, NOM, PROP} be the hybrid logic without the modality E and without nominals. One can see that an analogous to Theorem 4 does not hold for FHL\{E, NOM, PROP}. Let us define the disjoint union of frames G = (V, E) and G = (V , E ) such that V ∩ V = ∅ as the frame
Its is not difficult to show that:
Lemma 10. Frame validity and global truth for sentences in the fragment FHL\{E, NOM, PROP} are invariant under disjoint union.
Proof. Let G = (V, E) and G = (V , E ) be two frames such that V ∩ V , and let G be the disjoint union of G and G . Let M = (G, V) and M = (G , V ) and M the corresponding disjoint union. Let φ be a formula of FHL\{E, NOM, PROP}. It follows easily by induction on φ that,
• M φ iff M , g, v φ for all v ∈ V and all assignment g which maps free state variables occurring in φ in elements of V , and
for all v ∈ V and all assignment g which maps free state variables in elements of V .
Hence, if φ is a sentence, it follows that M φ and M φ iff M φ.
It follows from Lemma 10 above that an analogue of Theorem 4 does not hold for FHL\{E, NOM, PROP}. Corollary 1. There are graph properties in P for which there is no set Φ = {φ 1 , φ 2 , . . .} of sentences in FHL\{E, NOM, PROP} which satisfies condition (1) from Theorem 4 above.
Proof. Connectivity is one such a property. Suppose there is such set. Let G and G be connected frames of size n, then G" be the disjoint union of G and G . Then G φ 2n , hence G ¬φ 2n since φ 2n has no propositional symbol, and by Lemma 10 we have that G ¬φ 2n or G ¬φ 2n , which contradicts condition (1).
However, Theorem 4 still holds if we restrict ourselves to connected frames with loops. Consider the following translation from formulas in SO into formulas in FHL\{E, NOM, PROP}: Definition 15. Let φ = Q 1 X 1 . . . Q l X l ψ be a second-order formula where ψ is a first-order sentence. We definê Lemma 11. Let G = (V, E G ) be a connected graph of size n ≥ 2 with loops on each state, R 1 , . . . , R m relations on V with arities r 1 , . . . , r m , g an assignment of state variables, β an assignment of first-order variables and f a function from the set of first-order variables to {1, . . . , n} such that:
(i) g assigns to each variable z i a different element in V ; (ii) g(y R i 1 ,...,i k ) = g(t) iff (g(z i 1 ), . . . , g(z i k )) ∈ R for each R ∈ {R 1 , . . . , R m }; (iii) β(x) = g(z f (x) ) for each first-order variable x;
If φ = Q 1 X 1 . . . Q l X l ψ is a second-order formula in the symbol set {E, R 1 , . . . , R m }, then (G, R 1 , . . . , R m , β) |= φ iff for all w ∈ V , (G, g, w) |=T n (φ).
Proof. Analogous to the proof of Lemma 9
Theorem 5. Let φ be a second-order sentence and G a connected graph of size n ≥ 2 with loops. Let
Then G |= φ iff G |= ψ n .
Proof. Analogous to the proof of Theorem 3, using Lemma 11 instead of Lemma 9.
Theorem 6. Let G be a property of connected graphs with loops in the polynomial hierarchy. Then there is a set of sentences Φ = {φ 1 , φ 2 , . . .} of FHL\{E, NOM, PROP}, such that:
(1)for all connected G with loops, G ∈ G iff G |= Φ iff G |= φ |G| , and (2) φ m is O(n k ) for some constant k depending only on G.
Proof. Similar to Theorem 4, we may suppose that each graph in G has at least two vertices. Let ψ be a second-order formula expressing G. Let
Let ψ n be the formula from Lemma 11. We define φ n as:
The remainder of the proof is similar to the proof of Theorem 4.
In the following section, we will show that the prefix pattern of the prenex form is closely related with the degrees of the polynomial hierarchy.
Polynomial Hierarchy and Fragments of HL
In [7] , it is proved that the model-checking problem for the FHL\↓ ↓ fragment is NP-complete. The translation given in Section 4 above can be used to produce hybrid formulas of polynomial size using formulas of secondorder logic. This leads to a alternative proof that the model-checking problem for the fragment FHL\↓ ↓ is hard for NP, since there is a polynomial reduction for any instance of an NP problem to the model-checking problem of FHL\↓ ↓. To show this, we need the following lemma:
Lemma 12. If φ ∈ ∃SO, the existential fragment of second-order logic, then T n is in HL(@, ↓, E)\{↓ ↓, NOM, PROP}, that is, the fragment of HL(@, ↓, E) without, nominals, propositional symbols and the patterns ↓ ↓ and ↓A↓, that is, an ↓ inside the scope of a universal modality A or , which in turn is inside the scope of other ↓.
(Theorem 7), different from the one presented in [7] . If we do not use the global modalities E and A, we can no more express properties in PH, by sequences of formulas, actually, relatively simple properties like connectivity cannot be expressed by sets of sentences in FHL\{E, NOM, PROP}. However, if we consider only connected frames with loops, the result still holds (Theorem 6). We also defined the fragments π i and σ i of HL and showed that the model-checking problem for those fragments are complete problems for the corresponding degree of the polynomial hierarchy.
