Abstract. The mainstream approach to image quality assessment has centered around accurately modeling the single most relevant strategy employed by the human visual system (HVS) when judging image quality (e.g., detecting visible differences, and extracting image structure/information). In this work, we suggest that a single strategy may not be sufficient; rather, we advocate that the HVS uses multiple strategies to determine image quality. For images containing near-threshold distortions, the image is most apparent, and thus the HVS attempts to look past the image and look for the distortions (a detection-based strategy). For images containing clearly visible distortions, the distortions are most apparent, and thus the HVS attempts to look past the distortion and look for the image's subject matter (an appearance-based strategy
Introduction
The ability to quantify the visual quality of an image in a manner that agrees with human vision is a crucial step for any system that processes consumer images. Over the past several decades, research on this front has given rise to a variety of computational methods of image quality assessment. So-called full-reference quality assessment methods take as input an original image and a distorted version of that image, and yield as output a prediction of the visual quality of the distorted image relative to the original image. The effectiveness of an image quality assessment method is gauged by examining how well the method can predict ground-truth, human-supplied quality ratings obtained via subjective testing.
The earliest methods of full-reference quality assessment were based primarily on the energy of the distortions. Classical examples include mean-squared error ͑MSE͒ and peak signal-to-noise ratio ͑PSNR͒, which operate based on point-wise differences of digital pixels values. Root-meansquared ͑rms͒ contrast is another example in which the energy of the distortions is measured in the luminance domain. 1 More recently, methods have been developed based on properties of the human visual system ͑HVS͒.
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The vast majority of HVS-based methods employ a "perceptual decomposition" that mimics the local spatialfrequency analysis performed in early vision. This decomposition is typically followed by processing stages that take into account near-threshold psychophysical properties such as contrast sensitivity and visual masking.
Another class of methods has recently been proposed that do not explicitly model the stages of vision, but instead operate based on overarching principles of what the HVS is trying to accomplish when viewing a distorted image. [21] [22] [23] [24] Overarching principles typically include some form of structural or information extraction, which assumes that a high-quality image is one whose structural content ͑object boundaries and/or regions of high entropy͒ most closely matches that of the original image. In Sec. 2, we provide a review of existing approaches to quality assessment.
Despite the clear differences in the way these approaches operate, the vast majority of existing methods share a common thread. Namely, they are rooted in the assumption that when a human determines image quality, the HVS operates via a single strategy. For MSE/PSNR, the assumption is that the strategy employed by the HVS is to gauge the intensity of the distortions. For methods based on near-threshold psychophysics, the assumption is that the strategy employed by the HVS is to process the images via local spatial-frequency decompositions with adjustments for masking, and then to collapse these perceptual decom-positions into a final value of quality. For methods based on overarching principles, the common assumption is that the strategy employed by the HVS is to extract local image structure or use natural image statistics to extract the maximal amount of information, and thus quality is determined based on the extent to which this information can be extracted.
In this work, we advocate an approach to image quality assessment that builds on the strengths of previous approaches, but which operates based on a fundamentally different premise. We assume that the HVS performs multiple strategies when determining quality. Numerous studies have shown the HVS to be a highly adaptive system, with adaptation occurring at multiple levels ranging from single neurons 25 to entire cognitive processes. 26 Thus, even if a human observer is given a fixed, single task of judging image quality, it is reasonable to assume that different strategies might be employed for different conditions ͑e.g., for different images, different image regions, and/or for different types and amounts of distortion͒. Here, we present an image quality assessment method that attempts to explicitly model two strategies employed by the HVS: 1. a detectionbased strategy for high-quality images containing nearthreshold distortions; and 2. an appearance-based strategy for low-quality images containing clearly suprathreshold distortions.
The need to explicitly model these two separate strategies was motivated by our own experiences when simultaneously judging the qualities of several distorted versions of the same original image. We observed that when viewing and judging the quality of each distorted image, the HVS tends to concentrate on different aspects of the images. Specifically, as shown in Fig. 1 , 27 some of the distorted images contained just-visible ͑near-threshold͒ distortions; these images were consequently judged to be of relatively high quality compared to the original image. For these higher quality images, because the distortions are not readily visible, our visual system seems to employ a detection strategy in an attempt to locate any visible differences. Contrast the images in Fig. 1 with those in Fig. 2 . Images shown in Fig. 2 contain clearly visible ͑suprathreshold͒ distortions and were consequently judged to be of lower quality. For these lower quality images, the distortions dominate the overall appearance of each image, and thus visual detection is less applicable. Instead, for these latter images, quality is determined based primarily on our ability to rec- ognize image content. To summarize, in the high-quality regime, the HVS attempts to look for distortions in the presence of the image, whereas in the low-quality regime, the HVS attempts to look for image content in the presence of the distortions. We argue that these two fundamentally different strategies require two separate computational models.
We have titled our quality assessment method most apparent distortion ͑MAD͒ to stress the fact that what is most apparent to the human observer-and thus the strategy employed by the HVS-can change depending on the amount of distortion. MAD operates by using both a detectionbased model and an appearance-based model. For detection, we employ a simple spatial-domain model of local visual masking, which takes into account the contrast sensitivity function, and luminance and contrast masking with distortion-type-specific adjustments. Detection-based quality is then estimated based on the mean-squared error ͑in the lightness domain͒ between the original and distorted images computed locally for those regions in which the masking model deems the distortions to be visible. For appearance, we employ a model that follows from the textureanalysis literature. The original and distorted images are first decomposed using a log-Gabor filter bank, and the resulting coefficients corresponding to each spatial scale are weighted, with greater weight assigned to coarser scales. Appearance-based quality is then estimated based on the absolute difference between low-level statistics ͑mean, variance, skewness, and kurtosis͒ measured for the weighted coefficients of the original and distorted images. Finally, the overall quality of the distorted image is computed by taking a weighted geometric mean of the detection-and appearance-based qualities, where the weight is determined based on the amount of distortion. For highly distorted images, greater weight is given to the appearance-based quality, whereas for images containing near-threshold distortions, greater weight is given to the detection-based quality.
This work is organized as follows. Section 2 summarizes existing methods of full-reference image quality assessment. Section 3 describes the details of the MAD algorithm. Section 4 provides an analysis and discussion of MAD's performance in predicting subjective quality ratings. General conclusions and directions for further research are provided in Sec. 5.
Background
Modern methods of image quality assessment can generally be classified as follows: 1. those that operate based on properties of the HVS; 2. those that operate based on measurements of image structure; and 3. those that operate based on other proxy measures of quality. In this section, we provide a brief review of current assessment methods.
Methods Based on Properties of the Human
Visual System Given a distorted image, a human can readily rate the quality of the image relative to the original image and relative to other distored images. Accordingly, a great deal of research in image quality assessment has focused on the use of computational models of the human visual system.
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Most HVS-based assessment methods transform the original and distorted images into a "perceptual representation" inspired by both psychophysical and neurophysiological studies of low-level vision. 26, 33 The images are typically processed through a set of spatial filters to obtain oriented, spatial-frequency decompositions of the images designed to mimic the decomposition performed in the primary visual cortex. The coefficients of the resulting subbands are then adjusted to take into account variations in visual sensitivity to spatial frequency ͑contrast sensitivity͒, and both luminance masking and contrast masking. Finally, the quality of the distorted image is determined based on the extent to which the adjusted subband coefficients of the original image differ from the adjusted subband coefficients of the distorted image. Typically, this final stage is performed by computing point-wise absolute differences between the original and distorted subbands, and then collapsing these differences via an L p norm ͑see, e.g., Refs. 5, 6, and 34͒.
In general, methods of this type perform best as image difference metrics-i.e., they have been designed to determine if changes are visible and accordingly operate best when the distorted images contain artifacts near the threshold of detection. Researchers have previously argued that the underlying visual models need to be extended to take into account higher level properties of human vision. 30, 35, 36 Unfortunately, although current understanding of low-level ͑near-threshold͒ vision is quite mature from a modeling perspective, much less is known about how the HVS operates when the distortions are in the suprathreshold regime in which higher levels of vision are invoked. 33 Nonetheless, recent HVS-based methods have begun to model higher levels of vision. 11, [18] [19] [20] For example, in Ref. 18 contrast sensitivity and luminance, and contrast masking are augmented by models of suprathreshold contrast perception. In Ref. 20, a wavelet-based model of low-level vision is combined with a model of how the HVS adaptively integrates different spatial frequencies depending on the amount of degradation.
Methods Based on Image Structure
A recent thrust in image quality assessment has focused on measuring degradations in image structure as a proxy for measuring image quality. 19, 21, 23, 37 The central assumption in this approach is that the HVS has evolved to extract structure from the natural environment. Consequently, a higher quality image is one whose structure closely matches that of the original image, whereas a lower quality image exhibits less structural similarity to the original.
Although a precise definition of "image structure" remains an open question, methods of this type have been shown to correlate highly with subjective ratings of quality. In Refs. 21 combine PSNR with a measure of structure based on differences in wavelet modulus maxima corresponding to lowand high-frequency bands. Structural approaches to quality assessment have also been applied to video 40, 41 and wireless applications. 42 
Methods Based on Other Measures
Other measures of image quality have been proposed that operate based on statistical and/or information-theoretic measures. For example, In Ref. 43 , Sheikh and Bovik quantify image quality based on natural-scene statistics. VIF operates under the premise that the HVS has evolved based on the statistical properties of the natural environment. Accordingly, the quality of the distorted image can be quantified based on the amount of information it provides about the original. VIF models images as realizations of a mixture of marginal Gaussian densities of wavelet subbands, and quality is then determined based on the mutual information between the subband coefficients of the original and distorted images.
In Ref. 44 , Liu and Yang apply supervised learning to derive a measure of image quality based on decision fusion. A training set of images and subjective ratings is used to determine an optimal linear combination of four methods of quality assessment: PSNR, SSIM, VIF, and VSNR. The learning is performed via canonical correlation analysis and images/subjective ratings from the Laboratory for Image and Video Engineering ͑LIVE͒ image database 25 ͑Univer-sity of Texas at Austin͒ and the A57 image database. 20 The authors demonstrate that the resulting approach is competitive with VIF.
In Ref. 24, Shnayderman, Gusev, and Eskicioglu measure image quality based on a singular value decomposition ͑SVD͒. The Euclidean distance is measured between the singular values of an original image block and the singular values of the corresponding distorted image block; the collection of block-wise distances constitues a local distortion map. An overall scalar value of image quality is computed as the average absolute difference between each block's distance and the median distance over all blocks. Shnayderman, Gusev, and Eskicioglu report that their SVD-based method performs better than SSIM on a suite of test images.
Summary of Existing Methods
Methods that operate based only on the energy of the distortions, such as MSE and PSNR, are attractive due to their mathematical simplicity. However, these methods have also been shown to be relatively poor predictors of visual quality, 45 particularly when comparing images containing different types of distortions. Methods that take into account properties of the human visual system have demonstrated great success at predicting quality for images containing near-threshold distortions. However, these methods generally perform less well for highly distorted images containing suprathreshold distortions unless properties of suprathreshold vision are also taken into account ͑e.g., Refs. 19 and 20͒. In contrast, methods based on structural and/or statistical principles have demonstrated success for images containing suprathreshold distortions. However, because these methods lack explicit models of early vision, they generally perform less well on higher quality images containing near-threshold distortions.
In the following section, we describe our approach to image quality assessment, MAD, which builds on the strengths of these existing approaches, but which operates based on the conjecture that the HVS performs multiple strategies when determining quality. We demonstrate that by explicitly modeling two separate strategies ͑visual detection and visual appearance͒, and by adaptively combining the outputs of these models based on an estimate of perceived distortion, improved predictions of visual quality can be realized.
Algorithm
This section describes the details of the MAD algorithm. First, we describe a method for quantifying perceived distortion in images containing near-threshold distortions ͑relatively high-quality images͒; this first method is used to model visual detection. Next, we describe a method for quantifying perceived distortion in images containing suprathreshold distortion ͑relatively low-quality images͒; this latter method is used to model image appearance. Finally, we describe a technique used to combine the two perceived distortions into a single estimate of overall perceived distortion.
Detection-Based Strategy for High-Quality Images
When viewing a high-quality image, we argue that the HVS attempts to look for distortions in the presence of the image. To approximate this visual detection strategy, we combine a spatial-domain model of local masking with local mean-squared error measured in the perceived luminance ͑lightness͒ domain. An overview of this process is provided in Fig. 3 . As shown in Fig. 3 , low-level psychophysical properties such as the spatial contrast sensitivity function, the nonlinear perception of luminance, and luminance and contrast masking are used to compute a map denoting the locations of visible distortions. Next, this visibility map is used to compute a visibility-weighted local MSE map. Finally, the perceived distortion is estimated by collapsing the visibility-weighted local MSE map ͑via the L 2 norm͒ into a single scalar value.
Step 1: compute locations at which the distortions are visible
Let I org denote an n-bit original digital image, and let I dst denote a distorted version of the original image, both with digital pixel values in the range ͓0,2 n −1͔ ͑e.g., ͓0 − 255͔ for 8-bit images͒. Both images are of size M ϫ N pixels.
Perceived luminance. To account for the nonlinear relationship between digital pixel values and physical luminances of typical display media, the pixels of the original and distorted images are first converted to luminance images ͑in units of cd/ m 2 ͒ via
where L denotes the luminance image, and where the parameters b, k, and ␥ are constants specific to the device on which the images are to be displayed. For 8-bit pixel values and an sRGB display, 46 the values for these parameters are given by b =0, k = 0.02874, and ␥ = 2.2. Equation ͑1͒ is applied to both I org and I dst to yield L org and L dst , respectively.
Next, we take into account the nonlinear HVS response to luminance by converting luminances into perceived luminances ͑relative lightness͒ via
͑2͒
where L denotes the relative lightness and is a rough approximation of L * used in the CIELAB color space. ͓A cube root is also employed in the computation of the lightness used in the CIELAB color space. However, Eq. ͑2͒ lacks the low-luminance nonlinearity and the normalization by the white point commonly used in CIELAB. We account for low-luminance conditions later in Eq. ͑5͒. If the white point of the display is known, the lightness used in CIELAB could potentially replace Eq. ͑2͒ and the threshold in Eq. ͑5͒.͔ Equation ͑2͒ is used for both L org and L dst to yield the perceived-luminance images L org and L dst , respectively. The error image is then defined as
Contrast sensitivity function. We account for variations in ͑near-threshold͒ sensitivity to spatial frequency by using a model of the contrast sensitivity function ͑CSF͒ originally described by Mannos 
where org ͑p͒ denotes the mean of block p of I org Ј , and where org ͑p͒ denotes the minimum of the standard deviations of the four subblocks of p ͑see Appendix A in Sec. 6͒. Whereas C org ͑p͒ is a measure of the local rms contrast in the original image ͑and thus a measure of the relative masking capability of each region͒, C org ͑p͒ is independent of the distortions. Accordingly, we next compute a local contrast map for the error image to account for the spatial distribution of the distortions in the distorted image. I err Ј is divided into 16ϫ 16 blocks ͑with 75% overlap between blocks͒, and then the rms contrast C err ͑p͒ for each block p is computed via
where err ͑p͒ denotes the standard deviation of block p of I err Ј . Here, we employ a lightness threshold of 0.5 to account for the fact that the HVS is relatively insensitive to changes in extremely dark regions. Finally, we use the two local contrast maps ͕C org ͑p͖͒ and ͕C err ͑p͖͒ to compute a local distortion visibility map ͕͑p͖͒ via
Effectively, ͑p͒ reflects the amount by which the ͑log͒ contrast of the error exceeds the ͑log͒ contrast of the original image, if both contrasts are above the threshold ͑␦ = −5͒. Appendix A in Sec. 6 provides further details of the logic behind Eq. ͑6͒.
Step 2: combine the visibility map with local errors
After the map of visible locations is created, we use visibility-weighted local MSE measured in the lightness domain to determine perceived distortion. We define the perceived distortion due to visual detection d detect as
where the summation is over all blocks and P is the total number of blocks. The quantity D͑p͒ is the local MSE computed for each 16ϫ 16 block p via
where N p is the set of pixels inside block p. Equation ͑7͒ collapses the visibility-weighted local MSE into a single value using the L 2 norm, which is a reasonable approximation of visual summation of distortion in natural images. 49 A value of d detect = 0 indicates that the distortions in the distorted image are not visible. Increasing values of d detect denote increasing perceived distortion and thus decreasing visual quality. However, it is important to note that d detect is not designed to be used in the low-quality regime in which all blocks contain suprathreshold distortion. As discussed in the following section, in the low-quality regime, a different strategy is required. Figure 4 shows an example of the maps involved in computing d detect for an image distorted via JPEG compression. The original and distorted images are shown in Figs. 4͑a͒ and 4͑b͒, respectively. Notice that the only visible distortions occur in the form of blocking in the background and ringing around the tree's branches. The swarm of worms and the interior of the tree mask the distortion.
Figures 4͑c͒-4͑e͒ show the computed visibility map, local MSE map, and visibility-weighted local MSE map ͕͑p͒ ϫ D͑p͖͒, respectively. Notice from Fig. 4͑c͒ that the visibility map does well at capturing the visible artifacts. Notice from Fig. 4͑d͒ that because local MSE does not take into account masking, the local MSE map indicates that the greatest distortions occur in the areas of greatest energy ͑worms, tree͒, whereas the distortions in these regions are masked. Finally, notice from Fig. 4͑e͒ that the visibilityweighted local MSE map performs well at indicating both the locations and perceived intensities of the visible distortions. In particular, this latter map captures both the blocking in the background and the ringing around the branches.
Although the spatial-domain model of masking employed here is certainly not a proper model of how masking is effected in the HVS, it provides a reasonable tradeoff between accuracy and computational efficiency. In particular, standard deviation can be approximated efficiently using a fast, separable convolution. Furthermore, although MSE on its own is not always a veridical indicator of perceived distortion, when MSE is computed locally and combined with a visibility map, it can perform well in the highquality regime. In Sec. 4 .5, we demonstrate that, despite its simplicity, this model is quite effective at predicting the perceived distortion of images in the high-quality regime ͑i.e., for images in which visual detection is the predominant HVS strategy͒.
Appearance-Based Strategy for Low-Quality
Images In the low-quality regime, we argue that visual masking is of lesser importance to our perception of quality; rather, when the distortions are highly suprathreshold, perceived distortion is better modeled by quantifying the extent to which the distortions degrade the appearance of the image's subject matter. Thus, the HVS switches from a strategy of detecting distortions in the high-quality regime to a strategy of judging image appearance in the low-quality regime.
To model this appearance-based strategy, we employ a method based on local statistics of multiscale log-Gabor filter responses. Models of this type have long been used by the image-processing and computer vision communities to capture the appearance of textures ͑for example, see Ref.
50͒. Furthermore, previous researchers have shown that simple cells in the primary visual cortex are well-modeled using log-Gabors, 51, 52 and that for textures, changes in the statistics of log-Gabor filter responses are more visually apparent than changes in pixel statistics.
Fig. 4 Perceived distortion in the high-quality regime is determined based largely on masking. Given an original image ͑a͒, and a distorted image ͑b͒, a map denoting the locations of visible distortions is computed ͑c͒, which is then multiplied by local MSE measured in the lightness domain ͑d͒. The resulting visibility-weighted local MSE ͑e͒ is used to determine d detect . In this image, the only visible distortions occur in the form of blocking in the background and ringing around the branches, whereas the worms and the interior of the tree mask these errors. Because local MSE does not take into account masking, the local MSE map in ͑d͒ indicates that the greatest distortions occur in the areas of greatest energy. However, by augmenting local MSE with the distortion visibility map, the final visibilityweighted local MSE map ͑e͒ accurately reflects the locations and amounts of visible distortions.
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Journal Figure 5 shows an overview of our appearance-based strategy. The decomposition of a distorted image and the subband statistical maps are shown. It is important to note that for this analysis, we deliberately avoid the use of stages designed to model low-level visual detection ͑CSF and masking͒. These aspects are captured separately by d detect as described in the previous section. Instead, the method presented here relies solely on changes in logGabor statistics in an attempt to capture changes in visual appearance.
Step 1: apply a log-Gabor decomposition
The original and distorted images are first decomposed into a set of subbands using a log-Gabor filter bank. The filtering used to obtain the subbands is performed in the frequency domain by computing the inverse DFT of the product of the image's DFT with the following 2-D frequency response:
where G s,o is the filter denoted by spatial scale index s and orientation index o.
2 ͔ is the normalized radial frequency and = arctan͑v / u͒ is the orientation. The parameter r s denotes the normalized center frequency of the scale, and s / r s determines the bandwidth. The parameter o is the center orientation of the filter and o is the angular spread. Because the log-Gabor filters have been shown to approximate cortical responses in the primary visual cortex, 52 the parameters r s , s , o , and o can be selected to match corresponding estimates obtained from the mammalian visual system ͑see Appendix B in Sec. 7͒.
The log-Gabor decomposition is performed for both the original image and the distorted image via multiplication in the frequency domain. Let ͕ć s,o ͖ denote the set of log-Gabor subbands computed for either the original or distorted image, where each subband ć s,o R MϫN is the same size as the images. The log-Gabor decomposition is computed using five scales s = 1 , . . . , 5, and four orientations o = 1 , . . . , 4, thus yielding 20 subbands per image. This decomposition is applied to both the original image I org and the distorted image I dst to yield the sets of subbands ͕ć s,o org ͖ and ͕ć s,o dst ͖, respectively.
Step 2: compare subband statistics
After computing ͕ć s,o org ͖ and ͕ć s,o dst ͖, the local subband statistics of the original image are compared with the corresponding local subband statistics of the distorted image to define a local statistical difference map ͕͑p͖͒. Specifically, for each 16ϫ 16 block ͑with 75% overlap between blocks͒, the difference in standard deviation, skewness, and kurtosis of the block's corresponding subband coefficients is computed via
where s,o ͑p͒, s,o ͑p͒, and s,o ͑p͒ denote, respectively, the standard deviation, skewness, and kurtosis of the 16ϫ 16 subband coefficients corresponding to scale s and orientation o, and corresponding in location to block p. The scalespecific weights w s = 0.5, 0.75, 1, 5, and 6 ͑for the finest to coarsest scales, respectively͒ are used to account for the HVS's preference for coarse scales over fine scales. Appendix B in Sec. 7 provides additional details regarding Eq.
͑10͒.
The final scalar value of perceived distortion in the lowquality regime is given by
where the summation is over all blocks and P is the total number of blocks. A value of d appear = 0 denotes no perceived distortion, and increasing values of d appear denote increasing perceived distortion and thus decreasing visual quality. Figure 6 shows the resulting statistical difference map ͕͑p͖͒ used in computing d appear for an image Caps from the LIVE image database distorted via JPEG compression. The original and distorted images are shown in Figs. 6͑a͒ and 6͑b͒, respectively. Notice that the most disturbing artifacts manifest as differences in the appearances of the sky and the shadows of the caps. As shown in Fig. 6͑c͒ , the statistical difference map succeeds at capturing these changes in visual appearance. It is important to note that we are not saying the HVS performs statistical comparisons, but that these statistics can serve to approximate what the HVS defines as appearance.
Adaptively Combining the Two Strategies
The previous sections presented two measures of perceived distortion: d detect designed for high-quality images containing near-threshold distortions, and d appear designed for lowquality images containing clearly suprathreshold distortions. In this section, we describe how these two measures are combined to yield an overall measure of perceived distortion, applicable for all images, based on how apparently distorted the image appears.
High-quality images should obtain their rating mostly from d detect and low-quality images from d appear . We hypothesize that in the transition between high-and low-quality assessment, the HVS uses a mixture of strategies. This hypothesis makes sense for images in which some regions may appear to be of high quality, while other regions may contain clearly suprathreshold distortions. Images compressed with JPEG and JPEG-2000, for example, fall into this category. Figure 7 shows an example. In comparison to the original image shown in Fig. 7͑a͒ , the distorted image shown in Fig. 7͑b͒ contains a mixture of what one would consider high-quality and low-quality regions. The left sidewall of the bridge and the mountain in the background exhibit statistical appearance changes ͑severe blurring͒, while the high-contrast trees and brighter areas of the sky largely mask the distortions. In addition, the middle slats of the bridge look somewhat normal, whereas the more distant slats appear clearly degraded.
To capture the interacting strategies, we propose using a weighted geometric mean of d detect and d appear , given by
where MAD ͓0,ϱ͔ denotes the overall perceived distortion. The weight ␣ ͓0,1͔ is chosen based on the ͑pre-dicted͒ overall level of distortion. For low levels of distortion, MAD should obtain its value mostly from d detect ͑i.e., ␣ should approach a value of 1͒. For high levels of distortion, MAD should obtain its value mostly from d appear ͑␣ should approach a value of 0͒. Although the optimal technique of selecting ␣ remains an area of future research, we have found that selecting ␣ based on d detect can yield good performance. Here, ␣ is computed via
where ␤ 1 and ␤ 2 are free parameters. For the A57 database, 54 the optimal values for these parameters are ␤ 1 = 0.467 and ␤ 2 = 0.130. . 6 Perceived distortion in the low-quality regime is determined based largely on changes in the appearance of the image's subject matter. Given an original image ͑a͒, and a distorted image ͑b͒, a map of local changes in log-Gabor filter-response statistics is computed ͑c͒. This statistical difference map is used to determine d appear . Note that the difference map is based on statistics from multiple scales, so distortions are not completely localized. following section, we analyze MAD's ability to predict subjective ratings of image quality. We show that using the detection and appearance models from before adaptively can be a powerful tool for assessing the relative quality of a distorted image.
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Results
In this section, the performance of MAD is analyzed in terms of its ability to predict subjective ratings of image quality. To assess its predictive performance, MAD was applied to four databases of subjective image quality: 1. the TID database, 55 2. the LIVE database, 56 3. the Toyama database, 57 and 4. a new database of subjective quality released by the authors entitled the Categorical Subjective Image Quality ͑CSIQ͒ database.
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The TID database is a collaborative European effort. The database contains 25 original images, 68 distorted versions of each original image, and subjective ratings for pair-wise image comparisons from 654 different observers from three different countries. TID contains 17 different types of distortions and four different levels of distortion intensity for each original image. This results in 1700 total images in the database. We refer the reader to Ref. 55 for a discussion of the selected distortion types. The overall ratings of TID are presented as mean opinion scores ͑MOS͒.
It is of note that the TID database was collected in an uncontrolled manner. Lighting conditions, screen size, monitor type, and color gamma varied between trials. However, the pair-wise comparison task is considerably easier for subjects, and has inherently less variation for images with highly apparent distortions. But, the quality ratings of near-threshold distortions on TID should be taken with a degree of skepticism. Variations in monitors and viewing distances can drastically change the visibility of nearthreshold distortions. Even so, TID reports that the variations between observers is smaller than any other database to date. In this respect, TID shows an affinity to capturing how a quality assessment algorithm would perform in a real-world deployment, where variations between monitors and viewing distances are impossible to control.
The LIVE database contains 29 original images, 26 to 29 distorted versions of each original image, and subjective ratings of quality for each distorted image ͓differential mean opinion scores ͑DMOS͒ values͔. The distortions used in LIVE are: Gaussian blurring, additive white noise, JPEG compression, JPEG-2000 compression, and simulated data packet loss of transmitted JPEG-2000-compressed images. LIVE contains a total of 779 distorted images.
The Toyama database from Japan contains 14 original images and 168 distorted versions of the originals. The subjective scores were collected using a calibrated CRT monitor in fixed viewing conditions. The database contains two types of distortions, JPEG and JPEG-2000 compressed images. The subjective ratings were collected using a single stimulus absolute scaling. The overall ratings of Toyama are presented in the form of MOS.
The CSIQ database is a new database released by the authors. It consists of 30 original images distorted using six different types of distortions at four to five different levels of distortion. The distortions used in CSIQ are: JPEG compression, JPEG-2000 compression, global contrast decrements, additive pink Gaussian noise, additive white Gaussian noise, and Gaussian blurring. This results in 866 distorted versions of the original images. CSIQ images are subjectively rated based on a linear displacement of the images across four calibrated LCD monitors placed side by side with equal viewing distance to the observer. All of the distorted versions of an original image were viewed simultaneously on the monitor array and placed in relation to one another according to overall quality. Across image ratings are realigned according to a separate, but identical, experiment in which observers place subsets of all the images linearly in space. The database contains 5000 subjective ratings from 25 different observers, and ratings are reported in the form of DMOS.
Performance Measures
Before evaluating the performance of a particular quality assessment method on a particular database, it is customary to apply a logistic transform to the predicted ratings to bring the predictions on the same scale as the DMOS/MOS values, and to attempt to obtain a linear relationship between the predictions and opinion scores. The logistic transform recommended by the Video Quality Experts Group 60 is a four-parameter sigmoid given by
The parameters 1 , 2 , 3 , and 4 are chosen to minimize the MSE between the predicted values and the opinion scores. The logistic transform is monotonic and was chosen mainly for its ability to facilitate the use of various performance measures.
The most common measures of predictive performance are the Pearson correlation coefficient ͑CC͒ and Spearman rank-order correlation coefficient ͑SROCC͒. CC and SROCC are measures of how well an algorithm's predictions correlate with the raw opinion scores, and how well an algorithm predicts the relative ordering of the distorted images, respectively.
There are also two measures of performance more specific to image quality prediction: the outlier ratio 61 R out and the outlier distance d out . These two measures attempt to account for the inherent variation in human subjective ratings of quality. For instance, if the perceived rating of a particular image has large variation between observers, then the average rating is not necessarily a good indication of what should be predicted. Instead, some leeway should be given around the opinion scores associated with the variability of observers. This variability is normally quantified using the standard deviation of all subjective ratings for a particular image subj . With this in mind, the outlier ratio is defined as
where N false is the number of predictions outside two standard deviations 2 subj of the DMOS or MOS, and N total is the total number of predicted ratings. The range of 2 subj was chosen because it contains 95% of all the subjective quality scores for a given image. In addition to knowing if a predicted rating is an outlier, it is also informative to know how far outside of the error bars ͑ Ϯ 2 subj ͒ the outlier falls. To quantify this, we propose a new measure, termed the outlier distance, which is the distance from an outlier to the closest error bar. The outlier distance d out is defined as
where OS͑x͒ is the DMOS or MOS rating of image x, f͑x͒ is the predicted DMOS/MOS rating as defined in Eq. ͑14͒, and X false is the set of all predicted ratings outside 2 subj . Note that because d out is a sum of the MOS or DMOS, it is dependent on the dynamic range of the database, and therefore cannot be used to compare across databases, only within. For comparison, we selected several image quality assessment algorithms for which code is readily available. We compare SSIM, 21 MS-SSIM, 62 NQM, 18 VSNR, 54 and VIF 43 to the performance of MAD. All of the algorithms use grayscale versions of the original and distorted images. To ready the images for comparison, they were first converted to grayscale according to I = 0.2989ϫ R + 0.5870ϫ G + 0.1140ϫ B, where R, G, and B are the red, green, and blue color components of the image. Additionally, each algorithm has slightly different settings associated with its implementation. The default implementation provided in Ref. 63 was chosen for each quality assessment algorithm, which is based on the settings suggested by the authors of the individual algorithms. Settings were held constant across databases.
MAD is implemented assuming a maximum spatial frequency of 16 c / deg. As previously mentioned, we assume b =0, k = 0.02874, and ␥ = 2.2 in Eq. ͑1͒. Table 1 shows the performance of MAD and other quality assessment algorithms on the entire set of images from the TID, LIVE, Toyama, and CSIQ databases using CC, SROCC, R out , and d out . R out and d out are not calculated on TID, as the standard deviations between subjects have not yet been released for the database. Also shown in Table 1 is the average performance across databases for CC, SROCC, and R out . Bold entries denote the algorithm with the absolute best performance measure in each database. Italicized entries denote algorithm͑s͒ that are statistically the same as the best-performing algorithm based on an F-test. Notice that MAD is either the best performer in each category or has the same statistical performance as the best-performing algorithm. It also has the best average performance across databases.
Overall Performance
For images from the TID database, MAD is tied for the best-performing algorithm. MS-SSIM is the bestperforming algorithm ͑followed closely by MAD, which has the same performance statistically͒. VIF has a comparatively high linear CC, but this correlation drops considerably when the images are rank ordered.
For images from the LIVE image database, MAD demonstrates the best predictive performance over all algorithms with respect to all four performance measures ͑CC, ROCC, R out , and d out ͒. In particular, MAD demonstrates considerably lower R out and d out on LIVE than any of the other algorithms.
The Toyama database shows the least selectivity. The best statistical performing algorithms are MAD, MS-SSIM, NQM, and VIF. MAD has the second highest CC and SROCC. VIF shows the best performance, closely followed by NQM, MAD, and MS-SSIM. The limited number of images in the Toyama database makes it difficult to make a statistically significant comparison.
The results on CSIQ are similar to those on LIVE, with MAD demonstrating the best performance in all categories. In fact, MAD vastly outperforms the other algorithms on CSIQ. For instance, d out for MAD is twice as low as the next best-performing algorithm. We attribute this to the even clustering of near-and suprathreshold distortions present in CSIQ. For instance, 1% of the images are subjectively rated within 1.8% of perfect quality, and 14% of the images are rated within 5% of perfect quality. Algorithms must be highly selective in regards to near-threshold distortions to perform well on CSIQ. MAD achieves this.
Scatterplots of DMOS versus MAD can be seen in Fig. 8 for Toyama, LIVE, TID, and CSIQ. For TID, notice that the residuals appear to be heteroscedastic ͑non-Gaussian residuals͒, indicating that linear CC should not be the primary means of comparison. In that respect, the considerably higher linear CC achieved by an algorithm could, in part, be attributed to the homoscedasticity of its residuals. To further this comparison, we compute a goodness of fit measure for Gaussianity. This is included in the next discussion on statistical significance. Figure 8 also shows a fair number of outliers on the LIVE database and some at high quality on TID. These outliers arise largely from nonuniform distortions in the databases ͑e.g., packet loss͒. MAD consistently predicts that these images are of lower quality than subjectively rated. For uniform distortion, this is largely a nonissue. This issue is further explored in Sec. 4.4. In summary, MAD is the best-performing algorithm or tied for best-performing algorithm on each individual database. When MAD is the tied for best-performing algorithm ͑i.e., on Toyama or TID͒, it is statistically the same as the best performer. When MAD is the best performer ͑i.e., on LIVE or CSIQ͒, all other algorithms have statistically worse performance. When looking at overall performance across databases, MAD has the best average performance.
Statistical Significance
To establish statistical significance, we compare each algorithm's residuals ͑errors in predictions͒. If the residuals are sufficiently Gaussian, an F-test can be applied to determine the probability that the residuals are drawn from two different distributions and are thus statistically different; smaller residual variance denotes a better prediction. Note that if the residuals are not Gaussian, the test for significance is considerably more difficult and often inconclusive. One formal test of Gaussianity is the Jarque-Bera ͑JB͒ statistic. 64 If the JB statistic of a dataset is sufficiently small, one can assume that the data follow a Gaussian distribution. Larger values of the JB statistic denote larger deviations from Gaussianity. Table 2 shows the summary for overall statistical performance of each algorithm on TID, LIVE, Toyama, and CSIQ. Each entry is the ratio of the residual variance of the algorithm in the row to the algorithm in the column. An F-test was performed between each pair of algorithms. Bold entries denote that the algorithm in the row has statistically smaller residuals than the algorithm in the column with confidence greater than 95%. Italicized entries denote that the algorithm in the row has statistically greater residual variances with the same confidence. Plain text entries denote that there is statistically no difference between the residuals of the two predictions. Starred algorithms in column 2 indicate that no other algorithm performs statistically better on the particular database. Table 2 also contains the JB statistic measure of Gaussianity. Italicized JB entries denote that the residuals can be deemed Gaussian with 99% confidence. A large JB statistic indicates an increased departure from Gaussian ͑usually due to the presence of outliers͒.
On TID, MAD and MS-SSIM are statistically the bestperforming algorithms. It is notable that none of the algorithm residuals can be deemed Gaussian with high confidence. For instance, MAD has one of the highest JB statistics due to a large number of outliers at high quality ͑see Fig. 8͒ . It is surprising, then, that MAD stays competitive with MS-SSIM, which has considerably more Gaussian residuals. That is to say, the variance of MAD is inflated by the existence of outliers, while the variance of MS-SSIM arises from a more even, but wider, clustering across quality ranges.
On LIVE, MAD is statistically the best-performing algorithm. Again, MAD is also deemed as highly nonGaussian as denoted by the JB statistic. The high JB value is attributable to several outliers ͑see Fig. 8 in the LIVE database group͒ that inflate the variance of MAD, similar to the high-quality outliers on TID.
On CSIQ, MAD is statistically the best-performing algorithm. Notice that MAD has slightly more Gaussian residuals than every algorithm except PSNR. While none of the algorithms ͑except PSNR͒ can be considered Gaussian, the JB statistics between algorithms are much more consistent. There are no algorithms that are wildly non-Gaussian as seen in other databases. Because of the similarity in Gaussianity for the algorithms, CSIQ provides the most unbiased application of the F-test. Under these conditions, MAD performs well.
On Toyama, statistical significance is highly nonselective. MAD, MS-SSIM, NQM, and VIF have statistically the same performance. Even so, it is of note that MAD performs comparatively well. Toyama seems to show the least preference toward MAD, which is a contraindication from the other database analyses. Perhaps Toyama shows the least preference because it contains the least number of distortion types. This is investigated in the next section.
In summary, MAD was shown to have significantly smaller residuals on the CSIQ and LIVE databases. For Toyama and TID, the residuals of MAD were shown to be drawn from the same distribution as the best-performing algorithm with 95% confidence. For Toyama and TID, there was no algorithm that consistently ranked better than MAD. TID showed mild preference to MS-SSIM, and Toyama showed mild preference to VIF. Table 3 shows the SROCC of MAD and other quality assessment algorithms on the subsets of images from the TID, LIVE, Toyama, and CSIQ databases. The subsets are selected based on the distortion type. Bold entries denote the algorithm with the best overall performance for each distortion on each database. Italicized entries denote the second-best performer. This type of comparison is useful for applications where the distortion type is known beforehand. Table 3 , last row, also shows the number of times that the SROCC was above 0.95 ͑ i.e., highly correlated with MOS or DMOS͒.
Performance on Individual Distortion Types
When the distortion is known beforehand, the bolded entry from the table denotes the algorithm that might be most appropriate to use. On average, when the source of distortion is held constant, MS-SSIM and VIF show the best performances. MAD performs well on photographic distortions and compression distortions ͑blur, JPEG, etc.͒. MAD also performs well on denoised images.
Additionally, notice that MAD has significant trouble with images containing nonuniform distortion, such as packet loss errors, randomly placed solid blocks, and impulse noise. This same phenomenon was observed when looking at the outliers on LIVE and TID. We believe that this is an indication that d detect and d appear could be combined differently. For instance, it is possible to combine the masking and statistical maps and then perform error pooling, rather than error pooling each individual map and then combining the scalar values. In this way, the combination of strategies would be spatially dependent and may be more resilient to nonuniform distortions.
MAD also demonstrates a high number of times that its SROCC is above 0.95, meaning that it could be used effectively when the distortions in an images result from a single factor. VIF shows the most high correlations, with 13 image sets where it is highly correlated. When the distortions come from multiple sources or unknown sources, MAD is still the best overall choice.
Performance at Different Distortion Levels
It is informative to examine how the separate strategies of MAD perform on images containing only near-threshold distortions versus images containing highly visible distortions ͑i.e., using just d detect and d appear on subsets containing near-threshold distortions or highly suprathreshold distortions͒. Table 4 ͑top͒ shows the SROCC of various quality assessment algorithms on near-threshold distorted images from the CSIQ, LIVE, and TID databases ͑top fifth of the quality range of the database͒. Table 4 ͑bottom͒ shows the performances on highly distorted images from the same databases ͑bottom fifth of the quality range͒. Toyama is excluded from this comparison because the top and bottom fifth of the quality ranges contain a limited number of images ͑10 to 20 total images͒. Also listed in Table 4 are results from the various other quality assessment algorithms. Algorithms in bold are statistically tied for best performance based on an F-test. Notice that indeed d detect per- forms well on near-threshold distorted images and performs poorly on highly distorted images as designed. Similarly as designed, the opposite relationship is seen for d appear . It performs well on highly distorted images and performs poorly when the distortions are near-threshold. These results strengthen the argument that the HVS changes strategies based on how distorted the images appear.
For LIVE and CSIQ at near-threshold, d detect is the bestperforming algorithm or tied for best-performing algorithm, as we would predict. This is not the case for TID. No algorithm performs well when the distortions are mostly near-threshold. As mentioned previously, we expected all algorithms to perform poorly on near-threshold distortions in TID because of the wide variation in viewing conditions during subjective testing. This variability makes reliable calculations of masking impossible, which explains why d detect may be performing poorly. NQM and VIF appear to be the most resilient to these variations, with SROCC's of 0.47 and 0.51. Though they are the best performers at this distortion range on TID, the correlations are quite small and the overall relationship to quality is still weak.
For highly distorted images, d appear is the best performer or statistically equal to the best performer on all the databases. VIF also does well on CSIQ and TID, but not on LIVE. As one might predict, d appear is the most consistent performer in this distortion range. These results further support the use of separate strategies for near-and suprathreshold distortions.
Additionally, it is interesting to quantify how the dual strategy contributes to the value of MAD. Also shown in Table 5 is the mean and standard deviation of ␣ on each of the databases. For the most part, ␣ has a mean of about 0.45 and 0.1 standard deviation. Each strategy receives a varying weight depending on the visibility of the distortions ͑i.e., ␣ does not stay within a limited range in the databases͒. Toyama shows the least variability, with alpha having a standard deviation of 0.0414. It is unclear why ␣ is restricted on Toyama. Perhaps more images or more distortions would provide a wider range of variability. 
Limitations and Future Work
The performance of MAD is not without its downsides. In particular, the efficiency, masking implementation, and appearance model are in the first iterations of design. MAD is meant to advocate that by using simple assumptions about dual strategies, one can achieve excellent subjective quality prediction. There are still a number of directions that can be improved on in MAD. The appearance model d appear has a significant computation time and somewhat high memory footprint. A typical Matlab implementation with a 512ϫ 512 image can take up to 50 s on a 2.0-GHz AMD Athlon X2 processor. The significant computation time can be attributed to the logGabor image decomposition and the subsequent local statistics calculation on each subband. This bottleneck of the implementation requires the use of three nested loops. However, only a single loop traverses based on the image size. Thus the implementation grows at O͑N͒, where N denotes the number of pixels in the image.
In addition, each log-Gabor subband must be saved in memory while the statistics are calculated. At any given time, d appear may have the subband statistics of the reference and distorted image loaded in memory, and the logGabor filter bank decomposition for a single subband in memory. This results in three additional double precision maps of size N pixels each. Thus the memory footprint is three times the size of the input image ͑converted to double precision͒.
The computation of d detect has a relatively low computational complexity and memory footprint. A typical Matlab implementation with a 512ϫ 512 image takes about 0.8 s on a 2.0-GHz AMD Athlon X2 processor. It requires at most two double precision maps of size N pixels at any time during processing.
Aside from complexity, both d detect and d appear could be implemented in completely different manners. The current version of MAD uses a masking model with which it is difficult to separate the effects of different types of masking in an informative way. For instance, spatial frequency and Weber's law are heuristically incorporated using the mean and standard deviation, but not accounted for optimally ͑i.e., using real experimental observations͒. Additionally, contrast detection thresholds and contrast ͑or pattern͒ masking are heuristically incorporated ͑again, using the mean and standard deviation͒. From this perspective, it is arguable that d detect provides only a reasonable masking approximation, not an optimal model of masking.
Furthermore, the appearance model used in MAD is only an approximation of what the HVS might be doing. It is unclear why log-Gabor statistics capture overall appearance, and if the information could be achieved in a more efficient, direct manner. We highly encourage other interpretations of what the HVS might be capturing in this quality regime.
As mentioned previously, MAD has trouble predicting the quality of images with nonuniform distortions such as packet loss and impulse noise. We are currently looking at making Eq. ͑12͒ spatially dependent. Instead of a single, scalar ␣ blending parameter, there would be an entire ␣-map. In this way, one ␣-map could be ascertained from MAD, which quantifies the portions of an image where the HVS employs strategies that are either mostly detection based or mostly appearance based. This type of mapping may be useful for applications involving not only compression, but also unequal error protection in images.
We are also looking at extending MAD to account for color artifacts. In its current state, MAD is blind to coloronly distortions and masking effects related to hue. These types of extensions to MAD could provide significant improvements. Video quality assessment could also benefit from a dual strategy decomposition like MAD. It is unclear how the HVS adapts to different quality regimes in video, and MAD could be a good starting model. We note, however, that the computational complexity must be reduced for a video implementation of MAD, and are actively working to further reduce the run time and memory footprint of MAD.
Conclusions
This work presents a new method of image quality assessment that operates under the premise that the HVS performs two distinct strategies when assessing image quality. For high-quality images, because the distortions are not readily visible, our visual system seems to employ a detection strategy in an attempt to locate any visible differences. For low-quality images, because the distortions tend to dominate the image's overall appearance, visual detection is less applicable; rather, quality is determined based primarily on our ability to recognize image content. Thus, in the high-quality regime, the HVS attempts to look for distortions in the presence of the image; whereas in the lowquality regime, the HVS attempts to look for image content in the presence of the distortions. We argue that these two fundamentally different strategies require two separate computational models. Accordingly, two separate computational measures of perceived distortion are presented. The first measure, designed for high-quality images, assesses perceived distortion by taking into account contrast sensitivity, and local luminance and contrast masking. The perceived distortion is computed via a visibility-weighted local error measurement computed in the lightness domain ͑L * ͒. The second measure, designed for low-quality images, assesses perceived distortion based on the changes in local statistics between the subbands of the original image and the subbands of the distorted image. An overall measure of perceived distortion is computed via a weighted geometric mean of the high and low-quality measures, where the weight is determined based on the estimated level of distortion.
The proposed MAD measure is shown to perform well on images from the TID image database, 55 LIVE image database, 25 Toyama image database, 57 and the CSIQ image database.
58 Statistically significant improvements in predicting subjective ratings are achieved in comparison to a variety of existing algorithms. Some notable limitations of MAD include its relatively high computational complexity and memory footprint attributable to the log-Gabor decomposition required for the low-quality measure. In addition, MAD is blind to color-only distortion and has not yet been tested over a range of viewing distances. We are currently in the process of refining the masking model and the logGabor decomposition to better take into account viewing distance. We are also exploring extensions of this work for color images and video quality assessment.
The quantities ͑p 1,1 ͒, ͑p 1,2 ͒, ͑p 2,1 ͒, and ͑p 2,2 ͒ correspond to the standard deviations of the four subblocks of block p as illustrated in Fig. 9 .
This modified standard deviation is used to compensate for the fact that edges and object boundaries are not effective at masking, despite the fact that these regions exhibit high contrast. 67 As shown in Fig. 9 , 68 by defining the effective contrast based on the minimum contrast of each block's four subblocks, the resulting contrast around edges/ object borders is measured to be relatively low.
A.3 Mapping Contrast Ratios to Visibility
To determine the locations at which the distortions in the distorted image are visible, Eq. ͑6͒ is used to compare C err with C org to yield the visibility map ͕͑p͖͒ as described in Sec. 3.1.1.
The first statement in Eq. ͑6͒ handles the case in which the ͑log͒ contrast of the error is greater than the ͑log͒ contrast of the image in block p, and both of these contrasts are . 9 Example of measuring the local ͑block-based͒ contrast in an image containing a low-contrast object ͑here, a solid disk͒ placed on a high-contrast background, as is often found in natural images.
In ͑a͒, the contrast of the block is low. In ͑c͒, the contrast of the block is high. In ͑b͒, the contrast of the block would normally be higher than the contrast measured in ͑a͒, despite the fact that this object border is not effective at masking. 68 Here, we overcome this limitation by taking the effective local contrast to be the minimum contrast of all four subblocks. Thus in ͑b͒, since subblock p 2,1 has the lowest contrast, the effective local contrast is measured to be just as low as that measured in ͑a͒. above a minimum ͑log͒ threshold contrast ͑␦ = −5, chosen empirically by visually inspecting a number of generated masking maps and distorted images͒. See Fig. 3 for a plot of C err versus C org . In this case, ͑p͒ is set to the amount by which the ͑log͒ contrast of the error exceeds the ͑log͒ contrast of the image.
The second statement in Eq. ͑6͒ handles the case in which the image's ͑log͒ contrast in block p is at or below the threshold ͑␦͒, but the ͑log͒ contrast of the error in p is above the threshold. In this case, ͑p͒ is set to the amount by which the ͑log͒ contrast of the error exceeds the threshold. This second case is designed to avoid disproportionately high values of ͑p͒ due to blocks with low image contrast.
The final statement handles the case in which both the image and error exhibit a contrast at or below the threshold, in which case ͑p͒ is set to zero. Progressively greater values of ͑p͒ Ͼ 0 denote locations at which the error is progressively more visible. A demonstration of each stage of the masking model is provided in an online supplement to this work located at http://vision.okstate.edu/mad/. Appendix 2: Details of the Appearance-Based Strategy In this section, we provide details regarding the log-Gabor decomposition and the comparison of local subband statistics used in the computation of d appear .
B.1 Log-Gabor Decomposition
The log-Gabor decomposition is specified by Eq. ͑9͒ in Sec. 3.2.1. This decomposition is computed at five scales s = 1 , . . . , 5, using values of r s =2/ 3s and s / r s = 1.1. These values result in an approximately 1.5 octave spacing of the center frequencies of the bands, with each band spanning an approximately 1.5 octave bandwidth. Four orientations o = 1 , . . . , 4 are computed using o = ͑o −1͒ / 4 corresponding to 0, 45, 90, and 135 deg. The angular spread o is fixed at / 6. These values were chosen empirically to minimize overlap between bands, but still uniformly cover most of the frequency spectrum as in the mammalian visual system. 51 Note that the frequency responses of the filters defined by Eq. ͑9͒ are nonzero only for positive frequencies due to the one-sided orientation component of the response. This deliberate lack of conjugate symmetry allows the computation of two spatial-domain convolutions via a single DFT/ inverse DFT. Specifically, each subband is computed via
where G s,o ͑u , v͒ = G s,o ͕ͱ͓͑u / M / 2͒ 2 + ͑v / N / 2͒ 2 ͔ , arctan ͑v / u͖͒, and where I denotes the original or distorted image. This equation is equivalent to convolving I in the spatial domain with both even and odd-symmetric log-Gabor filter kernels. The inverse DFT yields complex-valued subband coefficients ͑c s,o C MϫN ͒ in which the real part of the coefficients correspond to the even-symmetric filter outputs, and the imaginary part of the coefficients correspond to the odd-symmetric filter outputs.
For each subband, we collapse the real and imaginary components of each coefficient ͑even and odd filter output͒ into a single magnitude via 
B.2 Comparing Subband Statistics
To capture appearance-based changes, the local subband coefficient statistics of the original image are compared with those of the distorted image. This comparison is specified by Eq. ͑10͒ in Sec. 3.2.2. The skewness difference in Eq. ͑10͒ is multiplied by a factor of 2 to bring it on approximately the same scale as the and differences. The scale-specific weights w s are used to account for the HVS's preference for coarse scales over fine scales ͑Ref. 69͒. The values chosen for w s for the finest to coarsest scales are 0.5, 0.75, 1, 5, and 6, which were selected to yield the best performance on the A57 database. 54 Using these weights, the finest scale contributes approximately 3.8% to ͑p͒, and coarser scales contribute 5.6, 7.5, 37.7, and 45.2%, respectively. ͑The proper values of w s remain an area of future research. Adjustment of w s only marginally affects the performance of the appearancebased model.͒ The statistics of the log-Gabor filter outputs have been widely used to define visual appearance and texture. Specifically, changes in standard deviation, skewness, and kurtosis have been shown to be good indications of discriminable texture appearance. 53 A change in the standard deviation of log-Gabor subband coefficients means that the outputs of certain log-Gabor filters change in intensity. When these changes are computed on a block-by-block basis, we are also able to approximately locate where in the image the filter outputs change. For instance, blurring dramatically changes the histogram of the log-Gabor outputs. 1. At high frequency, the histogram of filter outputs becomes more peaked with smaller standard deviation. 2. Additionally, if the outputs were skewed to one side before blurring, the histogram is likely to be more symmetric afterward. Compression artifacts would have different but measurable changes in the log-Gabor statistics. These changes in local subband statistics can approximate the perceived distortion of local image structure.
