In this paper, we present a multi-variant analysis of the determination of the accuracy of the seasonal heat demand in buildings. The research was based on the linear regression method for data obtained during short periods of measurement. The analyses were carried out using computer simulation, and the numerical models of the multifamily building and school building were used for the simulation. The simulations were performed using the TRNSYS, ESP-r, and CONTAM programs. The multi-zone models of the buildings were validated based on the measurement data. The impact of the building's parameters (airtightness, insulation, and occupancy schedule) on the determination of the accuracy of the seasonal heat demand was analyzed. The analyses allowed guidelines to be developed for determining the seasonal energy consumption for heating and ventilation based on short periods of heat demand measurements and to determine the optimal duration of the measurement period.
Introduction
The directive regarding the energy performance of buildings has introduced the obligation to carry out an energy performance review for new buildings or buildings undergoing thermomodernization, whether being sold or rented [1] . The seasonal heat consumption in buildings (as a strategic element of energy policy) is often predicted using dynamic models that take into account the geometry of the building, its thermal properties, and the existing heating, cooling, ventilation, and air conditioning (HVAC) installations. Modeling appropriate algorithms for the regulation and control of HVAC devices allows for optimization of the energy consumption [2] [3] [4] . Dynamic methods are accurate but require very detailed data, as well as a large amount of work.
The seasonal heat consumption is the element of the energy characteristic of a building which determines the energy status of that building. In this case, the methods of forecasting seasonal heat consumption should be simple and fast; therefore, static models are used. The energy characteristics, the main component of which is the energy consumption for heating and ventilation in the standard heating season, can be determined by means of a calculation method or by measuring the amount of energy consumed in the actual building. The energy signature method (ES) which represents a static model can be used, based on a linear regression. According to the EN 15603:2008 standard [5] the ES method can be used to monitor the energy consumption in buildings and, additionally, to determine the energy performance of a building. The purpose of linear regression is to find a suitable model and years [11] . Further analyses for nine recently built multifamily buildings in Stockholm using the ES method have been described in an article by Sjorgen [12] in which a lumped model was used. Based on the three-year energy consumption data using the linear regression method, the sensitivity of the overall heat loss coefficient of the building was investigated for internal gains and solar and human radiation. Values estimated from October to march on the basis of monthly data were almost insensitive to the coefficient of heat gain, solar radiation, and the input period-one year or more. It should be noted that in both works the analysis was limited to the period from October to March, because during this period the solar heat gains were small and could be neglected. In the article by Vesterberg [13] , the linear regression method was used to establish parameters for simulation models (buildings' transmission losses above ground and ground heat loss) in two monitored multi-family buildings equipped with a ventilation system exhaust, with and without heat recovery. Two different measurement data periods were used, examining the variability of individual parameters according to the difference between the internal and external temperature. A good high value of fit (R 2 = 0.96) was obtained. Data from December to February was used, with a period in which there were negligible solar heat gains.
In cases where significant solar radiation occurred during the measurement period, the corrected linear regression model must be applied. This model was proposed in an article by Vesterberg [14] , in order to estimate the overall heat loss coefficient of two multi-family buildings, based on measurements over a period of two years. A good consistency was obtained between the results and the simulations that were carried out (<4%). The developed method has widened the possibility of applying linear regression to cases where solar radiation during the heating season is substantial. Another model-IRLS model (iteratively reweighted least squares)-was proposed in the literature [15] for the prediction of the energy consumption of the building, taking into account the following three variables affecting heat consumption: The building's global heat loss coefficient, south equivalent surface, and the difference between the internal temperature and the solar temperature. The model validation was based on measurements carried out in 17 multi-family buildings. A good correlation was obtained between the values attained from the simulation and the projected values on the basis of the model (R 2 = 0.97440). An 11-story building was selected as a case study. The best conformity of the IRLS model, with a measurement of 12%, was achieved by taking into account the heat gains and behavior of the users; without considering these elements, the difference was 35%.
Analysis using a multiple regression method was carried out to predict the energy consumption, which depends on many different parameters. This method is mainly used to determine the building's parameters early in the design phase. It is an alternative to simulation methods using neural networks as it is known to be less time-consuming and more straightforward. When used, it can indicate which factors contribute to reducing the energy consumption. Research using the multiple regression method, utilizing data derived from the simulation, have been described in the literature [16] [17] [18] . In the literature [18] , the shape of the building and the coefficients of the partitions were optimized for energy consumption. For most cases, the discrepancy obtained from the regression model differed from the simulation results by less than 5%. It has also been investigated [17] , how the various factors of the thermal balance of a building affect the level of correlation, in terms of energy, for the heating and cooling of commercial buildings. The structure of the external partitions and occupancy scheme are of the greatest importance. In France, polynomial regression models were used to predict the monthly energy consumption of single-family buildings in temperate climates [19] . A strong relationship between building design and energy consumption has been observed. With a large amount of data, this multiple-regression method gives accurate results-good compatibility of results obtained using the model-with the results from the simulation (up to 5.2%). In China, an energy consumption analysis for office buildings in five climatic zones was conducted using multiple regression models [16] . In the warmer climate, a better correlation of the annual energy consumption with the design parameters studied was achieved. The difference in the predicted and simulated energy consumption was less than 10%. Multiple regression models were also used to predict the energy consumption in existing office buildings and utilities on the basis of energy bills or measurements performed over a minimum period of one year [20] [21] [22] . In the banking sector in Spain, energy consumption has been studied according to building construction and climate type [20] . In England [21] , based on the measured values of the outside temperature and humidity over the whole year, electricity and gas consumption in supermarkets has been forecast for subsequent years. External air humidity has been found to have little effect on energy consumption. In Singapore, based on a one-year energy bill, using multiple linear regression, the total energy consumption in six office buildings was defined [22] . It has been shown that even in a tropical region, the energy consumption of most buildings depends on the dry bulb temperature and can be anticipated with a confidence level of 90%, only taking into account this variable, when humidity and total solar radiation are omitted.
The work described above did not examine the impact of the time period, from which the data was taken to build the regression model, on the accuracy of the estimated energy consumption.
In the case of buildings with a permanently measured heat preparation system, the consumption values throughout the heating season are available. In contrast, in the case of measurements in non-measured buildings, where measuring devices that are installed only for the measuring period must be used, it is important that the measuring period should be as short as possible due to cost and the nuisance for the users. On the other hand, the aim is to achieve the highest possible accuracy of the determination of seasonal heat consumption on the basis of the measurements. For this reason, this article has analyzed the applicability of the energy signature method based on linear regression to designate the seasonal heat demand for heating and natural ventilation in two types of buildings: Residential and public utility, on the basis of the heat consumption measured in a short period. Three short measuring periods were analyzed and the shortest that was possible to apply, in which an acceptable accuracy of results can be achieved, was indicated.
Methods
Studies on multi-variant analysis accuracy, linear regression method, and seasonal heat demand in a building were carried out, based on short-term data of the heating demand.
The analysis was conducted using computer simulations on a residential multi-family building model and a school, see Figure 1 . The term "measurement period" has been used in this article to determine the time interval on the basis of which the seasonal heat demand was determined. The impact of the building's parameters on the archived accuracy was also analyzed. period of one year [20] [21] [22] . In the banking sector in Spain, energy consumption has been studied according to building construction and climate type [20] . In England [21] , based on the measured values of the outside temperature and humidity over the whole year, electricity and gas consumption in supermarkets has been forecast for subsequent years. External air humidity has been found to have little effect on energy consumption. In Singapore, based on a one-year energy bill, using multiple linear regression, the total energy consumption in six office buildings was defined [22] . It has been shown that even in a tropical region, the energy consumption of most buildings depends on the dry bulb temperature and can be anticipated with a confidence level of 90%, only taking into account this variable, when humidity and total solar radiation are omitted. The work described above did not examine the impact of the time period, from which the data was taken to build the regression model, on the accuracy of the estimated energy consumption.
The analysis was conducted using computer simulations on a residential multi-family building model and a school, see Figure 1 . The term "measurement period" has been used in this article to determine the time interval on the basis of which the seasonal heat demand was determined. The impact of the building's parameters on the archived accuracy was also analyzed. 
Research Site
A multi-family freestanding residential five-story building with a basement was selected, made using large slab technology, put into operation in the mid-1980's, see Figure 1 . This building represents a typical multi-family building in Poland. The external walls are made of concrete and are insulated with mineral wool. The roof is ventilated, with a mineral wool insulating layer. Some of the windows in the building have been replaced with new ones, which meet the current Figure 1 . Views of the buildings that were chosen to be researched: A multifamily residential building (on the left) and a school building (on the right).
A multi-family freestanding residential five-story building with a basement was selected, made using large slab technology, put into operation in the mid-1980's, see Figure 1 . This building represents a typical multi-family building in Poland. The external walls are made of concrete and are insulated with mineral wool. The roof is ventilated, with a mineral wool insulating layer. Some of the windows in the building have been replaced with new ones, which meet the current requirements for insulation. The old and new windows differ in their sealing factor, see Table 1 . On each floor, there are four flats (two with an area of 50.5 m 2 , one with an area of 60.5 m 2 , and one with an area of 73.5 m 2 ). The heated building area is 1350 m 2 . The values of the heat transfer coefficients of each of the partitions have been summarized in Table 1 . The building's venting system is based on natural gravitational ventilation, executed through individual ventilation channels. The building is equipped with a central water heating system; the installation is powered by the municipal heating network. A total of 62 people reside in the building, according to the information about the residents. The school building (primary school) selected for testing was built using pre-fabricated technology in the 1960s, see Figure 1 . It is a two-story building without a basement, and the total heated area is 1406 m 2 . The building consists of two connected parts: A two-story main building, comprising of classrooms, office, toilets, kitchen, and cloakrooms, and a one-story gym building. All the windows and doors have been replaced with new ones (wooden or PVC windows)-the replacement work took place in several stages, so the windows are characterized by different airtightness factors, as shown in Table 1 . The building is equipped with a gravity ventilation system and a water heating system with radiators. A solid fuel (coke) boiler is the source of heat. At weekends, the school is not heated. The school is used from Monday to Friday from 7 a.m. to 5 p.m. or 7 p.m. Classes are from 8 a.m. to 3 p.m. There are 137 students, 14 teachers, and 11 staff.
Models and Assumptions for the Simulation
Measurements of the energy consumption, internal temperature, and airtightness were carried out in both buildings, in order to get the input to the numerical models and carry out their validation. The time periods during February, March, and April were selected in to make the measurements. Such an approach allowed observation of both the cold and the transition periods of the heating season. An all-season measurement was not possible due to lack of access to flats (i.e., no consent from the buildings' administrators for the long-term measurement).
Data loggers that ran on battery power were used to measure the temperature. The measurement range of the data loggers was −30 • C to 80 • C. The accuracy of the temperature measurement was ±0.5 • C in the range from 20 • C to 30 • C, and it could vary between 0.5-1.8 • C in the remaining range. The airtightness test was performed according to the ISO9972:2015 standard [23] and the fan pressure method used the Minneapolis Blower Door Model 4 (measuring range of air volume: 19-7200 m 3 /h with an uncertainty of ±4%; uncertainty of pressure difference measurement was ±1% of the reading's value or 0.15 Pa). As a result of the measurements, the characteristics of airtightness of the test areas of the buildings that were recalculated from the infiltration coefficient were defined.
The internal temperature measurements in the residential building were studied in four selected flats; in two places on the staircase and in two places in the basement between February and April In the school building, the temperature measurements were performed in February and March 2011 in ten rooms. In the school, the two-month period included two weeks of the winter holidays (1-13th of February). During the measuring period, data loggers recorded a temperature range of 10 to 25 • C. At the same time, the daily consumption of coke was also listed. Airtightness tests were conducted in two classrooms with different types of windows (PVC/wood).
During the measurements, the climatic data using the local weather station was recorded. The analyses were performed by numerical simulation with the use of the integrated energy modeling tools TRNSYS [24] and ESP-r [25], which permitted integrated calculations of the transfer of mass and energy inside the buildings, taking into account the heating and air-conditioning systems, the sources of heat, and the control strategy. The buildings were described in the programs as macro-scale models, represented as a series of idealized zones with the constant parameters of the air within the limits of the entire zone. The models created in the programs possessed a well-imaged reality, which has been confirmed in many publications, including the authors of this article [26] [27] [28] [29] [30] [31] . Due to the similar room properties (temperature, usage), some modifications have been made by combining several rooms into a single zone. This resulted in a residential building model that consisted of 26 zones and a model of the school building that consisted of five zones. The internal partitions were taken into account in the zones, which have an effect on the accumulation of heat. The construction of the walls and windows were modeled according to the actual state of the buildings.
The thermal models of the buildings included the following heat fluxes: Heat penetration through the external walls and roof, heat permeating through the internal partitions-walls, floors, resulting from solar radiation, transferred together with the air infiltration into the building, and emitted by the occupants, equipment, and lights. The output from the simulation was the heat demand for the entire building.
All of the simulation calculations were performed with a time step of 1 h. The ideal control for heating was assumed.
Models' Validation and Calibration
The preliminary calculations were performed and the results of the simulation were compared with the results of the measurements. Validation was performed for the daily heat demand for the entirety of the buildings. The outdoor conditions were in accordance with the meteorological data from the local weather station. The model was then tuned to match the real object. In the subsequent tests, the following parameters were changed: Solar transmittance for windows, internal heat gains, and air infiltration (various airtightness factors for windows in accordance with the pressure tests).
The Residential Building
Validation was performed for the period from the 1st to the 28th of February. The calculations were based on the following assumptions:
The indoor air temperature was adopted from the measurements. Flats zone-21.7 • C was used as a weighted average temperature in the flats; staircase and cellar-unheated, but additional heat gains were assumed from the heating and hot water pipes (which were poorly insulated) at the level of 8 W/m 2 .
2.
The air flow infiltrating into the zones-and the additional calculations of the ventilation air flows in the building were performed with the use of the CONTAM program [32] -the air change rate variable was in a 1-h time step. All the identified air flow paths, both the air infiltrating through the cracks in the windows and doors as well as the inter-zone air flows, were represented in the multi-zone numerical model that was built for the building; the air infiltration coefficients were determined from the airtightness measurements and the results were then imported into the TRNSYS program. 3.
To determine the internal heat gains, random surveys were carried out to verify the number of occupants, equipment, and the building use; constant heat gains were assumed in the simulations: 3.2-3.7 W/m 2 , depending on the type of flat.
4.
The efficiency of the heating system was assumed to be 0.83 based on the diagnosis of the heat source in the building and based on Polish law [33] . Figure 2 shows a comparison of the daily heat demand obtained from the measurements and simulation from February. The differences were from −22% to 30%. However, for a period of 20 days, the differences did not exceed the range of −15 to 15%. The correlation of the daily heat demand in the analyzed period has been shown in Figure 3 . A good correlation was obtained, with a correlation coefficient R = 0.80. were represented in the multi-zone numerical model that was built for the building; the air infiltration coefficients were determined from the airtightness measurements and the results were then imported into the TRNSYS program. 3. To determine the internal heat gains, random surveys were carried out to verify the number of occupants, equipment, and the building use; constant heat gains were assumed in the simulations: 3.2-3.7 W/m 2 , depending on the type of flat. 4. The efficiency of the heating system was assumed to be 0.83 based on the diagnosis of the heat source in the building and based on Polish law [33] . Figure 2 shows a comparison of the daily heat demand obtained from the measurements and simulation from February. The differences were from −22% to 30%. However, for a period of 20 days, the differences did not exceed the range of −15 to 15%. The correlation of the daily heat demand in the analyzed period has been shown in Figure 3 . A good correlation was obtained, with a correlation coefficient R = 0.80. 
The School Building
Validation was performed for the period from 14th February to 24th March. The holiday period was rejected because this period is characterized by atypical internal heat gains. The calculations were based on the following assumptions: were represented in the multi-zone numerical model that was built for the building; the air infiltration coefficients were determined from the airtightness measurements and the results were then imported into the TRNSYS program. 3. To determine the internal heat gains, random surveys were carried out to verify the number of occupants, equipment, and the building use; constant heat gains were assumed in the simulations: 3.2-3.7 W/m 2 , depending on the type of flat. 4. The efficiency of the heating system was assumed to be 0.83 based on the diagnosis of the heat source in the building and based on Polish law [33] . Figure 2 shows a comparison of the daily heat demand obtained from the measurements and simulation from February. The differences were from −22% to 30%. However, for a period of 20 days, the differences did not exceed the range of −15 to 15%. The correlation of the daily heat demand in the analyzed period has been shown in Figure 3 . A good correlation was obtained, with a correlation coefficient R = 0.80. 
Validation was performed for the period from 14th February to 24th March. The holiday period was rejected because this period is characterized by atypical internal heat gains. The calculations were based on the following assumptions: Figure 3 . Correlation of the measured and simulated daily heat demand in the validated period for the residential building.
Validation was performed for the period from 14th February to 24th March. The holiday period was rejected because this period is characterized by atypical internal heat gains. The calculations were based on the following assumptions:
1.
The indoor air temperature in the zones in the heating season was adopted from the measurements (with a 1-h time step). The air temperature for the zones was determined as a weighted average of the measured temperature in particular rooms (the area was the weight). 2.
The air flow infiltrating into the zones-additional calculations of ventilation air flows in the building were performed with the use of the CONTAM program [32] , similar to the residential building; the results were imported into the ESP-r program.
3.
A uniform heat gains schedule was adopted from Monday to Friday: Classes lasted from 8 a.m. to 3 p.m.; at the school there were 120 pupils, ten teachers, and eight service staff; after 1 p.m., the number of students at school decreased to 70; the number of lights was small, with a utilization factor of 0.2 to 0.4; outside of the lesson hours at the school, only the staff were present (up to 5 p.m.); computers were used from 8 a.m. to 3 p.m. in the computer rooms (utilization factor was 0.4). The school was not used on the weekends. Heat gains from lighting and the number of pieces of equipment were adopted in accordance with the building inventory. The amount of heat gain for one person and the heat gains from the equipment were adopted according to ASHRAE [34] .
The real daily consumption of coke was converted into heat demand with the following assumptions: The caloric value of coke is 25 MJ/kg, the efficiency of the heating system was 0.55 according to Polish law [33] -taken as a constant, averaged for the entire validated period (based on the installation and boiler inspection). Figure 4 presents a comparison of the daily heat demand obtained from the measurements and simulation for the whole building. The differences ranged from −15% to 44%. The biggest differences were obtained on Mondays, after the boiler has been turned off over the weekend. The efficiency of the boiler on these days could have been significantly different from the assumed average. Excluding Mondays, the difference was within −15-27%, but for more than 60% of the time, the error did not exceed ± 10%. The correlation of the daily heat demand in the analyzed period, excluding Mondays, has been presented in Figure 5 . A good correlation was obtained, and the correlation coefficient was R = 0.84. 1. The indoor air temperature in the zones in the heating season was adopted from the measurements (with a 1-h time step). The air temperature for the zones was determined as a weighted average of the measured temperature in particular rooms (the area was the weight). 2. The air flow infiltrating into the zones-additional calculations of ventilation air flows in the building were performed with the use of the CONTAM program [32] , similar to the residential building; the results were imported into the ESP-r program. 3. A uniform heat gains schedule was adopted from Monday to Friday: Classes lasted from 8 am to 3 pm; at the school there were 120 pupils, ten teachers, and eight service staff; after 1 pm, the number of students at school decreased to 70; the number of lights was small, with a utilization factor of 0.2 to 0.4; outside of the lesson hours at the school, only the staff were present (up to 5 pm); computers were used from 8 am to 3 pm in the computer rooms (utilization factor was 0.4). The school was not used on the weekends. Heat gains from lighting and the number of pieces of equipment were adopted in accordance with the building inventory. The amount of heat gain for one person and the heat gains from the equipment were adopted according to ASHRAE [34] .
The real daily consumption of coke was converted into heat demand with the following assumptions: The caloric value of coke is 25 MJ/kg, the efficiency of the heating system was 0.55 according to Polish law [33] -taken as a constant, averaged for the entire validated period (based on the installation and boiler inspection). Figure 4 presents a comparison of the daily heat demand obtained from the measurements and simulation for the whole building. The differences ranged from −15% to 44%. The biggest differences were obtained on Mondays, after the boiler has been turned off over the weekend. The efficiency of the boiler on these days could have been significantly different from the assumed average. Excluding Mondays, the difference was within −15-27%, but for more than 60% of the time, the error did not exceed ± 10%. The correlation of the daily heat demand in the analyzed period, excluding Mondays, has been presented in Figure 5 . A good correlation was obtained, and the correlation coefficient was R = 0.84. These prepared (calibrated and validated) models then became the basis for further analyses. For the next all-season analyses, a schedule of the indoor temperature was introduced for each zone in the school model, with weekdays and weekends separated. The schedule was created on the basis of measurement data from February to March. The weighted average indoor temperature during class hours from 7 am to 3 pm was 20 °C, and the rest of the time, including weekends, it was 19 °C and 16 °C. These prepared (calibrated and validated) models then became the basis for further analyses. For the next all-season analyses, a schedule of the indoor temperature was introduced for each zone in the school model, with weekdays and weekends separated. The schedule was created on the basis of measurement data from February to March. The weighted average indoor temperature during class hours from 7 a.m. to 3 p.m. was 20 • C, and the rest of the time, including weekends, it was 19 • C and 16 • C.
Calculation Procedure

The energy signature method with linear regression was used to determine the energy consumption based on the empirical correlation with the outside temperature and then used to calculate the energy consumption during the heating or cooling season. This method assumed a constant internal temperature value, and the external air temperature was the parameter which affected the energy consumption the most. The analysis carried out in this study included the variability of the internal temperature value, which was to be taken into account as well as the internal heat gain. The method described in the EN 15603:2008 standard [5] was modified, making the heat demand conditional on the difference between the internal and external air temperature.
The purpose of the analysis was to draw up guidelines for the determination of the seasonal heat consumption for heating and ventilation during the heating season on the basis of short heat demand measurements. Simultaneously the optimum duration of the measuring period and estimation of the inaccuracy of the seasonal heat consumption, based on short measurements, was determined.
The analysis was performed for the averaged data on the individual days. Due to the thermal capacity of the building and the variability of the daily internal gains, there was no correlation between the power delivered to the heating and the thermal needs of the building at each hour-a time shift occurred.
Analyses were conducted for the heating season from October to April using typical Polish climatic data (Site Katowice [35] ). The climate can be described as a temperate climate with relatively cold winters and warm summers.
Analyses were performed using the following steps:
The hourly heat demand values of the building averaged to the mean daily value were calculated using computer simulation.
2.
The mean daily differences between the internal and external air temperature were calculated (ti mean -te mean ).
3.
The mean seasonal difference between the internal and external air temperature was calculated (dT mean,s ).
4.
The seasonal demand for heat was calculated based on dependence-defined linear regressions in short time periods: Monthly, fortnightly, and weekly, moving the calculation period by one day starting from October 1st. Thus, there were 183 periods of 30 days, 199 periods of 14 days, and 206 periods of 7 days, each with a different value for the mean outside temperature. The analysis was performed using a Microsoft Excel worksheet by setting a value of the mean seasonal heat demand based on each short period. The values of the x-array were the differences between the mean values of the internal and external daily air temperature (ti mean -te mean ), and the values of the y-array was the mean daily heating power, P mean . The mean seasonal difference between the internal and external temperature was assumed (dT mean,s ) for the value for which the linear function value was calculated. Multiplying the value of the mean seasonal heating capacity for 24 h and the number of heating days (L season = 212 days), a seasonal heat demand was obtained on the basis of each short measuring period.
5.
The results from the periods for which the correlation coefficient R, between the power P mean and the temperature difference (ti mean -te mean ), was less than 0.6 were rejected. The assumption of an accepted method for the energy signature is a good dependence of the measuring period of the power delivered to the building with the change in the outside temperature, or the difference between the internal and external temperature. According to the literature [36] [37] [38] , a strong correlation is found when the correlation coefficient R is larger than 0.6-0.7. 6.
Calculated on the basis of a short period of seasonal value, the heat demand was compared to the value of the seasonal demand obtained through simulation. For each calculated period, the percentage differences (deviations), between the value of heat demand during the heating season (calculated by simulation) and the value of heat demand determined on the basis of the short period analyzed (measuring period), are stated.
The parameters used in the regression calculations are summarized in Table 2 . Table 3 presents the correlation of the mean daily heating power and the mean daily indoor and outdoor temperature difference for the whole heating season. Seasonal heat demand has also been presented. In both cases a strong correlation between heating power and the daily temperature difference was obtained: Residential building-0.93, school building-0.84. Seasonal heat demand, obtained by the regression method (according to the equations given in Table 3 ) for data from the whole season, was identical to that calculated in the simulation program. The results of the calculations based on the data from shorter periods were the worst. Figure 6 has shown the differences in the seasonal heat demand determined by mean daily heat demand from the 30-day, 14-day, and 7-day periods, in addition to the seasonal heat demand that was calculated by simulation. For periods in which the correlation coefficient was greater than 0.6, the correlation of the heat demand difference and the temperature difference (mean temperature: 2.66 • C and mean short period temperature: te mean period ) was evaluated, see Figure 7 .
Results
In the residential building, for the 30-day periods, only a few periods with a correlation coefficient of R < 0.6 were observed; there were five periods beginning on 19 December. There were 21 (11%) 14-day periods when the correlation coefficient was below 0.6, and in the case of the 7-day periods, it could be observed in 48 such periods (23%). The percentage differences in the seasonal heat demand determined in a short 30-day measurement range were from −30% to 30% (in relation to the seasonal heat demand from the simulation). For the 14-day periods, the differences were larger and ranged from −35% to 55% at temperature differences (te mean season -te mean period ) in the range from 11 K to 7.5 K. The way in which it was possible to assume the heat demand values calculated from the seven-day periods were characterized by the largest differences from −60% to 80% at temperature differences from −13 K to 9 K. In the residential building, for the 30-day periods, only a few periods with a correlation coefficient of R < 0.6 were observed; there were five periods beginning on 19 December. There were 21 (11%) 14-day periods when the correlation coefficient was below 0.6, and in the case of the 7-day periods, it could be observed in 48 such periods (23%). The percentage differences in the seasonal heat demand determined in a short 30-day measurement range were from −30% to 30% (in relation to the seasonal heat demand from the simulation). For the 14-day periods, the differences were larger and ranged from −35% to 55% at temperature differences (temean season-temean period) in the range from 11 K to 7.5 K. The way in which it was possible to assume the heat demand values calculated from the seven-day periods were characterized by the largest differences from −60% to 80% at temperature differences from −13 K to 9 K.
In the case of the school building, the 30-day periods with a correlation coefficient of R < 0.6 were as much as 55 (30%), and these were the periods between October and November and between the end of November and the beginning of January. There were 79 14-day periods for which the correlation coefficient was low, and these were mainly periods in November, December, and the first half of January. Among the seven-day measurement periods, the most periods with R < 0.6-103 (50%) should be rejected. For the rest of the periods (R > 0.6), for figures of the correlation of the seasonal heat demand percent differences and the temperature difference (the mean temperature of the heating season minus the mean temperature of the short period), it could be observed that: The percentage differences for the 30-day periods were −25% to 25% for temperatures differences in the range of −7 to 5 K; for the 14-day measurement periods the differences increased in relation to the calculation from the monthly periods and ranged from −28% to 30%, while for the seven-day periods they ranged from −35% to 33% at temperature differences from −13 K to 9 K. In the residential building, for the 30-day periods, only a few periods with a correlation coefficient of R < 0.6 were observed; there were five periods beginning on 19 December. There were 21 (11%) 14-day periods when the correlation coefficient was below 0.6, and in the case of the 7-day periods, it could be observed in 48 such periods (23%). The percentage differences in the seasonal heat demand determined in a short 30-day measurement range were from −30% to 30% (in relation to the seasonal heat demand from the simulation). For the 14-day periods, the differences were larger and ranged from −35% to 55% at temperature differences (temean season-temean period) in the range from 11 K to 7.5 K. The way in which it was possible to assume the heat demand values calculated from the seven-day periods were characterized by the largest differences from −60% to 80% at temperature differences from −13 K to 9 K.
In the case of the school building, the 30-day periods with a correlation coefficient of R < 0.6 were as much as 55 (30%), and these were the periods between October and November and between the end of November and the beginning of January. There were 79 14-day periods for which the correlation coefficient was low, and these were mainly periods in November, December, and the first half of January. Among the seven-day measurement periods, the most periods with R < 0.6-103 (50%) should be rejected. For the rest of the periods (R > 0.6), for figures of the correlation of the seasonal heat demand percent differences and the temperature difference (the mean temperature of the heating season minus the mean temperature of the short period), it could be observed that: The percentage differences for the 30-day periods were −25% to 25% for temperatures differences in the range of −7 to 5 K; for the 14-day measurement periods the differences increased in relation to the calculation from the monthly periods and ranged from −28% to 30%, while for the seven-day periods they ranged from −35% to 33% at temperature differences from −13 K to 9 K. The shorter the measurement period, the weaker the correlation was between the errors obtained and the temperature difference (temean season-temean period). In the case of both buildings, the deviations did not exceed ±10% if the mean temperature of the 30-day short period did not differ by more than ±2.0 K from the mean temperature of the season. In turn, for the 14-day period, this temperature difference had to be in the range of −1.5 to 2.5 K.
In the next step, the influences of heat gains, ventilation intensity, and insulation of the 
The Less Airtight Building
The window's airtightness factors were increased approximately twice. In the case of the residential building, for all windows, the airtightness factor was increased by up to 0.8 m 3 /mhPa 0.67 , and for the school building by up to 0.4 m 3 /mhPa 0.67 . In less airtight buildings, the heat demand for air infiltration increases. Therefore, the seasonal heat demand for the residential building increased to 508.6 GJ, and to 716.3 GJ for the school building. Figure 8 shows the relationship between the percentage difference of seasonal heat demand and the temperature difference (the mean temperature of the heating season and the mean temperature of the short 30-or 14-day analyzed periods. In the case of the less airtight residential building (larger heat demand for ventilation), almost all short 30-and 14-day measurement periods were satisfactory for the calculation. Only in the case of five and six periods, respectively, was the correlation between the mean daily heat demand and the mean daily temperature difference (timean-temean) less than 0.6. However, it was noticed, that for the same range of temperature difference (temean season-temean period), the deviations in heat demand were a few percentage points higher for a less airtight building. In the case of the school building, the 30-day periods with a correlation coefficient of R < 0.6 were as much as 55 (30%), and these were the periods between October and November and between the end of November and the beginning of January. There were 79 14-day periods for which the correlation coefficient was low, and these were mainly periods in November, December, and the first half of January. Among the seven-day measurement periods, the most periods with R < 0.6-103 (50%) should be rejected. For the rest of the periods (R > 0.6), for figures of the correlation of the seasonal heat demand percent differences and the temperature difference (the mean temperature of the heating season minus the mean temperature of the short period), it could be observed that: The percentage differences for the 30-day periods were −25% to 25% for temperatures differences in the range of −7 to 5 K; for the 14-day measurement periods the differences increased in relation to the calculation from the monthly periods and ranged from −28% to 30%, while for the seven-day periods they ranged from −35% to 33% at temperature differences from −13 K to 9 K.
The shorter the measurement period, the weaker the correlation was between the errors obtained and the temperature difference (te mean season -te mean period ). In the case of both buildings, the deviations did not exceed ±10% if the mean temperature of the 30-day short period did not differ by more than ±2.0 K from the mean temperature of the season. In turn, for the 14-day period, this temperature difference had to be in the range of −1.5 to 2.5 K.
In the next step, the influences of heat gains, ventilation intensity, and insulation of the building's external partitions on the selection of the measurement period were checked. Because the analyses showed that the calculations based on the seven-day data were burdened with a large error, in the next analyses only the 30-day and the 14-day periods were considered.
The window's airtightness factors were increased approximately twice. In the case of the residential building, for all windows, the airtightness factor was increased by up to 0.8 m 3 /mhPa 0.67 , and for the school building by up to 0.4 m 3 /mhPa 0.67 . In less airtight buildings, the heat demand for air infiltration increases. Therefore, the seasonal heat demand for the residential building increased to 508.6 GJ, and to 716.3 GJ for the school building. Figure 8 shows the relationship between the percentage difference of seasonal heat demand and the temperature difference (the mean temperature of the heating season and the mean temperature of the short 30-or 14-day analyzed periods. In the case of the less airtight residential building (larger heat demand for ventilation), almost all short 30-and 14-day measurement periods were satisfactory for the calculation. Only in the case of five and six periods, respectively, was the correlation between the mean daily heat demand and the mean daily temperature difference (ti mean -te mean ) less than 0.6. However, it was noticed, that for the same range of temperature difference (te mean season -te mean period ), the deviations in heat demand were a few percentage points higher for a less airtight building. Therefore, for the temperature difference from −4 K to 2.5 K, the differences in heat demand ranged from −10% to 12% for the 30-day periods and from −10% to 18% for the 14-day periods. Therefore, for the temperature difference from −4 K to 2.5 K, the differences in heat demand ranged from −10% to 12% for the 30-day periods and from −10% to 18% for the 14-day periods. In the less airtight school, 41 (22%) monthly periods and 66 (33%) two-week periods were rejected (R < 0.6), i.e., lower by eight percentage points for monthly periods and seven percentage points for 14-day periods in comparison to the standard model. The ranges of the percentage differences in the seasonal heat demand determined from the short periods moved "down" by two percentage points for the 30-day periods and one percentage point for the 14-day periods. The differences for the monthly periods ranged from −27% (+2 points) to 23% (−2 points) at the same temperature differences (−7-5 K), and for the 14-day periods from −29% (+1 points) to 29% (−1 points) at the same temperature differences (−10-7 K) as in the case of the building with a higher airtightness.
For this building variant, the correlation between the heat demand difference and the temperature difference (temean season-temean period) was at a similar level as in the case of the more airtight building.
From the graphs, see Figure 8 , it can be seen that the errors did not exceed ±10% if the difference between the mean temperature of the season and the mean temperature of a short 30-day period did not exceed the range of −2 to 4 K, and the 14-day period did not exceed the range of −1.5 to 2.5 K. In the less airtight school, 41 (22%) monthly periods and 66 (33%) two-week periods were rejected (R < 0.6), i.e., lower by eight percentage points for monthly periods and seven percentage points for 14-day periods in comparison to the standard model. The ranges of the percentage differences in the seasonal heat demand determined from the short periods moved "down" by two percentage points for the 30-day periods and one percentage point for the 14-day periods. The differences for the monthly periods ranged from −27% (+2 points) to 23% (−2 points) at the same temperature differences (−7-5 K), and for the 14-day periods from −29% (+1 points) to 29% (−1 points) at the same temperature differences (−10-7 K) as in the case of the building with a higher airtightness.
For this building variant, the correlation between the heat demand difference and the temperature difference (te mean season -te mean period ) was at a similar level as in the case of the more airtight building.
From the graphs, see Figure 8 , it can be seen that the errors did not exceed ±10% if the difference between the mean temperature of the season and the mean temperature of a short 30-day period did not exceed the range of −2 to 4 K, and the 14-day period did not exceed the range of −1.5 to 2.5 K. This relation was observed both for the residential and the school building. As can be seen, the temperature difference range in which the deviation was ± 10% doubled in the case of the monthly periods. In the case of the 14-day periods, it remained the same as in the case of a more airtight building.
The Building with Well Insulated External Walls
The external partitions of the buildings have been changed (additional insulating layers) so that the heat transfer coefficients were in accordance with the current Polish standards (U wall = 0.30 W/m 2 K, U roof = 0.25 W/m 2 K). In this case, the heat demand was less dependent on the external climate (less heat loss through the external partitions), and the total heat demand decreased in comparison to the standard buildings: Reduced to 209.8 GJ in the case of the residential building and to 432.4 GJ in the case of the school. Figure 9 has shown the correlation between the percentage difference of the seasonal heat demand and the temperature difference between the mean temperature of the heating season and the mean temperature of the 30-or 14-day short period.
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In the case of the well-insulated residential building, the heat demand differences over the whole season were in the range of −30% to 60% for the 30-day periods, the largest differences occurred during the transitional periods of the season. Therefore, for the temperature difference (temean season-temean period) from −4 K to 2.5 K the heat demand deviations were in the range from −20% to 20% for the 30-day periods and from −40% to 40% in the case of the 14-day periods.
It is also worth noting that the number of rejected periods (R < 0.6) was similar to the case of the less well-insulated building: Two and 25 periods were rejected for the 30-day and the 14-day periods, respectively.
In the case of the well-insulated school building, 115 (59%) of the monthly periods and 106 (53%) of the two-week periods were rejected (R < 0.6); much more than in the case of the standard building. The monthly periods, all from mid-October to mid-January were rejected. The 14-day periods, all from mid-October to mid-January and part of February and April were also rejected. For this variant, worse correlation coefficients between the heat demand difference and the temperature difference (temean season-temean period) were also obtained: For the monthly periods R = 0.58, and for the two-week periods R = 0.37. The ranges of the percentage differences in the seasonal heat demand, determined on the basis of these periods, moved upwards. The differences for the monthly periods ranged from −19% (−6 points) to 32% (+6 points) for the same temperature differences (7-5 K) , and for the two-week periods from −25% (−3 points) to 33% (+3 points), the same as in the case of the less well insulated building, with the temperature difference (−10-7 K). In the case of the well-insulated residential building, the heat demand differences over the whole season were in the range of −30% to 60% for the 30-day periods, the largest differences occurred during the transitional periods of the season. Therefore, for the temperature difference (te mean season -te mean period ) from −4 K to 2.5 K the heat demand deviations were in the range from −20% to 20% for the 30-day periods and from −40% to 40% in the case of the 14-day periods.
In the case of the well-insulated school building, 115 (59%) of the monthly periods and 106 (53%) of the two-week periods were rejected (R < 0.6); much more than in the case of the standard building. The monthly periods, all from mid-October to mid-January were rejected. The 14-day periods, all from mid-October to mid-January and part of February and April were also rejected. For this variant, worse correlation coefficients between the heat demand difference and the temperature difference (te mean season -te mean period ) were also obtained: For the monthly periods R = 0.58, and for the two-week periods R = 0.37. The ranges of the percentage differences in the seasonal heat demand, determined on the basis of these periods, moved upwards. The differences for the monthly periods ranged from −19% (−6 points) to 32% (+6 points) for the same temperature differences (7-5 K) , and for the two-week periods from −25% (−3 points) to 33% (+3 points), the same as in the case of the less well insulated building, with the temperature difference (−10-7 K).
For the school building, the differences in heat demand did not exceed ±10% for the temperature difference (te mean season -te mean period ) in the range 0-4 K for the monthly periods and in the range 0-3 K for the 14-day periods (with very poor correlation). In the case of the residential building, the differences in heat demand of ±10%, could only be obtained in the temperature difference range 0-0.5 K for both of the 30-and 14-day periods.
Usage of the Building
It can be seen that in the case of the public building, the number of rejected periods, with a weak correlation (R < 0.6) between the mean daily heat demand and the mean daily temperature difference (ti mean -te mean ), was higher than in the residential building. This may have been affected by the way the public building was used, i.e., only from Monday to Friday. To verify this thesis, additional calculations were made using the model of the school building, introducing the same usage schedule from Monday to Sunday.
It can be seen that the coefficients of the correlation between the heat demand differences and the temperature differences (te mean season -te mean period ) significantly increased compared to the standard model, see Figure 10 . In the analyzed case, only 13 monthly periods (7%, only in December) and 33 two-week periods (17%, mainly the end of December and at the beginning of January) were rejected (R < 0.6), which was significantly less than in the case of the standard use schedule. For the school building, the differences in heat demand did not exceed ±10% for the temperature difference (temean season-temean period) in the range 0-4 K for the monthly periods and in the range 0-3 K for the 14-day periods (with very poor correlation). In the case of the residential building, the differences in heat demand of ±10%, could only be obtained in the temperature difference range 0-0.5 K for both of the 30-and 14-day periods.
It can be seen that in the case of the public building, the number of rejected periods, with a weak correlation (R < 0.6) between the mean daily heat demand and the mean daily temperature difference (timean-temean), was higher than in the residential building. This may have been affected by the way the public building was used, i.e., only from Monday to Friday. To verify this thesis, additional calculations were made using the model of the school building, introducing the same usage schedule from Monday to Sunday.
It can be seen that the coefficients of the correlation between the heat demand differences and the temperature differences (temean season-temean period) significantly increased compared to the standard model, see Figure 10 . In the analyzed case, only 13 monthly periods (7%, only in December) and 33 two-week periods (17%, mainly the end of December and at the beginning of January) were rejected (R < 0.6), which was significantly less than in the case of the standard use schedule.
In the case of the public buildings, due to the specificity of their use (only five days a week), the number of "good" measurement periods decreased. The relationship between the calculated heat demand from the short periods and the difference between the mean temperature of the heating season and the mean temperature of the short analyzed period also decreased, in comparison with buildings used all week in a similar way. Figure 10 . Correlation between seasonal heat demand difference in the school building, used all week, and the external temperature difference (mean for the season and mean for each short period) for the 30-day measured periods (on the left) and for the 14-day measured periods (on the right); only for periods with R ≥ 0.6.
School Building with Large Internal Heat Gains
Internal heat gains in the model increased by an average of 55%. It was assumed that all pupils and teachers stayed at the school during the lesson hours. Outside of these hours, only the staff were in the school (until 7 p.m.). Lighting was used at a large level (utilization factor 0.5-0.8). The utilization factor for the computers was 0.7 between 8 a.m. and 3 p.m. in the computer rooms.
The large internal heat gains covered a significant part of the heat demand, which was why its seasonal value dropped to 571.7 GJ, compared to the standard building.
In the analyzed case of the building, 47 monthly periods and 78 two-week periods were rejected (R < 0.6), which was slightly less than in the case of the building with smaller heat gains. For this variant, the better coefficients of correlation meant that the daily heat demand and the mean daily temperature difference (timean-temean) were obtained, see Figure 11 : R = 0.84 for the monthly periods, Figure 10 . Correlation between seasonal heat demand difference in the school building, used all week, and the external temperature difference (mean for the season and mean for each short period) for the 30-day measured periods (on the left) and for the 14-day measured periods (on the right); only for periods with R ≥ 0.6.
In the case of the public buildings, due to the specificity of their use (only five days a week), the number of "good" measurement periods decreased. The relationship between the calculated heat demand from the short periods and the difference between the mean temperature of the heating season and the mean temperature of the short analyzed period also decreased, in comparison with buildings used all week in a similar way.
In the analyzed case of the building, 47 monthly periods and 78 two-week periods were rejected (R < 0.6), which was slightly less than in the case of the building with smaller heat gains. For this variant, the better coefficients of correlation meant that the daily heat demand and the mean daily temperature difference (ti mean -te mean ) were obtained, see Figure 11 : R = 0.84 for the monthly periods, and R = 0.76 for the two-week periods. However, the obtained percentage differences in the seasonal heat demand determined on the basis of these periods were higher. The differences for the monthly periods increased "up" and "down" by an average of five percentage points and ranged from −31% to 30% at the same temperature differences (−7-5 K), and for the two-week periods from −31% (+3 points) to 36% (+6 points), which was the same for the case of the building with lower internal gains in the temperature differences (−10-7 K). and R = 0.76 for the two-week periods. However, the obtained percentage differences in the seasonal heat demand determined on the basis of these periods were higher. The differences for the monthly periods increased "up" and "down" by an average of five percentage points and ranged from −31% to 30% at the same temperature differences (−7-5 K), and for the two-week periods from −31% (+3 points) to 36% (+6 points), which was the same for the case of the building with lower internal gains in the temperature differences (−10-7 K). Figure 11 . Correlation between the seasonal heat demand difference in the school building with large internal heat gains and the external temperature difference (mean for the season and mean for each short period) for the 30-day measured periods (on the left) and for the 14-day measured periods (on the right); only for periods with R ≥ 0.6.
The differences in the heat demand did not exceed ± 10% for the calculations based on the monthly periods with a temperature difference of −2.0 to 2.5 K and for the 14-day periods with a temperature difference of −1.5-2.5 K. This was very much the same as for the building with smaller internal heat gains.
Conclusions
The following conclusions resulted from the conducted analyses regarding the calculation of the energy consumption for heating and ventilation based on short measurement periods using the energy signature method:
•
The calculations that were based on the short measurement periods were burdened with the uncertainty of the estimation of the seasonal heat demand-presented as the difference between the seasonal heat demand and the seasonal heat demand determined from the short measurements; without an adjustment of the uncertainty value, the differences were ± 30% for the monthly measurement period, ± 40% for the two-week period, and ± 60% for the weekly period.
• A much smaller uncertainty could be obtained by rejecting the measurements for the transition periods of the heating season (October, March, and April).
With the shortening of the measurement period, the correlation between the heat power and the difference in the internal and external daily temperature decreased, which necessitated the rejection of a significant number of the short periods; in the case of the public building, the number of "bad" seven-day measurement periods was as high as 50%; • The number of "bad" measurement periods in the public buildings increased due to their specificity of use (only five days a week). For this reason, the errors in the calculated heat demand also increased compared to the buildings with the same internal heat gains during the whole week.
The uncertainty in estimating the seasonal heat demand was, in most cases, strongly correlated with the difference between the mean temperature of the heating season and the mean Figure 11 . Correlation between the seasonal heat demand difference in the school building with large internal heat gains and the external temperature difference (mean for the season and mean for each short period) for the 30-day measured periods (on the left) and for the 14-day measured periods (on the right); only for periods with R ≥ 0.6.
Conclusions
•
The uncertainty in estimating the seasonal heat demand was, in most cases, strongly correlated with the difference between the mean temperature of the heating season and the mean temperature of the short period; as the temperature difference increased, the uncertainty of the estimation increased, and the uncertainty increased in the warmer periods of the season as well as when the measurement period was shortened.
In public buildings, there was no correlation between the deviation of the calculated heat demand from the weekly periods and the difference between the mean temperature of the heating season and the mean temperature of the short periods; Therefore, measurements should be taken over longer periods.
For the better-insulated building, the uncertainty of estimating the heat demand increased in relation to the building with less insulation on the external partitions; the number of "good" measurement periods was also reduced.
For a more airtight building, the uncertainty of estimating the heat demand increased in relation to the building with less airtight windows.
For the public buildings, an increase in the internal heat gains resulted in a small (around five percentage points) increase in the uncertainty of estimating the seasonal heat demand.
To sum up: The seven-day measurement period was insufficient to determine the seasonal heat demand, especially in public buildings that were not used during weekends.
The method presented requires modification by the introduction of correction factors. The results of preliminary analyses (that have not been presented in this article) carried out so far for two levels of thermal insulation in buildings and two types of climates have shown that the preparation of the correction factors will require a lot of work-carrying out a series of analyses for different climates and buildings; this work will be published in the future. The determination of the energy consumption for heating and ventilation will also be verified on the basis of the measurements.
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