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Abstract. We obtain results on existence and continuity of physical
measures through equilibrium states and apply these to non-uniformly
expanding transformations on compact manifolds with non-flat critical
sets, deducing sufficient conditions for continuity of physical measures
and, for local diffeomorphisms, necessary and sufficient conditions for
stochastic stability. In particular we show that, under certain condi-
tions, stochastically robust non-uniform expansion implies existence and
continuous variation of physical measures.
1. Introduction and statement of results
The statistical viewpoint on Dynamical Systems is one of the cornerstones
of most recent developments in dynamics. Given a map f0 from a manifold
M into itself, a central concept is that of physical measure, a f0-invariant
probability measure µ whose ergodic basin
B(µ) =
{
x ∈M :
1
n
n−1∑
j=0
ϕ(f j0 (x))→
∫
ϕdµ for all continuous ϕ :M → R
}
has positive volume or Lebesgue measure, which we write m and take as the
measure associated with any non-vanishing volume form on M .
This kind of measures provides asymptotic information on a set of trajec-
tories that one hopes is large enough to be observable in real-world models.
Here we present recent developments on the relation between the existence
of physical measures and of equilibrium states for smooth endomorphisms
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f0 :M →M of a compact boundaryless finite dimensional Riemannian man-
ifold. We obtain some results of existence and continuity of physical mea-
sures through equilibrium states and apply these to non-uniformly expand-
ing transformations on compact manifolds, deducing sufficient conditions for
continuity of physical measures and necessary and sufficient conditions for
stochastic stability.
The stability of physical measures under small variations of the map allows
for small errors along orbits not to disturb too much the long term behavior,
as measured by the most basic statistical data provided by asymptotic time
averages of continuous functions along orbits. In principle when considering
practical systems we cannot avoid external noise, so every realistic mathe-
matical model should exhibit these stability features to be able to cope with
unavoidable uncertainty about the “correct” parameter values, observed ini-
tial states and even the specific mathematical formulation involved.
1.1. Pressure and Equilibrium States. The physical measures are re-
lated to equilibrium states of a certain potential function. Let φ : M → R
be a continuous function. Then a f0-invariant probability measure µ is a
equilibrium state for the potential φ if
Pf0(φ) = hµ(f0) +
∫
φdµ, where Pf0(φ) = sup
ν∈M
{
hν(f0) +
∫
φdν
}
,
and M is the set of all f0-invariant probability measures. The quantity
Pf0(φ) is called the topological pressure and the identity on the right hand
side is a consequence of the variational principle, see e.g. [34] for definitions
of entropy hµ(f0) and topological pressure Pf0(φ).
For uniformly expanding maps it turns out that physical measures are the
equilibrium states for the potential function φ(x) = − log |detDf0(x)|. It
is a remarkable fact that for uniformly hyperbolic and uniformly expanding
systems these two classes of measures (physical and equilibrium states) coin-
cide, see e.g. [15, 16, 29, 28, 31]. This relation has been extended for other
types of systems, see e.g. [23, 18, 4].
1.2. The Entropy Formula. Pesin’s Entropy Formula [29, 24, 25, 26, 30]
ensures, in particular, that for C1+α maps, α > 0, the metric entropy with
respect to an invariant measure µ with positive Lyapunov exponents in every
direction for µ almost all points satisfies the relation
hµ(f0) =
∫
log |detDf0(x)| dµ(x) (1)
if, and only if, µ is absolutely continuous with respect to the reference mea-
sure m. In general we integrate the sum of the positive Lyapunov exponents,
see [26] for a proof in the C2 setting. In our setting, the proof that µ≪ m
implies the Entropy Formula (1) is an exercise using the bounded distortion
provided by the Ho¨lder condition on the derivative.
We recall that by the Ergodic Theorem any ergodic absolutely continuous
f0-invariant measure µ is a physical measure.
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Recently [19, 7, 6] the use of zero-noise limit measures, obtained through
a suitable random perturbation, to obtain equilibrium states which are then
shown to be SRB or physical measures through the Entropy Formula has
provided many new results (for some earlier work in this direction see [32]),
enlarging the range of applicability of smooth ergodic theory.
The relation between equilibrium states and physical measures provided
by the Entropy Formula, among many other facts, motivates the search for
conditions guaranteeing existence of equilibrium states. We obtain suffi-
cient conditions for existence and continuous variation of equilibrium states
in what follows, but first we present some applications of these results to
non-uniformly expanding systems with criticalities, and to non-uniformly
expanding local diffeomorphisms.
1.3. Maps with critical sets. Let f0 :M →M be a C
2 map of a compact
manifold M such that its critical set
C = {x ∈M : detDf0(x) = 0}
is non-degenerate: if ∆(x) = detDf0(x) and x ∈ C, then ∆
′(x) 6= 0. Hence
C = ∆−1({0}) is a co-dimension one compact submanifold and thus has zero
volume. We assume further that f0 is non-flat near C: there exist B > 1
and β > 0 for which
(S1)
1
B
dist(x, C)β ≤
‖Df0(x)v‖
‖v‖
≤ B dist(x, C)β ;
(S2)
∣∣log ‖Df0(x)−1‖ − log ‖Df0(y)−1‖ ∣∣ ≤ B dist(x, y)
dist(x, C)β
;
(S3)
∣∣log |detDf0(x)−1| − log |detDf0(y)−1| ∣∣ ≤ B dist(x, y)
dist(x, C)β
;
for every x, y ∈ M \ C with dist(x, y) < dist(x, C)/2 and v ∈ TxM . Given
δ > 0 we define the δ-truncated distance from x ∈M to C by
distδ(x, C) =
{
1 if dist(x, C) ≥ δ,
dist(x, C) otherwise.
We observe that if M is one-dimensional (either the interval or the circle)
and C is discrete, then (S1)-(S3) amount to the zeroes of f ′0 being non-flat,
see [20].
We assume that f0 is a non-uniformly expanding map, that is there is
c > 0 such that
lim sup
n→+∞
1
n
n−1∑
j=0
log ‖Df0(f
j
0 (x))
−1‖ ≤ −c < 0 (2)
for Lebesgue almost every x ∈ M (recall that we are taking C with zero
Lebesgue measure). Moreover, we suppose that the orbits of f0 have slow
approximation to the critical set, i.e., given small γ > 0 there is δ > 0 such
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that
lim sup
n→+∞
1
n
n−1∑
j=0
− log distδ(f
j
0 (x), C) ≤ γ (3)
for Lebesgue almost every x ∈ M . These asymptotic conditions are moti-
vated by the following result, which non-trivially extends to higher dimen-
sions related results from one-dimensional dynamics.
Theorem 1 (Theorem C in [3]). Let f0 be a C
2-non-uniformly expanding
map whose orbits have slow approximation to the critical set. Then there is a
finite number of ergodic absolutely continuous (SRB) f0-invariant probability
measures µ1, . . . , µp whose basins cover a full Lebesgue measure subset of M ,
i.e.
B(µ1) ∪ · · · ∪B(µp) =M, m mod 0.
Moreover, every absolutely continuous f0-invariant probability measure µ
may be written as a convex linear combination of µ1, . . . , µp: there are
non-negative real numbers w1, . . . , wp with w1 + · · · + wp = 1 for which
µ = w1 · µ1 + · · · + wp · µp.
1.3.1. Random perturbations and stationary measures. Let fˆ = {ft : Y →
Y, t ∈ X} be a parameterized family of maps where X,Y are connected
compact metric spaces, which we assume are subsets of finite dimensional
manifolds. We assume that fˆ : X ×Y → Y, (t, x) 7→ ft(x) is continuous. We
consider the random iteration of f
fnω = fωn ◦ · · · ◦ fω1
for any sequence ω = (ω1, ω2, . . . ) of parameters in X and for all n ≥ 1. We
let also (θε)ε>0 be a family of non-atomic probability measures on X such
that supp(θε)→ {0} when ε→ 0.
We set Ω = XN with the standard infinite product topology, which makes
Ω a compact metrizable space, and also take the standard product proba-
bility measure θε = θNε , which makes (Ω,B, θ
ε) a probability space, where
B is the σ-algebra of Ω generated by cylinder sets. The following skew-
product map is the natural setting for many definitions connecting random
with standard dynamical systems
F : Ω× Y → Ω× Y (ω, x) 7→ (σ(ω), fω1(x))
where σ is the left shift on Ω. A probability measure µε on Y is a stationary
measure for the random system (fˆ , θε) if θ
ε × µε on Ω × Y is F -invariant.
We say that µε is ergodic if θε × µε is F -ergodic.
In this setting (fˆ continuous) it is well known that there always exist
an ergodic stationary probability measure µε for all ε > 0, see e.g. [17].
Moreover every weak∗ accumulation point µ of (µε)ε>0 when ε → 0 is a
f0-invariant probability measure, see e.g. [9].
This suggests the notion of stochastic stability: we say that a map f0
having physical measures (at most countably many by definition of ergodic
basin) is stochastically stable under the perturbation (fˆ , (θε)ε>0) if every
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weak∗ accumulation point µ of (µε)ε>0 when ε → 0 is a convex linear com-
bination of the physical measures of f0.
1.3.2. Non-uniform expansion and slow approximation on random orbits.
We study perturbations of endomorphisms by considering families (ft)t∈X
of maps where X is a compact connected subset of an Euclidean space and
f(t, x) = ft(x) is a C
2-map satisfying extra regularity assumptions
(S4) for all x ∈M \ C and every t, s ∈ X we have∣∣ log |detDft(x)| − log |detDfs(x)|∣∣ ≤ B · d(t, s)β ;
(S5) there exists δ0 > 0 such that
1
B
dist(x, C)β ≤
‖Dft(x)v‖
‖v‖
≤ B dist(x, C)β
for all x ∈M \ C and d(t, 0) < δ0.
We further assume that the family of probability measures (θε)ε>0 is non-
degenerate: for all x ∈M
• f(•, x)∗θε ≪ m and
• supp f(•, x)∗θε contains a neighborhood of f0(x).
This may be implemented, e.g in parallelizable manifolds (with an additive
group structure: tori Td or cylinders Td−k ×Rk) by considering X = {t ∈
Rd : ‖t‖ ≤ ε0} for some ε0 > 0, θε the normalized Lebesgue measure on the
ball of radius ε ≤ ε0, and taking ft = f + t; that is, adding a jump t to the
image of f0, which we call additive random perturbations. In general every C
2
endomorphism of a compact manifold can be included in a smooth family of
endomorphisms with a non-degenerate family of probability measures (θε)ε>0
as above, see e.g. [8].
We consider an analog of condition (2) for random orbits. We say that the
map f0 is non-uniformly expanding for random orbits if there exists c > 0
such that for ε > 0 small enough and for θε×m almost every (ω, x) ∈ Ω×M
lim sup
n→+∞
1
n
n−1∑
j=0
log ‖Df0(f
j
ω(x))
−1‖ ≤ −c < 0. (4)
We also consider an analog of condition (3) for random orbits; we assume
slow approximation of random orbits to the critical set, i.e. given any small
γ > 0 there is δ > 0 such that for θε ×m almost every (ω, x) ∈ Ω ×M and
small ε > 0
lim sup
n→+∞
1
n
n−1∑
j=0
− log distδ(f
j
ω(x), C) ≤ γ. (5)
Under these conditions we are able to obtain a result on the existence of
finitely many physical measures for the randomly perturbed system. In the
setting of random perturbations, a stationary measure µε for (fˆ , θε) is a
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physical measure if its ergodic basin B(µε) has positive Lebesgue measure,
where
B(µε) =
{
x ∈M :
1
n
n−1∑
j=0
ϕ(f jω(x))→
∫
ϕdµ when n→∞ for all
continuous ϕ :M → R and θε-almost every ω ∈ Ω
}
.
Theorem 2 (Theorem C in [2]). Let f0 : M → M be a C
2-non-uniformly
expanding map non-flat near C, and whose orbits have slow approximation
to C. If f0 is non-uniformly expanding for random orbits and random orbits
have slow approximation to C, then for sufficiently small ε > 0 there are
physical measures µε1, . . . , µ
ε
l (with l not depending on ε) such that:
(1) for each x ∈ M and θε almost every ω ∈ Ω, the average of Dirac
measures δfnω (x) converges in the weak
∗ topology to some µεi with 1 ≤
i ≤ l;
(2) for each 1 ≤ i ≤ l we have
µεi = lim
1
n
n−1∑
j=0
∫ (
f jω
)
∗
(
m | B(µεi )
)
dθε(ω),
where m | B(µεi ) is the normalization of the Lebesgue measure re-
stricted to B(µεi );
(3) if f0 is topologically transitive, then l = 1.
Using Theorem 2 together with the general results from Section 2 provides
a result on existence of physical measures.
Let f0 be a non-uniformly expanding C
2 map away from a non-flat critical
set C and whose orbits have slow approximation to C. We say that f0 is a
stochastically robust non-uniformly expanding map if there exists a continu-
ous family fˆ = (ft)t∈X of C
2-maps (with 0 ∈ X) and a family θˆ = (θε)ε>0 of
probability measures on X such that (fˆ , θˆ) is non-uniformly expanding for
random orbits and random orbits have slow approximation to C.
Theorem 3. Let f0 : M → M be non-uniformly expanding C
2 map away
from a non-flat critical set C and whose orbits have slow approximation to
C.
If f0 is a stochastically robust non-uniformly expanding map, then every
weak∗ accumulation point µ of any family (µε)ε>0 of stationary measures
given by Theorem 2 is an absolutely continuous f0-invariant probability mea-
sure. In particular f0 admits an absolutely continuous invariant measure.
We remark that in the setting of C2 endomorphisms of a compact mani-
fold, if µ is an absolutely continuous f0-invariant measure as in Theorem 3,
then
∣∣ log |∆|∣∣ is µ-integrable, see [25]. Hence the Entropy Formula holds
showing that µ is an equilibrium state for f0 with respect to the potential
− log |∆|.
In the setting of non-uniformly expanding maps for random orbits with
m(C) = 0 we have that any stationary measure µε from Theorem 2 satisfies
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a similar Entropy Formula, see e.g. [11]
hµε =
∫
φε dµ
ε where φε(x) =
∫
log |detDfω(x)| dθ
ε(ω).
Putting this together with the abstract results from Section 2 enables us to
prove the following weak∗ continuity result.
Theorem 4. Let W be a subset of non-uniformly expanding C2 maps f ,
with the same exponent bound c, non-flat near its critical set C(f) and whose
orbits have slow approximation to C(f).
If we assume that every f ∈ W
(1) is a stochastically robust non-uniformly expanding map, and
(2) admits a unique ergodic absolutely continuous f -invariant measure
µf , i.e., m(M \B(µf )) = 0;
then
• µf is stochastically stable for every f ∈ W, and
• µf varies continuously with f ∈ W in the weak
∗ topology.
Combining Theorems 2, 3 and 4 we deduce conditions under which sto-
chastic stability implies the continuous variation of physical measures.
Theorem 5. Let W ⊂ Diff2(M) be a subset of non-uniformly expanding C2
maps f , with the same exponent bound c, non-flat near its critical set C(f)
and whose orbits have slow approximation to C(f).
If W is a robustly transitive class (i.e. every f ∈ W admits a dense orbit)
of stochastically robust non-uniformly expanding maps, then there exists a
unique absolutely continuous ergodic probability measure µf for each f ∈ W,
satisfying m(M \ B(µf )) = 0, which is stochastically stable and depends
continuously on f ∈ W in the weak∗ topology.
1.3.3. Robust non-uniformly expanding maps of the cylinder. As an appli-
cation of the previous theorem to the class of maps on the cylinder S1 ×R
introduced in [33], we obtain with different proofs a version of results in
subsequent works [1] and [5] where it was shown that such maps have a
unique physical measure which varies continuously with the map. Here we
only provide continuous variation in the weak∗ topology, while the above-
mentioned works (much harder and longer) prove the continuous variation
of the density of the physical measure in the L1 topology.
The class of non-uniformly expanding maps with critical sets introduced
by M. Viana can be described as follows. Let a0 ∈ (1, 2) be such that the
critical point x = 0 is preperiodic for the quadratic map Q(x) = a0−x
2. Let
S1 = R/Z and b : S1 → R be a Morse function, for instance, b(s) = sin(2pis).
For fixed small α > 0, consider the map
f˜ : S1 ×R→ S1 ×R, (s, x) 7→
(
gˆ(s), qˆ(s, x)
)
where g˜ is the uniformly expanding map of the circle defined by g˜(s) = ds
(mod Z) for some d ≥ 16, and q˜(s, x) = a(s) − x2 with a(s) = a0 + αb(s).
It is not difficult to check that for small enough α > 0 there is an interval
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I ⊂ (−2, 2) such that f˜(S1 × I) ⊂ int(S1 × I). Hence every map f C0-close
to f˜ has S1 × I as a forward invariant region. We consider these maps f
close to f˜ restricted to S1 × I. By the expression of f˜ it is not difficult to
verify that f˜ , and any map f C2-close to it, is non-flat near the critical set.
Theorem 6 (Theorem A in [33] & Theorem C in [5] & Theorem E in [2]).
If f is sufficiently close to f˜ in the C3 topology then f is topologically mix-
ing, non-uniformly expanding and its orbits have slow approximation to the
critical set. Moreover if the noise level ε of an additive random perturba-
tion (fˆ , θε) of f is sufficiently small, then f is non-uniformly expanding for
random orbits and random orbits have slow approximation to the critical set.
As an immediate consequence of Theorems 6 and 5 we have that for an
open subset U of C3 maps near fˆ there is a unique physical measure µf for
f ∈ U which varies continuously with f ∈ U in the weak∗ topology.
1.3.4. Quadratic maps. For the family fa(x) = a− x
2, a ∈ [0, 2] it is known
[12, 13] that there exists a positive measure subset B ⊂ [0, 2] such that for
a ∈ B the map fa is transitive and non-uniformly expanding with the a
uniform exponent bound c > 0. In a recent work [21] the orbits of these
maps where shown to have slow approximation to the non-flat critical set
C = {0}.
As a consequence of these results and of Theorem 5, we have that each map
fa, with a ∈ B, admits an absolutely continuous invariant probability mea-
sure µa, the map a ∈ B 7→ µa is weak
∗ continuous, B(µa) = [−1, 1], m mod 0
and each µa is stochastically stable, a ∈ B.
1.4. Local diffeomorphisms. Let f0 : M → M be a C
2 local diffeomor-
phism of the manifold M and assume that f0 satisfies condition (2) for
Lebesgue almost every x ∈ M . We are in the setting of maps “with empty
critical set C = ∅” so Theorems 1, 2, 3, 4 and 5 also hold since (3) and (5)
are vacuous.
In [2] sufficient conditions and necessary conditions were obtained for sto-
chastic stability of non-uniformly expanding local diffeomorphisms. Using
results from Subsection 2.1 on zero-noise limits of random equilibrium states
we obtain a necessary and sufficient condition for stochastic stability in this
setting.
Theorem 7. Let f0 : M → M be a non-uniformly expanding C
2 local
diffeomorphism. Then f0 is stochastically stable if, and only if, f0 is non-
uniformly expanding for random orbits.
1.4.1. Equilibrium states for potentials of low variation. We consider the
following class U of C2 local diffeomorphisms f : M → M which may be
seen as small deformations of uniformly expanding maps. We assume that
for positive constants δ0, β, δ1, σ1 and integers p, q there exists a covering
B1, . . . , Bp+q of M such that f | Bi is injective for all i = 1, . . . , p+ q and
(1) f expands uniformly at x ∈ B1 ∪ · · · ∪Bp: ‖Df(x)
−1‖ ≤ (1 + δ1)
−1;
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(2) f never contracts too much: ‖Df(x)−1‖ ≤ 1 + δ0 for all x ∈M ;
(3) f is volume expanding: |detDf(x)| ≥ σ1 for all x ∈M with σ1 > p;
(4) there exists a set W such that
(a) V = {x ∈ M : ‖Df(x)−1‖ ≥ (1 + δ1)
−1} ⊂ W ⊂ Bp+1 ∪ · · · ∪
Bp+q;
(b) inf log ‖Df |M \W‖ > sup log ‖Df | V ‖; and
(5) sup log ‖Df | V ‖ − inf log ‖Df | V ‖ < β.
We observe that U contains an open set of C2 local diffeomorphisms on tori
Tn, n ≥ 2, see e.g. [3, 2].
Given a continuous function φ : M → R and ρ > 0 we say that φ has
ρ-low variation if
supφ ≤ Pf (φ)− ρ · htop(f),
where htop(f) is the topological entropy of f which coincides (through the
variational principle) with the pressure Pf (0) for any constant potential.
Theorem 8 ([27]). For δ0 and β small enough there exists ρ0 > 0 such
that, for all f ∈ U and 0 < ρ < ρ0, every φ : M → R of ρ-low variation
admits an ergodic equilibrium state µφ. Moreover µφ(log ‖(Df)
−1‖) ≤ c =
c(δ1, σ1, p, q) < 0, that is, every Lyapunov exponent of µφ is positive.
We note that the notion of low variation potential includes the constant
potentials. Hence for this C2-open class U of maps there are measures of
maximal entropy, which are equilibrium states for the potential φ ≡ 0. We
may apply to these maps the abstract Theorem 10 from Section 2 to deduce
the following.
Theorem 9. When restricted to maps in U , topological entropy htop : U →
R, f 7→ htop(f) is an upper semicontinuous function.
In Section 2 we present the abstract results used to prove Theorems 3,
4, 6 and 7. In Section 3 we prove the abstract results. Finally in Section 4
we show how to derive the above-mentioned theorems from the results in
Section 2.
2. Semicontinuity of pressure, entropy and equilibrium states
Now we state the main technical results. In the following statements X,Y
denote compact metric spaces.
Given a map f : Y → Y and a Borel probability measure µ we say that a
µ mod 0 partition ξ of Y is a generating partition if
+∞∨
i=0
(f i)−1ξ = A, µ mod 0,
where A is the Borel σ-algebra of Y . We denote by ∂ξ the set of topological
boundaries of all elements of ξ.
Theorem 10 (Upper semicontinuity of topological pressure). Let f : X ×
Y → Y define a family of continuous maps ft : Y → Y, y ∈ Y 7→ ft(y) =
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f(t, y) and (φt)t∈X a family of continuous functions (potentials) φt : Y → R
satisfying the following conditions.
(1) ft admits some equilibrium state for φt, i.e. there exists µt ∈ Pft(Y )
such that Pft(φt) = hµt(ft) +
∫
φt dµt for all t ∈ X.
(2) Given a weak∗ accumulation point µ0 of µt when t → 0 ∈ X, let
tk → 0 when k → ∞ be such that µk = µtk → µ0. We write
fk = ftk , φk = φtk and assume also that
(a) fk(y)→ f0(y) when k →∞ for all y ∈ Y .
(b) there exists a finite µk-modulo zero partition ξ of Y which is
generating for (Y, fk, µk), k ≥ 1, and µ0(∂ξ) = 0.
(c) lim supk→∞
∫
φk dµk ≤
∫
φ0 dµ0.
Then lim supk→∞ Pfk(φk) ≤ Pf0(φ0).
Theorem 10 is a simple consequence of the next result.
Theorem 11 (Upper semicontinuity of measure-theoretic entropy). Let ft :
Y → Y be a family of continuous maps as above and µt a family of ft-
invariant probability measures for t ∈ X. Given a weak∗ accumulation point
µ0 of µt when t → 0 ∈ X, we let tk → 0 when k → ∞ be such that
µk = µtk → µ0 and write fk = ftk .
If there exists a finite µk-modulo zero partition ξ of Y which is generating
for (Y, ftk , µk), k ≥ 1, and µ0(∂ξ) = 0, then lim supk→∞ hµk(fk) ≤ hµ0(f, ξ).
¿From this we easily deduce the following.
Theorem 12 (Continuity of equilibrium states). Let ft : Y → Y be a
family of continuous maps and φt : Y → R a family of continuous functions
(potentials) satisfying conditions 1 and 2 on Theorem 10, for t ∈ X.
If Pfk(φk) → Pf0(φ0) for a sequence tk → 0 ∈ X, then every weak
∗
accumulation point µ of (µk)k≥1 when k → ∞ is a equilibrium state for f0
and the potential φ0.
2.1. Upper semicontinuity of random measure-theoretic entropy.
We need the notion of metric entropy for random dynamical systems which
may be defined as follows.
Theorem 13 (Theorem 1.3 in [22]). For any finite measurable partition ξ
of Y the limit
hµε((fˆ , θε), ξ) = lim
n→∞
1
n
∫
Hµε
(
n−1∨
k=0
(fkω)
−1ξ
)
dθε(ω)
exists. This limit is called the entropy of the random dynamical system with
respect to ξ and to µε.
As in the deterministic case the above limit can be replaced by the infi-
mum. The metric entropy of the random dynamical system (fˆ , θε) is given
by hµε(fˆ , θε) = suphµε((fˆ , θε), ξ), where the supremum is taken over all
measurable partitions.
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Kolmogorov-Sinai’s result about generating partitions is also available for
random maps. We say that ξ is a µε-random generating partition if ξ is a
finite partition of Y such that
+∞∨
k=0
(fkω)
−1ξ = A, µε mod 0 for θε − almost all ω ∈ Ω.
Theorem 14 (Corollary 1.2 in [22]). If ξ is a θε-random generating parti-
tion, then we have hθε×µε(fˆ , θε) = hµε((fˆ , θε), ξ).
Now we can state the following upper-semicontinuity property.
Theorem 15 (Upper semicontinuity of random measure-theoretic entropy).
Let µ be the weak∗ limit of (µεk)k≥1 when k →∞ for a sequence εk → 0. Let
us assume that there exists a finite partition ξ of Y which is θεk-generating
for random orbits, for every k ≥ 1, and such that µ(∂ξ) = 0. Then
lim sup
k→∞
hµεk ((fˆ , θεk), ξ) ≤ hµ(f, ξ).
As a consequence of this we deduce a result which provides a way to obtain
equilibrium states as zero-noise limits.
Theorem 16 (Continuity of random equilibrium states). Let µ be the weak∗
limit of (µk = µ
εk)k≥1 when k → ∞ for a sequence εk → 0 when k → ∞.
Let us assume that there exists a finite partition ξ of Y µk mod 0 which is
θεk-generating for random orbits for all k ≥ 1.
Moreover we suppose that hµk(fˆ , θεk) =
∫
φk dµk for all k ≥ 1 where
φk : Y → R is a sequence of functions such that φk → φ0 pointwisely when
k → ∞ and Pf0(−φ0) ≤ 0. Then µ is an equilibrium state for −φ0, that is
hµ(f0) =
∫
φ0 dµ.
3. Proof of semicontinuity of measure-theoretic entropy and
equilibrium states
3.1. The random setting. Here we prove Theorem 15 and Theorem 16.
Let (fˆ , (θε)ε>0) be a random perturbation of f0 : Y → Y , µ
0 be the weak∗
limit of (µεk)k≥1 when k → ∞ for a sequence εk → 0 and let ξ be a finite
θεk-generating partition for random orbits, for all k ≥ 1, as in the statement
of Theorem 15, that is µ(∂ξ) = 0.
We first construct a sequence of partitions of Ω according to the following
result. For a partition P and y ∈ Ω we denote by P(y) the element (atom)
of P containing y. We set ω0 = (0, 0, 0, . . . ) ∈ Ω in what follows.
Lemma 1. There exists an increasing sequence of measurable partitions
(Bn)n≥1 of Ω such that
(1) ω0 ∈ int(Bn(ω0)) for all n ≥ 1;
(2) Bn ր B, θ
εk mod 0 for all k ≥ 1 when n→∞;
(3) limn→∞Hρ(ξ | Bn) = Hρ(ξ | B) for every measurable finite partition
ξ of Ω and any F -invariant probability measure ρ.
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Proof. For the first two items we let En be a finite θεk mod 0 partition of X
such that 0 ∈ int(En(t0)) with diam(En) → 0 when n → ∞. Example: take
a cover (B(t, 1/n))t∈X of X by 1/n-balls and take a subcover U1, . . . , Uk of
X \B(t0, 2/n) together with U0 = B(t0, 3/n); then let En = {U0,M \ U0} ∨
· · · ∨ {Uk,M \ Uk}.
We observe that we may assume that the boundary of these balls has null
θεk-measure for all k ≥ 1, since (θεk)k≥1 is a denumerable family of non-
atomic probability measures on X and X may be taken as a subset of some
Euclidean space. Now we set
Bn = En× n. . . ×En × Ω for all n ≥ 1.
Then since diam En ≤ 2/n for all n ≥ 1 we have that diamBn ≤ 2/n also
and so tends to zero when n → ∞. Clearly Bn is an increasing sequence
of partitions. Hence ∨n≥1Bn generates the σ-algebra B, θ
εk mod 0 (see e.g.
Lemma 3 of Chapter 2 in [14]) for all k ≥ 1. This proves items (1) and (2).
Item 3 of the statement of the lemma is Theorem 12.1 in [14]. 
Now we use some known properties of conditional entropy to derive the
right inequalities. First we recall that
hµεk (fˆ , θεk) = hµεk ((fˆ , θεk), ξ) = h
B×Y
θεk×µεk (F,Ω × ξ)
= inf
1
n
Hθεk×µεk

n−1∨
j=0
(F j)−1(Ω× ξ) | B × Y


where the first equality comes from the Kolmogorov-Sinai Theorem 14 and
the assumption that ξ be generating, while the second one can be found in
Theorem 1.4 of Chapter II in [22], with Ω × ξ = {Ω × A : A ∈ ξ}. Here
hB×Yθεk×µεk (F,Ω× ξ) is the conditional entropy of θ
εk × µεk with respect to the
σ-algebra B× Y on the partition Ω× ξ, whose definition is translated in the
second line of the above formula and whose basic properties can be found
in [14, 22].
The last expression shows that for arbitrary fixed N ≥ 1 and for any l ≥ 1
hµεk (fˆ , θεk) ≤
1
N
Hθεk×µεk

N−1∨
j=0
(F j)−1(Ω× ξ) | B × Y


≤
1
N
Hθεk×µεk

N−1∨
j=0
(F j)−1(Ω× ξ) | Bl × Y


because Bl × Y ⊂ B × Y . Now we fix N and l, let k → ∞ and note that
since µ0(∂ξ) = 0 = δω0(∂Bl) it must be that
(δω0 × µ
0)(∂(Bi × ξj)) = 0 for all Bi ∈ Bl and ξj ∈ ξ,
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where δω0 is the Dirac mass concentrated at ω0 ∈ Ω. Thus we get by weak
∗
convergence of θεk × µεk to δω0 × µ
0 when k →∞
lim sup
k→∞
hµεk (fˆ , θεk) ≤
1
N
Hδω0×µ0

N−1∨
j=0
(F j)−1(Ω× ξ) | Bl ×M

 . (6)
Here it is easy to see that the conditional entropy on the right hand side
of (6) (involving only finite partitions) equals
1
N
Hµ0
(N−1∨
j=0
f−jξ
)
=
1
N
∑
i
µ0(Pi) log µ
0(Pi), (7)
with Pi = ξi0∩f
−1ξi1∩· · ·∩f
−(N−1)ξiN−1 ranging over all possible sequences
ξi0 , . . . , ξiN−1 of elements of ξ.
Finally, since N was an arbitrary integer, Theorem 15 follows from (6)
and (7).
Now to prove Theorem 16 we assume in addition that for each µk there
exists a continuous potential φk : Y → R such that hµk(fˆ , θεk) =
∫
φk dµk,
for k ≥ 1. Moreover φk → φ0 pointwisely to a continuous potential φ0 when
k →∞ and Pf0(−φ0) ≤ 0. Then by the previous arguments∫
φ0 dµ0 = lim sup
k→∞
hµεk (fˆ , θεk) ≤ hµ0(f0, ξ) ≤ hµ0(f0) ≤
∫
φ0 dµ0
concluding the proof of Theorem 16.
3.2. The deterministic setting. Here we prove Theorems 10, 11 and 12.
Let fk : Y → Y be a sequence of continuous maps such that µk is fk-
invariant for all k ≥ 1, f0 : Y → Y is continuous with fk → f0 pointwisely
and µk → µ0 in the weak
∗ topology when k → ∞. Let ξ be a finite µk-
modulo zero partition ξ of Y which is generating for (Y, ftk , µk), k ≥ 1, and
µ0(∂ξ) = 0.
Following the same reasoning as in Subsection 3.1 we have for any given
fixed N ≥ 1 that
hµk(fk) = hµk(fk, ξ) = inf
n≥1
1
n
Hµk
(
∨n−1j=0 (f
j
k)
−1ξ
)
≤
1
N
Hµk(ξ
N
k ),
since ξ is generating, where ξNk = ∨
N−1
j=0 (f
j
k)
−1ξ. But µ0(∂ξ) = 0 so for any
given N ≥ 1 we have µ0(∂ξ
N
0 ) = 0 also because µ0 is f0-invariant. Moreover
the weak∗ convergence and fk-invariance ensures that (f
i
k)∗µk = µk → µ0
for all i ≥ 0, hence µk(ξ
N
k (z))→ µ0(ξ
N
0 (z)) when k →∞ for µ0-almost every
z ∈ Y . In particular we get for arbitrary N ≥ 1
lim sup
k→+∞
hµk(fk) ≤
1
N
Hµ0(ξ
N
0 ) and so lim sup
k→+∞
hµk(fk) ≤ hµ0(f0, ξ)
concluding the proof of Theorem 11.
To prove Theorem 10 we assume in addition that for each k ≥ 1 there
exists a potential φk and a probability measure µk such that Pfk(φk) =
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hµk(fk) +
∫
φk dµk. If we assume also condition (2b) from the statement of
Theorem 10, then the result follows using Theorem 11 since
lim sup
k→∞
Pfk(φk) ≤ lim sup
k→∞
hµk(fk) + lim sup
k→∞
∫
φk dµk ≤ hµ0(f0) +
∫
φ0 dµ0.
Moreover if we assume that Pfk(φk) → Pf0(φ0) when k → ∞, then the
same argument above gives
Pf0(φ0) ≤ lim sup
k→∞
hµk(fk)+lim sup
k→∞
∫
φk dµk ≤ hµ0(f0)+
∫
φ0 dµ0 ≤ Pf0(φ0),
showing that µ0 is an equilibrium state for f0 with respect to the potential
φ0, thus proving Theorem 12.
4. Statistical stability for non-uniformly expanding maps
Here we prove the results in Subsections 1.3 and 1.4.
4.1. Maps with critical sets. Here we prove Theorem 3.
Let f0 : M → M be a C
2 non-uniformly expanding map away from a
non-flat critical set C whose orbits have slow approximation to C. Let also
fˆ = (ft)t∈X be a continuous family in C
2(M,M) and θˆ = (θε)ε>0 be a family
of probability measures on X such that (fˆ , θˆ) is non-uniformly expanding
for random orbits and random orbits have slow approximation to C.
According to Theorem 2, for every small ε > 0 there exists an absolutely
continuous stationary probability measure µε. Since every ft is a C
2 endo-
morphism, the random version of the Entropy Formula ensures that (see e.g.
[26]) µε is an equilibrium state for φ0 = − log |detDf0|:
hµε =
∫ ∫
log |detDft(x)| dθε(t) dµ
ε(x) ≥ c · dim(M),
since every Lyapunov exponent of the random system is bounded away from
zero by a uniform constant c > 0 and the sum of all Lyapunov exponents is
given by the above integral.
Lemma 2. Given families (fˆ , (θε)ε>0), if random orbits have slow approx-
imation to C, then log
∣∣ detDfω∣∣ is uniformly integrable with respect to the
family θε × µε, i.e. given γ > 0 there exists δ > 0 such that for all small
enough ε > 0 we have∫
B(C,δ)
dµε(x)
∫
dθε(ω)− log
∣∣ detDfω∣∣ ≤ γ
and so given a limit point µ0 = limk→∞ µ
εk in the weak∗ topology we have∫
dµεk(x)
∫
dθεk(ω) log
∣∣detDfω∣∣→
∫
log |detDf0| dµ
0.
Here we write B(A, δ) = ∪x∈AB(x, δ) for the δ-neighborhood of a subset
A.
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Proof. Since for each small ε > 0 we have that log |detDfω| is θ
ε × µε-
integrable, then the Ergodic Theorem ensures that∫
B(C,δ)
dµε(x)
∫
dθε(ω)− log
∣∣detDfω∣∣ =
lim
n→∞
−
1
n
n−1∑
j=0
χB(C,δ)
(
f jω(x)
)
· log
∣∣detDfωj+1(f jω(x))∣∣ (8)
for θε × µε-a.e. (ω, x). But the non-degeneracy condition (S4) ensures that
if we assume ε > 0 is so small that each ω = (ω1, ω2, . . . ) ∈ supp θ
ε satisfies
d(ωi, 0) < δ for all i ≥ 1, then (8) is bounded by
lim
n→∞
−
1
n
n−1∑
j=0
χB(C,δ)
(
f jω(x)
)
· log
∣∣ detDf(f jω(x))∣∣+B · δβ .
By the non-flatness condition (S3) on C there exists a constant K > 1 such
that
1
K
· dist
(
x, C
)
≤
∣∣detDf(x)∣∣ ≤ K · dist (x, C) if dist (x, C) < δ,
and so we may bound (8) by
lim sup
n→∞
1
n
n−1∑
j=0
− log
[
K · distδ
(
f jω(x), C
)]
+B · δβ
≤ lim sup
n→∞
1
n
n−1∑
j=0
− log distδ
(
f jω(x), C
)
+B · δβ .
The assumption of slow approximation to C for random orbits guarantees
that the above limit can be made smaller than γ/2 for any given γ > 0
by choosing δ and ε small enough, and this in turn ensures that the last
expression can be made smaller that γ. This concludes the proof. 
According to the non-degeneracy condition (S5) we have that
log
∥∥Dft(x)−1∥∥ ≤ logB − β · log dist(x, C)
therefore using this bound together with the slow approximation to C for
random orbits we see that log
∥∥Dft(x)−1∥∥ is also uniformly integrable with
respect to the family θε × µε.
Now we choose a stationary measure µεk for a sequence εk → 0 and take
any weak∗ accumulation point µ0 of (µ
εk)k when k →∞.
If we assume that a uniform random generating partition exists, then by
Theorem 3 and by Lemma 2 we get that µ0 is f0-invariant and satisfies
hµ0(f0) =
∫
φ0 dµ0 ≥ c·dim(M) > 0 and µ0
(
log
∥∥Dft(x)−1∥∥) ≤ −c < 0.
(9)
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But the characterization of measures satisfying the Entropy Formula for
endomorphisms, see e.g. [25], ensures that a f0-invariant probability measure
µ0 satisfying (9) is absolutely continuous.
This finishes the proof of Theorem 3 except for the existence of a uniform
random generating partition, which is the content of the following subsection.
4.1.1. Uniform generating partitions for equilibrium states. To build a uni-
form random generating partition for equilibrium measures we make use of
the following notion: given 0 < α < 1 and δ > 0, we say that n ∈ N is a
(α, δ)-hyperbolic time for (ω, x) ∈ Ω×M if
n−1∏
j=n−k
‖Dfωj+1(f
j
ω(x))
−1‖ ≤ αk and distδ(f
n−k
ω (x), C) ≥ α
bk
for every 1 ≤ k ≤ n, where Ω = XN was defined in Subsection 1.3.1. The
following results ensures the existence of hyperbolic times in our setting.
Proposition 1 (Proposition 2.3 in [2]). If (fˆ , θε) is non-uniformly expanding
for random orbits and random orbits have slow approximation to the critical
set C, then there are δ > 0 and α ∈ (0, 1) such that θε × m-almost every
(ω, x) ∈ Ω×M has infinitely many (α, δ)-hyperbolic times.
Remark 1. When C = ∅ the second condition on the definition of hyperbolic
time is vacuous and in this case we just write δ-hyperbolic time. Moreover
setting ωt = (t, t, t, . . . ) then a hyperbolic time for x with respect to a map
ft is just the same as a hyperbolic time for (ωt, x), t ∈ X.
Now we state the main properties of hyperbolic times.
Proposition 2 (Proposition 2.6 in [2]). There is δ1 = δ1(f0) > 0 such that
for every small enough ε > 0, if n is (α, δ)-hyperbolic time for (ω, x) ∈
supp(θε)×M , then there is a neighborhood Vn(ω, x) of x in M such that
(1) fnω maps Vn(ω, x) diffeomorphically onto the ball of radius δ1 around
fnω (x);
(2) for every 1 ≤ k ≤ n and y, z ∈ Vk(ω, x)
dist(fn−kω (y), f
n−k
ω (z)) ≤ α
k/2 dist(fnω (y), f
n
ω (z)).
The uniform value of δ1 in Proposition 2 is the crucial point to get a
uniform random generating partition. Indeed, let B1, . . . , Bk be a finite
open cover of M by δ1/2-balls and let us take ξ to be the partition induced
by this cover, i.e.
ξ = {B1,M \B1} ∨ · · · ∨ {Bk,M \Bk}.
Lemma 3 (Lemma 6.6 in [10]). If for a stationary measure µ we have that
θε×µ-almost all (ω, x) ∈ Ω×M have infinitely many (α, δ)-hyperbolic times,
then
lim
k→∞
diam(∨k−1j=0(f
j
ω)
−1ξ(x)) = 0 for θε × µ− almost every (ω, x).
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By standard arguments, this ensures that if a stationary measure µ is
non-uniformly expanding and θε × µ-almost all random orbits have slow
approximation to C, then ξ is a random generating partition for µ, see e.g.
Lemma 6.7 in [10].
4.1.2. Continuous variation of physical measures. Here we prove Theorem
4.
We start by observing that since we are assuming that each f ∈ W has
a physical measure µf satisfying m(M \ B(µf )) = 0, then by the proof of
Theorem 3 we see that every weak∗ accumulation point µ0 of the stationary
measures (µεk) must equal µf , since µ0 ≪ m. Thus µf is stochastically
stable for the random perturbations (fˆ , θˆ) we are considering.
In addition, since the exponent bound c is uniform inW, by the arguments
in Subsection 4.1.1 there is a uniform generating partition ξ for all (f, µf )
with f ∈ W. Moreover for every f ∈ W each µf is an equilibrium state for
φf = − log |detDf |, Pf (φf ) = 0 and Φ :W ⊂ C
2(M,M)→ C0(M,R), f 7→
φf is continuous. Then by Theorem 12 if we take any sequence fk ∈ W
converging to f0 ∈ W when k →∞, we know that every weak
∗ accumulation
point µ0 of (µfk)k satisfies (9) with φ0 = φf0 . Hence µ0 ≪ m and by
uniqueness of the physical measure of f0 we get µ0 = µf0 .
This finishes the proof of Theorem 4.
4.2. Local diffeomorphisms. Here we prove the results in Subsection 1.4.
In [2] it was shown that for the random perturbations provided by Theo-
rem 2 the stochastic stability of f0 implies non-uniform expansion for random
orbits. Here we prove the converse without the extra technical condition used
in [2].
Let (fˆ , θˆ) be a family of C2 local diffeomorphisms and of probability mea-
sures defining a random perturbation of f0 such that f0 is non-uniformly
expanding and is non-uniformly expanding for random orbits.
First we observe that by Remark 1 we may use the results in Subsec-
tion 4.1.1 also for local diffeomorphisms. Hence we can assume that there
exists a uniform random generating partition. We can also use Theorem 3 to
conclude that any weak∗ accumulation point µ of stationary measure when
ε→ 0 is absolutely continuous.
Using now Theorem 1 we see that µ is a linear convex combination of sta-
tionary measures. This means that f0 is stochastically stable whenever it is
non-uniformly expanding for random orbits and ends the proof of Theorem 7.
Finally, to prove Theorem 9 we just have to use Theorem 10 with φf ≡ 0
for all f ∈ U . This can be done since uniform generating partitions exists
for maximal entropy measures.
Proposition 3 (Lemma 4.8 in [27]). There is δ > 0 satisfying, for f ∈ U
(as defined in Subsection 1.4.1) and every equilibrium state µφ for a low-
variation potential φ (as given by Theorem 8), that µφ-almost every point
x ∈M has infinitely many δ-hyperbolic times.
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This proposition together with Proposition 2 and Lemma 3 ensure the
existence of a fixed generating partition for every f ∈ U .
This concludes the proof of Theorem 9.
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