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Abstract. It is investigated how abrupt changes in the North
Atlantic (NA) thermohaline circulation (THC) affect the ter-
restrial carbon cycle. The Lund-Potsdam-Jena Dynamic
Global Vegetation Model is forced with climate perturbations
from glacial freshwater experiments with the ECBILT-CLIO
ocean-atmosphere-sea ice model. A reorganisation of the
marine carbon cycle is not addressed. Modelled NA THC
collapses and recovers after about a millennium in response
to prescribed freshwater forcing. The initial cooling of sev-
eral Kelvin over Eurasia causes a reduction of extant boreal
and temperate forests and a decrease in carbon storage in
high northern latitudes, whereas improved growing condi-
tions and slower soil decomposition rates lead to enhanced
storage in mid-latitudes. The magnitude and evolution of
global terrestrial carbon storage in response to abrupt THC
changes depends sensitively on the initial climate conditions.
These were varied using results from time slice simulations
with the Hadley Centre model HadSM3 for different periods
over the past 21 kyr. Changes in terrestrial storage vary be-
tween −67 and +50 PgC for the range of experiments with
different initial conditions. Simulated peak-to-peak differ-
ences in atmospheric CO2 are 6 and 13 ppmv for glacial and
late Holocene conditions. Simulated changes in δ13C are
between 0.15 and 0.25h. These simulated carbon storage
anomalies during a NA THC collapse depend in their magni-
tude on the CO2 fertilisation feedback mechanism. The CO2
changes simulated for glacial conditions are compatible with
available evidence from marine studies and the ice core CO2
record. The latter shows multi-millennial CO2 variations of
up to 20 ppmv broadly in parallel with the Antarctic warm
events A1 to A4 in the South and cooling in the North.
1 Introduction
Only few studies have addressed how a collapse of the North
Atlantic (NA) thermohaline circulation (THC) might affect
terrestrial vegetation distribution, the carbon cycle and at-
mospheric CO2. However, knowledge on how changes in
climate feed back on the atmospheric CO2 concentration is
required for reliable climate change projections.
The paleo proxy records of changes in climate, biogeo-
chemical cycles and atmospheric CO2 provide an important
test-bed to evaluate climate-biogeochemical models. The
models, in turn, are used to seek for mechanistic and quan-
titative explanation of environmental phenomena. The focus
of this study is how changes in the NA THC such as those in-
ferred for the last glacial period and projected in some global
warming simulations affect vegetation distribution and ter-
restrial carbon stocks. The postulated link between changes
in NA THC and terrestrial ecosystems is that a slow down
or collapse of the formation of North Atlantic Deep Water
(NADW) reduces northward heat transport in the Atlantic
ocean, thereby modifying climate and, in turn, plant growth
and soil decomposition in the NA region and beyond. This
link is investigated by using results from freshwater pertur-
bation experiments with the ECBILT-CLIO climate model
to drive the Lund-Potsdam-Jena Dynamic Global Vegeta-
tion Model (LPJ-DGVM). Changes in vegetation distribu-
tion, carbon storage, and atmospheric CO2 are assessed and
discussed in the context of available proxy data and previous
studies. A question raised is whether the model results are
compatible with the ice CO2 record and the evidence from
available marine modelling studies.
The paleo records document large millennial scale climate
variations during the last glacial period and the transition to
the present interglacial. Greenland ice-core records show
abrupt temperature changes locally of 10 K and more in am-
plitude (Johnsen et al., 1992, 1995; Lang et al., 1999; Landais
et al., 2004) known as Dansgaard/Oeschger (D/O) events
(Dansgaard et al., 1982; Oeschger et al., 1984, Fig. 1). Large
temperature fluctuations in Greenland are also found for the
onset and end of the Bølling/Allerød warm and the Younger
Dryas (YD) cold phase during the transition. Isotopic sedi-
mentary and pollen records from lakes, marine sediments and
European and Asian loess records demonstrate that substan-
tial effects of these abrupt climate changes extended over the
1
2 P. Ko¨hler et al.: Impact of THC changes on terrestrial carbon
North Atlantic region and beyond (e.g. Voelker and work-
shop participants, 2002). A range of tracers indicative of
water mass distribution and oceanic ventilation rates provide
evidence that the NA THC was slowed or even collapsed dur-
ing periods of cold temperatures in the NA region (e.g. Mc-
Manus et al., 2004; Skinner and Shackleton, 2004). Some
of the lowest temperatures in Greenland are associated with
the surging of large amounts of ice, recorded as ”Heinrich
events” characterised by the widespread appearance of ice-
rafted debris in North Atlantic sediments (Heinrich, 1988;
Bond et al., 1993; Bond and Lotti, 1995; Rashid et al., 2003;
Hemming, 2004, Fig. 1). Concomitant temperature changes
recorded in Antarctica are smaller, less abrupt, and asyn-
chronous to the northern hemisphere temperature changes
(Jouzel et al., 2003; Blunier et al., 2004; Stenni et al., 2004,
Fig. 1). The inter-hemispheric asynchrony (“bipolar see-
saw”) has been explained by a reduction in the North Atlantic
Deep Water formation rate and oceanic heat transport into
the North Atlantic region, producing cooling in the North
Atlantic and warming in the Southern Hemisphere (Crowley,
1992; Broecker, 1998; Stocker, 1998) in combination with
the large heat capacity of the Southern Ocean and sea level
changes (Stocker and Johnsen, 2003; Knutti et al., 2004; Sid-
dall et al., 2003). The Antarctic warm events associated with
the stadials (cold periods) prior to the D/O (warm) events 8,
12, 14, and 17 are termed A1 to A4.
Despite the large fluctuations in climate, atmospheric CO2
varied by only 20 ppmv during the Antarctic warm events
associated with Heinrich events 4, 5, 5a, and 6 (Fig. 1, Stauf-
fer et al., 1998; Indermu¨hle et al., 2000). The 20 ppmv CO2
peaks largely parallel the Antarctic warm events A1 to A4
and occur on a multi-millennial timescale. CO2 rose by ∼20
ppmv in the YD cold interval (Monnin et al., 2001) dur-
ing which the NA THC was significantly reduced (Sarnthein
et al., 1994; McManus et al., 2004).
Many model experiments have been performed that ad-
dress the response of the physical climate system to a NA
THC collapse. Typically, the modelled NA THC is forced to
collapse by imposing a freshwater discharge into the surface
waters of the North Atlantic. Then, results are a strong cool-
ing in the North Atlantic region spreading over the North-
ern Hemisphere and a slight warming in the Southern Hemi-
sphere (e.g. Mikolajewicz, 1996; Timmermann et al., 2003;
Knutti et al., 2004), consistent with proxy reconstructions.
The response of the carbon cycle and atmospheric CO2
to past changes in the Atlantic meridional overturning cir-
culation has only been partly addressed by modelling stud-
ies. Simulations with ocean carbon cycle models suggest
that the changes in the marine carbon cycle associated with
a NA THC collapse tend to increase atmospheric CO2. Sim-
ulations with dynamic ocean models yield a small (10 −
15 ppmv) temporary increase in atmospheric CO2 after the
NA THC was forced to collapse by freshwater input (Mar-
chal et al., 1998, 1999a,b). A recent ocean box model study
(Ko¨hler et al., 2005) suggests a small decrease in atmo-
spheric CO2 in response to a THC collapse, but ocean tem-
peratures and marine export production were kept constant
in the simulation.
These analyses did not consider the possible contribu-
tion from terrestrial sources to atmospheric CO2. Terres-
trial changes such as the replacement of extant boreal forests
by steppe and tundra vegetation, a southward moving of the
northern tree line, and a reduction in soil turnover rates in
response to cooling may have contributed to the observed
changes in atmospheric CO2 concentration during the YD
or the Antarctic warm events (Scholze et al., 2003b; Ko¨hler
and Fischer, 2004).
Scholze (2003) and Scholze et al. (2003b) found in their
pioneering work a significant shift of the northern hemi-
sphere vegetation distribution and the global carbon bal-
ance in response to a collapse and recovery of the NA
THC. These authors forced the LPJ-DGVM with output
from the ECHAM3/LSG atmosphere-ocean general circula-
tion model. The global terrestrial carbon stock was reduced
by about 180 PgC during the coldest phase in the North-
ern Hemisphere compared to the initial carbon stock in their
standard experiment. The terrestrial release caused modelled
atmospheric CO2 to increase by 26 ppmv, taking into account
the buffering by the ocean. Climatic input fields were per-
turbed from preindustrial conditions and the collapsed state
of the THC extended over a few centuries.
Here, the role of a NA THC collapse on the terrestrial
carbon balance, land ecosystems and atmospheric CO2 and
δ13C was further investigated. As by Scholze et al. (2003b)
and Scholze (2003), the spatio-temporal changes in vege-
tation distribution and terrestrial carbon storage were ad-
dressed using the LPJ-DGVM. Changes in atmospheric CO2
and δ13C were addressed in the framework of the Bern
Carbon Cycle-Climate (BernCC) model that includes the
LPJ-DGVM. In addition to Scholze and co-workers, cli-
matic boundary conditions different to preindustrial condi-
tions were applied. Initial conditions were varied systemati-
cally and the consequences of a NA THC collapse for glacial
times, the glacial-interglacial transition, and the Holocene
were investigated. A range of simulations was performed
to investigate the sensitivity of model results to the abrupt-
ness and length of the NA THC collapse and to changes in
the individual drivers (temperature, precipitation, ice extent,
sea level, and atmospheric CO2). Climate fields to drive the
LPJ-DGVM model were taken from glacial freshwater ex-
periments with the ECBILT-CLIO model (Knutti et al., 2004)
that were run over several millennia and from time slice sim-
ulations with the Hadley Centre model HadSM3 covering
various periods of the last 21 kyr.
The outline of this manuscript is as follows. First, the
carbon cycle model, the climate models, the climate fields
used to drive the LPJ-DGVM off-line, the model spin-up,
and experimental protocols are described. In the subsec-
tion 3.1, results from freshwater discharge experiments with
ECBILT-CLIO are summarised. In subsection 3.2, the car-
bon and vegetation distribution for preindustrial and for Last
Glacial Maximum conditions are presented. Subsection 3.3
deals with the modelled impact of the NA THC changes on
the terrestrial carbon cycle for preindustrial boundary condi-
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tions. In subsection 3.4, the sensitivity of results to the initial
climate conditions are investigated and in subsection 3.5 the
sensitivity to the magnitude of the temperature perturbation
is quantified. In the discussion and conclusion section, main
results are summarised and discussed in the context of proxy
data, available studies, and model limitations.
2 Methods
A version of the Bern Carbon Cycle-Climate Model
(BernCC) was applied ”off-line”, similarly as by Joos et al.
(2004), by forcing it with prescribed temperature, precipi-
tation, and cloud cover fields. These climate fields were
derived by combining (i) an observation-based climatology
(Leemans and Cramer, 1991; New et al., 2000), (ii) anoma-
lies from freshwater experiments with the ECBILT-CLIO
model (Knutti et al., 2004), and (iii) anomalies from time
slice simulations with the Hadley Centre model HadSM3
for different periods during the past 21 kyr (Table 1). The
use of the Leemans and Cramer observation-based clima-
tology ensures that LPJ-DGVM is driven by climatic fields
that are as close as possible to reality. Interannual variations
are essential to simulate fire in LPJ-DGVM and are derived
here from observations by New et al. (2000). The ECBILT-
CLIO anomaly fields represent the decadal-to-century scale
climatic perturbations in response to a change in the NA
THC. The HadSM3 anomaly fields represent the milllennial
scale deviations in climate from the preindustrial state in re-
sponse to slow changes in orbital parameters, greenhouse gas
concentrations, and ice sheet extent. The HadSM3 anomalies
were used to explore the sensitivity of results to different ini-
tial climate conditions. Existing observation-based and cli-
mate model data were applied in order that all available re-
sources could be devoted to understanding terrestrial dynam-
ics and their influence on the carbon cycle.
2.1 The Carbon Cycle Model
The carbon cycle model couples the LPJ-DGVM, the HIgh-
Latitude exchange/interior Diffusion-Advection (HILDA)
ocean carbon cycle model, and a well-mixed atmosphere.
LPJ-DGVM: The LPJ-DGVM (Sitch et al., 2003) was
used to simulate changes in vegetation distribution and in
the pools and fluxes of carbon and of the stable isotope 13C
(Scholze et al., 2003a). The LPJ-DGVM simulates photo-
synthesis, respiration, fire, and the growth and competition of
nine plant functional types (PFT). PFT distributions are con-
strained by bioclimatic limits for plant survival and regener-
ation, while the relative performance of PFTs, in competi-
tion for light and water, is governed by PFT-specific physi-
ological, phenological, growth and disturbance-response pa-
rameters. A PFT can invade new regions if its bioclimatic
limits and competition with other PFTs allow successful es-
tablishment and growth. For each PFT, carbon is stored
in seven pools, representing leaves, sapwood, heartwood,
fine roots and litter compartments. Two soil organic matter
pools receive input from the litter pools of all PFTs on each
grid cell. Photosynthesis is modelled as a function of ab-
sorbed photosynthetically active radiation, temperature, at-
mospheric CO2 concentrations, day length, canopy conduc-
tance, and biochemical pathway (C3, C4), using a simplified
Farquhar scheme (Farquhar et al., 1980; Collatz et al., 1992),
with leaf-level optimised nitrogen allocation (Haxeltine and
Prentice, 1996) and an empirical convective boundary layer
parameterisation (Monteith, 1995) to couple the carbon and
water cycles. Fire fluxes are calculated based on litter mois-
ture content, a fuel load threshold, and PFT specific fire re-
sistances (Thonicke et al., 2001). Decomposition rates of soil
organic matter and litter depend on soil temperature (Lloyd
and Taylor, 1994) and moisture (Foley, 1995). The model is
driven by atmospheric CO2 and monthly fields of tempera-
ture, precipitation, and insolation (cloud-cover). The spatial
resolution is set here to 3.75◦× 2.5◦. Due to a lack of ade-
quate paleo soil data, the water holding capacity and thermal
parameters of the soil were kept constant corresponding to
the medium soil type with intermediate characteristics (one
out of a set of nine soil types defined within the LPJ-DGVM).
The choice of alternative soil types out of the common once
for recent times would effects the steady state overall terres-
trial carbon storage in a range of 50 PgC for preindustrial
conditions.
The simulated potential natural vegetation (PNV) for
preindustrial time (e.g. figure 12 in Joos et al., 2004) shows a
generally good agreement with other global simulated PNV
reconstructions (e.g. Cramer et al., 2001). The LPJ-DGVM
predicts the high northern latitude greening trend over the
past two decades observed by satellites and a marked set-
back in this trend after the Mount Pinatubo volcano eruption
in 1991 (Lucht et al., 2002). The terrestrial carbon cycle as
simulated by the LPJ-DGVM has been evaluated in com-
bination with atmospheric transport models by comparing
model results with observed seasonal cycle in atmospheric
CO2 (Sitch, 2000) and its temporal trend (McGuire et al.,
2001; Dargaville et al., 2002) and by comparing the simu-
lated time evolution and inter-annual variability of terrestrial
carbon uptake with available reconstructions (McGuire et al.,
2001), and shown to be compatible with these observations.
HILDA: The LPJ-DGVM was coupled to the HILDA
ocean carbon cycle model (version K(z)) (Siegenthaler and
Joos, 1992; Joos et al., 1996) as in previous studies (Joos
et al., 2001, 2004; Gerber et al., 2003). HILDA is a box-
diffusion type carbon cycle model that was developed to
study the uptake of anthropogenic CO2. Perturbation equa-
tions are used to calculate oceanic CO2 uptake or release in
response to an atmospheric CO2 perturbation. The transport
parameters were derived by tuning the model towards the ob-
served oceanic distribution of natural and bomb-produced ra-
diocarbon. The transport rates in HILDA have been eval-
uated using CFCs. Here, HILDA is used to calculate the
physico-chemical buffering by the ocean of terrestrial carbon
released to (removed from) the atmosphere. 64% and 85% of
carbon released by the terrestrial pools will have been taken
up by a preindustrial ocean after 100 and 1000 years, respec-
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tively (see figure 1 in Joos et al., 2004). Ocean uptake rates
for terrestrial carbon might have been somewhat different in
the past compared to the modern ocean. A reorganisation of
the marine carbon cycle and its impact on atmospheric CO2
is not considered here as the available version of HILDA is
not set up for such an investigation. Sea surface temperature,
affecting CO2 solubility, and transport parameters were kept
constant in all simulations.
2.2 Climate models and climate simulations
ECBILT-CLIO: The global coupled atmosphere-ocean-sea
ice model ECBILT-CLIO (version 3.0) includes realistic to-
pography, bathymetry, a simple land surface representation
and a bucket water runoff scheme. The atmosphere is rep-
resented by the T21, 3-level quasi-geostrophic model EC-
BILT2 (Opsteegh et al., 1998), which contains a hydrologi-
cal cycle with clouds prescribed according to the observed
zonal mean climatology, and explicitly calculates synop-
tic variability associated with weather patterns. The ocean
model CLIO (Goosse and Fichefet, 1999) is a free-surface
ocean general circulation model with a resolution of 3◦
× 3◦ and 20 unevenly spaced depth levels, coupled to a
thermodynamic-dynamic sea ice model. Temperature and
precipitation anomalies as calculated with ECBILT-CLIO
were interpolated from the 5.625◦×5.625◦ resolution of EC-
BILT2 to the 3.75◦ longitudinal by 2.5◦ latitudinal grid used
here for the LPJ-DGVM.
Results from a control run (ECBILT-ctrl) and two freshwa-
ter discharge experiments (F2, F∆) into the North Atlantic
were used (Knutti et al., 2004). These are described in sub-
section 3.1. The two freshwater experiments differ in the
shape and amplitude of the freshwater discharge over time
(Fig. 2A). In scenario F∆ the discharge strength increases
linearly with time to 0.5 Sv (1 Sv = 106 m3 s−1) at t =
t0 + 500 yr, then decreases again to zero at t = t0 + 1000 yr,
whereas in scenario F2 the amplitude of the freshwater flux
rises instantaneously to 0.3 Sv at t0 and back to zero 1000
yr later. ECBILT-CLIO simulations were carried out with
glacial boundary conditions.
HadSM3: In the sensitivity experiments presented in sub-
sections 3.4 and 3.5, millennial-scale changes in tempera-
ture, precipitation, and cloud cover for the last 21 kyr were
derived from time slice simulations with the Hadley Cen-
tre model HadSM3 (Pope et al., 2000; Hewitt et al., 2001,
2003, Fig. 3C,D). The HadSM3 consists of the HadAM3 at-
mospheric circulation model (Pope et al., 2000) coupled to
a slab ocean model and a sea-ice model as described in He-
witt et al. (2001). The atmosphere has a resolution of 3.75◦×
2.5◦, with 19 vertical layers.
The climate fields used here are derived from 19 time
slices carried out roughly every 1000 years up to pre-
industrial times. In each time slice, the model is driven
by orbital forcing and reconstructed atmospheric CO2 and
methane concentrations. Ice-sheet distribution and sea-level
is prescribed according to Peltier (1994) until 7 kyr BP and
the present distribution used thereafter. The ocean heat flux
convergence in all simulations was held at the same values
as derived for present-day conditions. The use of the same
heat flux convergence fields is not expected to be of impor-
tance for the carbon cycle sensitivity experiments and the
findings presented here. The land surface conditions within
HadSM3 were varied, by coupling it asynchronously with the
BIOME4 equilibrium vegetation model (Kaplan et al., 2002).
2.3 Climate input fields and boundary conditions to force
the LPJ-DGVM
Preindustrial freshwater simulations: Climate input fields
for the LPJ-DGVM (preindustrial simulations, subsection
3.3) were derived by combining a present-day climatology
and the climate anomalies from freshwater experiments ob-
tained with the ECBILT-CLIO model (Knutti et al., 2004).
This approach ensures that the LPJ-DGVM is spun-up with
observed climate fields and that simulated vegetation distri-
bution at the start of the perturbation experiment is realistic.
We did not apply the output fields from the ECBILT-CLIO
model directly as ECBILT-CLIO results show a warm bias in
the northern mid and high latitudes compared to observations
(Timmermann et al., 2004).
The monthly fields for temperature, precipitation, and
cloud cover were obtained by adding the updated monthly
climatology from Leemans and Cramer (1991) as used in
Cramer et al. (2001) together with detrended inter-annual
anomalies from observational data (New et al., 2000), and the
anomalies (temperature and precipitation) from the ECBILT-
CLIO experiments. A 50-year long sequence of the inter-
annual variability data was used repetitively. ECBILT-
CLIO anomalies were calculated for the two ECBILT-CLIO
freshwater experiments and the control run. Absolute
monthly mean surface temperature anomalies and relative
monthly mean precipitation anomalies with respect to av-
erage monthly means of the first 400 years of the ECBILT
control experiment (no freshwater forcing) were used. The
monthly series for each grid cell were splined using a 50
yr cut-off frequency to remove high-frequency variability al-
ready included in the observation-based data.
Sensitivity experiments for different initial climate
conditions: Initial climate conditions were varied by adding
anomalies from the different HadSM3 time slice simulations
to the temperature, precipitation, and cloud cover fields used
in the preindustrial experiments. For each time slice, the
HadSM3 monthly data were averaged over time and absolute
temperature, precipitation, and cloud cover anomalies with
respect to the preindustrial monthly means were calculated.
Insolation intensity was calculated from orbital parameters
(Berger, 1978) and monthly mean cloud cover given by ob-
servations and HadSM3 simulation results. Land ice sheet
distributions and sea level changes (Fig. 3B) to calculate
available land in the LPJ-DGVM were prescribed according
to Peltier (1994). This alters the area available for vegetation
growth. The net effect is an increase of the area available
for vegetation by 7.7 × 1012 m2 from the LGM to modern
conditions. Atmospheric CO2 values used to initialise the
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carbon cycle model were taken from ice core data (Monnin
et al., 2001) synchronised via CH4 to the GISP2 age scale
(Fig. 3A, Ko¨hler et al., 2005).
2.4 Carbon cycle model spin-up and simulations
Experimental setup: The LPJ-DGVM was spun-up from
bare ground for preindustrial conditions and for particular
times during the past 21 kyr (6 kyr BP and for each millenia
between 11 and 21 kyr BP) by prescribing the correspond-
ing atmospheric CO2 value and the climate boundary con-
ditions described above. First, the LPJ-DGVM was forced
with the observation-based data (Leemans and Cramer, 1991;
New et al., 2000) and with the HadSM3 anomalies. At spin-
up year 1900, carbon storage of the long-lived soil carbon
pools was analytically calculated for each grid cell from in-
put fluxes; then spin-up was continued for another 100 years.
Then, the HILDA ocean model was coupled to the LPJ-
DGVM to calculate changes in atmospheric CO2 and δ13C.
For simulation years 2001 to 2400 (years 1 to 400 if the LPJ-
DGVM spin-up is neglected in time counting), the anomalies
of the last 400 years of the ECBILT control experiment again
with respect to average monthly mean values of the first 400
yr of the ECBILT control run were added to the temperature
and precipitation fields. The anomalies from the freshwater
discharge experiments (either F2 or F∆) were added for the
next 2000 years. Finally, the simulation was continued for
another 600 to 2600 years by applying the same forcing as
during spin-up. Thus, a simulation run of either 5000 or 7000
yr consists of 2000 yr of spin-up, 2400 yr of experiment,
and 600 or 2600 yr of re-equilibration time. Ice sheet extent,
sea level, insolation, and the HadSM3 climate anomaly fields
were kept constant during each simulation.
Experiments with and without CO2 fertilisation feed-
backs: An increase in atmospheric CO2 leads to an increase
in simulated gross primary productivity, water use efficiency,
and carbon storage, similar as in other DGVMs (Cramer
et al., 2001). CO2 fertilisation acts as a negative feedbacks on
atmospheric CO2 perturbations. The magnitude of the CO2
fertilisation feedbacks in the LPJ-DGVM (e.g. Joos et al.,
2001; Sitch et al., 2003; Gerber et al., 2004) is consistent with
the enhancement of net primary production shown in free
air CO2 enrichment experiments (DeLucia et al., 1999) and
the recent amplification of the seasonal cycle in atmospheric
CO2 (McGuire et al., 2001; Dargaville et al., 2002). There
is a debate to which extent CO2 fertilisation is operating to-
day and in the future to sequester anthropogenic carbon, as
co-limitation by other nutrients (e.g. nitrogen) may become
important (Hungate et al., 2003). However, a role for CO2
fertilisation in determining terrestrial carbon storage at CO2
concentrations within the glacial-interglacial range (190 to
280 ppmv) is generally more accepted and has support from
a range of data-based studies (Amthor, 1995; Ko¨rner, 2000;
Cowling and Field, 2003).
In experiments ’with CO2 fertilisation feedbacks’, atmo-
spheric CO2 variations calculated from changes in terrestrial
storage and the oceanic response were passed to the photo-
synthesis routine of the LPJ-DGVM. In experiments ’with-
out CO2 fertilisation feedbacks’, the CO2 value passed to
the photosynthesis routine of the LPJ-DGVM was kept con-
stant at its initial value (e.g. 190 ppmv for LGM condition;
280 ppmv for preindustrial condition) throughout the exper-
iment. Thus, the modelled CO2 changes do not affect the
modelled changes in the terrestrial system.
Simulated changes in terrestrial carbon storage and atmo-
spheric CO2 and δ13C are substantially smaller in simula-
tions with CO2 fertilisation feedbacks than without. In the
following figures, we mainly show results from simulations
without CO2 fertilisation feedbacks for the following rea-
sons. The ratio of the response of the terrestrial biosphere
to the collapse of the NA THC (signal) to variations caused
by high frequency climate variability (noise) is higher in the
experiments without fertilisation. This makes interpretation
of the results easier as the difference between the NA THC
induced response and the control run variability becomes
larger. Results of experiments without CO2 fertilisation feed-
backs are independent from a potential contribution of the
marine carbon cycle to atmospheric CO2 variations. In ex-
periments which consider CO2 fertilisation feedbacks such
a marine contribution would further modify the land carbon
storage anomalies and are thus not independent from a poten-
tial coupling of the terrestrial and marine parts of the carbon
cycle. Neglecting CO2 fertilisation provides an upper limit
to the changes in terrestrial carbon storage within the exper-
imental setup of this study.
3 Results
3.1 ECBILT-CLIO climate model results for freshwater
discharge experiments
The freshwater discharge experiments performed with
ECBILT-CLIO lead to the typical climate anomalies of the
bipolar seesaw. Both experiments (F2, F∆) result in a col-
lapse of the North Atlantic Deep Water formation (NADW
export at 30◦S drops from 17 to 3 Sv, Fig. 2B), a drop in
North Atlantic near surface air temperature by about 10 K
and a warming of the Southern Ocean near surface air by ap-
proximately 4 K (Fig. 2C, for details see Knutti et al., 2004).
While in F2 the magnitude of the NADW formation drops
below 5 Sv about 100 yr after the start of the freshwater dis-
charge, it takes nearly 400 yr for the shut-down of the deep
water formation in the F∆ experiment. The NADW forma-
tion starts to recover immediately at the end of the freshwater
discharge and is back to full strength after 300 yr in scenario
F∆, while this recovery process is delayed by a further 200
yr in scenario F2 (Fig. 2B,C). Temperature anomalies are
closely coupled to NADW formation and thus the cooling in
the north is prolonged by the same 200 yr in the F2 experi-
ment relative to F∆.
Temperature perturbations over land are mainly restricted
to northern mid and high latitudes (Fig. 4), the zonally-
averaged temperature drops over ice-free land by as much
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as 7 K at 70 − 80◦N. The induced warming in the Southern
Ocean impacts the southernmost tip of South America only.
Precipitation patterns are perturbed worldwide (Fig. 4) lead-
ing to a reduction in rain fall over parts of Central Asia, the
Mediterranean region, Northern Africa, and near the equator
in South America, whereas rain fall increases south of 10◦S
(Southern South America, Southern Africa, Australia), and
Eastern Asia and North America.
The choice of the initial climatic boundary conditions ap-
plied in ECBILT-CLIO is of little importance for this study.
The ECBILT-CLIO model yields very similar changes in
temperature and precipitation over land in response to a
freshwater discharge and a NA THC collapse under glacial
and interglacial boundary conditions (supplementary infor-
mation in Knutti et al., 2004). Differences in the overturn-
ing are small between simulations with preindustrial and Last
Glacial Maximum boundary conditions (Timmermann et al.,
2004). The convective area in the NA is only slightly shifted
southwards for the ECBILT-CLIO LGM simulation com-
pared to the experiment with preindustrial boundary condi-
tions. It has been shown that deep-water formation in ocean
models depends strongly on a number of parameters and pro-
cesses, e.g. on wind stress (Timmermann and Goosse, 2004),
on the freshwater budget (Gent, 2001) and on ocean mixing
parameterisations (Knutti et al., 2000). Here, no attempt was
made to tune the CLIO model towards a specific behaviour.
3.2 Carbon and vegetation distribution for LGM and prein-
dustrial conditions
The simulated transient millennial-scale evolution of terres-
trial carbon storage and vegetation distribution over the past
21 kyr has been described elsewhere (Kaplan et al., 2002;
Joos et al., 2004). Both studies suggest that global terrestrial
carbon storage increased during the transition and the early
Holocene and remained relatively stable until the onset of the
industrialisation. We expect that the terrestrial response to a
NA THC collapse depends on the initial conditions.
The simulated potential natural vegetation for preindus-
trial time (here and in the following taken at 1 kyr BP) shows
the main features indicated in observation-based maps and
in other DGVMs (e.g. Haxeltine and Prentice, 1996; Cramer
et al., 2001). The maximum carbon storage per unit area
is found in the boreal forests of the northern high latitudes
(40−70◦N) with peak values around 70 kg m−2 (Fig. 5 top).
Here, at least 60% of the carbon is stored in the soil pools,
while in the tropical forests two thirds and more of the carbon
is generally allocated in the living vegetation.
The simulated biome distribution for the LGM differs rad-
ically from the present-day distribution, which is also mir-
rored in the total carbon content per unit area (Fig. 5 mid-
dle), and reproduces the broad features observed in paleo-
data. Strong reduction in temperatures in northern latitudes
produces a southward displacement and major reduction in
area of the boreal forest, while reduced precipitation over
mid-latitude Eurasia causes a fragmentation of the temper-
ate forests. These features are consistent with observations,
as summarised e.g. in Prentice et al. (2000). However, de-
spite the reduced precipitation, the simulations show forest
over much of western Europe whereas the data show even
drier conditions with steppe predominant. The reconstruc-
tions also show a reduced extent of tropical forests and in-
creased extent of grasslands and shrub-lands. Carbon storage
in high northern latitude is largely reduced (Fig. 5 bottom).
The maximum carbon storage per unit area is further south
than at 1 kyr BP. Additional land area available for vegeta-
tion due to the sea level drop by about 120 m is mainly found
in the Indo-Malaysian archipelago and the Bering Strait. The
total carbon storage at 1 kyr (21 kyr) BP is 2919 (2142) PgC,
consisting of 922 (629), 471 (299), and 1525 (1214) PgC
stored in vegetation, litter, and soil, respectively. In sum-
mary, less carbon is available for a potential release in re-
sponse to a climatic perturbation at the LGM than at prein-
dustrial times.
The total modelled terrestrial carbon inventory of 2900
PgC is comparable to the recent estimate of 3000 PgC (ex-
cluding soil carbon stored in wetlands and frozen soils;
Sabine et al., 2004). The simulated increase of 780 GtC in
terrestrial carbon stock since glacial times is slightly higher
than the range of 300 to 700 PgC inferred from marine δ13C
sediment data and at the lower end of estimates based on
pollen data (range 700 to 1400 PgC) (see Joos et al. (2004)
for references).
3.3 Carbon cycle model simulations for preindustrial initial
conditions
This subsection presents results of simulations for the prein-
dustrial background state and with and without CO2 fertili-
sation feedbacks. Changes in vegetation distribution, global
terrestrial carbon storage, and atmospheric CO2 and δ13C in
response to a NA THC collapse are described first, before
the governing mechanisms and spatio-temporal changes are
discussed in more detail.
The cooling in northern latitudes causes a southward
movement of the treeline and a decrease in forested area
(Figs. 6, 7). Boreal trees are replaced by grasses north of
50◦N. The reduction in tree coverage leads to a loss of carbon
storage in vegetation in northern high latitudes. Temperate
trees are partly replaced by grasses and boreal trees between
30 − 60◦N (Fig. 6). On the other hand, tree coverage is in-
creased in parts of Eastern Asia around 40◦N (Fig. 7). These
changes in vegetation distribution are largely independent of
the CO2 fertilisation feedback mechanism.
The global carbon inventory varies by about 40 (70) PgC
for the simulation with (without) CO2 fertilisation feedbacks
(Fig. 8). Peak-to-peak difference in carbon storage is 70
(120) PgC. The response of global terrestrial carbon stor-
age to the climatic perturbations shows a complex temporal
evolution. The initial response to the THC slowing and NH
cooling is a terrestrial uptake of 30 (50) PgC (Fig. 8). Then,
the same amount is released during the collapsed state of the
THC starting approximately a century after THC reached its
minimum. A further release of 40 (70) PgC occurs during the
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THC recovery and NH warming after the end of the freshwa-
ter discharge. Finally, an uptake of similar amounts occurs
during the equilibration phase after the end of the warming.
Atmospheric CO2 varies by 13 (22) ppmv (peak-to-peak)
in the simulation with (without) CO2 fertilisation feedbacks
(Fig. 9). CO2 first drops by 5 ppmv and then increases to a
concentration that is 8 ppmv higher than before the freshwa-
ter release in the standard experiment with fertilisation feed-
backs. The increase in the atmospheric carbon inventory
corresponds to about a third to half of the decrease in the
terrestrial inventory (1 ppmv = 2.123 PgC). In other words,
about half to two thirds of the cumulative terrestrial release
and uptake is buffered by oceanic carbon uptake and release.
The atmospheric variations are dampened if the model’s CO2
fertilisation feedback mechanism is operating. A substantial
part of the atmospheric perturbation is then mitigated through
uptake and release stimulated by the physiological effects of
CO2 on plants.
Atmospheric δ13C fluctuates by 0.25 (0.40) h in the sim-
ulation with (without) CO2 fertilisation feedbacks (Fig. 9).
δ13C varies in opposite direction to atmospheric CO2.
Through photosynthesis terrestrial carbon is depleted in its
heavy stable isotope content with respect to the atmosphere.
Carbon uptake (release) by the land biosphere causes atmo-
spheric CO2 to decrease (increase) and δ13C to increase (de-
crease). The atmospheric δ13C perturbation is mitigated by
exchange with the ocean and the land biosphere.
In summary, the climate fluctuations associated with a (hy-
pothetical) NA THC collapse and recovery for preindustrial
conditions cause atmospheric CO2 to vary by 10 to 20 ppmv
within about 1000 years. Results are similar for the rectangu-
lar and triangular freshwater experiments (Fig. 10A). Uptake
and release are 200 yr earlier in experiment F2 than in F∆.
Next, the underlying mechanisms and processes are inves-
tigated. Two factorial experiments were performed where ei-
ther only the temperature or only the precipitation anomalies
from the ECBILT-CLIO control run were used. Changes in
temperature are mainly responsible for the modelled global
terrestrial stock changes, whereas precipitation changes are
of less importance on a global scale (Fig. 10B).
The complex transient evolution of the global carbon
stocks (Fig. 11A) can be explained in the context of the re-
gional changes in carbon storage (Fig. 12). Global stocks are
affected by regional changes in vegetation distribution, grow-
ing conditions, as well as changes in the soil respiration rates.
Cooling leads to decreased soil respiration rates and tends to
increase carbon storage in the modelled soil pools, whereas
warming leads to increased respiration rates and carbon re-
lease. Better growing conditions lead to higher production
and litter fluxes and to an increase in vegetation and soil car-
bon.
The spatio-temporal pattern of total carbon shown in
Fig. 12 reveals a reduced total carbon storage north of 55◦N
and an increased carbon storage in northern mid latitudes
during the cold phase of the experiment. This pattern is re-
lated to a loss of vegetation and soil carbon in response to
forest dieback in the north and to increased carbon storage
in mid latitudes due to improved growing conditions and re-
duced soil respiration rates in response to cooling. Changes
in globally-integrated vegetation carbon are small. Reduced
local storage in vegetation is compensated by increased vege-
tation storage elsewhere (Fig. 11A). In particular, vegetation
carbon is reduced in areas of forest decline and increased
due to more favourable growth conditions in the areas south
of the retreating forests.
Overturning times of soil carbon stocks vary between the
north and mid-latitude regions and this implies a different
response time to a climate perturbation. We note that the
decrease in total carbon storage in the high north occurs
later than the increase in storage in northern mid latitudes
(Fig. 12). Similarly, high-latitude carbon storage remains re-
duced for several centuries after the THC recovery, whereas
the mid-latitude anomaly disappears during the THC recov-
ery. Modelled soil overturning is relatively fast in warm and
humid tropical regions, modest in temperate regions, but very
slow in the cold high latitudes. The gross of the litter and
soil pools in mid-latitude reacts within centuries to the THC-
induced climatic changes. The relatively fast response of
soils in mid-latitude compared to the north is mainly respon-
sible for the initial increase in global carbon storage after the
NA THC collapse (simulation year 400 to 700) and the de-
crease during the THC recovery (year 1400 to 1900). The
release and build-up of soil carbon stocks in high northern
latitude is a slow process. The high-latitude forests decline
in response to cooling leads to net carbon release from veg-
etation and from soils dominating the global stock changes
during the collapsed state (year 700 to 1400). The build-up
of the soil pools in high northern latitudes takes many cen-
turies after the NA THC has recovered again.
Precipitation changes (Fig. 4) causes relatively minor
changes in global carbon stocks (Fig. 10B). Generally drier
conditions between 5◦S and 15◦N lead to a partial replace-
ment of tropical trees by grasses and a slight decrease in the
amount of carbon stored in vegetation followed by a reduc-
tion in soil carbon storage. Enhanced precipitation between
10◦S and 20◦S induces a shift from grassland to tropical
forests and soil carbon build up (Fig. 12). Wetter conditions
in Eastern Asia at 40◦N promote the increase in tree cover-
age there (Fig. 7). These shifts in vegetation cover are re-
versed in most grid cells towards the end of the simulation.
However, in a few grid cells in tropical South America the
change from grasses to rain-green trees is persistent. Once
trees have been established, they hinder grass from growing
using the available water. This persistent shift in a few grid
cells is the reason that carbon storage is higher by 35 PgC at
the end than at the start of the experiment. Similar changes,
although with different magnitude and in different regions,
are found in all simulations.
In conclusion, the global evolution of carbon uptake and
release is governed by a subtle combination of different pro-
cesses operating on different time scales in different regions.
This implies that different initial conditions may lead to a
very different transient response in global carbon storage and
atmospheric CO2 to a THC collapse and recovery. This is ex-
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amined in the next subsection.
3.4 Sensitivity to the initial climate condition
Figure 13 shows global carbon stock changes in response to a
THC collapse and recovery for experiments started at differ-
ent times during the last 21 kyr. The peak-to-peak variations
in global terrestrial carbon stock are of order 50 PgC (100
PgC) in the various simulations with (without) CO2 fertilisa-
tion feedbacks. However, the transient evolution of global
carbon stock changes varies greatly between the different
runs. Global terrestrial carbon inventory increases with the
THC collapse and remains high until the THC has recovered
in simulations starting during the late phase of the glacial-
interglacial transition and the early Holocene. In contrast,
global carbon storage is, after a small initial increase, re-
duced to reach a minimum at the end of the freshwater release
in the simulation starting at the LGM. Results are similar as
obtained for the preindustrial runs for experiments starting
during the first half of the transition (18 to 16 kyr BP) but
with smaller amplitudes.
Atmospheric CO2 is reduced during the phase of a col-
lapsed THC in experiments starting between 15 and 6 kyr
BP, but increased for the experiments starting from LGM
conditions (Fig. 9 left). The amplitude in the atmospheric
CO2 variations is smaller for experiments starting at con-
ditions (climate, CO2, land mask) typical for the LGM and
early transition than for experiments starting at higher CO2
levels, reduced land ice sheets, and warmer periods. The at-
mospheric CO2 peak around the THC collapse and recovery
is only 6 ppmv for LGM conditions and with CO2 fertilisa-
tion feedbacks operating (Fig. 9 left). Similarly, δ13C vari-
ations are very small (< 0.2 h) in this experiment (Fig. 9
right).
The temporal response of the terrestrial system to a THC
collapse is sensitive to the vegetation and soil distribution
at the beginning of the experiments. Different distributions
imply different relative importance of the governing mech-
anisms discussed in the previous subsection. In all simula-
tions, respiration rates are reduced in response to cooling,
tending to enhance soil carbon storage. This results in an
initial increase in terrestrial storage in all simulations. For-
est decline in the north and a southward shift of the northern
treeline occurs in all simulations (Fig. 7). This is evident
in reduced carbon storage in the regions where the treeline
has shifted, i.e. around 65◦N for preindustrial conditions and
55◦N for glacial initial conditions (Fig. 12). However, the
area of enhanced growing conditions and increased soil stor-
age around 40◦N is largely compressed under the cold glacial
conditions as the tree line is generally found further south.
Thus, the balance of carbon loss in the north and carbon gain
further south is shifted between experiments. For preindus-
trial and Holocene conditions, the increase in mid-latitude
carbon stocks is larger than the reduction in the north dur-
ing the collapsed state of the THC, whereas the opposite is
the case for the experiment with LGM boundary conditions
(Fig. 11, 12).
Factorial experiments were performed to further explore
the sensitivity of results to initial climate conditions and in-
dividual environmental variables. The applied land mask (ice
sheet extent and sea level), the climatic fields (temperature,
precipitation, and cloud cover), or the initial CO2 concentra-
tion were set individually to their preindustrial (t = 1 kyr
BP) or glacial (t = 21 kyr BP) values. We note that the mod-
elled glacial-interglacial increase in terrestrial inventories of
around 780 PgC is predominantly driven by CO2 fertilisa-
tion in response to the increase in atmospheric CO2 of about
80 ppmv (Joos et al., 2004), whereas changes in climate exert
a smaller influence on the modelled glacial-to-preindustrial
change in global carbon storage on land (vegetation-climate
feedbacks have been neglected in these off-line simulations
with the LPJ-DGVM).
The climatic (background) field is the most important one
among the input variables land mask, climate, and CO2 for
the simulated variations in terrestrial carbon and atmospheric
CO2 in response to THC changes (Fig. 14 left). The reason
is that the climatic fields largely determine the competition
between individual plant functional types and thus govern
simulated vegetation and soil distribution. In turn, the ini-
tial distribution of vegetation and soil carbon has a dominant
influence on the transient response to a THC collapse and
recovery. The simulated response is similar in all simula-
tions where the LGM fields are applied irrespective of the
land mask and atmospheric CO2 level. Similarly, the tran-
sient evolution in carbon storage is comparable in all simula-
tions where the preindustrial climate fields are applied. The
increase in atmospheric CO2 by about 80 ppmv from LGM
to preindustrial levels tends to increase the amplitude of the
simulated changes as generally much more carbon is stored
on land under higher CO2 in the LPJ-DGVM. Changes in the
applied land mask induce small changes in the carbon stor-
age variations for experiments starting at 1 and 13 kyr BP, but
have nearly no influence on the transient response in earlier
times. In a glacial climate, growing conditions in terms of
temperature over the area of the northern hemispheric land
ice shields are so unfavourable that no or only very little veg-
etation establishes in these areas now additionally available
for the terrestrial biosphere. The climatic perturbations from
the THC changes are too small over the area of the former
Laurentide ice sheet to influence results substantially.
In conclusion, the initial vegetation (plant functional type)
distribution is very important for the transient response of the
terrestrial system to a THC collapse and recovery. Thus, the
transient response to a northern hemisphere cooling-warming
event is very sensitive to the initial climate conditions. Sim-
ulated atmospheric CO2 and δ13C variations associated with
THC changes are of the order of 15 ppmv and 0.3h, re-
spectively, for preindustrial conditions and about half these
amplitudes for LGM conditions.
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3.5 Sensitivity to the magnitude of the temperature pertur-
bation
In a further sensitivity study we analyse how the response
patterns depend on the magnitude in the temperature fluctu-
ations which were identified as the dominant variables de-
termining the carbon storage anomalies for a NA THC shut-
down (Fig. 14 right). We vary the monthly ECBILT-CLIO
temperature anomalies in each grid cell by +25%, −25%, or
−50%. The variations by ±25% induce only small changes
in carbon storage for initial conditions corresponding to 1
and 13 kyr BP. At 17 and 21 kyr BP an increase in the tem-
perature anomalies increases the carbon release in the cold
phase by ∼50 PgC. A reduction in temperature anomalies
by 50% reduces the amplitudes in the carbon storage anoma-
lies at all times and also leads to a remarkable reduction in
the soil carbon gain by a smaller decrease in soil respiration
during the initial northern hemispheric cooling. These sen-
sitivity experiments result in well distinguishable responses
especially for LGM boundary conditions.
4 Discussion and Conclusion
Experiments on the transient terrestrial response to a tempo-
rary northern hemispheric cooling induced by a collapse of
the North Atlantic thermohaline circulation (THC) have been
performed using the Lund-Potsdam-Jena Dynamic Global
Vegetation Model (LPJ-DGVM) in an idealised setting.
Changes in atmospheric CO2 caused by a reorganisation of
the marine carbon cycle have not been addressed. How-
ever, ocean uptake of carbon released from the terrestrial bio-
sphere has been taken into account. The experimental setup
is complementary to and mirrors that of earlier ocean mod-
elling studies that investigated changes in the marine carbon
cycle and their impact on CO2, but neglected changes on land
(Marchal et al., 1998; Ewen et al., 2004). The perturbation
experiments were run with different climate, CO2, and ice
sheet initial boundary conditions spanning the range from the
Last Glacial Maximum to preindustrial times. The sensitiv-
ity of the results to individual forcing factors (temperature,
precipitation, ice sheet extent, CO2) and with respect to CO2
fertilisation feedbacks acting in the LPJ-DGVM were inves-
tigated.
The main results of this study are as follows. The northern
hemisphere cooling after a THC collapse leads to a south-
ward movement of the treeline and a reduction in the extent
of boreal and temperate forests. Changes in global terrestrial
carbon storage and implied changes in atmospheric CO2 and
δ13C are small. CO2 fertilisation feedbacks operating in the
LPJ-DGVM and exchange with the ocean dampen the impact
of terrestrial carbon uptake and release on atmospheric CO2.
The modelled terrestrial response to a THC collapse depends
sensitively on the climatic initial condition and the associ-
ated spatial distribution of vegetation and carbon on land. For
glacial conditions, modelled atmospheric CO2 varies only by
6 ppmv due to terrestrial changes in response to the THC col-
lapse compared to a 13 ppmv peak-to-peak variation under
preindustrial climate conditions.
An important result of our study is that not only the mag-
nitude of the peak-to-peak CO2 variations, but also the spe-
cific temporal evolution of carbon uptake and release de-
pends strongly on the initial climate condition and vegetation
distribution. For example, the terrestrial carbon inventory
is reduced during the cold phase and during the following
few centuries for the run with glacial boundary conditions,
whereas storage is increased during the entire cold phase for
the run with boundary conditions for 13 kyr BP. This empha-
sises the importance of the general climatic setting for the
terrestrial response to a THC collapse. The impact of the
same climatic perturbation on atmospheric CO2 can be of
opposite sign depending on the initial condition and climatic
background (Fig. 9).
There are a number of limitations that could affect the re-
sults. The LPJ-DGVM was forced with prescribed climate
fields. Hence, changes in vegetation cover and associated
changes in surface albedo, roughness and evapotranspiration
simulated by the LPJ-DGVM do not feed back to the atmo-
sphere. These feedbacks could amplify the climatic changes
simulated by the climate model. For example, increased sur-
face albedo due to a dieback of trees in high latitudes could
lead to additional cooling and reduction of tree coverage.
The dynamics of wetlands and peats are not explicitly
modelled in the LPJ-DGVM. However, we do not expect that
the net carbon fluxes between wetlands and peats and the at-
mosphere are changed significantly after a collapse of the
NA THC as the associated cooling over Eurasia will prob-
ably slow both carbon accumulation as well as carbon loss
from these systems.
The quasi-geostrophic atmosphere of the ECBILT-CLIO
model represents tropical dynamics only incompletely. Sim-
ulated changes in precipitation around the equator and im-
plied changes in tropical carbon storage must therefore be
considered with caution. Precipitation changes cause a per-
sistent replacement of grass by rain-green trees in a few sub-
tropical grid cells and in all simulations. The new vegetation
cover remains stable after NA THC has recovered and the
climate perturbation has disappeared. This results in higher
carbon storage at the end compared to the start of an exper-
iment. This increase amounts to 35 PgC in the preindustrial
standard experiment F2, compared to a simulated peak-to-
peak difference of 120 PgC.
Changes in atmospheric CO2 caused by a reorganisation
of the marine carbon cycle affect terrestrial storage through
the CO2 fertilisation mechanism. In this study, the contri-
bution of changes in the marine carbon cycle to terrestrial
carbon stock changes through CO2 fertilisation has not been
considered. It is likely that this link between the marine and
terrestrial system had a large influence on the total terrestrial
carbon stock changes during past climatic perturbations.
The principle response of the vegetation to the cooling,
a decrease in the extent of boreal and temperate trees, re-
flects main findings from pollen records (Peteet, 1995). A
direct comparsion of our results with Peteet (1995), how-
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ever, is difficult as the NA THC was probably not entirely
stopped during the YD. The vegetation changes are similar
to those simulated by Scholze et al. (2003b) and we refer to
their work for a more detailed discussion and a comparison
between modelled and reconstructed vegetation changes.
The comparison of our results with the work of Scholze
(2003) and Scholze et al. (2003b) seems to confirm the find-
ing of this study that the terrestrial response depends sensi-
tively on initial climate conditions and vegetation distribu-
tion. These authors simulated larger changes and a differ-
ent evolution of the terrestrial carbon stock and atmospheric
CO2 in response to a THC collapse than simulated here for
a comparable experiment (preindustrial initial conditions, no
CO2 fertilisation feedbacks in the LPJ-DGVM). Scholze and
co-workers forced the same model as used here, the LPJ-
DGVM, but with output from a different climate model, the
ECHAM3/LSG. The climatic perturbations after a THC col-
lapse simulated by ECHAM3/LSG are similar in its spatial
pattern but smaller in amplitude than those simulated by
ECBILT-CLIO (e.g. a cooling of 4 K over larger parts of
northern Eurasia in ECHAM3/LSG versus 6–8 K in ECBILT-
CLIO). Thus, the difference in the response of the two mod-
els to a NA THC collapse can not explain the larger response
found by Scholze et al. (2003b). We suggest that the differ-
ences between results by Scholze et al. (2003b) and our study
may be caused by the difference in the applied initial climate
conditions.
The ice core CO2 record (Indermu¨hle et al., 2000; Monnin
et al., 2001) provides an important observational constraint
on simulated changes in atmospheric CO2 in response to a
NA THC collapse. However, reconstructed atmospheric CO2
reflects all changes in the marine and terrestrial carbon cycle,
whereas the reorganisation of the marine carbon cycle and
changes that are not directly related to changes in the NA
THC are not captured in our model setup.
For the period from 60 to 20 kyr BP, Indermu¨hle et al.
(2000) found multi-millennial CO2 variations of around 20
ppmv that parallel the Antarctic warm events A1 to A4
which are associated with the Heinrich events 4, 5, 5a, and 6
(Fig. 1). The ice core CO2 record has a limited temporal res-
olution through the limited number of samples and the broad
age distribution of air enclosed in the bubbles of the ice (In-
dermu¨hle et al., 2000; Monnin et al., 2001). Seventy-three
data points are available for the period from 60 to 20 kyr
BP, i.e. on average one point every 550 years. The simulated
peak-to-peak CO2 variations for a complete THC collapse
and recovery are less than 13 ppmv within a period of less
than 2000 year in the runs with CO2 fertilisation feedbacks
for any of the applied initial conditions and less than 6 ppmv
for typical glacial conditions (21 and 17 kyr BP simulation).
The model results for atmospheric CO2 are well within the
range of variations and the rate of change found in the ice
core record (Indermu¨hle et al., 2000) for the Antarctic warm
events.
Results from ocean modelling and observation-based stud-
ies provide information on how changes in the marine car-
bon cycle might have affected atmospheric CO2 during a NA
THC slow down. Simulations with dynamic ocean mod-
els (Marchal et al., 1998; Ewen et al., 2004) suggest that
atmospheric CO2 increased after a THC collapse by 10 to
15 ppmv in response to marine changes only. However, the
causes for the simulated rise in CO2 are different, as Ewen
et al. (2004) used an abiotic ocean model, whereas Marchal
et al. (1998) applied a model that represents both physico-
chemical and biological processes. High resolution Antarc-
tic dust records (Ro¨thlisberger et al., 2004) suggest that a
decrease in aeolian iron input into the Southern Ocean might
via iron limitation of the marine export production have con-
tributed up to 20 ppmv to the reconstructed CO2 increase
during the warm periods of the Antarctic A1 to A4 events. In
summary, the available evidence suggests that changes in the
marine carbon cycle contributed to the rise in atmospheric
CO2 for each of the A1 to A4 events. Consequently, the con-
tribution of terrestrial changes to the CO2 increase must have
been smaller than found in the ice core record. We conclude
that the results of this study are compatible with the ice core
record and the available studies of the marine carbon cycle.
CO2 variations were less than a few ppmv during cli-
mate perturbations others than the Antarctic warm/Heinrich
events, when the NA THC was probably only partly col-
lapsed (Indermu¨hle et al., 2000). No detectable CO2 vari-
ations are found in the ice core data around the 8.2 kyr BP
northern hemispheric cold event (Monnin et al., 2004). Sim-
ilarly, very small changes in atmospheric CO2 are simulated
in sensitivity experiments in which the ECBILT-CLIO tem-
perature anomalies were reduced by 50% to mimic the effect
of a partial NA THC collapse.
For the glacial-interglacial transition, the situation is com-
plex and many different processes affected atmospheric CO2.
Monnin et al. (2001) found rates of increase in atmospheric
CO2 of 20 ppmv per kyr during the YD period (13.0 to 12.8
kyr BP, all ages given here on the GISP2 age scale) and
during 18.0 to 16.5 kyr BP and slower growth rates in be-
tween including the Bølling-Allerød. Work by McManus
et al. (2004) and Skinner and Shackleton (2004) suggests
that the NA THC was reduced during the YD period and
the Heinrich 1 iceberg discharge event and was operating
at a near interglacial mode during the Bølling-Allerød warm
phase. Again, the magnitude of the simulated atmospheric
CO2 variations around a collapse and an onset of the THC is
compatible with the reconstructed CO2 evolution during the
transition when taking into account that other ocean-related
carbon cycle changes were occurring as well (Broecker and
Henderson, 1998; Ko¨hler et al., 2005).
An interesting feature of the CO2 record are two step-like
increases by 6 and 8 ppmv at the end of the YD cold period
and at the onset of the Bølling-Allerød warm period (Monnin
et al., 2001), when the THC recovered from a largely reduced
or collapsed state. These step-like changes occur within the
temporal resolution of the data, i.e. within two to three cen-
turies. A rapid increase by a few ppmv in less than a few
decades is found together with the resumption of the THC in
the simulations starting during the transition (e.g. 13 kyr sim-
ulation in Fig. 9). It is tempting to speculate that the observed
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step-like increases of 6 to 8 ppmv at times when the NA THC
resumed were, at least partly, caused by associated changes
in terrestrial carbon storage. However, the subsequent drop
in CO2 found in the simulation is not evident in the data.
Simulated changes in atmospheric δ13C in response to the
terrestrial changes are about 0.2 h for glacial boundary con-
ditions. This suggests that terrestrial carbon changes in re-
sponse to a THC collapse partly contributed to the recon-
structed glacial δ13C variations of the order of 0.3 h during
Heinrich event 1 or the YD cold event (Smith et al., 1999).
In conclusion, simulated changes in terrestrial carbon in-
ventories and atmospheric CO2 in response to changes in the
NA THC are compatible with the available ice core CO2
record over the glacial period, the last transition, and the
early Holocene and the available marine studies. The mod-
elled response in terrestrial carbon storage is sensitive to
the initial climatic conditions, vegetation distribution and the
magnitude of the CO2 fertilisation feedback mechanism.
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Table 1. The table shows the combination of observation-based data and model derived climate anomaly fields that were used to drive the
LPJ-DGVM in different simulations.
Simulation Data Set
Observations1 Output from ECBILT-CLIO2 Output from HadSM33
preindustrial simulations
preindustrial control yes from ECBILT-CLIO control simulation no
F2 yes from ECBILT-CLIO freshwater simulation F2 no
F∆ yes from ECBILT-CLIO freshwater simulation F∆ no
simulations for past 21 kyr
21 kyr to 6 kyr yes from ECBILT-CLIO freshwater simulation F2 from appropriate time
slice simulation
1: Leemans and Cramer observation-based monthly mean climatologies (Leemans and Cramer, 1991) and interannual deviations from New
et al. (2000) for temperature, precipiation and cloud cover. Interannual deviations are repeated in each 50 year simulation interval.
2: Time series of monthly anomalies in temperature and precipitation in response to NA THC changes from ECBILT-CLIO model. Anomalies
with respect to the average monthly means of first 400 years of the ECBILT-CLIO control simulation were splined for each grid cell and
calendar month using a 50-yr cut-off frequency to remove interannual variability.
3: Monthly anomalies in temperature, precipitation and cloud cover relative to preindustrial in response to millennial-scale changes in orbital
parameters, greenhouse gas forcing and ice sheet extent from time slice experiments with HadSM3.
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Fig. 1. Temporal evolution of CO2 and high latitude temperatures (as seen in the isotopic thermometer of δ18O) between 65 and 20 kyr BP.
North: GISP2 δ18O (Grootes and Stuiver, 1997), South: Byrd δ18O (Johnsen et al., 1972). Taylor Dome (TD) CO2 (Indermu¨hle et al., 2000).
All data synchronised via CH4 (Blunier et al., 1998; Brook et al., 1996, 2000; Blunier and Brook, 2001) on the GISP2 age scale (Meese
et al., 1997). Triangles mark the timing of Heinrich events H6 – H2 (Hemming, 2004) and H5a (triangle upside down, Rashid et al., 2003),
A1 – A4 label the Antarctic warm events. Major Dansgaard/Oeschger events 8, 12, 14, and 17 are also labelled.
















































Scenario Fo Scenario F∆
NATL
SO
Fig. 2. Freshwater discharge into the North Atlantic (50◦N−70◦N) prescribed in simulations with the ECBILT-CLIO climate model (A), and
the simulated change in North Atlantic Deep Water (NADW) exported at 30◦S (B) and in near surface air temperature of the whole North
Atlantic region (NATL, 60◦W−20◦E, 50◦N−80◦N), and the Southern Ocean (SO, 65◦S−50◦S) (C) for scenario F2 (left) and F∆ (right).


































































Fig. 3. Changes in climate boundary conditions over the past 21 kyr. A: CO2 from EPICA Dome C (Monnin et al., 2001) synchronised via
CH4 to the GISP2 age scale and splined (Ko¨hler et al., 2005). B: Changes in land available for plant growth relative to 21 kyr BP in response
to ice sheet retreat and sea level rise and the resulting net change (Peltier, 1994). C, D: Temperature and precipitation anomalies over land
area (excluding Antarctica) as simulated with the Hadley Centre HadSM3 climate model for time slice experiments about every 1 kyr and
linear interpolation between them, globally averaged and for different latitudinal bands (sub-figures B, C, D adapted from Joos et al., 2004)
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Fig. 4. Temperature and precipitation anomalies for the freshwater experiment F2. Top: Calculated for t = 1001 − 1200 yr of the
simulation period. Bottom: Zonally-averaged absolute temperature and relative precipitation anomalies over non-glaciated land versus time
for preindustrial conditions (t = 1 kyr BP). Anomalies were calculated with respect to the temporal averages of the first 400 yr of the
simulation. Vertical lines indicate the start and end of the prescribed freshwater discharge.
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Fig. 5. Total terrestrial carbon storage simulated with the LPJ-DGVM for preindustrial boundary conditions (t = 1 kyr BP) (top) and Last
Glacial Maximum conditions (t = 21 kyr BP) (middle) and their difference (LGM minus preindustrial) (bottom). The present-day land
distribution is shown by solid lines.
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boreal trees1 kyr BP
Fig. 6. Anomalies in the relative foliar protective cover of tropical, temperate, and boreal trees and grasses for scenario F2 and preindustrial
initial conditions (1 kyr BP). The anomaly is calculated as average distribution during the peak cold phase (t = 1001 − 1400 yr) with
respect to the first 400 yr of the simulation, i.e. before the start of the freshwater discharge in ECBILT-CLIO. These model results are largely
independent of CO2 fertilisation feedbacks. Results shown are from simulations without CO2 fertilisation feedbacks.
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Fig. 7. Anomalies in the relative tree cover for scenario F2 and different initial conditions (t =1, 13, 17, and 21 kyr BP). The anomaly is
calculated as average distribution during the peak cold phase (t = 1001 − 1400 yr) with respect to the first 400 yr of the simulation, i.e.
before the start of the freshwater discharge in ECBILT-CLIO. These model results are largely independent of CO2 fertilisation feedbacks.
Results shown are from simulations without CO2 fertilisation feedbacks. Blue colours indicate a loss of relative tree coverage and yellow-red
colours a gain relative to the average of the first 400 yr.
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Fig. 8. Change in global terrestrial carbon storage versus time simulated by the LPJ-DGVM in response to the climate perturbations of the
ECBILT-CLIO freshwater experiment F2 (Fig. 2) and preindustrial (1 kyr BP) initial conditions. Results are shown for experiments with
(solid) and without (thin) CO2 fertilisation feedbacks (ff) and for a control (dash) without freshwater discharge and without CO2 fertilisation
feedbacks. Vertical lines at 400 yr and 1400 yr indicate the beginning and the end of the freshwater discharge in ECBILT-CLIO. After year
2400 the LPJ-DGVM was again forced with the initial climate conditions.




























































































Fig. 9. Anomalies in atmospheric CO2 (left) and δ13C (right) for different initial conditions (t = 1, 13, 17, and 21 kyr BP) as simulated with
the LPJ-DGVM in response to the scenario F2 and for simulations with (solid) and without (dash) CO2 fertilisation feedbacks (ff). Vertical
lines at 400 yr and 1400 yr indicate the beginning and the end of the freshwater discharge.

























































Fig. 10. Sensitivity of modelled changes in global terrestrial carbon storage to (A) the form of the freshwater scenario (F2: solid; F∆:
dash) and to (B) individual climatic drivers for simulations without CO2 fertilisation feedbacks and for preindustrial boundary conditions
(t = 1 kyr BP). Only ECBILT-CLIO temperature anomalies have been applied in experiment F2δT-only (dash), whereas precipitation fields
were from the control run. Only precipitation anomalies have been applied in experiment F2δP-only (dash-dot). Vertical lines at 400 yr and
1400 yr indicate the beginning and the end of the freshwater discharge in ECBILT-CLIO.






































































Fig. 11. Anomalies in the amount of carbon stored globally in soil and litter (dash), vegetation (dash-dot) and their total (solid) for different
initial conditions (t = 1, 13, 17, and 21 kyr BP) as simulated with the LPJ-DGVM in response to the scenario F2 and without CO2
fertilisation feedbacks. Vertical lines at 400 yr and 1400 yr indicate the beginning and the end of the freshwater discharge in ECBILT-CLIO.
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Fig. 12. Zonally-averaged anomalies in total land carbon storage versus time for different initial conditions (t = 1, 13, 17, and 21 kyr BP)
as simulated by the LPJ-DGVM under constant CO2 (no CO2 fertilisation feedbacks) and using ECBILT-CLIO climate anomalies from
experiment F2. Vertical lines at 400 yr and 1400 yr indicate the beginning and the end of the freshwater discharge in ECBILT-CLIO. Blue
colours indicate a loss of carbon and yellow-red colours a gain of carbon relative to the average of the first 400 yr.
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Fig. 13. Change in global terrestrial carbon storage versus time simulated with the LPJ-DGVM in response to the climate perturbations of the
ECBILT-CLIO freshwater experiment F2 for a range of initial conditions (thick lines, dashed and solid to allow the perception of different
neighbouring experiments). Plotted are results after the start of the freshwater discharge (simulation year 400). For each experiment, the
LPJ-DGVM has been spun-up to equilibrium under the background climate conditions obtained from time slice simulations with the Hadley
Centre climate model, atmospheric CO2, and ice sheet extent as representative for a particular time of the past 21 kyr. Ice sheet extent and
CO2 has been kept constant. The thin line shows the evolution of terrestrial carbon storage over the past 21 kyr as simulated by forcing the
LPJ-DGVM with a transient climate evolution from the Hadley Centre model, and changing boundary conditions of sea level, land ice sheets
and CO2. Carbon is transferred to the atmosphere once a grid area is either flooded or overrun by growing ice sheets with an e-folding time
of 100 years.




























































































































Boundary conditions Magnitude of δΤ
Fig. 14. Sensitivity of modelled changes in global terrestrial carbon storage to individual climatic drivers defining the initial climate state
(left) and to the magnitude of the ECBILT-CLIO temperature anomalies (right) for simulations without CO2 fertilisation feedbacks and for a
range of initial conditions (1, 13, 17, and 21 kyr BP). CO2 (dash), initial temperature and precipitation fields (dash-dot), and the land mask
(dash-dot-dot) were set individually to either preindustrial (bold) or LGM (thin) conditions during the LPJ-DGVM spin-up and freshwater
experiment, whereas the other drivers were kept at values that correspond to the starting time of the simulation. The magnitude of the
temperature anomaly as calculated by ECBILT-CLIO was varied by +25% (thin dash), −25% (bold dash) and −50% (bold dash-dot).
Vertical lines at 400 yr and 1400 yr indicate the beginning and the end of the freshwater discharge.
