ABSTRACT
INTRODUCTION
Single nucleotide polymorphisms (SNPs) are widely used in association studies of complex human diseases (Collins et al., 1998 ) not only as candidates for causative loci but also as markers in linkage disequilibrium (LD) with causative sites (Risch and Merikangas, 1996; Schork et al., 2001) . Because SNPs in high LD provide redundant information, one does not need to genotype all the SNPs. Thus, it is important to find an optimal set of SNPs that has the largest representative power but the least number of SNPs for practical purposes.
If the LD or haplotype structure in the target region is already known, it would be desirable to use such information in the choice of markers (Johnson et al., 2001; Huang et al., 2003) . However, the haplotype structure of most genomic regions is currently unknown. In such situations, a widely used approach is to choose markers at regular intervals.
In this study we developed algorithms for selection of markers at a desired density, given either the number of SNPs to choose or the desired interval. When the required densities differ by region, our program can be run separately for each region.
METHODS AND ALGORITHMS

Two approaches for regularity
Suppose m SNPs are chosen from n SNPs that are located between two boundary SNPs. The number of resulting intervals will be m+1 and the variance of the intervals is defined here for 
Algorithms for elimination of redundant calculations
Exhaustive search for minimum SDS (in I value-given cases) requires comparison of 2 n possible sets, which includes many redundant calculations. The redundancy was effectively eliminated in our algorithm. A search region is divided into two sub-regions, for one of which the minimum SDS is known. Let M sds (k) be the minimum SDS on the region bounded by the 0th and the kth marker and d i,j the distance between the ith and jth markers. Then,
The region is extended by one marker in one direction (from left to right) at a time (k increases by one from 1 to n+1). According to this extension, M sds (n+1) is the minimum SDS for the whole region. given value of I for n = 5,000 with a personal computer.
After each kth-step comparison, the algorithm stores M sds (k) and
In cases the M sds (k) value happens to come from more than one set, the set with the smaller S(k) is chosen. Thus, the memory space used is 2n.
After the final (n+1)th-step, the markers in the solution set are identified by backtracking
S(k) from the last step (k = n+1) to the very first step (k = 0). After the S(n+1)th marker is identified, the S(S(n+1))th and the S(S(S(n+1))
)th markers are identified, and so on, until the left boundary is reached.
Iteration algorithm for m value-given cases
For an m value-given case, the number of all possible sets is n C m . In this case, the above iterations is relatively small. It generally takes less than a few minutes. In rare cases one cannot find an I value for desired m, but the algorithm can be stopped with an m value close to the desired one when Upperbound -Lowerbound < ε.
We tested our iteration method for every m (0 < m < n) for several datasets of n = 766, 1093, 1154, and 1954, extracted from the NCBI human genome contigs. With ε = 10 7 , we found solution for all cases except for one (m = 902 out of n = 1154). Thus, ε = 10 7 would be generally satisfactory.
Implementation
Our algorithms are implemented in a Windows program. CHOISS (choosing optimal-interval SNP set) has a simple graphic interface, and is equipped with several functions for convenience (automatic construction of an input file from a text form of NCBI Genbank contig data, graphic visualization of the result, etc.). It performs well on Windows 98, Me, 2000 and XP, and is available at http://biochem.kaist.ac.kr/choiss.htm.
CONCLUSION
We developed a program CHOISS for choosing SNPs at regular intervals out of n SNPs,
given either the desired number (m) of SNPs to choose or the desired interval (I) between SNPs. Our algorithms cover all possible O(2 n ) combinations of markers but require only O(n 2 ) computation time and O(n) memory. Our algorithms can be generally used in selecting any type of linearly-but-unevenly ordered points based on interval regularity.
