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Abstract
In this paper we define the relation of analytic equivalence of functions at infinity. We prove that if the
Łojasiewicz exponent at infinity of the gradient of a polynomial f ∈ R[x1, . . . , xn] is greater or equal to
k − 1, then there exists ε > 0 such that for every polynomial P ∈ R[x1, . . . , xn] of degree less or equal
to k, whose coefficients of monomials of degree k are less or equal ε, the polynomials f and f + P are
analytically equivalent at infinity.
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1. Introduction
In 1962 René Thom in [17] stated a hypothesis, that in the set of real polynomials in n vari-
ables of degree less or equal k, there exists a finite number of topological types, i.e. equivalence
classes of the relation ∼ defined by the condition: f ∼ g if and only if f ◦ ϕ = ψ ◦ g for certain
homeomorphisms ψ : R → R and ϕ : Rn → Rn (and ψ : C → C, ϕ : Cn → Cn in the complex
case). Functions f and g which are in relation ∼ are called topologically equivalent. Thom’s
hypothesis was proved in 1976 by T. Fukuda [4]. It is known that in this problem one cannot re-
place the topological equivalence by diffeomorphic equivalence, i.e. homeomorphisms ϕ and ψ
cannot be replaced by diffeomorphisms. The case of the diffeomorphic equivalence of functions
is also considered. For instance M. Shiota in [13] was analysing the diffeomorphic equivalence of
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showed that:
Any two given Nash functions defined on Rn are diffeomorphically equivalent outside a
bounded set.
In two-dimensional complex case P. Cassou-Noguès and H.V. Ha received the following result
(see [2], Theorem 5):
For every polynomial f ∈ C[z1, z2], the condition L∞(∇f )  k − 1 is equivalent with the
existence of ε > 0, such that for every polynomial P ∈C[z1, z2] of degree less or equal k, whose
modules of coefficients of monomials of degree k are less or equal ε, the links at infinity of almost
all fibers f−1(λ) and (f + P)−1(λ), λ ∈C are isotopic.
Let us recall that the link at infinity of fiber of polynomial P : C2 → C is the set P−1(λ) ∩
{(x, y) ∈C2: |x|2 +|y|2 = r2} for the sufficiently large r . Till now it hasn’t been known what the
real relations between the notion of analytic equivalence of functions at infinity and the notion
of isotopy of links at infinity are.
The above results inspire the transposition of Thom’s problem onto an analytical equivalence
at infinity.
We say that functions f,g : Rn → R are analytically equivalent at infinity when there ex-
ists an analytic diffeomorphism ϕ of neighbourhoods of infinity, i.e. complements of compacts,
such that ‖ϕ(x)‖ → ∞ if and only if ‖x‖ → ∞ and there exists an analytic diffeomorphism
ψ :R →R, such that
f ◦ ϕ = ψ ◦ g in a certain neighbourhood of infinity.
The main result of this paper is Theorem 3 (see also Corollary 1 and Theorem 7 for complex
case), which can be formulated as follows:
If the Łojasiewicz exponent at infinity L∞(∇f ) of gradient ∇f of polynomial f ∈R[x1, . . . ,
xn] satisfies the inequality
L∞(∇f ) k − 1,
where k ∈ Z, k  0, then there exists ε > 0, such that for each polynomial P ∈ R[x1, . . . , xn]
of degree not greater than k, whose modules of coefficients of monomials of degree k does not
exceed ε, polynomials f and f + P are analytically equivalent at infinity.
This theorem partially resolves Thom’s problem for the analytic equivalence at infinity. Pre-
cisely, beyond some proper algebraic subset of the linear space Rk[x1, . . . , xn] of polynomials
f ∈R[x1, . . . , xn] of degree less or equal k, there exists only a finite number of types of analytic
equivalence at infinity (Theorem 6 in Section 4). This is also true in the complex case. But this
isn’t true in the entire space Rk[x1, . . . , xn], where n 3, k  4. In this case there are an infinite
number of types of analytic equivalence at infinity (see Remark 3 in Section 4). The problem,
how many types of analytic equivalence at infinity are in the space Rk[x1, x2] remains open.
Theorem 3 corresponds to the C0-sufficiency of jets criterion coming from N.H. Kuiper [7]
and T.C. Kuo [8]. Namely, by a k-jet in the Cl class we mean a family of Cl functions in the
neighbourhood of 0 ∈ Rn (which will be called Cl-realisations of this jet) possessing the same
Taylor polynomial of degree k at 0. The k-jet is said to be Cr -sufficient in the Cl class, if for
every of his Cl-realisations f and g there exists a Cr diffeomorphism ϕ of neighbourhoods of 0,
such that f ◦ ϕ = g in some neighbourhood of 0 (R. Thom [16]). We say then that functions f
and g are Cr -equivalent. Now we can formulate Kuiper and Kuo criterion in the following way:
If the Łojasiewicz exponent at 0 of gradient of Ck function f is less or equal k − 1, then the
k-jet of function f is C0-sufficient in the Ck class.
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At the infinity the situation is different. The inverse of Theorem 3 doesn’t hold. It is proved by
the example of polynomial due to L. Pa˘unescu and A. Zaharia [10] (see Remark 2).
The main result of this paper (Theorem 3) may be generalised for the Nash functions (The-
orem 4 in Section 3) and for Cr+1 functions (Theorem 5). For Cr+1 functions we receive the
Cr -equivalence of functions f and f +P , that is f ◦ ϕ = f +P in a neighbourhood of infinity.
Theorem 3 is also true in the complex case and as in the real case the inverse is also false.
The proof of Theorem 3 (and Corollaries 4, 5) consists in the construction of analytic dif-
feomorphism ϕ in the definition of analytic equivalence of functions at infinity by solving the
appropriate system of ordinary differential equations. This method was used by Kuiper [7] and
Kuo [8] (see also [11,12,14]) in the local case. We use this method in the neighbourhood of in-
finity. The crucial in the proof is Theorem 2. The essential is also Lemma 2 about the domain of
existence of integral solution. The idea of its proof originate from Z. Jelonek and K. Kurdyka [6],
Proposition 4.1.
2. Preliminaries
Let F : G →Rn be a mapping defined on an open set G ⊂Rn+1. Let us consider the following
system of differential equations
y′ = F(t, y), (1)
where y = (y1, . . . , yn), y′ = (y′1, . . . , y′n). Assume that the system (1) has the property: for every
(τ, η) ∈ G there exists unique solution ϕ(τ, η) : I (τ, η) →Rn of system (1) defined on a maximal
interval I (τ, η) ⊂R and satisfying the initial condition
ϕ(τ, η)(τ ) = η. (2)
We will say that ϕ(τ, η) is an integral solution of system (1). The system of differential
equations of the form (1), which has the above property will be called the system with global
uniqueness of solutions or we will say that the system possesses the property of uniqueness of
solutions.
For such systems the following set V ,
V = {(τ, η, t) ∈R ×Rn ×R: (τ, η) ∈ G, t ∈ I (τ, η)}
and the following mapping Φ : V →Rn:
Φ(τ,η, t) = ϕ(τ, η)(t), (τ, η, t) ∈ V,
are properly define.
The mapping Φ is called the general solution of system (1).
If G is of the form J × D, where J ⊂ R and D ⊂ Rn are open sets, then the integral so-
lutions of system (1) with the right-hand side continue possess the following property (see [5],
Theorem 3.1).
Proposition 1. Let F : J × D →Rn be a continue mapping and ϕ : (a, b) → D be an integral
solution of (1). If (a, b] ⊂ J , then for every compact subset K ⊂ D there exists c ∈ (a, b) such
that
ϕ(t) /∈ K for t ∈ (c, b).
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ϕ(t) /∈ K for t ∈ (a, d).
The smoothness of general solution depends on the smoothness of mapping F (see for exam-
ple [9], Theorem 1.8.12 or [5], Corollary 4.1 and [9], Theorem 1.8.12 for analytic case).
Theorem 1. If the mapping F is of class Cm, m ∈Z, m 0, then the general solution of system
(1) exists and is also of class Cm.
Theorem 2. If the mapping F is analytic, then the general solution of system (1) exists and is
also analytic.
Let F :Rn →Rm be a mapping. By the Łojasiewicz exponent of F at infinity we shall mean
the least upper bound of the set
N(F) = {ν ∈R: ∃C,R>0 ∀x∈Rn ‖x‖ >R ⇒ ∥∥F(x)∥∥ C‖x‖ν}
and denote it L∞(F ), where ‖ · ‖ is an Euclidean norm in Rn. Additionally, if N(F) = ∅, then
we put L∞(F ) = −∞.
In the class of semialgebraic mappings we have (see for example [15], Theorem 3.5):
Proposition 2. If F :Rn →Rm is a semialgebraic mapping, then there exist C,R > 0 such that∥∥F(x)∥∥ C‖x‖L∞(F ) for ‖x‖ >R,
where we define ‖x‖−∞ = 0 (only if L∞(F ) = −∞).
3. Main results
Let U1,U2 ⊂Rn be two open sets. We say that a bijection ϕ : U1 → U2 is an analytic diffeo-
morphism if ϕ and ϕ−1 are analytic mappings.
Every open set of the form Rn\K , where K ⊂Rn is a compact set, is called a neighbourhood
of infinity.
Let f,g : Rn → R. We say, that functions f and g are analytically equivalent at infinity,
if there exists an analytic diffeomorphism ϕ : U1 → U2 of neighbourhoods at infinity U1 and
U2 in Rn, such that ‖ϕ(x)‖ → ∞ iff ‖x‖ → ∞ and there exists an analytic diffeomorphism
ψ :R →R, such that
f ◦ ϕ = ψ ◦ g in U1.
Let k ∈Z be a nonnegative integer and
Rk[x1, . . . , xn] =
{
f ∈R[x1, . . . , xn]: degf  k
}
.
For every ε > 0 let Rk,ε[x1, . . . , xn] be the set of all polynomials P ∈Rk[x1, . . . , xn] satisfying
the following condition: there exists R > 0 such that
∣∣P(x)∣∣ ε‖x‖k and ∥∥∇P(x)∥∥ ε‖x‖k−1 for ‖x‖ >R. (3)
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L∞(∇f ) k − 1,
then there exists ε > 0 such that for every P ∈ Rk,ε[x1, . . . , xn] polynomials f and f + P are
analytically equivalent at infinity.
Before we proceed to the proof of this theorem we will state two lemmas.
Lemma 1. Let D = {x ∈ Rn: ‖x‖ > R}, where R > 0 and let W : (−2,2) × D → Rn be a
continue mapping which satisfy
∥∥W(t, x)∥∥ 1
2
‖x‖ for (t, x) ∈ (−2,2)×D. (4)
Let ϕ : (α,β) → D be the integral solution of system of differential equations
y′ = W(t, y). (5)
If 0 ∈ (α,β) and ϕ satisfy the initial condition ϕ(0) = x, where x ∈ D, then
‖x‖e− 12 t  ∥∥ϕ(t)∥∥ ‖x‖e 12 t for t ∈ [0, β).
If 1 ∈ (α,β) and ϕ satisfy the initial condition ϕ(1) = x, where x ∈ D, then
‖x‖e− 12 (1−t)  ∥∥ϕ(t)∥∥ ‖x‖e 12 (1−t) for t ∈ (α,1].
Proof. We prove the first part because the proof of the second part is similar. Since ‖ϕ(t)‖ >R
for t ∈ (α,β), then we can define the function  : (α,β) →R:
(t) = 1
2
ln
∥∥ϕ(t)∥∥2 for t ∈ (α,β).
This function is differentiable and
′(t) = 〈ϕ(t), ϕ
′(t)〉
‖ϕ(t)‖2 =
〈ϕ(t),W(t, ϕ(t))〉
‖ϕ(t)‖2 for t ∈ (α,β). (6)
From the mean value theorem, for every t ∈ (0, β) there exists θ ∈ (0, t) such that
(t)− (0) = ′(θ)t.
Then from (4) and (6) we have
∣∣(t)− (0)∣∣ ∣∣′(θ)∣∣t  ‖ϕ(θ)‖‖W(θ,ϕ(θ))‖‖ϕ(θ)‖2 t 
1
2
t.
Therefore for every t ∈ (0, β),
(0)− 1
2
t  (t) (0)+ 1
2
t.
The above inequalities hold also for t = 0. This ends the proof of Lemma 1. 
Lemma 2. Let W be the mapping defined in Lemma 1 satisfy (4) and let ϕ : (α,β) → D be the
integral solution of system (5). If ϕ satisfies the initial condition ϕ(0) = x, where ‖x‖ > 2R, then
β > 1. If ϕ satisfies the initial condition ϕ(1) = x, where ‖x‖ > 2R, then α < 0.
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where ‖x‖ > 2R. Suppose to the contrary, that β  1. Then from Lemma 1 we obtain the in-
equalities
R <
1√
e
‖x‖ ∥∥ϕ(t)∥∥√e‖x‖ for t ∈ [0, β).
Hence the values of ϕ|[0,β) are in the compact subset{
y ∈Rn: 1√
e
‖x‖ ‖y‖√e‖x‖
}
,
of D. This contradicts to the fact, that ϕ is the integral solution (see Proposition 1). 
Proof of Theorem 3. From the assumption and Proposition 2 there exist C > 0 and R > 1 such
that
∥∥∇f (x)∥∥ C‖x‖k−1 for ‖x‖ >R. (7)
Let us put ε = C/4 and fix an arbitrary polynomial P ∈Rk,ε[x1, . . . , xn]. By increasing R (if
necessary) we may assume, that (3) holds for ‖x‖ > R. Let F : Rn+1 → R be the polynomial
defined by
F(ξ, x) = f (x)+ ξP (x)
and let
G = {(ξ, x) ∈R ×Rn: |ξ | < 2, ‖x‖ >R}, D = {x ∈Rn: ‖x‖ >R}.
Then the gradient of F is of the form
∇F(ξ, x) = (P(x),∇f (x)+ ξ∇P(x)).
Hence for (ξ, x) ∈ G,∥∥∇f (x)+ ξ∇P(x)∥∥ ∥∥∇f (x)∥∥− |ξ |∥∥∇P(x)∥∥ ∥∥∇f (x)∥∥− 2∥∥∇P(x)∥∥,
and from (7) and (3) we obtain
∥∥∇f (x)+ ξ∇P(x)∥∥ (C − 2ε)‖x‖k−1  2ε‖x‖k−1, (8)
and
∥∥∇F(ξ, x)∥∥ ∥∥∇f (x)+ ξ∇P(x)∥∥ 2ε‖x‖k−1. (9)
Therefore we can define the mapping
X = (X1, . . . ,Xn+1) : G  (ξ, x) → P(x)‖∇F(ξ, x)‖2 ∇F(ξ, x) ∈R
n+1.
From the definition of X we have
∥∥X(ξ, x)∥∥= |P(x)|‖∇F(ξ, x)‖ < 1 for (ξ, x) ∈ G. (10)
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∣∣X1(ξ, x)− 1∣∣=
∣∣∣∣ (P (x))
2
|P(x)|2 + ‖∇f (x)+ ξ∇P(x)‖2 − 1
∣∣∣∣
= ‖∇f (x)+ ξ∇P(x)‖
2
|P(x)|2 + ‖∇f (x)+ ξ∇P(x)‖2 (11)
and
∥∥(X2, . . . ,Xn+1)(ξ, x)∥∥= ‖∇f (x)+ ξ∇P(x)‖|P(x)||P(x)|2 + ‖∇f (x)+ ξ∇P(x)‖2 . (12)
This gives rise to the definition of mapping W
W : G  (ξ, x) → 1
X1(ξ, x)− 1
(
X2(ξ, x), . . . ,Xn+1(ξ, x)
) ∈Rn.
From this definition and from (11), (12) and (3), (8) we have that for (ξ, x) ∈ G,
∥∥W(ξ,x)∥∥= 1|X1(ξ, x)− 1|
∥∥(X2, . . . ,Xn+1)(ξ, x)∥∥
= |P(x)|‖∇f (x)+ ξ∇P(x)‖ 
ε‖x‖k
2ε‖x‖k−1 =
1
2
‖x‖. (13)
Let us consider the following system of differential equations
y′ = W(t, y) (14)
with right-hand side define in G and let U = {x ∈ Rn: ‖x‖ > 2R}. The mapping W is analytic
in G, hence from 2 the general solution Φ : V →Rn of system (14) is analytic in
V = {(τ, η, t) ∈R ×Rn ×R: (τ, η) ∈ G, t ∈ I (τ, η)},
where I (τ, η) ⊂ R is the open interval of existence of integral solution t → Φ(τ,η, t) passing
through (τ, η).
From (13) and Lemma 2 we obtain, that for x ∈ U , 1 ∈ I (0, x) and 0 ∈ I (1, x). This implies
that
Ψ : U  x → Φ(0, x,1) ∈ D
and
Θ : U  y → Φ(1, y,0) ∈ D
are properly defined. They are analytic. From the global uniqueness of solutions of (14) they are
injections. Moreover, from Lemma 1 they satisfy the inequalities
1√
e
‖x‖ ∥∥Ψ (x)∥∥√e‖x‖ for x ∈ U (15)
and
1√
e
‖y‖ ∥∥Θ(y)∥∥√e‖y‖ for y ∈ U. (16)
Let
U1 =
{
y ∈ U : ‖y‖ > 4R}
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∥∥Θ(y)∥∥ 1√
e
‖y‖ > 2R,
hence
Θ(U1) ⊂ U. (17)
We will prove, that
Ψ ◦Θ(y) = y for y ∈ U1. (18)
Since Φ(1, y,0) = Θ(y) ∈ U for y ∈ U1 and for every y ∈ U1,
Φ
(
0,Φ(1, y,0),0
)= Φ(1, y,0),
then from the uniqueness of solutions we obtain
Φ
(
0,Φ(1, y,0), t
)= Φ(1, y, t) for t ∈ [0,1].
Hence for y ∈ U1
Ψ ◦Θ(y) = Φ(0,Φ(1, y,0),1)= Φ(1, y,1) = y.
This gives (18). The conditions (18) and (17) implies U1 ⊂ Ψ (U). Let U2 = Ψ−1(U1), then U2
is open and Ψ (U2) = U1.
We will prove, that
Θ ◦Ψ (x) = x for x ∈ U2. (19)
From the definition of U2 we have, that Φ(0, x,1) = Ψ (x) ∈ U1 for x ∈ U2. Since
Φ
(
1,Φ(0, x,1),1
)= Φ(0, x,1)
for x ∈ U2, then from the uniqueness of solutions,
Φ
(
1,Φ(0, x,1), t
)= Φ(0, x, t) for t ∈ [0,1].
Therefore
Θ ◦Ψ (x) = Φ(1,Φ(0, x,1),0)= Φ(0, x,0) = x.
This gives (19). Hence U2 = Θ(U1) and Θ is the analytic diffeomorphism from U1 on U2 and
Ψ |U2 = (Θ|U1)−1.
Now we will prove, that U2 is the neighbourhood of infinity. Let U˜ = {x ∈ Rn: ‖x‖ > 8R}
and let x ∈ U˜ be it’s arbitrary element. Then x ∈ U and from (15), ‖Ψ (x)‖  1/√e‖x‖ > 4R.
Hence Ψ (x) ∈ U1, and x ∈ U2. This implies U˜ ⊂ U2 and U2 is the neighbourhood of infinity.
Summing up Ψ : U2 → U1 is the analytic diffeomorphism of neighbourhoods of infinity.
Let us fix x ∈ U and let ϕx(t) = Φ(0, x, t) for t ∈ [0,1]. At the end we will prove, that
F
(
t, ϕx(t)
)= f (x) for t ∈ [0,1] (20)
from the definition of X and W we obtain, that for (ξ, x) ∈ G,
(
1,W(ξ, x)
)= 1
X1(ξ, x)− 1
(
X(ξ, x)− e1
) (21)
and
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where e1 = (1,0, . . . ,0) ∈Rn+1. Let  : [0,1] →R be the following function
(t) = F (t, ϕx(t)), t ∈ [0,1].
Then from (21) and (22)
′(t) = 〈∇F (t, ϕx(t)), (1, ϕ′x(t))〉= 〈∇F (t, ϕx(t)), (1,W (t, ϕx(t)))〉
=
〈
∇F (t, ϕx(t)), 1
X1(t, ϕx(t))− 1
(
X
(
t, ϕx(t)
)− e1)
〉
= 1
X1(t, ϕx(t))− 1
(〈∇F (t, ϕx(t)),X(t, ϕx(t))〉− 〈∇F (t, ϕx(t)), e1〉)
= 1
X1(t, ϕx(t))− 1
(
P
(
ϕx(t)
)− P (ϕx(t)))= 0.
Since ϕx(0) = Φ(0, x,0) = x, then the above implies (20). Hence we have, that for x ∈ U2
f (x) = F(0, x) = F (0, ϕx(0))= F (1, ϕx(1))= F (1,Ψ (x))= (f + P)(Ψ (x)).
Since Ψ |U2 = (Θ|U1)−1, then
f ◦Θ(x) = f (x)+ P(x) for x ∈ U1.
Let ϕ = Θ|U1 and ψ(t) = t for t ∈R. Then we obtain f ◦ϕ = ψ ◦ (f +P). Moreover, from (16)
we have ‖ϕ(x)‖ → ∞ iff ‖x‖ → ∞. This ends the proof of Theorem 3. 
From Theorem 3 and from the choice of ε in it’s proof we easily conclude
Corollary 1. Let f ∈R[x1, . . . , xn] and k ∈Z, k  0. If there exist C,R > 0, such that∥∥∇f (x)∥∥ C‖x‖k−1 for ‖x‖ >R,
then for every polynomial P ∈ Rk[x1, . . . , xn], whose modules of monomials coefficients of de-
gree k are not greater than C/[n(4k+4)(n+k−1
n−1
)], the polynomials f and f +P are analytically
equivalent at infinity.
Proof. Let D = C/[n(4k + 4)(n+k−1
n−1
)]. Repeating the proof of Theorem 3 we see that for
ε = C/4 the corollary is true. Hence Corollary 1 holds for k = 0. Assume, that k > 0. Let
P ∈ Rk[x1, . . . , xn] be the arbitrary polynomial and let P = P1 + P2, where the polynomial
P1 has the degree less than k and P2 is the homogeneous polynomial of the degree k or zero
polynomial. If the modules of the coefficients of the polynomial P2 are not greater than D,
then the modules of the coefficients of the partial derivatives of P2 are not greater than kD.
Since
(
n+k−1
n−1
)
is the number of monomials of P2, then |P2(x)|  [C/(4k + 4)]‖x‖k and
‖∇P2(x)‖ [kC/(4k + 4)]‖x‖k−1 for x ∈ Rn. From the choice of P1 there exists R > 0, such
that |P1(x)| (ε − C/(4k + 4))‖x‖k and ‖∇P1(x)‖ (ε − kC/(4k + 4))‖x‖k−1 for ‖x‖ R.
Therefore P satisfy (3), i.e. P ∈Rk,ε[x1, . . . , xn]. This ends the proof. 
Remark 1. Actually in Theorem 3 we prove that for every polynomial f ∈ R[x1, . . . , xn] with
L∞(∇f )  k − 1 there exists ε > 0, such that for every polynomial g ∈ R[x1, . . . , xn] of de-
gree less or equal to k, whose modules of monomials coefficients of degree k are not greater
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finity U1,U2 ⊂ Rn, such that f ◦ ϕ = f + g on U2. Therefore we prove Theorem 3 with other
stronger definition of the analytic equivalence of functions, namely where ψ(t) = t for t ∈R.
Remark 2. In general case the inverse of Theorem 3 doesn’t hold, even if we assume that in
the definition of analytic equivalence the diffeomorphism ψ is the identity diffeomorphism. To
justify this let us consider L. Pa˘unescu and A. Zaharia polynomial:
f (x, y, z) = x − 3x2p+1y2q + 2x3p+1y3q + yz,
where p,q ∈ Z, p,q > 0. The polynomial f is a coordinate of some polynomial automor-
phism F = (f,f2, f3) : R3 → R3 (see [10], Remark 1.2). Then for arbitrary λ ∈ R and for
F1(x, y, z) = (x + λ,y, z) we obtain f ◦ F−1 ◦ F1 ◦ F = f + λ, hence the polynomials f and
f + λ are analytically equivalent at infinity. Since in the complex case L∞(∇f ) = −p/q (see
[10], Proposition 1.4) and the exponent L∞(∇f ) is attained on the real curve t → (t−q, tp,0),
then in the real case we also have L∞(∇f ) = −p/q . Therefore L∞(∇f ) < −1 if only p > q .
This implies, that for k = 0 and n > 2 the inverse of Theorem 3 doesn’t hold.
Since for gradient of Nash function (i.e. for the gradient of analytic and semialgebraic func-
tion) the Łojasiewicz exponent is attained then repeating the proof of Theorem 3 we obtain:
Theorem 4. Let f :Rn →R be the Nash function. If k ∈Z, k  0 and
L∞(∇f ) k − 1,
then there exists ε > 0, such that for every P ∈ Rk,ε[x1, . . . , xn] functions f and f + P are
analytically equivalent at infinity.
Now we will generalise the above notion of analytic equivalence for the Cr functions (that is
for the functions which possess continuous partial derivatives of order  r).
Let r ∈ Z, r  0. We say that functions f,g : Rn → R are Cr -equivalent at infinity if there
exists a Cr diffeomorphism ϕ : U1 → U2 of neighbourhoods of infinity U1 and U2 in Rn, such
that ‖ϕ(x)‖ → ∞ iff ‖x‖ → ∞ and there exists Cr diffeomorphism ψ :R →R, such that
f ◦ ϕ = ψ ◦ g on U1.
Since for Cr+1 functions the Łojasiewicz exponent at infinity need not be attained, then to
achieve the same result as in Theorem 3 we must assume the Łojasiewicz inequality instead of
the condition L∞(∇f ) k− 1. We repeat now the proof of Theorem 3 using Theorem 1 instead
of Theorem 2 to obtain that the general solution of system y′ = W(t, y) is of class Cr and we
achieve:
Theorem 5. Let f :Rn →R be the Cr+1 function, r ∈Z, r  0. If k ∈Z, k  0 and there exist
C,R > 0, such that∥∥∇f (x)∥∥ C‖x‖k−1 for ‖x‖ >R,
then there exists ε > 0, such that for every P ∈ Rk,ε[x1, . . . , xn] functions f and f + P are
Cr -equivalent at infinity.
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In the family of all functions f : Rn → R we introduce the following equivalence relation:
f ≈ g if and only if f and g are analytically equivalent at infinity. By the types of analytic
equivalence at infinity we mean its equivalence classes.
We will use Theorem 3 to prove the following:
Theorem 6. Let k be a nonnegative integer. There exists a proper algebraic subset Σ ⊂
Rk[x1, . . . , xn], such that every component S of the complement Rk[x1, . . . , xn] \ Σ con-
tains only analytically equivalent polynomials, i.e. f ≈ g for every f,g ∈ S. In particular, in
Rk[x1, . . . , xn] \Σ there exists only a finite number of types of analytic equivalence at infinity.
In the proof we will use the following:
Lemma 3. Let k be a positive integer. There exists a proper algebraic subset Σ ⊂Rk[x1, . . . , xn],
such that
L∞(∇f ) = k − 1 for f ∈Rk[x1, . . . , xn] \Σ.
Proof. Let
Σk =
{
f ∈ Ak: ∇f (z) = 0 for some z ∈Cn such that ‖z‖ = 1
}
,
where Ak is a linear space of homogeneous form in C[z1, . . . , zn] of degree k (we assume that
0 ∈ Ak for every k > 0).
It is easy to check that Σk is a proper algebraic subset of Ak . Let f ∈ R[x1, . . . , xn]. By fk
we will designate the unique homogeneous form of degree k, such that f − fk has the degree
less than k. We will show that the desired
Σ = {f ∈Rk[x1, . . . , xn]: fk ∈ Σk}.
Since Σk is a proper algebraic subset of Ak and each real vector space Rk[x1, . . . , xn] cannot
be contained in any proper algebraic subset of space Ck[z1, . . . , zn], so Σ is a proper algebraic
subset of Rk[x1, . . . , xn].
Let us fix any f ∈Rk[x1, . . . , xn] \Σ and put
C = 1
2
inf
{∥∥∇fk(x)∥∥: x ∈Rn, ‖x‖ = 1}.
From the definition of Σk , C > 0 and for every x ∈Rn \ {0},
1
‖x‖k−1
∥∥∇fk(x)∥∥=
∥∥∥∥∇fk
(
x
‖x‖
)∥∥∥∥ 2C.
Therefore∥∥∇fk(x)∥∥ 2C‖x‖k−1 for x = 0.
Since deg(f − kk) k− 1 then there exists R > 0, such that ‖∇(f −fk)(x)‖ C‖x‖k−1 for
‖x‖R. This and the previous one gives∥∥∇f (x)∥∥ C‖x‖k−1 for ‖x‖R.
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This ends the proof of lemma. 
Proof of Theorem 6. For k = 0 it suffices to take Σ = ∅, so we can assume that k > 0. Let Σ
be the set from Lemma 3 and let us fix a component S of Rk[x1, . . . , xn] \ Σ and f ∈ S. Let us
consider the set
Sf = {g ∈ S: g ≈ f }.
It is obvious that Sf = ∅. By using Theorem 3 we easily show that Sf is both open and closed,
so Sf = S. This gives the first part of Theorem 6. The second part follows from the first one and
the fact that the set Rk[x1, . . . , xn] \ Σ has a finite number of components as a semialgebraic
set. 
In the entire space Rk[x1, . . . , xn] the above theorem doesn’t hold.
Remark 3. Let n, k ∈ Z, n  3 and k  4. In the vector space Rk[x1, . . . , xn] there exists an
infinite number of types of analytic equivalence at infinity. For instance the Whitney polynomial
fa(x1, . . . , xn) = x1x2(x1 + x2)(x1 − ax2),
determines an infinite number of types of analytic equivalence at infinity.
5. Complex case
Let F :Cn →Cm be a mapping. By the Łojasiewicz exponent of F at infinity we shall mean
the least upper bound of the set
N(F) = {ν ∈R: ∃C,R>0 ∀z∈Cn ‖z‖ >R ⇒ ∥∥F(z)∥∥ C‖z‖ν}
and denote it L∞(F ), where ‖z‖ =
√|z1|2 + · · · + |zk|2, z = (z1, . . . , zk) ∈Ck , k ∈N. Addition-
ally, if N(F) = ∅, then we put L∞(F ) = −∞.
Every open set of the form Cn\K , where K ⊂Cn is a compact set, is called a neighbourhood
of infinity.
Let f,g : Cn → C. We say, that functions f and g are analytically equivalent at infinity,
if there exists an analytic diffeomorphism ϕ : U1 → U2 (as a mapping of R2n subsets) of neigh-
bourhoods at infinity U1 and U2 in Cn, such that ‖ϕ(z)‖ → ∞ iff ‖z‖ → ∞ and there exists an
analytic diffeomorphism ψ :R2 →R2, such that
f ◦ ϕ = ψ ◦ g in U1.
Let k ∈Z be a nonnegative integer and
Ck[z1, . . . , zn] =
{
f ∈C[z1, . . . , zn]: degf  k
}
.
For every ε > 0 let Ck,ε[z1, . . . , zn] be the set of all polynomials P ∈ Ck[z1, . . . , zn] satisfying
the following condition: there exists R > 0 such that∣∣P(z)∣∣ ε‖z‖k and ∥∥∇P(z)∥∥ ε‖z‖k−1 for ‖z‖ >R.
Resolving a system of differential equations of the form
y′ = W(t, y),
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W(ζ, z) = 1
X1(ζ, z)− 1
(
X2(ζ, z), . . . ,Xn+1(ζ, z)
)
,
X(ζ, z) = P(z)‖∇F(ζ, z)‖2 ∇F(ζ, z)
and F(ζ, z) = f (z)+ ζP (z), using the method from Theorem 3 we deduce the following:
Theorem 7. Let f ∈C[x1, . . . , xn] and k ∈Z, k  0. If
L∞(∇f ) k − 1,
then there exists ε > 0 such that for every P ∈ Ck,ε[z1, . . . , zn] polynomials f and f + P are
analytically equivalent at infinity.
From this theorem we establish:
Theorem 8. There exists a proper complex algebraic subset Σ ⊂Ck[z1, . . . , zn], such that every
two polynomials f,g ∈Ck[z1, . . . , zn] \Σ are analytically equivalent at infinity.
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