To compute the smallest eigenvalues and associated eigenvectors of a real symmetric matrix, we consider the Jacobi-Davidson method with inner preconditioned conjugate gradient iterations for the arising linear systems. We show that the coe cient matrix of these systems is indeed positive deÿnite with the smallest eigenvalue bounded away from zero. We also establish a relation between the residual norm reduction in these inner linear systems and the convergence of the outer process towards the desired eigenpair. From a theoretical point of view, this allows to prove the optimality of the method, in the sense that solving the eigenproblem implies only a moderate overhead compared with solving a linear system. From a practical point of view, this allows to set up a stopping strategy for the inner iterations that minimizes this overhead by exiting precisely at the moment where further progress would be useless with respect to the convergence of the outer process. These results are numerically illustrated on some model example. Direct comparison with some other eigensolvers is also provided.
INTRODUCTION
This paper is concerned with the computation of a few of the smallest eigenvalues and associated eigenvectors of a (large sparse) real symmetric matrix A.
As preconditioning techniques became increasingly popular and e cient in the context of linear systems solution, many recent works focus on their use within the context of eigenvalue computation (see Reference [1] for a recent survey). The Davidson method and its generalizations [2] [3] [4] [5] [6] are quite popular in this respect, but have to face the di culty that, beyond some point, increasing the quality of the preconditioner destroys the convergence [2, 7] . Besides, it is also possible to simply solve iteratively the systems arising in classical shift-and-invert methods, but this is somewhat unattractive because these systems tend to be ill-conditioned and need to be solved with increasing accuracy as the convergence towards the desired eigenvector proceeds [8] [9] [10] [11] .
The recently proposed Jacobi-Davidson (JD) method [7, [12] [13] [14] [15] appears here to be an e cient way to overcome these di culties. It originates form the combination of the abovementioned Davidson method with an older method by Jacobi, and may also be seen as an inexact Newton process [16] [17] [18] . Given an approximate eigenvector u of norm unity and associated residual r = Au − Âu
where
is the Rayleigh quotient, this method basically computes a correction t to the current approximation u by solving (approximately) the so-called correction equation. In the context considered here, the latter is written (I − uu T )(A − ÁI )(I − uu T )t = − r; t ⊥ u
where Á either equals some ÿxed 'target' (e.g. = 0 if A is positive deÿnite) or the Rayleigh quotient Â, see Section 2 below. As shown in Reference [7] (see also Section 2), if Equation (3) is solved exactly, the method converges as fast as inverse or Rayleigh quotient iterations, according to the choice of Á. However, a moderate accuracy is generally su cient to ensure convergence, making the method attractive when iterative solvers have to be preferred because the matrix A is large and sparse. Moreover, thanks to the projection onto the space orthogonal to u, systems (3) are expected to remain reasonably well conditioned even though A − ÂI is closer and closer to a singular matrix as Â converges to an eigenvalue.
However, these views are till now only supported by heuristic arguments and numerical results. In particular, no analysis is available that connects the accuracy of the inner systems solution with the convergence of u towards the desired eigenvector. Consequently, no proof exists that if there exists an optimal preconditioner (in some sense), then the overall scheme is also optimal (in the same sense).
On the other hand, concerning more speciÿcally symmetric matrices, the method looses part of its attractivity because the indeÿniteness of A − ÂI seems prevent the use of the conjugate gradient method and may further slow down the convergence speed of MINRES.
In this paper, we aim at ÿlling these gaps in the context of the computation of the smallest eigenvalue of a symmetric matrix, with straightforward extension to the case where one computes a sequence of eigenpairs according to the de ation strategy generally used with the JD method.
We ÿrst prove that the projected matrix
is actually positive deÿnite on the subspace orthogonal to u as soon as the eigenvalue closest to Â is e ectively the smallest one. Moreover, its conditioning does not deteriorate as Â converges to the smallest eigenvalue.
On the other hand, we obtain an expression for the next residual (1) of the eigenvalue equation that is easily computable during the course of inner conjugate gradient iterations. Consequently, we propose a criterion that stops these iterations nearly exactly when one has reached with respect to the outer process essentially the same progress as with an exact solution of the correction equation.
Combining both these results, we reach then the conclusion that the JD method is e ectively globally optimal since ÿnding an eigenpair implies only a moderate overhead compared with solving a positive deÿnite linear system by the preconditioned conjugate gradient method.
Before closing this introduction, let us mention some related works. The close connection between Newton methods for eigenproblems and Rayleigh quotient iterations was ÿrst investigated in Reference [19] . The convergence rate of inexact Newton methods is analysed in Reference [20] , whereas an interesting relation with inexact Rayleigh quotient iterations is established in Reference [21] . Further insight on the convergence of preconditioned inverse iterations can be gained at the light of References [22, 23] , where methods with only one inner iteration are analysed. Finally, many recent works focus on methods that minimize the Rayleigh quotient by means of gradient methods, among which the most e ective seem to be the non-linear conjugate gradient methods, see References [24, 25] and the references therein. That approach also uses an algorithm based on conjugate directions, but has otherwise little in common with the one considered in this paper. Below, we numerically compare our method with one representative of this family, namely the LOBPCG method from Reference [25] .
The remainder of this paper is organized as follows. The main features of the JD method are reviewed in Section 2. Our conditioning analysis of the correction equation is developed in Section 3. In Section 4, we establish the connection between the convergence of the outer process and the accuracy of the inner conjugate gradient solutions. Algorithmic details are discussed in Section 5, and Section 6 is devoted to numerical results.
Notation
Throughout this paper, A is a symmetric n × n matrix with eigenvalues 1 6 2 6 · · · 6 n and associated eigenvectors u 1 ; u 2 ; : : : ; u n .
THE JACOBI-DAVIDSON METHOD
In this section, we review the features of the method that are the most relevant to our purpose, referring the reader to the literature [7, [12] [13] [14] [15] for additional details and further developments.
We ÿrst recall the following property.
Property 2.1 Lett be the exact solution to (3) . One has
Thus, as stated above, the JD method may be seen as a variant of the inverse iteration method in which the use of iterative solvers is made easier.
Concerning Á, when searching for the smallest eigenvalue of a symmetric matrix, one starts iterations with Á = , where is some 'target' less than 1 , for instance = 0 if A is positive Y. NOTAY deÿnite. This favours convergence towards u 1 . When a su ciently close approximation has been found so that Â is closer to 1 than to any other eigenvalue, it is then advantageous to use Á = Â. This indeed allows to recover the cubic convergence of Rayleigh quotient iterations [26] , at least when the correction equation is solved su ciently accurately. Of course, in practice, the choice has to be based on some heuristics, but we defer their discussion to Section 5. Now, we have to recall here that the JD method combines generally the principles exposed so far with a Ritz-Galerkin approach, that is the (approximate) solution t to the correction equation is used to expand a subspace from which one extracts the next approximate eigenvector by solving the eigenproblem projected onto that subspace [7, [12] [13] [14] [15] . However, we shall here focus the analysis on the 'simpliÿed' JD procedure given in Algorithm 2:1, in which the next approximate eigenvector u (m+1) is directly obtained by adding the computed correction to the current approximation. Since the complete JD algorithm is expected to be faster in general (see Section 6 for some numerical results), the convergence analysis developed below for the simpliÿed method may also be seen as a worst-case analysis for the complete procedure. 
Solve (approximately)
: real number less than 1
Preconditioning and projection
To solve the correction equation iteratively, it is essential to have a good preconditioner. Since preconditioning of the projected matrix is far from obvious, one prefers generally to set up a preconditioner K for A − ÁI , and to deÿne the preconditioner for the projected matrix
by applying the same projectors to K, yielding
Note in this respect that the solution of
with the constraint w ⊥ u is actually given by
(see Reference [15] ). Thus, since K −1 u is computed once for all at the beginning of the iterations, only one application of K −1 is needed per iteration. Moreover, further saving is also possible in the projection steps, see Section 5 for details.
Concerning K, it has been observed in References [12, 14, 15] that the preconditioner initially deÿned for A − I remains e cient in the phase where one selects Á = Â. Thus, K does not need to be updated as the convergence of the outer process proceeds. We will follow this approach here, and we will justify it in the next section. At this stage, we note that it has the further advantage that A − I is positive deÿnite, which in general facilitates the deÿnition of e cient preconditioners. In particular, if A is positive deÿnite and = 0, one just needs a preconditioner for A. On the other hand, any reasonable preconditioner K will also be positive deÿnite, favouring the use of the conjugate gradient method.
Computing several eigenpairs
Once some approximations (˜ 1 ;ũ 1 ); : : : ; (˜ j−1 ;ũ j−1 ) to the ÿrst j − 1 eigenpairs have been computed with su cient accuracy, the JD method may compute the next eigenpair using a simple de ation strategy [12] . Namely, the next search subspace is enforced to be orthogonal toũ 1 ; : : : ;ũ j−1 , whereas one works with the matrix restricted to that subspace, i.e.
is the n × (j − 1) matrix whose columns are the so far computed eigenvectors, supposed to be mutually orthogonal (to working precision).
In fact, this approach is closely related to the one used with the QR method, see Reference [12] . In the context of our paper, it has the pleasant feature that, since one just works within a subspace, all our results on Algorithm 2:1 in the following sections actually apply when computing a sequence of eigenpairs in this way, ( 1 ; u 1 ); ( 2 ; u 2 ); : : : playing the role of the non-trivial eigenpairs of A Qj−1 ('non-trivial' referring to those for which the eigenvector is orthogonal toũ 1 ; : : : ;ũ j−1 ).
Concerning the preconditioning, the proper generalization of the above approach is obtained by using Since u has to be orthogonal toũ 1 ; : : : ;ũ j−1 , this may be equivalently rewritten
This raises not much additional di culty since a system
with the constraintQ T j w = 0 is solved with
which again requires the computation of K
−1Q
j as preprocessing and next only one application of K −1 per iteration [12, 14, 15] .
CONDITIONING OF THE CORRECTION EQUATION
We ÿrst prove the following lemma.
Lemma 3.1. Let A be a real symmetric n × n matrix with eigenvalues 1 6 2 6 · · · 6 n . For any vector u with norm unity,
where Â = (u; Au).
(z; Az). Obviously, is the smallest eigenvalue of the matrix
for which the corresponding eigenvector y is orthogonal to u. Let, for i = 1; : : : ; n; i = (u i ; u) Multiplying both sides to the left by u
On the other hand, the condition y ⊥ u may be rewritten n i=1 i i = 0 and plugging the above result in the latter equation gives
Now, if ¿ 2 the lemma holds trivially since Â¿ 1 . Otherwise, if ¡ 2 , one obtains, using the above equality,
which gives the required result since Â = n i=1 2 i i . Now, consider solving the correction equation (3) by the conjugate gradient method with preconditioner (5), K being, as discussed in Section 2, a preconditioner for A − I .
At ÿrst sight, both the system matrix and the preconditioner are singular, but this does not matter because the conjugate gradient algorithm is ran within the subspace of vectors orthogonal to u (one checks that r ⊥ u). Thus, notions of positive deÿniteness, eigenvalue distribution, condition number, etc., apply as usual but with respect to the matrices restricted to this subspace.
Therefore, we ÿrst need to check that both the system matrix and the preconditioner are positive deÿnite on this subspace, that is that both (z; Kz) and (z; (A − ÁI )z) are positive for all non-zero vectors z orthogonal to u.
As argued in Section 2, K is positive deÿnite, whereas A − ÁI is obviously positive deÿnite when Á = . On the other hand, with Lemma 3.1, which will be positive as soon as Â is closer to 1 than 2 . Since there is no reason to use Á = Â when this condition is not met, there is therefore no di culty from a theoretical point of view except when 1 = 2 that is when 1 is a multiple eigenvalue. In practice, it is however not possible to always avoid miss-selection of Á since 1 and 2 are unknown. How to face properly the potential di culties in such cases and avoid a breakdown of the method is discussed in the next section. Here, we pursue the analysis of most frequent cases, assuming that Á = Â only when
( is in fact very small in the ÿnal convergence phase of the outer process). Since the positive deÿniteness is then guaranteed we turn now our attention to the condition number. Letting
the latter is given by
If Á = , one ÿnds
i.e. the condition number is not larger than that of K −1 (A − I), and fast convergence is ensured if K is a good preconditioner for A − I.
If Á = Â, using
Therefore, using Lemma 3.1 and assumption (7),
showing that the condition number does not deteriorate as Â → 1 and is at worst only slightly larger than that of K −1 (A − I).
CONVERGENCE WITH INEXACT LINEAR SYSTEM SOLUTIONS
As noted in Section 2, the JD method converges fast (cubically in the asymptotic phase) when the correction equation is solved exactly. Here we analyse the in uence of inexact solutions obtained with k preconditioned conjugate gradient iterations. To make notation clear, we ÿrst present in synthetic form the considered algorithm, which is based on the standard implementation of the conjugate gradient method [27, 28] . Note that speciÿc details, allowing some saving in the projection steps, are considered in the next section.
Algorithm 4.1 (Conjugate gradients for the correction equation: generic algorithm).
• Initialization t
vector of norm unity;
with K symmetric and positive deÿnite.
As noted in the previous section, A Á; u (m) is mostly positive deÿnite on the subspace orthogonal to u (m) , but may occasionally be indeÿnite. We therefore brie y discuss this case. In fact, nothing prevents us to use the above algorithm, but convergence is no more guaranteed and breakdown is possible with k = 0 (or below some reasonable threshold). Therefore, since k ¿0 if the system matrix is positive deÿnite, most conjugate gradient codes issue an error when k 60. When solving the correction equation, we also suggest to stop iterations as soon as this occurs. However, this does not mean that the JD method breaks down. Indeed, the preconditioned correction equation will be at worst only slightly indeÿnite. We therefore expect that k 60 may occur only after some signiÿcant convergence has been achieved, so that progress is still obtained in the outer process. Moreover, would this be not the case, one may just discard the computed t (m) k and restart the iterations with Á = to ensure positive deÿniteness. In this respect, using results below, it is also possible to set up some safeguard that restarts Algorithm 4.1 if no progress has been made after a few iterations.
However, we stress that these aspects should not be understood as very essential for our results. Indeed, in our numerical experiments, we never needed to exit inner iterations because of an k 60, even though we considered situations with multiple eigenvalues. The above considerations are mainly to show that, with a proper implementation, the potential indeÿniteness of A Á; u (m) cannot spoil the method.
We now develop our analysis, stressing that our main result (12) does actually apply independently of the deÿniteness of A Á; u (m) (we only assume that no breakdown has occurred).
We ÿrst deÿne
Thus, r
is the residual at the next step in Algorithm 2:1 if inner iterations are stopped at step k. We also deÿne the corresponding quantities when one computes the exact solution t (m) to the correction equation
The following theorem contains the main results of this section. Note that we use the fact that the initial approximation is set equal to zero in Algorithm 4:1. Other situations are of no practical interest, since any meaningful non-zero initial guess can be immediately added to u (m) . be deÿned by (8) and (9). There holds
where 
with
where z
Proof
We ÿrst show that 
Indeed, (17) and (18) are the usual conjugacy properties that only depends on the symmetry of the system matrix. Equation (19) then straightforwardly follows from t (m)
The latter relation also entails (20) since, for all i6k, by virtue of (17),
k ) = 0 We now show (13) . Since 
On the other hand, note that (22) implies
Therefore,
Moreover, using (24) and (19),
Equation (12) then follows from the latter result and (23), (25 To prove (14) , note ÿrst that by letting g (m)
k → 0 and t
(m)
k →t (m) in (12), one has
Since x (1 + y 2 )=y (1 + x 2 )6 max(x=y; y=x) for any positive number x and y, (14) therefore holds with
Furthermore, with (22) and (21),
which proves (15) when Á = Â (m) . On the other hand, to complete the proof in the case Á¡ 1 , one just needs Lemma 2:1 that yields
Finally, (16) follows from (12), (14), (15) k . Hence the convergence of the outer process may be monitored while inner iterations are running. Moreover, r (m+1) k is advisable to stop inner iterations as soon as the ÿrst term does no longer dominate the second one. To detect this moment, we propose to compare the ratios
Indeed, it is clear that they have to behave similarly until the point where r (m+1) k stagnates because it is close to its minimal value. This suggests to stop inner iterations when
for some a¡1 (say a = 0:9), provided that
the latter condition being a safeguard against a too early exit. Besides, we note that condition (26) makes no sense if g
k−1 . Although it is possible to just bypass the stopping test until g (m) k starts decreasing again, our experiments indicated that, on the whole, it is preferable to exit as soon as both the safeguard condition (27) and
hold, keeping then t is already relatively close to its minimal value, this explains also by the convergence of the conjugate gradient method when the eigenvalue distribution favors an irregular behaviour, convergence which may be actually faster in the initial phase than in the subsequent one, see Reference [29, Chapter 13] for an analysis.
On the other hand, from a theoretical point of view, (16) ensures that it is not necessary to increase the accuracy requirements for the linear systems solution as u (m) converges towards the desired eigenvector. This is potentially useful since, on account of the asymptotically cubic convergence, r (m+1) = r (m) will rapidly decrease in the ÿnal phase, making more e ort in reducing g
worthwhile. Finally, a straightforward consequence of our stopping criterion (26) is that
that is, the relative accuracy reached for the eigenvalue problem is approximately equal to the product of the relative accuracies in the successive inner linear systems. Comparing then the e ort needed to solve the eigenvalue problem with that needed to solve a linear system (A − I)x = b, and taking into account results of the preceding section, we conclude that the main overhead is the one associated with the periodic restart of the conjugate gradient process. This will be illustrated in Section 6.
DETAILED ALGORITHM
For GMRES like methods with left preconditioning, it is shown in Reference [12] that it is possible to skip the projection steps needed in the multiplication by A Á; u (m) . Here we ÿrst generalize this idea to the context of Algorithm 4:1.
However, one wants to skip the explicit computation of v k and work withṽ k only.
No problem arises in the computation of k since, because
is not formed explicitly, and that one works withg
k + u (m) for some . Therefore, since
w k may also be computed directly fromg k (m) . Furthermore, this also holds for k because w k ⊥ u (m) , whence
Finally, the last di culty comes from the need to compute g
. Here we use (remembering that g 
; K : symmetric and positive deÿnite n × n matrix;
: accuracy requirement for the residual of the eigenvalue equation; a : parameter ¡1 (typically a = 0:9).
Computing several eigenpairs
In the case where one applies the de ation strategy mentioned in Section 2, one just needs to replace the computation of w k with
have been computed during the initialization phase.
The same reasonings as above show then that no problems are expected with the computation of k , w k and k even thoughṽ k is not projected explicitly onto the subspace orthogonal tõ u 1 ; : : : ;ũ j−1 . However, it is not possible here to subtract the components (ũ i ;g is the second eigenvalue of the projected problem. This leads to the selection procedure:
where b is a given threshold, e.g. b = 0:1. When using the simpliÿed JD procedure of Algorithm 2:1, one has to use a more heuristic approach. In our numerical experiments with the discrete Laplacian, we considered
and Â For our experiments, we use random initial approximation and considered both the simpliÿed JD procedure of Algorithm 2:1 and the complete algorithm based on subspace expansion, see References [12, 14] for implementation details.
† However, we restricted Algorithm 2:1 to the computation of a single eigenpair. Indeed, it is otherwise always worthwhile to use the complete procedure since the already built subspace allows then to ÿnd a good initial approximation when starting the search for a new eigenpair.
For K, we considered three di erent preconditioners computed from A: the standard incomplete Cholesky factorization without ÿll-in (ILU) [27, 29, [31] [32] [33] , the modiÿed version for which K and A have same row-sum (MILU) [27, 29, 31, [34] [35] [36] , and the algebraic multilevel preconditioner from Reference [37] (AML), which leads to a condition number independent of h although it is only twice as expensive per iteration than the incomplete factorization preconditioners.
The results are reported in Figures 1 and 2 , where we have plotted the norm of the current residual of the eigenvalue equation r (m+1) k against the number of matrix vector multiplication (MVM). Note that 1 MVM is required for each outer JD iteration, that is for each restart of the inner conjugate gradient process. The corresponding residual norm, marked by a , is then the true residual norm in the outer JD algorithm, whereas at other points in the curve the residual norm is the one computed according to (4:7) as indicated in Algorithm 5:1. The ÿgures on the left correspond to a single eigenpair computation whereas the ÿgures on the right correspond to the computation of the 8 smallest eigenpairs, each peak being of course caused by the restart of the JD procedure with the matrix increasingly de ated. On the ÿgures, we also report for comparison purpose the evolution of the residual norm when solving a simple linear system A x = r (0) by the standard conjugate gradient method with the same preconditioner and the zero vector as initial approximation.
We make the following observations.
• With MILU, the convergence of the conjugate gradients is relatively regular. There is then not much di erence between the simpliÿed and the complete JD procedure. The computation of the ÿrst eigenpair requires only about 35 per cent more MVMs than the simple linear system solution, whereas the convergence towards next eigenvectors is slightly faster, probably thanks to the use of the previously built search subspace. • The same remarks apply also to AML, except that the relative overhead is somewhat larger. In fact, it is clear from Figure 2 that the overhead is in this case directly proportional to the number of outer JD iterations, and becomes more important in a relative sense essentially because the global number of inner iterations is here not much larger than the number of outer iterations (as a side e ect of the quality of the preconditioner).
• The convergence is less regular with ILU. Therefore, because of criterion (2:8), one exits earlier from the inner iterations, entailing more outer iterations and a larger overhead compared with the solution of a simple linear system. However, the complete JD procedure compensates here partly this loss of optimality, limiting the overhead to about 35 per cent as with MILU. • No speciÿc di culty arises from the multiplicity of 2 , 5 and 7 . In particular, we never needed to exit because k was negative. Furthermore, we did not need to adapt the method for the subsequent computation of u 3 , u 6 and u 8 even though A Á; u (m) is then at the ÿrst stage very close to a singular matrix since we always restart the JD algorithm with equal to the previously computed eigenvalue.
• Considering Figure 2 , it suggests that an optimal order preconditioner for A makes the solution of the eigenproblem with the proposed algorithms also of optimal order.
• We also plotted in Figure 3 the evolution of the relative error for the ÿrst eigenvalue, comparing the three di erent preconditioned JD schemes with simple Lanczos iterations (e.g. Ref. [28] ). Clearly, the gains are impressive, especially if one has a very good preconditioner.
Comparison with other eigensolvers
Few results compare Jacobi-Davidson with preconditioned eigensolvers that use gradient methods to minimize the Rayleigh quotient. In Reference [25] , the LOBPCG method seems also compare favorably with linear systems solution. § Since a MATLAB package is available for LOBPCG and since we develop our own JDCG package, we then decided to perform a direct comparison of both methods. We further included in the test the standard Jacobi-Davidson package JDQR by Gerard Sleijpen, our code being actually a modiÿed version of JDQR based on the results in this paper. The test where made within MATLAB 5.3 running on a SGI Origin 2000 server, using for JDCG the software referenced below, and for LOBPCG & JDQR the codes downloaded from, respectively, http:==www-math.cudenver.edu=˜aknyazev=software=CG= and http:==www.math.uu.nl=people=sleijpen=JD software=JDQR.html (versions currently available by beginning of January 2001).
Y. NOTAY one eigenpair is required with moderate accuracy, and much worse when many eigenpairs are sought. ¶ JDCG is thus the winner in all cases.
Software
The JDCG package, written in MATLAB, is available from author's home page: http:==homepages.ulb.ac.be=˜ynotay.
