In this paper, we investigate a model describing induction hardening of steel. The related system consists of an energy balance, an ODE for the different phases of steel, and Maxwell's equations in a potential formulation. The existence of weak entropy solutions is shown by a suitable regularization and discretization technique. Moreover, we prove the weak-strong uniqueness of these solutions, i.e., that a weak entropy solutions coincides with a classical solution emanating form the same initial data as long as the classical one exists. The weak entropy solution concept has advantages in comparison to the previously introduced weak solutions, e.g., it allows to include free energy functions with low regularity properties corresponding to phase transitions.
Introduction and main results
Induction hardening is an energy efficient method for the heat treatment of steel parts. The general goal of these surface heat treatments is to adapt the boundary layer of a work piece to its special areas of application in terms of hardness, wear resistance, toughness, and stability. To achieve this goal, the boundary region of the steel component is first heated and afterwards cooled to influence the micro-structure in such a way that the boundary layer emerges in the so-called martensitic phase. The resulting phase mixture in the component then exhibits the most desirable structural properties combining a hard boundary layer to reduce abrasion with a softer interior to reduce fatigue effects.
In induction hardening, the heating of the work piece is caused by a periodically varying electromagnetic field. The varying magnetic flux in the inductor coil in turn induces a current in the work piece, which is (due to resistance) partly transformed into eddy current losses resulting in Joule heating. Heated up to a certain temperature regime, the high-temperature solid steel phase, called austenite, emerges. Afterwards, the material is cooled rapidly to transform the austenite into the desired martensite phase.
The skin effect describes the tendency of an alternating electric current to induce a current density that is largest near the outer surface of the work piece. In a cylinder, the heating occurs mainly between the surface and the so-called skin depth, which is mainly determined by the material and the frequencies of the current source. But for a work piece with a more complex geometry, this relation becomes more involved.
For example, gears are treated with multiple frequencies to achieve a hardening of the tip as well as the root of the gear (see [15] or [26] ). To predict the outcome of the heat treatment, numerical simulations proved as an important tool [14] . Therefore and also for controlling the process optimally, a mathematical understanding of the procedure is essential.
To model this interplay of electric fields with high frequencies, eddy currents, steel phases, and heat conduction, a mathematical model is given relying on an energy balance with Joule heating, Maxwell's equation in a potential formulation, and an ODE for the different phases evolving in the steel. A special difficulty arises since the terms of highest differential order in time and space are nonlinearly coupled in all equations, which poses severe difficulties for the analysis. In [13] , [15] , and [16] , this model is investigated in the context of weak solutions (see [13] ) and stability (see [15] ). The novelty of the work at hand is the introduction of the concept of weakentropy solutions into the context of induction hardening. In contrast to weak solutions, this concept allows for physical more realistic assumptions (compare the temperature dependence of the heat conductivity and the electric conductivity to the model considered in [15] ). In comparison to the weak-solution concept, the weak formulation of the energy balance is replaced by the energy inequality and the entropy production rate. This is similar to the solution concept for the Navier-Stokes-Fourier system [10] or a system with phase transitions, e.g., in [20] . In comparison to the weak concept in [13] , the weak entropy solution concept allows to show the weak-strong uniqueness of solutions, i.e., that they coincide with a local strong solution emanating from the same initial data as long as the latter exists. In recent publications, it was proved that weak solutions may give rise to nonphysical non-uniqueness (see [18] and [4] ) such that weak solutions may not be the most favourable solution concept.
Another advantage of the introduced solution concept is that the function modeling the latent heating in the energy balance can be chosen less regular compared to the previous definitions of weak solutions. The latent heat can be modelled based on the Heaviside function corresponding to the sharp phase transition behaviour one would expect in the evolution of the steel phases. Additionally, we want to mention that the solutions concept is in line with the physics of the systems. Such a thermodynamical system is derived from the thermodynamical principles and these are the heart of the solution concept. Instead of formulating the energy balance in a weak sense, we rather formulate the Clausius-Duhem inequality and the energy conservation in a weak sense, which are the underlying thermodynamical principles.
B B B = ∇×A A A ,
∇·A A A = 0 in D .
(1.3)
From (1.1) 2 and (1.3), we observe the existence of a scalar potential φ such that E E E + ∂ t A A A = ∇φ , and J J J = −σ (∂ t A A A − ∇φ ) in D × (0, T ) , (1.4) where we used (1.2) 1 . Thus, from the relations (1.1) 1 , (1.2) 2 , (1.3) 1 , and defining the source current density J J J s by J J J s := σ (θ )∇φ , we obtain the following formulation of Maxwell's equations suitable for our purposes σ (θ )∂ t A A A + ∇× 1 µ(z) ∇×A A A = J J J s in D , n n n ×A A A = 0 on ∂ D .
(1.5)
We use the following setting: we consider the domain D, consisting of the work piece, which is assumed to fill the volume Ω, the inductor called Σ, and air, which is assumed to fill D/(Ω ∩ Σ). Maxwell's equation is assumed to be fulfilled in the whole domain D and J J J s is supported in Σ, i.e., supp(J J J s ) = Σ (see Figure 1 ). The properties of the material constants σ and µ are allowed to depend on the respective domain, i.e., Here, we assume that there exists a σ > 0 and a µ > 0 such that σ ≤ σ (θ ) for all θ ∈ [0, ∞) and σ ≤ σ cond as well as µ ≤ µ(x x x, z) for all x x x ∈ D and z ∈ R. For convenience, we define σ out = σ cond and µ out = µ cond in Ω as well as σ out = 0 and µ out = µ a in D/(Ω ∩ Σ). In the sequel we will drop the x -dependency of µ and σ to simplify the exposition.
The energy balance is only considered in Ω. 
where e denotes the internal energy of the system andthe heat flux, which is given by a generalization of Fourier's law
The Helmholtz free energy ψ, with ψ = ψ(θ , z), is defined via ψ = e − θ s, where s denotes the entropy . The Clausius-Duhem inequality ∂ t s + ∇·(/θ ) ≥ 0 can be transformed to
It is satisfied for all choices of variables, if the standard relation ψ θ + s = 0 and the phase field equation τ(θ )∂ t z + ψ z (θ , z) = 0 are satisfied (see [15] ). By the definition of the Helmholtz free energy and using the phase equation, we find
Inserting this back into (1.6) and using similarly the expressions (1.4) and Fourier's law, we end up with equation (1.7a). All in all, we observe that the equations of motion are given by
equipped with the boundary conditions n n n · κ(θ )∇θ = 0 on ∂ Ω , n n n ×A A A = 0 on ∂ D (1.7d) and initial conditions
(1.7e) Remark 1. An example for a typical free energy ψ is given by
where (x) + is defined via (x) + := max{0, x} and z eq ∈ C 1,1 ∼ = W 2,∞ with some appropriate growth conditions as θ → ∞. Note that ψ is not twice continuously differentiable, but only twice weakly differentiable. The choice of such an irregular function corresponds to the fact that the metal is subjected to a kind of Hysteresis effect when it changes the phase, it should not immediately change back even, if the temperature changes back again. This is modeled by the nonsmooth function (·) + .
Hypothesis and preliminaries
We assume the domain Ω to be of class C 2 and simply connected. This can be generalized in the limit, we exclusively use the regularity in the approximate setting. We use standard definitions of Lebesgue and Sobolev spaces. Additionally, we define the space
for all ϕ ∈ L 2 (0, T ;H H H curl ), and the energy inequality
The initial values are attained in a weak sense, i.e., from the regularity assumption we infer z ∈ C ([0, T ]; L ∞ ) and A A A ∈ C w ([0, T ];H H H curl ).
Theorem 7.
Let Ω be of class C 2 and let Assumption 2 be fulfilled. To every θ 0 ∈ L 1 (Ω) with ess inf x x x∈Ω θ 0 > 0 and log θ 0 ∈ L 1 (Ω), A A A 0 ∈ H H H curl , z 0 ∈ L ∞ (Ω), and J J J s ∈ L 2 (0, T ; L 2 (Σ)), there exists a global weak solution to (1.7) in the sense of Definition 5.
Remark 8. If we assume in addition that ψ θ θ z exists and is bounded by
then we infer in addition that
In the case, that Assumption 2 as well as (1.14) holds and additionally µ is constant, i.e., ∂ z µ ≡ 0, we could even show that the weak formulation of the energy balance,
holds for all ζ ∈ W 1,5/2 (0, T ; L 5/2 (Ω)) ∩ L 4 (0, T ;W 1,4 (Ω)) ∩ L ∞ (0, T ; L ∞ (Ω)) (compare to [13] ). [19] ).
Preliminaries
In this section, we present the energy equality and bounds of the inner energy and the entropy of the system.
Energy equality
The energy inequality corresponds to the physical principle of energy conservation and is an important feature of the system providing a priori estimates. In the following, we proof it formally.
Lemma 13. Let (θ , z,A A A) a sufficiently smooth solution to (1.7). Then the energy inequality holds
, where e is given by e = ψ − θ ψ θ . 
For the heat-flux, we observe due to the Neumann boundary conditions that
Additionally, we observe that
which implies the assertion. Proof. The derivative of e with respect to θ is given by −θ ψ θ θ and controlled from below and above due to Assumption (1.9). Writing e(θ , z) = e(0, z) + θ 0 ∂ θ e(r, z) d r = e(0, z) + θ 0 (−rψ θ θ (r, z)) d r ≥ e(0, z) + cθ (≤ e(0, z) +Cθ ) .
The good control on the derivative of θ → e(θ , z) allows to deduce the existence and regularity of an inverse function with the inverse function theorem.
The same arguments as for the function e show that
which provides the second set of assertions of the lemma. Finally, we observe with the concavity of ψ (see (1.9) )
Existence
In this section, we prove the existence result of Theorem 7.
Existence of solutions to the approximate system
Following a standard approach, we discretize and regularize the state equations in order to find a solution to this approximate system. We use a Galerkin approximation scheme for Maxwell's equation, the energy balance and the phase equation are regularized appropriately. The standard procedure executed in the sequel of this section consists of proving the local existence of solutions to the approximate problem via Schauder's fixed point argument, deducing a priori estimates for the system, assuring the existence of global solutions to the approximate system, and extracting a converging subsequence, which allows to go to the limit in the approximate system and attain weak entropy solution in the limit. Consider the following system, which is discretized in Maxwell's equation and regularized in the energy balance as well as the phase equation. The system is given by
for all w w w ∈ Y n , where κ ε (θ , z) = κ ε (r, z) + εr 2 . By θ ε 0 and z ε 0 , we denote suitable regularizations of θ 0 and z 0 , respectively. Both equations are equipped with Neumann boundary conditions, i.e., n n n · κ ε (θ , z)∇θ = 0 , n n n · ∇z = 0 on ∂ Ω .
The functions ψ ε , κ ε , σ ε , and τ ε are suitable regularizations of ψ, κ, σ , and τ, respectively. This regularizations are chosen in a way that
2)
respectively and such that the Assumption (2) are fulfilled independently of ε. Everywhere in D/(Ω ∩ Σ), where σ is vanishing, we set σ ε := ε.
The spaces {Y n } are suitable Galerkin spaces with Y n ⊂ Y n+1 ⊂ . . . ⊂ H H H curl and P n defines the L 2 -orthonormal projection onto Y n . For example this spaces can be chosen to be spanned by eigenfunctions of the operator ∇× ∇× equipped with tangential Dirichlet boundary conditions (n n n × A A A = 0, i.e., on H H H curl ), since this is the inverse operator of a self-adjoint compact operator (see [6, Section 4.5] or [1] for regularity results concerning this operator).
We introduce the additional term εθ p to the heat-conductivity to infer additional regularity for the approximate system. The last term on the right-hand side of (2.1a) assures that the solution to the approximate system remains bounded away from zero. The regularization in equation (2.1c) is added to retain more regularity on the approximate level, and the last term on the right-hand side of (2.1a) is introduced in order to be able to handle the influence of the regularization in (2.1c) in the entropy production rate (1.13b). We remark that the δ -regularization is only needed due to the z-dependence in κ. For ∂ z κ ≡ 0, we could chose (2.1) with δ = 0 as approximate system and thus, the limit in the δ -regularization could be omitted and the proof would simplify considerably.
We collect different tools needed for the existence proof. During this step, we omit the regularization parameter ε for the readability. First, we focus on Maxwell's and the phase equation.
Proposition 15.
Let Ω be of class C 2 and z ε 0 ∈ C 2 (Ω). Furthermore, let θ ∈ C (Ω × [0, T ]). Then there exists a unique solution z ∈ C ([0, T ]; C 2 (Ω)) ∩ C 1 ([0, T ]; C (Ω)) of (2.1c).
Proof. This result is an consequence of the fact that the fundamental solution associated to the heat equations forms a strongly continuous semi group on the continuous functions. The additional regularity can be read from the Duhamel formula and the regularity of the data. See for instance Taylor 
Proof. Following the standard approach of a Galerkin discretization, we can express the equation (2.1b) as a system of ordinary differential equations. It is standard to prove the existence locally in time of solutions to the approximate problem in the sense of Caratheéodory, i.e., of solutions that are absolutely continuous with respect to time (see, e.g., [11, Chapter I, Thm. 5.2]).
In the following, we collect different results for the approximate energy balance. These are very similar to the ones in [10, Sec. 3.4.2], but generalized to the current case (especially the z-dependence in of the heat conduction κ). First, a criterion is given, which allows to show the positivity and boundedness of θ and thus, to test with 1/θ on the approximate level.
, assume that θ and θ are sub and super solutions of (2.1a), i.e., for θ and θ (2.1a) holds with = replaced by ≤ and ≥,
as well as
Proof. This Lemma is a simple adaptation of [10, Lemma 3.2] to the considered case. An additional difficulty is that κ depends on z. We can multiply the approximate energy equation with sign + (θ − θ ), where sign + (y) = 0 if y ≤ 0 and sign + (y) = 1 if y > 0. Since e(·, z) and · 0κ (r) d r are monotonic functions, we may infer
We observe that for |y| + := max{y, 0} it holds |y| + = y sign + (y) , ∂ t |y| + = ∂ t y sign + (y) , ∇|y| + = ∇y sign + (y) a.e. in Ω × (0, T ) .
Additionally, the monotonicity of θ → −1/θ 2 implies ε 1/θ 2 − 1/θ 2 sign + (θ − θ ) ≤ 0. Since, σ and τ are Lipschitz continuous and ∂ t A A A as well as ∆z are bounded, we infer that
Integrating over Ω, implies that
Via a suitable approximation of the sign + function and an integration-by-parts, we may observe in the limit of the
. This can be shown by approximating the sign + -function appropriately and applying an integration-by-parts on the approximate lemma, estimate, and go to the limit afterwards. Gronwall's lemma implies with the monotonicity of e in θ the assertion.
) be given and let θ ε 0 ∈ C 2 (Ω). Then there exists a unique strong solution θ ∈ C 0,α (Ω × [0, T ]) for an α > 0 to equation (2.1a) satisfying the estimate
where g is bounded function on bounded sets andκ(θ , z) = θ 0 κ(r, z) d r.
Proof. In a first step, we observe that a solution θ to (2.1a) is unique due to Lemma 17. Additionally, we observe that a constant function is a subsolution to (2.1a) as soon as
Since all terms on the right-hand side are bounded, for bounded θ , we can find a small enough constant θ > 0 such that the above inequality is fulfilled.
Reformulating equation (2.1a) for a spatially constant function, we observe that θ is a supersolution to (2.1a), if
Due to the assumptions, the right-hand side of the previous inequality is bounded from below by −c(θ + 1). We may infer that θ (t) = (sup x x x∈Ω θ ε 0 (x x x) + 1)e ct is a super solution to (2.1a). We conclude that a solution θ to (2.1a) is essentially bounded, i.e., θ ∈ L ∞ (0, T ;
We are going to prove the estimates. The existence is then a routine matter of finding a suitable regularization or discretization and passing to the limit (see [10, Sec. 3.4.3] ). First, we observe that ∂ t e(θ ,
Due to the regularity of A A A and z as well as the growth conditions (1.9), the right-hand side can be estimated by c(|θ | 2 + 1). Integrating in time, Using again (1.9) to estimate the left hand side from below and applying Gronwall's estimate, we may infer
The right-hand side can be further estimated. Therefore, we exploit (1.9),
where all terms depending on ∂ t θ were estimated by Young's inequality such that all contributions of ∂ t θ can be absorbed in the left-hand side. Further on, we estimate
In view of the estimate (2.4), the last term on the right hand side is bounded. Note that κ(θ , z) ≤ c(θ 2 + 1) and ∂ z κ ≤ C. Note that the derivatives of κ can be assumed to be bounded due to the regularization in this stage.
Combining the last two estimates together with the regularity of A A A and z as well as the growth conditions (1.9), we can apply Gronwall's lemma to observe
Comparison in equation (2.1a) allows to infer the last bound on ∇·(κ(θ , z)∇θ ) L 2 (L 2 ) . We can reformulate the equation as a parabolic equation for e. Indeed, observing that ∇θ
where κ * is given by κ * (e, z) = κ(ê(e, z), z)/(−ê(e, z)∂ θ θ ψ(ê(e, z), z) (see Lemma 14 for the definition ofê). Due to the L ∞ -bound on θ and Lemma 14, we observe that e is bounded, i.e., e ∈ L ∞ (Ω × (0, T )), a standard regularity result for parabolic quasilinear partial differential equations (see [28, Corollary 4 
. Since the inverse mapping (e, z) → θ is even a C 1 -mapping (see Lemma 14) , we find that also θ ∈ C 0,α (Ω × [0, T ]).
In the following, we argue by Schauder's fixed point theorem that there exists at least locally a solution to the regularized discretized system (2.1). The proof is similar to the one in [15, Section 4.1], but on the space of continuous functions.
Proposition 19.
There exists a solution to the system (2.1) on [0, T n ] for a fixed T n .
Proof. Consider a small enough fixed T n ∈ (0, T ] (which will be specified later) and a fixed big enough constant R > 2 sup x x x∈Ω θ ε 0 and introduce the space 
for small enough t. Schauder's fixed point theorem grants that S admits at least one solution.
In order to extend the solution to the whole time interval [0, T ], we need to prove suitable global a priori estimates. This is done in the next section.
A priori estimates independent of first regularization
In the first step we derive a priori estimates independent of δ . To remain the lucidity, we omit the dependence of the solutions on the regularization and discretization parameter δ , n, and ε in this step.
Note that in this step, the space of the Galerkin discretization of the Maxwell equation remains the same, i.e., n is fixed. In this case (2.1b) is just a linear ordinary differential equations in R n for A A A. Since µ and σ are bounded independently of z and θ , respectively, we may infer that
Mimicking the energy estimate of the system, we test equation (2.1a) with 1, (2.1b) with ∂ t A A A and add them up, From the definition of the energy function e and (2.1c), we observe
Testing now equations (2.1a) with −1/θ and integrating-by-parts, we may infer
Testing (2.1c) with ∂ t z, integrating by parts and estimating by Young's inequality implies
Taking the gradient with respect to the spatial variables in (2.1c) implies
such that testing with ∇z, we find with Gronwall's estimate and Assumption (2) that
Choosing now a constant γ big enough, we multiply (2.6) by γ add (2.7), add additionally (2.9) multiplied by 1/γ and integrate in time. Then every term on the right-hand side of the resulting equation has to be controlled by a term on the left-hand side. All terms on right-hand side of (2.6) depending on ∂ t A A A are bounded due to (2.12), (2.9), and (2.5). We remark that all norms of ∂ t A A A are equivalent in this stadium of the Galerkin approximation. The first term on the right-hand side of (2.6) can be absorbed on the left-hand side of (2.7) by
Young's inequality εθ −2 ≤ εθ −3 /(2γ) + εC.
Young's inequality allows to estimate the right-hand side of (2.7) and absorb both terms in the left hand side of the same equation. Note that δ 2 ≤ δ 3/2 for δ ∈ [0, 1]. The second term on the right-hand side of (2.9) may be absorbed on the left-hand side of (2.7) for γ big enough. As a last point, we observe that due to Lemma 14 ψ θ (θ , z) ≥ −c(log θ + 1) ≥ −c(θ + 1) (for θ ≤ 1, it holds − log θ ≥ 0), which may be absorbed (again due to Lemma 14) by the first term on the left-hand side of (2.6) due to the internal energy for γ big enough.
Finally, the second term on the right-hand side of (2.6) can be estimated by the second term on the left-hand side of (2.9) for δ small enough.
We may observe from the left-hand side of (2.6) e(θ , z) L ∞ (L 1 ) ≤ c (2.10) such that due to Lemma 14, we conclude
From the left-hand side of (2.7), we infer the estimates
From Lemma 14 and the regularizing term in κ ε , we may infer that
Note that the estimate of ∇θ depends on ε in this step. In Section 2.6 we succeed to deduce a similar estimate independent of ε.
From the internal energy balance, we observe by comparison since |∂ t A A A| 2 is bounded in L 1 that
The chain rule implies
such that we can estimate, using the properties of the free energy ψ (see (1.9)),
From the entropy estimate (2.12), we find that {1/θ δ } is bounded in L 3 (Ω × (0, T )) and from (2.11) {θ } is bounded in L ∞ (0, T ; L 1 (Ω)). Together with Lemma 14, we find that {ψ θ (θ δ , z δ )} is bounded in any L p (Ω × (0, T )) for p ∈ (1, ∞).
Convergence for vanishing first regularization
By standard arguments, we infer the following weak * convergences θ δ θ in L 2 (0, T ;W 1,2 (Ω)) , 15) e δ e in L 2 (0, T ;W 1,2 (Ω)) , (2.16) log θ δ η in L 2 (0, T ; H 1 (Ω)) , (2.17) ∂ t e δ * ∂ t e in M ([0, T ];W −1,q (Ω)) , (2.18) log θ δ * η in L ∞ (0, T ; M (Ω)) .
(2.19)
The Lions-Aubin lemma (see [24, Cor. 7.9] or [12, Thm. 3.22] ) grants that z δ → z in L 2 (0, T ; L 2 (Ω)) , (2.20) A A A δ →A A A in L 2 (0, T ; R n ) , (2.21) e δ → e in L 2 (0, T ; L 2 (Ω)) .
(2.22)
To infer the strong convergence of θ δ , we observe that the mapping θ → e(θ , z) = ψ(θ , z) − θ ψ θ (θ , z) has a continuous bounded inverse (see Lemma 14) . Due to (2.22), we can extract a subsequence that converges a.e.
in Ω × (0, T ) and a dominating function in L 2 (0, T ; L 2 (Ω)) to the sequence {e δ } (see [3, Theorem 4.9] ). With Lemma 14, we can find a dominating function for the sequence {θ δ }. We may express θ δ =ê(e δ , z δ ) (see Lemma 14 for the definition ofê) such that the point-wise strong convergence of the temperatures follows from the continuity of the inverse functionê. The dominating function, Lemma 14, together with Lebesgue's theorem on dominated convergence implies θ δ =ê(e δ , z δ ) →ê(e, z) = θ in L 2 (0, T ; L 2 (Ω)) .
(2.23)
The continuity of the logarithm and ψ θ allows to identify log θ δ → log θ and ψ θ (θ δ , z δ ) → ψ θ (θ , z) in L 2 (0, T ; L 2 (Ω)) .
(2.24)
Together, we may infer different weak convergences
where we were able to identify the nonlinear limits due to the strong convergences (2.20) and (2.23).
Testing now (2.1a) with −ϑ /θ δ , where ϑ ∈ C ∞ (Ω × [0, T ]) with ϑ ≥ 0, we observe that the regularized version of the entropy inequality holds.
The last δ -dependent term δ 3/2 τ(θ δ )|∆z δ | 2 /θ δ may be estimated from below by zero. For the remaining terms in the first line of (2.26) except the first one, converge due to the weak-lower semi-continuity of convex functions (cf. [10, Thm. 10.20] or [17] ).
To go to the limit in the entropy term ψ θ in the first line of (2.54), we first observe that { √ θ δ } converges strongly in L 1 (Ω × (0, T )) (this follows from Vitali's theorem due to the point-wise strong convergence and weak-compactness in L 1 (Ω × (0, T )) (see [29] and [23, Thm. 1.4.5])) such that we may find a dominating function h ∈ L 1 (Ω × (0, T )) of this sequence [3, Thm. 4.2] . With Lemma (14), we may bound the entropy from below by
Due to the almost everywhere convergence, we may go to the limit in ψ θ (θ δ (t), z δ (t)) by Fatou's lemma (see [8] ). Since ψ θ (θ δ (t), z δ (t)) + ch(t) is a positive function, we observe
) dx x x a.e. in (0, T ) .
In the limit δ → 0, we observe that the regularized version of the entropy inequality holds,
for a. e. t ∈ (0, T ). The boundedness due to (2.12) shows that we can find a measure ν ∈ M (Ω × (0, T ))
The convergences (2.15) and (2.21) allow to go to the limit in the Galerkin approximation of Maxwell's equation
for all w w w ∈ L 2 (0, T ;Y n ). Testing now (2.1b) for the limit A A A subtracted from (2.1b) for A A A δ with (∂ t A A A δ − ∂ t A A A), we observe strong convergence of the time derivative in L 2 , i.e.,
Due to (2.15), (2.23), and (2.21) and the equivalence of the norms on the discrete space Y n , the right-hand side converges. From (2.9), we also find
Such that going to the limit in (2.1a) (in the weak formulation) implies the equality
for all ζ ∈ C ∞ c (Ω × (0, T )). Note that 1/θ 2 δ → 1/θ 2 in L 1 by Vitali's theorem (cf. [29] ) since the sequence is relatively weakly compact [23, 1.4.5] (see (2.12) ) and θ δ converges strongly point wise in Ω × (0, T ) (see (2.23) ).
Due to (2.9), we infer
Such that the limit of (2.1c) as δ → 0 is given by
The solution (θ nε , z nε ,A A A nε ) fulfills in this step the system (2.26)-(2.31).
A priori estimates independent of Galerkin approximation and second regularization
First, we have to perform the limit procedure in n, the index of the Galerkin discretization, and then in ε, the regularization parameter. Since both limit procedures are very similar, we perform the essential estimates and convergence arguments only ones. The difference to the previous step is, that we have now the L ∞ -estimate of the time derivative of z at our disposal, i.e., comparison in (2.31) grants that (compare to [16, Lemma 2.5])
(2.32) From (2.9), we deduce that the δ -independent term on the left-hand side remain bounded in n and ε, i.e., z L ∞ (W 1,2 (Ω) ≤ c. We note that the estimate (2.12) remains true, i.e., is independent of n and ε.
Testing Maxwell's equation with ∂ t A A A gives
Note that ∂ t µ = 0 on D/Ω. Young's and Gronwall's inequality implies
where the right-hand side is bounded due to the boundedness of µ and (2.32). From the left-hand side we infer due to the boundedness from below of σ on Ω ∩ Σ that ∂ t A A A L 2 (0,T ;L 2 (Ω∩Σ)) ≤ c.
Form the energy estimate (2.6), we get (since δ = 0)
(2.34) Multiplying by big enough constant γ and adding the inequality (2.27), we observe the boundedness of the righthand side in a similar way as on page 14 by absorbing the last term on the right-hand side of (2.34) into the left hand side of (2.27). This implies together with (2.32) and (2.33) that
Additionally, the estimates of (2.12) remain true (despite the last δ -term).
We observe by comparison in the entropy production rate (2.28) that
Using again the chain rule, we may observe that (compare to Lemma 14) ∇ψ θ (θ , z) = −θ ψ θ θ (θ , z)(−∇ log θ ) + ψ θ z (θ , z)∇z .
With (1.9), (2.12), and (2.9), we conclude ∇ψ θ (θ , z) L 2 (L 2 ) ≤ c .
Convergence of the approximate system
By standard arguments, we infer the following weak * convergences z ε * z in W 1,∞ (0, T ; L ∞ (Ω)) ∩ L ∞ (0, T ;W 1,2 (Ω)) ,
(2.42)
The Lions-Aubin lemma (see [24, Cor. 7.9] or [12, Thm. 3.22] ) grants that
To infer the strong convergence of log θ ε , we observe that the mapping log θ → ∂ θ ψ(θ , z) has a continuous bounded inverse (see Lemma 14) . Due to (2.45), we can extract a subsequence that converges a.e. in Ω × (0, T ) and a dominating function in L 2 (0, T ; L 2 (Ω)) to the sequence {s ε } with s ε := ∂ θ ψ(θ ε , z ε ) (see [3, Theorem 4.9] ). With Lemma 14, we may find a dominating function for the sequence {log θ ε }. Expressing log θ ε via log θ ε =ŝ(s ε , z ε ) (see Lemma 14 for the definition ofŝ), the point-wise strong convergence of the logarithm of the temperatures follows from the continuity of the inverse functionŝ, the dominating function of {s ε } together with Lebesgue's theorem on dominated convergence implies log θ ε =ŝ(s ε , z ε ) →ŝ(s, z) = log θ in L 2 (0, T ; L 2 (Ω)) (2.46) where θ is basically defined as the point-wise exponential of the limit.
The continuity of ψ θ allows to identify ψ θ (θ ε , z ε ) = ψ θ (e log θ ε , z ε ) → ψ θ (θ , z) in L 2 (0, T ; L 2 (Ω)) .
(2.47) Together, we may infer different weak convergences 
In the end, the positivity and continuity of the exponential function allows to conclude by Fatou's lemma:
Additionally, due to the positivity of e and writing e(θ ε , z ε ) = e(exp(log θ ε ), z ε ), we find from the a.e. convergence of log θ ε and Fatou's lemma (see Lemma 14) that
for a. e. t ∈ (0, T ).
To be able to pass to the limit in the energy inequality (1.13e), we need to deduce strong convergence for ∇×A A A n , since the sign of ∂ z µ(z)∂ t z is not known. Note that we already established that the weak formulation of Maxwell's equation holds, i.e., (1.13c). Therefore, it is possible to subtract (1.13c) from (2.1b). Since it is only possible to test this difference with appropriate test functions belonging to the discrete Galerkin space, we test with the difference A A A n − P n A A A. This gives
Some rearrangements provide the inequality:
Due to (2.43), (2.46), (2.44), and (2.37), the right-hand side of the previous equality converges to zero (note that
Similarly, without inserting the projection, we find the strong convergences as ε → 0. From this, we may also infer some point-wise strong convergence and again, by Fatou's Lemma (see Lemma 14, we find
In order to prove the energy inequality, we find with the last bound in (2.12) that
which proves that the second term on right-hand side of (2.34) vanishes as ε → 0. Integrating equation (2.34) in time, we find
With the bound (2.12), we find that
where we used Hölder's inequality in the first line, Gagliardo-Nirenberg's inequality in the second estimate and just a rearrangement in the last one. Since the term in the brackets on the right-hand side of the previous estimate is bounded due to (2.12), the right-hand side vanishes as ε → 0. Now we can conclude for the entropy inequality: Testing equations (2.1a) with −ϑ /θ with a positive function ϑ ≥ 0,
. Due to (2.53), the last term in the second line of (2.54) vanishes as ε → 0 the other two terms in the second line of (2.54) can be estimated from below by zero. The convergences (2.48) and the weak-lower semi-continuity of convex functions (cf. [10, Thm. 10.20] or [17] ) allows to go to the limit in the first line of (2.54) with exception of the first term in that line. For the term on the right-hand side of (2.54), we observe strong convergence from (2.46). Going to the limit in the entropy term ψ θ in the first line of (2.54) in done in the same way as in the delta limit on page 16.
Finally, we conclude that the limit fulfills the entropy inequality (1.13b) and additionally, it fulfills the measurevalued formulation (2.28) with ε = 0.
The weak convergences (2.37) and the strong convergences (2.59) and (2.43) as well as the assumptions on σ and µ allows to go to the limit in (2.1b) and attain the weak formulation (1.13c). Note that during the last step, as ε tends to zero, we simultaneously go to the limit in the regularization (denoted by ε in (2.1)). Since these regularization converge in C , the strong convergences (2.43) and (2.59) allows to identify the limits appropriately.
Additional estimates in the case of more regularity of the free energy
In this section, we prove the assertion of Remark 8. In an additional estimate, we want to test the energy equation with the a function −θ α−1 for a α ∈ (1/2, 1).
r α ψ θ ,θ ,z (r, z) d r∂ t z and C α (θ , z) ≤ c(θ α + 1) ≤ c(θ + 1) is bounded by (2.35) . Note that C α is positive due to the concavity of ψ in the argument θ . We observe for the energy equation tested with −θ α−1 that
(2.55)
To observe that the right-hand side is bounded by c+c T 0 Ω θ α/2 p dx x x d t, (2.32) is again essential. Additionally,
Such that p in (2.55) is given by p < 2(α + 2/3)/α = 2 + 4/(3α) (cf. (1.14) ). The Gagliardo-Nirenberg inequality implies θ α/2 p L L L p (Ω×(0,T )) ≤ c( ∇θ α/2 β L 2 (Ω×(0,T )) + θ α/2 β L 2/α (Ω×(0,T )) ) θ α/2 p−β L 2/α (Ω×(0,T )) for 1/p = β /6p + (1 − β /p)α/2 such that β = 3(pα − 2)/(3α − 1) and for p < 2 + 4/(3α) we find that β < 2. Young's inequality implies C θ α/2 p L p (Ω×(0,T )) ≤ 2(1 − α) α 2 ∇θ α/2 2 L 2 (Ω×(0,T )) +C θ α/2 q L 2/α (Ω×(0,T )) , where q is chosen accordingly. We infer that the gradient term can be absorbed in the left-hand side of the inequality (2.55). Note that θ α/2 2/α L 2/α = θ L 1 , which is already bounded due to the energy estimate and θ L 1 ≤ c e L 1 (compare with Lemma 14) . Together, we find
Note that these estimates are now independent of ε.
First, we observe that θ α/2 ∈ L 2 (0, T ; L 6 (Ω)) ∩ L ∞ (0, T ; L 2/α (Ω)), which implies by an interpolation inequality that θ α/2 ∈ L 2(2+3α)/3α (Ω × (0, T )) and thus θ ∈ L p (Ω × (0, T )) for all p ∈ [1, 5/3) .
To get an estimate for ∇θ itself, we use a calculation similar to [2, 25, 9] . We recall a version of the Gagliardo- For q such that 1 ≤ q < 4/3, there exists an α ∈ (1/2, 1) such that (2 − α)/(2 − q) = 3/2. We may conclude
.
The first of the above inequalities is due to Hölder's inequality, the equality is just the identification of the norm an the equality (2 − α)q/(2 − q) = 3q/2. The second inequality follows from Gagliardo-Nirenberg's inequality (2.56) and the last one due to Young's inequality c(a · b) ≤ (1/2)a 2/(2−q) + 1 2 (cb) 2/q . We observe that the first term on the right-hand side of the last inequality can be absorbed in the left-hand side such that
Concerning the limit in n, we observe by comparison in (2.30) with |∂ t A A A| 2 being bounded in L 1 that
(2.57)
Since we are not able to establish strong convergence for {∂ t A A A n } as n → 0 (unless ∂ z µ ≡ 0), (2.30 ) cease to hold in the limit. It only holds that there exists a measure ξ ε ∈ M + (Ω × (0, T ) such that
for all ζ ∈ C ∞ c (Ω × (0, T )) with ζ ≥ 0. From (2.58), we observe that (2.57) also holds independently of ε.
such that we can estimate due to the properties of the free energy ψ (see (1.9))
Weak-strong uniqueness
This section is devoted to the proof of Theorem 11.
Relative energy and associated estimates
To abbreviate, we introduce the vectors u u u andũ u u by u u u = (θ , z, ∇×A A A T ) T andũ u u = (θ ,z, ∇×Ã A A T ) T . The relative energy is defined by Proof. We recall the assumptions (1.9) and (1.11) . Sorting the convex and concave parts yields
3)
The first line of the right-hand side of the forgoing equality is non-negative due to the convexity of z → ψ(θ , z) for everyθ ∈ (0, ∞). The first line of (3.3) can be transformed using Taylor's formula (cf. Assumption 2).
With the bound (1.9), we observe
Note that the right-hand side of the previous estimate is positive, indeed due to the convexity of the exponential function, we may infer 
The last line in (3. 3) is also positive on Ω since the mapping (z,B B B ) → |B B B| 2 /(2µ(z)) is convex. Indeed, due to the regularity of µ (see (1.11)), we may compute its second derivative. Defining g(z,B B B) = |B B B| 2 /(2µ(z)), we find
Concerning the positive definiteness of this matrix, we observe
where we used Young's inequality and the assumption −(µ 2 (z)) ≥ 0 for all z ∈ R. The last line in (3.3) can be interpreted with Taylor's formula as
The estimate (3.5) implies the last bound, i.e., Proof. Using the properties of the exponential function, we may rewrite the right-hand side of (3.6)
x − y − y(log x − log y) = exp(log x) − exp(log y) − exp(log y)(log x − log y) . The inequality in the above equality chain follows from the fact that the term under the integral is positive, therefore, half of the integral can be dropped to estimate the term from below. On the lower half, (1 − s) can be estimated from below by 1/2. Afterwards, the integral can be calculated explicitly.
Let now g ∈ C 1 (R + , R) be either the exponential or the square root function. We observe again with the fundamental theorem of calculus that
Relative energy inequality
In the following, we execute the proof of Proposition 21 and therewith, Theorem 11. The energy inequality (1.13e) (see Definition 5) grants (3.9) and the energy equality for the regular solution (see Definition 10)
(3.10)
The entropy inequality (1.13b) with ϑ =θ , implies that
In the following, we use equation (1.7a) for the regular solution several times. We find similar to the entropy production rate by testing equation
Note that the entropy production rate holds as an equality for the regular solution. Integrating equation (1.7a) or testing the entropy production rate (1.13b) for the regular solution byθ , we may infer
Combining the previous three equations implies
We turn to the two weak formulations for the Maxwell equation and the phase variable. The fundamental theorem of calculus provides in the domain Ω that
where the formula first only holds for more regular functions, but may be extended via standard density arguments. A rearrangement implies
In the following, we would like to test (1.7b) for the strong solution by ∂ t A A A − ∂ tÃ A A. But on the domain D/(Ω ∩ Σ) the function ∂ t A A A may not exists in L 2 -sense, but only in the weak sense. Integrating by parts in time on the domain D/Ω, we find the equality
first for all suitable test functions, which is then chosen to be A A A −Ã A A in the above equality. Similar, we subtract from equation ( Notice that there are some terms occuring twice with different signs such that they will vanish, when the results are combined afterwards. The term in the second line of (3.16) corresponds to the term in the last line of (3.1) on D/Ω. The term on the left-hand side of the last line of (3.16) corresponds to the second term in the last line of (3.17), and the right-hand side of (3.16) corresponds to the right-hand sides of the energy inequality (3.9) and the energy equality (3.10). The sum of the second term on the left-hand side of (3.16) and the first term on the right-hand side of (3.15) vanishes. The second term on the right-hand side of (3.17) together with the first term in the fourth line of (3.15) vanish.
With respect to the phase equation, we find with the fundamental theorem of calculus that For the last two lines of (3.18), we find
The remaining part of the proof consists of handling the dissipative terms on the left-hand side of (3.18) appropriately and estimate the remaining terms appearing on the right-hand side of (3.18) in terms of E and W .
can be estimated by E . Lemma 24 also helps to estimate line six on the right-hand side of (3.20) . Due to Proposition 22 as well as the definition of the relative energy (3.1), line seven to ten are bounded by the relative energy. For the last three lines, the regularity of µ implies that Taylor's formula can be applied to log µ, which gives log µ(z) − log µ(z) = We observe that all terms in the last three lines of (3.20) can be estimated using young's inequality. It remains to estimate the term |∂ t z − ∂ tz | 2 . Therefore, the phase equation is used (1.13d).
For the second term on the right-hand side, we immediately find
