Introduction
When we specify a coordinate system (as determined by the nature of the reservoir problem) for flow equations such as those in Eqs. 4.44-4.46, we obtain sets of partial differential equations coupled through auxiliary rela tionships to achieve a well-determined system. Generally these equations are too complex to be solved analytically. Indeed, only in the idealized cases of single-phase flow can analytic solutions be obtained. As a conse quence, one must resort to approximate methods of solution. The most cornmon approach is to apply finite difference techniques. Briefly, this in volves superimposing a grid on the region of interest, expressing the partial derivatives in terms of algebraic approximations, and solving the resulting set of algebraic equations. If u represents the exact solution, and v the approximate solution, then one hopes that by making the grid spacings sufficiently small, v will be a satisfactory approximation to u at every grid point.
,
We begin our discussion by first developing finite difference approxima tions to partial derivatives using Taylor polynomials for functions of class Ck(see Appendix A.2) . This enables us to readily determine the local trunca tion error. Furthermore, this approach also applies to functions that are not analytic or regular, i.e., functions of class COD. We follow this by consider ing a simple single-phase flow problem in a I-D cartesian coordinate system to illustrate several methods for solving the algebraic problem. Finally, some attention is devoted to the problems of stability and convergence.
Finite Differences
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Suppose we have a function [tx) of class Ck defined on an interval (a.b) where (a,b) belongs to the set S of real numbers. Then :2)\' (5.4) at the point We emphasize that Eq. 5.5 is an approximation, hence the use of the symbol =. However, subsequently, we employ the symbol =, and recognize the finite difference representation as an approximation. The process by which we arrived at Eq. 5.5 is called discretization; i.e ., while the left-hand side is a continuous function for all X o E (a.b), the right-hand side is evaluated at discrete points in (a,b) , namely, X o -S», X o and X o + ~x for a given choice of X o · To simplify the notation, suppress the arguments of f and employ an index i to refer to the point at Xo. i + 1 for the point ahead, and i -I for the point behind as depicted below:
Thus, Eq. 5.5 can be represented as (5.6) If the region of interest is 2-D on which we define a function f(x,y) , then we employ a double index (i,}) to refer to some point in the region.
Thus, the coordinates (x,y) are given by x = i~x and y = j~y for equally spaced grids. We then have (5.7) (5.8)
Similarly for 3-D regions, we carry a set of triple indices (i,j,k) to refer to a grid point. For discretization of a function dependent on space and time, e.g., f(x,y,t), let t = nts t and write (5.9) Note, the superscript on f does not represent a power but rather a time level.
For first order derivatives, we let k = 2 in Eq. Thus we get
on which we impose the auxiliary conditions (after Smith').
(1) u=O,x=O,t>O
In Eq. 5.16, (1) and (2) that y = 1.0, wild oscillations appear after a few time steps which are not dampened with time. This is referred to as the instability problem and is obviously dependent on the value of y. We shall see later that the explicit formulation requires that 0 ~ y ~ ¥2 to achieve a stable, convergent solution.
The truncation error in Eq. 5.18 is O(Ax2 + At). To see the effects of this, compare the numerical solution to results obtained from the analytical solution given by
The two tables below are for the points x = 0.3 and x = 0.5, respectively when y = 0.1. The error is the difference between the solutions expressed as a percentage of the analytical solution. The error in the tables is actually a combination of truncation error and round-off error. The latter results because the computational procedure is not capable of producing the exact solution to the difference equations.
To do so would require the computer to retain an infinite number of digits. The error in Table 5 .2 is greatest at early time because the first derivative of the initial condition is discontinuous at x = 0.5. On the other hand, at x = 0.3, the early time _effect is absent since the initial condition is a smooth function there. At later times in both cases, the error appears to stabilize at about 1.2 o/c.
Crank-Nicolson Method"
The following difference operators are defined as:
Thus the explicit formulation can be represented as After expanding and rearranging Eq. 5.21 we get
The computational star for Eq. 5.22 is depicted below:
Since a single value of the dependent variable cannot be computed explicitly at n + 1, this is an implicit method. Eq. 5.22 generates a set of N -1 algebraic equations that can be expressed in matrix form as Au=d (5.23) .
.
. . , N matrix. Eq. 5.21 is readily solved by Gaussian elimination using an algorithm, described in section 5.3.3 that excludes operations on zero elements.
Thomas' Algorithm"
The procedure involves successively eliminating the unknowns, Ur say, from the (r + l)st equations by appropriate algebraic manipulations (where r = 1, 2, ... , N -2). In so doing the system is actually transformed to an equivalent problem where the matrix is unit upper triangular as discussed in chapter 2. Such a system is easily solved by back-substitution for !Jr., 
Stability Analysis
"
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We can examine the stability of a finite difference approximation by one of two methods; (a) a matrix method which requires the eigenvectors of the matrix; (b) a method that relies upon Fourier analysis (the von Neumann method"). We consider the matrix method first for the explicit formulation given in Eq. 5.18. Expanding,
(1 -2')') u;
. ::.. . :
(5.29)
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Thus we have
In general, we write u n= Anuowhere the superscript on A denotes a power and not time discretization (see Appendix A.6.3). Now suppose at time level zero, an error is introduced such that instead of u 0, the exact initial condition, we use u s. Then u~ = An u s. The error vector at time level n is defined by
where eO is an N -1 vector and can be considered an element of an N -1 dimensional vector space. Then, A is a matrix of a linear transformation on that vector space. Consequently, if we can find N -1 linearly indepen--~_ dent eigenvectors of A that span the space, they will constitute a basis, .. and we can express eO as a linear combination of them. In view of the ii~ theorems given in Appendix A.6.2, such a basis can be found . Let (Vj) be the basis derived from A and let (at) be a corresponding set of scalars, i = 1, 2, ... , N -1. ;ii Finite Difference Approximations 71
where A is an eigenvalue of A. Eq. 
The corresponding eigenvectors are
For stability and convergence we require that p(A) ::; 1, i.e. 
An error with finite norm in the N -1 dimensional vector space for a problem of the form Au n = U n+1 can be shown to satisfy Dirichlet's conditions." Let E; be the spatial error at some point i; thus, where €dk) = e For our purposes, we examine only one component €i in Eq. 5.33 rather than e. The error component of the space-time contin uum must be such that it reduces to €i at t = O. Consequently, we write . ~ Applying the von Neumann criterion, we find once again that y required for stability. 
Stability Analysis of the Crank-Nicolson Method
2+4 YSin
2(2N)
and for every Y > 0, IAkl < 1, k = 1, 2, .. . , N Crank-Nicolson method is unconditionally stable.
Truncation Error
1. Consequently, the Truncation or discretization error is the departure of a finite difference approximation from the solution of a partial differential equation at a grid point. It is possible to determine the local truncation error assuming the computational procedure is capable of producing exactly the solution of the finite difference equation. In practice, this assumption is never true since a computer has a fixed word-length, i.e ., the number of digits retained is fixed (usually 7 to 12 significant digits in single precision). Thus, any num ber with more significant digits than a computer can retain is approximated by a rounded value. This leads to round-offerror. Usually, some upper bound can be found for the local truncation errors for a particular discretization. On the other hand the analysis of round-off error is extremely complex and their magnitudes are not readily predictable. Here we examine only those errors related to truncation; however, the reader should be aware that round-off errors can sometimes be appreciable. Fortunately, there are steps one can take to minimize the effects of the latter which we touch on later.
If we let Ll u}r represent the partial differential equation with the deriva tives evaluated at x = i6.x, t = ntxt, and Lt.lu} its corresponding finite differ ence form, then the truncation error, 1', is defined by
We say a finite difference method converges if T -0 as 6. 
Other Considerations
In this chapter, we briefly touched on the essentials involved in approximat , i ing solutions to partial differential equations by using finite differences. We i emphasize that the results obtained are indeed approximations. How good t • they are is dependent upon the spatial and time increments we employ, t and the word length of the computing machine. Furthermore, the way we formulate the finite difference expressions determines whether or not a computational algorithm will be stable or not. In analyzing a given formula tion for stability, we most often resort to the von Neumann method because of its simplicity. However, under some circumstances, instabilities can be introduced by the initial or boundary conditions which the von Neumann technique will not detect. Short of employing the matrix technique, which may involve a tedious search for eigenvalues, one can appeal to the theorems 
is second order correct in space, and (3) is first order correct in time.
(b) Let "/ == At/Ax, ~ = the exact solution of the difference equation, Sr == the actual computer solution containing error, £t, i.e., Sr -q = Sr.Show that
(c) Assume that ftC I then show that
where Sis some saturation between Sand S. (e) What is the structure of the matrix generated by these equations? (f) Develop an algorithm to solve such matrix problems using Gaussian elimina tion. (g) What boundary condition specifications are required to get the solution · i started?
. ;
(h) Devise a scheme to combine your algorithm with the Thomas algorithm for the .first few grid blocks such that only a single condition is required on the near boundary.
., . (b) Show that Cerschgorin's theorem is inadequate for establishing unconditional stability of the Crank-Nicolson approximation (Eq. 5.22) .
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