For discrete multiple orthogonal polynomials such as the multiple Charlier polynomials, the multiple Meixner polynomials, and the multiple Hahn polynomials, we first find a lowering operator and then give a (r + 1)th order difference equation by combining the lowering operator with the raising operator. As a corollary, explicit third order difference equations for discrete multiple orthogonal polynomials are given, which was already proved by Van Assche for the multiple Charlier polynomials and the multiple Meixner polynomials.
Introduction
Let {P n (x)} be a discrete classical orthogonal polynomial system (discrete classical OPS) which is a family of polynomials such as the Charlier polynomials, the Meixner polynomials, the Kravchuk polynomials, and the Hahn polynomials. One of the most important properties of discrete classical OPS is that they satisfy a second order difference equation of the form where and are polynomials of degree 2 and 1, respectively, and n is the eigenvalue parameter. Here and ∇ are the forward and the backward difference operators defined by f (x) = f (x + 1) − f (x) and ∇f (x) = f (x) − f (x − 1).
More precisely, the orthogonalizing weights and the coefficients of the second order difference equations for discrete classical OPS are as follows (see [9, 13, 15] Here we denoted the natural number system by N and the gamma function by (x).
Let N ∈ N ∪ {∞}, r 2 be a fixed integer, and n = (n 1 , n 2 , . . . , n r ) be a multi-index with |n| = n 1 + n 2 + · · · + n r . A sequence {P n (x)} N |n|=0 of polynomials is called a discrete multiple orthogonal polynomial system (discrete multiple OPS) if there exist r discrete positive measures
where (x) is the Dirac delta function, such that
In this case, W i 's are called orthogonalizing weights of {P n (x)} N |n|=0 . The multiple orthogonal polynomials were developed in Hermite-Padé approximation in order to get a simultaneous rational approximant. See [1, 4, 7, 8, 11, 14, 18] and references therein. Recently the multiple OPS attracted many interests as an extension of ordinary orthogonal polynomials [2, 3, 6, 10, 17] .
For discrete multiple OPS some papers are published as a generalization of discrete classical OPS. We refer to [5, 12, 16] and references therein. In particular, the authors defined, introduced and treated five examples of discrete multiple OPS in [5] , whose orthogonalizing weights consist of the same family of orthogonalizing weights for discrete classical OPSs. More precisely, they set up five families of discrete multiple OPSs which are the multiple Charlier polynomials, the multiple Kravchuk polynomials, the multiple Meixner polynomials of first kind, the multiple Meixner polynomials of second kind, and the multiple Hahn polynomials. In [16] , the author found difference equations for the multiple Charlier polynomial and the multiple Meixner polynomial when r = 2. A (r + 1)th order difference equation having the multiple Kravchuk polynomial as solutions are given in [12] . More precisely, the author proved: Theorem 1.1 (Lee [12] ). The multiple Kravchuk polynomial {K
In particular, if r = 2, the multiple Kravchuk polynomial {K
In this paper, we extend the results in [12, 16] to the cases of r 2 for discrete multiple orthogonal polynomials such as the multiple Charlier polynomials, the multiple Meixner polynomials, and the multiple Hahn polynomials. More precisely, we first find a lowering operator and then give a (r+1)th order difference equation by combining the lowering operator with the raising operator. As a corollary, explicit third order difference equations for discrete multiple orthogonal polynomials are given, which was already proved in [16] for the multiple Charlier polynomials and the multiple Meixner polynomials.
Difference equations for discrete multiple OPS
We always assume that N ∈ N ∪ {∞} and r 2 is a fixed integer. We also use the multi-index n = (n 1 , n 2 , . . . , n r ), where n i 's (1 i r) are nonnegative integers, and ith standard unit vector e i := (0, . . . , 1, . . . , 0) with e = r i=1 e i . The following properties for the Pochhammer symbol and the difference operators will be used without any comments in the following.
The multiple Charlier polynomial
Consider r discrete Charlier measures i given by
where a i > 0 and
It is well known that if a i = a j for i = j , then there exists a multi-indexed sequence {C of polynomials which is called a multiple Charlier polynomial, where a = (a 1 , a 2 , . . . , a r ). The explicit formula for C ( a) n (x) is given in [5] . By summation by parts with W (a i ) (−1) = 0, we have for any polynomial and ,
From the Rodrigues formula (see [5] )
we obtain a raising operator
where
, we have
In particular, if r = 2,
, by summation by parts, we have
Let V be the space of polynomial such that deg() |n| − 1 and
∈ V for i = 1, 2, . . . , r. Moreover, by the orthogonality we can easily see that {C
is linearly independent in V . Since any polynomial of V can be written with |n| coefficients and (|n| − r) linear conditions are imposed on V , the dimension of V is at most r so that C ( a) n (x) can be represented by a linear combination of {C
on both sides we obtain by the orthogonality
, by summation by parts, by the orthogonality, and by Rodrigues' formula, the left-hand side of (2.3) can be changed by
Hence,
Theorem 2.2. The multiple Charlier polynomial {C
2), the conclusion follows.
Corollary 2.3. The multiple Charlier polynomial {C
from which the conclusion follows.
The multiple Meixner polynomial of first kind
Consider r discrete Meixner measures i given by
where > 0, 0 < c i < 1, and
It is well known that if c i =c j for i =j , then there exists a multi-indexed sequence {M
of polynomials which is called a multiple Meixner polynomial of first kind, where c = (c 1 , c 2 , . . . , c r ). The explicit formula for M ( ; c) n (x) is given in [5] . By summation by parts with W ( ;c i ) (−1) = 0, we have for any polynomial and ,
we obtain a raising operator In particular, if r = 2,
Proof. The proof is similar to that of Theorem 2.1 with ∇W ( +1;c j ) = ( − 
for s, c i , c j ∈ R, we obtain that for i = 1, 2, . . . , r,
to (2.5), the conclusion follows.
Corollary 2.6. The multiple Meixner polynomial {M
, from which the conclusion follows.
The multiple Meixner polynomial of second kind
where 0 < c < 1, i > 0, and
It is well known that if i − j / ∈ Z for i = j , then there exists a multi-indexed sequence [5] . By summation by parts with W ( i ;c) (−1) = 0, we have for any polynomial and ,
Here we need two lemmas in order to prove our theorem.
Lemma 2.7. For the multiple Meixner polynomial {M ( ;c) n (x)} ∞ |n|=0 of second kind, we have
∞ x=0 M ( ;c) n (x)∇[(−x) n k −1Wk (x)] = c − 1 c ∞ x=0 M ( ;c) n (x)(−x) n k −1Wk (x),(2.
7)
and for i = 1, 2, . . . , r,
, it is easy to see that
which is (2.7).
On the other hand, since M
By the orthogonality, we have
Applying Lemma 2.7 on the indices k + 1, c, and n − e i , we can obtain inductively that
where 
11)
Proof. Let V be the space of polynomial such that deg() |n| − 1 and where d i 's are constants. Multiplying (2.13) by (−x) n k −1 W ( k +1;c) (x) and then taking summations we obtain
Using Eq. (2.9) and
which is equivalent to
where a ki 's are given in (2.10)
is linearly independent in V . Since any polynomial of V can be written with |n| coefficients and (|n| − r) linear conditions are imposed on V , the dimension of V is at most r so that M ( ;c) n (x) can be represented by a linear combination of {M
Multiplying (−x) n k −1 W ( k +1;c) (x) on both sides again, we have 14) where (y 1 , y 2 , . . . , y r ) T is the transpose of (y 1 , y 2 , . . . , y r ) and
By Lemma 2.7, the numerator of (2.15) can be changed by
Hence, y k = n k a kk so that Eq. (2.14) becomes
where e T = (1, 1, . . . , 1) T and
By Lemma 2.8, we have
.
The determinant of the augmented matrix replaced ith column ofÃ by e T , we obtain
where C ji is the (j, i)-minor ofÃ. More precisely, we obtain by Lemma 2.8,
. By Cramer's rule, we obtain 
Proof. Since
to (2.11), the conclusion follows.
Corollary 2.11. The multiple Meixner polynomial
of second kind (for r = 2) satisfies a difference equation
[y] = 0, from which the conclusion follows.
The multiple Hahn polynomial
Consider r discrete Hahn measures i given by
where i , > −1 or i , < −N, and
which is (2.17).
On the other hand, since Q n = −
Hence, by (2.19 ) and by the orthogonality we have 
