Abstract. For a, b > 0 with a = b, the Stolarsky means are defined by
Introduction
For r ∈ (0, 1), the well-known complete elliptic integrals of the first and second kinds [1] , [2] are defined by It is well known that the complete elliptic integrals have many important applications in physics, engineering, geometric function theory, quasiconformal analysis, theory of mean values, number theory and other related fields [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] .
Let l(1, r) be the arc length of an ellipse with semiaxis 1 and r ∈ (0, 1). Then
where and in what follows r ′ = √ 1 − r 2 . In 1883, Muir [14] presented a simple approximation for l (1, r) by 2πA 3/2 (1, r), where In 1996, Vuorinen [15] conjectured that the following inequality (1.5) E (r) ≥ π 2 A 3/2 (1, r ′ ) =:
holds for 0 ≤ r ≤ 1. This conjecture was proved in 1997 in [16, Theorem 2] by Qiu and Shen (see also [8, Theorem 1.1] ). Barnard et al. [9] discovered an upper bound (π/2) A 2 (1, r ′ ) for E (r), that is,
An improvement of (1.6) was presented by Qiu in [17, Corollary (1) ] (see also [18, Theorem 22.] ), which states that the inequality
is valid for all r ∈ (0, 1) with the best constant q 0 = ln 2/ ln (π/2). Motivated by the inequalities (1.5)-(1.7), some new approximations for E (r) in terms of bivariate means were presented. For example, Chu and Wang [19, Corollary 3.2] proved the inequality S (1, r ′ ) , and pointed out that the lower and upper bounds in (1.10) are stronger than ones in (1.5) and (1.6), respectively. In 2013, Wang and Chu [22, Corollary 3 .1] presented another improvement of (1.5) and (1.6), which states that
Very recently, Hua and Qi showed in [23, Theorem 1.3 .] that the double inequality (1.12)
is valid for r ∈ (0, 1). Other various approximations for E (r) can be found in [10] , [24] , [18] , [9] , [25] , [26] , [27] , [29] , [28] , [30] , [31] , [32] , [33] , [34] and references therein.
For a, b > 0 with a = b, the Stolarsky means S p,q (a, b) are defined in [35] by
and, S p,q (a, a) = a. This family of means contains many famous means, for example,
Stolarsky means have many well properties, which can follow directly from the defining formula (1.13) and be found in [35] , [36] , [37] , [38] , [39] , [40] , [41] , [42] , [43] , [44] , [45] . For later use, we mentioned the following properties:
(P1) For all a, b > 0 and p, q ∈ R, S p,q (a, b) are increasing with both p and q, or with both a and b (see [36, (2.22) , (3.12)]). (P2) For fixed c > 0, S p,2c−p (a, b) is increasing in p on (−∞, c] and decreasing on [c, ∞) (see [36, (3.14) ], [44, Corollary 1.1]). (P3) For fixed c > 0 and p ∈ (0, 2c), (1/θ p ) S p,2c−p (a, b) is decreasing in p on (0, c) and increasing on (c, 2c), where θ p is defined by (1.14)
if p = c and θ c = e 
is decreasing in p on (0, c) and increasing on (c, 2c). Since S p,2c−p (a, a) = a, it follows that θ p strictly increasing in p on (0, c) and decreasing on (c, 2c).
Now we intend to estimate for the complete elliptic integrals of the second kind E (r) by the Stolarsky means of 1 and r ′ , i.e. S p,q (1, r ′ ). Expanding in power series gives
In order to increase accuracy of estimate for E (r), we let p + q − 9/2 = 0, or q = 9/2 − p. Then we get
Further, taking p = 7/4 or 11/4 yields (1.16)
Letting p = 2 or 5/2 yields
These show that S 11/4,7/4 (1, r ′ ) and S 5/2,2 (1, r ′ ) may be excellent approximations for the complete elliptic integrals of the second kind. The purpose of the paper is to prove this assertion. Our main results are contained in the following theorems.
Theorem 1. The function
is strictly decreasing from (0, 1) onto (11 (π − 2) / (4π) , 1). Therefore, the double inequality
holds if and only if µ ≥ 1 and λ ≤ 11 (π − 2) / (4π) ≈ 0.9993.
In particular, we have
where the coefficients 1 and 22/ (7π) ≈ 1. 0004 are the best constants.
Theorem 2. The function
is strictly increasing from (0, 1) onto (1, 25 (π − 2) / (9π)). Consequently, the double inequality
holds if and only if ξ ≥ 25 (π − 2) / (9π) ≈ 1. 0094 and η ≤ 1. Particularly, it holds that
where the coefficients 25/ (8π) ≈ 0.99472 and 1 are the best constants.
The paper is organized as follows. Some lemmas used to prove main results are presented in Section 2. The proof of Theorem 1 is complicated and longer, so it is independently arranged in Sections 3; while the proof of Theorem 2 is placed in Section 4. In Section 5, some interesting and applied corollaries involving the monotonicity of difference and ratio between (2/π) E (r) and S 9/2−p,p (1, r ′ ) are deduced. In the last section, it is shown that our approximations S 11/4,7/4 (1, r ′ ) and S 2,5/2 (1, r ′ ) are indeed excellent by accuracy of comparing some known approximations with ours.
Lemmas
In order to prove our main results, we need some lemmas. The first lemma is the "L'Hospital Monotone Rule" (see [46] , [47] ), which has been widely used very effectively in the study of some areas. A new and natural way to prove this class of rules can refer to [48] , which is easily understood and used.
The second lemma is a monotonicity criterion for the ratio of power series, which will be used to prove Theorem 2.
Lemma 2 ([49]
). Let A (t) = ∞ k=0 a k t k and B (t) = ∞ k=0 b k t k be two real power series converging on (−r, r) (r > 0) with b k > 0 for all k. If the sequence {a k /b k } is increasing (decreasing) for all k, then the function t → A (t) /B (t) is also increasing (decreasing) on (0, r).
A more general monotonicity criterion for the ratio of power series has been established in [50] recently.
For x > 0 the classical Euler's gamma function Γ and psi (digamma) function ψ are defined by
respectively. In the proof of Theorem 1, we will use several inequalities for the gamma and psi functions, in which Lemma 3 is very crucial.
For all x > 0 and all a ∈ (0, 1), it holds that
or equivalently,
Lemma 4 ([53])
. For x ∈ (0, 1), it holds that
3)
. Let x be a positive real number. Then we have
Lemma 6 ([55, Lemma 7], [48, Lemma 1]).
Let n ∈ N and m ∈ N∪{0} with n > m and let P n (t) be an n degrees polynomial defined by
where a n , a m > 0, a i ≥ 0 for 0 ≤ i ≤ n − 1 with i = m. Then there is a unique number t m+1 ∈ (0, ∞) to satisfy P n (t) = 0 such that P n (t) < 0 for t ∈ (0, t m+1 ) and P n (t) > 0 for t ∈ (t m+1 , ∞).
Proof of Theorem 1
We are in a position to prove Theorem 1.
Proof of Theorem 1. Let us consider the ratio
.
where
If we can prove that f 7 (r) > 0 for r ∈ (0, 1), that is, the function f
by Lemma 1, which in turn implies that f 1 /f 2 by using Lemma 1 again, that is, the function F is strictly decreasing on (0, 1). Next we prove that f 7 (r) > 0 for r ∈ (0, 1) stepwise.
Step 1: Expanding f 7 (r) in power series. By the expansions (1.3) and (1.4), we have
where (3.2) a n = (5n + 9)
Also, using binomial series we have
Then making use of the Cauchy product gives
Step 2: A simple verification yields Step 3: We prove that for n ≥ 10,
To this end, we note that for k ≥ 0,
Also, it is seen that c 0 = −3, c 1 = 0, c k > 0 for k ≥ 2, and a k , b k > 0 for k ≥ 0. Then the sequence D n can be expressed as
(5n + 9) (n + 1) (n + 4) − 1 a n − 3 8 7
n (2n + 1) (2n + 3) (n + 19) (n − 1) (n + 1) (n + 4) (n + 18)
n 5n 2 − 6n − 29 (5n + 9) (n + 1) (n + 4) a n − 3 7
n (2n + 1) (2n + 3) (n + 19) (n − 1) (n + 1) (n + 4) (n + 18) c n + 1 7
Notice that coefficient of a n is positive due to 5n 2 − 6n − 29 > 0 for n ≥ 4, by the double inequality (2.2) in Lemma 3 it is derived that for k ≥ 0,
Applying these inequalities to the expression of D n yields
(5n + 9) (n + 1) (n + 4) 1 2π
(2n + 1) (5n + 9) (n + 1) (n + 2) (n + 3)
n (2n + 1) (2n + 3) (n + 19) (n − 1) (n + 1) (n + 4) (n + 18) 2 π (n − 1) (n + 18) (n + 1) (n + 2) (n + 3)
By the known inequality
which is used to the last member of the right hand side in (3.8) and factoring gives
, which proves the step.
Step 4: The sequence g 1 (n) := n k=2 α n−k β k defined by (3.7) can be expressed as
, where ψ (t) denotes the psi function, γ is the Euler's constant.
In fact, decomposing rational function α n−k β k into partial fractions gives
Hence, we get
− n (n + 19) (n + 2) (n + 3) (n + 4)
(n + 1) (n + 2) (n + 3) (n + 4) , which by the identity n k=1 1 k = ψ (n + 1) + γ proves the step.
Step 5: We show that the sequence g (n) defined by (3.6) satisfies the inequality
for n ≥ 4, where
(n + 1) (n 3 + 7n 2 − 12n + 24)
The inequality (3.10) follows by the Lemma 5.
Step 6: We show that g 2 (x) > 0 for x ≥ 10. Differentiation yields Application of the second inequality of (2.3) in Lemma 4 gives
and since π > 3, it is acquired that
(896x
Making a change of variable t = x − 3 ≥ 7 yields Thus, to prove that g ′ 2 (x) > 0 for x ≥ 10, it suffices to prove that
Differentiation again leads to
x (2x + 1) Lemma 6 implies that the polynomial g 6 (x) has a unique zero point x 0 ∈ (0, ∞) such that g 6 (x) < 0 for x ∈ (0, x 0 ) and g 6 (x) > 0 for x ∈ (x 0 , ∞). This in combination with g 6 (7) = 56 640 373 211 408 308 > 0 indicates that g 6 (x) > 0 for x ≥ 7. Therefore, g Step 7: Steps 6 and 5 show that g (n) > 0 for n ≥ 10, which in conjunction with Step 3 yield
Step 2, we conclude that d n = 0 for n = 0, 1, 2, 3 and d n > 0 for n ≥ 4, and therefore, f 7 (r) = f 5 (r) − r ′−7/4 f 6 (r) > 0 for r ∈ (0, 1). Thus the function f 1 /f 2 , that is, F , is strictly decreasing on (0, 1).
It follows from the decreasing property of the function F on (0, 1) that Remark 2. From the Step 7 in previous proof, we have d n+1 > (7/8) d n for n ≥ 10. This is also valid for 4 ≤ n ≤ 9 by an easy verification. It is derived that d n > (7/8) n−4 d 4 for n ≥ 5, and so we get
n−4 r 2n = 35 4096
Thus we obtain that
Proof of Theorem 2
Now we prove Theorems 2.
Proof of Theorem 2. Utilizing (1.4) gives
Applying binomial series to (1.17) we have (n + 2)! r 2n , which implies that
Thus, the function G (r) can be expressed as
, where, by the formula (a) n = a (a + 1) n−1 , v n and u n can be written as
By Lemma 2, due to u n > 0 for n ≥ 1, to prove the function G is increasing on (0, 1), it suffices to prove the sequence {v n /u n } is increasing for n ≥ 1. In view of v n > 0 for n ≥ 1, which suffices to check that (v n+1 /v n ) u n − u n+1 > 0.
A simple verification yields for n = 1, 2, ..., 11, respectively. And, for n ≥ 12, it is evident that (v n+1 /v n ) u n − u n+1 > 0 due to n 2 − 11n − 6 > 0. Consequently, we obtain Remark 3. Denote by w n = v n − u n . It is easy to verify that the relation
Direct computations give
holds for n ≥ 0. From the proof of Theorem 2 we clearly see that
for n ≥ 3, which, due to w 1 = w 2 = w 3 = 0, w 4 = 3 × 2 −14 /5 > 0, means that w n > 0 for n ≥ 4. This also yields
w n r 2n−8 , so we have
is convex and strictly increasing from (0, 1) onto (3/5) 2 −14 , 16/25 − 2/π . Consequently, we have
Remark 4. Further, the relation (4.1) also indicates that for n ≥ 4
v n , and therefore, 
Corollaries
As direct consequences of Theorems 1 and 2, we have Corollary 1. Both the functions r → 2 π E (r) − S 11/4,7/4 (1, r ′ ) and r → (2/π) E (r) S 11/4,7/4 (1, r ′ ) are strictly increasing from (0, 1) onto (0, 2/π − 7/11) and (1, 22/ (7π)), respectively. And therefore, we have
Proof. By the increasing property of Stolarsky means in their variables and r ′ = √ 1 − r 2 , it is seen that S 11/4,7/4 (1, r ′ ) is decreasing with respect to r on (0, 1), and so both the functions r → 1 − S 11/4,7/4 (1, r ′ ) and r → 1 S 11/4,7/4 (1, r ′ ) are positive and increasing on (0, 1).
From Theorem 1, we see that r → (1 − F (r)) is positive and strictly increasing on (0, 1). It follows from the identity
that the function r → (2/π) E (r) − S 11/4,7/4 (1, r ′ ) is also positive and strictly increasing on (0, 1). Therefore, the double inequality (5.1) is valid.
Making use of the assertion proved previously, and noting that
gives the desired assertion. Then the estimate inequalities (5.2) follow.
Using the same technique we can prove Corollary 2. Both the functions
are strictly decreasing from (0, 1) onto (2/π − 16/25, 0) and (25/ (8π) , 1). And therefore, we have
Now we give a monotonicity property for the ratio (2/π) E (r) /S 9/2−p,p (1, r ′ ) with respect to r for p ∈ (−∞, 9/4]. To this end, we need a known statement proved in [41, Theorem 5] by Losonczi (see also [56, Theorem 3.4 
]).
Lemma 7. For fixed c > 0, 0 < x < y < z, the function
is strictly decreasing on (−∞, c] and strictly increasing on [c, ∞).
is strictly increasing from (0, 1) onto (1, 2/ (πθ p )) if and only if p ∈ (−∞, 7/4] and strictly decreasing from (0, 1) onto (2/ (πθ p ) , 1) if p ∈ [2, 9/4]. Consequently, we have
where the coefficients 1 and 2/ (πθ p ) are the best possible, here θ p is defined by (1.14).
Proof. (i) The necessity can be derived from
From lim r→0 + R p (r) = lim r→0 + S 9/2−p,p (1, r ′ ) = 1 and L'Hospitial rule it is obtained that
By the expansion (1.15) and L'Hospitial rule we have
It follows that
which together with p ∈ (−∞, 9/4] gives the necessary condition p ∈ (−∞, 7/4].
(ii) To prove that the condition p ∈ (−∞, 7/4] is necessary, we have to prove that the function
, which is equivalent to
From the homogeneity and symmetry of Stolarsky means with respect to their variables, this shows that
Now, if p 0 = 7/4 and p ∈ (−∞, 7/4), then r → R * p0,p (r ′ ) is positive and strictly increasing on (0, 1). While Corollary 1 tells us that r → R p0 (r) is also. It is deduced by the relation
that r → R p (r) is also strictly increasing on (0, 1).
(iii) We continue to show that the function r → R p (r) is strictly decreasing if p ∈ [2, 9/4]. Let p 0 = 2 and p ∈ (2, 9/4]. Then r → R * p0,p (r ′ ) is positive and strictly decreasing on (0, 1). Similarly, this together with Corollary 2 reveals that r → R p (r) is also strictly decreasing on (0, 1).
(iv) Lastly, the inequalities (5.5) and (5.6) follow from the monotonicity of the function r → R p (r) on (0, 1).
The proof is finished.
Remark 5. Let p = 9/8, 3/2, 7/4; 2, 9/4 in Corollary 3. Then by the monotonicity of S 2c−p,p and (1/θ p ) S 2c−p,p in p on (0, c) given in (P2) and (P3) we have
1/p are the p-order Heronian mean and identric (exponential) mean of positive numbers a and b, respectively.
Using expansion (1.15) and Corollaries 1, 2 together with the property of Stolarsky means (P2), we obtain immediately Corollary 4. For p ∈ (−∞, 9/4], the inequality
holds for all r ∈ (0, 1) if and only p ∈ (−∞, 7/4]. The inequality (5.7) reverses for p ∈ [2, 9/4].
Remark 6. Taking p = −9/2, −9/4, 0, 9/8, 3/2, 7/4; 2, 9/4 in Corollary 4, we get immediately
is the p-order logarithmic mean of positive numbers a and b.
Remark 7. For a, b > 0 with a = b, the Toader mean T (a, b) is defined in [57] by
An easy transformation yields
Thus, all our results can be rewritten in the form of Toader mean, for example, inequalities 1.19, 1.21 and 5.8 are equivalent to
Comparisons with some known approximations
Let A (r) be the given approximation for (2/π) E (r) and let ∆ (r) = A (r) − (2/π) E (r) denote the error. In general, the most important criterion to measure of accuracy of the given approximation A (r) for (2/π) E (r) should be the maximum absolute error max r∈(0,1) |∆ (r) |. Due to r ∈ (0, 1), however, similar to Barnard et al.'s opinion in [9] , if ∆ (r) = ε n0 r 2n0 + O r 2n0+2 with ε n0 = 0 by expanding in Maclaurin series, then the leading item δ 0 := ε n0 r 2n0 can be viewed as a measure of accuracy of the given approximation A (r) for (2/π) E (r). For this reason, we call A (r) an n 0 -order approximation for (2/π) E (r). And, A (r) is called an n 0 -order lower (upper) approximation for (2/π) E (r) if ∆ (r) ≤ (≥) 0 for all r ∈ (0, 1). In most cases, the greater the order n 0 is, the higher the accuracy of approximation A (r) for (2/π) E (r) is.
Of course, a desirable approximation A (r) also has the simplicity of the expression. Unfortunately, there exists frequently, certain negative correlation between the accuracy and simplicity. Now we choose those approximations which have higher accuracy mentioned in Introduction to compare with our ones. 
≈ 0.0062581
≈ 0.00025614 Moreover, we can prove (iv) The last inequality in (6.1) is equivalent to
This completes the proof.
Remark 8. In Table 1 , both A 1 (r ′ ) and A 4 (r ′ ) are 4-order lower approximations. And for the accuracy, since ε (1) 4 < ε (4) 4 and max r∈(0,1) |∆ 1 (r) | < max r∈(0,1) |∆ 4 (r) |, so the former is better than the latter. And, the last inequality in (6.1) also proves this assertion.
While A 2 (r ′ ), A 3 (r ′ ) and A 5 (r ′ )(= S 11/4,7/4 (1, r ′ )) are 6-order lower approximations. In view of ε
6 < ε
6 and max r∈(0,1)
we claim that the accuracy of A 5 (r ′ ) (= S 11/4,7/4 (1, r ′ )) is far superior to A 2 (r ′ ) and A 3 (r ′ ). And, the first and second inequalities in (6.1) confirm similarly prove this claim.
To sum up, our lower approximation A 5 (r ′ )(= S 11/4,7/4 (1, r ′ )) for (2/π) E (r) is the best of all five ones listed in Table 1 . Table 2 ). Then (i) the inequality
hold for x > 0 with x = 1; (ii) there is a x 0 ∈ (0, 1) such that Table 2 , as upper approximations, A 6 (r ′ )(= L 1/4 (1, r ′ )) and A 8 (r ′ )(= S 5/2,2 (1, r ′ )) have 8-order accuracy, but the facts |ε (8) 4 | < |ε (6) 4 | and max r∈(0,1) |∆ 8 (r) | < max r∈(0,1) |∆ 6 (r) | together with the inequality (6.2) show that the accuracy of A 8 (r ′ ) is higher than A 6 (r ′ ). The upper approximation A 7 (r ′ ) has 6-order accuracy, but its maximum absolute error is greater than our approximation A 8 (r ′ )'s. By the second assertion of Lemma 9, it is seen that there is a unique r 0 ∈ (0, 1) such that (2/π) E (r) < A 7 (r ′ ) < A 8 (r ′ ) for r ∈ (0, r 0 ) and (2/π) E (r) < A 8 (r ′ ) < A 7 (r ′ ) for r ∈ (r 0 , 1), where r 0 = 1 − x 2 0 ≈ 0.95756.
Remark 10. Not only that but our approximation S 11/4,7/4 (1, r ′ ) and S 5/2,2 (1, r ′ ) have very small absolute relative errors. Exactly, from (1.19) and (1.21) it is derived that (2/π) E (r) − S 11/4,7/4 (1, r ′ ) (2/π) E (r) < 1 − 7π 22 ≈ 0.00040234, (2/π) E (r) − S 5/2,2 (1, r ′ ) (2/π) E (r) < 8π 25 − 1 ≈ 0.0053096.
Furthermore, by Corollary 3, the absolute relative error function E p (r) = (2/π) E (r) − S 9/2−p,p (1, r ′ ) (2/π) E (r) is strictly increasing in r from (0, 1) onto (0, |1 − πθ p /2|) for p ∈ (0, 7/4]∪[5/2, 9/4]. Also, by the Remark 1, the maximum absolute relative error max r∈(0,1) E p (r) = |1 − πθ p /2| is strictly decreasing in p on (0, 7/4] and strictly increasing on [2, 9/4].
Lastly, we close this paper by proposing a conjecture as follows. is strictly increasing on (0, r 0 ) and strictly decreasing on (r 0 , 1). Consequently, it holds that 2 π E (r) < S 9/2−p0,p0 (1, r ′ )
for r ∈ (0, 1) with the best constant p 0 .
