We propose a new index, the j-index, which is defined for an author as the sum of the square roots of the numbers of citations to each of the author's publications. The idea behind the j-index it to remedy a drawback of the h-index − that the h-index does not take into account the full citation record of a researcher. The square root function is motivated by our desire to avoid the possible bias that may occur with a simple sum when an author has several very highly cited papers. We compare the j-index to the h-index, the g-index and the total citation count for three subject areas using several association measures.
Introduction
In a broad sense, the number of publications of a researcher is a measure of quantity and the total number of citations to these publications is often perceived as a measure of quality. Although these metrics each take into account only one facet of a researcher's impact, several other bibliometric indices, such as the h-index and the g-index, combine citation and publication counts. However, the h-index and its derivatives (Bornmann, Mutz, Hug, & Daniel, 2011) have the drawback that they do not take into account the full citation list of a researcher, but, on the other hand, the total citation count has the drawback of biasing the index in favour of researchers with very highly cited top papers or very many papers with a relatively small number of citations. We first briefly review the h-index and some of its variants, and then introduce the j-index, a new index that addresses some of the drawbacks mentioned.
The h-index of a researcher is the maximum number h of the researcher's publications that each have at least h citations (Hirsch, 2005) . As an equivalent definition, rank a researcher's publication list in descending order of the number of citations, with paper i receiving C(i) citations. The h-index is then the largest rank h for which C(h) ≥ h. The h-index is completely insensitive to the fact that a researcher's top few papers are very highly cited, and conversely also to a researcher having many papers with very few citations (Bornmann & Daniel, 2007) . A suggested improvement over the h-index, which gives more weight to highly cited papers, is the g-index. The g-index of a researcher is the largest rank g for which g i=1 C(i) ≥ g 2 (Egghe, 2006) ; it is easily shown that g ≥ h. A problem with the g-index is that it may still be biased since, if a researcher has a few papers that are very highly cited and the rest have very few citations, the g-index will still be high. This is because the g-index is equal to the largest rank g such that the average number of citations up until that rank is at least g. (Note that we consider the variant of the g-index that is not limited by the actual number of publications, i.e. fictitious papers with zero citations may be added to satisfy the definition of the g-index (Egghe, 2006) .) If the h-index of a researcher is h, the h-core is the set of her/his h most highly cited publications. (It is irrelevant which of the publications with exactly h citations are chosen.) Another attempt to try and address the fact that the h-index does not take into account the total number of citations to papers in the h-core is via the A-index, which is the average number of citations to papers in the h-core, i.e. A = 1/h h i=1 C(i) (BiHui, LiMing, Rousseau, & Egghe, 2007) . However, the A-index suffers from the fact that taking an average will, all other things being equal, often favour authors with fewer publications when they are highly cited. To remedy this, the R-index has been proposed, where et al., 2007) . It is easy to see that h ≤ R ≤ A. However, the A and R indices, and to a lesser extent the g-index, ignore the effect of papers outside the h-core, which are also part of a researcher's output.
In this paper we take a step towards defining an index that takes into account both the quantity and the quality of a researcher's output as reflected by the citation data, but that does not suffer from the drawbacks of simply counting the number of citations. On the one hand, the issue of quantity is addressed by an index which considers all of a researcher's cited papers, so that each cited output contributes towards the index. On the other hand, the issue of quality is addressed by applying a function to the numbers of citations that has the effect of reducing the impact of very highly cited papers, which tends to bias the values of many bibliometric indices. As an example, consider a researcher α who published a single paper with 100 citations compared to a researcher β who published 10 papers, each having 10 citations. The total number of citations of α and β are the same, but the average number of citations strongly favours α, who has far fewer publications. The h-index resolves this particular issue by strongly favouring β. However, if researcher α publishes another 9 papers each having 10 citations, their h indices will be same, although it is now obvious that researcher α has had more impact on the field. The R-index addresses this problem but ignores publications outside the h-core: if researcher β also has a long string of publications each with fewer than 10 citations, these will have no effect on R, A or any other index that only takes into account publications in the h-core.
Here we propose a new index, called the j-index, that takes into account all cited publica-tions. By doing so, it is fairer to researchers who have a long tail of publications outside the h-core (see Section 5). Moreover, the j-index also reduces the bias that some indices tend to introduce in favour of researchers having a small number of very highly cited papers.
The function we use for defining the j-index is the the sum of the square roots of the numbers of citations. This function arises in the study of social welfare functions (Segal, 2006) . In that context, maximising the sum of the utilities (in our case, the total number of citations) is the utilitarian solution, where a "good" is allocated to the individual with the highest utility, while maximising the sum of the square roots is the optimal solution when randomisation, with probabilities proportional to individual utilities, is used to decide to which individual the "good" is allocated.
In our context of a bibliometric indicator, the sum of square roots serves to dampen the effect of highly cited papers, yet take into account the full citation list. Thus we propose the j-index of the researcher, defined as j = n i=1 C(i), where n is the number of cited publications. Although we do not claim the j-index is optimal in the sense that it is for welfare functions, we will demonstrate that it addresses some of the problems associated with the h-index and its variants.
We note that we do not address variants of indices that may arise from taking into account self-citations, multi-author publications, field dependence, and the age of publications (Bornmann et al., 2011) . Although such refinements to indices are obviously worth pursuing, it would bias our comparison the total citation count and the h and g indices, which, in their original forms, do no not take such potential improvements into account.
The rest of the paper is organised as follows. In Section 2 we introduce the j-index and also an appropriate smoothing operator, and in Section 3 we compare the j-index with the h-index and other bibliometric indicators in the context of data sets from three subject areas taken from ISI's Highly Cited Database. In Section 4 we demonstrate that the j-index cannot be easily manipulated by adding publications with single citations, which may actually turn out to be self-citations, and in Section 5 we analyse the h-index in terms of the proportion of citations to publications inside and outside the h-core. Finally, in Section 6 we give our concluding remarks.
The j-index
We assume that a researcher's publication list is ranked in descending order of the number of citations, with paper i receiving C(i) citations, and that n is the number of cited publications.
We define j-index as
We observe that the j-index is a sum of square roots, whereas the R-index is the square root of a sum, so clearly R ≤ j. Moreover, the j-index always takes into account the full range of cited publications, unlike the previously mentioned indices that are restricted to the h-core, or the g-index. We thus stress that the j-index is not an h-index variant.
In addition, we define a smoothing operator S for a monotonically decreasing sequence u(i), defined such that
Clearly the S operator maintains monotonicity, i.e. Su(p) ≥ Su(q) if p ≤ q.
We now define the jS-index as in (1) but using the smoothed values SC(i) rather than the raw values C(i). Using the smoothed values is similar to the computation of a moving average for a time series (Chatfield, 1996) . We note that SC(1) is the maximum number of citations and SC(n) is the average number.
Comparing the j-index with the h-index
We compare the j-index with the h-index and, in order to get a more comprehensive picture, we also include the g-index and the total citation count T in the comparison. According to (BiHui et al., 2007) , the h, g, A and R indices are highly correlated, which is why we did not also include the A and R indices in the comparison.
Our comparison is based on comparing two lists of rankings of researchers using three wellunderstood association measures: the Spearman correlation coefficient (Motulsky, 1995) , the Spearman footrule (Diaconis & Graham, 1977) and the M -measure (Bar-Ilan, Levene, & Lin, 2007) .
Suppose that we are ranking n researchers, labelled 1, 2, . . . , n, according to two criteria, and that σ 1 (i) and σ 2 (i) are the rankings of the ith researcher according to the first and second critera, respectively. The Spearman rank correlation coefficient is given by
Spearman's footrule is a useful alternative measure for comparing the orderings of two permutations; it is given by
where maxF , the normalisation factor, is chosen so that the minimum value of the measure is zero, and is given by
The M -measure is a weighted variation of Spearman's footrule, giving more weight to identical or near identical rankings among the researchers in the top positions. It attempts to capture the intuition that identical or near identical rankings among the top researchers indicates greater similarity between the rankings. It is given by
where maxM , the normalisation factor, is chosen so that the minimum value of the measure is zero, and is given by
In the tables below we make use of the following notation to indicate the level of significance of the Spearman rank correlation coefficient: (**) indicates that a 2-tailed correlation test is significant at the 0.01 level.
(*) indicates that a 2-tailed correlation test is significant at the 0.05 level.
(n) indicate that a 2-tailed correlation test is not significant at the 0.05 level.
For the empirical comparison, we chose three subject areas: Immunology, Economics and Physics, from the medical, social and physical sciences, respectively. For each of the these areas, ISI's Highly Cited Database (www.isihighlycited.com) was consulted, and 20 names were selected. The names were selected in such a way that the researchers were still active and their publications could be easily disambiguated when there were multiple authors with the same name. The publication lists with the citation counts for these subject areas were downloaded from Thomson-Reuters (ISI) Web of Science at the end of September 2010. (See the Appendix for a summary of the researchers' data sets that we used, together with the various indices we computed. These are sorted in descending order of the h-index.)
In Tables 1, 2 and 3, we show the correlation analyses for the Immunology, Economics and Physics researchers, respectively. We compared T , h and g with both the j and jS indices. The general patterns for Immunology and Economics exhibit high similarity between these three indices and both j indices. The similarities for Immunology are noticeably lower than for Economics when using the M -measure. So, for both Immunology and Economics, there is strong agreement when ranking the researchers using T , h and g, on the one hand, and j and jS, on the other. However, the ordering of the top Economics researchers is generally agreed upon, while for Immunology this is not the case (see the M -measure values in Tables  1 and 2 ). We further note that total number of citations T has a high correlation with j and jS, implying that for the group of Immunology and Economics researchers T is also a reasonable metric. (We note that using the average citation count would be unsatisfactory, as it tends to favour researchers who have published fewer papers but whose papers are highly cited vis-a-vis those who have in addition published a number of less frequently cited papers.) The Physics group appears to be an outlier as the correlations are all lower and less significant. The highest association in this case is between T and jS. To get a better picture, we consider the associations between T , h and g. For Immunology and Economics, these are all high and significant at the 0.01 level. Table 4 shows these associations for the Physics researchers. We observe that g is more correlated with T than h is, which is not surprising since g takes into account citations to some publications outside the h-core. We note that there is a stronger association between g and jS than between h and jS. However, surprisingly, this is the other way around for the j-index. This, together with the fact that most of the correlations are higher with jS than with j is an indication that it may be preferable to use the smoothed rather than the raw data. One conclusion from the above analysis is that the total citation count is an important index that should be taken into account, since it significantly correlates with the other measures. Still, a word of caution is appropriate here: T is biased by the highly cited papers, which is one of the issues addressed by the h-index and its variants. Our justification for the j-index is that it tries to resolve this issue with T , while at the same time addressing some of the problems with the h and g indices, which are, respectively, unaffected and less affected, by the lower-cited publications.
Manipulating the j-index
One possible argument against j-index may be that it can be manipulated by an author with many publications each having a single citation. Taking this argument further one may even assume that these single citations are self-citations. In order to investigate this possibility we carried out a further analysis on our data set by first removing all publications with a single citation, and in a second analysis decreasing all citations to publications by one.
In all three disciplines the new data sets show very little relative change in the rankings according to the j-index. More specifically, for Immunology there was also a single change, between Aarden and Goodnow in positions 14 and 15, in Economics there was a single change (only for the case when publications with single citations were removed) between Reinganum and Galor at positions 18 and 19, and for Physics there was a single change Alivisatos and Foxon in positions 7 and 8.
As the correlations were computed on the relative rankings of researchers, we can conclude the j-index is not very sensitive to small changes in the citation patterns, and thus cannot be easily manipulated by adding papers with single self-citations. If we relax the constraint of a single self-citation, then the problem will be exacerbated, but we note for the j-index, self citing lower ranked papers will have a greater proportional effect. Therefore, to tackle this problem it may be useful to completely ignore the citations in the tail when computing the j-index, although further research has to be carried out to substantiate this.
In comparison the h-index will only change by at most one in these cases. However, as was shown in (Bartneck & Kokkelmans, 2011) , in the more general case, authors can strategically (rather than randomly) self-cite their papers and considerably inflate their h-index.
Analysis of the h-index
We now analyse the h-index by partitioning the publications according to whether or not they are present in the h-core. Our contention is that the h-index is less satisfactory when there are a significant number of citations to publications outside the h-core.
Recall that T is the total number of citations for a researcher. We define H 1 to be the number of citations to publications in the h-core, i.e. H 1 = Ah = R 2 (recalling the definitions of the A and R indices from the introduction), H 2 to be the minimum possible number of citations to publications in the h-core, i.e. H 2 = h 2 , H 3 to be the number of "excess citations" to publications in the h-core, i.e. H 3 = H 1 − H 2 , and H 4 to be the number of citations to publications outside the h-core, i.e. H 4 = T − H 1 . Note that H 1 + H 4 = H 2 + H 3 + H 4 = T . We now define G i = H i /T , i.e. the proportion of citations corresponding to H i . In Table 5 we show the averages of these numbers for the three data sets. For all three data sets, a significant majority of the citations are to publications in the h-core, which is due to the long-tailed distribution of citations (cf. (Redner, 1998) ). In this respect Economics stands out, with G 4 = 0.078 indicating that there are very few citations to publications outside the h-core. Moreover, looking at the G 3 values, we see that around three quarters of the citations to the h-core are "excess citations", which is essentially the main motivation for the g-index. Now, looking at G 4 , i.e. the citations to publications outside the h-core, we observe that for Physics and Immunology, with G 4 = 0.286 and G 4 = 0.202, respectively, these represent a significant proportion of the citations. This is a clear indication that it is not sufficient to consider only the h-core, rather the complete citation and publication patterns of the researchers should be taken into account. The suggested j-index is a step towards achieving this goal. We stress that we do not suggest simply replacing the existing indices with the new index, but rather that it should be used to supplement them in order to provide a more complete picture of the scientists' achievements.
Concluding Remarks
We propose a new bibliometric measure, the j-index, that takes all of the citations to a researcher's publications into account. The j-index thus complements the h-index rather than being a variant of it. We used data sets of researchers from three areas, Immunology, Economics and Physics, and we have have compared the difference in the rankings by the j-index with those by the h-index, g-index and total citation count. The association between the rankings is highest for the Economics group. It is not quite so high for the Immunology group, and is much lower for the Physics group. The varying association can be partly explained by the differing average proportions of citations to publications outside the h-core for the three groups. We suggest that the j-index may be particularly useful for subject areas where this proportion is significant.
The smoothing of the j-index by using the jS-index was also proposed, and this generally has the effect of increasing the associations with the other bibliometric indices. However, more research needs to be done on the effect of using smoothed values rather than raw ones in computing the j-index, and whether there may also be advantages in computing the other indices using smoothed values. 
