ABSTRACT-We review recent advances in the area of composite sandwich modeling, sensitivity analyses, optimization techniques and applications, with the focus on structuralacoustic problems. The optimization of sandwich structures is with respect to passive design parameters, such as material constants, geometric parameters, cellular core geometry and boundary conditions.
Introduction
Composite sandwich structures have typically been optimized for their strength to weight (S/W) performance. Composite sandwich structures used in the aerospace industry suffer from poor acoustic performance. However, advanced composite sandwich structures can be optimized for improved structural-acoustic performance. Recently, we have seen a growing interest in optimizing composite sandwich structures. Here, we review the literature on the structural-acoustic optimization of sandwich structures with respect to passive design parameters.
Structural-acoustic analyses of homogeneous isotropic and composite sandwich structures have been surveyed by Cuschieri et al. (1998) and Elbeyli et al. (2001) . In this review, we discuss the modeling of composite sandwich structures and optimization methods that are important to the structural-acoustic problem. The paper is organized as follows. In Section 2, we present several approximate theories of the sandwich structure, including equivalent single-layer (ESL) theories, discrete-layer (DL) theories, such as the zigzag model, and the variable kinetic energy approach. In Section 3, we briefly discuss the solutions of structural-acoustic radiation. In Section 4, we present sensitivity studies that can help reduce the computational time and increase the accuracy of optimization. In Section 5, we discuss an inverse formulation of the structural-acoustic optimization problem, followed by a brief review of structural optimization algorithms. Finally, in Section 6, we discuss various optimization studies of composite sandwich structures, including optimizations with respect to material constants, geometric parameters, cellular core geometry and boundary conditions.
Modeling of Composite Sandwich Structures
Sandwich structures are composed of skins and cores. The skins are often made of stiff fiber-reinforced composite, while the cores are made of light and strong foam materials. The skins usually carry the in-plane loads, while the cores resist the transverse shear loads. Structural modeling is the key to successful optimization of composite sandwich structures for various objectives. Advancement in composite sandwich modeling has frequently been reviewed in the literature (Qatu, 2002a (Qatu, , 2002b . In this paper, we focus on the modeling aspects critical to structural-acoustic optimizations.
Local effects in the sandwich structure can influence wave propagation and wave conversion in composite sandwich structures, which in turn affect the structuralacoustic response. Therefore, it may be necessary to model the local effects. The prediction of acoustic radiation from the sandwich structure depends on the accuracy of the calculation of structural modes and the corresponding natural frequencies. The modeling of the sandwich structure along its thickness plays an important role in the prediction of acoustic radiation. The level of approximation through the thickness depends on the frequency band of interest (Reddy, 1993; Wang et al., 2005a) . However, too much detail in the local effects of the model makes it computationally inefficient. Thus, a model balanced between accuracy and computational efficiency will provide practical optimization solutions.
Composite sandwich modeling has evolved around laminate theories. In this section we discuss ESL theories, DL theories and variable kinetic models. We emphasize the theories that can predict out-of-plane stresses and displacements, because an accurate estimation of transverse normal and shear stresses plays an important role in optimizing acoustic sound transmission across composite sandwich structures (Nilsson and Nilsson, 2002) . Another reason is that dynamic characteristics of the core are particularly sensitive to variations in transverse shear effects compared to fiber-reinforced composites (Burton and Noor, 1997) . We have made no effort to assess the accuracy of each modeling approach, because this is a complicated task that requires far more effort than simply reviewing the literature.
Equivalent Single-Layer Theories
Early models of composite sandwich structures include ESL theories. Kinematically refined ESL models have been developed to include higher-order effects (Vinson and Sierakowski, 2002) . Refinements render accurate estimations of transverse/interlaminar stresses in composite sandwich structures (Kant and Swaminathan, 2000) . The relationship between the model refinement and accuracy of ESL theories has been reviewed critically by Mallikarjuna and Kant (1993) and Noor et al. (1995) .
ESL theories treat a globally heterogeneous laminated structure as a statically ESL. The essence of ESL theories is to reduce a three-dimensional (3-D) continuum problem to a two-dimensional (2-D) problem. The assumed displacement field or stress field in the ESL is in the following form (Reddy, 2003) (1) where x and y are the in-plane coordinates, z is the out-ofplane coordinate, u i is the ith component of displacement or stress field, and φ ij are the in-plane expansion functions of the field variables. Post-processing techniques in displacement-based ESL theories are often implemented to obtain interlaminar displacement and stress fields, because the transverse normal and shear stresses are not continuous at the interface of adjacent physical layers (Carrera, 2000a) .
The capabilities of ESL theories for predicting higherorder modes for thick laminated structures have been widely studied (Tessler et al., 1995) . The classical laminate theory based on the Kirchoff assumption is inaccurate for thick laminated composite sandwiche structures, as a result of neglecting the transverse shear and normal stress in the laminate. In order to better describe the transverse shear effects, the first-order shear deformation theory has been developed (Vinson and Sierakowski, 2002) . Because transverse shear stresses are assumed to be constant through the thickness, a shear correction factor is needed. It has been shown that classical laminate and first-order shear deformation theories can be inadequate for predicting the shear-dependent dynamic characteristics of composite sandwich structures (Matsunaga, 2002a) . Because of this, we focus on higher-order shear deformation theories hereafter.
A number of ESL higher-order shear deformable plate and shell theories have been developed. The majority are no higher than third-order theory, in which polynomial functions of the displacements are assumed to be a cubic of the thickness coordinate. Even though it is possible to expand the displacement field in terms of the thickness coordinate up to any order, to compromise mathematical complexity, computational cost and accuracy, it is not preferable to attempt an expansion higher than third order. Higher-order theories allow the transverse shear strain and stress to have linear or higher-order variations through each layer. This avoids the need for shear correction coefficients used in first-order theory and allows the modeling of the warping of the cross-section.
The accuracy of higher-order shear deformation models is evaluated in terms of natural frequencies of composite sandwich structures (Matsunaga, 2000 (Matsunaga, , 2001 . In general, third-order shear theories are adequate for predicting lower to middle range natural frequencies, and inadequate for describing local responses, such as out-of-plane stresses in each layer of the laminated structure (Matsunaga, 2002b) . The effect of the transverse shear on the eigenfrequencies of composite sandwich structures has been assessed by using higher-order ESL models (Gaudenzi and Carbonaro, 1999) . Weighted higher-order theories for composite sandwiches are formulated in Tessler (1993) . An example of the theory includes a model in which the in-plane displacements are described by the third-order polynomials of the thickness coordinate, and the out-of-plane displacements are expanded into second-order polynomials (Cook and Tessler, 1998) . Other studies have shown that higher-order and coupling mass matrices have negligible effects on the fundamental frequency and lower-order mode shapes, but have significant effects on the frequencies of higher-order flexural modes Kant, 1996, 1998; Shi and Lam, 1999) .
Discrete-Layer Theories
Elasticity solutions of the laminated composites reserve interlaminar continuity of transverse normal and shear stresses as well as the displacements through the thickness of the laminate (Chou, 1992; Reddy, 2003) . DL theories have been developed in order to have a kinematically consistent representation of anisotropic layers in the laminate, and to ensure the continuity of both the transverse stresses and displacements through the thickness. Refined DL models have been developed to reduce the computational burden associated with the representation of each physical layer (Reddy, 2003) .
DL theories can be divided into two categories: zigzag theories and layerwise theories. Layerwise models consider each material layer as a single laminate that connects to adjacent laminates. Zigzag models consist of a global variation of the displacements through the thickness, as in ESL theories. The thickness distribution has a zigzag variation that kinematically satisfies the continuity conditions at the interfaces (Di Sciuva and Icardi, 2001) .
Many publications in the literature compare ESL and DL theories in terms of accuracy, computational cost and complexity of formulations (Reddy, 1993; Carrera, 2000a Carrera, , 2000b Ghugal and Shimpi, 2001) . It has been concluded that DL models lead to an excellent agreement with the exact solution for both displacements and transverse stresses, even for thick structures, and independent of the laminate layout. However, ESL theories can have large discrepancies for thick plates with the exact solution, and the accuracy is heavily dependent on the order of the expansion and the laminate layout (Carrera, 2000b) .
Zigzag Theories
Zigzag theories are also known as partially layerwise theories. An expansion with a zigzag variation of displacement variables through the thickness is used:
Here, u i is the ith component of the in-plane displacements, w k is the transverse displacement, θ ij , ψ i and φ ij are the expansion functions in the x-y coordinates, S k is the zigzag coefficient of the kth layer, z k is the kth local transverse coordinate and h k is the kth layer thickness. Note that the slope of the displacement at the interface is discontinuous.
The expansion functions θ ij , ψ i and φ ij contain unknown parameters or functions to be determined to satisfy the equations of motion and boundary conditions. Therefore, the number of unknowns in this model is independent of the number of physical or mathematical layers, which makes the zigzag model computationally more efficient than fully layerwise approaches. The number of unknowns in fully layerwise theories increases with the number of layers. Zigzag theories make a good compromise between accuracy and computational effort (Di Sciuva and Icardi, 2001) .
Various orders of the expansion in z can be chosen in Equation (2). The first-order zigzag theory is linear in z where the transverse normal strain and stress are disregarded. Different orders in the z expansion can be used for different displacements (Lee et al. 1990; Xavier et al., 1993) . Expansions other than polynomials in z can also be incorporated in zigzag theories (Di Sciuva and Gherlone, 2003a) . Zigzag theories have been compared to higherorder ESL and layerwise theories in terms of computational time and accuracy (Li and Liu, 1995; Carrera, 1999) .
A combination of layerwise and higher-order zigzag theories offers superior features over the individual models of composite sandwich structures (Aitharaju and Averill, 1999; Cho and Averill, 2000) . This approach allows the laminate to be divided into a number of sublaminates whose in-plane displacements are described by a zigzag throughthe-thickness expansion (Di Sciuva and Gherlone, 2003b) . This model also maintains the continuity of displacements and transverse shear stresses at the interfaces of the physical layers and keeps degrees of freedom low when the number of layers increases.
Layerwise Theories
In layerwise theories, the displacement field of an individual layer can be represented by smooth expansions up to any desired order through the thickness, while the interlaminar displacements are presented by only C 0 -continuous interpolations. The C 0 -continuous interlaminar displacements allow for discontinuous strains and continuous transverse stresses at the interfaces of dissimilar materials. The generalized layerwise model assumes that the displacements can be approximated by a sum of separable 3-D interpolation functions. The 3-D interpolation function can be written as the product of a 2-D interpolation function and a onedimensional (1-D) interpolation function as (Reddy, 2003 ) (3) where u are the displacement components. It should be noted that the shear energy in the layerwise model dominates the bending energy when the layer thickness is small compared to its length. This phenomenon is called shearlocking. A practical solution to shear-locking is the selective reduced-integration scheme of the shear stiffness through the thickness Reddy, 1998, 1999) .
Layerwise models can be computationally inefficient because each physical material layer is represented by a mathematical layer. One approach to recover computational efficiency is to group the physical material layers into macrolayers. A macrolayer is treated as one mathematical layer and satisfies the interlaminar continuity conditions between the adjacent macrolayers. Hence, the number of unknowns in the model will not increase proportionally with the number of material interfaces (Gaudenzi et al., 1998) .
Variable Kinetic Techniques
ESL, zigzag and layerwise models have their advantages and disadvantages in terms of numerical accuracy, computational efficiency and programming complexity. To achieve the best accuracy for the solution with minimal computational cost, a balanced technique called the multiple model method or the hierarchical model has been developed (Reddy, 2003) . The displacement field in the multiple model method can be expressed as
. (4) The multiple model methods are divided into two categories: the simultaneous single-step approach and the sequential multistep approach (Reddy, 2003) . The key strategies required to efficiently implement multiple model methods can be summarized as follows: (i) a rational selection of mathematical models in accordance with the optimum objective of the solution; (ii) a proper treatment of interfaces between the models; (iii) effective discretization of the domains modeled by different kinematic assumptions (Noor et al., 1995) . The complexity of the implementation of the multiple model methods comes with the treatment of the interfaces between the models where both the displacement continuity and the force equilibrium at the globallocal boundary must be satisfied Woo, 1993a, 1993b) .
A number of simultaneous single-step methods have been proposed in the literature. In these methods, the entire domain is divided into several subdomains where different mathematical models and even different discretizations are applied. Some of these belong to zigzag theories Yip, 1996a, 1996b; Averill, 1997, 2000; Di Sciuva and Gherlone, 2003b) . The simultaneous single-step models provide a wide range of kinematically variable representations of the displacements combined with a mesh superposition technique to increase the computational efficiency (Reddy, 1993; Reddy, 1996a, 1996b) .
Sequential multiple methods are also called global-local analysis in the literature. In general, the entire laminate is first analyzed using a global model, which is computationally economical, often an ESL model. Then, a highly refined model is employed to analyze local effects, such as layerwise models or 3-D models (Thompson and Griffin, 1992) .
Acoustic Solution
Acoustic waves are governed by the Helmholtz equation (Wu, 2000) . The solution to the Helmholtz equation can be obtained using numerical methods, such as boundary elements and finite elements or the Rayleigh integral of the far-field response (Harari and Hughes, 1992) . The system matrices of the boundary element method (BEM) are often non-symmetric and full, while those of the finite element method (FEM) are symmetric and banded. Finite element system matrices can take advantage of efficient algorithms, which are specially developed to solve the linear systems of the symmetrical banded matrices. The BEM cannot do this. Even with the combined BEM/FEM modeling of the structural-acoustic system, we still do not achieve the computational efficiency of the symmetrical banded matrices . A superior feature of the BEM is that it can deal with the exterior acoustics in an infinite domain. There have also been studies of infinite element types for the FEM to approximate the infinite domain (Li et al., 2005; Autrique and Magoules, 2006) .
The acoustic pressure can be obtained as (5) where p is the acoustic pressure field, n is the outward normal of the surface S enclosing the acoustic medium, G(x; y) is the Green's function, and C is a coefficient dependent on where x is relative to the surface S and the geometry of S. The Green's function is a solution to the Helmholtz equation with an acoustic point source (Wu, 2000) . The BEM makes use of Equation (5), which can fail to give a unique solution at certain frequencies, called characteristic frequencies, although the solution to the original Helmholtz differential equation with well-defined boundary conditions is unique (Vlahopoulos, 1994) . Several alternative formulations have been proposed to overcome this difficulty (Amini and Kirkup, 1995; Yang, 2004) , with the most common known as the combined Helmholtz integral formulation (CHIEF) and the combined normal derivative formulation (CNDF).
The CHIEF imposes additional constraints on the boundary integral, leading to overdetermined linear equations that can be solved using the least-squares method. These constraints can be provided by the fulfilment of the boundary integral on the points that do not coincide with the nodal points of the resonant acoustic field (Schenck, 1968) . The CNDF combines the boundary integral with its normal derivatives. The normal derivative is obtained by differentiating Equation (5) with respect to the surface normal. The advantage of the CNDF is that there is no need for internal arbitrary points. The disadvantage is that the normal derivative of the surface integral contains highly singular integrands, which require specific integration schemes (Reut, 1989) .
The Rayleigh integral gives the far-field acoustic radiation from a structure to the semi-infinite domain:
.
Here, ρ is the density of the acoustic medium, ω is the excitation frequency, R is the distance between the receiver point x and the source point y, and k is the acoustic wavenumber.
The integral exists at the singularity point where the source and receiver coincide, because e -ikR /R = -ik as R 0. The integration in Equation (6) is often computed numerically for complex geometries (Cunefare et al., 2001 ).
There are also other acoustic solution techniques to improve the computational efficiency, including the meshless method and the reduced eigenvalue method (Grissom et al., 2005; Zellers et al., 2005) 
Sensitivity Analysis
Sensitivity plays an important role in optimization studies. Analytical expressions of sensitivity functions can improve computational efficiency and accuracy at the same time. However, they are often not readily available. Numerical sensitivity methods must be used.
The finite difference method for sensitivity analysis is the simplest method, but can be computationally inefficient and inaccurate when sensitivities are calculated near resonant frequencies (Salagame et al., 1995) . However, the finite difference method provides a baseline for validation of other methods (Lund, 1994) .
The gradient of an objective function W with respect to a design parameter b i can be approximated by the forward finite difference as (7) where ∆b i is the step size and n is the number of design parameters. The sensitivity of W with respect to all the design parameters using Equation (7) requires solutions of n eigenvalue systems for broad-band optimization or n linear systems for tonal optimization. The computational effort can be intensive.
By using the chain rule of differentiation, we can often obtain expressions to speed up the evaluation of sensitivity functions. Let the objective be expressed as a function of structural response vector u
where u = u(b 1 , b 2 , …, b n ) is viewed as the function of the design parameters. Then,
Assume that the external excitation of the system is independent of the design parameters. u/ b i can be obtained from the direct differentiation of the equation of motion .
( 1 0 ) We have (11) This sensitivity analysis requires the solution of Equation (11) for each design parameter. When the structure is excited at a single frequency, Equation (11) is the same as the equation of motion with u/ b i as the response and the right-hand side as the force vector when u is available. Thus, it can be solved by using the normal modes of the equation of motion (10) (Salagame et al., 1995) .
Another approach, called the adjoint variable method (AVM), is based on the following equation (12) where z is the adjoint variable vector. z can be solved in an efficient manner as W/ u is often available in an analytical form. When the dynamic complex stiffness matrix (-M + i C + K) is symmetric, Equations (9), (11) and (12) are combined to yield the gradient (13) The partial derivatives with respect to b i on the right-hand side of the equation can often be obtained in analytical form.
This method is also extended to non-symmetrical dynamic compliance matrices (Kim et al., 2003a) . Rigorous derivations of the method can be found in Choi and Kim (2005) . Sensitivity studies of structural-acoustic systems using the above methods have been successfully incorporated into gradient-based optimizations (Salagame et al., 1995; Dong et al., 2004; Fritze et al., 2005; Denli and Sun, 2007a) .
Optimization Strategies
Two strategies for structural-acoustic optimization are available. The first is the conventional algorithm. An iterative analysis of the structural-acoustic objective function is carried out by a search technique. The second strategy, called the uncoupled or inverse approach, decouples structural and acoustical solutions, and consists of two separate optimization steps (Naghshineh et al., 1992) . In the following, we discuss both strategies.
Inverse Method
In this method, the first step is to find a group of weak radiators using an acoustic optimization (Constans et al., 1998) . A target response for the structure, which satisfies the structural boundary conditions, is determined by a linear combination of the weak radiators (Cunefare, 1991) . In the second optimization step, the structural design space is searched to meet the target structural response.
The first optimization is stated as follows:
Here, the objective function W is the radiated acoustic power, v H denotes the Hermitian of the normal velocity of the radiating surface, and B is the spatial coupling matrix, which can be obtained by using the Rayleigh integral, the BEM or the FEM. Both matrices B and E are Hermitian. The constraint ensures the bounded solution and also behaves like a normalization condition.
The normalization condition can be acoustic or structural. The term (1/2)v H Ev of the acoustic normalization condition is often chosen as the radiated acoustic power by a piston of the same area as the structural radiating surface and with a velocity equal to the root mean square of the structural normal velocity. This normalization does not impose structural boundary conditions on the resulting acoustic radiators. It is necessary to properly select linear combinations of the acoustic radiators in order to form the target structural velocity profile that satisfies the structural boundary conditions (Koopmann and Fahnline, 1997; Constans et al., 1998) . It has been shown that this normalization condition can lead to numerical singularity when structural boundary conditions are applied during the optimization (Denli et al., 2005a) . When a structural normalization condition is used, it imposes the structural boundary conditions even in the first acoustic optimization step. In this way, the singularity and post-precessing step due to the acoustic normalization scheme will be eliminated (Denli et al., 2005a) .
Applying the method of the Lagrangian multiplier and selecting the constraint constant to be unity without the loss of generality, we have the Lagrangian (16) where λ is a Lagrangian multiplier. The necessary conditions for extremal values of L lead to the following eigenvalue problem (17) The solution v of Equation (17) represents the optimum velocity profiles and λ is the radiation efficiency of the corresponding optimum velocity profile. An optimum velocity profile or a linear combination of the profiles is
Bv λEv. = chosen to be the target normal velocity distribution for the structure denoted by ψ ψ ψ ψ. The second optimization is stated as follows
The objective is to search for the structural design parameters to meet the optimum velocity profile ψ ψ ψ ψ. M, C and K are functions of design parameters b with lower and upper bounds b l and b u , m 0 is the maximum allowable weight and ω 0 is the smallest allowable fundamental frequency. The solution to the optimization problem can be obtained by using common search algorithms.
Methods of Optimization
The structural-acoustic optimization according to the conventional method is described as (20) (21) (22) (23) where the objective function W represents the radiated acoustic power, and is dependent on the design parameters and structural-acoustic response. The constraints include the structural equations of motion (21), acoustic equations of motion (22) and other parameter constraints (23). q is the derivative of the surface velocity with respect to the surface normal. The system matrices A and B determine the acoustic response v.
The optimization techniques are classified by their search algorithms including gradient-based, pattern-based (or design parameter geometry-based) and evolutionary techniques.
Gradient-based techniques require first-or higher-order gradients of the objective function and constraints with respect to design parameters. The first-order gradient is mostly preferred in structural-acoustic problems because the higher-order gradients are computationally impractical and higher-order sensitivity analysis of the objective function and constraints can be quite complicated. Firstorder gradient-based optimization algorithms are evolved around Newton's method using the first-order derivative and Hessian of the Lagrangian with respect to the design and slack variables. The quasi-Newton method approximates the Hessian matrix of the objective function and constraints by using the first-order derivatives of the objective and constraints. Gradient-based optimization techniques are strongly dependent on the sensitivity analysis in terms of accuracy and efficiency. The analytical results of sensitivity analyses can improve computational efficiency and accuracy. However, the implementation can be complicated. An example of the flow chart of structuralacoustic optimization with a gradient-based method is shown in Figure 1 .
Methods in topology optimization of static problems are well developed and extended to dynamic problems including structural-acoustic optimizations (Pedersen and Pederson, 2005; Denli and Sun, 2007b) . Among these methods, there are heuristic approaches called material homogenization methods employed with optimality criteria or the method of moving asymptotes algorithms. These are promising techniques to efficiently deal with a large number of design variables and constraints, and should be extended to broad-band structural-acoustic optimizations. The ability to obtain a search direction for each design parameter independent of other design variables makes the approach computationally efficient (Bendsoe and Sigmund, 2003) . These algorithms are also applied to composite and anisotropic material topology optimization using proper material homogenization schemes (Bendsoe and Sigmund, 1999; Guedes et al., 2003) .
Another powerful technique in topology optimization is the level-set method. The level-set method yields a coupled system of governing equations and the Hamilton-Jacobi differential equation (Yulin and Xiaoming, 2004) . The Hamilton-Jacobi differential equation is defined in the domain formed by the design variables. The level-set method is capable of handling the topology optimization of composite or heterogeneous structures including dynamic problems (Allaire and Jouve, 2005) . It is noted that the levelset optimization can be more sensitive to the baseline structure than the material homogenization techniques (Wang et al., 2005b) .
Derivative-free methods, such as simplex and pattern search methods, are also applicable to the structural-acoustic optimization problem. The movement starting from the baseline configuration towards a local optimum is guided by the geometry (polytope) or pattern formed by the design variables (Denli et al., 2005b) . Although these methods do not require derivatives of the objective function and constraints, they can be computationally inefficient, particularly when the problem includes a large number of design parameters.
Other derivative-free algorithms include evolutionary algorithms, such as genetic algorithms (GAs) and simulating annealing (SA). The GA is inspired by the rule of natural selection, while SA mimics the thermodynamic process of a melted metal during annealing (Constans et al., 1998) . Evolutionary algorithms are most powerful when the objective function and constraints are highly nonlinear, and contain many local optima and discontinuities in the design domain. In such situations, gradientbased techniques can fall into a local optima near the starting configuration, while evolutionary algorithms can avoid it and reach a more "global" optimum. Because evolutionary algorithms often exhaust the design domain, they can be computationally intensive (Di Sciuva et al.,
. A connectivity analysis that ranks the prospective designs based on the structural integrity or a penalty function can help to reduce the computational burden (Jakiela et al., 2000) .
An evolutionary structural optimization (ESO) is introduced by Xie and Steven as reported in Tanskanen (2002) . The ESO is based on the idea that the inefficient material in the design domain should be removed by a rejection criterion. The ESO is simple to implement and effective for problems consisting of a large number of design variables (Kim et al., 2003b) , and allows both structural and non-structural constraints to be incorporated into the optimization (Kim et al., 2000) .
Hybrid or hierarchical optimization techniques have been proposed to improve the versatility and robustness of individual optimization techniques (Thareja and Haftka, 1990; Zuo et al., 2005; Fawaz et al., 2005; Wang et al., 2006) . For instance, a combination of gradient-based or heuristic homogenization approaches with evolutionary algorithms can improve the computational efficiency and the probability of converging to the global optimum at the same time (Chan et al., 1999) . It has been shown that heuristic approaches such as the ESO and homogenization methods are combined to solve topology optimizations more efficiently (Belblidia and Bulman, 2002) .
Optimization methods in other fields of science have also been adapted for the structural-acoustic problem. Recently, the conjoint-analysis method, common in management science, has been incorporated into structuralacoustic optimization with a consideration of industrial objectives in the optimization (Grissom et al., 2006) .
Applications of Optimization
Various structural-acoustic objectives, such as the radiated acoustic power and the mean-square normal velocities of the radiating structure, can be minimized. Some objectives indirectly deal with structural-acoustic optimization (e.g. dynamic compliance or structural resonant frequencies). Common constraints of optimization include the maximum allowable weight, the minimum fundamental frequency and the bounds on design parameters. Other constraints enforce the manufacturability or geometric limits. In this section, we review applications of structuralacoustic optimizations.
Material Properties
One structural-acoustic optimization study takes the constants of anisotropic materials as design parameters. The anisotropic stiffness matrix has the following general form (24) where Q is symmetric. The off-diagonal blocks represent the shear to normal coupling of the material. These off- In the optimization with respect to material parameters, the stiffness, mass and damping of the material are design parameters, and the positive definiteness of the matrix Q is imposed as a constraint, leading to achievable upper and lower bounds of the material constants. The material bounds can be analyzed by the composite rule-of-mixtures or Hashin-Shtrikman theory on shear modulus for two-phase composites (Chou, 1992; Bendsoe and Sigmund, 2003) .
Optimization with respect to mass and damping has been studied in Koopmann and Fahnline (1997) , Wodtke and Lamancusa (1998) and Huang and Chen (2000) . The material anisotropy can be tailored to optimize the structural-acoustic response (Huang and Ng, 1998; Castaings and Hosten, 2003) . The material anisotropy in composite sandwich structures can be altered by the choices of fiber/ matrix skin materials, core materials, the reinforcement orientation in the layers, and the stacking sequence. Optimization with respect to these parameters has been studied extensively to minimize sound transmission, vibration transmission and radiated acoustic power (Lamancuse and Eschenauer, 1994; Thamburaj, 2001; Thamburaj and Sun, 2002; Johnson and Cunefare, 2002; Hufenbach et al., 2005) . Spanwise non-uniform composite sandwich structures with more independent design variables for optimization can yield lower sound radiation than uniform structures with fewer independent design variables (Denli et al., 2005b) . Materials with a negative Poisson ratio are also studied in the structural-acoustic optimization of composite sandwich structures (Howell et al., 1994) . A negative Poisson ratio is also incorporated into the composite sandwich structure with re-entrant and chiral cells and auxetic materials (Wang and Lakes, 2005) .
Optimization with respect to the normal to shear coupling stiffness terms makes use of the wave transformation mechanism of the material to reduce the sound transmission (Thamburaj and Sun, 2002; Castaings and Hosten, 2003) . The numerical results show a significant increase of sound transmission loss with anisotropic skins and cores at relatively low frequencies (Thamburaj and Sun, 2002) . It is observed that the anisotropic stiffness coupling terms do not significantly affect the fundamental frequency of the structure.
Geometry
The geometric parameters of composite sandwich structures include layer thicknesses, shape and core microgeometry (Franco et al., 2005) . Skin and core layer thicknesses are often used as design variables with the stacking sequence to alter the anisotropic material properties and the structural-acoustic response. Using optimization with respect to the skin and core layer thicknesses it has been discovered that quieter sandwich structures may be obtained if the skin on the incident side is thinner than the skin on transmitted side, when the total thickness and weight of the sandwich are constrained (Thamburaj, 2001) .
Shape optimization for structural-acoustic objectives has also been investigated (Soize and Michelucci, 2000) .
The shape optimization of shell structures by structural mesh modification technique was proposed by Marburg (2002) . The technique parametrizes the mesh with global and local continuous functions and provides smaller number of design parameters than the number of all the nodes when used as design parameters . Recently, meshless methods have been incorporated into shape optimization to improve the computational efficiency (Zellers et al., 2005) . Applications of optimum curvature design show the strong influence of structural shape on structural-acoustic responses as compared to other design parameters (Cunningham et al., 2000; Kaneda et al., 2002) .
The core geometry has been shown to be one of the most versatile and effective design parameters to enhance the multifunctionality of composite sandwich structures (Wicks and Hutchinson, 2001; Liu and Lu, 2004) . Periodic core design is identified with a unit cell. Foam cores are described by stochastic or microstructural variables incorporated in the constitutive relations (Roberts and Garboczi, 2001; Sahraoui et al., 2001; Shu and Goh, 2001) . A unit cell analysis shows the impact of its resonance on the vibration of composite sandwich structures (Ruzzene, 2004) . Structural-acoustic optimizations of sandwich structures with cellular cores for minimum noise radiation in a wide frequency band tend to destroy the periodicity of the core structure (Keane, 1995; Keane and Bright, 1996; Anthony et al., 2000; Moshrefi-Torbati et al., 2003; Denli and Sun, 2007a) . The negative-Poisson ratio unit cell presents another opportunity for structural-acoustic optimizations (Ruzzene et al., 2003) . The acoustic behavior of negative-Poisson ratio cellular structures has been investigated in the literature (Scarpa and Tomlinson, 2000) .
Topology
Eschenauer and Olhoff (2001) have presented an excellent review of topology optimization. Here, we review the existing topology optimization literature from a structuralacoustic point of view.
Dynamic compliance optimization subject to the weight constraint has been robustly solved by heuristic approaches (Min et al., 1999; Nishiwaki et al., 2000) . The dynamic compliance minimization at a target frequency is proven to be the same as the maximization of the gap between two resonant frequencies that are closest to the target frequency (Jog, 2002) . A multi-objective topology optimization of the dynamic and static compliances is treated by bi-criteria optimality conditions (Krog and Olhoff, 1999; Min et al., 2000) . The eigenfrequency optimization by composite topology design subject to a weight constraint is studied using heuristic approaches (Xie and Steven, 1996; Zhao et al., 1997a Zhao et al., , 1997b Zhao et al., , 1998 . Various objective functions are formulated for the eigenfrequency optimization problem, including maximizing or minimizing a given resonant frequency, maximizing the gap of two given frequencies, and setting the natural frequency to a specific value while considering multiple frequency constraints (Pedersen, 2000 (Pedersen, , 2005 Allaire et al., 2001; Tcherniak, 2002) . The level-set methods are developed to solve the eigenfrequency optimization problem with weight and geometrical constraints (Osher and Santosa, 2001; Allaire and Jouve, 2005) . Other research on topology optimization using genetic algorithms for structural-acoustic problems has been conducted by Lee et al. (2004) . The study involves few design parameters and makes use of the conventional optimization algorithm. Hybrid techniques are also adapted to improve the efficiency and robustness of topology optimizations (Belblidia and Bulman, 2001 ).
Boundary Condition
Optimization of structural boundary conditions to minimize sound radiation is relatively rare in the literature, and represents a new direction in the research. The influence of boundary constraints on structural-acoustic radiation has been studied (Ohlrich and Hugin, 2004) . It is shown that a structure with properly designed boundary supports can achieve a desired acoustic response at a certain frequency (Muthukumaran et al., 1999 (Muthukumaran et al., , 2000 . Positions of boundary supports can be found to maximize the natural frequencies of a structure (Wang and Chen, 1996; Won and Park, 1998) . Boundary conditions can be optimized to maximize the difference between two consecutive natural frequencies of a structure (Marcelin, 2002) . Mechanical joints are special cases of boundary supports, and can also be exploited to reduce vibration transmission in the structural network and structure-borne noise while providing the required structural integrity (Feng et al., 2001 ). Simultaneous boundary conditioning and optimal control have been considered to improve the efficiency of the control performance (Pan and Hansen, 1993) . Simultaneous topology and support optimizations have been investigated (Buhl, 2002) . Optimization studies of boundary supports for compliant mechanism design have also attracted the attention of researchers (Bendsoe and Sigmund, 2003) . Recently, boundary conditions have been optimized to minimize sound radiation from vibrating structures (Denli and Sun, 2007b) .
Concluding Remarks
In this paper, we have reviewed advancements in the structural-acoustic optimization of composite sandwich structures. First, we covered composite sandwich structure modeling and discussed the existing models in terms of computational efficiency and accuracy. We have discussed the structural-acoustic optimization strategies together with sensitivity analysis and optimization techniques. We have also discussed applications considering the material, geometry, topology and boundary conditions as design parameters. Important progress in structuralacoustic optimization to minimize sound transmission has been made by taking advantage of the wave conversion mechanism of anisotropic materials.
