





More random or more deterministic choices? 

























































































































































































let individual  i  choose among  J  alternatives, each characterized by a vector of observed attributes  ijx . 
The utility associated with alternative  j  is given by: 











form expression of the probability of choosing alternative  j  from a set of  J  available alternatives: 

























    itj i itj itjU β x .  (4) 
Note that parameters of utility function are now respondent‐specific. It is assumed that they follow 








              1itj i i i i itj itjU b υ υ x .  (5) 
Similarly to the RPL model, the coefficients in the utility function are individual‐specific (b  represents 
the population means of the parameters, while υ  – individual‐specific deviations from these means). 
Unlike in the RPL, however, the scale coefficient is also individual‐specific, with     1,i LN  or 
     0expi i  with    0 0,1i N . Since it is still necessary to normalize scale, we want 
     2exp 2iE . This may be achieved by assuming    2 2 . This way the scale is no longer 
constant across respondents; instead it is assumed to follow a lognormal distribution, with the new 
parameter   reflecting the level of scale heterogeneity in the sample. The coefficient     0,1 controls 
how the variance of residual taste heterogeneity varies with scale.2 If   0  the individual coefficients 




















































       1ij i ij ijU θ k β x ,  (6) 
while by assuming an exponential formulation for the multiplicative scale (Swait et al., 2001) it is 
possible to drop the 1 and there is no need to assume the scale is strictly positive: 




















































































































































































MNL model with estimated parameters for dataset‐specific covariates of scale     and its variance     
are presented in Table 1 (see equation (8) for details). The variables of the model include alternative 
specific constants associated with different protection programs ( LAW ,  FEED , MOVE ), dummy‐
coded levels of improvement of hen harriers ( 1HH ,  2HH ) and golden eagles ( 1GE ,  2GE ), and the 
continuously coded cost (FEE ). All preference parameters were assumed to be normally distributed. 
We allowed all parameters to be study‐specific (superscripts on variable names indicate the two 











program ( LAW ,  FEED , MOVE ) were relatively high. This illustrates the importance of including not 
only the end results of a proposed scenario but also the means of achieving it (Czajkowski et al., 2009). 















































1. We took  1000n   draws from multivariate normal distribution described by a vector of 
estimated parameters and the asymptotic variance‐covariance matrix; 
2. For each of  n  draws we decomposed the resulting vector of parameters to a vector of means of 













































































































































































































































COST  £0  £50  £50  £10 
YOUR CHOICE  









coeff.  s.e.  p‐value  coeff.  s.e.  p‐value 
1LAW   12.0039  3.7172 0.0012 14.4188 4.3896  0.0010
1FEED   11.9657  3.7546 0.0014 14.1252 4.2400  0.0009
1MOVE   11.7394  3.7047 0.0015 14.2955 4.2929  0.0009
1
1HH   4.0516  0.9756 0.0000 4.5890 1.1379  0.0001
1
2HH   4.5623  1.0186 0.0000 4.9217 1.2019  0.0000
1
1GE   5.0887  1.0913 0.0000 4.0150 0.9782  0.0000
1
2GE   6.1589  1.2774 0.0000 4.7439 1.2482  0.0001
2LAW   11.0462  2.3578 0.0000 10.8648 2.1273  0.0000
2FEED   11.5625  2.3680 0.0000 11.8904 2.1758  0.0000
2MOVE   10.3751  2.4152 0.0000 11.6050 2.0596  0.0000
2
1HH   3.0370  0.7846 0.0001 7.6760 1.4002  0.0000
2
2HH   3.5371  0.7355 0.0000 7.2888 1.3270  0.0000
2
1GE   5.3024  1.0273 0.0000 8.1872 1.5464  0.0000
2
2GE   6.1771  1.1045 0.0000 8.1992 1.4667  0.0000
FEE   ‐8.8614  1.9715 0.0000 14.1493 2.4345  0.0000
Elements of the lower triangular of Cholesky matrix are skipped 
   0.7137  0.2614 0.0063 –  –  – 
   ‐0.2621  0.0496 0.0000 –  –  – 
   7.2059  1.1175 0.0000 –  –  – 
   0  fixed –  –  –  – 
Log‐likelihood  ‐2736.2711         
McFadden’s pseudo R2  0.4279         
AIC/n  5750.5423         
n (observations)  3450                    










LAW   25.44 52.25
FEED   24.19 58.43
MOVE   22.51 54.68
1HH   20.02 18.62
2HH   20.93 19.11
1GE   26.19 29.92
2GE   28.37 33.35
 
 
 
