Background: Phylogenetic trees are essential to evolutionary biology, and numerous methods exist that attempt to extract information applicable to a wide range of disciplines, such as epidemiology and metagenomics. Currently, the three main Python packages for trees are Bio.Phylo, DendroPy, and the ETE Toolkit, but as dataset sizes grow, parsing and manipulating ultra-large trees becomes impractical.
Background
Phylogenetic trees are essential to evolutionary biology, and phylogenetic methods are applicable to a wide range of disciplines, such as epidemiology [1, 2, 3] and metagenomics [4, 5, 6] . However, the datasets used by these methods are growing rapidly as sequencing costs continue to fall, emphasizing the need for scalable methods of tree traversal and manipulation.
Currently, the three main Python packages for trees are the Bio.Phylo module of Biopython [7] , DendroPy [8] , and the ETE Toolkit [9] . The three tools are simple to integrate into new methods, include a plethora of functions that cater to most phylogenetics needs, and are fast for reasonably-sized trees. However, as dataset sizes grow, parsing and manipulating ultra-large trees becomes impractical. I introduce TreeSwift, a scalable cross-platform Python package for traversing and manipulating trees that does not require any external dependencies, and I compare its performance against that of Bio.Phylo, DendroPy, and the ETE Toolkit.
Implementation
TreeSwift is a pure-Python package that has no external dependencies. It has been tested on Python versions 2.6-2.7 and 3.3-3.7, but it should theoretically work on all versions. It is also compiled and hosted on PyPI, meaning it can easily be installed with a single pip command without any need for administrative privileges or any advanced knowledge. This is essential to contrast against the ETE Toolkit, which requires the Six and NumPy Python libraries to install if the user has administrative privileges or Anaconda/Miniconda to install if the user doesn't, and BioPython, which requires a C compiler and the NumPy Python library as well as computer fluency to compile tools from source using a Makefile.
The primary TreeSwift documentation can be found as an Application Programming Interface (API) on the GitHub repository. Further, the classes and functions of TreeSwift are thoroughly documented with Python "docstrings," so the user can access usage information via Python's help command.
A key feature of TreeSwift is its simplicity in class design in order to reduce time and memory overhead of loading, traversing, and manipulating trees. The entire package consists of just two classes: a Node class, which contains the data and local relationships, and a Tree class, which handles manipulation and traversal on the Node objects. A key distinction between TreeSwift and DendroPy is that DendroPy stores bipartition information to enable efficient comparisons between multiple trees that share the same set of taxa, but because TreeSwift is designed for the fast traversal and manipulation of a single tree (and not the comparison of multiple trees), TreeSwift forgoes this feature to avoid the accompanied overhead, resulting in a much lower memory footprint and faster execution of equivalent functions.
TreeSwift provides generators that iterate over the nodes of a given tree in a variety of traversals, including pre-order, in-order, post-order, level-order, ordered by distance from the root, and more. These built-in generators intend to provide developers a simple yet efficient manner in which to implement their own algorithms such that they only need to consider higher-level details of the traversal process. TreeSwift also provides the ability to compute various statistics of a given tree, such as tree height, average branch length, patristic distances between nodes in the tree, treeness [10] , the Gamma statistic [11] , etc.
Results and Discussion
To compare the performance of these tools, I tried to choose functionality that would be essential to most users and that is compatible with as many of the tools as possible: pre-order traversal (visit the current node before visiting the children), post-order traversal (visit the children before visiting the current node), in-order traversal (in fully-bifurcating trees, visit the left child, then visit the current node, then visit the right child), level-order traversal (visit the nodes of the tree in order of path length from root, where path length is defined as the number of edges between a given node and the root, ignoring edge lengths), root-distance-order traversal (visit the nodes of the tree in order of path length from root, where path length is defined as the sum of edge lengths in the path from a given node to the root), computing total branch length (i.e., the sum of the lengths of all branches in the tree), finding the most recent common ancestor (MRCA) of a set of leaves, and computing a pairwise distance matrix of the leaves of the tree. Not all tasks I chose to test were natively implemented in all of the tools, so I used example code from authors when available, wrote my own code if the task was decently trivial, or omitted the tool from the comparison entirely if there was no clear simple way to perform the task. The code used to perform each task using each tool can be found at www.github.com/niemasd/TreeSwift-Paper. The results of the comparisons can be seen in Figure 1 .
When compared against DendroPy, TreeSwift is significantly faster for all tested functions (an order of magnitude faster for most) and has a memory footprint that is over an order of magnitude lower. When compared against Bio.Phylo, TreeSwift is significantly faster when finding the MRCA of a set of leaves, is roughly twice as fast when computing total branch length and when performing pre-order and post-order traversals, is roughly equivalent in speed when performing a level-order traversal, is significantly slower when computing a pairwise distance matrix, and has a slightly lower memory footprint. Note that Bio.Phylo does not seem to implement a way to perform an in-order nor a root-distance-order traversal. When compared against the ETE Toolkit, TreeSwift is significantly faster when computing a pairwise distance matrix, is much faster when computing total branch length and when performing pre-order and post-order traversals, is roughly equivalent in speed when performing a level-order traversal and when finding the MRCA of a set of leaves, and has a slightly lower memory footprint. Note that, although the ETE Toolkit was roughly as fast as TreeSwift when finding the MRCA of a set of leaves, the tool was not able to scale to a tree with 1,000,000 leaves because of excessive memory consumption during the MRCA search. Also note that the ETE Toolkit does not seem to implement a way to perform an in-order nor a root-distance-order traversal.
It must be emphasized that these comparisons do not reflect deficits in the existing packages against which TreeSwift was compared. These other libraries allow the integration of richer datasets, such as the integration of sequence data onto the taxa, as well as other relevant features TreeSwift has no intention of replicating, as they would likely come at a performance loss. Instead, these comparisons intend to highlight differences in use-cases between the various tools, and TreeSwift is designed to complement these other packages by providing a simple yet fast tree package meant specifically for traversal-intensive tasks on ultra-large phylogenetic trees.
Conclusions
TreeSwift is an open source Python 2 and 3 tree package suitable for phylogenetic algorithms on ultra-large trees. TreeSwift can be installed easily from PyPI using the pip command, and the cross-platform nature of Python as well as the simplicity of the classes within TreeSwift poise the package for community contribution. Figure 1 Tree Package Comparison. Runtimes of DendroPy, Bio.Phylo, the ETE Toolkit, and TreeSwift for a wide range of typical tree operations using trees of various sizes, as well as memory consumption after loading a tree. The truncation of a given tool's plot implies lack of scalability beyond that point (either due to time or memory consumption), and the entire lack of a given tool implies lack of implementation of the tested functionality.
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