Introduction and Motivation
This paper provides a deep analysis of long-range dependence in continually evolving Internet traffic mixes by employing a number of recently developed statistical methods. Surprisingly large and consistent differences in the behavior of packetcount time series are observed between data from 2002 and 2003. A careful examination based on stratifying the data according to protocol, reveals that the large difference is driven by a single UDP application that was not present in 2002.
Another result is that the observed large differences between the two years shows up only in packet-count time series, and not in byte counts (while conventional wisdom suggests that these should be similar). We also explore some of the implications for queue management in routers resulting from these findings.
The seminal papers reporting empirical evidence for long-range dependent and self-similar properties in network traffic first appeared around ten years ago [refs] . Their findings were a "disruptive" event in networking research. They discovered a remarkable characteristic of Internet traffic -its high variability across a wide range of scales, and how that variability changes as scale increases. If we plot the number of packets or bytes that arrive at a network link, say every 10 milliseconds, we observe a highly variable process where the number of arrivals is constantly changing. Interestingly, if we plot these arrivals at coarser scales, say every 0.1 second, every second or every 10 seconds, etc., we obtain a rather unexpected result.
Instead of smoother and smoother arrivals as we would expect, we always observe a process that is almost as variable as the one observed at the finer scales. This property of the variance in packet or byte arrivals in Internet traffic, which is known as self-similarity or scale-invariance, holds true for scales from a few hundred milliseconds up to hundreds of seconds.
Quantitatively, the decay in the variance of arrivals for self-similar traffic is proportional to m 2H−2 , where m≥1 represents scale as the aggregation of arrival counts, and H is known as the Hurst parameter. For the time series of bin counts generated using a Poisson process H=0.5, while Hoe(0.5,1) for a stationary, long-range dependent process. The closer the value of the Hurst parameter is to 1, the more slowly the variance decays as scale (m) increases, and the traffic is said to be more bursty.
The slow decay of the arrival variance, as scale increases in self-similar traffic, is in sharp contrast to the mathematical framework provided by Poisson modeling, in which the variance of the arrivals process decays as the square root of the scale (see [LTWW94, PF95] ).
Self-similarity also manifests itself as long-range dependence (or long memory) in the time-series of arrivals. This means that there are non-negligible correlations between the arrival counts in time intervals that are far apart. More formally, the autocorrelation function, ρ(k), of long-range dependent time-series decays in proportion to k −b as the lag k tends to infinity, where 0<β<1. The Hurst parameter is related to β via H=1−β/2, so the closer the value of the Hurst parameter is to 1, the more slowly the autocorrelation function decays. In contrast, Poisson models are short-range dependent, i.e., their autocorrelation decays exponentially as the lag increases. The implied "failure of Poisson modeling" for Internet traffic spawned an active field of research in analysis of network traffic. Some of the research closely related to this paper are reviewed in section 2.
One of the major strengths of the early studies [refs] was that they were based on a significant number of high-quality network traces (high quality in the sense that they captured hours or days of operation on production networks and were recorded with reasonably accurate and precise timestamps for each packet). In recent years, however, there have been few studies that examined network traffic in the modern Internet using empirical data comparable in quantity and quality to the earlier studies (a few exceptions, notably from Sprint Labs, are described in Section 2). There are several reasons for this decline in studies based on empirical data. One is that network links have dramatically increased in speed from the 10 Mbps Ethernets monitored for the early studies to the 1000 Mbps Ethernets and 2500 Mbps (OC-48) or faster technologies commonly deployed in today's access and backbone network links. Capturing traces, even when such links are lightly loaded and the traces include only packet headers, is costly in terms of the required monitoring equipment and disk storage. Another important issue is that network service providers regard as proprietary or trade secrets any empirical data that would reveal information about the operational characteristics of their networks. Similarly, the service providers, including those that are part of universities or other research organizations, have to be concerned about privacy issues. Because of these factors, there are relatively few suitable network traces publicly available to researchers (the NLANR repository [ref] does contain a few such traces that have been used in some of the studies reviewed in Section 2).
In this paper we present the results from analysis of an extensive set of two-hour long traces collected in however, virtually identical between the two years which is also unexpected because previous studies have shown packet and byte counts to be closely related. Investigating the reasons for these differences in H estimates is the major theme of this paper. We also observed a number of traces that exhibited large H values (> 1.0) that indicated non-stationarity (other than simple linear trends) or even more complex structure, or that had very wide confidence intervals for the H estimates. Several examples of these are examined in detail in section 4. The statistical tools used include wavelet-based spectrum and Hurst parameter estimation as a simple quantification of relative long range dependence, dependent SiZer analysis for specific investigation of structure beyond that indicated by the Hurst parameter, a cross trace summary plot of SiZer structure for use in the simultaneous analysis of a large data set, and the study of queueing processes that are driven by empirical time series. We used wavelet-based analysis tools for working with long-range dependent time series that were developed by Abry and Veitch [refs] . SiZer was invented by Chaudhuri and
Marron [ref] , and the dependent data version that is used in Section 4 was developed by Park, Marron and Rondonotti [ref] .
The queueing analysis approach treats an empirical network trace as the input to an abstract infinite-buffer queueing system using traffic intensity (the ratio of arrival rate to service rate) as the primary parameter that can be varied. With this approach, important insights come from the tail distributions of queue sizes (using a complementary cumulative distribution function, CCDF) generated by long-range-dependent traces at different traffic intensities.
Our primary findings were:
• Hurst parameter estimates for the packet-counts in 10 millisecond intervals decreased significantly between 2002
and 2003 while the Hurst parameter estimates for byte counts remained about the same.
• A single peer-to-peer file sharing application (Blubster) that suddenly became popular between 2002 and 2003 had a strong influence on the Hurst parameter for packet counts in the aggregate traffic and caused the differences in H between the two years. This happened because the application sends a large number of small packets with high frequency that, in turn, produces high variance at certain time scales in the wavelet analysis.
• With equal traffic intensities, queue lengths in simulations driven with the actual traces of byte counts were • In several of the 56 traces studied, we found evidence of highly bursty traffic in both packet and byte counts that could not be modeled as Fractional Gaussian Noise.
• The long-range dependence, as measured by the Hurst parameter estimate, was not influenced by the day-of-week or time-of-day. This implied that changes in the active user population (and, by implication, types of applications used)
did not influence long-range dependence.
• The long-range dependence as measured by the Hurst parameter estimate was not influenced by the traffic load (link utilization) or the number of active TCP connections. In particular we found no indication of declining strength in long-range dependence as more active TCP connections are aggregated.
. The remainder of this paper is organized as follows. Section 2 briefly reviews some prior work that is closely related to the themes of this paper. Section 3 describes details of the tracing methods and presents summary statistics of all the trace data.
Section 4 gives a brief summary of long-range dependent time series and the wavelet-based methods for analysis. It also presents the results for aggregated packet-and byte-count time series for all the traces. In Section 5 we present results for protocol-dependent subsets focusing on the differences between the time series of all packets and bytes compared with just TCP or UDP. We also show how a single peer-to-peer application influences the Hurst parameter. Section 6 gives results from a queueing analysis to assess the implications for router's buffers of the long-range dependence found in our traces.
Section 7 summarizes our findings.
Review of Related Work
Various research directions were pursued, including those seeking evidence for pervasive long-range dependent properties [refs] , finding physical explanations for the causes [refs] , investigating the implications for network and protocol designs as well as performance analysis [refs] , and examination of scaling behavior at different time scales [refs] . The book by Park and
Willinger [25] (and the references therein) is an excellent resource and guide to the results in this area.
Traffic Measurements and Data
The two trace collections were obtained by placing a network monitor on the high-speed link connecting the University of North Carolina at Chapel Hill (UNC) campus network to the Internet via our Internet service provider (ISP). All units of the university including administration, academic departments, research institutions, and a medical complex (with a teaching hospital that is the center of a regional health-care network) used a single ISP link for Internet connectivity. The user population is large (over 35,000) and diverse in their interests and how they use the Internet -including, for example, email, instant messaging, student "surfing" (and music downloading), access to research publications and data, business-toconsumer shopping, and business-to-business services (e.g., purchasing) used by the university administration. There are tens of thousands of on-campus computers (the vast majority of which are Intel architecture PCs running some variant of Microsoft Windows). For several years the university has required all incoming freshmen to have a personal computer, typically a laptop with wired or wireless network interfaces. There are over 250 wireless access points operating at 11 Mbps throughout the campus and a significant fraction of Internet traffic transits the wireless network. Wired connections are 100
Mbps and are pervasive in all buildings including the dormitories. The core campus network that links buildings and also provides access to the ISP is a switched 1 Gbps Ethernet.
We used a network monitor to capture traces of TCP/IP headers from all packets entering the campus network from the ISP (we call these packets "inbound" traffic in this paper). All the traffic entering the campus from the Internet traversed a single full-duplex 1 Gbps Ethernet link from the ISP edge router to the campus aggregation switch. In this configuration, both "public" Internet and Internet 2 traffic were co-mingled on the one Ethernet link and the only traffic on this link was traffic from the ISP edge router. We placed a monitor on this 1 Gbps Ethernet by passively inserting a fiber splitter to divert some light to the receive port of a gigabit Ethernet network interface card (NIC) set in "promiscuous" mode. The tcpdump program was run on the monitoring NIC to collect a trace of TCP/IP packet headers. The trace entry for each packet includes a timestamp (with microsecond resolution), the length of the Ethernet frame, and the complete TCP/IP header (which includes the IP length field).
For the 2002 traces, the monitor NIC was hosted in a Intel-architecture server-class machine configured with a 1.0 GHz processor, 1 GB of memory, 64 bit-66 MHz PCI busses, six 10,000 RPM 31GB disks and running FreeBSD version 4.1. were 5:00-7:00 AM, 10:00-12:00 noon, 3:00-5:00PM, and 9:30-11:30 PM. These periods were chosen somewhat arbitrarily to produce two traces near the beginning and end of the normal business day, and two during non-business hours when traffic volumes were the lowest (5:00-7:00 AM) or "recreational" usage was likely to be high (9:30-11:30 PM).
Appendix A provides summary information about the complete set of 56 traces including the total packets and bytes with a single year from around 5% of packets and 7% of bytes to about 25% of packets and 14% of bytes. Clearly, the growth came from UDP applications that generated a smaller average packet size than had previously been present. Furthermore, data collected from this same link for the previous 5 years had shown that the average usage of UDP in both packets and bytes had remained nearly constant at levels similar to the 2002 data. We explore the causes and implications of this growth in UDP in Section 5.
Analysis of packet and byte counts
The concepts and definitions for self-similarity and long-range dependence given in section 1 assume that the time-series of arrivals is second-order stationary (a.k.a. weakly stationary). Loosely speaking, this means that the variance of the timeseries (and more generally, its covariance structure) does not change over time, and that the mean is constant (so the timeseries can always be transformed into a zero-mean stochastic process by simply subtracting the mean). The obvious question this raises is whether Internet traffic is stationary. This is certainly not the case at the scales in which the time-of-day effects 1 Estimating valid TCP connections per minute is complicated by the presence of SYN-flooding and port-scanning attacks. We estimated the number of are important (traffic sharply drops at night), so Internet traffic is characterized as self-similar and long-range dependent only for those scales between a few milliseconds and a few tens seconds. Furthermore, we often find trends and other effects even at these finer time scales. For example, many links show an increase in traffic intensity during early morning hours as more and more people get connected. However, it is still useful to study time-series using the self-similarity and long-range dependence framework, and this is possible using methods that are robust to non-stationarities in the data (i.e., methods that first remove trends and other effects from the data to obtain a second-order stationary time-series). In some cases, nonstationarities are so complex, that conventional models fail to accommodate them, which can result in estimates of the Hurst parameter greater than or equal to 1.
The wavelet-based tools for analysis of time series are important because they have been shown to provide a better estimator (and confidence intervals) than other approaches for the Hurst parameter that characterizes long-range dependent processes.
These methods also are robust in the presence of certain non-stationary behavior (notably linear trends) in the time series.
This is particularly important in working with traces having durations of two hours because we observed linear trends caused by diurnal effects in many of them (e.g., a ramp-up of network activity between 10:00 AM and noon). 
Summary Results
Each of the traces was processed to produce two time series, one for packet counts and one for byte counts, both at 10 millisecond intervals. A ten millisecond interval is well within the accuracy of our monitoring infrastructure. For each of the resulting time series, we used the wavelet analysis tools to determine if the time series exhibited long-range dependence and to compute the Hurst parameter estimate (H) along with 95% confidence intervals (CI). We set the parameter (N) that controls the number of vanishing moments of the wavelet to three as recommended in [ref] utilizations and TCP connection rates were substantially higher. The H estimates for the byte counts were, however, virtually identical between the two years. The reasons for these differences in H estimates are further explored in Section 5. There did not appear to be any consistent relationships between the day of week or the time of day and the estimated value for H. This implied that changes in the makeup of the active user population at different days and times (i.e., changes in the proportions of faculty, staff and student users) and, by implication, types of applications used, did not influence long-range dependence.
Further, night hours were expected to have more "recreational" uses of the network but this appeared to have no effect. 
SiZer Analysis of Extreme Cases in Hurst Estimation
We selected six of the most extreme examples of H estimates > 1.0 or wide confidence intervals to examine in more detail using the SiZer tools. Chaudhuri and Marron (1999) , and the dependent version, used here, is due to Park, Marron and Rondonotti (2004) . SiZer is based on local linear smooths of the data, shown as curves corresponding to different window widths in the top panel of Figure 1 (a random sample of time series values is also shown). These curves are very good at revealing potential local trends in the time series. See, for example, Fan and Gijbels (1996) for introduction to local linear smoothing. Two important issues are: which of these curves is "the right one", and which of the many visible trends are "statistically significant" as opposed to "reflecting natural variation"?
Choice of the window width in curve smoothing is well known to be a very hard problem in statistics (and has been quite controversial, e.g., Jones, Marron and Sheather (1996) and Marron (1996) ). SiZer avoids this problem by taking a scale space approach, where a large family of smooths, indexed by the window width is used. Essentially each of these curves represents a different "level of resolution of the data", and all are important, and thus should be used in data analysis. The second part of SiZer (shown in the lower panel) is a graphical device for doing the needed statistical inference, in particular flagging trends in the smooths when they are statistically significant. This is a color map, where the horizontal axis represents time, and thus is the same as the horizontal axis in the top panel. The SiZer analysis for 2002 Wed 1000 byte count time series, which also had an unusually large confidence interval for the Hurst parameter estimate, is quite similar to the one shown in old Figure 1 . This is not surprising, because when packet sizes are nearly constant (very common for TCP traffic) the two time series tend to be correlated. As in Figure 1 , there is a strong upward trend at the coarsest scales, but this time no small sharp valley. This suggests that the upward trend may be the main contributor to the wide confident confidence intervals. At first glance it is tempting to view the upward trend as linear, which should have no effect on the Hurst parameter basis, because such effects are filtered out by the wavelet basis used in the estimation process. But a closer look shows that these trends are non-linear in nature, and coarse scale instability seems to be what is driving the large confidence intervals.
Old Figure 3 
Analysis of Packet Counts Using SiZer Tools
We now consider possible reasons why the H estimates for the packet count time series were consistently higher for 2002 than for 2003. As we have seen in the previous section, the wavelet tools may sometimes be unable to provide a good estimate of the Hurst parameter in cases where there is significant structure or non-stationarity in the time series. One possibility for the differences in H estimates for packet counts between the two years is that some structural feature of the data is the cause. To investigate these issues we used SiZer to test each of the traces for statistically significant differences from a FGN process with H=0.80. We present here the results for only four of the traces, the time intervals on Thursdays at 3:00-5:00 PM (a heavy traffic period) and Saturdays at 9:30-11:30 PM (a light traffic period) for both 2002 and 2003. These traces are representative of the results we obtained from examining the complete set. Figures 11-14 show the SiZer outputs for the time series of packet counts from these four traces.
In Figure 11 , the SiZer map shows "natural variation" for the first two thirds of the time span. However the shape decrease about three-quarters of the way through the time interval, around 16:30, is statistically significant, as indicated by the large light region, across a broad range of scales. The smaller dark region shows that there was also a significant increase around 16:40. Figure 11 shows that the FGN model gives a reasonable fit over the first two-thirds of this time series, but is inadequate to explain the large valley in the latter third (i.e.. the deep valley is a type of variation that is larger than that which is typical of FGN. Figure 12 shows the same analysis for Saturday, 21:30-23:30. While the family of smooths in the top panel looks qualitatively similar to that in Figure 11 , the SiZer map in the bottom panel shows a rather different structure.
In particular, there is nearly no statistically significant trend, i.e., FGN is essentially appropriate over this entire time series. 
Protocol-Dependent Analysis
To examine more closely the factors that might affect the shift in long-range dependence in packet counts between 2002 and 2003, we also processed the traces to extract individual time series for packet and byte counts for the two major transport protocols of the Internet, TCP and UDP. These protocols can influence packet and byte arrivals, especially at small time scales (e.g., less than one second) [ref] . TCP mediates the data transmission rates that applications can achieve through window-based flow-and congestion-control mechanisms [ref] . UDP provides no flow or congestion control at the transport layer so applications using UDP must implement their own mechanisms. At larger time scales (above one second), traffic sources that have heavy-tailed sizes of application-defined data units (e.g., file sizes) which lead to heavy-tailed "ON" times, or that have heavy-tailed durations of "OFF" times, have been shown to be the basic causes of long-range dependence in packet counts at a link that aggregates packets from many such sources [ref] .
We filtered each trace to extract a time series of packet or byte counts in 10 millisecond intervals for TCP packets only and likewise for UDP packets only. Because the link utilization was quite low for all traces and we are using 10 millisecond intervals, there should be little influence of TCP packets on UDP packets and vice versa 2 . We then computed the logscale diagram for each of the TCP and UDP packet-and byte-count time series. Figures 16-19 show the logscale diagrams for TCP and UDP along with the logscale diagrams for the complete packet traces containing both TCP and UDP ("All"). In these figures, all 28 time series for each year are overlaid in one plot. For both packet and byte counts in 2002 we found that the logscale diagram for "All" in each trace corresponds almost exactly to the one for TCP extracted from that trace. Each of the UDP logscale diagrams is completely distinct from its corresponding "All" or TCP trace. This was also the case for byte counts in 2003. Clearly, in these three cases UDP and UDP-based applications have little or no influence on the overall longrange dependence and Hurst parameter estimates reported above.
There was, however, a dramatically different result for 2003 packet counts. Notice that in Figure 18 , the logscale diagram for • Most UDP datagrams have very small payloads (20-300 bytes).
• Port number 41,170 is either the source or the destination of a large fraction (e.g., 70%) of the UDP datagrams in each trace. proprietary protocol, so its network behavior is not documented in any RFC or public document. We had, however, examined numerous traces and a working copy of the program, and found that hosts running Blubster (i.e., peers) use UDP for constructing and maintaining a network of neighboring peers and for performing searches. Peers also use TCP for downloading web pages and banners, for bootstrapping 3 , and for performing the actual file transfers.
The way Blubster uses UDP creates an unusual pattern of burstiness in traffic. Each member of the Blubster network sends a significant number of ping datagrams each second, between 40 and 125, with the purpose of updating its list of neighbors.
The destination port number of each of these ping datagrams is 41,170, and they have very small payloads (20 bytes). Active neighbors reply to each ping with another small UDP datagram. We also observed that Blubster peers continued pinging our test peer even hours after the program was closed (the number of arrivals slowly decreases over time). Blubster's search mechanism employs UDP to exchange queries and responses, following a flooding algorithm similar to one implemented in Gnutella. Query datagrams contains little more that a search string, so their payload is generally very small too. If a peer has a file matching the search string, it replies with a UDP datagram that includes information about the quality of the found file and the connectivity of the peer in which it is located. This reply datagram is slightly larger than the other types of Blubster datagrams, but it is still relatively small (100-300 bytes). Blubster makes no other use of UDP (downloads use TCP), so the ping and search operations are fully responsible for the type of burstiness in the packet arrivals of the traffic. Furthermore, this application uses very small packets, so its impact is negligible in the time-series of byte counts (Figure 19 ) but very significant for packet counts ( Figure 18 ).
Next, we analyze time-series of packet and byte counts for Blubster traffic. We obtained these time-series by first filtering packet header traces for UDP datagrams with one port being 41,170 and the other one being greater than 1023. The second port number condition is needed to filter out legitimate datagrams from other applications, such as DNS, that use well known port numbers (0-1023, [ref] ). These applications can make use of UDP port 41,170 as a client port, but Blubster does not use well-known port numbers for its clients. As an example of the use of this protocol, between 3 pm and 4 pm on the Thursday trace, we observed UDP datagrams going to more than 3,000 IP addresses in the UNC campus sent from almost 40,000 IP addresses outside it 4 .
We filtered the 2003 traces based on the Blubster port number to extract time series of packet and byte counts in 10 millisecond intervals for Blubster only and for all TCP and UDP minus Blubster ("Rest"). The logscale diagrams for these two time series, along with the original trace ("All"), from one representative trace (Saturday at 9:30 PM) from 2003 are shown in Figure 22 . Clearly, the logscale diagram for the packet counts in the original trace is completely driven by the Blubster packets in the time scales between 2 5 and 2 10 . Note that while there is a similar shape in the logscale diagram for
Blubster byte counts, it is not reflected in the logscale diagram for the "All" byte counts. This is probably because this application uses a large number of small packets and contributes far less to the total bytes.
We recomputed the logscale diagrams for 2003 packet counts using only the non-Blubster packets (the "Rest" time series)
and used them to estimate the corresponding Hurst parameter. We found that these new Hurst estimates were very 
Trace-Driven Queuing Analysis
The idea behind trace-driven queuing analysis is simply to consider traces in their natural setting. Since the behavior of queues within network elements has principal importance, how queues behave with traffic data is important. In other fields, like economics, non-queuing considerations are more important. Queuing behavior is influenced by the mean rate, variance, marginal distribution, dependence structure and other factors in the input traffic. Exact theoretical results to obtain a precise understanding may not be straightforward, or may not be known.
Introduction to Trace-Driven Queuing Analysis
The traces analyzed here are time series of byte counts (or packet counts), say { } N n X n K , 1 , = at 10 millisecond resolution. That is, 1 X counts the number of bytes in the first 10 ms interval, 2 X counts the number in the second 10 ms interval and so on. A queue is simulated using the standard Lindley recursion formula
Here C is the server rate and specifies the number of bytes (packets) that can be served in one time unit. This formula imposes no upper limit on the queue length and one would need to modify it to simulate a buffer of finite capacity B .
To obtain a steady-state queue length one typically discards some number of initial values . ,
The goal is to reduce the effect of Q 0 which propagates through the queue lengths. For the simulations used in this study the first 25,000
values were discarded and no upper limit on the queue size was imposed.
Although byte and packet counts are used here, it is also possible, and maybe preferable, to use the timestamps of packets along with their sizes instead. Timestamp data gives more precise simulations because each packet can be 'scheduled' to arrive precisely as it was measured. Timestamp data also allows study of the delay experienced by each arriving packet which isn't really possible with bin counts. Inherent in the idea of using counts is that features below the sampling resolution cannot be distinguished. A recent analysis of Internet data [Error! Reference source not found.] has suggested using timescales below 100 ms to see the effects of so called "micro-congestion episodes". Unfortunately, files with timestamp data can be quite large and unwieldy. A recent four-hour UNC trace produced a file of timestamps, packet sizes and a sequential connection ID numbers, with over 100 million packets, exceeding 2 GB. To study the queuing properties of data it is desirable to have a non-empty queue, at least some of the time. (In a queue that is always empty there is nothing to see.) For a given trace the way to cause more queuing is to increase the utilization, which is equivalent to lowering C closer to the mean rate m. With queuing simulation then it is not uncommon to use utilizations at 60%, 70% or higher, unlike real networks where utilizations may not exceed 25%. Again the goal is to cause queuing to see how the mean, variance, marginal distribution, dependence structure, etc., interact to affect queuing.
The distribution of the queue length is one of the quantities which can be studied using queuing simulations. 
Queuing Analysis
This section presents results from trace-driven queuing simulations using the four datasets described above (Thursday at 3 PM, Saturday at 9:30 PM; 2002 and 2003) . Queuing simulation provides a natural setting to see performance impacts of differences in the traces. To minimize non-stationary effects, only the middle one hour of the two hour traces was used. For simplicity, we refer to the traces as above, using the starting time of the two-hour recording period.
The trace-driven queuing results described here provide further support for the conclusions reached above using waveletbased and SiZer analyses. After allowing for an increase in the mean and variance, the queue length CCDF using byte counts Utilizations. ALL and TCP curves using bytes show similar shape. Figure 104 shows a similar comparison, but between ALL and UDP, instead of TCP. The scale of the horizontal axes is in the ratio of 6.7:1. The simulated utilizations are also 80%. Allowing for differing scales, again the shape of the curves is similar. This is also consistent across simulated utilizations between 50% and 95% where UDP makes up at least 10% of the total bytes. Utilizations, UDP 15% of ALL. ALL and UDP curves using bytes show similar shapes.
A comparison of queue length CCDF curves using packet counts (allowing for differing scales) reveals ALL and TCP give rise to similar shapes (not shown). This is the same as with byte counts. Interestingly, it is true even using Saturday 2003 when UDP makes up 31% of the packets, where it might be expected the high percentage of UDP packets would effect the shape. (In an additional dataset not shown with 30% UDP packets, the queue length CCDF curves for ALL and TCP are similar between 50% and 70% utilization. Above 70%, ALL shows similarity with UDP instead). However, unlike with byte counts, ALL and UDP queue length CCDFs are consistently different in shape, although the degree of that difference varies. utilizations. In this trace UDP comprises 9% of the total packets. The shape of the queue length CCDF between ALL and UDP is quite different UDP. This is consistent across nine simulated utilizations between 50% and 95%.
In 2003, with a higher percentage of UDP packets, the differences in the shape of the CCDF curve are not as large as with 2002. Figure 106 shows a queue length CCDF overlay of ALL and UDP for Saturday 2003 at 9:30 PM with simulated 80% utilizations. In this case UDP packets are 31% of the total. The most noticeable difference is that the CCDF for UDP is displaced vertically two orders of magnitude (so, larger probabilities) from the CCDF for ALL. It is important to remember that the x-axes have different scales so this is not a direct quantitative comparison of two CCDF curves. Rather, since the utilizations are the same, relative to their respective mean rates, UDP packets appear more queuing intensive than the overall aggregate. The shape of the queue length CCDF is also similar between the aggregate and UDP-only traces when the percentage of UDP bytes in the aggregate is at least 10%. Since these are inbound traces, this similarity may be due, in part, to something experienced in the network. Using packet counts, the queue length CCDFs do show differences between 2002 and 2003. Qualitatively, the aggregate and TCP-only traces give similar queue length CCDF decay while UDP-only traces give decay different from that seen with the aggregate.
Summary of Results
We have presented the results from a large-scale analysis of two-hour TCP/IP packet traces acquired in 2002 and 2003 from a 1 Gbps Ethernet access link connecting the entire University of North Carolina at Chapel Hill to its Internet service provider.
Our major findings are:
• Hurst parameter estimates for the packet-counts in 10 millisecond intervals decreased significantly between 2002 and 2003 while the Hurst parameter estimates for byte counts remained about the same.
• The long-range dependence, as measured by the Hurst parameter estimate, was not influenced by the day-of-week or time-of-day. This implied that changes in the active user population (and, by implication, types of applications used) did not influence long-range dependence.
• The long-range dependence as measured by the Hurst parameter estimate was not influenced by the traffic load (link utilization) or the number of active TCP connections. In particular we found no indication of declining strength in long-range dependence as more active TCP connections are aggregated. Tables I and II row for each two-hour trace that gives the day and time the trace started, information about the packets and byte counts in the trace, the mean link utilization during the trace interval, the estimated number of TCP connections active per minute, and the % of packets reported as being lost by the monitor. For each of packet and byte counts, we show the total number in the trace, the % TCP, UDP and other (e.g., ICMP, ARP), and the estimated Hurst parameter with confidence intervals for that time series aggregated in 10 millisecond intervals.
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