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1. Introduction
In a number of works, for example, [1,2] the convergence of a Faedo–Galerkin method for non-stationary operator-
differential equations is investigated in Banach space. Quite general conditions for existence and uniqueness of the solution
of the Cauchy problem are established in the monographs [3–6]. It is known that the convergence velocity of approximate
solutions much depends on the choice the basis functions. In [7] it is offered to choose the eigenvectors of the similar
operator, which is time-independent and which forms the acute-angle with the leading operator of the equation, as basis
functions. In [8,2] the concept of the weak solution of the operator-differential equation is introduced and the convergence
of the approximate solutions by the projection method to the weak solution is established in the case of an arbitrary basis.
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In [9] projection procedures for operator-differential equation with the subordinated operators were investigated in the
case of a special basis. Under specified conditions the convergence of approximate solutions in strong norm is established,
and the convergence velocity depending on the degree of subordination is found.
Combinedmethods for solving the non-stationary equationswere studied, for example, in [10–13],where error estimates
in weak norms were obtained.
In this paper we study a projection-difference method for the Cauchy problem for a linear operator-differential equation
with a leading self-adjoint operator A(t) and subordinated to it, generally speaking, self-conjugate linear operator K(t). It is
supposed that the operatorsA(t) andK(t) are sufficiently smooth. The time discretization is based on a three-level difference
scheme.While obtaining the asymptotic estimates the smoothness of the exact solution of the operator-differential equation
plays an essential role. The increase of the smoothness of the exact solution of the Cauchy problem is a difficult task. In
the present paper the way of getting the smooth approximate solutions by the Faedo–Galerkin method, depending on
the smoothness of the operators is specified. The latter allows one to obtain the asymptotic estimates for the projection-
differencemethod without the account of the smoothness of the exact solution. Easily checked restrictions on the operators
and right-hand side of the equation are suggested.
2. Statement of the problem and auxiliary assertions
Let H1 be separable Hilbert space densely embedded in a separable Hilbert space H . The norm in H will be denoted by
‖ · ‖H ≡ ‖ · ‖. Let B2 = B2(0, T ;H) be a Hilbert space of all strongly measurable functions on the interval [0, T ] which
range in H, and the norm
‖u(t)‖0,2 =
(∫ T
0
‖u(t)‖2dt
) 1
2
is finite. Consider the set of functions u(t) ranging in H1 and having continuous derivative in H . In set of such function we
introduce the norm
‖u(t)‖1,2 =
(∫ T
0
(‖u′(t)‖2 + ‖u(t)‖2H1)dt
) 1
2
.
The completion of this set with respect to this norm is the Hilbert spaceB12 = B12(0, T ;H,H1).
In the space H we consider the Cauchy problem
u′(t)+ A(t)u(t)+ K(t)u(t) = h(t), u(0) = 0. (1)
In the sequel, we assume that the operators A(t) and K(t) satisfy the following conditions.
(1) A(t) is self-adjoint positive definite operator in H with domain D(A(t)) = H1.
(2) The operators A(t) and K(t) are three times strongly continuously differentiable on [0, T ] (see [5]); the derivatives
A(i)(t), K (i)(t) are determined on H1 and range in H (i = 1, 2, 3) and for any element z ∈ H1 there exists a positive constant
γ such that
sup
0≤t≤T
‖A(i)(t)z‖ ≤ γ ‖z‖H1 ,
sup
0≤t≤T
‖K (i)(t)z‖ ≤ γ ‖z‖H1 .
(3) There exists a constant β ≥ 0 such that the inequality (A′(t)z, z)H ≤ β‖A 12 (0)z‖2 holds for all z ∈ H1.
(4) An operator B is similar to A(0) (see [14]); i.e., B is self-adjoint positive definite operatorwith domainD(B) = D(A(0)).
The operators A(t) and B satisfy the acute-angle inequality (see [7]):
(A(t)z, Bz)H ≥ m‖A(0)z‖‖Bz‖,
where a constantm > 0 is independent of the choice of z ∈ H1 and t.
(5) An operator K(t) is subordinate to B with order α (see [5]); i.e., for each z ∈ H1 there exists a positive constant M
such that
‖K(t)z‖ ≤ M‖Bz‖α‖z‖1−α, 0 ≤ α < 1. (2)
We shall assume thatB−1 andA−1(0) are compact inH . Byϕ1, ϕ2, . . . , ϕn, . . .wedenote the complete systemof eigenvectors
of B, so that Bϕj = λjϕj, 0 < λ1 ≤ λ2 ≤ · · · ≤ λn . . . , and λn → ∞ as n → ∞. The linear span of the elements
ϕ1, ϕ2, . . . , ϕn will be denoted by Hn. Let Pn be the orthogonal projection in H onto Hn.
For problem (1), we consider the Faedo–Galerkin method
u′n(t)+ PnA(t)un(t)+ PnK(t)un(t) = Pnh(t), un(0) = 0. (3)
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The solution of problem (1) in B12 is called absolutely continuous function u(t), that satisfies the equation and initial
condition (1) for almost all t .
It follows from the similarity of the operators B and A(0), the acute-angle inequality, and inequality (2) that the operator
K(t) is subordinate to A(0)with order α.
On the interval [0, T ], we introduce the uniform gridω = {ts = sτ , s = 0, 1, . . .N, τN = T }.Weconsider the projection-
difference scheme
ωs+1n − ωs−1n
2τ
+ PnA(ts)
(
ωs+1n + ωs−1n
2
)
+ PnK(ts)
(
ωs+1n + ωs−1n
2
)
= Pnh(ts), (4)
ω0n = 0, ω1n = τ 2ϕ1, s = 1, 2, . . . ,N − 1. (5)
The vector ωτn = {ωsn : ωsn ∈ Hn}Ns=0, each component of which is the solution of problem (4)– (5), is called an approximate
solution of problem (1) by the projection-difference method.
Projection-difference methods for the problem (1) based on two-level schemes with subordinate operators were
investigated in [15,16]. In given papers, the convergence estimates of the order O(τ ) were obtained. In the present article
asymptotic error estimates of the order O(τ 2) on time variable are obtained. Projection-difference method for the problem
(1) was considered in [13], where the operator K(t) is subordinated to the operator A(0) with the order α = 1/2. In the
current paper the projection-difference scheme is suggested for 0 ≤ α < 1. This article is a continuation of [17], where the
combined method was studied for the non-stationary equation with time independent operators.
3. Estimates of the approximate solutions constructed on the Faedo–Galerkin method
First, we research the Faedo–Galerkin method (3) for the problem (1). Later all positive constants independent of n and
t will be denoted byMi (i = 1, 2, . . .).
Theorem 1. Suppose that the function h(t) belongs to the space C3(0, T ;H), h(0) = 0, h′(0) ∈ D(B), the operators A(t), K(t)
and B satisfy conditions (1)–(5) and
(K(t)z, z)H ≥ 0, ∀z ∈ H1. (6)
Then problem (3) has a unique solution un(t) in the space C4(0, T ;H) for each n, and the solution un(t) satisfies the estimates
sup
0≤t≤T
‖u′n(t)‖ + sup
0≤t≤T
‖A(t)un(t)‖ ≤ M1, (7)
sup
0≤t≤T
‖u′′n(t)‖ + sup
0≤t≤T
‖A(t)u′n(t)‖ ≤ M2, (8)
sup
0≤t≤T
‖u′′′n (t)‖ + sup
0≤t≤T
‖A(t)u′′n(t)‖ ≤ M3. (9)
Proof. Problem (3) is equivalent to the Cauchy problem for a linear system of ordinary differential equations with three
times continuously differentiable coefficients and the right-hand side in C3[0, T ]. Therefore problem (3) has a unique
solution un(t) in the space C4(0, T ;H) for each n.
We take the inner product of Eq. (3) in H by un(t) and integrate the resulting relation over the interval [0, ζ ], ζ ≤ T .
Taking into consideration that A(t) is a positive definite operator and inequality (6), we get
‖un(ζ )‖2 +M4
∫ ζ
0
‖un(t)‖2dt ≤ 2
∫ ζ
0
|(h(t), un(t))H |dt.
Now, using a Cauchy inequality ab ≤ ε2a2 + 12ε b2, we obtain the estimate
‖un(t)‖ ≤ M5‖h(t)‖0,2. (10)
We take the inner product of Eq. (3) in H by Bun(t) and integrate the resulting relation over the interval [0, ζ ], ζ ≤ T . Let
us apply the acute-angle inequality and (2), then
1
2
‖B 12 un(ζ )‖2 +m
∫ ζ
0
‖A(0)un(t)‖‖Bun(t)‖dt ≤ ε2
∫ ζ
0
‖Bun(t)‖2dt + 12ε ‖h(t)‖
2
0,2
+M
∫ ζ
0
‖Bun(t)‖1+α‖un(t)‖1−αdt.
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From this inequality and (10) it follows that
1
2
‖B 12 un(ζ )‖2 +m‖BA−1(0)‖−1
∫ ζ
0
‖Bun(t)‖2dt ≤ ε2
∫ ζ
0
‖Bun(t)‖2dt + 12ε ‖h(t)‖
2
0,2
+MM1−α5 ‖h(t)‖1−α0,2
∫ ζ
0
‖Bun(t)‖1+αdt.
We choose a sufficiently small ε > 0 and take into account 1+ α < 2; then from preceding relation we get
‖B 12 un(t)‖2 + ‖Bun(t)‖20,2 ≤ M26 . (11)
Since the function h(t) belongs to the space C3(0, T ;H) and the solution un(t) belongs to the space C4(0, T ;H) for each n,
it follows that the Eq. (3) can be differentiated with respect to t. By applying conditions un(0) = 0 and h(0) = 0, from (3)
we obtain u′n(0) = 0. We introduce the notation: u′n(t) = vn(t); then
v′n(t)+ PnA(t)vn(t)+ PnK(t)vn(t) = Pnh′(t)− PnA′(t)un(t)− PnK ′(t)un(t), (12)
vn(0) = 0. (13)
We take the inner product of Eq. (12) in H by vn(t) and integrate the resulting relation over the interval [0, ζ ], ζ ≤ T
‖vn(ζ )‖2 +M4
∫ ζ
0
‖vn(t)‖2dt ≤ ε
∫ ζ
0
‖vn(t)‖2dt + 1
ε
‖Pn(h′(t)− A′(t)un(t)− K ′(t)un(t))‖20,2.
Since the operators A(t) and K(t) satisfy the condition (2), by using inequality (11); we get
‖vn(ζ )‖2 + (M4 − ε)
∫ ζ
0
‖vn(t)‖2dt ≤ M7
ε
(‖h′(t)‖20,2 + 2γ 2‖B−1‖2M26 ).
Thus, for small ε > 0, we imply that
‖vn(t)‖ ≤ M8. (14)
Since un(t) is a solution of problem (3); it follows that
‖PnA(t)un(t)‖ ≤ ‖u′n(t)‖ + ‖h(t)‖ + ‖K(t)un(t)‖.
The latter, together with (14) and (2), leads to the estimate
‖PnA(t)un(t)‖ ≤ M8 + sup
0≤t≤T
‖h(t)‖ +M‖Bun(t)‖α‖un(t)‖1−α.
By using the acute-angle inequality and (10), we obtain
m‖A(0)un(t)‖ ≤ M9 +MM1−α5 ‖h(t)‖1−α0,2 ‖BA−1(0)‖α‖A(0)un(t)‖α.
Because 0 ≤ α < 1, from the last inequality we have
‖A(0)un(t)‖ ≤ M10. (15)
It was shown in [5] that operator A(t)A−1(0) is bounded. Using this fact and inequality (15), we obtain
‖A(t)un(t)‖ ≤ ‖A(t)A−1(0)‖‖A(0)un(t)‖ ≤ M11. (16)
Thus, from (14) and (16) it follows the estimate (7).
We take the inner product of Eq. (12) in H by Bvn(t) and integrate the resulting relation over the interval [0, ζ ], ζ ≤ T
1
2
‖B 12 vn(ζ )‖2 +m
∫ ζ
0
‖A(0)vn(t)‖‖Bvn(t)‖dt ≤
∫ ζ
0
|(K(t)vn(t), Bvn(t))H |dt
+
∫ ζ
0
|(Pn(h′(t)− A′(t)un(t)− K ′(t)un(t)), Bvn(t))H |dt.
By using the same method as in the derivation of (11) and by using the condition (2), inequalities (7) and (14), we get
‖B 12 vn(t)‖2 + ‖Bvn(t)‖20,2 ≤ M212. (17)
Puttingwn(t) = v′n(t), we differentiate the Eq. (12) with respect to t; then
w′n(t)+ PnA(t)wn(t)+ PnK(t)wn(t) = Pnh′′(t)− 2PnA′(t)vn(t)− 2PnK ′(t)vn(t)− PnA′′(t)un(t)− PnK ′′(t)un(t), (18)
wn(0) = Pnh′(0). (19)
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Next, by using a technique of obtaining of the inequalities (10), (14), and also initial condition (19), we obtain
‖wn(t)‖ ≤ M13. (20)
Since vn(t) is a solution of problem (12), (13), it follows that
‖PnA(t)vn(t)‖ ≤ ‖v′n(t)‖ + ‖Pnh′(t)‖ + ‖PnK(t)vn(t)‖ + ‖PnA′(t)un(t)‖ + ‖PnK ′(t)un(t)‖.
Therefore, by applying inequalities (2), (7), (20), by analogy with the derivation of the estimate (16), we have
‖A(t)vn(t)‖ ≤ M14. (21)
From (20) and (21), we obtain the estimate (8).
We take the inner product of Eq. (18) in H by Bwn(t) and integrate the resulting relation over the interval [0, ζ ], ζ ≤ T
1
2
‖B 12wn(ζ )‖2 +m‖BA−1(0)‖−1
∫ ζ
0
‖Bwn(t)‖2dt
≤ M
∫ ζ
0
‖Bwn(t)‖1+α‖wn(t)‖1−αdt + ε2
∫ ζ
0
‖Bwn(t)‖2dt + M152ε (‖h
′′(t)‖20,2 + ‖A′(t)vn(t)‖20,2
+‖K ′(t)vn(t)‖20,2 + ‖A′′(t)un(t)‖20,2 + ‖K ′′(t)un(t)‖20,2)+
1
2
‖B 12 Pnh′(0)‖2.
Using the same method of deducing a relation (17) and by applying a condition (2), the estimates (7), (8), (20) and
h′(0) ∈ D(B), we come to the inequality
‖B 12wn(t)‖2 + ‖Bwn(t)‖20,2 ≤ M216. (22)
We differentiate the Eq. (18) with respect to t , by settingw′n(t) = θn(t), we arrive at the problem
θ ′n(t)+ PnA(t)θn(t)+ PnK(t)θn(t) = Pnh′′′(t)− 3PnA′(t)wn(t)− 3PnK ′(t)wn(t)− 3PnA′′(t)vn(t)
− 3PnK ′′(t)vn(t)− PnA′′′(t)un(t)− PnK ′′′(t)un(t), (23)
θn(0) = Pnh′′(0)− PnA(0)Pnh′(0)− PnK(0)Pnh′(0). (24)
We take the inner product of Eq. (23) in H by θn(t) and integrate the resulting relation over the interval [0, ζ ], ζ ≤ T . Then,
taking into account the initial condition (24), we obtain
1
2
‖θn(ζ )‖2 +M4
∫ ζ
0
‖θn(t)‖2dt ≤ ε2
∫ ζ
0
‖θn(t)‖2dt + M172ε
(‖h′′′(t)‖20,2 + ‖A′(t)wn(t)‖20,2
+‖K ′(t)wn(t)‖20,2 + ‖A′′(t)vn(t)‖20,2 + ‖K ′′(t)vn(t)‖20,2 + ‖A′′′(t)un(t)‖20,2
+ ‖K ′′′(t)un(t)‖20,2
)+ 4(‖h′′(0)‖2 + ‖PnA(0)Pnh′(0)‖2 + ‖PnK(0)Pnh′(0)‖2).
Now, applying a condition (2) and inequalities (7), (8), (22), we come to the relation
1
2
‖θn(ζ )‖2 +
(
M4 − ε2
) ∫ ζ
0
‖θn(t)‖2dt ≤ M182ε + 4(‖h
′′(0)‖2 + ‖PnA(0)Pnh′(0)‖2 + ‖PnK(0)Pnh′(0)‖2). (25)
Because h′(0) ∈ D(B), we get
‖PnA(0)Pnh′(0)‖ = ‖PnA(0)B−1PnBh′(0)‖ ≤ ‖A(0)B−1‖‖Bh′(0)‖ ≡ M19. (26)
Further, we have
‖PnK(0)Pnh′(0)‖ = ‖PnK(0)B−1PnBh′(0)‖ ≤ M‖PnBh′(0)‖α‖B−1PnBh′(0)‖1−α ≡ M20‖Bh′(0)‖. (27)
From (25), (26) and (27) for sufficiently small ε > 0 we obtain the estimate
‖θn(t)‖ ≤ M21. (28)
Using inequality (28), we get
‖A(t)wn(t)‖ ≤ M22. (29)
From (28) and (29) follows (9). The proof of the theorem is complete. 
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4. Convergence estimates of the projection-difference method
We rewrite the problem (4)–(5) as
(I + τPnA(ts)+ τPnK(ts))ωs+1n = (I − τPnA(ts)− τPnK(ts))ωs−1n + 2τPnh(ts),
ω0n = 0, ω1n = τ 2ϕ1, s = 1, 2, . . . ,N − 1.
It was shown in [16] that there exists a positive number τ0, such that for all τ < τ0 the operator (I + τPnA(ts)+ τPnK(ts))
has inverse (I + τPnA(ts)+ τPnK(ts))−1 mapping Hn into Hn. Hence, this problem has the solution in Hn.
Later all positive constants independent of n and swill be denoted bymi (i = 1, 2, . . .).
Theorem 2. Let the assumptions of Theorem 1 be satisfied. Then a solution ωsn of the problem (4), (5) satisfies the estimate
‖B 12 (ωs+1n − un(ts+1))‖ ≤ m1τ 2, s = 0, 1, . . . ,N − 1. (30)
Proof. For s ≥ 1 we have
un(ts+1)− un(ts−1)
2τ
= u′n(ts)+
1
4τ
(∫ ts+1
ts
(ts+1 − t)2u′′′n (t)dt +
∫ ts
ts−1
(ts−1 − t)2u′′′n (t)dt
)
. (31)
We consider the quantity
Ψ sn =
un(ts+1)− un(ts−1)
2τ
+ PnA(ts)
(
un(ts+1)+ un(ts−1)
2
)
+ PnK(ts)
(
un(ts+1)+ un(ts−1)
2
)
− Pnh(ts). (32)
Since un(t) is a solution of problem (3), from (31) and (32) it follows that
Ψ sn = PnA(ts)
(
un(ts+1)− 2un(ts)+ un(ts−1)
2
)
+ PnK(ts)
(
un(ts+1)− 2un(ts)+ un(ts−1)
2
)
+ 1
4τ
(∫ ts+1
ts
(ts+1 − t)2u′′′n (t)dt +
∫ ts
ts−1
(ts−1 − t)2u′′′n (t)dt
)
. (33)
From (33) and (9)we have
‖Ψ sn‖ ≤ m2τ 2 +
∥∥∥∥K(ts)(un(ts+1)− 2un(ts)+ un(ts−1)2
)∥∥∥∥ .
By using inequality (2), we get
‖Ψ sn‖ ≤ m2τ 2 +M
∥∥∥∥B(un(ts+1)− 2un(ts)+ un(ts−1)2
)∥∥∥∥α ∥∥∥∥un(ts+1)− 2un(ts)+ un(ts−1)2
∥∥∥∥1−α . (34)
From (8), we obtain∥∥∥∥un(ts+1)− 2un(ts)+ un(ts−1)2
∥∥∥∥ ≤ m3τ 2. (35)
From the acute-angle inequality and (9), we obtain
‖Bu′′n(t)‖ ≤ M23. (36)
Further∥∥∥∥Bun(ts+1)− 2un(ts)+ un(ts−1)2
∥∥∥∥ ≤ 12
(∫ ts+1
ts
‖Bu′′n(t)‖(ts+1 − t)dt +
∫ ts
ts−1
‖Bu′′n(t)‖(t − ts−1)dt
)
. (37)
By using inequality (36) and (37), we get∥∥∥∥Bun(ts+1)− 2un(ts)+ un(ts−1)2
∥∥∥∥ ≤ m4τ 2.
From this and (34), (35) we have
‖Ψ sn‖ ≤ m5τ 2. (38)
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We put zsn = ωsn − un(ts). For s = 0 we have z0n = 0, and for s = 1:
‖z1n‖ ≤ m6τ 2. (39)
The relation
zs+1n − zs−1n
2τ
+ PnA(ts)
(
zs+1n + zs−1n
2
)
+ PnK(ts)
(
zs+1n + zs−1n
2
)
= −Ψ sn (40)
holds for s ≥ 1.
We take the inner product of Eq. (40) in H by 2τ(zs+1n + zs−1n ) and use the fact that A(t) is positive definite operator and
inequality (6), we get
‖zs+1n ‖2 − ‖zs−1n ‖2 +
τM4
2
‖zs+1n + zs−1n ‖2 ≤
τ
ε
‖Ψ sn‖2 + τε‖zs+1n + zs−1n ‖2.
This, together with (38), for small ε > 0 implies the inequality
‖zs+1n ‖2 − ‖zs−1n ‖2 ≤ m7τ 5.
By summing the last inequality with respect to s from 1 to k ≤ N − 1, we get
‖zk+1n ‖2 ≤ ‖z1n‖2 +m7Tτ 4.
Further, by using (39), we obtain
‖zs+1n ‖ ≤ m8τ 2. (41)
We take the inner product of Eq. (40) in H by 2τB(zs+1n + zs−1n ); then
‖B 12 zs+1n ‖2 − ‖B
1
2 zs−1n ‖2 + τ
(
PnA(ts)(zs+1n + zs−1n ), B(zs+1n + zs−1n )
)
H
≤ τ
ε
‖Ψ sn‖2 + τε‖B(zs+1n + zs−1n )‖2 + τ
∣∣(K(ts)(zs+1n + zs−1n ), B(zs+1n + zs−1n ))H ∣∣ .
Further, by using the acute-angle inequality and (38), for sufficiently small ε > 0 we have
‖B 12 zs+1n ‖2 − ‖B
1
2 zs−1n ‖2 + τm9‖B(zs+1n + zs−1n )‖2 ≤ m10τ 5 + τ
∣∣(K(ts)(zs+1n + zs−1n ), B(zs+1n + zs−1n ))H ∣∣ .
The latter relation, together with (2), leads to the estimate
‖B 12 zs+1n ‖2 − ‖B
1
2 zs−1n ‖2 + τm9‖B(zs+1n + zs−1n )‖2 ≤ m10τ 5 + τM‖B(zs+1n + zs−1n )‖1+α‖zs+1n + zs−1n ‖1−α.
By applying the Young inequality, we obtain
‖B 12 zs+1n ‖2 − ‖B
1
2 zs−1n ‖2 ≤ m10τ 5 + τm11‖zs+1n + zs−1n ‖2.
From it and (41), it follows that
‖B 12 zs+1n ‖2 − ‖B
1
2 zs−1n ‖2 ≤ m12τ 5. (42)
By expanding the function un(t) according to the Taylor formula in a neighborhood of the point t = 0 and by using the
facts that un(0) = 0, u′n(0) = 0,we obtain
‖B 12 (ω1n − un(τ ))‖ ≤ λ
1
2
1 τ
2‖ϕ1‖ +
∥∥∥∥∫ τ
0
(τ − t)B 12 u′′n(t)dt
∥∥∥∥ .
By using the estimate (22), we derive
‖B 12 (ω1n − un(τ ))‖ ≤ M24τ 2. (43)
By summing the inequality (42) with respect to s from 1 to k ≤ N − 1 and applying (43), we come to (30). The proof of the
theorem is complete. 
Theorem 3. Let the assumptions of Theorem 1 be satisfied. Then
sup
0≤s≤N
‖ωsn − u(ts)‖ ≤ m13(τ 2 + λ
α−1
2
n+1 ), (44)
sup
0≤s≤N
‖B 12 (ωsn − u(ts))‖ ≤ m14(τ
3
2 + τ− 12 λ α−14n+1 ). (45)
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Proof. In [18] the following relations were established
sup
0≤t≤T
‖un(t)− u(t)‖ ≤ M25λ
α−1
2
n+1 , (46)
lim
n→∞ ‖u(t)− un(t)‖1,2 = 0. (47)
From (46), (47) and Theorem 2 we obtain
‖ωsn − u(ts)‖ ≤ ‖zsn‖ + ‖u(ts)− un(ts)‖ ≤ m15(τ 2 + λ
α−1
2
n+1 ).
Thus, inequality (44) is proved.
Further
τ
N∑
s=1
‖B 12 (ωsn − u(ts))‖2 ≤ 2τ
N∑
s=1
‖B 12 zsn‖2 + 2τ
N∑
s=1
‖B 12 (un(ts)− u(ts))‖2.
From this inequality and from the consistency of the integral and discrete norms, it follows that
τ
N∑
s=1
‖B 12 (ωsn − u(ts))‖2 ≤ 2τ
N∑
s=1
‖B 12 zsn‖2 +m16‖B
1
2 (un(t)− u(t))‖20,2.
We use a moment inequality (see [5]) and (30), (46), (47); then
τ
N∑
s=1
‖B 12 (ωsn − u(ts))‖2 ≤ 2m21Tτ 4 +m17λ
α−1
2
n+1 .
From the last inequality we obtain (45). The proof of the theorem is complete. 
5. Application
In a rectangular Q = [0, l] × [0, T ]we consider an initial boundary value problem
∂u(x, t)
∂t
+ (−1)m ∂
m
∂xm
(
a(x, t)
∂mu(x, t)
∂xm
)
+
m∑
j=1
∂ j−1
∂xj−1
(
aj(x, t)
∂ ju(x, t)
∂xj
)
+ a0(x, t)u(x, t) = h(x, t),
(x, t) ∈ Q , (48)
u(0, t) = u(l, t) = ∂u(0, t)
∂x
= ∂u(l, t)
∂x
= · · · = ∂
m−1u(0, t)
∂xm−1
= ∂
m−1u(l, t)
∂xm−1
= 0, 0 ≤ t ≤ T , (49)
u(x, 0) = 0, 0 ≤ x ≤ l, (50)
where m ≥ 1 is an arbitrary natural number. We assume that a(x, t) ≥ µ > 0, a0(x, t) ≥ 0. Put H = L2(0, l),H1 =
W 2m2 (0, l)∩
◦
Wm2 (0, l),whereW
k
2 (0, l) is a Sobolev space.
We define on H1 the following operators
A(t) = (−1)m ∂
m
∂xm
(
a(x, t)
∂m
∂xm
)
, K(t) =
m∑
j=1
∂ j−1
∂xj−1
(
aj(x, t)
∂ j
∂xj
)
+ a0(x, t)I,
B = (−1)m ∂
2m
∂x2m
+MI,
where a constantM > 0 will be determined later.
Let er(x) be eigenfunctions of a spectral problem:
Ber(x) = λrer(x),
er(0) = er(l) = e′r(0) = e′r(l) = · · · = e(m−1)r (0) = e(m−1)r (l) = 0, r = 1, 2, . . . .
Let Hn be a linear span of eigenfunctions e1(x), . . . , en(x), Pn be the orthogonal projection in L2(0, l) onto Hn. Then the
projection-difference scheme (4)–(5) for a problem (48)–(50) will accept a kind
ωs+1n (x)− ωs−1n (x)
2τ
+ (−1)mPn ∂
m
∂xm
(
a(x, ts)
∂m
∂xm
(
ωs+1n (x)+ ωs−1n (x)
2
))
+
m∑
j=1
Pn
∂ j−1
∂xj−1
(
aj(x, ts)
∂ j
∂xj
(
ωs+1n (x)+ ωs−1n (x)
2
))
+ Pna0(x, ts)ω
s+1
n (x)+ ωs−1n (x)
2
= Pnh(x, ts),
ω0n(x) = 0, ω1n(x) = τ 2e1(x), s = 1, 2, . . . ,N − 1.
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We assume that h(x, t) ∈ C3(0, T ; L2(0, l)), h(x, 0) = 0, h′t(x, 0) ∈ H1. Let the functions a(x, t) aj(x, t), a0(x, t) be
sufficiently smooth in Q . Then the conditions (1)–(3) of the second section are fulfilled. It is obvious that the operator B
is similar to A(0).
Now we’ll show that the operators A(t) and B satisfy the acute-angle inequality. For each z(x) ∈ H1 we have
(A(t)z(x), Bz(x))L2(0,l) =
m∑
j=0
(
j
m
)∫ l
0
∂ ja(x, t)
∂xj
∂2m−jz(x)
∂x2m−j
∂2mz(x)
∂x2m
dx
+M
∫ l
0
a(x, t)
(
∂mz(x)
∂xm
)2
dx ≥ µ
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
+Mµ
∥∥∥∥∂mz(x)∂xm
∥∥∥∥2
L2(0,l)
−
m∑
j=1
(
j
m
)∫ l
0
∣∣∣∣∂ ja(x, t)∂xj
∣∣∣∣ ∣∣∣∣∂2m−jz(x)∂x2m−j
∣∣∣∣ ∣∣∣∣∂2mz(x)∂x2m
∣∣∣∣ dx.
Putting
β = max
j
{(
j
m
)
max
Q
∣∣∣∣∂ ja(x, t)∂xj
∣∣∣∣}
and applying a Cauchy inequality, we obtain
(A(t)z(x), Bz(x))L2(0,l) ≥ µ
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
+Mµ
∥∥∥∥∂mz(x)∂xm
∥∥∥∥2
L2(0,l)
− βε
2
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
− β
2ε
m∑
j=1
∥∥∥∥∂2m−jz(x)∂x2m−j
∥∥∥∥2
L2(0,l)
.
We choose ε = µ
β
. Then
(A(t)z(x), Bz(x))L2(0,l) ≥
µ
2
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
+Mµ
∥∥∥∥∂mz(x)∂xm
∥∥∥∥2
L2(0,l)
− β
2
2µ
m∑
j=1
∥∥∥∥∂2m−jz(x)∂x2m−j
∥∥∥∥2
L2(0,l)
.
Let us apply to the last addend of this relation a multiplicate inequality (see [19]) for the spacesW 2m−j2 (0, l),W
2m
2 (0, l) and
L2(0, l). Hence,
(A(t)z(x), Bz(x))L2(0,l) ≥
µ
2
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
+Mµ
∥∥∥∥∂mz(x)∂xm
∥∥∥∥2
L2(0,l)
− β
2
2µ
m∑
j=1
γj
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2−
j
m
L2(0,l)
‖z(x)‖
j
m
L2(0,l)
.
Next, we use Young inequality. For sufficiently small ε > 0, we get
(A(t)z(x), Bz(x))L2(0,l) ≥ µ1
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
+Mµ
∥∥∥∥∂mz(x)∂xm
∥∥∥∥2
L2(0,l)
− µ2‖z(x)‖2L2(0,l).
Using Friedrichs inequality, we obtain
(A(t)z(x), Bz(x))L2(0,l) ≥ µ1
∥∥∥∥∂2mz(x)∂x2m
∥∥∥∥2
L2(0,l)
+ (Mµµ3 − µ2)‖z(x)‖2L2(0,l).
LetM = µ1+µ2
µµ3
, then
(A(t)z(x), Bz(x))L2(0,l) ≥ µ1‖z(x)‖2W2m2 (0,l). (51)
As
‖Bz(x)‖L2(0,l) ≤ µ4‖z(x)‖W2m2 (0,l), ‖A(0)z(x)‖L2(0,l) ≤ µ4‖z(x)‖W2m2 (0,l),
then from (51) we obtain the acute-angle inequality. Thus, we have shown that a constant M > 0 exists, with which the
operators A(t) and B form the acute angle.
We’ll show that the operator K(t) is subordinated to the operator A(t) with order α = 1/(2m). From the multiplicate
inequality we obtain
‖K(t)z(x)‖L2(0,l) ≤ m17‖z(x)‖
1
2m
W2m2 (0,l)
‖z(x)‖1−
1
2m
L2(0,l)
≤ m18‖A(0)z(x)‖
1
2m
L2(0,l)
‖z(x)‖1−
1
2m
L2(0,l)
.
If (−1)j ∂aj(x,t)
∂x ≥ 0 in Q , the inequality (6) holds.
All assumptions of the Theorem 1 are satisfied. Hence, from Theorem 3 it follows that
sup
0≤s≤N
‖ωsn(x)− u(x, ts)‖L2(0,l) ≤ m19(τ 2 + n
1−2m
2 ),
sup
0≤s≤N
‖ωsn(x)− u(x, ts)‖Wm2 (0,l) ≤ m20(τ
3
2 + τ− 12 n 1−2m4 ).
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6. Conclusions
In this paper, the numerical method for solving the Cauchy problem for abstract non-stationary equations in arbitrary
Hilbert space was developed. A number of estimates for the Galerkin approximations was established, on the basis of which
the convergence estimates for approximate solutions by the projection-difference method were obtained. The minimal
requirements to the operators of the equationwere demanded,which guaranteed convergence of the approximate solutions.
Therewere no assumptions of the structure of the operators. Therefore, the scheme, specified in this paper, can be applied to
a wide class of the parabolic equations, as well as to the integral-differential equations. The initial boundary value problem
for the parabolic equation of the high order on space variable was considered as the application. For this problem the
projection-difference scheme was presented and the error estimates of the approximate solutions were established.
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