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Abstract
When simulating multiscale stochastic differential equations (SDEs) in high-dimensions, separation of
timescales, stochastic noise and high-dimensionality can make simulations prohibitively expensive. The
computational cost is dictated by microscale properties and interactions of many variables, while the
behavior of interest often occurs at the macroscale level and at large time scales, often characterized
by few important, but unknown, degrees of freedom. For many problems bridging the gap between the
microscale and macroscale by direct simulation is computationally infeasible. In this work we propose
a novel approach to automatically learn a reduced model with an associated fast macroscale simulator.
Our unsupervised learning algorithm uses short parallelizable microscale simulations to learn provably
accurate macroscale SDE models, which are continuous in space and time. The learning algorithm takes
as input: the microscale simulator, a local distance function, and a homogenization spatial or temporal
scale, which is the smallest time scale of interest in the reduced system. The learned macroscale model can
then be used for fast computation and storage of long simulations. We prove guarantees that related the
number of short paths requested from the microscale simulator to the accuracy of the learned macroscale
simulator. We discuss various examples, both low- and high-dimensional, as well as results about the
accuracy of the fast simulators we construct, and its dependency on the number of short paths requested
from the microscale simulator.
1 Introduction
High-dimensional dynamical systems arise in a wide variety of applications, from the study of macromolecules
in biology to finance, to multi-agent systems, to climate modeling. In many cases these systems are stochas-
tic by nature, or are well-approximated by stochastic processes, for example as a consequence of slow-fast
scale phenomena in the system. Simulations typically require significant amounts of computation, for sev-
eral reasons. First of all each time step of the numerical scheme is often expensive because of the large
dimensionality of the space, and the large number of interactions that need to be computed. Secondly, fast
timescales and/or stochasticity may force each time step to be extremely small in order to have the requested
accuracy. Finally, large-time behavior of the system may be dominated by rare transition events between
stable regions, requiring very long paths to understand large-time dynamics. A large amount of research
spanning multiple fields tackles the problems above.
Suppose we are given a high dimensional stochastic simulator, and we are interested in the large-time
behavior of the system, but are faced with the problem of prohibitively expensive costs to run long simula-
tions. What could be computable in a highly parallel fashion is an ensemble of short paths [49]. We therefore
ask: what can be learned from ensembles of short paths? Several crucial problems to be addressed include:
where in state space such short paths should be started? how many paths should be run locally? for how
long? how does the local accuracy depend on these parameters? and once these local paths are constructed,
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and perhaps local simulators approximating the local dynamics are constructed, how can they be stitched
together to produce a global simulation scheme? What can be guaranteed about the accuracy of such a
global scheme, for large times? Some examples, among many, in this direction are Markov State Models
[39, 8, 49], milestoning [18], and several other techniques (e.g. [37, 27, 15, 47, 29, 53, 21, 29, 3, 28] and
references therein). Many of these methods are based on discretizations of the state space into regions, and
measure transitions between such regions, others on biasing the potential to speed up exploration, yet others
estimate local statistics and use them to coarse grain the system. Our method is related to some of these
existing approaches, but uniquely combines them with ideas from machine learning, stochastic processes and
dimension reduction, and introduces several novel key elements that combined lead to an accurate yet low-
dimensional estimate of the generator of the diffusion process (rather than estimating discretized transition
densities), with guarantees on the large time accuracy of the simulator we construct. Our construction can
be seen as a higher order approach compared to Markov state models, since we fit a linear reduced model,
continuous in space and time, to each region, and smoothly glue these models together. Because of this, we
are also able to approximate the original dynamics by a process which is continuous in time and space.
The philosophy of reducing a high-dimensional system to a low-dimensional surrogate is well-established
as enabling the simulation of complex, large, high-dimensional systems, and more methods have been pro-
posed than we can possibly discuss here. These include model reduction [35, 3, 28], homogenization of PDE’s
[25, 22], coarse-grained dynamics of high-dimensional systems [21, 29], and multiscale modeling [1, 47, 29, 53].
We refer the reader to [57] for a summary of the motivations and applications of several of these techniques,
and to the references therein.
We take concepts from manifold learning [19, 9, 59, 46] in order to learn an underlying low-dimensional
manifold around which most trajectories concentrate with high probability. We approximate the macroscale
manifold with linear low-dimensional subspaces locally, which we call charts. These charts enable us to learn
local properties of the system in low dimensional Euclidean space. Geometric Multi-Resolution Analysis
(GMRA), introduced in [19] uses this concept to approximate high dimensional distributions on manifolds.
These techniques perform the model reduction step, mapping the high-dimensional system from RD down to
d-dimensions, yielding a small set of coordinates describing the effective small number of degrees of freedom
of the system.
We combine this dimension reduction step with homogenization theory [20, 22, 53] and learn a local
low-dimensional approximation of the system at a certain time-(or space-)scale t0. We note that this ap-
proximation is not necessarily accurate at timescales shorter than t0. Short-time events may be complex,
high-dimensional, highly stochastic or deterministic but chaotic, and we do not seek a simulator reproducing
these fine-scale behaviors. We are interested though in the “net effect” and implications of these phenomena
at timescale t0 and larger. Locally we fit a simple reduced system, e.g. a constant coefficient SDE to each
chart. If the macroscale simulator is well approximated by a smooth SDE, then constant coefficient SDEs
will approximate the system well locally. This smooth SDE is approximating the original simulator above a
certain timescale.
In order to obtain a global simulator, we add a last crucial ingredient: we construct an approximation
to the transition maps between charts, generating a numerical approximation to a manifold atlas. Learning
such transition maps between charts is necessary to allow us to smoothly combine simulators on distinct
charts into one global simulator on the atlas. The simulator we construct we then call the ATLAS, and
we show that under appropriate conditions it captures long term statistics of the dynamics of the original
system.
Finally, we note that accurate samples from the stationary distribution is a valuable tool in studying
many dynamical systems. Reduced large-time models for complex high dimensional dynamical systems
is sometimes obtained using so called “reaction coordinates”, a set of global low dimensional coordinates
describing the important states of the system (see e.g. [36, 43, 10, 24, 13, 52, 14, 42, 50, 4, 18] and references
therein). Several of the techniques (but not all, e.g. notably the string method of [54, 16, 44]) need samples
from long simulations of the system and/or the stationary distribution. For example diffusion maps and their
extensions to the study of molecular dynamics data (see [12, 11, 45]) require many samples from the stationary
distribution to guarantee accuracy. These reaction coordinates allow further analysis of dynamical systems
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by easily identifying stable states, and, most importantly, transitions paths between such states and reaction
coordinates parametrizing such transitions. In fact, part of the motivation for this work was observing that
the slowest part of running diffusion maps on such complicated high dimensional systems was obtaining the
samples from the stationary distribution.
The paper is organized as follows: in section 2 we describe at high level our construction, algorithm,
and informally state the main result on the accuracy of the ATLAS for large times; then we illustrate the
algorithm on simple examples. In section 3 we discuss the algorithm in detail. In section 4 we state and
prove our main result. In section 5 we present a wide range of examples. We conclude with a discussion in
section 6.
2 Construction and Main Results
The geometric assumption underlying our construction is that the dynamics of the Markovian stochastic
dynamical system of interest (Yt)t≥0 in RD is concentrated on or near an intrinsically low-dimensional
manifold M of dimension d, with d  D. We refer to M as the effective state space of the system, as
opposed to the full state space RD. This type of model may be appropriate in a wide variety of situations:
(i) the system has d degrees of freedom, and is therefore constrained (under suitable smoothness assump-
tions) to a d-dimensional manifold M;
(ii) as in (i), but possibly with small deterministic or stochastic violations of those constraints (perhaps at
a fast scale), but such that the trajectories stay close to M at all times.
In these cases it makes sense to approximateM by an efficient low-dimensional approximation A, such as a
union of d-dimensional linear affine sets (charts) [2, 33], and the dynamics of Yt by surrogate dynamics on the
atlas A. Learning dynamics on A reduces the problem from learning a high-dimensional global simulator to
a low-dimensional local simulator, together with appropriate transitions between local simulators in different
charts. We also gain computational efficiency by using the structure A: long paths may be more quickly
stored and simulated in lower dimensions. We will make assumptions about the geometry of M and on the
underlying macroscale simulator, in order to prove large time accuracy results for the ATLAS. We expect
this approach to be valid much more generally, and this hope is supported by our numerical experiments.
While in this paper we consider a special class of stochastic dynamical systems, those well-approximated
by low-dimensional SDEs such as those leading to advection-diffusion equations along a manifold, the frame-
work can be significantly extended, as we briefly discuss later in section 6, and this will be subject of future
work.
2.1 Main Ideas and Steps
Our construction takes as input:
• a dense enough sample ofM, or a way of samplingM in a rather uniform way (both of these statements
will be quantified later, see section 2.1.1);
• a simulator S for the stochastic dynamical system (Yt)t≥0, which may be started upon request at any
specified initial condition and run for a specified amount of time;
• a distance function ρ to be used to for measuring distances between pairs of data points returned by
the simulator;
• a spatial homogenization parameter δ;
• the dimension d of the effective state space, and a confidence parameter τ .
3
We note here that the homogenization scale δ can also be given as a temporal scale t0, and the two are
related by natural scalings in the underlying dynamical system. Given a time t0, running paths of length
t0 and examining the average distance traveled by such paths reveals a corresponding natural spatial scale
δ(t0) (in fact this is done in example 5.5). Inversely, given δ, one could choose t0 so that the average distance
traveled by paths is approximiately δ. We later discuss the accuracy of the simulator, which is a function of
the parameter δ.
We remark that while d is here considered as a parameter for the algorithm, in fact there is a lot of
work on estimating the intrinsic dimension of high-dimensional data sets that would be applicable here. In
particular, the Multiscale SVD techniques of [31, 32] have strong guarantees, are robust with respect to
noise, and are computationally efficient. See also [33] for finite sample guarantees on the approximation of
manifolds by local affine approximate tangent spaces. We will mention again the problem of estimating d
when we construct the local charts in section 3.2.
The confidence parameter τ sets the probability of success of the algorithm (at least 1 − 2e−τ2), and is
related to the number of sample paths one must use to approximate the local parameters of the simulator.
Our construction then proceeds in a few steps:
(i) net construction: find a well-distributed set of points Γ = {yk} inM, having a granularity parameter
δ, the finest resolution of interest;
(ii) learning the atlas: learn local charts Ck near yk obtained by mapping M locally to d-dimensional
Euclidean domains, and learn transition maps for changing coordinates between a nearby pair of charts;
(iii) learning the simulator: run p = p(δ, τ) paths for time t0 = t0(δ) from each yk and map them to
the coordinate chart Ck. Use these low dimensional representations to estimate a simple simulator on
each chart Ck.
2.1.1 Net construction
The first stage is to produce a δ-net Γ = {yk}, which is a set of points {yk} in M such that no two points
are closer than δ, and every point in M is at least δ close to some yk. With abuse of notation, the range of
k will also be denoted by Γ, so we may also write the net as {yk}k∈Γ. We say that two points yk and yj are
connected, or k ∼ j, if yk and yj are within 2δ. We shall construct a reduced simulator at each node and
the neighboring connections will determine the switching between simulators at adjacent nodes. See section
3.1 for the details.
In real world examples, the space M may be unknown. In this case we assume that we have the ability
to sample from M, and we generate enough samples {xi} ⊂ M such that balls of radius r  δ cover
M. This first round of sampling should ideally have the following properties: it can be generated by a
fast exploration method (e.g. see the recent work [61] for molecular dynamics, and references therein - this
problem by itself is subject of much research); its samples do not require a significant number of calls to the
simulator, or long runs of the simulators; different points may be sampled independently so that the process
may be parallelized. We can then downsample these {xi} to obtain the desired net Γ. These considerations
depend on the sampling measure. If this is simply the canonical volume measure onM, it is easy to see that
O(δ−d log(1/δ)) samples suffice, with high-probability, to obtain the desired δ-net. Similarly for measures
that have uniformly lower and upper bounded density with respect to the volume measure. We remark that
this sampling is therefore independent of the dynamics of interest, has in general nothing to do with the
stationary measure of the process we will seek to approximate: it may therefore be significantly easier to
construct this sampling mechanism rather than one adapted to the dynamics.
Finally, it is important to remark that the algorithm we present is easily modified to run in exploratory
mode: the fast simulator runs on the currently explored region of space, and whenever configurations outside
the explored region of space are encountered (an event that is quickly detectable using the data structures
we employ), new charts and local simulators may be added on-the-fly with minimal computational work.
This is subject of current work and will be detailed in a forthcoming publication.
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2.1.2 Learning charts and corresponding maps
The first step in learning the charts is to generate a set of landmarks Ak ⊂M for each yk in the net Γ ⊂M:
a set of points well-spread in d directions on M, at distance about δ from yk. In our setting where M
is d-dimensional, we can sample p ≥ d paths from the simulator of Yt, starting at yk and run until time
t0 = t0(δ). As long as the diffusion Yt is nondegenerate on the tangent plane, the projections of the end
points of these paths will span the tangent space to M at yk.
Next we learn a mapping Φk from a neighborhood of yk to a coordinate chart Ck ⊆ Rd for each yk. In
order that neighboring coordinate charts overlap on a region of size δ, we learn Φk from Lk =
⋃
j∼k Aj , the
union of neighboring landmarks. In this way Φk will be defined as a map from B2δ(yk) ⊆ M to Ck ⊆ Rd.
The overlap between neighboring charts will allow us to smoothly transition the simulator from one chart
to the next. Each mapping Φk is constructed using Landmark Multi-Dimensional Scaling (LMDS) on Lk,
minimizing distortion of pairwise distances between the landmarks Lk (see section 3.2).
For any k ∼ j, Lk and Lj have the landmarks Ak ∪ Aj in common; thus the charts Ck and Cj overlap
on Ak ∪ Aj . These landmarks span the local charts, and are the points used to learn the transition maps
between neighboring charts. The affine transition map Sk,j is chosen as the “best” linear mapping from
Φk(Ak ∪Aj) to Φj(Ak ∪Aj) described in section 3.3. Figure 1 shows a cartoon version of the points used to
learn the atlas.
M
yk
yj

j
Ck
Cj
Sk,j Sj,k
Figure 1: This figure depicts m = 4 samples per net point being used to learn the charts. Large circles
represent net points (or projections of net points) and small circles represent path end points (or projections
of the path endpoints). The LMDS mappings Φk,Φj use all the circles to learn the chart, while the transition
maps Sk,j , Sj,k use only the colored circles.
2.1.3 Learning the Simulator
Once the charts are known, we learn an approximation to the simulator on each chart. For each yk ∈ Γ, we
run p = p(δ, τ) paths via the original simulator S up to time t0 = t0(δ) starting from yk. Next we project
the samples to Ck in order to estimate local simulation parameters. In this paper we use constant coefficient
SDEs to model the simulator on each chart:
d sXt = sbkdt+ sσkdBt , (1)
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for some sbk ∈ Rd and some positive definite sσk ∈ Rd×d. The solution to this constant coefficient SDE is a
Gaussian with mean sbk t0 and covariance sσksσTk t0. Therefore, we estimate sbk and sσk by imposing that these
statistics match the sample mean and sample covariance of the endpoints of the p paths run with S. Finite
sample bounds for these empirical values determine how large p should be in order to achieve a desired
accuracy (δ) with the requested confidence (τ).
This step is trivially parallelizable, both in k (the chart in which the learning takes place) and within
each chart (each of the p paths may be run independently). At the end of this process we have obtained the
family of parameters (sbk, sσk)k∈Γ for a family of simulators (Ŝk)k∈Γ.
The local simulators (Ŝk)k∈Γ are extended to a global simulator Ŝ on A using the transition maps
between charts. This is done by alternating between steps from (Ŝk)k∈Γ, and transition map operations –
this is somewhat delicate, and detailed in section 3.5.
The choice of the local SDE’s and the estimator of its parameters is one of the simplest possible, however
we will see a collection of these simple simulators combine to reproduce much more complicated systems.
Naturally the ideas may be extended to richer families of local SDE’s, for which appropriate estimators based
on the statistics of local trajectories may be constructed: this is subject of current research.
2.2 Theoretical guarantees
We present here a simplified version of the main result, Theorem 4.1. Suppose the given stochastic dynamical
system Yt is driven by an SDE on a d-dimensional manifold M with volume measure µ of the form
dYt = b(Yt)dt+ σ(Yt)dBt (2)
with b, σ Lipschitz functions, and σ uniformly nondegenerate on the tangent bundle T (M). Let q be the
density of the stationary distribution of Yt onM, and qˆ be the density of a probability measure on A defined
later in equation (16) and computed by running the ATLAS for large time. Let G be the inverse mapping
from A to M defined in section 4.3. If the number of sample paths collected at each of O(δ−d) starting
points is at least O((d+ τ2)/δ4), then with probability at least 1− 2e−τ2
||q −G∗q̂||L1(M) < cδ ln(1/δ) (3)
for some constant c depending on geometric properties of M, the Lipschitz constants of the drift b and
diffusion σ, and the lower bound on singular values of σ along the tangent plane. Here G∗q̂ is the pushforward
of the measure q̂ from A to M as defined in equation 17.
One can think of Yt as the underlying homogenized system which we are trying to learn. This result
guarantees that the ATLAS process learned only from short paths of Yt, actually behaves closely to Yt for
large times. Note that if the microscale simulator does not satisfy these conditions, it is possible the system
is well-approximated by a macroscale simulator of the form (2) satisfying the conditions of the theorem on
the timescale t0 (the time sample paths are run) and above; in this case the error in approximating the
original simulator by Yt is simply added to the right hand side of (3).
Our results could be re-interpreted in the context of adaptive MCMC as follows. Assume we wish to
sample from a probability distribution q on a d-dimensional manifoldM, that is the stationary distribution
of a process Yt as above (with the assumptions stated in Theorem 4.1), then if we have access to a local
simulator of Yt, we can construct an efficient sampler for an approximation to q. Contrary to Riemann
manifold Hamiltonian Monte Carlo [23] we do not need to know the parameter space of the underlying
statistical model, which would correspond to a parametrization of M, but we learn it through many short
simulations of the dynamics, nor do we need sophisticated numerical integrators. These ideas are being
developed further in a forthcoming publication.
2.3 Examples
Here we present some examples showcasing the usefulness of the ATLAS. The examples shown here have
Brownian motion in a potential well, although the theorem guarantees accuracy for any simulator of the
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form (2). Further examples will be discussed in section 5.
2.3.1 Brownian Motion on a Manifold
Given a d-dimensional smooth compact manifold M, one may construct the potential
Uε(x) =
1
ε
dist(x,M)2
and consider the Itoˆ diffusion in RD given by
dYt = −∇Uεdt+ dBt (4)
If one simulates (4) numerically for small ε, the timesteps must be at least as small as O(ε) (using Euler-
Maruyama, since we only need the weak convergence of the scheme). We can view this thin potential around
the manifold as our microscale interactions which forces our choice of timestep. What we are interested in
is the macroscale behavior determined by the manifold M.
For ε → 0 this process converges to the canonical Brownian motion on the manifold M [17]. For ε
sufficiently small (compared to the curvature ofM) Yt is well-approximated locally by (the low-dimensional)
Brownian motion onM, and the stationary distribution of Yt is close to that of Brownian motion onM. Our
results apply to this setting, yielding an efficient d-dimensional simulator for Yt, without a priori knowledge
of M.
2.3.2 One Dimensional Example
In this numerical example, we start with Brownian motion in a simple double well, and add a high frequency
term to the potential to get U(x):
U(x) = 16x2(x− 1)2 + 1
6
cos(Apix) (5)
with A = 100. The high frequency term gives the Lipschitz constant L ∼ 102, forcing the forward Euler
scheme to use time steps on the order of L−2 ∼ 10−4 in order to just achieve stability (using a higher order
method would not solve these problems as higher derivatives of U will be even larger; implicit schemes would
allow for a larger step size, at the expense of larger computational complexity for each step). The first
term in U is much smoother, and homogenization theory (e.g. [40] and references therein) suggests that the
system is well-approximated by a smoother system with Lipschitz constant l ∼ 10 or less (determined by
the quartic term in U), at least for A going to∞ (and suitable renormalization). Our construction yields an
approximation of the given system, for A fixed, at a spatial scale larger than δ (corresponding to a timescale
larger than δ2). This is the target system we wish to approximate. Running ATLAS with δ = 0.1 ∼ l−1, we
obtain a smoothed version of the potential homogenizing the high frequency term (see Figure 2).
The ATLAS takes time steps which are over 102 times larger than the original system, and thus long paths
can be simulated 102 times faster, as if the system had a potential smooth at scale O(1). Note that increasing
the frequency of the oscillating term (thereby increasing L) does not affect the speed of the ATLAS, but
only the speed of constructing the ATLAS (since S would have to use smaller time steps). This means
that our algorithm allows for a decoupling of the microscale complexity (which is handled in parallel) from
the macroscale complexity. A histogram of the approximate stationary distributions are shown in Figure 3
comparing the ATLAS and the original system. See section 5.2.2 for more details about the experiment,
and Figures 13, 14 for the errors in true effective potential vs. estimated effective potential, and the error in
approximating the time evolution of the original system by the ATLAS for a multiscale choice of times, as
well as the different in transition rates between the wells.
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Figure 2: Original stiff potential U (shown in blue), and effective potential Û (shown in red) for the ATLAS,
learned from short trajectories of the original simulator.
3 ATLAS Algorithm
In this section we present the algorithm in detail, since the main result will state properties of the output
of the algorithm itself. Pseudo-code is presented in figure 4. We start by discussing the algorithms used
during the learning phase. We discuss afterwards the full details of the simulator learning phase and the
simulation phase. The algorithm has access to a simulator S of the original system, and takes as input
several parameters:
· δ: We will assume this parameter is given to us and represents the homogenization scale, and it will
be related to the desired accuracy of the simulator via (19) in Theorem 4.1.
· {xj}: A set of points on M that is dense enough that a δ-net for M may be extracted from it.
Alternatively, a way of sampling points onM with respect to a measure comparable to volume measure
on M.
· t0: This represents the time short paths will be simulated for. In most examples in this paper, we
choose t0 = δ
2. In practice, one should choose t0 so that sample paths at time t0 are an expected
distance δ from the starting location.
· m: The number of landmarks for each net point for learning the chart and transition maps. m should
be at least d, and we choose it of order d to minimize sampling and computational complexity.
· p: The number of sample paths computed for each point in the net. p should be O(δ−4).
· ∆t: time step of the ATLAS. It should be O(δ/ ln(1/δ)). In the examples we used δ/5.
These choices of parameters are informed by the results and proofs in section 4. We will see that for these
choices of parameters, the ATLAS produces paths whose stationary distribution has error O(δ ln(1/δ)).
3.1 Net construction
In a metric space (M, ρ) we define a δ-net of points as follows:
Definition 3.1 (δ-net). A δ-net for a metric space (M, ρ) is a set of points {yk}k∈Γ such that ∀k1, k2 ∈
Γ ρ(yk1 , yk2) ≥ δ, and at the same time ∀x ∈M∃k ∈ Γ ρ(x, yk) ≤ δ.
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Figure 3: Comparison between the (approximate) stationary distributions between the original simulator
and the ATLAS with 105 samples for example 2.3.2 (for this number of samples the error is expected to be
O(
√
10−5) δ).
In view of our purposes, the first property ensures that the net points are not too close together: this
is essential so we do not waste time exploring regions of the space that we have already explored, do not
construct many more local simulators than needed, and do not switch between charts significantly more
often than necessary. The second property ensures that {Bδ(yk)}k∈Γ is a cover forM, guaranteeing that we
explore the whole space M. We will connect nearby net points: if d(yk1 , yk2) ≤ 2δ we say that yk1 and yk2
are neighbors and we write k1 ∼ k2.
3.1.1 Computational cost
Algorithms for efficiently constructing δ-nets in metric spaces satisfying a doubling condition exist and
are non-trivial, for example by constructing a data structure called cover trees (see [5]), which run in
O(Cdn log(n)D) time, where d is the intrinsic dimension (e.g. doubling dimension), C a constant that
depends on the curvature ofM, n is the number of points inM, and D is the cost of computing the distance
between a pair of points in M. These data structures are especially useful for both finding near points to
any given point, and for constructing nets of points at multiple resolutions, and they may be run in an online
fashion.
A slower, simpler algorithm for constructing a net is to add points one a time if they are farther than
δ from any point already in the net; finish when no more points can be added. For simplicity, this is the
algorithm we have used in examples presented in this paper.
If a way of sampling points fromM with respect to a measure µ with uniformly lower and upper bounded
density with respect to the volume measure onM, then it is easy to see that O(δ−d log(1/δ)) samples suffice,
with high-probability, to obtain enough samples from which a δ-net may be extracted [33].
3.2 Dimension Reduction: Landmark Multidimensional Scaling (LMDS)
LMDS takes as input a set of landmarks L ⊂ M and a set of other points Z ⊂ M, and constructs a map
Φ : L ∪ Z → Rd embedding L,Z into Rd. LMDS computes all pairwise distances between points in L, and
returns low dimensional coordinates which minimize the distortion given by∑
li,lj∈L
(
ρ(li, lj)
2 − ||Φ(li)− Φ(lj)||2Rd
)2
(6)
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over all possible mappings Φ. This is Multiscale Dimensional Scaling (MDS, [7]). At this point Φ is only
defined on L: to extend it to L ∪ Z, LMDS proceeds by computing the distances between each point in L
and each point in Z, and for each point z ∈ Z assigns coordinates Φ(z) which minimize∑
li∈L
(
ρ(li, z)
2 − ||Φ(li)− Φ(z)||2Rd
)2
(7)
over all possible choices d dimensional vectors Φ(z). For a full description of the algorithm, see [48]. If the
distance ρ is Euclidean, the algorithm reduces to principal component analysis (PCA).
If the dimension d is unknown, one could learn d at this stage from observing the eigenvalues of the
squared distance matrix obtained during MDS. Eigenvalues which are of order δ2 correspond to directions
along the manifold, and eigenvalues which are of order δ4 or lower correspond to curvature (or noise). Thus,
one could learn d by choosing a cutoff threshold depending upon δ (in fact this is done in example 5.5). For
an extensive analysis on how to detect intrinsic dimensionality of data sets see [31, 2], and its use in the
context of high-dimensional stochastic systems in view of global nonlinear dimension reduction and reaction
coordinates see [45, 62].
3.2.1 Computational cost
The computational cost of this algorithm is O((|L|2 + |L| · |Z|)D), where D is the cost of evaluating ρ at
a pair of points. This cost comes directly from the number of distances computed. The point of LMDS
compared to MDS (the case |Z| = 0) is that in the case of interest where |L|  |Z|, the cost is linear in
|L∪Z| for LMDS instead of quadratic as in MDS [48]. The cost of computing d eigenvectors on a matrix of
size |L| × |L| is O(d|L|2), which is negligible compared to |L|2D.
3.3 Least-squares switching maps
We will use the pseudoinverse (see [41]) to solve a least squares problem of finding the best linear transition
map. If X and Y are each 2m× d matrices (with chart images as rows, and with mean zero columns), then
the matrix T = X†Y minimizes ||XT − Y ||2 over all d× d matrices.
Fix yk ∈ Γ. In the construction algorithm that follows, for each connection j ∼ k, we take a set of
common landmarks Lk,j = Ak ∪Aj and let X = Φk(Lk,j) and Y = Φj(Lk,j), with the d-dimensional vectors
involved being the rows of these matrices. Since the mean of the rows of X (resp. Y ) is not zero, we subtract
from each row the mean µk,j (resp. µj,k) of the rows of X (resp. Y ). The charts Ck and Cj represent
overlapping areas onM, and so there will exist a matrix Tk,j = X†Y which has small error. See again figure
1 for a detailed picture.
To simplify notation, we will combine the mean shifting and matrix multiplication into a single operator
Sk,j
Sk,j(x) = (x− µk,j)Tk,j + µj,k (8)
To decide when to apply the switching maps, we will need to know when the simulator is in the region
between two charts. To do this, we will calculate the distances to the chart centers, which we call ck,j =
Φk(yj), i.e. the images of the net points via the low dimensional mappings.
3.3.1 Computational cost
The cost of computing the pseudoinverse is O(2md2) since we must compute the singular value decomposition
of X, and 2m > d. The cost of applying the switching map is O(d2).
3.4 Learning Phase
The first part of the ATLAS algorithm is the learning phase, in which we use the sample paths to learn
local chart coordinates, local simulators and transition maps. In this part of the algorithm, we store all the
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Learning Phase
Ŝ = construction phase({xj}, ρ,S)
{yk}k∈Γ ← δ−net({xj})
for k ∈ Γ
% create m+ 1 landmarks for LMDS around yk
{ak,l}l=1..m = S(yk,m, t0)
Ak = yk ∪ {ak,l}
end
for k ∈ Γ
% simulate p paths for estimating drift and diffusion coefficients around yk
{xk,l}l=1..p = S(yk, p, t0)
Lk =
⋃
i∼k Ai
[L′k, {x′k,l}l=1..p] = LMDS(Lk, {xk,l}l=1..p, ρ)
{Ŝ.ck,j} ←
⋃
j∼k yj in L
′
k
shift coordinates so ck,k = 0
Ŝ.sbk ←∑l x′k,l/pt0
Ŝ.sσk ← (Cov({x′k,l})/t0)1/2
% compute switching maps
for j ∼ k, j < k
Lk,j = Ak
⋃
Aj
L′k,j = Lk,j in L
′
k coordinates
L′j,k = Lj,k in L
′
j coordinates
Ŝ.µk,j ← E[L′k,j ]
Ŝ.µj,k ← E[L′j,k]
Ŝ.Tk,j ← (L′k,j − µk,j)†(L′j,k − µj,k)
end
end
Figure 4: Main algorithm for constructing the ATLAS: it constructs the δ-net, computes chart embeddings,
learns chart simulators from short sample paths, and transition maps.
information necessary for the global simulator in Ŝ, and describe in the next section what it means to run
this simulator. We will use the notation Ŝ.var to denote the variable var within the simulator Ŝ. Recall
that {xj} is a given, dense enough sample ofM to produce a net at scale δ. Let S(y, p, t0) denote running p
paths of the simulator starting at y for time t0. We treat all points on the charts (resulting from LMDS) as
row vectors. We compute, as described in the algorithm in Figure 4, for each chart k ∈ Γ, a drift Ŝ.bk and a
diffusion coefficient Ŝ.σk, effectively approximating the dynamics in the chart by that of a Itoˆ diffusion with
constant drift and diffusion coefficient in the chart space (i.e. after mapping to Euclidean space using the
LMDS map), estimated from the p paths from S observed in the chart.
3.4.1 Computational cost
Each net point has order 2d connections at most, by the properties of the δ-net. Let S denote the cost of
running one simulation of length t0. Thus, the computational cost of the construction phase, for each chart,
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is of order
mS︸︷︷︸
landmark simulation
+ pS︸︷︷︸
path simulation
+ 2dmpD︸ ︷︷ ︸
LMDS
= (m+ p)S + 2dmpD (9)
We note that the term 2dmpD can be decreased to dpD since a d-dimensional plane may be estimated
with only O(d) points. Instead of using all cm points as landmarks, one could choose a (e.g. random)
subset of these landmarks for the initial embedding (although all these landmarks will be needed later for
computing T ). All these steps are easily parallelized, so the per-chart cost above is also a per-processor cost
if enough processors are available. Finally, observe that there at most O(δ−d) such charts (this follows from
the property of the δ-net, which ensures that balls of radius δ/2 centered at net points are disjoint).
3.5 The learned simulator
The second part of our construction is to actually define the ATLAS, i.e. the reduced simulator of the
system, given the parameters learned in the first stage. In other words we must describe what a single step
of time ∆t looks like starting at a location x in chart i. Figure 5 contains the pseudocode for the algorithm
implementing the strategy we now discuss (written assuming x is a row vector). Given the position at time
t is x in chart i, the position at time t + ∆t is determined by first choosing i′ so that Ŝ.ci′,j is closest to
x, among all possible {Ŝ.ck,j}k. If i′ 6= i, then the coordinates of x (in chart i) are changed to coordinates
in chart i′ by applying the switching map Ti,i′ . Now that x is in the coordinates of the chart i′, a forward
stochastic Euler step is taken using the drift and diffusion coefficients in chart i′. Finally, this Euler step is
confined to the local chart by applying a “wall function” W ; details will be discuss in the next section.
Learned Simulator
(x, i′) = simulator step(x, i, Ŝ)
% select new coordinate chart
i′ = argminj ||x− Ŝ.ci,j ||2Rd
if i′ 6= i
x← (x− Ŝ.µi,i′)Ŝ.Ti,i′ + Ŝ.µi′,i
end
% forward Euler step
η ∼ N (0, Id)
x← x+ Ŝ.sbi′∆t+ ηŜ.sσi′√∆t
% prevent escape from local chart
if |x| > 3δ/2
x←W (x) := x|x|
(
2δ − δ2 exp
(
3− 2δ |x|
))
end
Figure 5: Algorithm for running the ATLAS, by combining local diffusions and linear transition map between
charts.
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3.5.1 Computational cost
The ATLAS runs in d dimensions, and does not require calls to the original simulator, so the running time
now only depends on the local complexity of the homogenized problem. The number of simulation steps
required to approach stationarity still depends upon the time it takes to converge to equilibrium, but so too
did the original simulator.
If c ≈ 2d is the maximum number of connections each net point has, the computational cost of each time
step of the ATLAS is of order
d2d︸︷︷︸
distance computation
+ d2︸︷︷︸
forward step
= (2d + d)d . (10)
4 Theoretical Results and Guarantees
In this section, we first introduce the minimum amount of material to precisely state the Theorem in section
4.1. Then we introduce the necessary mathematical objects to state the Lemmata used during the main
proof in section 4.3. In section 4.4, we prove Theorem 4.1 and the Lemmata used.
4.1 Theorem Statement
Let {yk}k∈Γ denote the set of net points. For each k we have the mapping Φk fromM to Rd given by MDS.
We will assume the projection to the tangent plane at yk is invertible on a ball of radius 2δ, which implies
Φk will also be invertible on a ball of radius 2δ (this is an intermediate step in the proof of Lemma 4.5).
Let A = B2δ(0)× Γ, equipped with the transition maps {Φj(Φ−1k )}, denote the atlas. We shift coordinates
in each chart so that ck,k = Φk(yk) = 0 (where ck,j was defined in section 3.3), so A contains all points in
each chart within 2δ of ck,k. Next we state some definitions in order to mathematically define a step of the
ATLAS. If i ∼ j, let Si,j(x) = (x − µi,j)Ti,j + µj,i be the transition map between charts i and j defined in
equation 8.
δ 2δ 3δ 4δ
δ/2
δ
3δ/2
2δ
|x|
W (|x|)
Figure 6: The wall function W .
Let W (x) be the wall function (which confines the simulator to B2δ(0))
defined by
W (x) =

x |x| ≤ 3δ2
2δx
|x| − δx2|x| exp
(
3− 2δ |x|
) |x| > 3δ2 (11)
There are other possible choices for W , but the main ingredients are: W
is C2, invertible, equal to the identity on a ball of radius 3δ/2, and takes
Rd → B2δ(0).
Let Bt be a standard Brownian motion in Rd. The update rule for
the ATLAS starting at (x0, i0) is
ik+1 = argminj
∣∣xk − cik,j∣∣ (12)
xk+1 = W
(
Sik,ik+1(xk) +
sbik+1∆t+ sσik+1B∆t) (13)
Define the ATLAS process Zk ∈ A starting at z0 = (x0, i0) to be
(xk, ik). See the algorithm in figure 5. We show in Lemma 4.2 that under
the conditions of Theorem 4.1, Zk has a unique stationary distribution µ
on A.
We will often wish to refer to the chart index associated with the following time step, starting from an
(x, i) ∈ A; we call this next chart index i′(x, i), leaving off the (x, i) where it is obvious which initial condition
is being talked about:
i′(x, i) = argminj
∣∣x− ci,j∣∣ (14)
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Define for each i the continuous time process X̂xt ∈ B2δ(0) by
X̂xt = W
(
Si,i′(x) +sbi′t+ sσi′Bt) (15)
We will often be referring to initial conditions of the form z = (x, i) ∈ A, and for ease of notation we use
X̂zt to keep track of which X̂ process we are referring to, and what the starting location is. Keep in mind
that X̂t lives in the local tangent plane.
Define a measure q̂ on A for each measurable set E ⊂ A
q̂(E) =
∫
A
∫ ∆t
0
P̂
[
(X̂zt , i
′) ∈ E]dt dµ(z) , (16)
where µ is the stationary distribution of Zk onM. By equation 15, one can see that q̂ is absolutely continuous
w.r.t. Lebesgue measure (defined by the Lebesgue measures on each chart), and we will denote its Radon-
Nikodym derivative, with some abuse of notation, q̂(x). We show in Theorem 4.1 that q̂ is close to q, the
stationary distribution of our original process Yt.
Samples from q̂ may be generated by the ATLAS by running N steps of size ∆t, and then one step of
size δt ∼ Unif(0,∆t). Samples of X̂δt are distributed according to
∫ δt
0
P̂tdu, as seen by integrating over the
joint density, P̂udu. Since Z is ergodic by lemma 4.2, ZN → µ, thus there is an N for which our sampling
plan (N steps plus a δt step) will approximate q̂ sufficiently well. Choosing N is not easy and depends on
the problem, although this is a difficulty with the original simulator as well; in practice, one should choose
N large enough that simulations reach a large fraction of the charts in the simulator. The reason for the
random final time step δt (and the integral in equation 16) is to average over positions visited in between
applications of the switching map.
Lastly, define a mapping back to the original space G : A →M by G(x, i) = Φ−1i (x) for each (x, i) ∈ A.
Define the push forward map G∗ on q̂ by
G∗q̂(y) =
∑
x:G(x)=y
q̂(x)dx (17)
The set {x : G(x) = y} is finite since the Φi’s are one-to-one. This mapping G∗ will allow us to compare q
and q̂ as densities on M.
Theorem 4.1. Let (Yt)t≥0 be an Itoˆ diffusion on a smooth compact connected d-dimensional manifold M
with no boundary:
dYt = b(Yt)dt+ σ(Yt)dBt , (18)
with b, σ Lipschitz, and σ uniformly elliptic, i.e. there exists λ > 0 such that for all x ∈ M and v ∈ Tx(M)
vTσ(x)σ(x)T v ≥ λ|v|2. Let δ be small enough so that for every x the orthogonal projection M→ Tx(M) is
invertible on a ball of radius 2δ on Tx(M). Let q be density (with respect to volume measure on M) of the
unique stationary distribution of Yt. Let q̂ be the density on A generated by the ATLAS, as defined above
in (16). There exists constants c1, c2 such that if the number of sample paths satisfies p > c1(τ,M)/δ4 then
with probability at least 1− 2 exp(−τ2),
||q −G∗q̂||L1(M) ≤ c2δ ln(1/δ) (19)
Some remarks are in order:
(i) Lipschitz coefficients guarantee existence and uniqueness of solutions to (18); strong ellipticity (together
with smoothness and connectivity of M) guarantees that the process Yt has a unique stationary
distribution with smooth density (this latter assumption may be weakened to include hypo-elliptic
systems).
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(ii) From a computational perspective, we note that as G appears in the statement of the Theorem, it
would be very useful to compute this mapping G. This is in general hard in arbitrary metric spaces,
although one can always use the simple approximation Ĝ(x, i) = yi which approximates G at scale δ.
(iii) The dimension of the state space of the system does not appear in the Theorem - only the intrinsic
dimension of M crucially affects the sampling requirements of the construction.
(iv) The ATLAS simulator is random, since it depends on the random paths collected to construct ATLAS,
and so q̂ is random. The result states that with high probability q̂ is close to q in the sense of (19).
(v) In practice we are interested in applying our construction and the Theorem to processes Yt that do
not satisfy the assumptions above. This is possible when it is the case that above a certain timescale
t0, Yt may be well approximated by a process Y˜t, representing Yt homogenized at time scale t0, which
does satisfy the assumptions of the Theorem. In algorithmic terms, the microscale simulator (for Yt)
may not satisfy the conditions imposed above, but it may be well-approximated at timescales larger
than t0 by a simulator (for Y˜t) of the form (2) satisfying the conditions of the theorem on the timescale
t0. Our algorithm may then be applied to such a microscale simulator since it operates at time scales
greater t0 (its input is a set of paths of length t0), and cannot therefore tell the difference between a
microscale simulator for Yt and one for its homogenization Y˜t. In this case the error in approximating
the original process Yt by Y˜t may be added to the right hand side of (19).
We now turn to the proof of these results, after which we present many examples in section 5.
4.2 Algorithmic Complexity
Suppose that a single call to the original simulator of length t0 costs S. The total number of points in the
net Γ contains O(δ−d) points with constant depending on the volume of the manifold M. From each point
we will see that we must choose p = O(δ−4) to estimate the parameters of the ATLAS simulator to within
accuracy δ. Assuming the expensive part of the construction algorithm is running the simulations, the total
cost of construction is O(Sδ−d−4).
During each call to the ATLAS, we will see from the proof that we must choose our timestep ∆t =
t0/ log(1/δ). The log(1/δ) term may be neglected, and we will do so in this discussion. At each call to
the simulator, we must compute the distance to each neighbor, of which there are O(2d). Assuming each
distance costs O(d) flops, the total cost of running the ATLAS for time t0 is O(d2
d).
Comparing the running time of the original simulator S with the ATLAS amounts to comparing the
cost of S to d2d. The benefit of the ATLAS over the original one then clearly depends upon how expensive
the original simulator was, which can depend on many factors: length of the timestep, cost of evaluating
functions, ambient dimension, etc. One thing is clear - the cost of S depends on microscale properties, while
d2d does not. Since the cost S varies for each problem, in our examples in section 5 we compare the ATLAS
cost to the original simulator cost by comparing the size of the timestep alone.
The running time is the main benefit of the ATLAS, but not the only one. Another advantage is that
long paths of the simulator can be stored using only d dimensions rather than the ambient dimension where
M lives. Yet another benefit is that some postprocessing has already been done, for example consider the
question “how long does Yt spend near the state Y
∗?”. After running the original simulator one would have to
compute a distance to Y ∗ for many data points. After running the ATLAS answering this question requires
only computing distances from the few net points near Y ∗ to Y ∗ to obtain the result with accuracy 2δ, and the
ATLAS already knows which parts of the paths are in charts near Y ∗. Finally, ATLAS organizes the effective
state space in terms of simple local low-dimensional models, enabling novel, interactive visualizations of the
dynamical system, that can run on any (portable) device with a web browser, thanks to the compression
achieved by the ATLAS: this is subject of ongoing work.
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4.3 Preliminaries for Proofs
Before diving into the proof of Theorem 4.1, we need several definitions. In figure 35 we list a set of pointers
to various definitions and notations used throughout. Let Xt = Φi(Yt) ∈ B2δ(0). Let τ be the time when
Xt first hits the boundary of B2δ(0). Let Φi,k denote the k
th coordinate of Φi. Given that Yt satisfies (18),
a straightforward application of Itoˆ’s formula shows that Xt = Φi(Yt) solves, for t ≤ τ , the Itoˆ SDE
dXt = bi(Xt)dt+ σi(Xt)dBt (20)
(bi)k(x) := ∇Φi,k(Φ−1i (x)) · b(Φ−1i (x)) +
1
2
∑
j,l
∂Φi,k
∂xj∂xl
(Φ−1i (x))(σσ
T )j,l(Φ
−1
i (x)) (21)
(σi)k,j(x) :=
∑
l
∂Φi,k
∂xl
(Φ−1i (x))σl,j(Φ
−1
i (x)) (22)
Let L be the generator (see [38]) for Yt on M, and, for z = (x, i) ∈ A, Lz be the generator of Xzt . L is
uniformly elliptic on M, since Yt is uniformly elliptic on M.
We will be comparing a number of simulators to bridge the gap between the simulation scheme Ŝ and
the true simulator S. We will do this by introducing intermediate processes in the local charts, and we will
keep track of which chart the ATLAS process Zk is in separately. For this reason we consider the following
processes on B2δ(0), started at z = (x, i):sXzt = Φi′ (Φ−1i (x))+sbi′t+ sσi′Bt (23)
X˜zt = Si,i′(x) +
sbi′t+ sσi′Bt (24)
X̂zt = W
(
X˜zt
)
(25)
where i′ is defined as in (14). The processes sXt, X˜t are natural stepping stones from Xt to X̂t: sXt is the
process which differs from Xt locally only in that it uses the learned drift and diffusion coefficients. X˜t
differs from sXt only in that it uses the learned transition map Si,i′ rather than the true transition map
Φi′ ◦Φ−1i . Finally X̂t differs from X˜t only because of the application of the local wall function W . Given any
initial condition z = (x, i), the three processes sXzt , X˜zt , X̂zt are solutions of SDE’s with generators sLz, L˜z, L̂z,
respectively, on chart i′. These generators clearly depend on the chart i′, but as we will see in Lemma 4.5,
they will also depend on x, and we keep track of this by putting z as a subscript on the generators. We will
prove that these generators are close to Lz for all z ∈ A. Then we will show, using ideas from [34], that this
is enough to imply bounds on the stationary distributions.
4.4 Proofs
Before we begin the proof of Theorem 4.1, we state some Lemmata which we will prove later, in order to
keep the details until the end, while first showing the main ideas of the proof.
Lemma 4.2. The process Zk is ergodic with stationary distribution µ.
Lemma 4.3. For any smooth test function F : A×B2δ(0)→ R and initial condition Z0,
1
n
n∑
k=1
∫ ∆t
0
F
(
Zk, X̂
Zk
t
)
dt→ Eµ
[
E
[∫ ∆t
0
F
(
z, X̂zt
)
dt
]]
(26)
a.s. as n→∞. Here Eµ means taking the expectation over the initial condition z ∼ µ, and E is taking the
expectation over the transition probabilities of X̂zt .
The randomness in the statements of the following three Lemmata is that of the paths collected to learn
the drift and diffusion coefficients used by sXt defined in (23).
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Lemma 4.4. There exists a constant C such that for any smooth test function f : B2δ(0)→ R, and initial
condition z ∈ A, with probability at least 1− 4 exp(−τ2)
E
[
1
∆t
∫ ∆t
0
(Lz − sLz)f(X̂zt )dt
]
≤ Cδτ
√
ln(1/δ)||f ||C2 (27)
Lemma 4.5. There exists a constant C such that for any smooth test function f , and initial condition
z ∈ A, with probability at least 1− 4 exp(−τ2)
E
[
1
∆t
∫ ∆t
0
( sLz − L˜z)f(X̂zt )dt
]
≤ Cδ ln(1/δ)||f ||C2 (28)
Lemma 4.6. There exists a constant C such that for any smooth test function f , and initial condition
z ∈ A, with probability at least 1− 4 exp(−τ2)
E
[
1
∆t
∫ ∆t
0
(L̂z − L˜z)f(X̂zt )dt
]
≤ Cδ||f ||C2 (29)
Proof of Theorem 4.1. This proof follows the ideas and techniques from [34] for proving large time con-
vergence of numerical schemes, and we refer the reader to this reference for an overview of the previous
substantial work in the area. Here we adapt part of the arguments contained in that paper to our setting.
By assumption, the operator L is uniformly elliptic onM (for more details on how to define these operators
on manifolds see [51], [26]). Let φ :M→ R be a smooth test function on M and define the average sφ by
sφ = ∫
M
φ(y)q(y)dy (30)
By construction (φ − sφ) ⊥ Null(L∗), and by the Fredho¨lm alternative there exists a unique solution ψ to
the Poisson equation Lψ = φ − sφ. Uniform ellipticity of L implies, via standard estimates [30], ||ψ||C2 ≤
CM,λ||φ||∞.
For ease of notation, we will index everything by k, the step of the process Zk = (xk, ik) ∈ A. Let
L̂k = L̂Zk−1 , X̂kt = X̂Zk−1t , and ψk = ψ ◦ Φ−1ik . Also let
{
Bkt
}∞
k=1
denote independent Brownian motions.
The function ψk is smooth on B2δ(0), so by Itoˆ’s formula:
ψk
(
X̂k∆t
)− ψk(X̂k0 ) = ∫ ∆t
0
L̂kψk
(
X̂kt
)
dt+
∫ ∆t
0
∇ψk
(
X̂kt
)
σ̂ikdB
k
t (31)
By Itoˆ’s isometry, letting ||A(·)||F,∞ := || ||A(x)||F ||L∞(M),
E
(∫ ∆t
0
∇ψk
(
X̂kt
)
σ̂ikdB
k
t
)2 ≤ ∆t||ψ||2C1 ||σ̂||2F,∞ (32)
Define the martingale Mn by
Mn =
1
n∆t
n∑
k=1
∫ ∆t
0
∇ψk
(
X̂kt
)
σ̂ikdB
k
t (33)
When calculating the variance of Mn, cross terms vanish by independence. Then from equation (32) we
obtain the bound
E[M2n] ≤
1
n∆t
||ψ||2C1 ||σ̂||2F,∞ (34)
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which implies Mn → 0 a.s. as n→∞ by the martingale convergence theorem. Summing equation (31) and
dividing by n∆t,
1
n∆t
(ψk(Zn)− ψk(Z0)) = Mn + 1
n∆t
n∑
k=1
∫ ∆t
0
L̂kψk
(
X̂kt
)
dt (35)
Since ψ is bounded, ψk(Zn)/n∆t→ 0. Taking n→∞ on both sides and using Lemma 4.3,
0 = Eµ
[
E
[
1
∆t
∫ ∆t
0
L̂zψz
(
X̂zt
)
dt
]]
, (36)
where, if z = (x, i), ψz = ψ ◦Φ−1i′ with i′ defined as in equation (14). Using Lemma 4.4, 4.5 and 4.6, we have
with probability at least 1− 4 exp(−τ2),
Eµ
[
E
[
1
∆t
∫ ∆t
0
Lzψz
(
X̂zt
)
dt
]]
≤ cδτ ln(1/δ)||φ||∞ (37)
Using the limit definition of the generator in [38], we can see that Lzψz = Lψ ◦Φ−1i′ . Then since Lψ = φ− sφ
and Φ−1i′ (x) = G(z), ∣∣∣∣∫
A
φ(G(z))q̂(z)dz −
∫
M
φ(y)q(y)dy
∣∣∣∣ ≤ cδτ ln(1/δ)||φ||∞ . (38)
Since this holds for all smooth φ ∈ L∞(M), we obtain
||q −G∗q̂||L1(M) ≤ cδτ ln(1/δ) (39)
Proof of Lemma 4.2. Suppose first that we use the update rule starting at Z0 = (x0, i0)
ik+1 = argminj
∣∣xk + ηuk − cik,j∣∣ (40)
xk+1 = W
(
Sik,ik+1(xk) +
sbik+1∆t+ sσik+1B∆t) (41)
Zηk+1 = (xk+1, ik+1) (42)
with {uk} being random variables drawn from Lebesgue measure on B2δ(0), and η > 0. Note that η = 0 in
the algorithm detailed in section 3 and in equation (12). If η = 0, the process Z0n is not Feller continuous
(E[Z01 ] does not depend continuously on the initial conditions), a common assumption towards showing that
Zn has a stationary distribution. We start with fixing η > 0 and later will take η → 0 and show that the
η-dependent stationary measures converge to a new stationary measure. We temporarily suspend the use of
the superscript η to simplify notation, till towards the end of the argument, when it will be relevant again
when we let η → 0.
First we show that the process Zn is Feller continuous. Let f be a bounded function on A and (x, i) ∈ A.
Let pj(x, i) denote the probability of transitioning to chart j from i starting at x. Note that pj is continuous
and bounded provided η > 0. If n = 1,
E(x,i)[f(Z1)] =
∑
j∼i
pj(x, i)E(x,i)[f(Z1)|i1 = j] (43)
Since X̂Z0t conditioned on i1 is an Itoˆ process, it is Feller continuous (see [38]). Thus E(x,i)[f(X̂
Z0
∆t , j)|i1 = j]
is continuous and bounded and therefore E(x,i)[f(Z1)] is continuous and bounded. By induction if u(x, i) =
E(x,i)[f(Zn)] is continuous and bounded then
E(x,i)[f(Zn+1)] = E(x,i)
[
E(y,j)[f(Zn)]
∣∣Z1 = y, i1 = j] = E(x,i)[u(Z1)] , (44)
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which is continuous and bounded. Thus by induction on n, Zn is Feller continuous for all η > 0.
Next we show the transition density of Zn is tight for all n. Fix ε > 0. Let z = Zn−1. Then X˜z∆t
is Gaussian with mean b˜z∆t and variance σ˜zσ˜
T
z ∆t (see equation (69) for their definitions). supz∈Ab˜z and
supz∈Aσ˜z are bounded. Thus there exists an R such that P[X˜z∆t ∈ BR(0)] > 1 − ε for all z ∈ A, and thus
P[Zn ∈ W (BR(0))] > 1 − ε. W (BR(0)) is compact which implies the transition density of Zn is tight. The
transition density is tight and Feller continuous, so by the Krylov-Bogolyubov Theorem [60] there exists an
invariant measure.
Next we show that for any (x, i), (y, j) ∈ A, if Ay is a neighborhood of y in chart Cj then P[Zn ∈ Ay] > 0
for large enough n. The δ−net is a connected graph since M is connected. Thus there exists a finite length
path {ik} with ik ∼ ik−1, i0 = i, in = j. The probability of such a path occurring is strictly positive since
the probability of jumping from ik−1 to ik is strictly positive for all k. The density of Zn is strictly positive
on the chart Cin , thus P[Zn ∈ Ay] > 0. Because the density of Zn is positive on any open set in A for large
enough n, the invariant measure is unique, and thus Zn is ergodic.
Now let µη denote the stationary measure for Z
η
n for each η > 0. The family of measures µη is tight,
and so there exists a subsequence {µηk}∞k=1 which converges in probability to some measure µ (see [6]). It is
left to show that µ is stationary for the process Z0n. Let ε > 0 and let f be a bounded function on A. Let
µk = µηk . Let Pk denote the transition density for the process Z
ηk
n .
For ease of notation, for functions g, ν and transition kernels P ,
gν =
∫
A
g(x)ν(x)dx (45)
gPν =
∫
A
∫
A
g(x)P (x, y)ν(y)dxdy (46)
Then |fµk − fµ| → 0 by the bounded convergence theorem.
|fP0µ− fµ| ≤ |fP0µk − fPkµk|+ |fP0µ− fP0µk|+ |fµk − fµ| (47)
The last two terms go to zero as k → ∞ because µk converges to µ in probability and f is bounded. It is
left to show that (P0 − Pk)µk → 0. Let E denote the boundary set defined by
E = {(x, i) : ∃j with |x| = |x− ci,j |}
The chart centers ci,j are a finite set and so E has µ measure zero. Let Ek denote the set E thickened by
ηk:
Ek =
{
(x, i) : ∃j with ∣∣|x| − |x− ci,j |∣∣ < ηk}
Fix z = (x, i) ∈ A and notice that the probability density starting at z, Pk(z, ·), for any k is of the form
Pk(z, ·) =
∑
j∼i
pkj (z)νj(·)
with pkj (z) being the probability of transitioning to chart j from i with η = ηk, and νj independent of k. For
any j, νj is absolutely continuous with respect to Lebesgue measure on Rd, and νj(Ek)→ 0. It follows that
µk(Ek) ≤ sup
z∈A
Pk(z, Ek)→ 0.
Since P and Pk agree on the set E
c
k, |fPkµk − fPµ| → 0. Thus, fPµ = fµ for all test functions f , and
therefore Pµ = µ.
Proof of Lemma 4.3. First let
In =
∫ ∆t
0
F
(
Zn, X̂
Zn
t
)
dt (48)
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Then define a new Markov chain Qn = (Zn, Zn+1, In). Define a family of measures ν on R by
ν(z1, z2, A) = P[In ∈ A|Zn = z1, Zn+1 = z2] (49)
Let γ be a measure on A×A× R so that
γ(A) =
∫
A×A×R
1A(r)ν(z1, z2, dr)P (z1, dz2)µ(dz1) (50)
Where P is the transition density for Z. Because Zn is ergodic, P
n(δ(x,i), ·) → µ(·) weakly. Then by the
dominated convergence theorem as n→∞,∫
A×A×R
1A(r)ν(z1, z2, dr)P (z1, dz2)P
n(δ(x,i), dz1)→ γ(A) (51)
The last statement shows that the density of Qn converges weakly to γ, and so Q is ergodic. Pick φ(Qn) = In.
Then by Birkhoff’s ergodic theorem (see [58]),
1
n
n∑
k=1
φ(Qk)→
∫
φdγ = Eµ
[
E
[∫ ∆t
0
F
(
z, X̂zt
)
dt
]]
(52)
Proof of Lemma 4.4. Choose some z = (x, i) ∈ A and f ∈ C2. Then the generators Lz, sLz are given by
Lzf(y) =
∑
j
(
bi(y)
)
j
∂f
∂yj
(y) +
1
2
∑
j
∑
k
(
σi(y)σ
T
i (y)
)
j,k
∂2f
∂yj∂yk
(y)
sLzf(y) = ∑
j
(sbi)j ∂f∂yj (y) + 12 ∑j
∑
k
(sσisσTi )j,k ∂2f∂yj∂yk (y)
It suffices to show that bi(y) is close to sbi and σi(y)σTi (y) is close to sσisσTi for each y ∈ B2δ(0) and all i. Let
xk = x
′
i,k be random draws from Φi(Y
yi
∆t); These are samples of Xt starting at ci,i = 0. Then as p→∞,
tsbi → E [Xt] , tsσisσTi → Cov (Xt)
a.s. by the strong law of large numbers. Next in order to use finite sample bounds, we show that the random
variables xk are sub-gaussian with sub-gaussian norm t0κ(|σ|F,∞+ t0|b|∞) for some universal constant κ. To
do this, we first show Yt0 is sub-gaussian.
Rewrite the process Ys by the definition of the Itoˆ integral. Here we use a uniform partition of (0, s) with
n subintervals so ∆s = s/n, sj = j∆s, Yj = Ysj and zj are independent standard random normal vectors in
Rd. Then Ys − Y0 can be written
Ys − y0 = lim
n→∞
1
n
n−1∑
j=0
b(Yj)∆s+ σ(Yj)
√
∆szj (53)
Note that we can always think of equations (18),(53) as being in RD by the Whitney Embedding Theorem. If
one is concerned about how to make sense of equation (53) on a manifold in RD, see [26]. Using proposition
5.10 in [55] on the right hand side of equation (53), we can see that there is a universal constant c so that
for each n,
P
∣∣∣∣∣∣ 1n
n−1∑
j=0
b(Yj)∆s+ σ(Yj)
√
∆szj
∣∣∣∣∣∣ > α
 ≤ exp( −cα2
s(|σ|F,∞ + s|b|∞)
)
(54)
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Taking n → ∞ we conclude that the sub-gaussian norm of Yt0 is bounded by
√
t0κ(|σ|F,∞ + t0|b|∞) for a
universal constant κ. Then Xt0 is also sub-gaussian with at most the same sub-gaussian norm since Φi is a
projection. Then |t0sbi− t0E[sbi]| can be written as a sum of mean zero sub-gaussians and by [55] there exists
a c1 such that,
P[ |sbi − E[sbi]| < ε] ≥ 1− e · exp (−c1ε2pt0) (55)
Again by [55] bounds on finite sample covariance estimation yields for some c2,
P
[ ∣∣∣∣sσisσTi − E [sσisσTi ] ∣∣∣∣2 < ε∣∣∣∣E [sσisσTi ] ∣∣∣∣2] ≥ 1− 2e−c2dα2 (56)
provided p > dα2/ε2. Notice that t0 appears in the bound in equation (55), but not in equation (56). This
is due to the fact that for t0  1, the mean is much smaller than the standard deviation (and thus harder to
estimate). Estimating the covariance to within accuracy ε takes O(d/ε2) samples, but estimating the drift
to within accuracy ε takes O(1/t0ε
2) samples. Assuming t0 = δ
2  1/d, the mean will be more difficult to
estimate. For simplicity we will assume that the covariance has the same bound as the drift.
Next we must ensure that the probabilistic bound holds for all indices i ∈ Γ. Since the volume of M
is fixed, |Γ| = c3(1/δ)d for some c3. Next set the accuracy to ε = δ ln(1/δ), and the confidence τ2 =
c1ε
2pt0 − (1 + ln(c3) + d ln(1/d)). When we take a union bound over i ∈ Γ we have with probability at least
1− 2e−τ2 ,
|sbi−E[sbi]| < δ ln(1/δ) and ∣∣∣∣sσisσTi − E [sσisσTi ] ∣∣∣∣2 < δ ln(1/δ) (57)
if p >
c1
t0δ2
(
τ2 + 1 + ln(c3)
ln(1/δ)2
+
d
ln(1/δ)
)
(58)
We can think of equation (58) as telling us p > c4/δ
4 (up to ln(1/δ) factors) since t0 = δ
2 and τ, d, ln(1/δ)
all behave like O(1) constants.
Since Φi is smooth, bi, σi are Lipschitz and bounded because b, σ are Lipschitz and bounded by some
constant M . By the Cauchy-Schwarz inequality and Itoˆ’s isometry,
E[|Xt0 |2] ≤M2t0 +O(t03/2) , E
[∫ t0
0
|Xs|2ds
]
≤ 1
2
M2t0
2 +O(t0
5/2) (59)
Let A =
∫ t0
0
bi(Xs)− bi(0)ds and B =
∫ t0
0
σi(Xs)dBs. Then by Jensen’s inequality,
|E[Xt0 ]− t0b(0)|2 ≤ E[|A|2] ≤ E
[
t0
∫ t0
0
|bi(Xs)− bi(0)|2ds
]
≤ 1
2
C2M2t0
3 +O(t0
7/2) (60)
Dividing by t0 and taking a square root,
|E[sbi]− bi(0)| ≤√ t0
2
MC +O(t0
3/4) (61)
By Itoˆ’s isometry we have
E[|B|2] ≤M2t0 (62)
Combining equations (62) and (60),
|Cov(A+B)− Cov(B)|2 ≤ E[|A|2] + 2E[|A|2]1/2E[|B|2]1/2 ≤
√
2CM2t0
2 +O(t0
9/4) (63)
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Using Itoˆ isometry and the Lipschitz condition on σi,
|Cov(B)− t0σi(0)σTi (0)|2 =
∣∣∣∣∣E
[(∫ t0
0
σi(Xs)− σi(0)dBs
)(∫ t0
0
σi(Xs)dBs
)T
(64)
+
(∫ t0
0
σi(0)dBs
)(∫ t0
0
σi(Xs)− σi(0)dBs
)T ]∣∣∣∣∣ (65)
≤
√
2KMt0
3/2 +O(t0
7/4) (66)
Combining equations (61) with the concentration inequality (57) along with t0 = δ
2 implies for some c5 with
probability at least 1− 2e−τ2 ,
|sbi − bi(0)| ≤ c5δ ln(1/δ) (67)
Finally, combining equations (63), (66) with the concentration inequality (57) yields that for some con-
stant c6 with probability 1− 2e−τ2 ,∣∣∣∣sσisσTi − σi(0)σTi (0)∣∣∣∣2 ≤ c6δ ln(1/δ) (68)
The Lipschitz conditions on bi and σi yield the result.
Proof of Lemma 4.5. Fix a starting location z = (x, i) ∈ A. We can write an SDE for X˜zt starting at
Φi′
(
Φ−1i (x)
)
in the next chart i′ by
dX˜zt = b˜zdt+ σ˜zdBt (69)
b˜z =
1
∆t
(
Si,i′(x)− Φi′
(
Φ−1i (x)
) )
+sbi
σ˜z = sσi′
Writing this equation in this form spreads the transition error out over the course of one timestep of length
∆t. Thus, proving L˜z is close to sLz reduces to showing that the transition error is sufficiently small after
dividing by ∆t (so that it can be combined in the drift term). Allowing the transition error to affect the
drift forces us to have the drift b˜ (and thus L˜) depend on the starting location z.
By the Whitney embedding theorem, M can be smoothly embedded into RD for D ≥ 2d. In RD, the
LMDS mapping Φi reduces to principal component analysis, which is simply a projection onto the top d
eigenvectors of the covariance matrix of the local landmarks. Thus we can think of Φi as a matrix acting on
vectors. To be consistent with the algorithm, vectors will be written as row vectors and the matrix Φi will
act on the left.
Fix k ∈ Γ. Let Πk ∈ RD×d denote the projection fromM onto Tyk , the tangent plane ofM at yk. Then
Πk is invertible on a ball of radius 2δ on Tyk by assumption. Also sinceM is smooth, Taylor’s theorem tells
us that for some c1 and all x ∈M near yk,
|xΠk − x| ≤ c1|x− yk|2 (70)
Let Lk = {lk,i} denote the collection of landmarks associated with the neighbors of yk, and µk denote their
mean. The matrix Φk minimizes the squared error on the landmarks given by:∑
i
|lk,iΦk − lk,i|2 (71)
Inserting Πk in place of Φk into equation (71) yields a bound of c
2δ4. The landmarks are well spread
through the space by construction and the ellipticity condition. Then with high probability (in fact, at least
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1 − e−τ2 by [56], since p & d log d) L˜ = (L − µ)Π = {l˜i} must have smallest singular value at least δ, and
thus any vector v in the tangent plane can be written v = aL˜ with a = vL˜†. The bound on the singular
values implies |a| ≤ δ−1|v|. Then using Cauchy-Schwarz,
|vΦk − v| ≤ |v|c1δ , (72)
which implies, since Φk, Πk are projections, ||Φk − Πk||2 ≤ c1δ. Let j ∈ Γ such that j ∼ k. By a Taylor
expansion, ||Πk −Πj || ≤ c2δ for some c2. Thus there exists a constant c3 such that
||Φk − Φj ||2 ≤ c3δ (73)
The properties (72) (73) allow us to treat Φk like Πk, the projection onto the tangent plane. Also since
||Φk −Πk||2 ≤ c1δ and δ  1, Φk will be invertible whenever Πk is since Πk has singular values equal to 1.
Next let A = Ak,j = {ak,i} ∪ {aj,i} be the collection of landmarks common to Lk and Lj . Let µ = µk,j
be the mean of A. Now we can write Ti,j as
Ti,j = [(A− µ)Φi]†(A− µ)Φj (74)
By definition of the pseudoinverse, Ti,j minimizes
||(A− µ)ΦiT − (A− µ)Φj ||2 (75)
over all choices of T ∈ Rd×d. Choose T to be the restriction of Φj onto chart Ci. Then T ∈ Rd × Rd and
||(A− µ)ΦiT − (A− µ)Φj ||2 = ||((A− µ)Φi − (A− µ))(Φj − Φi)|| ≤ c1c2δ3 (76)
Since T is a possible choice for Ti,j ,
||(A− µ)ΦiTi,j − (A− µ)Φj ||2 ≤ c1c3δ3 (77)
The matrix of landmarks (A − µ) spans the chart Ci, so there is a constant c4 such that for any x in the
chart Ci,
|Si,j(x)− Φj(Φ−1i (x))| ≤ c4δ3 (78)
Using ∆t = δ/ ln(1/δ) and equation (78), the result follows.
Proof of Lemma 4.6. Fix a starting location z = (x, i) ∈ A. Then the process X˜zt is the solution of an SDE
on chart i′ with smooth coefficients. Thus, X̂zt = W
(
X˜zt
)
is also the solution of an SDE on chart i′ with
smooth coefficients:
dX̂t = b̂(z, X̂
z
t )dt+ σ̂(z, X̂
z
t )dBt (79)
Using Itoˆ’s formula on W (X˜),
b̂j(z, X̂
z
t ) =
∑
k
∂Wj
∂xk
(X˜zt )˜bk(z) +
1
2
∑
k
∑
l
∂2Wj
∂xk∂xl
(X˜zt )(σ˜σ˜
T )k,l(z) (80)
σ̂j,l(z, X̂
z
t ) =
∑
k
∂Wj
∂xk
σ˜k,l(z) (81)
with b˜(z) = b˜z, σ˜(z) = σ˜z defined as in the proof of Lemma 4.5. Note that since W is invertible, we could
replace X˜zt with W
−1(X̂zt ) so that b̂, σ̂ can be thought of as a function of z and X̂
z
t . Direct computation
shows that for some c1, c2,∑
k
(
∂Wj
∂xk
(X˜t)
)2
≤ c1 ,
∑
k
∑
l
(
∂2Wj
∂xk∂xl
(X˜t)
)2
≤ c2
δ2
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Let Et denote the set
{
t : |X˜zt | >
3δ
2
}
. By definition of W , b̂ and b˜ agree on Ect . The index i
′ is chosen so
that |x− ci,i′ | < δ. As the switching map Si,i′ makes error O(δ3) by equation 78, |X˜z0 | ≤ δ+O(δ3). In order
that |X˜zt | > 3δ/2, the Brownian motion must push the process at least O(δ) in time t. In other words there
are constants c3, c4 such that,
P[Et] ≤ P[|Bt| > c3δ] ≤ exp(−c4δ2/4t) (82)
Next we can bound the effect of the boundary function W on the drift and diffusion terms:
E
[∫ ∆t
0
∣∣∣̂b− b˜∣∣∣2 (z, X̂zt )dt
]
= E
[∫ ∆t
0
1Et
∣∣∣̂b− b˜∣∣∣2 (z, X̂zt )dt
]
≤ c5∆t
δ2
exp
(
−c4 δ
2
∆t
)
for some new constant c5. By equations (81), (82) and the fact that σ̂ agrees with σ˜ on E
c
t ,
E
[∫ ∆t
0
∣∣∣∣σ̂σ̂T − σ˜σ˜T ∣∣∣∣2
F
(
z, X̂zt
)
dt
]
≤ ∆tc6 exp
(
−c4 δ
2
∆t
)
(83)
The result follows for ∆t = δ/ ln(1/δ).
5 Examples
5.1 Simulator Comparison
5.1.1 Multiscale Transition Probability Comparisons
In order to see how well the ATLAS works we will need to have a criterion for comparing simulators. Since
we are interested in the behavior of the system over multiple timescales, we will simulate 10,000 paths from
each simulator and record the positions at times {tk := 2k}. The smallest time scale will be at the size of
one step of the original simulator and the largest time scale will be at some time T (example dependent) at
which point systems have reached equilibrium.
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Figure 7: Comparing distributions obtained from two simulators at time T = 0.2 (orginal and ATLAS) in
example 5.2.2.
In order to understand motivation for how to compare simulators, we start with a 1-d example. For a
fixed tj ≤ T , we can bin samples into equal spaced bins, and compare them. Next we would like to compare
the probabilities of landing in each bin as in figure 7 by overlaying them. We can next vary k (and thus tk)
to obtain overlaid bar graphs for multiple time scales as in figure 8. We see that the real quantity of interest
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is the difference between these two histograms, and we will sum the absolute values of their difference to
approximate the L1 distance between the measures these histograms represent.
Our next goal is to generalize this to high dimensional spaces. Here the bins we use can be given naturally
by the ATLAS we construct. Instead of using a “hard” binning procedure by assigning each point to the
closest bin, we will assign smooth weights to the nearest neighbors. This smooth binning procedure will help
to wash out the small scale errors we make, so that we can measure the large scale errors.
The first step is to explain the smooth map which takes a distribution ν on {xi}ni=1 to a distribution µ
on a set {yj}. We think of {yj} as a coarser binning of the distribution ν on {xi}. First assign weights wi,j
to each (xi, yj) pair given by:
wij =

exp
(−|xi−yj |2
δ2
)
|yi − xj | < 2δ
0 otherwise
Then we normalize the weights so that they sum to 1 when summed over j.
µj =
∑
i
νi
wi,j∑
j wi,j
(84)
Fix a time slice tk, then assign equal weights νi = 1/n to the set of samples {xi}ni=1 given by the original
simulator, and map them to a distribution µ on the net Γ using (5.1.1),(84) and the distance function in the
ambient space. Next we will assign equal weights to the samples {x̂i}ni=1 from the ATLAS and map them
to weights µ̂ on the net Γ using the euclidean chart distances.
Once we have µ, µ̂, we could compare them directly. However, we know that the ATLAS makes errors
on this spatial scale, and so we would like to smooth these distributions out to a coarser net with δc ≥ δ.
This will also allow us to compare simulators with varying δ while keeping the number of bins fixed. For
each example, we will fix a coarse grained δc equal to the largest δ used for that example, and obtain a net
{zl}. Then we can push µ, µ̂ to distributions p, p̂ on {zl} again using (5.1.1),(84) and the distance function
in the ambient space. This gives us two probability distributions, one for each simulator, at time tk on the
coarse net.
Given a single initial condition, we will calculate the L1 distance between p and p̂ for each time slice
tk. Then we will repeat this procedure for 10 fixed initial conditions (randomly chosen) to compare the
transition densities over a wide range of time scales and initial conditions. In examples where only one
ATLAS is used, we plot one thin colored line for each initial condition, then a thick line representing the
mean ± one standard deviation (see figures 14, 20, 25, 31). In examples where we compare many ATLAS
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Figure 8: Comparing overlaid distributions obtained from two simulators at some multiscale times 2k (orig-
inally and ATLAS) in example 5.2.2.
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simulators, we plot only the thick line representing the mean ± one standard deviation (see figures 11, 18,
23, 29).
5.1.2 Transition Time Comparisons
Another quantity of interest in many stochastic dynamical systems are (expected) transition times between
metastable states. Metastable states are subsets of the state space where the system spends a significant
amount of time before escaping. An example includes a region near at the bottom of either well of the
potential function in the example considered in section 2.3.2, and discussed in detail below. These transitions
between a metastable state (set) and another are often one of the most important characteristics of large-time
dynamics in the systems we consider. The expected time between these transitions, i.e. the average time
spent in a metastable state before jumping to another one - is a fundamental statistic of the system, and is
a function of two given metastable states (sets).
Therefore another way to compare the ATLAS with the original simulator is to compare these expected
transition times. We start by running 12 extremely long paths (100 times longer than those run in 5.1.1)
from both simulators; these paths have on the order of thousands of transitions. Next we identify regions of
interest, which requires knowledge of the problem ahead of time. Once this is done we can classify points in
the original state space as belonging to region 1, region 2, region 3 (if there are three states), or none. Then
all points in the long simulations are classified. Last, we scan through the list and calculate the transition
times. Calculating transition times is best explained through an example. Suppose our simulation now looks
like:
0, 1, 1, 0, 0, 1, 0, 2, 0, 3, 3, 0, 1 (85)
Denote a transition time from region i to region j by τi,j . Start by skipping to the first time the simulator
enters a region (region 1 in this case). Then it takes 6 timesteps to reach another region, region 2. Count
this as a sample of τ1,2 equal to 6 timesteps. Next it takes 2 steps to go from region 2 to region 3, so count
this as a sample of τ2,3 equal to 2 timesteps. Next we are in region 3, and it takes 3 steps before reaching
region 1, so count this as a sample of τ3,1 equal to 3 timesteps. There are no samples of τ1,3 or τ3,2. The
long paths we calculate will have many such samples, and we can average the value of these samples, and
also average over the 12 paths we have run. We can then plot estimated values for E[τi,j ], the expected
transition times for the original simulator, and estimated values of E[τ̂i,j ], the expected transition times for
the ATLAS.
5.2 One Dimensional Example
5.2.1 Smooth Potential
The first example presented is a simple one dimensional two-well example. We will use the potential
U1(x) = 16x
2(x− 1)2
and use a simulator which approximates
dXt = −∇U1(Xt)dt+ dBt
using an Euler-Maruyama scheme which takes timesteps of size 0.005. A sample path of this system is shown
in figure 9. The initial point set we use to generate the δ-net is linearly spaced points with spacing 0.01.
It is important to note that the distribution of the initial point set does not play an important role in the
resulting ATLAS. The ATLAS algorithm performs equally well on any initial point set that has no holes of
size order δ. We subsample this initial point set to obtain a δ-net with δ parameter 0.1 using the brute force
method described in section 3.1.
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Figure 9: Sample trajectory of Xt for the two well example 5.2.1.
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Figure 10: Left: original potential U (shown in blue) and effective potential of the ATLAS Û (shown in red).
Right: comparing original diffusion coefficient (blue) with that of the ATLAS(red) with δ = 0.1 in example
5.2.1.
Once we run the ATLAS algorithm in this case, it is simple to map estimated drift vectors from the
chart coordinates back to the original space. In general for an arbitrary metric space this is a hard problem,
but in 1-d we need only multiply by ±1 to undo MDS. In 1-d, the estimated drift vectors can easily be
integrated to obtain an effective potential Û for the system. We can also bring back the diffusion coefficients
and see how they compare to the truth. Inverting MDS and comparing the coefficients we obtain with the
true coefficients of the underlying system is a procedure we will only be able to do for this 1-d system, but
it gives interesting insight into the working of the homogenizing nature of the ATLAS.
See Figure 10 showing the resulting comparisons between drift and diffusion coefficients.
Next we generate four nets (and four ATLAS simulators) with δ values 0.05, 0.10, 0.15 and 0.20 by
subsampling from a fine mesh. In each example we have used p = 10, 000 simulations per net point, and
t0 = δ
2. The number of landmarks is irrelevant because as long as m ≥ 1, there will be enough landmarks to
exactly recover the local space. When simulating, we set the simulation time step ∆t = δ2/5. Then for each
of 10 randomly chosen staring locations, we run 10, 000 long paths up to time T = 50. Using the simulator
comparison method from section 5.1, we obtain figure 11. As we expect from theorem 4.1, the long time error
is decreasing as δ decreases. Figure 11 shows that the transition kernels are close for all time scales, which
is a stronger experimental result than given by theorem 4.1. Theorem 4.1 only tells us that the stationary
distributions are O(δ log(1/δ)) far from each other. We can also compare the rates directly as seen in figure
12.
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Figure 11: Simulator comparison for example 5.2.1. Each line represents the average simulator error for a
single net of the specified δ value.
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Figure 12: Comparing transition times in example 5.2.1. Region 1 is {x : |x| < 1/4}, and region 2 is
{x : |x− 1| < 1/4}.
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Figure 13: Left: original potential U (shown in blue) and effective potential of the ATLAS Û (shown in red).
Right: comparing original diffusion coefficient (blue) with that of the ATLAS(red) with δ = 0.1 in example
5.2.2.
5.2.2 Rough Potential
In order to make a more interesting example, we add high frequency ridges to the potential well to emulate
microscale interactions. This example is a case where it is of interest to approximate a homogenized system
which behaves like the original system above a certain temporal/spatial scale. Define
V1(x) = U1(x) +
1
6
cos(100pix) (86)
where U1(x) is defined in example 5.2.1. For our initial point set, we could again use evenly spaced grid
points as in example 5.2.1. Since one might wonder if this is a “fair” input we run each grid point through
the simulator for a small time t = 0.01 to obtain our initial point set. As long as these points have no holes
of size order δ, the ATLAS will return a robust result with high probability.
Even though the new potential well is infinitely differentiable, the Lipschitz constant of the drift in this
example is 625. In order to accurately simulate Brownian motion in this potential well, we decrease the time
step to 0.00005. These microscale interactions are determining our timestep, and thus becoming a bottleneck
for running long time simulations.
If we were to apply theorem 4.1 directly to this example, it will guarantee a relatively useless error bound
on the stationary distribution (since the error bound depends on the Lipschitz constant). Instead, the way
we think of theorem 4.1 applying to this problem is that there is a time scale t0 at which the system with
potential well V1 behaves like a homogenized version with smooth potential and small Lipschitz constant.
Multiscale systems of this form have been studied (see [40] and references therein), and it is known that such
systems behave like an SDE with smooth parameters at a large scale. If we only observe samples at time t0,
then we can pretend our samples come from the homogenized system rather than the microscale simulator.
In this example, we learn the ATLAS using the parameters δ = 0.1, t0 = 2δ
2 = 0.02, p = 10, 000, and
∆t = t0/5. Again we can map the drift and diffusion back to the original space and compare with the true
simulator. Figure 13 shows that the resulting drift is a homogenized version of the original system. The
time scale the local simulator uses is 100 times larger than that of the original system. This will result in
long simulations being about 100 times faster than using the original simulator.
Next we have run 10,000 long paths from the ATLAS with δ = 0.1 shown above in figure 13. Figure 14
shows that again the distribution of paths is similar over multiple timescales, indicating that transition rates
are preserved between states.
In this example we only show results for δ = 0.1 because that is the spatial scale where it makes sense to
homogenize. For smaller values of δ, the ATLAS becomes less stable as the estimated drift becomes less
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Figure 14: Comparing true simulator with the ATLAS with δ = 0.1 on example 5.2.2.
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Figure 15: Comparing transition times in example 5.2.2
smooth. For larger values of δ, the macroscale features of the system begin to wash out, and the two wells
merge into one.
5.3 Two Dimensional Example
5.3.1 Smooth Potential
In this example, we consider the SDE Xt in a 2-d potential well U2(x) shown below.
dXt = −∇U2(Xt)dt+ dBt
where
U2(x) = −ln
(
exp
(−||x− p1||2
c1
)
+ exp
(−||x− p2||2
c2
)
+ exp
(−||x− p3||2
c3
))
p1 =
[
0
0
]
, p2 =
[
1.5
0
]
, p3 =
[
0.8
1.05
]
, c =
[
1
5
,
1
5
,
1
6
]
The potential U2 is chosen such that the stationary distribution is a mixture of Gaussians given by
exp(−U2/2). There are three clearly defined minima of U2 close to p1, p2, p3. The parameters of the problem
were chosen in such a way that the transition regions between wells lie on different level sets of the potential
(see figure 16).
Figure 17 shows a sample trajectory of the process Xt using a simple Euler-Maruyama scheme with
timestep 0.005. This is the simulator given to the ATLAS algorithm. The initial point set we use is a grid
spaced by 0.01, discarding points with U2(x) ≥ 10. Figure 16 shows an example net for δ = 0.2.
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Figure 16: Left: Potential for three well example. Right: δ = 0.2 net overlaid. Circles represent net points,
black lines represent connections between net points.
0 5 10 15 20 25 30 35 40 45 50
−1
−0.5
0
0.5
1
1.5
2
2.5
t
X
t
 
 
x1
x2
Figure 17: Sample trajectory for three well example
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Figure 18: Comparison of ATLAS’s with original simulator in the smooth three well potential from example
5.3.1.
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Figure 19: Comparing transition times in example 5.3.1
When generating the ATLAS in this example, we use p = 10, 000, t0 = δ
2, ∆t = t0/5. Again the number
of landmarks does not matter since LMDS will return the exact result (up to machine precision) every time.
Next for each of 10 randomly chosen starting locations we run 10,000 paths from each simulator. Then we
compare them using a common coarse grained net with δc = 0.2 as in section 5.1. The output is shown in
figure 18. Again we notice that the errors are small for all times, including the range of timescales where
transitions occur.
In order to calculate transition times, we must first define the regions of interest. Region i will be a ball
of radius 1/4 around pi. We will use these same regions for future examples stemming from this potential
well. For a comparison of the transition times, see figure 19.
5.3.2 Rough Potential
In the next example we take U2(x) and add a fast oscillating component to simulate small scale interactions
as in example 5.2.2. The new potential well is
V2(x) = U2(x) +
1
6
cos(100pix1) +
1
6
cos(100pix2). (87)
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Figure 20: Comparison of original simulator with the ATLAS (δ = 0.2) in the rough three well potential
from example 5.3.2.
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Figure 21: Comparing transition times in example 5.3.2
And again see a simulator which approximates the process Xt.
dXt = −∇V2(Xt)dt+ dBt (88)
As a result of the high frequency oscillations, the the timesteps will be of size 0.00005. This example will
show that our algorithm is robust to fast oscillations of the potential even in a more complicated system. In
this example we will again avoid using evenly spaced points as input, and run the grid points through the
simulator for a short time t = 0.01. These are samples we could obtain from running the original simulator
for a long time, or using some kind of fast exploration technique. Again, the distribution of this point set is
irrelevant as long as there are no holes of size δ.
For this system we will use δ = 0.2 which will return δ nets with ≈ 230 net points. We will again use use
p = 10, 000, t0 = δ
2, ∆t = t0/5 for consistency, even though p could be chosen smaller (since δ is larger).
Again, the timestep of the ATLAS is ∆t = 0.004 which is over 100 times larger than the timesteps of the
original simulator, and thus the ATLAS runs about 100 times faster. For the simulator comparison with
this example see figure 20. Define the regions the same as in example 5.3.1. To see the transition times, see
figure 21.
5.4 Random Walk on Images
Next we will embed the two dimensional three well examples from sections 5.3.1 and 5.3.2 into D = 12, 500
dimensions. The high dimensional embedding is given by the following algorithm given a two dimensional
point x:
1. Generate a mesh {zj} on [−1.5, 3.5]× [−1.5, 2.5] with evenly spaced grid points and spacing 0.04.
2. The output vector v at position j is 1 if |zj − x| < 1/2 and 0 otherwise.
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Figure 22: Circle image corresponding to the point [0,0].
See figure 22 for an example image generated by this algorithm run on the point (0, 0). The natural
distance to use in this space is the hamming distance, which counts the number of different entries. It
induces a norm, which we call ||v||1 since this is the same as the 1-norm of the vector on RD. Given a binary
vector v, we can write the ”inverse“ x˜
x˜ = ||v||−11
∑
j
vjzj (89)
This just averages the positions of the pixels {zj}, which should roughly return the center of the circle in
the image. Any two dimensional simulator now can be mapped to a simulator on RD in the following way:
1. Given input v ∈ RD and a time t0, calculate the two dimensional point x˜ from the approximate inverse
mapping.
2. Run the 2-d simulator for time t0 with initial condition x0 = x˜.
3. Take the output of the simulator, Xt0 and map it to RD with the high dimensional embedding.
Next, we rescale the distance function by the constant (0.04)2/2 so that the new norm is locally equivalent
to the original distance. In so doing, we can continue using values of δ that made sense to us in the original
space. This high dimensional mapping is nontrivial, and all the possible vectors v we could see span the
entire 12, 500 dimensional space. The space can be locally approximated by a 2-d plane for a ball of radius
r < 1/2, and so we expect the ATLAS to find the appropriate local spaces to estimate the dynamics.
5.4.1 Smooth Potential
First we will apply the high dimensional mapping to the simulator with smooth potential well U2 from
example 5.3.1. Next we start with a set of points in RD which cover the known state space (the same covering
set from before only mapped to RD). The ATLAS algorithm is given the rescaled hamming distance function
for computing distances between vectors, and it is given the simulator which takes points in RD and a time
t0 and returns points in RD. Because distances are now 12, 500 times more expensive to compute, for this
example we set p = 1000 and m = 20 landmarks per point. Again keep t0 = δ
2 and ∆t0 = t/5.
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Figure 23: Comparison of ATLAS’s with original simulator for example 5.4.1.
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Figure 24: Comparing transition times in example 5.4.1
After constructing multiple ATLAS’s for varying values of δ, we find that the distributions are well
approximating the original given simulator. See figure 23 for details. The small number of samples, along
with the width of the pixels limits the accuracy for small values of δ. In fact we can see that δ = 0.05
returns a simulator which is worse than δ = 0.1. Define the regions the same as in example 5.3.1. To see the
transition times, see figure 24.
5.4.2 Rough Potential
In the next example of this paper, we will apply the high dimensional transformation to the rough potential
well V2 from example 5.3.2. Again, we give the algorithm the same set of initial points from example 5.3.2
mapped to RD along with the simulator using V2 embedded in high dimensions. In this example we use
δ = 0.2, p = 2000, m = 40, t0 = δ
2 and ∆t = t0/5. Again the simulation timescale of the local simulator is
100 times larger than that of the original simulator. The ATLAS has a running time which depends only on
the local dimensionality of the system, and so the ambient dimension only enters in the construction phase.
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Figure 25: Comparison of the ATLAS δ = 0.2 with original simulator for example 5.4.2.
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Figure 26: Comparing transition times in example 5.4.2
After simulating 10, 000 paths for each of 10 different initial conditions, we can test the simulator error
(see figure 25). Because running the original simulator is very expensive for this system, we used the same
original simulator samples (mapped to RD) for comparison as in figure 20. Define the regions the same as
in example 5.3.1. To see the transition times, see figure 26.
5.5 Randomly forced string
In this example, we are given a dynamical system in the form of a random walk on functions on [0, 1]
with endpoints fixed at zero. These functions are represented by values on a grid of 100 evenly spaced
points (including the ends). Typical functions seen as output from the simulator are shown in figure 28.
The distance we will use is euclidean distance in R100, rescaled by 1/100 to approximate the L2 distance on
functions. A single step of the simulator is done by adding a Brownian path fixed at the endpoints, then
smoothing the result and renormalizing. The pseudocode is shown in figure 27.
This behavior of this system in characterized by large dwelling times near the smoothest functions (f1
and f2 from figure 28) with rare transitions (10
3−104 steps) across functions like that of f3 in figure 28. The
three constraints f(0) = 0, f(1) = 0, ||f || = ||f0|| force the functions to live on S97, a 97 dimensional sphere
with radius ||f0||. Although we expect these functions to lie near a low dimensional submanifold M ⊂ S97
because of the smoothing step, a single step of the simulator could take us anywhere on S97; this means the
outputs of our simulator are never exactly onM. This is an important aspect of this example, as real world
data typically will have small noise in the ambient space.
One can think of this simulator as a discretization of the SDE on S97
dXt = F (Xt)dt+ σ(Xt)dWt (90)
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Function Simulator
f = S(f)
% simulate Brownian bridge
W = cumsum(randn(1,100))
W = W −W (1)
W = W − x ∗W (100)
% Add bridge to f, smooth and renormalize
f = f + (1/100) ∗W
f = smooth(f)
f = f ∗ (fnorm/norm(f))
Figure 27: Pseudocode for a single step of the simulator used in example 5.5. fnorm is a fixed constant equal
to the norm of sin(pix). The function smooth is MATLAB’s default smoothing algorithm.
0 0.2 0.4 0.6 0.8 1−1.5
−1
−0.5
0
0.5
1
1.5
x
f
 
 
f1
f2
f3
Figure 28: Three typical outputs of the simulator from section 5.5.
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Figure 29: Comparison of the ATLAS with original simulator for example 5.5.
For an appropriate choice of F, σ. One can also think of this as a discretization scheme for a stochastic
partial differential equation (SPDE) of the form
∂
∂t
ft =
∂2
∂x2
ft + b(ft) +
∞∑
j=1
gj(ft)dW
j
t (91)
for an appropriate choice of drift b and orthogonal functions {gj}. One can think of (91) as an infinite
dimensional analogue to (90) with each coordinate Xjt = 〈ft, gj〉 being driven by a one dimensional brownian
motion.
In order to generate the ATLAS, first we must generate an initial sampling of the space. In order to do
this, we start with 50, 000 renormalized Gaussian vectors, the uniform distribution on S97. Next we want to
”heal“ these samples by running them through the simulator. One can see with some observation that 250
steps is large enough that the noise is killed; samples with 250 steps of “healing” are similar to those with
500 steps of “healing”.
Next we wish to select parameters δ, t0. We expect that the system may be homogenized at a time scale
of t0 = 250 steps for the following reasons: t0 is an order of magnitude below the scale of major events of
the system, t0 is an order of magnitude above the scale of the noise (since even the most noisy inputs have
been smoothed by time t0). The parameter δ is closely tied to the choice of t0. We measure the average
distance moved by paths of length t0 starting from our healed samples to be 0.3 = δ. Next we choose the
minor parameters p,m, d. In these experiments, we use p = 5000 and m = 40. As discussed in section 3.2,
we can choose d based upon the singular values obtained through LMDS. Choosing a cutoff of (δ/4)2 for the
eigenvalues yields d = 3 over 99% of the time. Using d = 3 and comparing with the original simulator in the
usual way yields figure 29.
In general, it is better to overestimate d than underestimate; underestimating d may lose important degrees
of freedom causing failure, while overestimating d will only affect the computational cost mildly. In fact
the algorithm is robust to the choice of d, provided d is large enough to capture the important degrees of
freedom. See figure 31 to see results for varying values of the choice of d.
Next we wish to compare the transition times between states. In order to do this, we define region 1 to
be a ball of radius 1/4 around sin(pix), and region 2 to be a ball of radius 1/4 around -sin(pix). To see a
comparison of transition times between these regions, see figure 30.
The ATLAS constructed for this example again captures the important aspects of the original simulator.
The ATLAS is again faster in this example due to two factors: decreased dimensionality and increased
timestep. The dimensionality of the ATLAS is 3 as compared to the original 100, and the timestep of the
simulator is equivalent to 50 of the original steps (250/5 since ∆t = t0/5).
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Figure 30: Comparing transition times in example 5.5
0 1 2 3 4 50
0.2
0.4
0.6
0.8
1
si
m
ul
at
or
 e
rro
r
log10(t)
 
 dim = 1
dim = 2
dim = 3
dim = 4
dim = 5
Figure 31: Comparison for example 5.5 varying d, the dimension of the ATLAS.
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5.6 Chaotic ODE system
In many real world systems, noise arises from ensembles of deterministic chaotic processes. In this example
we apply our algorithm to a multiscale ODE driven by small scale deterministic chaos. Consider the set of
multiscale ODEs with a scale parameter ε:{
X˙εt = εf(X
ε
t ) + g(Yt), X
ε
0 = x
Y˙t = h(Yt) Y0 = y
(92)
Systems of this form (although slightly more general) are studied in [53]. Suppose the dynamics for Yt alone
have an invariant measure µ, and Eµ[f ] = O(ε). Then the system (92) behaves like the SDE
dXs = b(Xs)ds+ σ(Xs)dBs (93)
on the timescale s = εt in the limit as ε→ 0. For fixed ε, such systems are difficult to simulate directly due
to the timescale separation.
We start by choosing functions f, g, h and scale parameter ε. Start by choosing Yt to be the Lorenz ’96
system with 80 dimensions and F = 8 (thus fixing h). Each coordinate Yi(t) is governed by equation 94,
where indices wrap around (so Y−1 = Y79, Y0 = Y80, Y81 = Y1).
Y˙i = −Yi−2Yi−1 + Yi−1Yi+1 − Yi + F (94)
We fix ε = 0.01 and let f(Xt) be the cartesian coordinate version of the system in equations 95,96:
r˙ = −(r − 3/4)(r − 3/2)(r − 2) (95)
θ˙ = r − 3/2 (96)
Last, we choose g = [g1(y), g2(y)] to be
g1(y) =
1
320
∑
i∈I1
yi − 0.2925 , g2(y) = 1
320
∑
i∈I2
yi − 0.2925 (97)
with I1 = [1 : 10, 21 : 30, 41 : 50, 61 : 70] and I2 = I
c
1 . This choice of g was made in order that g is
approximately mean zero and variance 1 with respect to the measure µ. The system is then solved using the
Runge-Kutta method with timestep 0.05. Last, we multiply Yt by a small constant 10
−4 in a post processing
stage in order that these directions do not overpower the interesting states of the system (the first two
coordinates). We use 10−4 since a typical value of each coordinate of Yt ≈ 10, there are 80 variables, so this
ensures the norm of Yt is lower than ε. The system then behaves like
dX¯s = f(X¯s) + dBs (98)
on the timescale s = εt. The ODE system associated with f (i.e. without the stochastic term dBs) has two
stable attracting limit cycles, one at r = 3/4 and the other at r = 2. A slope field for f is shown, along with
a sample path of Xt, in figure 32.
We cannot apply directly our algorithm to the above, since multiple runs will yield the same result (and
have covariance zero). For this reason we will add small noise (10−5 times a random normal) to the initial
condition we give as input, and pretend our simulator is of the form (98). Because of the chaos in the system,
this small perturbation propagates quickly through the system, yielding us a different ”realization“ of the
chaos Yt.
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Figure 32: Colored path: example simulation for example 5.6. Black circles represent the stable limit cycles,
and blue vectors represent f at that location.
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Figure 33: Comparison of the ATLAS with original simulator for example 5.6.
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Figure 34: Comparing transition times in example 5.6
Next we need to generate a large set of input points for the δ-net. In this case we use 82 dimensional
random normal vectors with the last 80 directions multiplied by 10−4 (in order to be similar in size to typical
outputs of the simulator). We run these random samples through the simulator for a short time in order to
”heal“ them so that the points given to us are actual outputs of the true simulator we are given. Next we
must choose t0 = O(ε
−1), since this is the timescale on which the SDE dynamics occur. The exact value
we use is t0 = 25 = (1/4)ε
−1. In this amount of time, the system travels roughly δ = 0.3. The ATLAS we
construct compared with the true simulator is shown in figure 33. Here we choose region 1 to be everywhere
r < 1, and region 2 to be everywhere r > 7/4. To see a comparison of the transition times between these
regions see figure 34. Notice that the rates of transition between states are accurate, but the comparison is
not very accurate for intermediate times. This is because the speed at which the system travels around the
limit cycles is not well approximated.
6 Extensions and Discussion
There are many open problems related to this work, some of which we mention here.
Theorem 4.1 reveals that the local learning algorithm works well on compact SDEs with Lipschitz drift
and diffusion. We consider only bounded domains in the proof to make thing simpler, although the same
framework can be applied to the unbounded case with tight transition density. In this case, one has to
worry about parts of the space which are unexplored, but seldomly reached. Indeed we see that some of our
examples have unbounded state spaces, and the algorithm performs as desired.
The framework we introduced may be generalized to richer families of local simulators, enabling the
approximation of larger classes of stochastic systems. Proving large time accuracy may be difficult for such
systems, so it is an open problem how much one is allowed to change these local simulators. Many molecular
dynamics (MD) systems remember the velocity of atoms and so do not follow an SDE of the form (18) which
is memoryless. A subject of ongoing research is to use more complex models locally to be able to capture
dynamics of typical MD systems.
Another subject of future work is efficient computation of the function G, which is the inverse MDS
mapping. One can always approximate this function up to order δ via a piecewise constant function (returning
the chart center). In some cases, such as when ρ is the root mean square distance (RMSD), it is possible to
create an inverse mapping which has error of order δ2 via local linear approximations, using ideas from [2].
Using the ATLAS as a basis for generating samples from the stationary distribution is useful for quickly
computing diffusion maps for these systems. A subject of interest is to understand how the errors made by
the ATLAS propagate through diffusion maps. How similar do diffusion maps look generated by samples
from the ATLAS as compared to diffusion maps generated directly from the original simulator?
In some problems, choosing δ and t0 is difficult. Another subject of ongoing research is a robust way of
choosing these parameters based on short simulations. For simplicity in this paper we have assumed that δ
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and t0 is constant for each k ∈ Γ, but it is possible to have these parameters depend on the location yk (and
perhaps statistics of short sample paths).
Last but not least, this construction as described here still requires a large number of steps to sample rare
events and reach stationarity, i.e. it does not address the problem of accelerating the sampling of rare events
or overcoming energy barriers. In many important applications, e.g. molecular dynamics, such barriers force
the simulations to be extremely long (e.g. 1012 − 1014 time-steps is common). The point of this work is
to produce a simulator that is much faster (in real world time) than the original fine scale simulator. It is
important to note that any of the many techniques developed over the years to attempt to overcome this
problem may be used in conjunction with our construction, i.e. it can be run on our ATLAS, instead of the
original expensive fine scale simulator. This yields a double gain in simulation speed, combining the gains
of a faster simulator with those of an importance sampler that efficiently samples rare events.
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