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Abstract
This note deals with a theoretical analysis of the existence, non-uniqueness and non-existence of similarity
solutions of the two-dimensional mixed convection boundary-layer flow over a vertical surface with a power law
temperature. Here, it is assumed that the surface is embedded in a saturated porous media. The results depend on
the power law exponent and the ratio of the Rayleigh to Péclet numbers. It is shown, under certain circumstance,
that the problem has an infinite number of solutions.
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1. Introduction
In this letter we consider the following boundary-layer differential equation [1]:
f ′′′ + (1 + λ) f f ′′ + 2λ(1 − f ′) f ′ = 0, (1.1)
where the primes denote differentiations with respect to the similarity variable t ∈ (0,∞) and λ is a real
parameter (the power law exponent). Eq. (1.1) has to be solved subject to the boundary conditions
f (0) = 0, f ′(0) = 1 + ε, (1.2)
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and
f ′(∞) = lim
t→∞ f
′(t) = 1, (1.3)
where the parameter ε satisfies −1 < ε < 12 .
Problem (1.1)–(1.3) arises in the study of the mixed convection boundary-layer flow over a semi-
infinite vertical surface which is embedded in a saturated porous medium which is maintained at a
constant temperature, say T∞, [4,1,9]. Here, the temperature distribution of the plate is assumed to be a
power of the distance along the plate, i.e.
T (x, y)|y=0 = T∞ + Axλ, (1.4)
where A and λ are prescribed constants. Coordinates (x, y) are measured along the plate and normal to it,
with the origin at the leading edge. The x-axis is parallel to the direction of gravity but directed upwards,
and the vertical component of the fluid velocity at the edge of the boundary-layer is Bxλ, B > 0. After
suitable normalization, the function f ′ represents the velocity parallel to the surface and is related to the
non-dimensional fluid temperature, θ , by
f ′ = 1 + εθ,
where ε is defined as the ratio of the Rayleigh to Péclet numbers. The real parameter ε is also referred
to as the mixed convection parameter, or the aiding/opposing parameter. The case ε > 0 corresponds
to reinforcing flow and ε < 0 to opposing flow. The parameter ε can be zero (forced convection). A
complete physical derivation of (1.1)–(1.3) can be found in [1] and [4].
Problem (1.1)–(1.3) also appears in the study of mixed convection boundary-layer flow near the region
of a stagnation point [9]. In this case the temperature of the vertical surface varies linearly with the
distance x(λ = 1). With λ = 0, Eq. (1.1) is called the Blasius equation [2]. This equation, with the
boundary conditions f (0) = 0, f ′(0) ≥ 0 and f ′(∞) = 1, has been the subject of intensive study.
Detailed reviews can be found in Hartmann [6]. For ε < −1, Merkin [8] and Hussaini and Lakin [7]
showed that a solution exists only for ε larger than a critical value εc. The numerical results indicated
that εc  −1.3541 and showed nonuniqueness of solutions for any εc ≤ ε < −1. In particular, Merkin
observed numerically that the problem has two solutions.
Recently, Aly, Elliott and Ingham [1] studied numerical solutions of Problem (1.1)–(1.3) for different
values of λ and ε. It is found that if λ is positive and ε takes place in the range [ε0,∞), for some negative
ε0, there are two solutions. The case λ < 0 is also considered in [1], which indeed motivated the present
work. In particular, the authors studied the problem where −1 ≤ λ ≤ 0 and εb ≤ ε ≤ 0.5, for some
εb < 0. It is shown that there exists εt such that the problem has two solutions for εb ≤ ε ≤ εt .
Very recently, Nazar, Amin and Pop [9] solved numerically the following problem,{ f ′′′ + f f ′′ + f ′ − f ′2 = 0,
f (0) = 0, f ′(0) = 1 + ε, f ′(∞) = 1, (1.5)
using the Keller–Box method, and the authors found that solutions exist for all ε > 0, while for ε < 0
Problem (1.5) has solutions only in the range of ε ≥ −1.4175. If, in addition, ε < −1, the solution
is not unique. For positive λ, a recent result is obtained by Brighi and Hoernel [3]. It is shown that if
−1 < ε < 0 the problem has a unique convex solution and a unique concave solution for any ε > 0.
In this paper, we are concerned with the question of the existence and the uniqueness of solutions
of Problem (1.1)–(1.3). We further require that λ is in the interval (−1, 0). By a rigorous mathematical
analysis, we shall see that the problem has an infinite number of solutions for any fixed −1 < ε < 12 .
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2. Existence of infinitely many solutions
The interest in this section will be in existence and uniqueness questions of solutions of Problem
(1.1)–(1.3). It is shown in [1,7,8] that condition (1.3) is not sufficient to guarantee uniqueness of
solutions of (1.1)–(1.3). Guided by numerical results of [1,7,8], our intention will be to analyze
Eq. (1.1) for an appropriate λ < 0. For this purpose, we take γ in R and, for λ and ε fixed, consider the
initial value problem,{ f ′′′ + (1 + λ) f f ′′ + 2λ(1 − f ′) f ′ = 0,
f (0) = 0, f ′(0) = 1 + ε, f ′′(0) = γ. (2.1)
The real γ is regarded as the shooting parameter. The existence of a unique local solution fγ of
problem (2.1) defined on its maximal interval of existence (0, Tγ ), Tγ ≤ +∞, is ensured for every
γ ∈ R. Integrating (2.1)1 over (0, t), t < Tγ , yields the following equality that will be useful later on:
f ′′γ (t) + (1 + λ) f ′γ (t) fγ (t) + 2λ fγ (t) = γ + (1 + 3λ)
∫ t
0
f ′γ (s)2ds, (2.2)
for all 0 ≤ t < Tγ . This solution is of class C3 on [0, Tγ ); in fact fγ ∈ C∞. We shall investigate
whether fγ admits an entire extension. It may be noted that if Tγ < +∞, then limt↑Tγ | fγ (t)|+| f ′γ (t)|+
| f ′′γ (t)| = +∞. In fact, following the work [5], the real Tγ is characterized by the following result.
Lemma 2.1. Let fγ be the local solution to (2.1). If Tγ < +∞ then limt↑Tγ | fγ (t)| = +∞.
Next, our purpose is to derive favorable conditions on λ, ε and γ , such that fγ is global and satisfies
f ′(∞) = 1. We shall impose the condition λ ∈ (−1, 0). Our main result is the following:
Theorem 2.1. Let ε ∈ (−1, 0.5). For any γ ∈ R such that
γ 2 ≤ −2λ
3
(1 + ε)2(1 − 2ε), (2.3)
fγ is global and satisfies (1.3).
The proof of this theorem will proceed via a series of lemmas.
Lemma 2.2. If −1 < ε < 0.5 and γ satisfies condition (2.3), the functions f ′γ and fγ are positive on
(0, Tγ ) and Tγ = +∞; that is fγ is global. Moreover fγ (t) tends to infinity and f ′′γ (t) goes to 0 as t
approaches infinity.
Proof. Because f ′γ (0) > 0, we may assume f ′γ > 0 on some (0, t0), 0 < t0 < Tγ . Since fγ (0) = 0, we
get fγ > 0 on (0, t0). Assume that there exists t0 ≤ t1 < Tγ such that f ′γ (t1) = 0 and f ′γ > 0 on (0, t1).
Define
E(t) = 1
2
f ′′2γ −
2λ
3
f ′3γ + λ f ′2γ ,
for all 0 ≤ t < Tγ . In view of (2.3) and (1.1), it follows that E(0) ≤ 0 and
E ′ = −(1 + λ) fγ f ′′2γ , (2.4)
and hence
E(t1) ≤ E(0).
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The left-hand side of the above inequality is nonnegative while the right-hand side is nonpositive.
Consequently E(t1) = E(0) = 0, and then E(t) = 0 for all 0 ≤ t ≤ t1. Hence, f ′′γ (t) = 0 for all
t in (0, t1), from (2.4), and this implies γ = 0 and (1 + ε)2(1 − 2ε) = 0, a contradiction. Hence f ′γ is
positive and then fγ is also positive. To show that fγ is global, we use again the function E to deduce
1
2
f ′′2γ −
2λ
3
f ′3γ + λ f ′2γ ≤
1
2
γ 2 − 2λ
3
(1 + ε)3 + λ(1 + ε)2. (2.5)
Therefore f ′′γ and f ′γ are bounded on (0, Tγ ). Hence, if Tγ is finite, fγ is bounded on (0, Tγ ), and this
contradicts Lemma 2.1. Consequently Tγ = ∞ and fγ has a limit, say L ∈ (0,∞], at infinity, since f ′γ
is positive. To demonstrate that L is infinite, we assume for the sake of contradiction that fγ is bounded
on (0,∞), namely L < ∞. Hence, there exists a sequence (tn) converging to infinity with n such that
f ′γ (tn) tends to 0 as n tends to infinity. Clearly,
−2λ
3
f ′3γ (tn) + λ f ′2γ (tn) ≤ E(tn) ≤ E(0), ∀ n ∈ N,
which implies 0 ≤ E(∞) ≤ E(0). As above, we get a contradiction. It remains to show that the second
derivative of fγ tends to 0 at infinity. First, we assume that f ′′γ is monotone on some interval [t0,∞).
Since f ′′γ and f ′γ are bounded, we immediately get that f ′′γ (t) → 0 as t → ∞. Next, let us assume
that f ′′γ is not monotone on any interval [t0,∞). Then, there exists an increasing sequence (tn) going to
infinity, such that f ′′′γ (tn) = 0. Now, let (xn) and (yn) be the sequences defined by xn, yn ∈ [tn, tn+1] and
f ′′γ (xn) ≤ f ′′γ (t) ≤ f ′′γ (yn) for all t ∈ [tn, tn+1]. Clearly, (xn) and (yn) are increasing, tend to infinity
and f ′′′γ (xn) = f ′′′γ (yn) = 0. On the other hand, we deduce from (1.1) that
f ′′γ (xn) = −
2λ
(1 + λ) fγ (xn)(1 − f
′
γ (xn)) f ′γ (xn)
which implies f ′′γ (xn) → 0 as n → ∞, since f ′γ (xn) is bounded and fγ (xn) → ∞. Also, we have
f ′′γ (yn) → 0 as n → ∞ and hence f ′′γ (t) → 0 as t → ∞. 
Lemma 2.3. Let ε ∈ (−1, 0.5) and γ be a real satisfying (2.3). Then limt→∞ f ′γ (t) = 1.
Proof. First we show that f ′γ has a finite limit at infinity. Since f ′′γ goes to 0 and E has a finite limit at
infinity (recall that E ′ ≤ 0 and E is bounded), we deduce that limt→∞ −2λ3 f ′3γ (t) + λ f ′2γ (t) exists, say
M ∈ [λ3 , 0]. Let
M1 = lim inf
t→∞ f
′
γ (t) and M2 = lim sup
t→∞
f ′γ (t).
Suppose that M1 
= M2 and fix M3 so that M1 < M3 < M2. Then there exists a sequence (tn) such that
tn tends to infinity with n and limn→∞ f ′γ (tn) = M3. Using the function E we infer
M = −2λ
3
M3i + λM2i , i = 1, 2, 3,
which is impossible. Then M1 = M2, that is f ′γ (t) has a finite limit at infinity. Let us note this limit
by l, which is nonnegative. Assume that l = 0. Then the function E tends to 0 at infinity. Since E is a
decreasing function, we deduce
E(t) = 0,
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for all t ≥ 0 and get a contradiction. Hence l > 0. Next, we use (2.2) to deduce, as t approaches infinity,
f ′′γ (t) = −(1 + λ)l2t − 2λlt + (1 + 3λ)l2t + o(1),
f ′′γ (t) = 2λlt (l − 1) + o(1),
and this is only possible if l = 1. This ends the proof of the lemma and the proof of Theorem 2.1. 
Remark 2.1. Since γ is arbitrary we deduce that Problem (1.1)–(1.3) has an infinite number of solutions.
We finish this paper with a non-existence result in the case λ ≤ −1 and 0.5 ≤ ε.
Theorem 2.2. Assume λ ≤ −1 and 0.5 ≤ ε, then problem (1.1)–(1.3) has no nonnegative solution.
Proof. Let f be a nonnegative solution to (1.1)–(1.3). As above, the function E = 12 f ′′
2 − 2λ3 f ′
3 + λ f ′2
satisfies E ′ = −(1 + λ) f f ′′2 , which is nonnegative. Clearly, E(0) ≤ limt→∞ E(t), hence
1
2
f ′′2(0) + λ
3
(1 + ε)2(1 − 2ε) ≤ λ
3
,
and this is not possible. 
Remark 2.2. In the case where λ = −1, Eq. (1.1) reads f ′′′ −2 f ′(1− f ′) = 0, and the function g = f ′
satisfies{
g′′ − 2g(1 − g) = 0,
g(0) = 1 + ε, g(∞) = 1. (2.6)
The analysis of (2.6) in the phase plane reveals that the equilibrium point (1, 0) is a centre. Hence
Problem (2.6) has no solution for any ε except the trivial one, g = 1, provided ε = 0.
If we impose the condition g(∞) = 0 instead of g(∞) = 1, it is easy to check that a solution exists only
if ε ≤ 0.5. By choosing ε in (−1, 0.5) we may see
g(t) = 3
2

1 −
(
1 − Ce−
√
2t
1 + Ce−
√
2t
)2 ,
where C is a constant which depends on ε.
In passing, let us note that if ε = 0, Problem (1.1)–(1.3) has the trivial solution f (t) = t , for any λ.
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