This research aimed to estimate the effects of prognostic factors on chest cancer survival, the research studied two models in survival analysis; the Cox-Proportional Hazard (PH) model is most usable method in present time of survival data in the occurrence covariate or prognosticates aspects, and the Accelerated Failure Time (AFT) model is another substitute way for analysis of survival data. KaplanMeier method has been applied to survival function and hazard function for estimation, the log-rank test was used to test the differences in the survival analysis. The data was obtained from Nanakali Hospital in the period from 1 st January 2013 to 31 st December 2017 with follow up period until 1 st April 2018. The results for Kaplan-Meier and log-rank test showed the significant difference in survival or death by chest cancer for all presented related prognostic factors. The Cox-PH and AFT model does not identify the same prognostic factors that influenced in chest cancer survival.
INTRODUCTION
In scientific and organic studies, the analysis of event time data or survival statistics aimed to describe the hazard (risk) function of event times in population. Survival evaluation is a branch of statistical that targeted on studying data where the outcome variable is the time until the occurrence of an event of interest; in medical research the event is often thought of as "death" (Biost, 2004) .
In these cases, this typical start time is when the patient enters the hospital, and the end point is when the patient died or living (censored), an d (u) … (1) Where u is treatment, S (t) is survival function, and is assumed as T is a continuous random variable through Probability Density Function (P.D.F) f(t) (John, 2014) .
2.2.2: Hazard Function
The hazard function h (t) of survival time T gives the conditional disappointment rate; this is characterized as the likelihood of disappointment amid a little time-to-interval, adopting that the separate has made due to the start of the interval, equation is (Ekman, 2017) .
2.2.3: Cumulative Hazard Function
Expect that survival time is completely continuous, in which case the estimation of the cumulative hazard function might be communicated, utilizing techniques for calculation t as: Where ( , ) characterizes how the hazard function changes as a function of subject covariates (Ekman, 2017 ).
2.3: The Nature of Survival Data (Censoring data)
There are several mechanisms that can lead to censored data; there are different kinds of censoring.
2.3.1: Type I Censoring the study ends at a certain time point or, if the subjects are put on test at different time points, after a certain time has elapsed. 
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2.3.2:
Type II Censoring when this study ends there are a pre-specified number of events.
At the point when the estimation of a perception or estimation is just mostly referred to this perception as being censored.
2.3.2.1: Right censoring a subject is right censored in the event that it is realized that failure happens at some point after the recorded follow-up time (Peter, 1998).
2.3.2.2:
Left censoring is defined as a subject if it is known that the failure takes place sometime before the recorded follow-up time (Heagerty, 2005) .
2.3.2.3:
Interval censoring is defined as a subject is period censored if it is known that the event comes about between two times, however the exact time of failure isn't known (Heagerty, 2005) .
2.3.2.4: Independent Censoring
Independent censoring has been assumed, the essence of this assumption is that after adjustment for covariates, future event risk for a censored subject does not differ from the risk among other subjects who remain in follow-up and have the same covariate values (Ekman, 2017) .
2.4: Statistical Testing
Have used two survival tests in this study which are:
2.4.1: Kaplan Meier Test
Kaplan Meier (KM) in 1958 made a cooperative trail and issued a paper on how to deal with time-to-event data. That is why, they hosted the KM estimator "The Kaplan Meier estimator also called product-limit estimator" that works as a tool for calculating the frequency or the number of patients enduring medical treatment. Later on, the KM curves and estimates of survival data have become a better way of analyzing data in cohort study (Wienke, 2011) .
KM is non-parametric estimator of survival function this is typically used to designate survivorship of a study people and to evaluate dual study populations (Sulaiman, 2017) , (Wienke, 2011) .
The KM estimator of the survival function given as the equation
Where R j : The total number of individuals alive at the start of the interval. 6 : The number of individuals who died.
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2.4.2: The Log-Rank Test
The Log-rank test is a non-parametric method for testing the null hypothesis that the groups being compared are illustrations from a similar population as regards survival experience.
The log-rank test is the most normally used test for comparing survival distributions. It is relevant to data where there is dynamic censoring and provides the same weight to initial and overdue failures (Vittinghoff, 2004) .
A statistic for the equivalence of the death rates in the two groups is
Where observation of failure time and expected of failure time and is the variance.
Which is approximately a 2  , the log rank statistic approaches to chisquare distribution in a single degree of freedom; hazard ratio sampling variability is given by (Abbas, 2012 ).
2.5: Models in Survival Analysis
There are some models in survival analysis, they are as follows: 2.5.1: Parametric Survival Models Parametric methods assume that the basic distribution of survival times follows certainly known probability distributions. Popular ones include the AFT model, cox-PH model, exponential, Weibull, and lognormal distributions (Vittinghoff, 2004 ) . This distribution can be defined by the survival, cumulative distribution, or probability density functions, is best seen if they are formulated in terms of the hazard rate function (Emmanuel, 2017) .
Regarding Ti as a random variable representing the (possibly unobserved) survival time of the i th unit, Since Ti must be non-negative value, and it should be considered modeling its logarithm using a customary linear model: log = ′ + …(6) In case, ε i is advisable error term and is covariate factor, is survival time. 7 The distribution of survival time to be specified (exponential, weibull, loglogistic, log-normal and gamma AFT model) (Cleves, 2010) .
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In this work we used Weibull AFT model.
Weibull AFT model
The Weibull distribution is called by a scale parameter λ and shape parameter p. If p is a smaller amount than 1 immediate hazard monotonically decreases with time, if p equals 1 instantaneous hazard is constant over time (equivalent to the exponential distribution) and if p is greater than 1 instantaneous hazard increases with time.
h (t) = h0 … (7) where h0 = λ
Where includes an intercept term β 0 (Dhillon, 2000) .
) VT
Where  is the gamma function with 
2.5.1.2: Parametric Proportional Hazards Models (Cox-PH model)
It is a flexible tool for measuring the connection of multiple predictors to a censored data, time-to-event result.
The Cox proportional hazard method is beneficial for modeling the time to distinct event, based upon the values of given covariates (Alhasawi, 2015) . The corresponding survival functions are related as follows:
One subject hazard is a multiplicative replication of another; comparing subject j to subject m, the model is stated as:
This parametric regression model constructed on the exponential distribution:
…(9) in the equation above log h i(t) = α + β 1 x i1 + β 2 x i2 + ⋯ + β k x ik Or else equivalent to:
α + e β 1 x i1 + e β 2 x i2 + ⋯ + e β k x ik …(10) Where -i indexes subjects; -1 , 2 , … , k are the values of the covariates for the i th subject (Ekman, 2017).
2.5.2.1: Partial Likelihood Estimate for Cox-PH model
Suitable to the Cox-PH model, the assessment of the bias line (h0 (t)) and is wanted to try to enlarge the sameness function for the detected data concurrently considering h0 (t). In the same way, extra populaces approach is presented via Cox-PH that the partial likelihood function that does not depend on h0 (t) is acquired. This partial likelihood is a strategy progressed to make interpretation about the regression parameters in the occurrence of nuisance parameters h0 (t) in the Cox-PH model, the partial likelihood function will be constructed based on the proportional hazards model (John, 2014) . Where S (t) is the survival function up to a period t and F (t) is cumulative survival function.
2.5.2: Non-Parametric Survival Analysis
In the implementation of survival analysis, it is consistently a virtuous idea to acquaint numerical or graphical outcome of the survival times for the participants. Normally, survival data are usefully summarized via approximations of the survival function and hazard function. There are three non-parametric methods for describing time to event data which are (Kaplan -Meier method, Nelson Aalen method, Life table method) (Qi, 2009 ).
2.5.3: Semi-Parametric Models of Survival Analysis
On a regular basis one is concerned in relating two or more groups of times-to-event. If the groups are similar, except for the treatment under study, then, the nonparametric methods are used directly. Not only the subjects in the groups have some additional characteristics but also affect their result.
Such variables may be applied as covariates (explanatory variables, confounders, risk factors, independent variables) in clearing up the response (dependent) variable. After adjustment for these possible explanatory variables, the assessment of survival times between groups should be less biased and more exact than a simple comparison (Cleves, 2010 ).
2.6: Measures of the Model Selection
There are some measures for selecting the best model by comparing the accuracy and performance of several estimation methods for any data set:
2.6.1: Akaike's Information Criterion
A better way of looking at the model search procedure is to compute a quantity known as the Akaike Information Criterion (AIC) examines the state of a set of statistical models together, for instance; you might be interested in what variables contribute to low socioeconomic status and how the variables contribute to that status. 10 However, the AIC will be chosen as the best model from a set, or, when all of the used models are poor, the best of a terrible bundle will be chosen. That is why; the selection of the best model is considered running a hypothesis test to understand the relationship between the variables in the used model and the required result.
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Akaike's Information Criterion is as follows:
K: is the number of model parameters i.e. the number of variables in the model plus the intercept.
Log-likelihood is a measure of model fit. This is usually obtained from statistical output (Moore, 2016 ).
2.6.2: The Bayesian Information Criterion
The Bayesian statistics criterion (BIC) is one of the most widely recognized and pervasively used equipment in statistical model selection. Its reputation derived from its computational simplicity and effective performance in lots of modeling frameworks in practice (Moore, 2016) .
The Bayesian Information Criterion is as follows:
BIC=-2*lnL+2*lnN*k …(13) Where L is the value of the likelihood, N is the number of recorded measurements, and k is the number of estimated parameters.
Contrasting models with the Bayesian statistics criterion simply includes calculating the BIC for each model; the model with the lowest BIC is chosen as the best model (Ibrahim, 2001 ).
3: Application
This section includes a statistical study about the analysis of the data, we show here some of the techniques of survival analysis for cancer data especially chest cancer. This is done by using two tests; Kaplan Meier estimator was used to estimate the mean and median survival time data, and Log-rank test to comparing the levels of treatment, and two models in parametric models for survival analysis data which are (Cox PH model and the AFT model). All the corresponding effects and comparisons in the main methods are provided including Cox PH and AFT model.
We used two the statistical measures (AIC and BIC) for evaluating the best survival model in the data, and hence selecting the best model is used. The result of each method was performed by statistical package in (Mat-lab), (Stat-graphic) and (SPSS).
3.1: Data Collection
The data set for this study was collected in Nanakali Hospital, it is for "Cancer" disease. The data consisted of 590 cases have been collected during 5 years periods beginning from 1 st January 2013 through 31 st December 2017 on all chest cancer patients admitted to hospital with follow up period until 1 st April 2018 of those patients 502 died during the study and 88 survived or under censored. The survival time was measured in months and defined as the period between the diagnosis date of chest cancer and the occurrence of the event of interest (death from chest cancer) or until the end of the study.
The response variables measured for these data at diagnosis are Age Age of patient at diagnosis chest cancer 
3.2: Kaplan Meier Test
KM is non-parametric way of survival function that is usually adapted to illustrate the survival of study population and to compare a couple of cases.
The most commonly summary statistic used in survival analysis is the mean and median survival analysis. The mean time to event requires that all times to events are known, the mean admission time will allow us to estimate how many months are needed to patient until death with given admissions incidence. 13 contrast, the median survival time for both made surgery and does not make surgery groups are equal to 11 months. 14 
3.3: The Log-Rank Test
The log-rank test examines the observed and expected number of happenings for each group using the Chi-square although the estimations for the expected frequencies are specific. Table ( 3) shows that the p-value 0.0484 ≤ 0.05 which points out that there is a significant difference between the pair of groups (made surgery and does not make surgery) the evaluated time until death is 14.439 months for made surgery and 14.956 months for doesn't make surgery, i.e. the patients who does not make surgery have an increased chance of survival. Table ( 4) explain that the p-value is 0.041 ≤ 0.05 which indicates that there is a significant difference between the two groups (male and female) on having a short time to event. The estimated time until death is 14.198 months for male and 14.82 months for female, i.e. female have an increased chance of survival of two samples.
3.4: Cox Proportional Hazard Model
The Cox-PH model is a well-identified statistical procedure for discovering the relation among the survival of a patient and few illustrative factors. A Cox-PH The model-building process takes place in six treatments (Surgery, Radio, Chemo, Hormone, Immune, Age and Gender). Table (5) model fitting and parameter estimation of Cox PH model, the sign of the regression coefficients is positive sign means that the hazard (risk or death) is higher, but if the sign is negative it means that hazard is lower.
To understand the effects of each patient, Exp (B) is the expected change in the hazard for a minimum risk. 
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 The value of Exp (B) for surgery gives the meaning of the chest cancer hazard for all patients that made a surgery are 0.923 months.  Gender is one of the effected factor to the risk or death in chest cancer diseases decease by Exp(-0.061) = 0.941 which is decrease in the risk of the death for patient with (male or female), the Pvalue is equal to 0.011 it means that there is a greater risk of death in chest cancer in both sex.  Age is one of the effected factor to the risk in chest cancer diseases decease by Exp(-0.018) = 0.982 which is decrease in the risk of the death for patient with (age binned).The significant value is 0.047<= = 0.05 so there is significant effect on chest cancer.  The estimated hazard in the Radio group is, Exp (-0.022) = 0. 978, which is a 97% drop in the risk after adjustment for the other explanatory variables in the model of the death for patient that took radiotherapy. However, the p-value of 0.031 is statistically significant and the 95% confidence interval for the hazard ratio contains, and the estimation of hazard increases by Exp (0.015) = 1.0155 for Injected Chemotherapy factor.
 The estimate of hazard in the hormone factor, exp (0.064) = 1. 066, which is decrease in the risk of the death for patient with used hormone factor, and the estimation of hazard increases by exp (0.036) = 1.036 for took immune factor.
Here we can see that the (chemotherapy and immune system) are not significant but for patients with chemotherapy and immune system are at higher risk than the other factors.
In case, x is the vector of the entire fixed covariates (surgery, radiology, chemo, hormone, sex and immune) and  is the vector of the regression coefficient leading to the fixed covariates. 
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Two variables are not accepted by the above model because the score statistics with the values of greater than 0.05 which are two factors (chemotherapy and immune system).
As shows in the table above column (Wald) test for significant of coefficients of Cox (PH) model, if the maximum value in Wald column it is significant factor , surgery is one of the significant factor in our study because has a greater value in Wald test column is (12.91) with significant value is (0.000<=0.05).
And the results showed that there are significant differences for Gender, Radiotherapy, Age, and Hormone.
3.5: Accelerated Failure Time Model
The AFT model is used to show the terms of difference between treatments in survival time. The collected data fitted using (exponential, Weibull, log-logistic, log-normal and gamma AFT model).
To selection the best model is broadly depended on the value of Akaike's Information Criterion (AIC) and likelihood ratio test (LR). AIC and LR are applied in order to choose one model from our models in AFT. Table ( 6) compared AFT models by statistical criteria log-likelihood ratio test (LR) and Akaike information criterion (AIC).
The smaller LR and AIC is the better, both the likelihood ratio test and the AIC are tools for choosing between two or more models and both are based on the log-likelihood calculations, and explained that the webuil AFT model is better model according to AIC=785.18 and LR=-390.59 compared with two models.
However, it is somewhat better than Gamma model, it is also noted that the log-normal and log-logistic models are sufficient enough. Table ( 7) presents the coefficients of AFT model to determine the relative importance of the significant factors, a factor which has a low p-value is similarly to be a meaningful outcome to the model because the changes of the component values are associated with changes in the response variables. 
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The significant column, (p-value  ) means that( Surgery, Hormone, and Age ) factor has a significant coefficient for chest cancer disease in the model, and the rest four remained are (Radio , Chemo , Immune and Gender) are not statistical significant in Weibull AFT model.
Then the Weibull AFT model can be written as follows: 
3.6: Comparing Models
There are several measures to compare survival functions between two or among models, in this study two measures; Akaike's information criterion and Bayesian information criterion are used for Comparing, the Weibull AFT model with Cox PH model and as follows: Practically the objective of table (8) , determines which of the two models is more suitable in our data (Cox PH model or Weibull AFT Model).
Comparing models with the Akaike's information criterion and Bayesian information criterion is made by calculating each measure for both models.
The model with the lowest AIC and BIC are considered the best model, in our results shows that the Weibull AFT is the best model because AIC=785.18 is
