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Fig. 1: AMM is a new framework that allows representing piecewise multilinear functions using adaptive meshes. AMM reduces both
in-memory and on-disk data footprint using a spatial hierarchy with rectangular cuboidal cells and lazy refinement strategies. From left
to right, the figure shows the input function at full resolution, the reduced representation defined on an adaptive mesh, and the adaptive
mesh itself with cells colored by hierarchy level and cell type. In the last figure, only cuboidal cells are shown, with cube-shaped
cells (similar to the ones in standard octrees) hidden. The adaptive representation was generated using 0.82% wavelet coefficients,
equivalent to PSNR = 49.7 dB, and contains only 2.8% vertices (of the regular grid). The number of cells in the adaptive mesh is 2.3%
of the regular grid, where the rectangular cuboidal cells occupy about 45.5% of the total volume.
Abstract—Adaptive representations are increasingly indispensable for reducing the in-memory and on-disk footprint of large-scale
data. Typically, this means adapting the spatial resolution corresponding to regions of interest and/or reducing the precision. The
key requirement for most visualization and analysis approaches is that the final representation must support a continuous, piecewise
multilinear data. Most existing solutions either are based on compressed, low-precision regular grids or use adaptive spatial hierarchies,
such as octrees, at full precision. The former do not necessarily reduce the processing cost and have little spatial adaptivity, whereas
the latter usually introduce discontinuities and often inject structural constraints that unnecessarily inflate the memory footprint. In this
work, we present Adaptive Multilinear Meshes (AMM), a new framework that significantly reduces the memory footprint compared to
existing data structures. AMM uses a hierarchy of cuboidal cells to create continuous, piecewise multilinear representation of uniformly
sampled data. Furthermore, AMM can selectively relax or enforce constraints on conformity, continuity, and coverage, creating a highly
adaptive and flexible representation to support a wide range of use cases. AMM supports incremental updates in both spatial resolution
and numerical precision establishing the first practical data structure that can seamlessly explore the tradeoff between resolution and
precision. We use tensor products of linear B-spline wavelets to create an adaptive representation and illustrate the advantages of
our framework. AMM provides a simple interface for evaluating the function defined on the adaptive mesh, efficiently traversing the
mesh, and manipulating the mesh, including incremental, partial updates. Our framework is easy to adopt for standard visualization
and analysis tasks. As an example, we provide a VTK interface, through efficient on-demand conversion, which can be used directly
by corresponding tools, such as VisIt, disseminating the advantages of faster processing and a smaller memory footprint to a wider
audience. We demonstrate the advantages of our approach for simplifying scalar-valued data for commonly used visualization and
analysis tasks using incremental construction, according to mixed resolution and precision data streams.
Index Terms—Adaptive representations, Multilinear functions, Wavelets, Incremental updates, Progressive construction, Data streams
1 INTRODUCTION
As scientific datasets continue to grow in size and complexity, adaptive
representations are key to enabling interactive analysis and visualiza-
tion [11]. Adaptive meshes can reduce both the memory footprint
and processing costs of large-scale data by orders of magnitude, of-
ten without any perceptible impact to visualization quality or analysis
results [43]. However, existing approaches are limited to either com-
pressed representations [37, 44, 45] of regular grids or multiresolution
structures such as octrees and k-d trees [5,60,70]. The former typically
provide little spatial adaptivity and thus, do not take advantage of the
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sparse nature of most datasets, where only a small fraction of space is
of interest. Furthermore, with few exceptions, data is usually stored
uncompressed in memory which severely limits the overall grid resolu-
tion. Spatially adaptive structures overcome this problem by selectively
refining regions of interest, resulting in a significantly smaller memory
footprint. However, the resulting meshes are typically nonconforming,
and their corresponding fields discontinuous, creating considerable
challenges for most downstream visualization and analysis routines.
Additionally, many multiresolution representations imply structural
constraints, causing unnecessary refinement in unimportant regions,
especially for odd-sized domains like skinny rectangles or L-shapes. Fi-
nally, both approaches are limited to their respective notions of fidelity,
adapting either only numerical precision or only spatial resolution.
More recently, Hoang et al. [34] have demonstrated that combining
both concepts by creating data streams that adapt in both precision and
resolution can provide significant advantages in either reduced storage
or improved accuracy. Unfortunately, there currently exists no data
structure that can easily exploit this idea, as compressed grids cannot
represent the spatial adaptivity, whereas multiresolution grids do not
easily support incremental updates in precision, especially when using
wavelet-based representations, where incorporating additional bits re-
quire evaluating sums of superposed basis functions. Furthermore, the
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resulting adaptive meshes are still nonconforming, leading to the usual
challenges and artifacts of discontinuous representations. A recent
solution is the adaptive representation of Weiss and Lindstrom [81],
which uses an octree-based approach to encode multilinear data using
a tensor-product wavelet basis. However, their representation decom-
poses the multilinear bases along the spatial hierarchy of a standard
octree, which can significantly inflate the memory footprint of the data
structure. Furthermore, their implementation is based upon a complex
arrangement of supercubes [80], which lends additional complexity to
the framework and makes it difficult to integrate into existing solutions.
To address these challenges, we present AMM, a new adaptive mesh
representation. AMM uses a nested hierarchy of cuboidal cells and
their vertices to represent multilinear scalar-valued data defined on
uniformly-spaced grids of arbitrary dimensions. Depending on the use
case, we can represent continuous as well as discontinuous functions,
allowing for nonconformity (T-junctions) in the mesh, when needed.
Furthermore, AMM does not require global coverage but allows iso-
lated regions of interest without the need for surrounding elements to
maintain the global context. AMM provides a simple interface for
accessing and manipulating the adaptive mesh, e.g., function evalua-
tion and incremental updates. AMM’s API can also collaborate with
existing formats, e.g., VTK [68], making it straightforward to adopt for
standard visualization and analysis tasks, e.g., by incorporating it in
standard tools like VisIt [12].
Similar to Weiss and Lindstrom [81], we use multilinear tensor-
product wavelets (tensor products of linear B-spline wavelets [15, 72]),
whose basis functions correspond to piecewise multilinear, spatially
overlapping stencils, the linear combinations of which define an adap-
tive grid. We can construct an adaptive mesh mesh either through
super-positioning piecewise multilinear fields in overlapping subgrids,
e.g., through wavelet stencils, or by directly reading in arbitrary axis-
aligned multilinear cells with values at the corresponding corners. Fur-
thermore, to support adaptivity in both precision and resolution, we
can construct our adaptive representation incrementally using arbitrar-
ily ordered sequences of (complete or partial) function values and/or
wavelet coefficients. Examples of such “data streams” are spatial
streams, i.e., function values or wavelet coefficients in any spatial or-
der, resolution streams, i.e., wavelet coefficients from any resolution,
precision streams, i.e., wavelet coefficients with varying precision (e.g.,
additional bits to already seen values), or any combinations of those.
Contributions. In light of the discussion above, this paper makes the
following specific contributions.
• We present AMM, a new framework for adaptive, in-memory repre-
sentation of piecewise multilinear data. AMM reduces data footprint
through the use of rectangular cuboidal cells and lazy updates to
cells and vertices. Internally, AMM is represented as a pointerless
tree data structure that defines a spatial hierarchy, and allows fast ac-
cess to mesh elements. AMM also provides functionality to impose
or relax the constraints of continuity, conformity, and coverage, as
well as to explicitly refine and balance the underlying tree.
• We demonstrate incremental construction of AMM using wavelet
coefficients received in arbitrary order, generalizing the framework of
Weiss and Lindstrom [81], and show that our representation provides
more than 50% additional data reduction.
• We present a linear-lifting approach to extrapolate the data defined
on an arbitrarily-sized regular grid using wavelet transforms, which
ensures that the wavelet coefficients outside the given region are zero.
Our technique results in a smooth extrapolated function that requires
significantly fewer cells to represent, reducing the memory overhead.
• We demonstrate the interfacing of AMM with standard toolchains.
AMM provides a simple-to-use API, including commonly-used iter-
ators and accessors to support visualization and analysis as well as
interfaces for easy manipulation of mesh elements. Using VTK as an
example, we show that AMM can be quickly adopted for use, e.g.,
within VisIt [12] as well as stand-alone VTK-based pipelines.
With the presented framework available open-source1 to the community,
1To be released open-source on github.
we believe that AMM will be key to a wider exploration of different
types of data streams as hypothesized by Hoang et al. [34].
2 BACKGROUND AND RELATED WORK
This section presents a brief discussion on the current methods for
adaptive meshing using spatial hierarchies and wavelets, with a focus on
octree-based regular refinement and multilinear tensor-product wavelets
as the related concepts are directly used in our work.
Tree-based hierarchies such as k-d trees [22, 84] and octrees [38]
are among the most popular spatial-subdivision schemes due to their
simplicity. Octrees, in particular, have found widespread adoption
across diverse domains such as isosurfacing [41, 49, 82, 83], volume
rendering [40, 48] and simulation [21, 52, 64]. Low-resolution data
can be generated in many ways, including subsampling [29, 60], sim-
ple averaging (e.g., mipmaps [42, 66]), Gaussian blur [9], orthogonal
transforms [24, 67], and sparse learning [27]. In our work, multilinear
B-spline wavelets serve as the basis functions during function synthesis.
Octrees are especially useful when the data contains sparse details,
so that smooth-varying regions can be stored at coarser octree levels,
thereby reducing storage, e.g., using sparse voxel octrees [17, 28] and
their variations [8, 23, 32]. Recent approaches have made modifications
to traditional octrees to leverage modern computational architectures.
For example, OpenVDB [55] and Bifrost [56] increase the tree branch-
ing factor to ensure that sibling tree nodes are stored contiguously in a
cache-friendly data layout; SPGrid [69] stores octree levels separately
as sparse and nonoverlapping grids, taking advantage of virtual memory
handling capacities in modern operating systems. Similar to SPGrid,
we store per-level vertices separately and aggregate them on demand,
but use hash tables instead of the OS’s virtual memory system to handle
sparsity.
Adaptive mesh refinement (AMR) [4, 5] is another popular class of
multiresolution schemes, especially for simulations. In AMR, each
resolution level consists of a set of nonoverlapping uniform grids. As
the grids can be placed arbitrarily, fine-resolution grids can be used
to quickly resolve fine details. Variations and implementations of
AMR are used in many popular simulation codes, such as BoxLib [1],
LAVA [39], Enzo [58], Chombo [16], GR Chombo [14], SAMRAI [36],
and Uintah [59]; an exhaustive survey was presented by Dubey et
al. [20]. An AMR mesh can be either vertex-centered or cell-centered,
depending upon where the data points are stored. Although the cell-
centered approach is more common, visualizing the resulting mesh
requires preprocessing steps, such as remeshing and stitching [7,54,77]
and ad-hoc interpolation [50, 73, 75]. In contrast, our representation is
vertex-based, with a principled method for (multilinear) interpolation.
Wavelet-based meshes support refinement or coarsening using
wavelet transforms. Such approaches are used in both the visualiza-
tion [6, 30, 46, 47, 63, 79, 81] and the PDE [18, 19, 35, 71] communities.
The latter focuses on discretizing and solving PDEs on multiresolution
meshes, whereas our goal is to represent multilinear functions using the
minimal number of mesh elements, and we focus on mesh construction,
data organization, and memory footprint. In this context, Linsen et
al. [46, 47] subdivide cubes into simplices and use linear interpolation
for function reconstruction. Later, Weiss and Lindstrom [81] demon-
strated that using multilinear interpolation produces superior quality
meshes with respect to approximation error. Conceptually, our repre-
sentation is most similar to Weiss and Lindstrom’s approach, although
AMM is a more general representation. In particular, our framework
utilizes rectangular cuboidal cells as opposed to cube-shaped cells (of
a standard octree hierarchy) exclusively, thereby significantly reducing
memory requirements. Furthermore, we demonstrate that our approach
is simpler to implement and easier to adopt.
In this paper, we use linear B-spline wavelets [15, 72] to populate
our data structure, since multilinear interpolants are at the foundation
of many visualization techniques [3, 13, 33, 51, 57, 62]. Other multires-
olution polynomial bases, such as the basis associated with the Slant
transform [65] or the adaptation of the Walsh transform in [61], when
generalized to higher dimensions via tensor products, would result in
a piecewise multilinear multiresolution basis. Although such trans-
forms cannot yet be utilized by AMM, they still fit into our hierarchical
framework, a future direction we would like to explore.
2.1 Octree and Regular Refinement
AMM is based on an advanced tree representation that builds upon the
idea of regular refinement of octrees [81], which are a common way of
defining a spatial hierarchy over regular grids. A d-dimensional octree
is defined as a collection of d-cubes, which form the nodes of the octree.
Under regular refinement, a parent node (a d-cube) is decomposed into
2d child nodes (also d-cubes), by splitting each dimension into half.
The root node covers the entire domain. The nodes that have no children
are referred to as leaf nodes, whereas all others are internal nodes. The
number of refinements needed to obtain a given node from the root
node defines the level of the node. An adaptive representation can be
obtained by selectively refining the nodes of interest. When an octree
is defined over a regular grid, such that the vertices of the grid form the
corners of the d-cubes, standard representations require the size of the
domain to be 2L+1, where L defines the maximum level (depth) of the
hierarchy. The midpoints of the parent node and its facets (i.e.,edges,
faces), form the vertices of the child nodes, and each child contains
one of the vertices of the parent node. Given a regular cubical mesh
defined by a uniform octree, we refer to the k-dimensional faces of the
tree as primal cubes, and to the axis-aligned (d− k)-cubes defined by
connecting the centers of their adjacent d-cubes as dual cubes.
2.2 Multilinear Tensor-Product Wavelets
The typical goal of wavelet transforms is to create multiscale repre-
sentations of data. Wavelet transforms are defined using wavelet basis
functions, ψ, which extracts the detail at a given scale, and a scaling
basis function, φ, which captures the coarse representation after remov-
ing the details. Here, ψ is a high-pass filter whereas φ is a low-pass
filter that represents the wavelet bases across all remaining scales.
Lifting scheme for linear B-spline wavelet transform. Given a 1D
uniform grid of length 2L + 1, (discrete) wavelet transforms are of-
ten implemented in the form of lifting schemes. Our forward lifting
transform consists of two phases. The first phase, the w-lift, predicts
the wavelet coefficients for every odd-indexed vertex on the grid as the
residual of the average of its two immediate neighbors from the given
function value. The second phase, the s-lift is then optionally applied to
preserve the mean of the function. The s-lift updates the values of the
even-indexed vertices by adding a weighted sum of the values obtained
in the w-lift. Mathematically,
fˆ(v2i+1) =f(v2i+1)− 1
2
[f(v2i) + f(v2i+2)] , (w-lift)
fˆ(v2i) =f(v2i) +
1
4
[
fˆ(v2i−1) + fˆ(v2i+1)
]
, (s-lift)
where, f denotes the input function, fˆ the wavelet (odd-indexed) and
scaling (even-indexed) coefficients, and vi denotes the indexed vertex
in the grid. Multiple resolutions of wavelet transforms are obtained by
recursively applying the lifting steps to the even-indexed vertices. The
inverse wavelet transform is trivially defined by reversing this sequence
of steps.
When only the w-lift step is performed, the resulting wavelet bases
satisfy the Lagrange property, leading to an interpolation of the func-
tion, and the corresponding wavelets are commonly called interpolating
wavelets. On the other hand, the s-lift steps update the function to pre-
serve the mean, and therefore, the so-called approximating wavelets use
both the w-lift and the s-lift steps. The wavelet synthesis bases for the in-
terpolating and approximating wavelets correspond to piecewise-linear
spatial stencils ψI = [0, 1, 0] and ψA = 1
8
[0,−1,−2, 6,−2,−1, 0],
respectively, whereas the stencil corresponding the scaling function for
both types is φ = 1
2
[0, 1, 2, 1, 0].
Wavelet transforms exhibit the two-scale relation [53, 72], i.e., both
the scaling and the wavelet functions at a given scale can be expressed
in terms of (translated and dilated) scaling functions at the next finer
scale. When combined with the piecewise linear nature of the basis
functions, the spatial stencils described above produce a hierarchical
representation in terms of a regular grid, i.e., a stencil at a given level
can be described in terms of the vertices at the next (finer) level.
Multilinear tensor-product wavelets in 2D and 3D. We can gen-
eralize the discussion above to higher dimensions by simply taking
the tensor product of the basis functions. As illustrated by Weiss and
Lindstrom [81], a basis function defined by the tensor product of k
wavelets and d− k scaling functions (for a d-dimensional regular grid)
is associated with the midpoint of a k-cube in the d-dimensional grid.
For example, refer to Fig. 5 and note that in 2D the tensor product
scaling functions φxφy are associated with the vertices of the grid, the
wavelets φxψy and ψxφy with the midpoints of edges, and the wavelets
ψxψy with midpoints of the square cells. Furthermore, since the scaling
functions for linear B-spline wavelets correspond to linear interpolation,
their tensor product corresponds to multilinear interpolation, namely,
bilinear interpolation in 2D and trilinear interpolation in 3D.
3 AMM
AMM provides a framework for creating simplified representations of
dense, scalar-valued data defined on a uniform grid using of multilinear
cells. Internally, AMM is represented as an adaptive tree data structure
that supports more-general splitting configurations as compared to
existing tree-based hierarchies such as octrees and k-d trees (e.g., see
Fig. 2). This novel tree data structure enables significant reduction of
the in-memory data footprint (i.e., the number of cells and vertices)
through the use of rectangular cuboidal cells that can be updated lazily.
Although it is designed for C0 continuous fields using nonconforming
cells, AMM may be used to represent discontinuities across cells as
well as enforce conformity. The hierarchy in the underlying tree allows
maintaining improper nodes, which represent partial refinement and
thus can represent a region of interest without requiring complete spatial
coverage. The underlying tree may also be refined or balanced if needed.
AMM provides fast iterators and accessors to mesh elements to support
analysis and visualization tasks. To demonstrate ease of adoption into
existing visualization toolchains, we present a VTK interface.
This section describes the design and implementation details of
AMM. In particular, we dedicate Sect. 3.1 to discuss the underlying
tree data structure, followed by the API that abstracts the tree and lets
the user interact with the final mesh representation. The discussion
presented here draws a distinction between nodes of the tree, which are
nested cuboids and define a spatial hierarchy, and cells of the resulting
mesh representation, which are the leaf nodes of the tree. As we will
discuss below, AMM internally represents a larger spatial extent than
the given domain. To abstract this implementation detail, we consider
a cell to be a leaf node that lies partially or completely inside the given
domain. The corners of the cells form the vertices of the mesh, which
are associated with function values. The function can be reconstructed
anywhere from cell vertices using multilinear interpolation.
3.1 AMM: The Underlying Tree Data Structure
Spatial hiearchies are commonly implemented as standard octrees,
where each node (a d-dimensional spatial cube) is either a leaf node
(i.e., having no child nodes) or is fully-refined into 2d subdivisions
(i.e., having 2d child nodes). Therefore, there exists only one degree of
(a) ROI (b) Octree (c) k-d tree (d) AMM
Fig. 2: Illustration of flexible adaptivity in AMM. The representation of
a given a region of interest (gray) defined on a regular grid using a
standard octree-based approach requires 19 cells (leaf nodes) and 5
internal nodes across 5 levels of spatial hierarchy. For the same case,
a k-d tree uses 11 cells and 10 internal nodes across 8 levels. Instead,
AMM requires only 8 cells and 6 internal nodes across 5 levels. Cells
are colored by level in the corresponding spatial hierarchy.
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Fig. 3: AMM provides flexible spatial adaptivity through arbitrary combina-
tions of axis-aligned subdivisions of a spatial cube (an internal node of the
underlying tree). The figure shows the different types of child nodes (spa-
tial subdivisions) in 2D and 3D, and their color-corresponded ids. AMM
can support any combination of nonoverlapping child nodes, referred to
as a valid node configuration, e.g., {0,4,18,25} and {10,11,12,13} in 3D,
and thus, represent more-general configurations of cells, reducing the
memory footprint.
freedom: no refinement or full refinement, limiting its spatial adaptivity.
Similarly, k-d trees, which provide a binary, axis-based hierarchy by
splitting a spatial region along a hyperplane, are limited in how they
can obtain adaptivity, i.e., refinement along a single axis.
3.1.1 Rectangular Cuboidal Leaf Nodes
In comparison to traditional octrees and k-d trees, AMM supports more-
general splitting configurations. Specifically, AMM allows subdividing
a d-dimensional cube with respect to any arbitrary combination of axes.
Therefore, the subdivision is neither restricted to a single axis as in
a k-d tree, nor to all axes as in an octree. This subdivision flexibility
necessitates a AMM node to support 3d − 1 types of child nodes (8 in
2D and 26 in 3D) covering all axis-aligned possibilities of refinement
(illustrated in Fig. 3). Since the goal is to create as few cells as possible,
we let the leaf nodes, which correspond to the cells of the resulting
mesh, be rectangular cuboidal whenever possible. We further classify
the leaf nodes into type-0, where all dimensions are equal, type-1,
where one dimension is longer than the rest, and type-2, where two
(equal) dimensions are longer than the third. Whereas leaf nodes can
be cuboids, we preserve a standard octree-type refinement for internal
nodes in favor of simplicity and efficiency, i.e., all internal nodes are
type-0. We enumerate the different types of nodes as child ids with
respect to their parent node, and illustrate all possibilities in Fig. 3. It
follows that child ids of internal nodes are less than 2d, and type-2 cells
can exist only in 3D, with ids 20 through 25.
We next define a valid node configuration as a partitioning of a node,
i.e., a set of nonoverlapping child nodes. This definition allows child
nodes of more than a single type to coexist as long as they do not
overlap, e.g., child ids {0,1,2,3} (all type-0) and {1,3,6} (type-0 and
type-1) in 2D, and {10,11,12,13} (all type-1) and {0,4,18,25} (type-0,
type-1, and type-2) in 3D. For simplicity, a leaf node is also considered
a valid configuration. In this context, standard octrees and k-d trees
support only two valid configurations each, whereas AMM allows 8
unique valid configurations in 2D, and 80 in 3D. This flexible spatial
hierarchy allows reducing collateral memory usage by creating only
the cells explicitly needed by the representation, e.g., see Fig. 2.
During the refinement of AMM, rectangular cuboidal leaf nodes are
created whenever possible, which are decomposed into smaller (sibling)
nodes only when needed. Furthermore, each rectangular leaf node is
handled independently, thus preventing any unnecessary splits. For
example, when a (3D) spatial cube is split along x axis, only two leaf
nodes, 24 and 25, are created, whereas, if the node is split along x and
y axes, four leaf nodes, 16,17,18, and 19, are created. However, after
performing this split, if the refinement requires creation of child node 0,
only the child node 16 is split (along z), and the remaining leaf nodes
are left untouched, giving the new configuration as {0,4,17,18,19}.
Similarly, the two “halves” of a 3D node that has been split along
a single axis can be further split along different axes independently.
Continuing the previous example, the two halves of the node {24,25}
can be split along y and z respectively, leading to the configuration
{13,15,16,18}. Finally, since all internal nodes are cubes, a rectangular
leaf can be refined by first splitting into sibling square nodes and then
refining the required square node(s). It is conceivable to create similar
types of decomposition using k-d trees. However, k-d trees usually
follow a predetermined order of splits by cyclically alternating between
the d axes. As a result, they may lead to nonessential decompositions
as well as artificial increase in the depth of the hierarchy.
3.1.2 Lazy Refinement
Traditional adaptive frameworks usually refine the representation in
a coarse-to-fine order, e.g., increasing spatial resolution. One of the
design goals of AMM is to support incremental construction using
arbitrary data streams. Therefore, AMM does not presume any order of
incoming data, which however leads to two challenges. First, when the
assumption of order is removed, small footprint may not be guaranteed
with a greedy algorithm that creates mesh elements as new data is
received. Second, changes to an internal node requires pushing the
updates down the tree, which becomes computationally expensive. In
this section, we detail two lazy refinement strategies used by AMM to
ensure that only the elements explicitly required by the representation
are created in a computationally affordable manner.
Lazy refinement using improper nodes. Although rectangular
cuboidal nodes provide highly flexible spatial adaptivity, these ad-
ditional degrees of freedom may require making arbitrary decisions in a
greedy manner during incremental construction, potentially leading to
nonessential cells. For example, referring to Fig. 3, consider splitting a
type-0 node (in 2D) to create a single child node, say {0}. It is possible
to split the given node along the two axes in two possible ways: split-
ting along y and then x creates configuration {0,1,4}, whereas splitting
along x and then y leads to {0,2,7}. Both these choices can lead to
redundant subdivision based on the future refinements, e.g., {0,2,7} is
not optimal if child {1} is requested next. Therefore, instead of making
a greedy and arbitrary choice, AMM defers the complete subdivision
by creating only the requested child. We call a node that has at least
one child, but is not fully subdivided, an improper node.
Partial subdivision within improper nodes creates a subset of child
nodes that can be used to represent noncuboidal shapes, e.g., an L-
shaped domain. Improper nodes can also be used to represent a region
of interest without requiring a complete coverage. Fig. 2 illustrates an
example where AMM can reduce the data footprint using improper
nodes. Nevertheless, complete spatial coverage is required for most
applications, and can be enforced easily by creating the missing child
nodes on demand. We note that the improper nodes represent a tem-
porary state of AMM, which can be resolved to support intermediate
queries without interrupting the incremental construction.
Improper nodes are our solution to capture the degrees of freedom
that have not yet been resolved. By design, the “unresolved” portions of
improper nodes do not overlap with any existing child nodes. Therefore,
the resulting configurations are also considered valid, e.g., {0} is a valid
configuration. Accounting for the improper nodes increases the number
of valid node configurations to 34 in 2D and 252 in 3D.
Lazy aggregation of vertex updates. Each cell of AMM (corre-
sponding to a leaf node in the underlying tree) defines a multilinear
function using the values at its corners. Updating the values at the
corners of a leaf node is trivial; however, updates to internal nodes re-
quire also updating the vertices that lie inside the given node to ensure
correct multilinear interpolation within child nodes. For example, refer
to Fig. 4a, and note that when the values at the corners of the node
[a, b, c, d] are updated, the additional corners of both its child nodes, i.e,
the vertices e and f must also be updated correspondingly. In general,
the updated vertex values must be propagated to all descendant nodes,
as well as all other nodes that share vertices with any descendant node.
Therefore, the cascade effect of a single node update can become com-
putationally prohibitive, especially when nodes at the coarse levels are
updated frequently in a heavily populated tree. Furthermore, updating
the mesh after every single node update is, in fact, not useful in practice,
since for most applications, we expect adding new data in large chunks,
e.g., several hundred wavelet coefficients at once.
To avoid such an expensive operation, we instead update the ver-
tices corresponding to the updated nodes in two steps. First, we store
e f
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(c) Store vertex updates by level
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a b
c d
k∗
j∗i∗
g∗ h∗
(d) Aggregate vertex updates
l∗ k∗
j∗i∗
g∗ h∗
e∗ f∗
a∗ b∗
c∗ d∗
(e) Resolve improper nodes
Fig. 4: Illustration of the update pipeline in AMM. Given an initial state of the mesh, new nodes of the underlying tree are created by subdividing
existing nodes as needed, e.g., node [a, b, e, f ] is split into [a, h, e, k] and [h, b, k, f ], and the former is further split to create [a, g, i, j]. The remaining
region (striped) remains unresolved and the node [a, h, e, k] becomes an improper node (patterned). The refinement process also creates the
“split points”, i.e., the corner vertices of the new nodes (green circles). The new updates to the vertex values are stored separately with respect to
hierarchy level (encoded with color). In a lazy recursive approach, these vertex updates are aggregated into the master list, finalizing the update of
the tree; updated values at the vertices are shown with a subscript, ∗. Some improper nodes may still remain, and can be resolved as needed by
creating missing leaf nodes, i.e., [i∗, j∗, e∗, l∗] and [g∗, h∗, l∗, k∗] and the corresponding corner vertices, i.e., l∗.
the incoming value updates (corners of the updated nodes) separately
corresponding to the hierarchy level of the associated nodes (Fig. 4c),
i.e., we store potentially multiple copies of each updated vertex where
each copy contains the value update from the corresponding level. The
next step aggregates these per-level lists of vertices into the master
list by properly accounting for all descendants of the updated nodes.
Through a decoupled aggregation step, AMM provides the flexibility to
the user to perform streaming updates (aggregation after each wavelet
coefficient), posthoc updates (aggregation after all the data has been
added), or lazy updates (anything in between).
3.1.3 Procedure to Update AMM
Illustrated in Fig. 4, the procedure of adding new cells and/or updating
vertex values consists of two phases. The first phase happens in a
“live” manner, i.e., when new data is received, and performs appropriate
refinement of the tree nodes and creation of corresponding vertices.
When a given node is subdivided, additional vertices are created since
subdivision implies the need for a new multilinear function within the
new node(s). Node splitting has three possible scenarios. (1) A type-0
leaf node is split into one or more child nodes, e.g., [a, b, c, d] is split
to create [a, b, e, f ] and [e, f, c, d] in Fig. 4a; (2) a type-1 or type-2 leaf
node is split into smaller (type-0 or type-1) sibling nodes, e.g., node
[a, b, e, f ] is split to create [a, h, e, k] and [h, b, k, f ] in Fig. 4b; and (3)
a new child node is created for an improper node, e.g., [i, j, e, l] and
[g, h, l, k] in Fig. 4e. It is important to distinguish the three cases since
the split points to be added (green circles in the figure) must derive their
function value using the corresponding multilinear interpolator. For
this reason, the split points must be added as soon as new data comes,
as compared to updating the values at the (old or new) vertices.
At the end of the first phase, the tree is in a consistent state in a sense
that the leaf nodes define correct multilinear functions using the existing
(prior to the first phase) values. As argued earlier, we do not propagate
the updated function values along the tree to avoid high computational
cost. Instead, we maintain a list of vertex updates, i.e., the new values
received by the representation, separated by hierarchy levels, as shown
in Fig. 4c. Note that a given vertex may have updates at more than one
level, as it can be a corner of several nodes. For example, one may
update the multilinear function in the nodes [a, b, c, d], [a, h, e, f ], and
[a, g, i, j]. Fig. 4c highlights the three multilinear functions in blue,
orange, and pink, respectively, where the vertices are subscripted with
the corresponding level in hierarchy.
Phase two of the pipeline executes only when needed (i.e., at the end
of the stream or when an intermediate query is made) and aggregates
the per-level vertex updates into the master list of vertices (see Fig. 4d).
Continuing the illustration, the final values at the corners of the coarsest
node, [a, b, c, d], are computed by simply adding the per-level values,
e.g., the final value at the vertex a is a∗ = a + (aˆ1 + aˆ2 + aˆ3). The
final values at the next level are computed by adding the corresponding
updates as well as the multilinearly interpolated values from the values
at the previous level. For example, the final value at the vertex h
is h∗ = (a + b)/2 + (aˆ1 + bˆ1)/2 + hˆ2, where the first part of the
expression represents the splitting of the parent node (Fig. 4b), the
second implies the interpolation of the updates at the parent node, and
the third part is the explicit update to the concerned vertex. In the same
way, the final value of the vertex j is computed as j∗ = (a+ h+ e+
k)/4+(9aˆ1+3bˆ1+3cˆ1+ dˆ1)/16+(aˆ2+hˆ2+ eˆ2+ kˆ2)/4+ jˆ3, where
the first part reflects the splitting of the node [a, h, e, k], the next two
are the interpolated updates from previous levels, and the last part is
the explicit update to vertex j. When all vertices have been aggregated,
the per-level vertex list is cleared in anticipation of future updates.
In order to minimize the number of interpolations needed, the aggre-
gation phase is implemented as a recursive, depth-first traversal of the
tree. Each node is responsible for aggregating the values at its corners,
given the aggregated values at the corners of its parent. To restrict the
portion of the tree that needs to be traversed, we tag the nodes during
phase one if they need to aggregate their corners. Phase two works
on the tagged nodes only and resets the tag when a node has been
visited to prevent duplicate traversals due to different ancestor nodes
that are tagged. Since the recursive approach works independently on
each node, nodes that share vertices may try to add the shared vertex
independently. To prevent duplication, we maintain temporary per-level
caches of vertices that have already been aggregated. When AMM is
created through a stream of wavelet coefficients (see Sect. 4.1), each
coefficient updates several adjacent nodes. A similar caching strategy
is used to prevent duplication in the first phase as well.
3.1.4 Limitations and Mitigation
As mentioned earlier, the cells in AMM are multilinear and the values
are defined at the cell corners. Therefore, the root node of the under-
lying tree represents a domain size of 2L + 1 vertices along each axis.
This may produce additional overheads since there may exist some
nodes that lie (partially or completely) outside the input data bounds.
However, as highlighted in Fig. 6 and Fig. 7b, this overhead is insignifi-
cant in practice for two reasons. First, the leaf nodes entirely outside the
domain are not part of the final representation, and therefore, they do
not impact the size of the output mesh. Furthermore, since the outside
region does not exhibit features of interest, it is represented using few
large (coarse level in the tree) nodes. Indeed, we expect the wavelet
coefficients to have low values at and outside the boundary, which can
minimize redundant refinement of the tree (see Fig. 6). In Sect. 4.2,
we present a new approach for data extrapolation that is particularly
suitable for this purpose as it guarantees that the wavelet coefficients at
the input domain’s boundary as well as in the extrapolated region are
zero at every level of wavelet transform.
3.2 AMM: API and Implementation Details
Although the internal tree data structure maintains a domain of size
2L + 1, AMM does not impose the same restriction on the final rep-
resentation. As a result, these extra mesh elements are completely
hidden from the user, i.e, all spatial queries on AMM are resolved with
respect to the input data dimensions. Therefore, a cell of AMM is a
leaf node of the underlying tree that lies partially or completely within
the true data domain. If a leaf node spans across the boundary of the
true domain, it is cropped to the boundary to create the corresponding
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φφ 25 4 9 1 4 9 1
φψA 35 12 21 9 8 15 3
ψAψA 49 24 37 21 16 25 9
φφφ 125 8 27 1 8 27 1
φφψA 175 40 93 27 16 45 3
φψAψA 245 88 177 63 32 75 9
ψAψAψA 343 160 287 117 64 125 27
Fig. 5: Spatial stencils for bilinear and trilinear tensor-product B-spline wavelets. Left: The 2D stencils are shown with respect to an underlying
regular grid, given the cells at two adjacent levels (bold and light lines), with color and height mapped to function value. With respect to the coarser
level, the scaling stencil (φxφy) is associated with vertices, the wavelet stencils (ψAxψAy ) with faces, and mixed stencil (φxψAy ) with edges. Right: To
simplify the visualization of 3D stencil, the square (type-0) cells are not shown, and the remaining cells are colored by type (type-1 = green, type-2 =
magenta). Black outline shows the bounding box of the stencil, whereas gray outline shows the stencils in consistent spatial context. Scaling stencil
(φxφyφz) is also not shown. The accompanying table compares the number of cells and vertices required for the different types of approximate
wavelet stencils by the framework of Weiss and Lindstrom [81] and AMM. #C denotes number of cells, #VC the number of vertices corresponding the
corners of these cells, and the final number of vertices, #V removes zero vertices from #VC.
cell, alongside the additional cell corners at the boundary using the
multilinear interpolation within the node.
The underlying implementation is a pointer-less tree using the notion
of location codes, which are commonly used for efficient representation
of quadtrees and octrees [25, 26]. Each node in a standard octree can
be uniquely encoded using d × L + 1 bits, where d bits are used to
represent the location of a child node with respect to its parent (d = 3
for octrees and 2 for quadtrees), and L is the maximum depth of the
tree. To support rectangular cuboidal nodes, a location code in AMM
requires d − 1 additional bits, totaling to (2d − 1) × L + 1 bits per
location code for an L-deep tree. Location codes are used as search
keys for fast traversal of the tree, and simplify several related queries.
AMM uses hashed containers provided by the C++ standard library
to store the location codes of nodes. Therefore, search, insertion, and
removal have amortized constant-time complexity. Leaf nodes are
stored as hashed sets (std::unordered set), and internal nodes as
hash maps (std::unordered map), where a 8-bit identifier is asso-
ciated with each internal node to store its configuration. Improper
nodes are also stored separately using a similar hashed set. Vertices are
stored as hash maps, from vertex index (in row-major order) to function
value. Fundamental geometric queries such as point location, neighbor
search, region finding, conversion of bounds from parent node to child
node and vice versa, etc., utilize bit manipulation to provide optimal
performance. One of the most-used internal operations in AMM is
a node update, e.g., when a child node is created or when a node is
split along one or more axes. With computational performance in mind,
such operations are also implemented as predefined hash maps that
update an existing node configuration based on a request.
AMM can be explored using accessors and iterators on the mesh
elements. Other useful iterators for adjacency and incidence are also
provided. Populating the mesh is also straightforward through the API.
New vertices may be created or the values at existing vertices may
be modified or overwritten. A cell may be created by providing its
bounding box, which internally aligns the cell with the tree hierarchy
and creates the corresponding nodes. The user may also interact directly
with the underlying tree e.g., to create a node centered around a given
point, or to split a given node along desired axes. AMM also exposes
several important functionality through single function calls, including
aggregation of vertices, resolution of boundary and improper nodes,
enforcement of continuity, and balancing of tree.
4 CONSTRUCTION OF AMM
Since AMM is designed to support piecewise multilinear repre-
sentations, we use tensor products of biorthogonal linear B-spline
wavelets [15, 72], which have piecewise multilinear bases, and are
therefore, naturally suitable for our goal. In this section, we describe
our framework for updating the representation using AMM for a single
additional wavelet coefficient (Sect. 4.1). Next, we describe a new
approach to compute the wavelet transforms without boundary artifacts
on domains of arbitrary sizes (Sect. 4.2).
4.1 Addition of Wavelet Stencils
With the aim of extracting the coarsest mesh that faithfully reconstructs
a given (arbitrary) set of wavelets, the previous framework of Weiss
and Lindstrom [81] creates an adaptive piecewise multilinear mesh
by adding the cells in the spatial stencils corresponding to the basis
function (see Table 5). However, since their mesh is built upon regularly
refined octrees, it cannot directly represent the rectangular portions
of the stencils and instead decomposes rectangular cells into sets of
smaller, square cells. As a result, the representation has higher memory
footprint with no extra information. In comparison, AMM provides
the capability to represent cuboidal cells, thus, significantly reducing
the memory footprint.
As highlighted for the 2D case in Fig. 5, each stencil defines a sub-
grid on which the function values are defined. For example, given an
approximating wavelet stencil, ψAψA, defined at a certain level, `, of
the spatial hierarchy, the corresponding subgrid is defined at level `+ 1
and contains 7 × 7 = 49 vertices (see Table 5). As noted by Weiss
and Lindstrom [81], since the boundaries of the stencils have a layer of
zeroes, they can be simply omitted and represented implicitly to reduce
the memory footprint, resulting in only 25 relevant vertices. Next, there
exist four cells at level `+ 1, whose center vertices can also be ignored
since they can be trivially interpolated from the corners of the corre-
sponding cell. As a result, their framework requires storing 21 vertices
and 24 cells to represent the stencil. Allowing for the rectangular cells
using AMM, it is possible to further reduce the footprint, by represent-
ing the subdivisions in the axis-aligned neighboring cells of the center
point from 4× 4 to 4× 2, which also removes the need to represent
8 vertices. Our final representation for this stencil, therefore, contains
only 16 cells and 9 nonzero vertices. Fig. 5 tabulates the reduction in
every type of stencil using rectangular cells.
Our procedure for adding wavelet stencils to the mesh is largely the
same as the one presented by Weiss and Lindstrom [81], with minor
changes due to the details of the underlying data structure. In particular,
our approach proceeds in two phases using lazy updates (described in
Sect. 3.1.2). Similar to their approach, we make use of the iterators of
the primal and dual k-cells of standard octree refinement to determine
the hierarchical spatial context of a stencil in the tree. We also use an
iterator to loop through all 3d − 1 neighboring cells. The algorithm
is simplified by AMM’s API to create new nodes centered at a given
point and to split a node along required axes. We also use a function
matching axes(a,b), which filters the iterators by considering the
number of axes where two points have the same coordinate.
Given this functionality, a d-scaling stencil (tensor product of d 1D
scaling functions) centered at a given point p is added by creating a
node for each primal cell of p. Similarly, a d-wavelet stencil centered
at a p requires creating a node centered at p and splitting it along all
d axes. Additionally in the case of approximating wavelets, a node is
created for each neighboring cell, x, of p, which is then split along the
matching axes between x and p. Finally, a k-mixed stencil, which we
define as the tensor product of k wavelet and d− k scaling functions,
requires creating a node at each dual cell, x, of p and splitting along the
matching axes between x and p. The approximating wavelets further
require creating a node at each dual cell y of each x, which are split
along the matching axes between y and p only in the 3D case.
Input function 56 8 48 44 32 8
Level 1: Extrapolate 56 8 48 44 32 8 -16
Level 1: Forward w-lift 56 -44 48 4 32 0 -16
Level 1: Forward s-lift 45 -44 38 4 33 0 -16
Level 2: Extrapolate 45 38 33 -16 -65
Level 2: Forward w-lift 45 -1 33 0 -65
Level 2: Forward s-lift 45 -1 33 0 -65
Coefficients stored in memory 45 -44 -1 4 33 -16 -65
Level 2: Insert w-coefficients 45 -1 33 0 -65
Level 2: Inverse s-lift 45 -1 33 0 -65
Level 2: Inverse w-lift 45 38 33 -16 -65
Level 1: Insert w-coefficients 45 -44 38 4 33 0 -16 0 -65
Level 1: Inverse s-lift 56 -44 48 4 32 0 -16 0 -65
Level 1: Inverse w-lift 56 8 48 44 32 8 -16 -41 -65
Extrapolated function 56 8 48 44 32 8 -16 -41 -65
Table 1: Illustration of our linear-lifting approach to extrapolate a 1D
function with 6 vertices using two levels of wavelet transform. For sim-
plicity, we use integer arithmetic. Each (forward) lifting phase begins
with a linear extrapolation (pink), followed by the standard w-lift and s-lift,
where affected coefficients are marked in brown and blue respectively.
Through inverse lifting, the input 6-vertex function is extended to a 9-
vertex function, although we only need to store 7 coefficients in memory
after the forward transforms for full reconstruction. In practice, the inverse
lifting steps are never performed, and thus the fully extended function is
never explicitly computed or stored. Note that the extrapolated function
is different from one obtained via simple linear extrapolation in the last
two elements (-41, -65 instead of -40, -64). The differences (due to the
s-lifts) will affect more values in longer functions with more transform
levels. Finally, in 2D and 3D, the transforms are interspersed along all
dimensions.
4.2 Data Extrapolation based on Linear Lifting
In the lifting scheme for the wavelet transform described in Sect. 2.2,
the w-lift phase predicts the values at odd-indexed vertices. When the
length of the (1D) input signal is even, the wavelet coefficient at the
last vertex cannot be predicted correctly since an adjacent neighbor is
missing. Common solutions to this limitation include assuming the
adjacent neighbor to be zero, i.e., [· · · a, b] becomes [· · · a, b, 0], or
mirroring the function by duplicating the penultimate value resulting in
[· · · a, b, a]. However, both these approaches result in functions that are
discontinuous or nonsmooth at the boundary, and therefore exaggerate
the magnitude of the last wavelet coefficient. These artificially large
wavelet coefficients result in unnecessary refinement in AMM and
significantly and needlessly inflate the memory footprint.
In order to support input grids of arbitrary sizes, we present a new
linear-lifting approach to extend the input function at the boundary. In
particular, in the w-lift step if the function length is even, we extrapolate
the data linearly at the boundary, i.e., [· · · a, b] becomes [· · · a, b, 2b−a]
to maintain smoothness across the boundary, because the last wavelet
coefficient (in place of b) becomes zero. It might seem that such an
approach would be equivalent to linearly extrapolating the original
function to a 2L + 1 domain along one dimension at a time. However,
the later approach can create severe discontinuities.
There are two reasons that lead to discontinuities when using sim-
ple (i.e., nonlifting) linear extrapolation. First, using approximating
wavelets, the s-lift phase modifies the even-indexed coefficients to make
them nonlinear for the next transform level, which an extrapolate-first
approach cannot capture. Second, if the gradient in the x direction is
not the same across the y (or z) dimension (which happen almost all
the time), a linear extrapolation along the rows (x) will create disconti-
nuities across y (or z). Instead, our linear-lifting approach intersperses
the linear extrapolation steps (introducing at most one extrapolated
value at each step) with the lifting steps across hierarchy and across
spatial dimensions. Table 1 illustrates our linear-lifting approach on a
1D signal. Extending the same idea to a 2D example, we first linearly
extrapolate and perform lifting along y-dimension, and then repeat the
process for x-dimension. We then repeat these two steps for the next
transform level, but on the reduced domain. As highlighted in Fig. 6,
the result of linear-lifting is an extrapolated function that is smooth both
across the boundary of the domain as well as across all dimensions.
Unlike mirror-based extensions, however, linear extrapolation ren-
ders the lifting steps noninvertible, because in order to maintain the
(a) Zero padding
(7997, 9918, 4664)
(b) Linear extrapolation
(6263, 34742, 19007)
(c) Linear-lifting
(6263, 6342, 2965)
Fig. 6: Comparison of different extrapolation modes for a function de-
fined on [256× 1024] domain to [1025× 1025] (denoted by marks on the
horizontal line). The data is colored with respect to the hierarchy levels
of cells. Zero padding introduces artificial discontinuities at the boundary
of the input domain (notice the red streak of finest-level cells), resulting
in unnecessary refinement. Linear extrapolation maintains smoothness
near the boundary, but may create discontinuities farther out from the
original domain. Linear-lifting ensures smoothness in the entire domain,
preserves the wavelet coefficients inside the original domain, and sup-
presses their values in the extrapolated region. The associated metrics
are number of (cells, leaf nodes, internal nodes).
size of the data, the extrapolated coefficient 2b− a is usually not kept
in memory after the forward lifting step. In order to support perfect
reconstruction, we choose to pay the extra storage cost and maintain the
coefficient in memory. In the example given in Table 1, the transformed
function is longer than the original function by three elements, unlike
the traditional wavelet transform, where the two functions have the
same length. In general, an n-element function would become at most
an n+ L-element function after L levels of transform. Given that L is
bounded by dlog2 ne, the overhead in storage is exponentially smaller
than the size of the original data.
The significance of the linear-lifting approach in the context of
AMM is that although only (n+ dlog2 ne)3 coefficients are stored
in 3D, these wavelet coefficients can be inverse-transformed to recon-
struct a
(
2dlog2 (n−1)e + 1
)3
volume, which consists of the original
volume (size n3) and the additional region. This enlarged volume with
dimensions 2L + 1 forms the root node in the internal L-deep tree
representation of AMM. The missing wavelet coefficients are implic-
itly zeroes, and therefore are not stored in memory. Fig. 6 compares
the linear-lifting approach with zero-padding and linear extrapolation.
We note that the linear-lifting extrapolation ensures zero-valued coeffi-
cients at the boundary at every level, thus producing a smoother field
outside the original domain. Furthermore, a practical advantage of this
approach is that the enlarged domain, which can be up to 8× the size
of the original data does not need to be stored explicitly.
5 APPLICATIONS AND RESULTS
An important application use case for AMM is to simplify scalar fields
defined on regular grids. Therefore, we first compare AMM’s reduced
representations against the original data format as well as the exist-
ing framework of Weiss and Lindstrom [81]. Next, we discuss the
properties of incremental construction and demonstrate its application
in evaluating different types of data streams. Throughout this discus-
sion, we compare the fidelity of the reconstruction in terms of the
logarithmically scaled Peak Signal to Noise Ratio (PSNR) [76].
5.1 Data Reduction using AMM
We evaluate the reduction of data in terms of the balance between the
quality of the reduced representation and the relative memory foot-
print. In this section, we illustrate the small footprint of the adaptive
representation given by AMM as compared against the original data
using regular grids and the adaptive meshing framework of Weiss and
0.0 0.5 1.0 1.5 2.0 2.5
Percentage of wavelet coefficients
0
2
4
6
8
10
12
14
Pe
rc
en
ta
ge
 o
f c
el
ls
/v
er
tic
es
0.0 0.5 1.0 1.5 2.0 2.5
Percentage of wavelet coefficients
0
10
20
30
40
50
60
PS
N
R
 (d
B
)
PSNR # vertices # cells (type-0) # cells (type-1) # cells (type-2)
(a) Sizes of the adaptive meshes produced byWL (left) and AMM (right).
0.0 0.5 1.0 1.5 2.0 2.5
Percentage of wavelet coefficients
0
10
20
30
40
50
60
70
M
em
or
y 
fo
ot
pr
in
t (
M
B
)
0.0
3.5
6.9
10.4
13.9
17.4
20.8
24.3
Pe
rc
en
ta
ge
 o
f R
eg
ul
ar
 G
ri
d vertices
leaf nodes
internal nodes
improper vertices
improper leaves
improper nodes
boundary vertices
boundary leaves
temporary vertex update
temporary cache
(b) Memory footprint of AMM.
Fig. 7: Size and memory footprint of AMM’s adaptive representation. (a) Through support for cuboidal cells, AMM reduces the mesh size by about
50% as compared toWL. (b) Most of the memory is used to represent the vertices and cells (leaf nodes) of the final adaptive mesh. The overhead
of internal data structures for supporting cuboidal meshes and lazy refinement is small as compared to the output mesh.
Fig. 8: Comparison of the adaptive meshes generated byWL (middle)
and AMM (right) against the data at full resolution, 5123 (left). Both
adaptive meshes have the same memory footprint, approximately 12.7%
of the full resolution. Through the use of cuboidal cells, AMM can deliver
a higher quality representation within the same memory budget.
Lindstrom [81], denoted hereon asWL. Unfortunately, the original
framework of Weiss and Lindstrom [81] was inaccessible to us. In
order to compare against their approach, we instead use AMM in a
suppressed mode where we disable the use of cuboidal and improper
nodes. The resulting mesh is conceptually equivalent toWL, and can
therefore be used as a proxy for their framework.
We refer the reader to Fig. 1, to visually assess the quality of the
adaptive representation produced by AMM. The figure compares the
multilinear function defined on the adaptive mesh with the original
function defined on a [384× 384× 256] regular grid. This data used
in the figure represents a Rayleigh-Taylor instability [10], where the
focus is on understanding the development and propagation of the front
of the region of instability. This data contains a focused region of
interest separate from the background, making it a good candidate for
adaptive representations. The shown mesh was constructed using only
0.2% of the wavelet coefficients with approximate wavelet basis, giving
a PSNR of 40.29 dB. Considering double precision data and 8-byte
vertex indices, the footprint of the mesh is 8.63 MB (each vertex needs
16 bytes; each cell needs two indices corresponding to its bounding
box) as compared to 288 MB required by the regular grid. The figure
also visualizes the cells in the adaptive mesh colored by the level in
spatial hierarchy and the type of cell. For the latter, we only show
cuboidal (type-1 and type-2) cells. For the mesh under consideration,
type-1 and type-2 cells occupy 29.07% and 15.71%, respectively, of
the total volume, illustrating the advantages of using cuboidal cells.
We next compare our adaptive meshes to the approach ofWL in
Fig. 8. Here, we keep the mesh sizes (roughly) the same and create
adaptive representations for approximating wavelet bases using AMM
and WL. The data used represents a magnetic reconnection event
in relativistic plasmas [31], and the goal here is to visualize sharp
features. As can be seen from the figure, AMM delivers higher quality
representations within a smaller mesh size as compared toWL.
We next generalize this result for a broad range of simplification
levels for Rayleigh-Taylor instability data [10]. In particular, Fig. 7a
compares the size of the adaptive representation given by WL and
AMM (with respect to the size of full-resolution regular grid) for both
adaptive and interpolating bases. Here, we vary the quality of recon-
struction (PSNR) by using an increasingly larger proportion of wavelet
coefficients. By design, both adaptive frameworks produce equivalent
mesh quality with respect to the type and number of wavelet coeffi-
cients used. However, due to the use of cuboidal cells, which occupy
substantial portions of the total volume, AMM produces significantly
smaller meshes. As highlighted in the figure, AMM is able to reduce
the mesh size by more than 50% as compared toWL. Furthermore,
as highlighted in the figure, AMM produces a mesh that is only about
5% of the size of the regular grid at the PSNR value of 50 dB, which is
often considered sufficient for typical visualization use cases.
For the same experiment, Fig. 7b evaluates the in-memory footprint
of the mesh produced by AMM as compared to the memory require-
ment of a regular grid (vertices only). Most of our memory footprint is
dedicated to storing the the final set of vertices and cells (leaf nodes).
The figure also shows that the memory used by the lazy update strategy
for vertices, which uses temporary datastructures to store per-level
vertex updates and additional vertex and node caches, is insignificant
as compared to the total memory usage. Storage required for tracking
and temporarily subdividing improper nodes, identifying and managing
cells on the boundary is also negligible. We note that the memory re-
quirement forWL (i.e., using AMM in a suppressed mode) increases
in the same trend as the mesh size ofWL (Fig. 7a). However, due to
lack of the availability of the tool, we are not able to measure the exact
memory footprint of their framework.
5.2 Incremental Construction of AMM
Incremental construction is a novel feature that distinguishes AMM
from existing adaptive frameworks, especially because AMM can in-
gest data in arbitrary order. Here, we demonstrate the incremental
construction using four types of streams. The first stream is called
by-subband (SSB), in which the coefficients arrive in order of coarse-to-
fine wavelet subbands. To avoid insignificant wavelet coefficients, we
skip those whose magnitude falls below a user-defined threshold. In
the second stream, the wavelet coefficients are ranked by the “energy”
of their contribution, ‖c‖ × ‖Ψ‖, taking into account both the norm
of the coefficient (c) and the norm of the corresponding wavelet (or
scaling) basis function (Ψ = ψ or φ). Coefficients with higher energy
are streamed first, since they are more important for reconstruction.
We call this stream by-coefficient-energy (SCE), and note that it is data-
dependent and would not be practical unless the stream includes also
the location of wavelet coefficients. Both SSB and SCE are examples of
streams that improve data resolution. Next, we consider a stream that
improves both data resolution and precision, by ordering bits of wavelet
coefficients by a score, defined as 2bi × ‖Ψ‖. Unlike before, here each
bit (instead of each coefficient) is streamed individually, thus bits of
different coefficients may intersperse. The term 2bi captures the impor-
tance of any bit on bit plane bi. This stream, by-bit-importance (SBI),
was studied in detail by Hoang et al. [34]. Unlike by-coefficient-energy,
by-bit-importance can be realized in practice because the ordering of
bits as defined is data-independent. Finally, we consider a stream that
orders wavelet coefficients simply in row-major spatial order of the
data. We note that this stream, by-row (SRW), is not practically relevant
for creating adaptive meshes since the row-major ordering does not
capture importance of data samples. Nevertheless, we use this stream
as an additional example of arbitrary streaming to demonstrate the
functionality of AMM.
Although evaluating these streams is not a focus of this paper, we
are interested in demonstrating a framework that can support such eval-
uation. As an example, we evaluate these streams on the tradeoff of
the reconstruction quality (PSNR) vs. size of the mesh (number of ver-
tices). In Fig. 9, all of the streams show expected behavior with respect
to the PSNR curves, i.e., SRW performs poorly, SCE performs better
than SSB, whereas SBI outperforms all others. However, what makes
1 2 3 4 5 6 7
Data received (MB)
0.0
2.5
5.0
7.5
10.0
12.5
15.0
17.5
Pe
rc
en
ta
ge
 o
f v
er
tic
es
1 2 3 4 5 6 7
Data received (MB)
0
10
20
30
40
50
60
70
PS
N
R
 (d
B
)
by-row by-subbandby-subband by-coefficient-energyby-subband by-coefficient-energy by-bit- mportance
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vertices, ultimately improving data reduction quality. Each incremental
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Fig. 10: The time requirement for incremental construction of adaptive
mesh in chunks of 78.125 KB data using the by-subband stream.
such evaluations useful is the accompanying metrics. For example, the
figure illustrate that SBI require significantly larger meshes because the
stream adds some precision to a larger number of wavelet coefficients,
resulting in a dense mesh.
Finally, we revisit the experiments from the previous section, all
of which were performed using the SSB. Fig. 10 shows the time to
construct AMM using SSB, with each update step ingesting 10,000
double-precision wavelet coefficients, equating to 78.125 KB of new
data per update. The time taken by the incremental construction is
an important concern here. As mentioned earlier, to support arbitrary
streams, AMM decouples the aggregation step from the update step,
where the former is performed in a lazy manner upon user’s request.
Therefore, although this framework supports different types of streams,
the generality in the framework adds computational overheads. Increas-
ing the size of each chunk (data update) improves the time requirements
(result not shown due to space limitations). Nevertheless, there exists a
significant need and a substantial potential for code optimization.
5.3 Visualization Tools and Algorithms
AMM provides a simple and easy-to-adopt interface for standard visu-
alization and analysis algorithms. We exemplify this interfacing using
VTK [68] to demonstrate volume rendering and isosurfacing for our
adaptive meshes. We have also integrated AMM into the VTK-based
visualization tool, VisIt [12]. Although not part of this paper, it is
easy to conceive similar interfaces for other visualization tools, such
as ParaView [2], as well as existing AMR frameworks that work with
cuboidal cells, e.g., Boxlib [1], openVDB [55], etc.
Integration with existing tools. We have implemented a AMM-
VTK interface as a filter in the VisIt [12] pipeline. Given an input data,
i.e., either the function itself or (a subset of) its wavelet coefficients,
the AMM filter computes an adaptive mesh, and abstracts it into a
vtkUnstructuredGrid object, which can be used in VisIt for further
tasks, such as volume rendering, pseudocolor mapping, and data/mesh
queries. Unfortunately, our VisIt integration could not directly interface
with AMM, because VisIt’s algorithms require access to the raw data
itself in the form of vtkDataArray, which cannot be abstracted through
iterators. As a result, AMM operator works by copying the adaptive
mesh into the VTK data structure. Needless to say, this conversion is
wasteful in both time and memory, and therefore, our demonstration
of VisIt interface is currently bound by the limitations in VisIt itself.
Regardless, the conversion of AMM to VTK can be performed online,
e.g., it takes about 4 seconds for a reasonably refined mesh containing
3.5 M cells and 4 M vertices.
Volume rendering. Our experiments demonstrate high-quality vol-
ume rendering at interactive speeds using OSPRay’s [74] scientific
visualization renderer. In particular, OSPRay interprets our mesh out-
put as unstructured volume containing planer hexahedral cells, which
are trilinearly interpolated to produce real-time visualizations. Fig. 8
shows a volume rendering of the magnetic-reconnection data set [31].
Isocontouring. The reduction of mesh size provides significant im-
provements in isocontouring since there are fewer cells to process. We
use a custom VTK8-based pipeline to compute contours to leverage
the latest features that are not available yet in common tools like VisIt
and ParaView. In particular, VTK8 provides vtkContour3DLinearGrid,
which makes several optimizations for the specific case of cuboidal
cells. The time to compute isocontours is very sensitive to the dataset
and the contour value. We conducted several experiments on four differ-
ent datasets varying the number and values of contours. In general, we
observed higher gains (with respect to the inverse-transformed function
of the selected wavelets) for larger number of contours due to increased
computational cost per cell, and therefore adaptive cells leading to less
time. However, standard contouring approaches may produce cracks in
the isocontour surfaces. Such discontinuities are artifacts of nonconfor-
mal adaptive meshes, and have been observed previously [78]. Tailored
contouring approach for vertex-centered nonconformal AMR meshes,
such as the ones produced by AMM, is an important research direction
that we plan to address in the future.
6 DISCUSSION
In this paper, we have presented a new adaptive meshing framework for
creating reduced representations of uniformly-sampled, scalar-valued
data as piecewise multilinear functions using tensor products of lin-
ear B-spline wavelets. Our meshes are based on a flexible tree-based
spatial hierarchy that uses rectangular cuboidal cells and lazy update
strategies to reduce both in-memory and on-disk data footprint. We
have demonstrated that the resulting piecewise multilinear meshes can
faithfully reconstruct the original function within acceptable reconstruc-
tion quality (PSNR values) at small fractions of the memory footprint.
In particular, we have demonstrated approximately 50% additional
reduction from the earlier framework of Weiss and Lindstrom [81].
AMM is designed with simplicity and efficiency in mind. We pro-
vide a simple interface, e.g., to traverse and manipulate the mesh ef-
ficiently, that can be used to adopt our framework for different visu-
alization and analysis tasks. As an example, we have implemented a
VTK interface and incorporated our framework into VisIt, a VTK-based
visualization tool. Although this paper focuses on wavelets as a means
to create adaptive meshes, it is possible to directly create cells and
vertices of the mesh, e.g., by importing other AMR formats such as
Boxlib [1] and openVDB [55] within the constraints of cuboidal cells.
A key enabling technology in AMM is the support for incremental
updates. We have demonstrated the incremental construction of AMM
using arbitrary sequences of data, either function values or wavelet
coefficients. By relaxing the assumption that the data must be ordered
in specific and predefined ways, our goal is to position AMM as a
standard framework to explore and evaluate the reduction of data in
the space of precision and resolution, ultimately resulting in next-
generation data reduction techniques.
AMM is a first-of-its-kind framework that supports incremental data
updates. Our algorithm uses a lazy update strategy to mitigate the com-
putational overhead when updates are performed to large portions of
the mesh. Nevertheless, there is scope for computational optimization
to further reduce the time needed for updates. Furthermore, although
AMM can ingest partial updates that may represent only a few bits per
value, the current infrastructure still uses full-precision storage to store
function values. Moving towards a fully-adaptive representation that
uses only the required number of bits demands new innovations, which
we plan to explore in the future work.
Although our adaptive meshes are significantly smaller than the
corresponding regular grids, they lose the advantage of a simpler, im-
plicit representation. The iterators and accessors offered by AMM
provide efficient access and traversal of the underlying tree, and should
be leveraged to reduce these overheads. Unfortunately, the current
design of many visualization systems, e.g., VisIt, do not directly utilize
mesh iterators, preventing recommended use of our framework. We
have compared the performance of AMM using existing visualization
techniques and their commonly available implementations, which have
matured to the community standard through years of research and devel-
opment but may not leverage our representation. Whereas our current
focus has been on developing a new meshing framework, tailored im-
plementations of visualization algorithms, e.g., marching cubes, or an
improved design that uses proper abstraction of mesh iterators would
significantly improve the utility of our framework. With the presenta-
tion and open-source release of this new adaptive representation, we
hope to foster new research directions and further this effort.
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