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Abstract
In the Heisenberg group framework, we study rigidity properties for stable solu-
tions of (−∆H)sv = f(v) in H, s ∈ (0, 1). We obtain a Poincare´ type inequality
in connection with a degenerate elliptic equation in R4+; through an extension
(or “lifting”) procedure, this inequality will be then used for giving a criterion
under which the level sets of the above solutions are minimal surfaces in H, i.e.
they have vanishing mean curvature.
Keywords: Nonlocal phase transitions, fractional operators, Poincare´-type
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1. Introduction
In this paper we study rigidity properties for stable solutions (see Defini-
tion 1.6) of non-local equations of the type
(−∆H)sv = f(v) in H, (1.1)
where s ∈ (0, 1), f ∈ C1,γ(R), γ > max{0, 1 − 2s} and H is the Heisenberg
group (see Section 2).
We want to give a geometric insight of the phase transition for equation (1.1).
Following the ideas in [29], we give a geometric proof of rigidity properties for
fractional boundary reactions in H.
The relation between entire stable solutions and minimal surfaces, as per-
formed in Theorem 1.4 and Theorem 1.7 below, is inspired by a famous conjec-
ture of De Giorgi [15] (in the Euclidean setting) and in the spirit of the proof
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of Bernstein theorem given in [26]. Similar De Giorgi-type results (in the Eu-
clidean setting) have been proven in [7] for the square root of the Laplacian, and
later generalized in [6] for arbitrary roots. In [29] is given a proof of analogous
rigidity properties for phase transitions driven by fractional Laplacians. Unlike
the method in [6, 7], which require a Liouville-type result, the proof in [29] is
based on the recent work [18] and relies heavily on a Poincare´-type inequality
which involves the geometry of the level sets of u.
To find such a Poincare´-type inequality, we shall use a suitably development
of some techniques for level set analysis inspired by [17, 18, 29, 30, 31]; some
properly modified computations, contained in [20], are needed in order to under-
stand the complicated geometry of the Heisenberg group. As a result, we find a
Poincare´-type inequality for stable solutions of a degenerate elliptic equation in
R
4
+ (see (1.4)). We use this inequality together with an “abstract” formulation
of a technique recently introduced by Caffarelli and Silvestre [10], to study (1.1).
In Euclidean spaces, fractional operators have been studied in connection
with different phenomena such as optimization [16], flame propagation [8] and
finance [14]. We also mention the thin obstacle problem and phase transition
problems: see, for instance, [9] and [29]. From a probabilistic point of view, the
standard fractional Laplacian is the infinitesimal generator of a Levy process
(see, e.g., [3]).
The standard fractional Laplacian is a non-local operator. This fact does not
allow to apply local PDE techniques to treat nonlinear problems for (−∆)s. To
overcome this difficulty, Caffarelli and Silvestre showed in [10] that any fractional
power of the Laplacian can be determined as an operator that maps a Dirichlet
boundary condition to a Neumann-type condition via an extension problem.
More precisely, let us consider the boundary reaction problem for u = u(x, y),
x ∈ RN and y > 0, {
div(ya∇u) = 0 in RN × (0,∞),
−yauy = f(u) on RN × {0},
(1.2)
where a = 1 − 2s. It is proved in [10] that, up to a normalizing factor, the
Dirichlet-to-Neumann operator Γa : u|∂RN+1
+
7→ −yauy|∂RN+1
+
is precisely (−∆)s
and then that u(x, 0) is a solution of
(−∆)su(x, 0) = f(u(x, 0)). (1.3)
On the other hand, sub-Laplacians in Carnot groups (i.e. simply connected
stratified nilpotent Lie groups) exhibit strong analogies with classical Laplace
operators in the Euclidean space (Harnack inequality, maximum principle, exis-
tence and estimates of the fundamental solution). Following [10], a construction
of a ∆H-harmonic “lifting” operator v = v(x) 7→ u = u(x, y) from H to H×R+
can be carried out by means of the spectral resolution of −∆H in L2(H) in such
a way that v is the trace of the normal derivative of u on {y = 0} (see [19] and
the references therein).
For the time being, we leave the precise framework for Section 2, instead we
discuss the main results.
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Let us define Ĥ := H× (0,+∞). As in the Euclidean case, the study of the
non-local equation (1.1) is related to the analysis of the following degenerate
elliptic problem (see Section 2 for details):{
div
Ĥ
(ya∇
Ĥ
u) = 0 in H× (0,∞),
−yauy = f(u) on H× {0}.
(1.4)
Definition 1.1 (Functional framework). (I) Notion of weak solution: (1.4)
may be understood in the weak sense, namely supposing that u ∈ L∞loc(R4+)
with
ya|∇
Ĥ
u|2 ∈ L1(B+R ) (1.5)
for any R > 0, and that
ˆ
Ĥ
ya〈∇
Ĥ
u,∇
Ĥ
ξ〉
Ĥ
=
ˆ
H
f(u)ξ (1.6)
for all ξ : R4+ → R bounded, locally Lipschitz, which vanishes on R4+ \BR
and such that
ya|∇
Ĥ
ξ|2 ∈ L1(B+R). (1.7)
We use here the notation R4+ = R
3 × (0,∞) and B+R := BR ∩ R+4 .
(II) Notion of stability: Let u be a weak solution of (1.4), u is stable if
ˆ
Ĥ
ya|∇
Ĥ
ξ|2 −
ˆ
H
f ′(u)ξ2 ≥ 0 (1.8)
for any ξ as above. This condition is natural in the calculus of variation
framework, in particular it says that the second variation of the associated
functional has a sign, as it happens for local minima, for instance.
For the precise statement of our geometric result, we introduce the following
notation: fixed y > 0 and c ∈ R, we look at the level set
S := {x ∈ R3 s.t. u(x, y) = c},
and we consider the regular points of S, i.e.
L := {x ∈ S s.t. ∇Hu(x, y) 6= 0}. (1.9)
Although S and L depend on y ∈ (0,+∞), we do not make it explicit in the
notation.
We also define
R4+ := {(x, y) ∈ H× (0,+∞) s.t. ∇Hu(x, y) 6= 0}.
Since L is a smooth manifold, given x ∈ L, we denote:
(i) νx,y be the intrinsic normal along L,
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(ii) vx,y be the intrinsic unit tangent along L,
(iii) hx,y be the the intrinsic mean curvature along L,
(iv) px,y be the imaginary curvature along L,
(see Definition 2.1 for details).
In this framework, we can state our geometric formula; see Section 2 for the
definition of the vector fields X,Y, T and the Hessian matrix H .
Theorem 1.2. Let u ∈ C2(Ĥ) be a bounded and stable weak solution of (1.4).
Assume furthermore that for all R > 0,
|∇Hu| ∈ L∞(B+R ). (1.10)
Then, for any φ ∈ C∞0 (R4), we haveˆ
Ĥ
ya|∇Hu|2|∇Ĥφ|2
≥
ˆ
R4
+
ya
(|Hu|2 − 〈(Hu)2νx,y, νx,y〉H − 2(TY uXu− TXuY u))φ2
=
ˆ
R4
+
ya|∇Hu|2
[
h2x,y +
(
px,y +
〈Huvx,y, νx,y〉H
|∇Hu|
)2
+ 2〈Tνx,y, vx,y〉H
]
φ2.
(1.11)
Remark 1.3. We observe that (1.11) may be interpreted in two ways:
(i) One way is to think that some interesting geometric objects which describe
u, such as its intrinsic Hessian and the curvature of its level sets, are
bounded by an energy term. These quantities involved in the inequality
are weighted by a test function φ which can be chosen as we wish.
(ii) Another point of view consists in thinking that (1.11) bounds a suitably
weighted L2-norm of its gradient. The weights here are given by the sta-
ble solution u. So, this interpretation sees (1.11) as a Sobolev-Poincare´
inequality.
The result in Theorem 1.2 has been inspired by [30, 31]; in particular, they
obtained a similar inequality for stable solutions of the Allen-Cahn equation,
and symmetry results for possibly singular or degenerated models have been
obtained in [17, 18]. Actually, the study of geometric inequalities for semilinear
equations goes back to [30, 31], where uniformly elliptic PDEs in the Euclidean
space were taken into account, and further important developments have been
performed in [17]. Recently, in [29] has been proved a similar inequality to
(1.11) in the Euclidean setting. Related geometric inequalities also played an
important role in [5].
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The next theorem is a rigidity result. For the precise statement of it, let us
define the following suitably weighted energy:
η(τ) =
ˆ
B(0,τ)
4ya|∇Hu(x1, x2, x3, y)|2(x21 + x22 + y2) d(x1, x2, x3, y). (1.12)
In this expression, B(0, τ) represents a ball in Ĥ with a gauge norm that will
be defined in Section 4 (see (4.1) and (4.2)). No confusion should arise with the
Euclidean ball.
Theorem 1.4. Let the assumptions of the previous theorem hold. Suppose also
that
〈Tνx,y, vx,y〉H ≥ 0 for all x ∈ H, y > 0; (1.13)
and η, previously defined, satisfies the growth
lim inf
R→+∞
´ R√
R
η(τ)
τ5 dτ +
η(R)
R4
log2R
= 0. (1.14)
Then, the level sets of u intersected with L (recall (1.9)) are minimal surfaces
in the Heisenberg group (i.e., the curvature hx,y vanishes identically) and on
such surfaces the following holds
px,y = −〈Huvx,y, νx,y〉H|∇Hu| . (1.15)
Remark 1.5. (i) We observe that (1.14) may be seen as a condition on the
growth of a suitably weighted energy η.
(ii) Notice also that if, for any R large enough,
η(R) ≤ CR4,
for some constant C > 0, then (1.14) is satisfied.
Before stating the rigidity result, let us precise the notion of stable solution
for equation (1.1):
Definition 1.6. A bounded solution v ∈ C2(H) of (1.1) is stable if for all
ϕ ∈ W s,2
H
(H) we have
ˆ
H
|(−∆H) s2ϕ|2 −
ˆ
H
f ′(v)ϕ2 ≥ 0. (1.16)
For the precise definition of the space W s,2
H
(H) and the fractional operator
(−∆H) s2 , we refer the reader to Section 2.
Throughout the paper, Cα(H) denotes the set of Ho¨lder continuous functions
with respect to the norm ρ defined in the next section (see (2.4)). Our rigidity
result is the following:
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Theorem 1.7. Let v ∈ C2,σ(H), σ ∈ (0, 2s), be a bounded stable solution of
(1.1). Assume also that the “harmonic lifting” of v to Ĥ (see Subsection 2.3),
which we denote by u, satisfies (1.13) and (1.14). Then, the level sets of v in
the vicinity of non-characteristic points are minimal surfaces in the Heisenberg
group (i.e., the curvature h vanishes identically).
The paper is organized as follows: In Section 2 we recall the definition and the
basic properties of the Heisenberg group, as well as the precise definition of the
fractional sub-Laplacian involved in Eq. (1.1); we also discuss some regularity
properties related to the degenerate elliptic problem (1.4). In Section 3 we
shall develop the analytical tools toward (1.11), in particular one part of this
inequality will be given in Theorem 3.3; the geometry of the Heisenberg group
will be fundamental in the proof of Theorem 1.2 at the end of Section 3 (see [20,
Section 2]). Finally, Section 4 contains the application to the stable solutions
in the entire space; we prove Theorem 1.4 and Theorem 1.7.
2. Preliminaries
Let us briefly recall the definition and the basic properties of the Heisenberg
group, so we will be able to precise the meaning of the fractional sub-Laplacian
operator involved in (1.1).
2.1. The Heisenberg group
Let H be the Heisenberg group, namely R3 endowed with the following non-
commutative law: for every (x1, x2, x3), (y1, y2, y3) ∈ R3
(x1, x2, x3) ◦ (y1, y2, y3) = (x1 + y1, x2 + y2, x3 + y3 + 2(x2y1 − x1y2)).
We shall denote X = (1, 0, 2x2) and Y = (0, 1,−2x1). With the same notation
we denote the two vector fieldsX = ∂∂x1+2x2
∂
x3
and Y = ∂∂x2−2x1 ∂x3 generating
the algebra. We denote also by
T := [X,Y ] = −4 ∂
∂x3
.
In particular, on each fiber HP = span{X,Y } an internal product is given as
follows: for every U, V ∈ HP , with U = α1X + β1Y and V = α2X + β2Y , we
have
〈U, V 〉H = α1α2 + β1β2.
This internal product makes the vectors X and Y orthonormal on HP . We shall
denote the norm on HP for every U ∈ HP as
|U |H =
√
〈U,X〉2
H
+ 〈U, Y 〉2
H
.
No confusion should arise between the Euclidean objects 〈·, ·〉 and | · | and the
ones on the fibers in the Heisenberg group respectively denoted by 〈·, ·〉H and
| · |H.
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For a smooth function u, we denote ∇Hu(P ) = (Xu(P ), Y u(P )), where
Xu(P ) and Y u(P ) are the coordinates of the vector ∇Hu(P ) with respect to
the basis given byX and Y at P . The vector∇Hu is called the intrinsic gradient
of u.
Definition 2.1. (I) We remind that a point P ∈ Σ is characteristic for the
C1 level set Σ of u when the fiber in P coincides with the Euclidean
tangent space Σ at P , namely HP = TPΣ. In particular if ∇Hu(P ) 6= 0,
then P is not characteristic.
(II) Whenever P ∈ {u = k}∩{∇Hu 6= 0}, one can consider the smooth surface
{u = k} and define
ν =
∇Hu(P )
|∇Hu(P )| .
Usually, such ν is called the intrinsic normal. Associated with ν, to any
non-characteristic point P ∈ {u = k}, there exists the so called intrinsic
unit tangent direction to the level set {u = k} at P defined as
v =
(Y u(P ),−Xu(P ))
|∇Hu| ,
where the above coordinates are given with respect to the (X,Y )-frame.
We observe that ν and v are orthonormal in H.
(III) The intrinsic mean curvature h, in a non-characteristic point P ∈ Σ of
the level surface given by u, is defined as
h = divHν(P ),
while the imaginary curvature p at the point P ∈ Σ of the level surface
Σ, given by u, is defined as
p = − Tu(P )|∇Hu(P )| .
Remark 2.2. For the notion of intrinsic mean curvature we refer to [1, 2, 11, 12,
25, 28], while for the notion of imaginary curvature and its geometric meaning
we refer to [1, 2].
The Kohn-Laplace operator on H is defined by
∆Hu = X
2u+ Y 2u.
Since a divergence operator is defined on each fiber, we can write
∆Hu = divH(∇Hu) = X(Xu) + Y (Y u).
With regards to problem (1.4), we define Ĥ := H × R+ and given u and h =
(h1, h2, h3) we denote
∇
Ĥ
u = (Xu, Y u, uy), divĤ h = Xh1 + Y h2 + ∂yh3.
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We define the horizontal intrinsic Hessian matrix as
Hu =
[
XXu Y Xu
XY u Y Y u
]
.
Its norm is given by
|Hu| =
√
(XXu)2 + (Y Xu)2 + (XY u)2 + (Y Y u)2.
As usual, we set
(Hu)2 = (Hu)(Hu)T .
For any λ > 0, the dilatation δλ : H→ H is defined as
δλ(x1, x2, x3) = (λx1, λx2, λ
2x3). (2.1)
Through this paper, by H-homogeneity we mean homogeneity with respect to
group dilatations δλ.
The Haar measure of H = (R3, ·) is the Lebesgue measure L3 in R3. If A ⊂ H
is L3-measurable, we write also |A| := L3(A). Moreover, if m ≥ 0, we denote by
Hm the m-dimensional Hausdorff measure obtained from the Euclidean distance
in R3 ≃ H.
We refer the reader to [4, Chapter 5] for the definition of the Carnot-
Carathe´odory in H (cc-distance) dc(x, y). We shall denote Bc(x, r) the open
balls associated with dc. The cc-distance is well behaved with respect to left
translations and dilatations, that is
dc(z ◦ x, z ◦ y) = dc(x, y), dc(δλ(x), δλ(y)) = λdc(x, y)
for x, y, z ∈ H and λ > 0.
We also have
|Bc(x, r)| = r4|Bc(0, 1)| and |∂Bc(x, r)| = r3|∂Bc(0, 1)| (2.2)
(recall that 4 = homogeneous dimension of H).
We can define a group convolution in H: if, for instance, f ∈ D(H) and
g ∈ L1loc(H), we set
f ∗ g(x) :=
ˆ
H
f(y)g(y−1 ◦ x) dy for x ∈ H (2.3)
(here y−1 denotes the inverse in H). We remind that the convolution is well
defined when f, g ∈ D′(H), provided at least one of them has compact support.
2.2. Fractional powers of sub-elliptic Laplacians
Here, we collect some results on fractional powers of sub-Laplacian in the
Heisenberg group (see [19, 21]).
To begin with, let us characterize (−∆H)s as the spectral resolution of ∆H
in L2(H) (see [19, Theorem 3.10] and [21, Section 3]).
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Theorem 2.3. The operator ∆H is a positive self-adjoint operator with domain
W 2,2
H
(H). Denote now by {E(λ)} the spectral resolution of ∆H in L2(H). If
α > 0 then
(−∆H)α/2 =
ˆ +∞
0
λα/2 dE(λ)
with domain
Wα,2
H
(H) := {v ∈ L2(H) :
ˆ +∞
0
λαd〈E(λ)v, v〉 <∞},
endowed with the graph norm.
Before giving a more “explicit” expression of the fractional sub-Laplacian,
we recall some definitions. Denote by h = h(t, x) the fundamental solution of
∆H + ∂/∂t (see [21, Proposition 3.3]). For all 0 < β < 4 the integral
Rβ(x) =
1
Γ(β/2)
ˆ +∞
0
t
β
2
−1h(t, x) dt
converges absolutely for x 6= 0.
If β < 0, β /∈ {0,−2.− 4, ...}, then
R˜β(x) =
β
2
Γ(β/2)
ˆ +∞
0
t
β
2
−1h(t, x) dt
defines a smooth function in H \ {0}, since t 7→ h(t, x) vanishes of infinite order
as t → 0 if x 6= 0. In addition, R˜β is positive and H-homogeneous of degree
β − 4.
We also set
ρ(x) = R
− 1
2+α
2−α (x), 0 < α < 2. (2.4)
ρ is an H-homogeneous norm in H, smooth outside of the origin. In addition,
d(x, y) := ρ(y−1 ◦ x) is a quasi-distance in H. In turn, d is equivalent to the
Carnot-Carathe´odoty distance on H, as well as to any other H-homogeneous left
invariant distance on H.
Recall that, as usual, S denotes the Schwartz space of rapidly decreasing
C∞ functions. We have the following representation formula:
Theorem 2.4 ([19], Theorem 3.11). For every v ∈ S(H), (−∆H)sv ∈ L2(H)
and
(−∆H)sv(x) =
ˆ
H
(v(x ◦ y)− v(x)− ω(y)〈∇Hv(x), y〉) R˜−2s(y) dy
= P.V.
ˆ
H
(v(y) − v(x))R˜−2s(y−1 ◦ x) dy,
where ω is the characteristic function of the unit ball Bρ(0, 1).
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2.3. A Poisson Kernel
With a natural notion of group convolution, the Heisenberg group makes
possible to recover, starting from the abstract representation in terms of spec-
tral resolution, another explicit form of the fractional power in terms of the
convolution with suitable Poisson kernel (see [19, Theorem 4.4]).
If v ∈ L2(H) and y > 0 (recall that −1 < a < 1), we set
u(·, y) := φ(θy1−a(−∆H)(1−a)/2)v :=
ˆ +∞
0
φ(θy1−aλ(1−a)/2) dE(λ)v,
where θ := (1− a)a−1 and φ : [0,∞)→ R solves the boundary value problem
−tαφ′′ + φ = 0,
φ(0) = 1,
lim
t→+∞
φ(t) = 0,
(α = − 2a1−a ).
We denote by h(t, ·) the heat kernel associated with −∆H as in [21, Propo-
sition 3.3], and by PH(·, y) the “Poisson kernel”
PH(·, y) := Cay1−a
ˆ ∞
0
t(a−3)/2e−
y2
4t h(t, ·) dt, (2.5)
where
Ca =
2a−1
Γ((1− a)/2) .
Then
PH(·, y) ≥ 0
and
u(·, y) = v ∗ PH(·, y). (2.6)
Remark 2.5. We note that v ∈ C2(R3) ∩ L∞(R3) is a stable solution of (1.1) if
and only if its lifting u(·, y) = v ∗ PH(·, y) is a stable solution of (1.4).
2.4. Regularity theory for (1.1) and (1.4)
Some classical pointwise estimates: the Harnack inequality and the Ho¨lder
continuity of the weak solutions (De Giorgi-Nash-Moser theorem), can be ex-
tended to a class of strongly degenerate elliptic operators of the second order,
like that in (1.4), see [19, 27].
We state a result which let us control further derivatives in x. Basically, this
is possible thanks to the fact that the operator is independent of the variable
x ∈ H.
Lemma 2.6. Let u be a bounded weak solution of (1.4). Then,
ya|∇
Ĥ
Xu|2, ya|∇
Ĥ
Y u|2 ∈ L1(B+R)
for every R > 0.
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Proof. Given R > 0, let us prove that ya|∇
Ĥ
Xu|2 ∈ L1(B+R ).
We consider the incremental quotient
uh(x, y) =
u(x ◦ (he1), y)− u(x, y)
h
for all (x, y) ∈ Ĥ,
where e1 = (1, 0, 0). Recall that (see Proposition 1.2.11 in [4])
lim
h→0
uh(x, y) = Xu(x, y) for all (x, y) ∈ Ĥ. (2.7)
Thanks to (1.10) and the smoothness of f , we have
[f(u)]h ≤ C (2.8)
for some C > 0.
Let now ξ be as requested in (1.6). We have
ˆ
Ĥ
ya〈∇
Ĥ
uh,∇Ĥξ〉Ĥ −
ˆ
H
[f(u)]hξ = −
ˆ
Ĥ
ya〈∇
Ĥ
u,∇
Ĥ
ξ−h〉Ĥ +
ˆ
H
f(u)ξ−h
= 0.
We now consider a smooth cut-off function τ such that 0 ≤ τ ∈ C∞0 (BR+1),
with τ = 1 in BR and ∇τ ≤ 2. Taking ξ := uhτ2 in the above expression, we
find that
2
ˆ
Ĥ
yaτuh〈∇Ĥuh,∇Ĥτ〉Ĥ +
ˆ
Ĥ
yaτ2|∇
Ĥ
uh|2 =
ˆ
H
[f(u)]huhτ
2. (2.9)
Note that ξ satisfies (1.7) thanks to (1.5) and u ∈ L∞loc(R4+).
Now, by Cauchy-Schwarz inequality, we have
ˆ
Ĥ
yaτuh〈∇Ĥuh,∇Ĥτ〉Ĥ ≥−
ǫ
2
ˆ
Ĥ
yaτ2|∇
Ĥ
uh|2
− 1
2ǫ
ˆ
Ĥ
yau2h|∇Ĥτ |2
for any ǫ > 0. Choosing ǫ small, (2.9) reads
ˆ
Ĥ
yaτ2|∇
Ĥ
uh|2 ≤ C
(ˆ
B+
R+1
yau2h +
ˆ
{|x|≤R}×{y=0}
|[f(u)]huh|
)
(2.10)
for some C > 0. This inequality, together (1.10) and (2.8), allows to control
ˆ
Ĥ
yaτ2|∇
Ĥ
uh|2
uniformly in h.
By sending h→ 0 and using Fatou lemma (recall also (2.7)), we obtain the
desired claim.
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3. Analytic and geometric inequalities
In this section we develop the analytical and geometrical tools toward (1.11),
we follow the ideas in [20, 29]. We summarize the main points of the argument
and omit some technical computations.
3.1. Analytical computations
We start with two lemmas, the fist one is a version in the Heisenberg group
of a classical result (see [20]):
Lemma 3.1. Let c ∈ R. Suppose that Ω is an open domain of Ĥ and that
w : Ω→ R is Lipschitz with respect to the metric structure of Ĥ. Then, ∇
Ĥ
w = 0
for almost any x ∈ {w = c}.
And the second one, an elementary observation.
Lemma 3.2. Let u be as in Theorem 1.2. Assume that ξ ∈ C∞(R4+,R) and
vanishes outside a ball. Thenˆ
Ĥ
ya〈∇
Ĥ
u,∇
Ĥ
Xξ〉
Ĥ
=
ˆ
Ĥ
ya(−〈∇
Ĥ
Xu,∇
Ĥ
ξ〉
Ĥ
+ 2TY uξ) (3.1)
and ˆ
Ĥ
ya〈∇
Ĥ
u,∇
Ĥ
Y ξ〉
Ĥ
=
ˆ
Ĥ
ya(−〈∇
Ĥ
Y u,∇
Ĥ
ξ〉
Ĥ
− 2TXuξ). (3.2)
Proof. Using integration by parts we deduce that
ˆ
Ĥ
ya〈∇
Ĥ
u,∇
Ĥ
Xξ〉
Ĥ
=
ˆ
Ĥ
ya(XuXXξ + Y uY Xξ + ∂yu∂y(Xξ))
=
ˆ
Ĥ
ya(−XXuXξ + Y uY Xξ − ∂yXu∂yξ)
=
ˆ
Ĥ
ya(−〈∇
Ĥ
Xu,∇
Ĥ
ξ〉
Ĥ
+ Y XuY ξ + Y uY Xξ)
=
ˆ
Ĥ
ya(−〈∇
Ĥ
Xu,∇
Ĥ
ξ〉
Ĥ
+ Y XuY ξ −XY uY ξ + Y uY Xξ − Y uXY ξ)
=
ˆ
Ĥ
ya(−〈∇
Ĥ
Xu,∇
Ĥ
ξ〉
Ĥ
− TuY ξ − Y uTξ)
=
ˆ
Ĥ
ya(−〈∇
Ĥ
Xu,∇
Ĥ
ξ〉
Ĥ
+ 2TY uξ)
(recall that TX = XT and TY = Y T ). The proof of (3.2) is similar.
Next result gives the first part of the inequality (1.11). The proof is inspired
by some computations in [17, 18, 29, 30, 31].
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Theorem 3.3. Under the hypothesis of Theorem 1.2, we have
ˆ
Ĥ
ya|∇Hu|2|∇Ĥφ|2
≥
ˆ
R4
+
ya
(|Hu|2 − 〈(Hu)2νx,y, νx,y〉H − 2(TY uXu− TXuY u))φ2. (3.3)
Proof. Let us consider ξ = |∇Hu|φ as a test function in (1.8). Thanks to (1.10)
and Lemma 2.6 (see also [29, Lemma 7]), it is possible to use here such a test
function. We deduce thatˆ
Ĥ
ya(|∇H(|∇Hu|φ)|2 + |∂y(|∇Hu|φ)|2)−
ˆ
H
f ′(u)|∇Hu|2φ2 ≥ 0. (3.4)
The first term can be computed in the same way as in [20, Theorem 1.3].
We find that, in R4+,
|∇H(|∇Hu|φ)|2 = |∇Hu|2|∇Hφ|2 + φ2〈(Hu)2νx,y, νx,y〉H + 2〈Hu∇Hφ,∇Hu〉Hφ.
(3.5)
By exploiting Lemma 3.1 with w = |∇Hu|, we obtain that ∇Ĥ(|∇Hu|φ) = 0
almost everywhere outside R4+. Analogously, using Lemma 3.1 with w = Xu or
w = Y u, we conclude that ∇HXu = ∇HY u = 0 almost everywhere outside R4+.
Thus, (3.4) is equivalent to
0 ≤
ˆ
R4
+
ya(|∇Hu|2|∇Hφ|2 + φ2〈(Hu)2νx,y, νx,y〉H + 2〈Hu∇Hφ,∇Hu〉Hφ)
+
ˆ
R4
+
ya|∂y(|∇Hu|φ)|2 −
ˆ
H
f ′(u)|∇Hu|2φ2.
(3.6)
Let us now compute the last term. First, note that
ˆ
H
f ′(u)(Xu)2φ2 =
ˆ
H
X(f(u))(Xuφ2)
= −
ˆ
H
f(u)X(Xuφ2).
(3.7)
Let ξ be as in the previous lemma. By the weak solution notion (1.6) and the
previous lemma, we deduce that
−
ˆ
H
f(u)Xξ =
ˆ
Ĥ
ya
[〈∇
Ĥ
Xu,∇
Ĥ
ξ〉
Ĥ
− 2TY uξ] . (3.8)
A density argument (see Lemma 3.4 and Theorem 2.4 in [13]), implies that (3.8)
holds for ξ = −Xuφ2, where φ is as in statement of Theorem 1.2. Therefore
−
ˆ
H
f(u)X(Xuφ2) =
ˆ
Ĥ
ya
[〈∇
Ĥ
Xu,∇
Ĥ
(Xuφ2)〉
Ĥ
− 2TY uXuφ2] . (3.9)
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Similarly, we have
−
ˆ
H
f(u)Y (Y uφ2) =
ˆ
Ĥ
ya
[〈∇
Ĥ
Y u,∇
Ĥ
(Y uφ2)〉
Ĥ
+ 2TXuY uφ2)
]
. (3.10)
Then, by (3.7) and then summing term by term in (3.9) and (3.10), we see that
ˆ
H
f ′(u)|∇Hu|2φ2 =
ˆ
H
f ′(u)
[
(Xu)2 + (Y u)2
]
φ2
=
ˆ
Ĥ
ya(|∇HXu|2 + |∇HY u|2)φ2
+
ˆ
Ĥ
ya(〈∇HXu,∇H(φ2)〉HXu+ 〈∇HY u,∇H(φ2)〉HY u)
+ 2
ˆ
Ĥ
ya(TXuY u− TY uXu)φ2
+
ˆ
Ĥ
ya
[
∂yXu∂y(Xuφ
2) + ∂yY u∂y(Y uφ
2)
]
.
Putting this in (3.6) we deduce, after a rearrangement, that
0 ≤
ˆ
R4
+
ya|∇Hu|2|∇Hφ|2
+
ˆ
R4
+
ya
[−|∇HXu|2 − |∇HY u|2 + 〈(Hu)2νx,y, νx,y〉H
+2(TY uXu− TXuY u)]φ2
+
ˆ
R4
+
ya|∂y(|∇Hu|φ)|2 −
ˆ
Ĥ
ya
[
∂yXu∂y(Xuφ
2) + ∂yY u∂y(Y uφ
2)
]
;
(3.11)
here we used the fact that:
2〈Hu∇Hφ,∇Hu〉Hφ− 〈∇HXu,∇H(φ2)〉HXu− 〈∇HY u,∇H(φ2)〉HY u = 0.
Finally, developing some calculations for the last terms in (3.11), we conclude
thatˆ
R4
+
ya|∂y(|∇Hu|φ)|2 −
ˆ
Ĥ
ya
[
∂yXu∂y(Xuφ
2) + ∂yY u∂y(Y uφ
2)
]
=
ˆ
Ĥ
ya|∇Hu|2(∂yφ)2 +
ˆ
R4
+
ya[(∂y |∇Hu|φ)2 + 2|∇Hu|∂y|∇Hu|φ∂yφ
− |∂y∇Hu|2φ2 − 1
2
∂y|∇Hu|2∂y(φ2)]
=
ˆ
Ĥ
ya|∇Hu|2(∂yφ)2 +
ˆ
R4
+
ya[(∂y |∇Hu|)2 − |∂y∇Hu|2]φ2
≤
ˆ
Ĥ
ya|∇Hu|2(∂yφ)2.
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For the last inequality, note that, on R4+,
(∂y|∇Hu|)2 =
∣∣∣∣∇Hu · ∇H∂yu|∇Hu|
∣∣∣∣2 ≤ |∂y∇Hu|2.
This and (3.11) complete the proof.
3.2. Geometrical computations
To obtain the second part of (1.11), it is necessary a geometric analysis of
the level sets of u at non-degenerate points P where {∇Hu 6= 0} (recall the
smooth manifold L, defined in (1.9)). We omit the details and instead refer the
reader to [1, 2] and [20, Section 2].
Lemma 3.4. On the smooth manifold L we have
|Hu|2 − 〈(Hu)2νx,y, νx,y〉H = |∇Hu|2
[
h2x,y +
(
px,y +
〈Huvx,y, νx,y〉H
|∇Hu|
)2]
(3.12)
and
TY uXu− TXuY u = −|∇Hu|2〈Tνx,y, vx,y〉H. (3.13)
Proof of Theorem 1.2. Finally, the form of the geometric inequality given in
(1.11) is a consequence of Theorem 3.3 and the previous lemma.
4. Applications to entire stable solutions
4.1. Proof of Theorem 1.4
The strategy for proving Theorem 1.4 is to test the geometric formula of
Theorem 1.2 against an appropriate capacity-type function to make the left-
hand side vanish. This would give that the curvature of the level sets for fixed
y > 0 vanishes.
For this, given x = (x1, x2, x3) ∈ H we define its gauge norm as
|x|H =
(
(x21 + x
2
2)
2 + x23
)1/4
. (4.1)
We also use the notation Z := (x, y) for points in Ĥ and define the norm
|Z|
Ĥ
:=
(|x|2
H
+ y2
)1/2
(4.2)
(recall that Ĥ = H × R+). Analogously, we denote the ball centered at 0 of
radius R by
B(0, R) = {Z ∈ Ĥ s.t. |Z|
Ĥ
< R}.
and, given r1 ≤ r2, the semi-annulus by
Ar1,r2 := {Z ∈ R4+ s.t. |Z|Ĥ ∈ [r1, r2]}.
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Lemma 4.1. Let g ∈ L∞loc(R4+, [0,+∞)) and let q > 0. Let also, for any τ > 0,
η(τ) =
ˆ
B(0,τ)
g(Z) dZ. (4.3)
Then, for every 0 < r < R,
ˆ
Ar,R
g(Z)
|Z|q
Ĥ
dZ ≤ q
ˆ R
r
η(τ)
τq+1
dτ +
η(R)
Rq
.
Proof. By changing order of integration,
ˆ
Ar,R
g(Z)
|Z|q
Ĥ
dZ
= q
ˆ
Ar,R
(ˆ R
|Z|
Ĥ
g(Z)
τq+1
dτ
)
dZ +
1
Rq
ˆ
Ar,R
g(Z) dZ
≤ q
ˆ R
r
(ˆ
B(0,τ)
g(Z)
τq+1
dZ
)
dτ +
η(R)
Rq
≤ q
ˆ R
r
η(τ)
τq+1
dτ +
η(R)
Rq
.
Proof of Theorem 1.4. Given Z = (x, y) ∈ Ĥ, let us consider the function
g(Z) = 4ya|∇Hu(Z)|2(x21 + x22 + y2)
(recall that x = (x1, x2, x3)). Then, the function η defined in (1.12) is consistent
with the notation in (4.3). Moreover, by (1.14) and the previous lemma,
lim inf
R→+∞
1
(logR)2
ˆ
A√
R,R
g(Z)
|Z|4
Ĥ
dZ = 0. (4.4)
Now, we define for all R > 1 the test function
φR(Z) =

1 if |Z|
Ĥ
≤
√
R,
2 log
(
R
|Z|
Ĥ
)
logR
if
√
R < |Z|
Ĥ
< R,
0 if |Z|
Ĥ
≥ R,
and we observe that
∂φR = − 2
logR
|Z|−1
Ĥ
∂(|Z|
Ĥ
),
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where ∂ can be any of the operators X , Y or ∂y. It is straightforward to verify
that
X(|Z|
Ĥ
) = |Z|−1
Ĥ
|x|−2
H
[x1(x
2
1 + x
2
2) + x2x3],
Y (|Z|
Ĥ
) = |Z|−1
Ĥ
|x|−2
H
[x2(x
2
1 + x
2
2)− x1x3],
∂y(|Z|Ĥ) = |Z|−1Ĥ y.
Therefore, for Z ∈ A√R,R,
|∇
Ĥ
φR(Z)|2 = (XφR)2 + (Y φR)2 + (∂yφR)2
=
4
(logR)2
|Z|−2
Ĥ
[X(|Z|
Ĥ
)2 + Y (|Z|
Ĥ
)2 + ∂y(|Z|Ĥ)2]
=
4
(logR)2
|Z|−4
Ĥ
(x21 + x
2
2 + y
2).
Thus, plugging φR inside the geometric inequality of Theorem 1.2, we deduce
that
ˆ
B(0,
√
R)+∩R4
+
ya|∇Hu|2
[
h2x,y +
(
px,y +
〈Huvx,y, νx,y〉H
|∇Hu|
)2
+ 2〈Tνx,y, vx,y〉H
]
=
1
(logR)2
ˆ
A√
R,R
g(Z)
|Z|4
Ĥ
dZ,
for all R > 1.
Theorem 1.4 follows from the previous identity together (1.13) and (4.4).
4.2. Proof of Theorem 1.7
Before proving Theorem 1.7, let us state the following regularity result for
the extension with the Poisson kernel (see (2.6)). Recall that Cα(H) denotes
the set of Ho¨lder continuous functions with respect to the norm ρ defined in
(2.4).
Lemma 4.2. Let v ∈ C2,σ(H)∩L∞(H), σ ∈ (0, 2s). Then the function u(·, y) =
v ∗ PH(·, y), defined in (2.6), satisfies
u ∈ C0,σ(Ĥ).
Proof. Fix σ ∈ (0, 1] and let v ∈ C2,σ(H) ∩ L∞(H). Recall the following homo-
geneity property of h = h(t, x) (the fundamental solution of ∆H + ∂/∂t):
h(r2t, δr(x)) = r
−4h(t, x) for all (t, x) ∈ (0,+∞)×H (4.5)
(see (3.2) in [21]), where δr is the family of dilatations defined in (2.1).
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We have, for all ξ ∈ H and y > 0,
PH(δy(ξ), y) = Cay
1−a
ˆ ∞
0
t(a−3)/2e−
y2
4t h(t, δy(ξ)) dt
= Ca
ˆ ∞
0
t(a−3)/2e−
1
4th(y2t, δy(ξ)) dt
= Cay
−4
ˆ ∞
0
t(a−3)/2e−
1
4th(t, ξ) dt
= Cay
−4PH(ξ, 1).
Then, given (x, y) ∈ Ĥ, we have
u(x, y) =
ˆ
H
v(x ◦ ξ−1)PH(ξ, y) dξ
= y4
ˆ
H
v(x ◦ δy(ξ)−1)PH(δy(ξ), y) dξ
= Ca
ˆ
H
v(x ◦ δy(ξ)−1)PH(ξ, 1) dξ.
Therefore, for (x(1), y1), (x
(2), y2) ∈ Ĥ
|u(x(1), y1)− u(x(2), y2)|
≤ Ca
ˆ
H
|v(x(1) ◦ δy1(ξ)−1)− v(x(2) ◦ δy2(ξ)−1)|PH(ξ, 1) dξ
≤ C
ˆ
H
d(x(1) ◦ δy1(ξ)−1, x(2) ◦ δy2(ξ)−1)σPH(ξ, 1) dξ,
where d is the homogeneous distance associated to the homogeneous norm in
(2.4).
Using the properties of homogeneous norms in Carnot groups (see [4, Sec-
tion 5.1]), we deduce that
d(x(1) ◦ δy1(ξ)−1, x(2) ◦ δy2(ξ)−1) ≤ C[d(x(1), x(2)) + |y1 − y2|ρ(ξ)].
Putting this in the previous inequality, we find that
|u(x(1), y1)− u(x(2), y2)| ≤ C
[
d(x(1), x(2))σ + |y1 − y2|σ
ˆ
H
ρ(ξ)σPH(ξ, 1) dξ
]
.
(4.6)
The integral in this expression is finite because the function PH(ξ, 1) : H → R
is bounded around the origin, σ ∈ (0, 2s) and
|PH(ξ, 1)| ≤ Cρ(y)−2s−4
for large ρ (see Remark 4.5 in [19] and (1.73) in [22]). We conclude that u ∈
C0,σ(Ĥ).
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Proof of Theorem 1.7. Let v be a bounded stable solution of (1.1). We select
the extension u(·, y) = v(·) ∗ PH(·, y) by the Poisson kernel in (2.5), that is,
u(x, y) =
ˆ
H
v(z)PH(z
−1 ◦ x, y) dz. (4.7)
Let us check that u satisfies the hypothesis of Theorem 1.2. Indeed, since
PH(·, y) ∈ L1(H) and v ∈ L∞(H), u is well defined and bounded. Moreover, by
a regularity property (see Proposition 4.3 in [19]),
u ∈ W 1,2
Ĥ
(B+R ; y
adxdy) for all R > 0, (4.8)
which implies (1.5). Therefore, u is a stable weak solution (see Remark 2.5)
of (1.4). On the other hand, gradient bound condition (1.10) follows by the
following regularity argument: Given a multi-index I, the derivatives of PH in
H have the decay (see Remark 4.5 in [19])
|∂IPH(x, y)| ≤ Cρ−2s−4−|I|
for large ρ = ρ(x). Thus, if we take “H-derivatives” in (4.7) and then use a
similar argument to that in the proof of the previous lemma, we see that u and
its second order derivatives in H are continuous up to the boundary in Ĥ.
Therefore, u satisfies the hypothesis of Theorem 1.4, and the level sets of u
intersected with L (recall (1.9)) are minimal surfaces in the Heisenberg group.
Theorem 1.7 follows by taking y → 0+.
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