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Abstract
For any n × n complex matrix A and any integer k  1, we prove that the span of image of the map
x → (Ax)(k) is equal to the range of (AA∗)(k), where X∗ and X(k) denote the conjugate transpose and the
kth Hadamard power of a matrix X, respectively. This settles a conjecture, due to Gorni and Tutaj-Gasin´ska,
related to the study of the Jacobian Conjecture.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
For a polynomial mapping F = (F1, F2, . . . , Fn) : Cn → Cn, the Jacobian Conjecture as-
serts that F is invertible if det JF ∈ C∗, where JF denotes the Jacobian matrix of F and C∗
denotes the set of nonzero complex numbers; see [1, Introduction]. It is shown by Druz˙kowski
[2] that it suffices to prove the Jacobian Conjecture for all cubic-linear mappings: FA(x) =
x + (Ax)(3), where A is an n × n complex matrix and X(k) = (xkij ) denotes the kth Hadamard
power of a complex matrix (or vector) X = (xij ). To study and classify cubic-linear mappings,
 This work is supported by the National Natural Science Foundation of China (No. 10471055) and “985 Project” of
Jilin University.
∗ Corresponding author.
E-mail addresses: sunxs@jlu.edu.cn (X. Sun), duxk@jlu.edu.cn (X. Du).
0024-3795/$ - see front matter ( 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2005.12.027
X. Sun et al. / Linear Algebra and its Applications 416 (2006) 868–871 869
cubic similarity is considered. Two matrices A,B are called cubic-similar if there exists a
linear invertible polynomial map T such that FB = T −1FAT . We can verify that A, B are
cubic-similar if and only if there exists T ∈ GLn(C) such that (AT x)(3) = T (Bx)(3) for all
x ∈ Cn. The invariants of cubic similarity can be used to classify cubic-linear mappings. With
respect to cubic similarity, Hubbers [3,4] has classified all the cubic-linear mappings FA with
det JFA ∈ C∗ (equivalently, J ((AX)(3)) is nilpotent) in dimension four and five. Meisters [5]
listed some cubic similarity invariants. The dimension of span(x → (Ax)(3)) is such an invariant,
where by the span of a map we mean the subspace spanned by the image of the map. Inves-
tigation of this span invariant led Gorni and Tutaj-Gasin´ska [6,7] to the following equivalent
conjectures.
Conjecture 1. For any n × n complex matrix A and any integer k  1,
span(x → (Ax)(k)) = range(AA∗)(k).
Conjecture 2. For any n × n positive semidefinite matrix B and any integer k  1,
span(x → (Bx)(k)) = range B(k).
In [6] the conjectures were stated for real matrices and were proved for eithern  3 or invertible
A and B. In [7] the conjectures were proved for complex matrices with either dimension n  4
or corank  2. In this paper we prove the conjectures for any dimension n and any integer
k  1.
2. Main results
We start with some notation and facts about Hadamard products of matrices. For details we
refer the reader to [8, Chapter 7] and [9, Chapter 5].
A Hermitian matrix B is said to be positive semidefinite if x∗Bx  0 for all x ∈ Cn. A
Hermitian matrix is positive semidefinite if and only if all of its eigenvalues are nonnegative
[8, Theorem 7.2.1].
For any complex matrices A = (aij ) and B = (bij ) of the same dimensions, we denote by
A ◦ B = (aij bij ) the Hadamard product of A and B, and by A(k) = (akij ) the kth Hadamard
power of A. If A and B are positive semidefinite then so is A ◦ B [8, Theorem 7.5.3].
For n × n Hermitian matrices A and B, we write A  B if A − B is positive semidefinite. If
A  B and C  0, then A ◦ C  B ◦ C [8, p. 475, Problem 4], from which the following lemma
follows by an inductive argument.
Lemma 3. If A  B  0, then A(k)  B(k)  0 for any integer k  1.
Lemma 4. For any n × n complex matrices A1, A2, . . . , Ak,
A1A
∗
1 ◦ A2A∗2 ◦ · · · ◦ AkA∗k  (A1 ◦ A2 ◦ · · · ◦ Ak)(A1 ◦ A2 ◦ · · · ◦ Ak)∗.
Proof. We prove the lemma by induction. The case k = 2 is proved in [10]. Suppose k > 2 and
A1A
∗
1 ◦ A2A∗2 ◦ · · · ◦ Ak−1A∗k−1  (A1 ◦ A2 ◦ · · · ◦ Ak−1)(A1 ◦ A2 ◦ · · · ◦ Ak−1)∗.
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A1A
∗
1 ◦ A2A∗2 ◦ · · · ◦ AkA∗k
 (A1 ◦ A2 ◦ · · · ◦ Ak−1)(A1 ◦ A2 ◦ · · · ◦ Ak−1)∗ ◦ AkA∗k
 (A1 ◦ A2 ◦ · · · ◦ Ak)(A1 ◦ A2 ◦ · · · ◦ Ak)∗,
as desired. 
The following lemma can be found in [11, p. 183, Problem 28].
Lemma 5. Let A,B,C be complex matrices such that A and C are square and M =
(
A B
B∗ C
)
is
positive semidefinite. Then every column of B is a linear combination of the columns of A.
Now we prove the main result.
Theorem 6. For any n × n positive semidefinite matrix B and any integer k  1,
span(x → (Bx)(k)) = range B(k).
Proof. Let ρ(X) denote the spectral radius of a matrix X. The theorem is certainly true when
B = 0, so assume B /= 0. Then ρ(B) /= 0 since B is Hermitian. Because
span(x → (ρ(B)−1Bx)(k)) = span(x → (Bx)(k)),
range(ρ(B)−1B)(k) = range B(k),
ρ(ρ(B)−1B) = 1,
there is no loss of generality to assume that ρ(B) = 1.
Let B = (α1, α2, . . . , αn), let rank B = r and let {α(1), α(2), . . . , α(r)} be a maximal linear
independent subset of {α1, α2, . . . , αn}. Notice that range B(k) is generated by the set {α(k)1 , α(k)2 ,
. . . , α
(k)
n } and that α(k)i = (Bei)(k), where ei is the ith standard basis vector of Cn for i =
1, 2, . . . , n. Then
range B(k) ⊆ span(x → (Bx)(k)).
On the other hand, [7, Proposition 4] ensures that span(x → (Bx)(k)) is generated by the set
S =
{
α
(i1)
(1) ◦ α(i2)(2) ◦ · · · ◦ α(ir )(r)
∣∣∣ i1 + i2 + · · · + ir = k
}
.
Thus, to prove the theorem it suffices to show that each vector in S is a linear combination of
α
(k)
1 , α
(k)
2 , . . . , α
(k)
n . We will show that for any n × n permutation matrices P1, P2, . . . , Pk , every
column of BP1 ◦ BP2 ◦ · · · ◦ BPk is a linear combination of α(k)1 , α(k)2 , . . . , α(k)n .
Let M =
(
B(k) C
C∗ I
)
, where C = BP1 ◦ BP2 ◦ · · · ◦ BPk . Notice that
(
I −C
0 I
)
M
(
I 0
−C∗ I
)
=
(
B(k) − CC∗ 0
0 I
)
.
Then we see that M is congruent to
(
B(k) − CC∗ 0
0 I
)
. Since PiP ∗i = I for i = 1, 2, . . . , k, Lemma
4 implies that
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(BB∗)(k) = (BP1)(BP1)∗ ◦ (BP2)(BP2)∗ ◦ · · · ◦ (BPk)(BPk)∗
 (BP1 ◦ BP2 ◦ · · · ◦ BPk)(BP1 ◦ BP2 ◦ · · · ◦ BPk)∗
= CC∗.
Since B is positive semidefinite and ρ(B) = 1, there is a unitary U such that
B = U∗diag(λ1, . . . , λn)U, 0  λi  1, i = 1, 2, . . . , n,
whence BB∗ = U∗diag(λ21, . . . , λ2n)U. Hence B  BB∗  0. Lemma 3 implies that B(k) 
(BB∗)(k)  0, and so
B(k)  (BB∗)(k)  CC∗.
Therefore,
(
B(k) − CC∗ 0
0 I
)
is positive semidefinite, and hence M is positive semidefinite. Lemma
5 ensures that each column of C = BP1 ◦ BP2 ◦ · · · ◦ BPk is a linear combination of α(k)1 , α(k)2 ,
. . . , α
(k)
n . 
Since range A = range AA∗, Theorem 6 ensures that for any n × n complex matrix A and any
integer k  1,
span(x → (Ax)(k)) = span(x → (AA∗x)(k)) = range(AA∗)(k).
Therefore, we have the following theorem.
Theorem 7. For any n × n complex matrix A and any integer k  1,
span(x → (Ax)(k)) = range(AA∗)(k).
Remark 8. It follows from Theorem 7 that the cubic-similar invariant dim span(x → (Ax)(3))
equals rank(AA∗)(3).
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