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Abstract
We develop a modern extended scattering theory for CMV matrices with asymptotically constant
Verblunsky coefficients. We show that the traditional (Faddeev–Marchenko) condition is too restrictive
to define the class of CMV matrices for which there exists a unique scattering representation. The main
results are: (1) the class of twosided CMV matrices acting in l2, whose spectral density satisfies the Szegö
condition and whose point spectrum the Blaschke condition, corresponds precisely to the class where the
scattering problem can be posed and solved. That is, to a given CMV matrix of this class, one can associate
the scattering data and the FM space. The CMV matrix corresponds to the multiplication operator in this
space, and the orthonormal basis in it (corresponding to the standard basis in l2) behaves asymptotically as
the basis associated with the free system. (2) From the point of view of the scattering problem, the most
natural class of CMV matrices is that one in which (a) the scattering data determine the matrix uniquely
and (b) the associated Gelfand–Levitan–Marchenko transformation operators are bounded. Necessary and
sufficient conditions for this class can be given in terms of an A2 kind condition for the density of the
absolutely continuous spectrum and a Carleson kind condition for the discrete spectrum. Similar conditions
close to the optimal ones are given directly in terms of the scattering data.
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CMV matrices are a comparably new object in spectral/scattering theory. On the other hand
they are strongly related to the classical theory of Orthogonal Polynomials on the Unite Circle.
An intensive study of them was initiated by Simon’s monograph [30,31], for historical details
see [33]. For the spectral theory of CMV matrices see also Gesztesy–Zinchenko [13,14].
For a given sequence of numbers from the unit disk D
. . . , a−1, a0, a1, a2, . . . (1.1)
define unitary 2 × 2 matrices
Aj =
[
aj ρi
ρj −aj
]
, ρj =
√
1 − |aj |2,
and unitary operators in l2(Z) = l2(Z−)⊕ l2(Z+) given by block-diagonal matrices
A0 =
⎡
⎢⎢⎢⎢⎣
. . .
A−2
A0
. . .
⎤
⎥⎥⎥⎥⎦ , A1 = S
⎡
⎢⎢⎢⎢⎣
. . .
A−1
A1
. . .
⎤
⎥⎥⎥⎥⎦S−1,
where S|j 〉 = |j + 1〉. The CMV matrix A, generated by the sequence (1.1), is the product
A = A({aj }) := A0A1. (1.2)
{aj } are called Verblunsky coefficients or Schur parameters. A is a unitary operator, whose re-
solvent, essentially, is the inverse to a three-diagonal matrix
(v − A)−1 = A∗1
(
vA∗1 − A0
)−1
. (1.3)
In this paper we develop a modern extended scattering theory for CMV matrices with asymp-
totically constant Verblunsky coefficients
lim
n→±∞an = a± = |a|e
ic± , 0 = |a| < 1. (1.4)
For the classical scattering theory we refer to the monographs [3,21,36]. To the best of our
knowledge there is no literature on scattering theory for CMV matrices in the classical Faddeev–
Marchenko approach. The most close case of Jacobi matrices is described in detail in [36],
originally developed in [4,15]. In the classical setting the class of operators is fixed by the nice
(Faddeev–Marchenko) condition. However, the complete description of the corresponding class
of scattering data involves quite a long list of conditions that look artificial, in particular the
reflection coefficient has to be smooth and only a finite set of eigenvalues are allowed.
In the last years one can see clearly the following tendency in Spectral Theory: the notions
of continuity and differentiability are replaced by Lp,Ap , BMO, etc. conditions; methods of a
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values under different conditions are attracting much interest, as the extension of Szegö’s theory
[25,26], the discoveries by Killip and Simon [18] and very recently that ones by Damanik, Killip
and Simon [6] on asymptotically periodic orthogonal polynomials, Denisov’s extension of the
Rakhmanov theorem [8] and its new groundbreaking generalization by Remling [29].
We should mention that in the case of asymptotically zero Verblunsky coefficients,
lim
n→±∞an = 0,
the existence of the so-called wave operators and thus of the scattering function is proved for
the Szegö class in Simon’s book [31, Section 10.7] and for the related Dirac equation with L2
potentials by Denisov [9]. As it was mentioned existence of the scattering data in a certain sense
is a starting point for the Faddeev–Marchernko scattering theory where the key point is the ques-
tion on one to one correspondence between operators and scattering data. The correspondence
between Verblunsky coefficients and the scattering data (Nonlinear Fourier Transform) in this
case was considered (in our setting) in [35], see also [17].
Note that the scattering theory for Jacobi matrices with an almost periodic background in the
classical setting was considered by G. Teschl’s group in [10] and even with a steplike background,
when the left and right asymptotics does not belong to the same isospectral set in [11].
Now we briefly outline the structure of the paper and its main results. We represent CMV
matrices with constant coefficients as a multiplication operator in L2-space with respect to a
specific basis. This basis substitutes the standard basis in L2, which is used for the free Jacobi
matrix. Then we demonstrate that a similar orthonormal system in a certain “weighted” Hilbert
space, which we call the Faddeev–Marchenko (FM) space, behaves asymptotically as the system
in the standard (free) case discussed just before. The duality between the two types of Hardy
subspaces in it plays the key role in the proof of all asymptotics involved. We show that the
traditional (Faddeev–Marchenko) condition is too restrictive to define the class of CMV matrices
for which there exists a unique scattering representation. The main results are: (1) the class
of twosided CMV matrices acting in l2, whose spectral density satisfies the Szegö condition
and whose point spectrum the Blaschke condition (called Szegö-Blaschke class), corresponds
precisely to the class where the scattering problem can be posed and solved. That is, to a given
CMV matrix of this class, one can associate the scattering data and the FM space. The CMV
matrix corresponds to the multiplication operator in this space, and the orthonormal basis in it
(corresponding to the standard basis in l2) behaves asymptotically as the basis associated with
the free system. (2) From the point of view of the scattering problem, the most natural class of
CMV matrices is that one in which (a) the scattering data determine the matrix uniquely and
(b) the associated Gelfand–Levitan–Marchenko (GLM) transformation operators are bounded.
Necessary and sufficient conditions for this class can be given in terms of an A2 kind condition
for the density of the absolutely continuous spectrum and a Carleson kind condition for the
discrete spectrum (so we call it A2-Carleson class). Similar conditions, close to the optimal ones,
are given directly in terms of the scattering data, see Theorem 1.20.
1.1. CMV matrices with constant coefficients
Recall that a Schur function θ+(v), |θ+(v)| 1, v ∈ D, (a finite Blaschke product is a special
case) is in a one to one correspondence with the so-called Schur parameters
θ+(v) ∼ {a0, a1, . . .}, (1.5)
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θ+(v) = a0 + vθ
(1)
+ (v)
1 + va0θ(1)+ (v)
,
a0 = θ+(0), a1 = θ(1)+ (0), and so on. . .
It is evident that the matrix A({ak}) is well defined by the two Schur functions {θ+(v), θ−(v)},
given by (1.5) and
θ−(v) ∼ {−a−1,−a−2, . . .}. (1.6)
The spectral set of a CMV matrix Aa with the constant coefficients an = a = 0 is an arc
E = Ea =
{
eiξ : ξ0  ξ  2π − ξ0
}
, (1.7)
where ρ =√1 − |a|2 = cos ξ02 .
The following construction is a very special case of a functional realization of almost periodic
operators [23,27]. The domain Ω = C¯ \E is conformally equivalent to the unit disk D:
z = i 1 + v
1 − v , v ∈ Ω,
2 tan
ξ0
2
z = ζ + 1
ζ
, ζ ∈ D. (1.8)
Put  := −i tan π−ξ04 ∈ D, so that
v() = 0, v(¯) = ∞. (1.9)
The Green function G(v, v0) = G(v, v0;Ω) is of the form
G
(
v(ζ ), v(ζ0)
)= log 1|bζ0(ζ )| , (1.10)
where
bζ0(ζ ) = eic
ζ − ζ0
1 − ζ ζ¯0 (1.11)
is the Blaschke factor in D. For Im ζ0 = 0 it is convenient to use the normalization bζ0(ζ¯0) > 0.
In particular,
b(ζ ) = 1 ζ −  and therefore v(ζ ) = b(ζ ) . (1.12)
i 1 − ζ ¯ b¯(ζ )
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by
‖f ‖2 =
∫
T
∣∣f (τ)∣∣2 dm(τ), (1.13)
so that the reproducing kernel of the H 2 subspace is of the form
kζ0(ζ ) = k(ζ, ζ0) =
1
1 − ζ ζ¯0 .
By K(ζ, ζ0) we denote the normalized kernel
K(ζ, ζ0) = kζ0(ζ )‖kζ0‖
=
√
1 − |ζ0|2
1 − ζ ζ¯0
. (1.14)
Using the above notation, to the given βk = e2πiτk ∈ T, k = 0,1, we associate the space
H 2(β0, β1) of analytic multivalued functions f (ζ ), ζ ∈ D \ {, ¯}, such that |f (ζ )|2 is single-
valued and has a harmonic majorant and
f ◦ γi = βif,
where γi is a small circle around  and ¯ , respectively. Such a space can be reduced to the
standard Hardy space H 2, moreover
H 2(β0, β1) = bτ0 bτ1¯ H 2.
Lemma 1.1. Let b = √bb¯ . The space bH 2(1,−1) is a subspace of H 2(−1,1) having a one-
dimensional orthogonal complement, moreover
H 2(−1,1) = {√bk¯} ⊕ bH 2(1,−1). (1.15)
Iterating, now, the decomposition (1.15)
H 2(−1,1) = {√bk¯} ⊕ bH 2(1,−1)
= {√bk¯} ⊕ b{√b¯k} ⊕ b2H 2(−1,1) = · · · ,
one gets an orthogonal basis in H 2(−1,1) consisting of vectors of two sorts
b2m{√bk¯} and b2m+1{√b¯k}. (1.16)
Note that this orthogonal system can be extended to the negative integers m so that we obtain a
basis in the standard L2.
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en =
{
b2m
√
bK¯e
ic, n = 2m,
b2m+1
√
b¯K, n = 2m+ 1,
(1.17)
the multiplication operator by v is the CMV matrix Aa , a = eic k(,¯)k(,) = eic sin ξ02 .
As it was mentioned the above theorem is a part of a very general construction, see [23,27].
In this particular case, we will break the symmetry of the shift operation. Paying this price we
can use the standard H 2 space. Factoring out
√
b , we get
Theorem 1.3. The system of functions
en,c =
{
bm b
m
¯ K¯e
ic, n = 2m,
bm b
m+1
¯ K, n = 2m+ 1,
(1.18)
forms an orthonormal basis in H 2 if n ∈ Z+ and in L2 if n ∈ Z. With respect to this basis the
multiplication operator by v is the CMV matrix Aa .
1.2. Szegö–Blaschke class and the direct scattering
It follows from
A
{|2n− 1〉ρ2n−1 − |2n〉a¯2n−1}= |2n〉a¯2n + |2n+ 1〉ρ2n,
A−1
{|2n〉ρ2n − |2n+ 1〉a2n}= |2n+ 1〉a2n+1 + |2n+ 2〉ρ2n+1 (1.19)
that the subspace formed by the vectors | − 1〉, |0〉 is cyclic for A. The resolvent matrix-function
is defined by the relation
R(v) = E∗ A + v
A − v E, (1.20)
where E : C2 → l2(Z), in such a way that
E
[
c−1
c0
]
= | − 1〉c−1 + |0〉c0.
This matrix-function possesses the integral representation
R(v) =
∫
T
t + v
t − v dΣ(t) (1.21)
where Σ is a 2 × 2 matrix-measure. A is unitary equivalent to the multiplication operator by an
independent variable on
L2dΣ =
{
f =
[
f−1(t)
f0(t)
]
:
∫
f ∗(t) dΣ(t)f (t) < ∞
}
.T
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the Schur functions (1.5), (1.6)
R(v) =
I + vA∗−1
[
θ
(1)
− (v) 0
0 θ+(v)
]
I − vA∗−1
[
θ
(1)
− (v) 0
0 θ+(v)
] . (1.22)
In particular, this means that the rank of the measure Σ(t0) at an isolated spectral point t0 is one,
and the spectral density of the absolutely continuous part has the form
dΣ(t)
dm(t)
= I + R
∗(t)
2
[
1 − |θ(1)− (t)|2 0
0 1 − |θ+(t)|2
]
I + R(t)
2
. (1.23)
Definition 1.4. Let E be an arc of the form (1.7) and X be a discrete set in T \E, which satisfies
the Blaschke condition in Ω = C¯ \E:
X = {tk = v(ζk): ζk ∈ Z},
Z =
{
ζk ∈ R ∩ D:
∑(
1 − |ζk|
)
< ∞
}
. (1.24)
We say that A is in ASB(E) if σ(A) = E ∪ X, the spectral measure is absolutely continuous
on E,
dΣ | E = W(t) dm(t) (1.25)
and the density satisfies the Szegö condition
log detW
(
v(τ)
) ∈ L1. (1.26)
Remark 1.5. Due to condition (1.24), R(v) is of bounded characteristic in Ω [34, Theorem D],
see Section 5. Therefore (1.26) is equivalent to
log
(
1 − ∣∣θ(1)− (v(τ))∣∣2)(1 − ∣∣θ+(v(τ))∣∣2) ∈ L1. (1.27)
With the set X (1.24) we associate the Blaschke product
B(ζ ) =
∏
Z
|ζk|
ζk
ζk − ζ
1 − ζ ζ¯k
(1.28)
(this product contains the factor ζ if 0 ∈ Z).
2164 F. Peherstorfer et al. / Journal of Functional Analysis 256 (2009) 2157–2210Theorem 1.6. Let A ∈ ASB(E). Then there exists a generalized eigenvector (see (1.19))
v(τ)
{
e+(2m− 1, τ )ρ2m−1 − e+(2m,τ)a¯2m−1
}
= e+(2m,τ)a2m + e+(2m+ 1, τ )ρ2m,
v(τ)−1
{
e+(2m,τ)ρ2m − e+(2m+ 1, τ )a2m
}
= e+(2m+ 1, τ )a2m+1 + e+(2m+ 2, τ )ρ2m+1 (1.29)
such that (see (1.18))
T+(τ )e+(−n− 1, τ ) = τ¯en,c−(τ¯ )+R−(τ )en,c−(τ )+ o(1),
T+(τ )e+(n, τ ) = T+(τ )en,c+(τ )+ o(1) (1.30)
in L2 as n → ∞. Moreover the functions
b−m b−m¯ (BT+)(τ )e
+(2m,τ) and b−m b−m−1¯ (BT+)(τ )e
+(2m+ 1, τ ) (1.31)
belong to H 2 for all m ∈ Z, that is, e+(n, ζ ) is well defined in D and
1
ν+(ζk)
:=
∞∑
n=−∞
∣∣e+(n, ζk)∣∣2 < ∞ (1.32)
for all ζk: v(ζk) ∈ X.
Let ι|n〉 := | − 1 − n〉. The following involution acts on the isospectral set of CMV matrices
ιA
({an})ι = A({−a−n−2}). (1.33)
Theorem 1.6 with respect to ιAι can be rewritten into the form
Corollary 1.7. Simultaneously with the eigen vector (1.29) there exists the vector
v(τ)
{
e−(−2m,τ)ρ2m−1 − e−(−2m− 1, τ )a¯2m−1
}
= e−(−2m− 1, τ )a2m + e−(−2m− 2, τ )ρ2m,
v(τ)−1
{
e−(−2m− 1, τ )ρ2m − e−(−2m− 2, τ )a2m
}
= e−(−2m− 2, τ )a2m+1 + e−(−2m− 3, τ )ρ2m+1, (1.34)
possessing the asymptotics
T−(τ )e−(−n− 1, τ ) = τ¯en,c+(τ¯ )+R+(τ )en,c+(τ )+ o(1),
T−(τ )e−(n, τ ) = T−(τ )en,c−(τ )+ o(1) (1.35)
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1
ν−(ζk)
:=
∞∑
n=−∞
∣∣e−(n, ζk)∣∣2 < ∞ (1.36)
for all ζk: v(ζk) ∈ X.
Remark 1.8.
(1) We will see that Theorem 1.6 belongs to the family of Szegö kind results. Actually it claims
that an orthonormal system in a certain “weighted” Hilbert space behaves asymptotically as
such a system in the “unweighted” space.
(2) On the other hand it belongs to the family of “direct scattering theorems” (see e.g. [21])
having the following specific feature: the class of CMV matrices is given in terms of their
spectral properties, but not in terms of a behavior of the coefficients sequences.
R±, T± in the asymptotics (1.30), (1.35) are called the reflection and transmission coefficients,
respectively. They form the, so-called, scattering matrix
S(τ) =
[
R− T−
T+ R+
]
(τ ), τ ∈ T, (1.37)
and can be described as follows.
Proposition 1.9. The matrix function S possesses two fundamental properties: S∗(τ¯ ) = S(τ) and
it is unitary-valued. The third property is analyticity of the entries T±, each of them has analytic
continuation in D as a function of bounded characteristic of a specific nature,—it is the ratio of
an outer function and a Blaschke product. That is,
• R+ is a contractive symmetric Szegö function on T:∣∣R+(τ )∣∣ 1, R+(τ ) = R+(τ¯ ),∫
T
log
(
1 − ∣∣R+(τ )∣∣2)dm(τ) > −∞; (1.38)
• All other coefficients are of the form
T− := O
B
, T+(τ ) = T−(τ¯ ) and R− := −T−
T¯+
R¯+, (1.39)
where O is the outer function in the unit disk D, such that
|O|2 + ∣∣R+(τ )∣∣2 = 1 a.e. on T (1.40)
and
T∓() = −ieic±
∣∣T∓()∣∣. (1.41)
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1
ν+(ζk)
1
ν−(ζk)
=
∣∣∣∣
(
1
T±
)′
(ζk)
∣∣∣∣
2
. (1.42)
Now, we define the Faddeev–Marchenko Hilbert space.
Definition 1.10. Set
α+ := {R+, ν+}. (1.43)
An element f of the space L2α+ is a function on T ∪ Z such that
‖f ‖2α+ =
∑
ζk∈Z
∣∣f (ζk)∣∣2ν+(ζk)
+ 1
2
∫
T
[
f (τ) τf (τ¯ )
][ 1 R+(τ )
R+(τ ) 1
][
f (τ)
τ¯f (τ¯ )
]
dm (1.44)
is finite.
Theorem 1.11. For A ∈ ASB(E) the system{
e+(n, ζ )
}∞
n=−∞ (1.45)
forms an orthonormal basis in the associated space L2α+ . Therefore, the map
F+ : l2(Z) → L2α+ such that F+|n〉 := e+(n, ζ ) (1.46)
is unitary. Moreover F+A(F+)∗ is the multiplication operator by v.
(1.46) is called the scattering representation of A. Note that simultaneously we have the rep-
resentation
F− : l2(Z) → L2α− such that F−| − n− 1〉 := e−(n, ζ ). (1.47)
Theorem 1.12. The scattering representations (1.46), (1.47) determine each other by
T±(τ )
(F±f˜ )(τ ) = τ¯(F∓f˜ )(τ¯ )+R∓(τ )(F∓f˜ )(τ ), τ ∈ T,
(F±f˜ )(ζk) = −
(
1
T±
)′
(ζk)ν∓(ζk)
(F∓f˜ )(ζk), ζk ∈ Z, (1.48)
for f˜ ∈ l2(Z), and have the following analytic properties
(BT±)F±
(
l2(Z±)
)⊂ H 2. (1.49)
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e+(2m,τ) = eic+bm bm¯ L¯(2m,τ),
ρ2me
+(2m+ 1, τ )+ a¯2me+(2m,τ) = bm bm¯ L(2m,τ), (1.50)
and
e+(2m+ 1, τ ) = bm bm+1¯ L(2m+ 1, τ ),
ρ2m+1e+(2m+ 2, τ )+ a2m+1e+(2m+ 1, τ ) = eic+bm bm+1¯ L¯(2m+ 1, τ ). (1.51)
Then ∣∣∣∣ τ¯L¯(n, τ¯ ) τ¯L(n, τ¯ )L¯(n, τ ) L(n, τ )
∣∣∣∣= d logv(τ)dτ . (1.52)
1.3. Inverse scattering: a brief discussion
The unimodular constant eic+ and the pair α+ (1.43) are called the scattering data.
A fundamental question is how to recover the CMV matrix from the scattering data? When
can this be done? Do we have a uniqueness theorem?
We say that the scattering data are in the Szegö over Blaschke class, α+ ∈ ASB(E), if
• R+ has the properties (1.38),
• ν+ is a discrete measure supported on Z (1.24).
Let us point out that we did not even assume that the measure ν+ is finite.
In short: to every scattering data of this class we can associate the system of reflection/trans-
mission coefficients by (1.39)–(1.41), the dual measure ν− (1.42) and the constant eic− (1.41)
in such a way that there exists a CMV matrix from ASB(E), which satisfies Theorem 1.6 and
Corollary 1.7 with these data.
To this end we associate with α+ the Faddeev–Marchenko space L2α+ , define a Hardy type
subspace Hˇ 2α+ in it, and, similar to (1.18), construct the orthonormal basis (at this place the
constant eic+ is required). Then, the multiplication operator (with respect to this basis) is the
CMV matrix and the claim of Theorem 1.6 is a Szegö kind result on the asymptotics of this
orthonormal system.
For a brief explanation of the uniqueness problem we would like to use the following analogy.
For the measure dμ = w(τ )dm(τ), with logw ∈ L1, we can define the Hardy space Hˇ 2μ as the
closure of H∞ (or polynomials) in L2μ-sense. On the other hand, let us define the outer function
φ such that |φ|2 = w and then define
Hˆ 2μ :=
{
f = g
φ
: g ∈ H 2
}
. (1.53)
According to the Beurling theorem [12] these two Hardy spaces are the same. But as we shall see
in the Faddeev–Marchenko setting their counterparts Hˇ 2α+ and Hˆ
2
α+ do not necessarily coincide.
Indeed, for the data α+ uniqueness in the inverse scattering takes place if and only if Hˇ 2 = Hˆ 2 .α+ α+
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Let α+ ∈ ASB(E). Define T±, the dual data: eic− , α− := {R−, ν−}, and set[
T+f+
T−f−
]
(τ ) =
[
T+ 0
R+ 1
]
(τ )
[
f+(τ )
τ¯f+(τ¯ )
]
=
[
1 R−
0 T−
]
(τ )
[
τ¯ f−(τ¯ )
f−(τ )
]
(1.54)
for τ ∈ T and
f−(ζk) = −
(
1
T−
)′
(ζk)ν+(ζk)f+(ζk) (1.55)
for ζk ∈ Z . It is evident that in this way we define a unitary map from L2α+ to L2α− , in fact, due
to (1.54)
1
2
∫
T
[
f+(τ ) τ¯f+(τ¯ )
][ 1 R+(τ )
R+(τ ) 1
][
f+(τ )
τ¯f+(τ¯ )
]
dm
= ‖T+f
+‖2 + ‖T−f−‖2
2
, (1.56)
where in the RHS we have the standard L2 norm on T. The key point is duality not only between
these two spaces but, what is more important, between corresponding Hardy subspaces.
Let us introduce two versions of Hardy subspaces (in general, they are not equivalent!). The
first one Hˇ 2α+ basically is the closure of H
∞ with respect to the given norm. More precisely, let
B = {BN }, where BN is a divisor of B such that B/BN is a finite Blaschke product. Then
f := BNg, g ∈ H∞, BN ∈ B, (1.57)
belongs to L2α+ and by Hˇ
2
α+ we denote the closure in L
2
α+ of functions of the form (1.57). Let us
point out that every element f of Hˇ 2α+ is such that Of belongs to the standard H
2
, see (1.56).
Therefore, in fact, f (ζ ) has an analytic continuation from T in the disk D. Moreover, the value
of f at ζk , due to this continuation, and f (ζk), that should be defined for all ζk ∈ Z since f is a
function from L2α+ , still perfectly coincide.
The second space also consists of functions from L2α+ having an analytic continuation in D.
Definition 1.13. A function f ∈ L2α+ belongs to Hˆ 2α+ if g(τ) := (BT+f )(τ ), τ ∈ D, belongs to
the standard H 2 and
f (ζk) =
(
g
BT+
)
(ζk), ζk ∈ Z,
where in the RHS g and BT+ are defined by their analytic continuation in D.
The following theorem clarifies the relations between the two Hardy spaces.
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f− ∈ Hˆ 2α− . In short, we write (
Hˆ 2α−
)+ = L2α+  Hˇ 2α+ . (1.58)
1.5. Main results on inverse scattering
Both Hˇ 2α+ and Hˆ
2
α+ are spaces of analytic functions in D with the reproducing kernels, which
we denote by kˇα+,ζ0 = kˇα+(ζ, ζ0) and kˆα+,ζ0 = kˆα+(ζ, ζ0) respectively. We put
Kˇα+,ζ0 =
kˇα+,ζ0
‖kˇα+,ζ0‖
, Kˆα+,ζ0 =
kˆα+,ζ0
‖kˆα+,ζ0‖
. (1.59)
Define the following shift operation on the scattering data
αn+ =
{
R
(n)
+ , ν
(n)
+
} := {bnbn¯R+, bnbn¯ν+}, n ∈ Z. (1.60)
Theorem 1.15. Let Kα+,ζ0 denote one of the normalized kernel in (1.59). The system of functions
e+(n, τ ) =
{
bm b
m
¯ Kαn+,¯ (τ )e
ic+ , n = 2m,
bm b
m+1
¯ Kαn+,(τ ), n = 2m+ 1,
(1.61)
forms an orthonormal basis in Hˇ 2α+ and Hˆ 2α+ respectively, if n ∈ Z+ and in the whole L2α+
if n ∈ Z. With respect to this basis the multiplication operator by v(τ) is the CMV matrix
A ∈ ASB(E) with coefficients given by (1.29). Moreover, the scattering data given by Propo-
sition 1.9 and the dual orthonormal system
T−(τ )e−(−1 − n, τ) := τ¯ e+(n, τ¯ )+R+(τ )e+(n, τ ) (1.62)
correspond to A in the sense of Theorem 1.6 and Corollary 1.7.
An important observation is the following
Proposition 1.16. Let A ∈ ASB(E), and let α+ and F+ correspond to this matrix. Then
Hˇ 2α+ ⊂ F+
(
l2(Z+)
)⊂ Hˆ 2α+ . (1.63)
Due to this observation the direct scattering result Theorem 1.6 can be proved as a corollary
of the inverse scattering Theorem 1.15.
Concerning the uniqueness problem:
Theorem 1.17. The scattering data α+, eic+ determine A ∈ ASB(E) if and only if
kˇα±(,)kˇα−1∓
(¯, ¯) = 1|T±()|2
1
(1 − ||2)2 . (1.64)
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E
W−1(t) dm(t) < ∞, (1.65)
then there is no other CMV matrix of ASB(E) class corresponding to the same scattering data.
In fact, (1.65) means that e±(n, τ ) ∈ L2 for n = −1,0 and, therefore, for all n ∈ Z. In this
case there exist the decompositions
e±(n, τ ) =
∑
ln
M±l,nel,c±(τ ). (1.66)
The following matrix
M+ =
⎡
⎢⎢⎢⎢⎣
M+0,0 0 0 . . .
M+1,0 M
+
1,1 0 . . .
M+2,0 M
+
2,1 M
+
2,2 . . .
...
...
...
. . .
⎤
⎥⎥⎥⎥⎦ (1.67)
yields the transformation (Gelfand–Levitan–Marchenko) operator, acting in l2(Z+). Similarly
we define M− : l2(Z−) → l2(Z−) (for details see Sect. 8). Note that under condition (1.65) they
are not necessarily bounded. We present necessary and sufficient conditions when the scattering
data determine the CMV matrix and both transformation operators M± are bounded.
For θ ∈ ΘSB(E) consider the following two conditions:
(i) for all arcs I ⊂ E
sup
I
〈w〉I
〈
w−1
〉
I
< ∞, (1.68)
where w(t) := 1−|θ(t)|2|1−θ(t)|2 , and
〈w〉I := 1|I |
∫
I
w(t) dm(t).
(ii) for all arcs of the form I = (eiξ , eiξ0) or I = (e−iξ0 , e−iξ ), I ⊂ T \E,
sup
I
{ ∑
eiηk∈Y∩I
1√|I‖Ik|〈w〉Ik
d logv
d log θ
(
eiηk
)}
< ∞, (1.69)
where Y = {eiηk ∈ T \E: θ(eiηk ) = 1}, and
Ik =
{
(eiξ0, ei(2ξ0−ηk)), ηk > 0,
(e−i(2ξ0−ηk), e−iξ0), ηk < 0.
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{R+, ν+, eic+}. Then the following statements are equivalent.
(1) The Schur functions θ± satisfy (i), (ii).
(2) The scattering data {R+, ν+, eic+} determine a CMV matrix of ASB(E) class uniquely and
both related transformation operators are bounded.
The importance of the A2 condition in the inverse scattering/spectral problems was mentioned
e.g. in [22, Chapter 2, Section 4] and [1].
In Section 9 we propose the following sufficient condition given directly in terms of the scat-
tering data.
With ν+ we associate the measure ν˜+ by
ν˜+(ζk) = 1|B ′(ζk)|2ν+(ζk) (1.70)
and with the reflection coefficient R+ the Szegö function
R˜+(τ ) = R+(τ )B(τ)2. (1.71)
Theorem 1.20. Let ν˜+ be a Carleson measure in D and let R˜+ satisfy the following modification
of the A2 condition
sup
I
1
|I |
∫
I
|R˜+ − 〈R˜+〉I |2 + (1 − |〈R˜+〉I |2)
1 − |R˜+|2
dm< ∞. (1.72)
Then the data α+ = {R+, ν+} determine the CMV matrix uniquely for any eic+ . Moreover, the
both GLM transformation operators are bounded.
The theorem shows that the class of data, compared with the classical Faddeev–Marchenko
one, is widely extended (indeed an infinite set of mass points is allowed and the reflection coef-
ficient is very far away from being necessarily a continuous function).
Remark 1.21. Concerning (1.72) criteria for the strong regularity of J -inner functions and γ -
generating matrices see [2] look similarly.
Remark 1.22. As we clarified in a discussion with A. Kheifets our condition is optimal among
all of conditions on the scattering data which have the following two properties: (a) the condition
is stable with respect to the involution R+(τ ) → −R+(τ ); (b) the assumption on R+ depends on
the support of ν+ but not on the corresponding masses.
2. Proof of the duality theorem
The main goal of the lemma below is to clarify notations that could be a bit confusing. We be-
lieve that the diagram, given in it, and the proof will help to avoid misunderstanding: ±-mappings
L2α+
±←→ L2α− , defined by (1.54), (1.55), actually depend on the data {R±, ν±}, although we do
not indicate this dependence explicitly.
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for all ζk ∈ Z . Put w∗(ζ ) := w(ζ¯ ). The following diagram is commutative
L2{ww∗R+,ww∗ν+}
−
w
L2α+
−
L2{w−1w−1∗ R−,w−1w−1∗ ν−}
+
w−1∗
L2α−
+
(2.1)
Here the horizontal arrows are related to the unitary multiplication operators and the vertical
arrows are related to two different ±-duality mappings.
Proof. Note that both w and w−1∗ are well defined on T ∪ Z . Evidently, wf ∈ L2α+ means that
f ∈ L2{ww∗R+,ww∗ν+}. Also, since |w(τ)| = 1, τ ∈ T, we have that {w−1w−1∗ R−,w−1w−1∗ ν−}
are minus-scattering data for {ww∗R+,ww∗ν+} if α− corresponds to α+. In other words the
T±-functions remain the same for both sets of scattering data. Then we use definitions (1.54),
(1.55). 
Proof of Theorem 1.14. Let us mention that f+ ∈ L2α+ implies
(T−f−)(τ ) = R+(τ )f+(τ )+ τ¯ f+(τ¯ ) ∈ L2, τ ∈ T.
Since
〈
f+,Bh
〉
α+ =
〈
R+(τ )f+(τ )+ τ¯ f+(τ¯ ), τ¯B(τ¯ )h(τ¯ )
〉
, h ∈ H 2,
it follows from f+ ∈ L2α+  Hˇ 2α+ that
(BT−f−)(τ ) = g(τ) := B(τ)
(
R+(τ )f+(τ )+ τ¯ f+(τ¯ )
) ∈ H 2.
Now we calculate the scalar product
〈
f+, B(τ)
τ − ζk
〉
α+
= f+(ζk)B ′(ζk)ν+(ζk)+
〈
BT−f−,
1
1 − τ ζ¯k
〉
= f+(ζk)B ′(ζk)ν+(ζk)+ g(ζk) = 0.
Therefore, by (1.55) we get
f−(ζk) =
(
g
BT−
)
(ζk), ζk ∈ Z.
For the converse direction we calculate the scalar product of f+ ∈ Hˆ 2α+ with a function of the
form BNg, BN ∈ B, g ∈ H 2 and use the fact that BT−f− ∈ H 2. 
F. Peherstorfer et al. / Journal of Functional Analysis 256 (2009) 2157–2210 21733. Reproducing kernels
We prove several propositions concerning specific properties of the reproducing kernels in
Hˇ 2α+ and Hˆ
2
α+ . The multiplication operator by v is playing an essential role in these constructions.
Lemma 3.1. Let kˇα+(ζ, ) and kˆα+(ζ, ) denote the reproducing kernels of the spaces Hˇ 2α+ and
Hˆ 2α+ respectively. Then
(
kˇα+(ζ, )
)− = 1 − ζ
(ζ − ¯)(1 − ||2)
1
T−(¯)
kˆ
α−1−
(ζ, ¯)
kˆ
α−1−
(¯, ¯)
, (3.1)
and, therefore,
kˇα+(,)kˆα−1−
(¯, ¯) = 1|T−(¯)|2
1
(1 − ||2)2 . (3.2)
Proof. First we note that the following one-dimensional spaces coincide:
{
(kˇα+(ζ, )
}− = {b−1¯ kˆα−1− (ζ, ¯)}.
It follows immediately from Theorem 1.14, but let us give a formal proof. Starting with the
orthogonal decomposition
{
kˇα+(ζ, )
}= Hˇ 2α+  bHˇ 2α1+
we have
{
kˇα+(ζ, )
}− = (Hˇ 2α+)−  (bHˇ 2α1+)−,
or, due to (2.1),
{
kˇα+(ζ, )
}− = (Hˇ 2α+)−  b−1¯ (Hˇ 2α1+)−.
Now we use Theorem 1.14
{
kα+(ζ, )
}− = (L2α−  Hˆ 2α−) b−1¯ (L2α−1−  Hˆ 2α−1−
)
= b−1¯
(
Hˆ 2
α−1−
 b¯Hˆ 2α−
)
.
Thus
(
kα+(ζ, )
)− = Cb−1kˆ −1(ζ, ¯). (3.3)¯ α−
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〈
kˇα+(τ, ),
B
1 − τ ¯
〉
α+
.
On the one hand, since B1−ζ ¯ belongs to the intersection of L
2
α+ with H
2
, we can use the repro-
ducing property of kˇα+ :
〈
kˇα+(τ, ),
B
1 − τ ¯
〉
α+
= B()
1 − ||2 =
B(¯)
1 − ||2 . (3.4)
On the other hand we can reduce the given scalar product to the scalar product in the stan-
dard H 2. Since B(ζk) = 0, the ν-component vanishes and we get
1
2
〈[
1 R¯+
R+ 1
]
(τ )
[
kˇα+(τ, )
τ¯ kˇα+(τ¯ , )
]
,
[ B(τ)
1−τ ¯
B(τ¯ )
t−¯
]〉
=
〈
T−(τ )(kˇα+(τ, ))−,
B¯
τ − ¯
〉
.
Substituting here (3.3) we get
C
〈
(BT−)(τ )kˆα−1− (τ, ¯), b¯ (τ )
1
τ − ¯
〉
.
Since (BT−)(ζ )kˆα−1− (ζ, ¯) belongs to H
2 and b¯(ζ ) 1ζ−¯ = eic 11−ζ is collinear to the reproduc-
ing kernel here, we get recalling (3.4)
e−icC(BT−)(¯)kˆα−1− (¯, ¯) =
B(¯)
1 − ||2 .
Thus (3.1) is proved. Comparing the norms of that vectors and taking into account that the
−-map is an isometry we get (3.2). 
Consider the multiplication operator by v−1, acting in
L2α+ =
(
Hˆ 2α−
)+ ⊕ Hˇ 2α+ . (3.5)
Lemma 3.2. The multiplication operator by v−1 acts as a unitary operator from
{
kˆ+α−(ζ, )
}⊕ Hˇ 2α+ (3.6)
to
{
kˆ+α−(ζ, ¯)
}⊕ Hˇ 2α+ . (3.7)
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b
acts from
{
f ∈ Hˆ 2α− : f () = 0
}= bHˆ 2α1−
to {
f ∈ Hˆ 2α− : f (¯) = 0
}= b¯Hˆ 2α1− .
Therefore it acts in their orthogonal complements (3.6), (3.7). 
Recall the definition of the characteristic function of a unitary node and its functional model,
see e.g. [16,24] and references therein. Let U be a unitary operator acting from K ⊕ E1 to
K ⊕E2, where K,E1,E2 are Hilbert spaces. We assume that E1 and E2 are finite-dimensional
spaces (actually, in this section we need dimE1 = dimE2 = 1). The characteristic function is
defined by
Θ(w) := PE2U(IK⊕E1 −wPKU)−1 | E1. (3.8)
It is a contractive-valued operator function holomorphic in the unit disk. We make the specific
assumption that Θ(w) has an analytic continuation in the exterior of the unit disk through a
certain arc (a, b) ⊂ T due to the symmetry principle:
Θ(w) = Θ∗
(
1
w¯
)−1
.
For f ∈ K define
F(w) := PE2U(I −wPKU)−1f. (3.9)
This E2-valued holomorphic vector function belongs to the functional space KΘ with the fol-
lowing properties.
• F(w) ∈ H 2(E2), moreover it has an analytic continuation through the arc (a, b).
• F∗(w) := Θ∗(w)F ( 1w¯ ) ∈ H 2−(E1).
• For almost every w ∈ T the vector [ F∗
F
]
(w) belongs to the image of the operator
[
I Θ∗
Θ I
]
(w),
and therefore the scalar product〈[
I Θ∗
Θ I
][−1] [
F∗
F
]
,
[
F∗
F
]〉
E1⊕E2
has sense and does not depend on the choice of the preimage (the first term in the above
scalar product). Moreover
∫
T
〈[
I Θ∗
Θ I
][−1] [
F∗
F
]
,
[
F∗
F
]〉
E1⊕E2
dm< ∞. (3.10)
The integral in (3.10) represents the square of the norm of F in KΘ .
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f → F(w) ⇒ PKUf → F(w)− F(0)
w
, (3.11)
see (3.9).
The following simple identity is a convenient tool in the forthcoming calculation.
Lemma 3.3. For a unitary U : K ⊕E1 → K ⊕E2
U∗PE2U(I −wPKU)−1 = I + (w −U∗)PKU(I −wPKU)−1. (3.12)
Proof. Since IK⊕E2 = PK + PE2 and U is unitary we have
U∗PE2U = (I −wPKU)+ (w −U∗)PKU.
Then we multiply this identity by (I −wPKU)−1. 
Theorem 3.4. Let e1, e2 be the normalized vectors of the one-dimensional spaces (3.6) and (3.7)
e1(ζ ) = 1
b¯
kˇ
α−1+
(ζ, ¯)√
kˇ
α−1+
(¯, ¯)
= −i T+(¯)|T+(¯)|
kˆ+α−(ζ, )√
kˆα−(,)
,
e2(ζ ) = 1
b
kˇ
α−1+
(ζ, )√
kˇ
α−1+
(,)
= i T+()|T+()|
kˆ+α−(ζ, ¯)√
kˆα−(¯, ¯)
. (3.13)
Then the reproducing kernel of Hˇ 2α+ is of the form
kˇα+(ζ, ζ0) =
(ve2)(ζ )(ve2)(ζ0)− e1(ζ )e1(ζ0)
1 − v(ζ )v(ζ0)
. (3.14)
Proof. First, we are going to find the characteristic function of the multiplication operator by v−1
with respect to decompositions (3.6) and (3.7) and the corresponding functional representation
of this node.
By (3.13) we fixed ‘basises’ in the one-dimensional spaces. So, instead of the operator we get
the matrix, in fact the scalar function θ(w):
Θ(w)e1 := PE2U(I −wPKU)−1e1 = e2θ(w). (3.15)
Let us substitute (3.15) into (3.12)
v(ζ )e2(ζ )θ(w) = e1(ζ )+
(
w − v(ζ ))(PKU(I −wPKU)−1e1)(ζ ). (3.16)
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at ¯ (see Lemma 3.1). Therefore all terms in (3.16) are analytic in ζ and we can chose ζ such
that v(ζ ) = w. Then we obtain the characteristic function in terms of the reproducing kernels
θ
(
v(ζ )
)= e1(ζ )
v(ζ )e2(ζ )
=
kˇ
α−1+
(ζ, ¯)
kˇ
α−1+
(ζ, )
. (3.17)
Similarly for f ∈ K = Hˇ 2α+ we define the scalar function F(w) by
PE2U(I −wPKU)−1f = e2F(w). (3.18)
Using again (3.12) we get
v(ζ )e2(ζ )F (w) = f (ζ )+
(
w − v(ζ ))(PKU(I −wPKU)−1f )(ζ ).
Therefore,
F
(
v(ζ )
)= f (ζ )
v(ζ )e2(ζ )
. (3.19)
Now we are in a position to get (3.14). Indeed, by (3.18) and (3.19) we proved that the vector
PK
(
I − v(ζ0)U∗PK
)−1
U∗e2v(ζ0)e2(ζ0)
is the reproducing kernel of K = Hˇ 2α+ with respect to ζ0, |v(ζ0)| < 1. Using the Darboux identity
PE2U(I −wPKU)−1PK(I − w¯0U∗PK)−1U∗ | E2 =
I −Θ(w)Θ∗(w0)
1 −ww¯0
(in the given setting it is a simple and pleasant exercise) we obtain
kˇα+(ζ, ζ0) = v(ζ )e2(ζ )
I − θ(v(ζ ))θ(v(ζ0))
1 − v(ζ )v(ζ0)
v(ζ0)e2(ζ0) (3.20)
for |v(ζ )| < 1, |v(ζ0)| < 1. By (3.17) we have (3.14) that, by analyticity, holds for all |ζ | < 1,
|ζ0| < 1. 
Corollary 3.5. The following Wronskian-kind identity is satisfied for the reproducing kernels∣∣∣∣ (T−e−2 )(ζ ) (T−e−1 )(ζ )e2(ζ ) e1(ζ )
∣∣∣∣= −(logv(ζ ))′, |ζ | < 1. (3.21)
Proof. We multiply kˇ−α+(ζ, ζ¯0) by bζ0(ζ ) and calculate the resulting function of ζ at ζ = ζ0.
By (3.1) we get
{
bζ0(ζ )kˇ
−
α+(ζ, ζ¯0)
}
ζ=ζ0 = eic
1
2 . (3.22)T−(ζ0)(1 − |ζ0| )
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kˇ−α+(ζ, ζ¯0) =
−v(ζ0)
v(ζ )− v(ζ0)
∣∣∣∣v(ζ )e
−
2 (ζ ) e
−
1 (ζ )
e1(ζ¯0) v(ζ¯0)e2(ζ¯0)
∣∣∣∣ ,
or, after multiplication by bζ0(ζ ),
{
bζ0(ζ )kˇ
−
α+(ζ, ζ¯0)
}
ζ=ζ0 = eic
−v(ζ0)
v′(ζ0)(1 − |ζ0|2)
∣∣∣∣v(ζ )e
−
2 (ζ ) e
−
1 (ζ )
e1(ζ¯0) v(ζ¯0)e2(ζ¯0)
∣∣∣∣ .
In combination with (3.22), we get
− v
′(ζ0)
v(ζ0)T−(ζ0)
=
∣∣∣∣v(ζ0)e
−
2 (ζ0) e
−
1 (ζ0)
e1(ζ¯0) v−1(ζ0)e2(ζ¯0)
∣∣∣∣ .
Due to the symmetry kˆα−(ζ, ζ0) = kˆα−(ζ¯ , ζ¯0), we have e2(ζ¯0) = e1(ζ0). Thus (3.21) is
proved. 
Corollary 3.6. Let τ ∈ T, then
∣∣e2(τ )∣∣2 − ∣∣e1(τ )∣∣2 = d logv(τ)
d log τ
. (3.23)
Proof. All terms of (3.21) have boundary values. Recall that
(T−e−1,2)(τ ) = (R+e1,2)(τ )+ τ¯ e1,2(τ¯ ), τ ∈ T.
Then use again the symmetry of the reproducing kernel. 
4. A recurrence relation for the reproducing kernels and the Schur parameters
Let
Kα(ζ, ζ0) := kα(ζ, ζ0)√
kα(ζ0, ζ0)
, (4.1)
where kα(ζ, ζ0) denotes one of the reproducing kernels kˆα±(ζ, ζ0) or kˇα±(ζ, ζ0).
Theorem 4.1. Both systems {
Kα(ζ,), b(ζ )Kα1(ζ, )
}
and {
Kα(ζ,), b¯ (ζ )Kα1(ζ, )
}
form an orthonormal basis in the two-dimensional space spanned by Kα(ζ,) and Kα(ζ,).
Moreover
F. Peherstorfer et al. / Journal of Functional Analysis 256 (2009) 2157–2210 2179Kα(ζ,) = a(α)Kα(ζ,)+ ρ(α)b(ζ )Kα1(ζ, ),
Kα(ζ,) = a(α)Kα(ζ,)+ ρ(α)b¯(ζ )Kα1(ζ, ), (4.2)
where
a(α) = a = Kα(,)
Kα(,)
, ρ(α) = ρ =
√
1 − |a|2. (4.3)
Proof. The first claim is evident, therefore
Kα(ζ,) = c1Kα(ζ,)+ c2b(ζ )Kα1(ζ, ).
Putting ζ =  we get c1 = a. Due to orthogonality we have
1 = |a|2 + |c2|2.
Now, put ζ =  . Taking into account that Kα(,) = Kα(,) and that by normalization
b() > 0 we proved that c2, being positive, is equal to
√
1 − |a|2. Note that simultaneously
we proved that
ρ(α) = b()Kα1(,)
Kα(,)
. 
Corollary 4.2. A recurrence relation for the reproducing kernels generated by a shift of the
scattering data is of the form
b(ζ )
[
Kα1(ζ, ), −Kα1(ζ, )
]= [Kα(ζ,), −Kα(ζ,) ] 1
ρ
[
1 a
a¯ 1
][
v 0
0 1
]
. (4.4)
Proof. Recalling v = b/b¯ , we write
b(ζ )
[
Kα1(ζ, ), −Kα1(ζ, )
]= [b¯(ζ )Kα1(ζ, ), −b(ζ )Kα1(ζ, ) ]
[
v 0
0 1
]
.
Then, use (4.2). 
Corollary 4.3. Let
θα(v) := Kα(ζ,)
Kα(ζ,)
. (4.5)
Then the Schur parameters of the function eicθα(v), are
{
eica
(
αn
)}∞
n=0.
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θα(v) = a(α)+ vθα1(v)
1 + a(α)vθα1(v)
and that |a(α)| < 1. Then we iterate this relation. Also, multiplication by eic ∈ T of a Schur class
function evidently leads to multiplication by eic of all Schur parameters. 
Theorem 4.4. The multiplication operator with respect to the basis (1.61) is CMV.
Proof. Recall (1.12), from which we can see that the decomposition of the vector v(ζ )Kα(ζ, )
is of the form
v(ζ )Kα(ζ, ¯) = c0 Kα−2(ζ, ¯)
b(ζ )b¯(ζ )
+ c1 Kα−1(ζ, )
b(ζ )
+ c2Kα(ζ, ¯)+ c3b¯(ζ )Kα1(ζ, ).
Multiplying by the denominator b(ζ )b¯(ζ ) we get
b2(ζ )Kα(ζ, ¯) = c0Kα−2(ζ, ¯)+ c1Kα−1(ζ, )b¯(ζ )
+ c2Kα(ζ, ¯)b(ζ )b¯(ζ )+ c3Kα1(ζ, )b(ζ )b2¯ (ζ ). (4.6)
First we put ζ = ¯ . By the definition of ρ(α) we have
c0 = b2(¯)
Kα(¯, ¯)
Kα−2(¯, ¯)
= ρ(α−1)ρ(α−2).
Putting ζ =  in (4.6) and using the definition of a(α), we have
c1 = −c0 Kα−2(, ¯)
Kα−1(,)b¯()
= −ρ(αμ)ρ(α−2) a(α−2)
ρ(α−2)
= −ρ(α−1)a(α−2).
Doing in the same way we can find a representation for c2 that would involve derivatives
of the reproducing kernels. However, we can find c2 in terms of a and ρ calculating the scalar
product
c2 =
〈
b2(ζ )Kα(ζ, ¯), b(ζ )b¯(ζ )Kα(ζ, ¯)
〉
.
Since b(ζ ) is unimodular, using (4.2), we get
c2 =
〈
Kα−1(ζ, ¯)− a(α−1)Kα−1(ζ, )
ρ(α−1)
, b¯(ζ )Kα(ζ, )
〉
.
Recall that kα(ζ, ) = Kα(ζ,)Kα(,) is the reproducing kernel. Thus
c2 = − a(α
−1)
−1
b¯()Kα(,) = − a(α
−1)
−1 ρ
(
α−1
)
a(α) = −a(α−1)a(α).ρ(α ) Kα−1(,) ρ(α )
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c3 =
〈
Kα−1(ζ, ¯)− a(α−1)Kα−1(ζ, )
ρ(α−1)
, b2¯ (ζ )Kα1(ζ, )
〉
.
Thus
c3 = − a(α
−1)
ρ(α−1)
b2¯ ()Kα1(,)
Kα−1(,)
= − a(α
−1)
ρ(α−1)
ρ
(
α−1
)
ρ(α) = −a(α−1)ρ(α).
To find the decomposition of the vector v(ζ )Kα−1 (ζ,)
b(ζ )
is even simpler. Note that all other
columns of the CMV matrix, starting from these two, can be obtained by the two step shift of the
scattering data. 
5. From the spectral data to the scattering data: a special representation of the Schur
function
In this section we use Theorem D [34], see also [32]. For readers convenience we formulate
it here.
Theorem 5.1. Let r(v) be a function meromorphic in Ω with the property
r(v(ζ ))+ r(v(ζ ))
i(ζ − ζ¯ )  0. (5.1)
If the poles {tj } of r(v) (due to (5.1) they lie on T \E) satisfy the Blaschke condition (1.24), then
r(v(ζ )) is of bounded characteristic in D, and in addition the inner (in the Beurling sense) factor
of r(v(ζ )) is a quotient of Blaschke products, i.e., it does not have a singular inner factor.
Note the evident fact: if r(v) is of bounded characteristic in Ω then for the poles {tj } the
Blaschke condition (1.24) holds.
Proposition 5.2. If A belongs to ASB(E) then the associated Schur functions θ± are of bounded
characteristic in Ω and
log
∣∣1 − ∣∣θ±(v(τ))∣∣2∣∣ ∈ L1. (5.2)
Proof. We use the formula (see (1.22))
rA(v) := 〈0|A + v
A − v |0〉 =
1 + vθ+(v)θ−(v)
1 − vθ+(v)θ−(v) .
Since A ∈ ASB(E) and rA(v) is a resolvent function, its poles satisfy the Blaschke condition.
Now we note that
r+(v)+ r−(v) = 1 + vθ+(v) + 1 + θ−(v) = 2(1 − vθ+(v)θ−(v)) .1 − vθ+(v) 1 − θ−(v) (1 − vθ+(v))(1 − θ−(v))
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Blaschke condition. By Theorem 5.1 they are of bounded characteristic in Ω . Hence θ± are
also in this class.
By (1.23) we get (5.2). 
Definition 5.3. A function θ(v) belongs to the class ΘSB(E) if it is a function of bounded char-
acteristic in Ω with the following properties
1 − θ(v(ζ ))θ(v(ζ ))
i(ζ − ζ¯ )  0 (5.3)
and
log
∣∣1 − ∣∣θ(v(τ))∣∣2∣∣ ∈ L1. (5.4)
Denote
T− = {τ ∈ T: Im τ < 0}, D− = {ζ ∈ D: Im ζ < 0}.
Proposition 5.4. Functions of the class ΘSB(E) possess the following parametric representation
θ
(
v(ζ )
)= eic∏

λ¯k
λk
λk − ζ
λ¯k − ζ
1 − λkζ
1 − λ¯kζ
e
− ∫
T− (
τ+ζ
τ−ζ − τ¯+ζτ¯−ζ )(dμ(τ)−logρ(τ)dm(τ)), (5.5)
where
•  = {λk} ⊂ D− is a Blaschke sequence,
• μ is a singular measure on the (open) set T−,
• ρ, 0 ρ  1, is such that
∫
T−
log
{(
1 − ρ(τ))ρ(τ)}dm(τ) > −∞. (5.6)
Proof. First we note the symmetry
θ
(
v(ζ¯ )
)= 1
θ(v(ζ ))
(5.7)
and then use the parametric representation of functions of bounded characteristic and (5.4).
In the opposite direction to prove (5.3) we can use directly representation (5.5) or note that
θ(v(ζ )) is of the Smirnov class in the domain D− and then use the maximum principle. 
Remark 5.5. θ± ∈ ΘSB(E) implies (1.24) and (1.26), but the spectral measure dΣ is not neces-
sarily absolutely continuous on E.
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associated A belongs to ASB(E). Put, for instance,
θ−
(
v(ζ )
)= eic− 1 − ζ ¯
1 − ζ , (5.8)
that corresponds to the constant Schur parameters (see Theorem 1.2). Since for every  > 0
sup
{ζ∈D−: Im ζ<−}
∣∣θ−(v(ζ ))∣∣< 1,
we have that both resolvent functions
1 + vθ−(v)θ+(v)
1 − vθ−(v)θ+(v) ,
1 + vθ(−1)+ (v)θ(1)− (v)
1 − vθ(−1)+ (v)θ(1)− (v)
are uniformly bounded in such a domain. Therefore the open arc E \ {eiξ0, e−iξ0} is free of a
singular spectrum.
Consider the end points. Existence of a mass point here means that at least one of the following
four limits
lim
v→e±iξ0
1 + vθ+(v)θ−(v)
1 − vθ+(v)θ−(v) , limv→e±iξ0
1 + vθ(−1)+ (v)θ(1)− (v)
1 − vθ(−1)+ (v)θ(1)− (v)
, v ∈ T \E,
is infinite. In other words at least one of the following relations hold
lim
ζ→±1v(ζ )θ+
(
v(ζ )
)
θ−
(
v(ζ )
)= 1, lim
ζ→±1v(ζ )θ
(−1)
+
(
v(ζ )
)
θ
(1)
−
(
v(ζ )
)= 1, (5.9)
for ζ ∈ [−1,1]. Due to
1 − vθ(−1)+ (v)θ(1)− (v) =
ρ2−1(1 − vθ−(v)θ+(v))
(1 + a−1θ−(v))(1 + a¯−1vθ+(v)) (5.10)
the first and the second conditions in (5.9) are equivalent. Thus, up to two possible exceptional
values
e−ic− = −1 ± ¯
1 ±  limζ→±1 θ+
(
v(ζ )
)
,
the endpoints also free of mass with respect to the measure dΣ .
Now we show a representation of Schur functions of the above class which is similar to (4.5).
Theorem 5.7. Let θ(v) ∈ ΘSB(E). Then there exists an unique representation
θ(v(ζ )) = eic L¯(ζ ) , L¯(¯) > 0, L() > 0, (5.11)
L(ζ )
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the (Wronskian) identity ∣∣∣∣L(τ) L¯(τ )L¯(τ ) L(τ)
∣∣∣∣= d logv(τ)d log τ , τ ∈ T, (5.12)
holds.
Proof. By (5.12) and (5.11) we have
∣∣L(τ)∣∣2(1 − ∣∣θ(v(τ))∣∣2)= d logv(τ)
d log τ
. (5.13)
Due to (5.4) we can define the outer function O such that∣∣O(τ)∣∣2 = (1 − ∣∣θ(v(τ))∣∣2)−1 d logv(τ)
d log τ
, O() > 0,
and the outer function O¯ such that∣∣O¯(τ)∣∣2 = ∣∣O(τ)∣∣2∣∣θ(v(τ))∣∣2, O¯(¯) > 0.
We represent the inner part of the function θ(v(ζ )) as the ratio of the inner holomorphic functions
I¯(ζ )
I(ζ )
, I¯ (¯) > 0, I() > 0.
Finally we put
L¯(ζ ) := I¯(ζ )O¯(ζ ), L(ζ ) := I(ζ )O(ζ ).
Then the left- and right-hand sides of (5.11) coincide up to an unimodular constant and this
defines eic. By (5.13) relation (5.12) also holds.
It is evident that L¯(ζ ) and L¯(ζ ) as functions of the Smirnov class are defined uniquely.
Note that due to uniqueness and property (5.7) we have L¯(ζ¯ ) = L(ζ ). That is (5.12) can be
written in the form similar to (1.52)∣∣∣∣L¯(τ¯ ) L(τ¯ )L¯(τ ) L(τ)
∣∣∣∣= d logv(τ)d log τ .  (5.14)
Theorem 5.8. Let θ ∈ ΘSB(E) and let {ak}∞k=0 be the sequence of its Schur parameters. Repre-
sent the Schur iterates as
θ(n)
(
v(ζ )
)= eicn L¯(n, ζ )
L(n, ζ )
. (5.15)
Then eicn = eic and
L¯(n, ζ ) =
(
e−ican
)
L(n, ζ )+ ρnb(ζ )L¯(n+ 1, ζ ),
L(n, ζ ) =
(
eica¯n
)
L¯(n, ζ )+ ρnb¯(ζ )L(n+ 1, ζ ). (5.16)
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θ(1) = θ − a0
1 − θa¯0
b¯
b
= eic L¯ − (e
−ica0)L
L − (e−ica0)L¯
b¯
b
= eic1 L
(1)
¯
L
(1)

.
By the uniqueness of representation (5.11) we get
[
ρ˜1bL
(1)
¯ ρ˜b¯L
(1)

]= [L¯ L ]
[
1 −eica¯0
−e−ica0 1
]
, (5.17)
with ρ˜1 = ρ˜ei(c1−c). Using
a0 = eic L¯()
L()
,
we have in particular
ρ˜1b(¯)L
(1)
¯ (¯) = L¯(¯)
(
1 − |a0|2
)
, ρ˜b¯ ()L
(1)
 () = L()
(
1 − |a0|2
)
.
That is, both ρ˜, ρ˜1 are positive and therefore ρ˜1 = ρ˜ and eic1 = eic.
From (5.17) we have the matrix identity
ρ˜
[
b(τ¯ )L
(1)
¯ (τ¯ ) b¯ (τ¯ )L
(1)
 (τ¯ )
b(τ )L
(1)
¯ (τ ) b¯(τ )L
(1)
 (τ )
]
=
[
L¯(τ¯ ) L(τ¯ )
L¯(τ ) L(τ)
][
1 −eica¯0
−e−ica0 1
]
. (5.18)
Finally using (5.14) we have ρ˜2 = 1 − |a0|2. Hence ρ˜ = ρ0. Thus (5.16) holds for n = 0 and we
can iterate this procedure. 
Lemma 5.9. For the spectral density W the following factorization holds
W−1
(
v(τ)
)dm(v(τ))
dm(τ)
= ρ2−1Φ(τ)Φ∗(τ ), (5.19)
where
Φ(τ) =
[ 1
b(τ)
L−,(τ ) −eic+L+,¯ (τ )
−eic−L(1)−,¯ (τ ) 1b(τ)L
(−1)
+, (τ )
]
. (5.20)
Proof. Due to (5.11)
θ+(v) = eic+ L+,¯ (ζ )
L+,(ζ )
, θ
(1)
− (v) = eic−
L
(1)
−,¯ (ζ )
L
(1)
−,(ζ )
. (5.21)
Besides, due to (5.13)
1 − ∣∣θ+(v(τ))∣∣2 = 1 2 dm(v(τ)) (5.22)|L+,(τ )| dm(τ)
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1 − ∣∣θ(1)− (v(τ))∣∣2 = 1|L(1)−,(τ )|2
dm(v(τ))
dm(τ)
. (5.23)
By definition (1.23) and (5.23), (5.22), we have
W−1(v(τ ))dm(v(τ))
dm(τ)
= 2
I + R(v)
[ |L(1)−,(τ )|2 0
0 |L+,(τ )|2
]
2
I + R∗(v(τ )) .
By definition (1.22)
2
I + R(v) = I − vA
∗−1
[
θ
(1)
− 0
0 θ+
]
.
Therefore we get (5.19) with
ρ−1Φ(τ) = b¯
b
[
L
(1)
−, 0
0 L+,
]
(τ )−A∗−1
[
a−1 ρ−1
ρ−1 −a¯−1
]
×
[
eic−L(1)−,¯ 0
0 eic+L+,¯
]
(τ ). (5.24)
By (5.16)
ρ−1b¯(ζ )L+, (ζ ) = L(−1)+, (ζ )− eic+ a¯−1L(−1)+,¯ (ζ )
= L(−1)+, (ζ )− eic+ a¯−1
(
e−ic+a−1L(−1)+, (ζ )+ ρ−1b(ζ )L+,¯ (ζ )
)
= (ρ−1)2L(−1)+, (ζ )− ρ−1eic+ a¯−1b(ζ )L+,¯ (ζ ),
that is
b¯(ζ )L+, (ζ )+ eic+ a¯−1b(ζ )L+,¯ (ζ ) = ρ−1L(−1)+, (ζ ) (5.25)
and similarly
b¯(ζ )L
(1)
−, (ζ )+ eic− a¯(1)−,−1b(ζ )L(1)−,¯ (ζ ) = ρ(1)−,−1L−,(ζ ), (5.26)
Note that a(1)−,−1 = −a¯−1 (generally a(1)−,k = −a¯−k−2). Thus, using (5.26), (5.25), we get (5.20)
from (5.24). The lemma is proved. 
Lemma 5.10. Define
S(τ) =
[
R− T−
T+ R+
]
= −Φ−1(τ )τ¯Φ(τ¯ ). (5.27)
Then (1.38)–(1.41) hold true.
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Due to L±,¯ (ζ¯ ) = L±,(ζ ) and A¯n = A∗n = A−1n we get directly from (5.24)
Φ(τ¯ ) = −vA−1Φ(τ)
[
e−ic− 0
0 e−ic+
]
. (5.28)
And, therefore, the following symmetry property of S
S(τ¯ ) = −
[
eic− 0
0 eic+
]
Φ(τ)−1τ¯Φ(τ¯ )
[
e−ic− 0
0 e−ic+
]
=
[
eic− 0
0 eic+
]
S(τ)
[
e−ic− 0
0 e−ic+
]
. (5.29)
is proved.
Let us show that T+(τ ) = T−(τ¯ ). We have
[
R− T−
T+ R+
]
= −τ¯
Δ
[ 1
b
L
(−1)
+, eic+L+,¯
eic−L(1)−,¯
1
b
L−,
]
(τ )
[ 1
b
L−, −eic+L+,¯
−eic−L(1)−,¯ 1b L
(−1)
+,
]
(τ¯ ), (5.30)
where Δ = detΦ . Therefore
T+ = −eic− τ¯
∣∣∣∣∣
1
b(τ¯ )
L−,(τ¯ ) L(1)−,¯ (τ¯ )
1
b(τ)
L−,(τ ) L(1)−,¯ (τ )
∣∣∣∣∣
Δ
= −eic− τ¯
∣∣∣∣v
−1L(1)−,(τ¯ )− eic−a−1L(1)−,¯ (τ¯ ) L(1)−,¯ (τ¯ )
v−1L(1)−,(τ )− eic−a−1L(1)−,¯ (τ ) L(1)−,¯ (τ )
∣∣∣∣
ρ−1Δ
= −eic− (v
−1)′
ρ−1Δ
. (5.31)
Similarly T− = −eic+ (v−1)′ρ−1Δ = ei(c+−c−)T+. Due to (5.29) T+(τ¯ ) = ei(c+−c−)T+(τ ), therefore the
symmetry S∗(τ¯ ) = S(τ) is completely proved.
Note also that (5.31) implies the following normalization
T+() = eic− b¯()b
′
()
ρ−1L(−1)+, ()L−,()
= eic− b
′
()
L
(−1)
+, ()L
(1)
−,()
. (5.32)
That is, T+() = −ieic−|T+()|.
Finally we have to prove that T± is a ratio of an outer function and a Blaschke product. In
other words, by (5.31), we need to show that the inner part of the Smirnov class function
ρ−1b2Δ = det
[
L−, −eic+bL+,¯
−eic−ρ−1bL(1)−,¯ ρ−1L(−1)+,
]
=
∣∣∣∣ L−, −eic+bL+,¯ic− −ic− ic+
∣∣∣∣−e (L−,¯ + a¯−1e L−,) b¯L+, + a¯−1e bL+,¯
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∣∣∣∣ L−, −eic+bL+,¯−eic−L−,¯ b¯L+,
∣∣∣∣
= b¯L−,L+, − ei(c++c−)bL+,¯L−,¯ (5.33)
is a Blaschke product (actually related to the spectrum of the associated CMV matrix).
Since
b¯L−,L+, + ei(c++c−)bL+,¯L−,¯
b¯L−,L+, − ei(c++c−)bL+,¯L−,¯ =
1 + vθ+θ−
1 − vθ+θ−
by Theorem 5.1 the inner part of this fraction is a ratio of two Blaschke products. Thus, any other
inner divisor of the inner part of ρ−1b2Δ should simultaneously divide the inner part of the nu-
merator b¯L−,L+, + ei(c++c−)bL+,¯L−,¯ . That is, b¯L−,L+, and ei(c++c−)bL+,¯L−,¯
possess a nontrivial common inner factor in this case. But they are coprime since the inner part
of the first function is supported in the upper half plane and of the second one in the lower part,
see Proposition 5.4. 
Lemma 5.11. For every ζk ∈ Z the following two vectors are collinear
[
eic−L(1)−,¯
1
b
L−,
]
(ζk) = −
(
1
T−
)′
(ζk)ν+(ζk)
[ 1
b
L
(−1)
+, eic+L+,¯
]
(ζk). (5.34)
Moreover ν+(ζk) > 0.
Proof. By definition (1.21) and (1.22) we have
tkΣ(tk) =
{
(tk − v)
(
I − vA∗−1
[
θ
(1)
− (v) 0
0 θ+(v)
])−1}
v=tk
.
Since
ρ−1vΦ(τ) =
(
I − vA∗−1
[
θ
(1)
− (v) 0
0 θ+(v)
])[
L
(1)
−, 0
0 L+,
]
(τ ),
we get
tkΣ(tk) =
[
L
(1)
−, 0
0 L+,
]
(ζk)
{
(tk − v)
ρ−1v
Φ−1(τ )
}
τ=ζk
=
[
L
(1)
−, 0
0 L+,
]
(ζk)
[ 1
b
L
(−1)
+, eic+L+,¯
eic−L(1)−,¯
1
b
L−,
]
(ζk)
{
(tk − v)
ρ−1vΔ
}
τ=ζk
=
[
L
(1)
−, 0
0 L
]
(ζk)
[ 1
b
L
(−1)
+, eic+L+,¯
ic− (1) 1
]
(ζk)
−v′(ζk)
ρ t Δ′(ζ )
, (5.35)
+, e L−,¯ b L−, −1 k k
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Σ(tk) =
[
L
(1)
−, 0
0 L+,
]
(ζk)
[ 1
b
L
(−1)
+, eic+L+,¯
eic−L(1)−,¯
1
b
L−,
]
(ζk)
{
−
(
eic+
T−
)′
(ζk)
}−1
. (5.36)
From this formula we conclude that the vector in the RHS (5.34) does not vanish. Otherwise, by
L+,(ζk) = L+,¯ (ζk), we have Σ(tk) = 0, which is impossible. On the other hand the rank of
the second matrix in (5.36) is one, therefore (5.34) is proved.
Now, making use of (5.34) and the symmetry of T−, we get from (5.36)
Σ(tk) =
[
1
b(ζk)
L
(−1)
+, (ζk)
e−ic+L+,¯ (ζk)
][ 1
b(ζk)
L
(−1)
+, (ζk) eic+L+,¯ (ζk)
]
ν+(ζk), (5.37)
here Σ(tk) 0 implies ν+(ζk) > 0. 
Remark 5.12. Similarly
−
(
1
T+
)′
(ζk)ν−(ζk)
[
eic−L(1)−,¯
1
b
L−,
]
(ζk) =
[ 1
b
L
(−1)
+, eic+L+,¯
]
(ζk). (5.38)
Therefore (1.42) holds for ν± defined by (5.34) and (5.38).
6. From the spectral representation to the scattering representation
In this section an essential part of Theorem 1.6 will be proved.
Theorem 6.1. Let A ∈ ASB(E). Define S by (5.27) and ν± by (5.34) and (5.38). Then
e±(n, ζ ) =
{
bm (ζ )b
m
¯ (ζ )L±,¯ (n, ζ )eic± , n = 2m,
bm (ζ )b
m+1
¯ (ζ )L±,(n, ζ ), n = 2m+ 1,
(6.1)
is an orthonormal basis in L2α± , α± = {R±, ν±}.
The proof is based on the following lemma.
Lemma 6.2. For f+ ∈ L2α+[ 〈 v(τ)+w
v(τ)−wf
+, e+(−1, τ )〉
α+〈
v(τ)+w
v(τ)−wf
+, e+(0, τ )
〉
α+
]
=
∫
t +w
t −w dΣ(t)f˜ (t), (6.2)
where
f˜ (t) := 1
Δ(τ)
Φ
[
f+
f−
]
(τ ), t = v(τ), τ ∈ T−, (6.3)
f˜ (tk) :=
[
e+(−1, ζk)
e+(0, ζk)
]
f+(ζk)
|e+(−1, ζk)|2 + |e+(0, ζk)|2 , tk = v(ζk), ζk ∈ Z. (6.4)
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Σ(tk) =
[
e+(−1, ζk)
e+(0, ζk)
][
e+(−1, ζk) e+(0, ζk)
]
ν+(ζk), (6.5)
and (see (5.27))[
e−(−1, τ ) −e+(0, τ )
−e−(0, τ ) e+(−1, τ )
][
R− T−
T+ R+
]
(τ ) = −τ¯
[
e−(−1, τ¯ ) −e+(0, τ¯ )
−e−(0, τ¯ ) e+(−1, τ¯ )
]
. (6.6)
Therefore, by the definition of the scalar product in L2α+ , we have[ 〈 v(τ)+w
v(τ)−wf
+, e+(−1, τ )〉〈
v(τ)+w
v(τ)−wf
+, e+(0, τ )
〉 ]
=
∑
ζk∈Z
[
e+(−1, ζk)f+(ζk)
e+(0, ζk)f+(ζk)
]
v(ζk)+w
v(ζk)−wν+(ζk)
+
∫
T−
{[
T+(τ )e+(−1, τ ) T+(τ )e+(0, τ )
T−(τ )e−(0, τ ) T−(τ )e−(−1, τ )
]}∗ [
T+f+
T−f−
]
(τ )
v(τ )+w
v(τ)−wdm(τ).
Using (6.5), definition (6.4) and
Φ−1(τ ) = 1
Δ
[
e+(−1, τ ) e+(0, τ )
e−(0, τ ) e−(−1, τ )
]
, (6.7)
we get
[ 〈 v(τ)+w
v(τ)−wf
+, e+(−1, τ )〉〈
v(τ)+w
v(τ)−wf
+, e+(0, τ )
〉 ]
=
∑
tk∈X
tk +w
tk −wΣ(tk)f˜ (tk)
+
∫
T−
Δ(τ)
{
Φ−1(τ )
}∗ [ |T+|2f+
|T−|2f−
]
(τ )
v(τ )+w
v(τ)−w dm(τ)
=
∑
tk∈X
tk +w
tk −wΣ(tk)f˜ (tk)+
∫
E
t +w
t −wW(t)
{
1
Δ
Φ
[
f+
f−
]}
(τ ) dm(t),
since W = (Φ−1)∗Φ−1 |v′|
ρ2−1
and |T−|2 = |T+|2 = |v′|2
ρ2−1|Δ|2
. 
Proof of Theorem 6.1. It was shown that e+(−1, τ ), e+(0, τ ) form a cyclic subspace for the
multiplication operator by v(τ) in L2α+ , moreover, the resolvent matrix function
(E+)∗ v(τ)+wE+, E+ [ c−1 ] := e+(−1, τ )c−1 + e+(0, τ )c0,
v(τ)−w c0
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F+(A −w)−1|n〉 = (v(τ)−w)−1e+(n, τ ), n = −1,0,
is unitary.
Recurrences (5.16) imply (1.50), (1.51), and therefore, (1.29). Thus
F+|n〉 = e+(n, τ ), n ∈ Z,
and the theorem is proved. 
Proof of Proposition 1.16. Note that e+(n, τ )’s are in the Smirnov class for n ∈ Z+. Therefore
(BT+)(τ )e+(n, τ ) ∈ L2 implies (BT+)(τ )e+(n, τ ) ∈ H 2. Thus
F+(Z+) ⊂ Hˆ 2α+ .
In the same way F−(Z−) ⊂ Hˆ 2α− . Therefore, due to the duality Theorem 1.14,
Hˇ 2α+ ⊂ F+(Z+). 
Remark 6.3. Let us note the following fact
lim
n→−∞F
+(Z+,n) = L2α+ , limn→∞F
+(Z+,n) = {0}, (6.8)
where Z+,n := {m ∈ Z, m n}.
Also, in the standard way,
ln,+(ζ, ζ0) :=
∞∑
m=n
e+(m, ζ )e+(m, ζ0), ζ, ζ0 ∈ D, (6.9)
is the reproducing kernel in F+(Z+,n). In particular,
L+,¯ (ζ ) = l
+(ζ, ¯)√
l+(¯, ¯)
, L+,(ζ ) = l
+(ζ, )√
l+(,)
,
where l+(ζ, ζ0) := l0,+(ζ, ζ0).
Proof of (1.32). Let
δk(τ ) =
{
1
ν+(ζk) , τ = ζk,
0, τ ∈ (T⋃Z) \ {ζk}.
Then
〈
f+(τ ), δk(τ )
〉 = f+(ζk)α+
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kernel ln,+(τ, ζk). Since by (6.8)∥∥δk(τ )∥∥= lim
n→−∞
∥∥ln,+(τ, ζk)∥∥,
we get by (6.9)
1
ν+(ζk)
= lim
n→−∞
∞∑
m=n
∣∣e+(m, ζk)∣∣2 = ∞∑
m=−∞
∣∣e+(m, ζk)∣∣2. 
Thus, to complete the proof of Theorem 1.6, we have to show asymptotics (1.30).
7. Asymptotics
In this section we prove the main claim of Theorem 1.6. Recall briefly the notations. With
A ∈ ASB(E) we associate the Schur functions θ+, θ(1)− . They belong to ΘSB(E) and, therefore,
possess the special representation (5.11). We put
e+(0, τ ) = eic+L+,¯ (τ ), ρ−1e+(−1, τ ) = 1
v(τ)
L+,(τ )+ eic+ a¯−1L+,¯ (τ ),
e−(0, τ ) = eic−L(1)−,¯ (τ ), ρ−1e−(−1, τ ) =
1
v(τ)
L
(1)
−,(τ )− eic−a−1L(1)−,¯ (τ ). (7.1)
The scattering matrix S is defined by (6.6) and the measures ν± on Z are defined by
ν±(ζk)
(∣∣e±(−1, ζk)∣∣2 + ∣∣e±(0, ζk)∣∣2)= trΣ(tk).
Our goal is to prove the asymptotics (1.30), (1.35) for the systems defined by the recurrence
relations (1.29), (1.34) with the initial data e±(n, τ ), n = −1,0.
It is a standard fact that such asymptotics can be obtained from the convergence of a certain
system of analytic functions just in one fixed point of their domain. More specifically, our first
step is a reduction to the convergence of the reproducing kernels L±,ζ0(n, ζ0) to the standard one
Kζ0(ζ0) in a fixed point of the unit disk.
Lemma 7.1. Let χT(τ ), τ ∈ T∪Z , be the characteristic function of the set T. Then (1.30), (1.35)
can be deduced from
lim
n→∞
∥∥χT{L±,ζ0(n, τ )−Kζ0(τ )}∥∥α(n)± = 0, ζ0 ∈ D. (7.2)
Proof. Using definition (6.6) and the recurrence relations for e±(n, τ ) we have
τ¯ e±(n, τ¯ )+R±(τ )e±(n, τ ) = T∓(τ )e∓(−n− 1, τ ).
Therefore conditions (1.30), (1.35) are equivalent to
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τ¯ e±(n, τ¯ )+R±(τ )e±(n, τ ) = τ¯en,c±(τ¯ )+R±(τ )en,c±(τ )+ o(1)
in L2 as n → ∞. That is,
lim
n→∞
∥∥χT{e±(n, τ )− en,c±(τ )}∥∥L2α+ = 0. (7.3)
Then we use (6.1), (1.18) and definition (1.60) to rewrite (7.3) into the form
lim
n→∞
∥∥χT{L±,¯ (n, τ )−K¯(τ)}∥∥α(n)± = 0,
lim
n→∞
∥∥χT{L±,(n, τ )−K(τ)}∥∥α(n)± = 0. 
Lemma 7.2. Assume that
lim
n→∞L±,ζ0(n, ζ0) = Kζ0(ζ0), ζ0 ∈ D. (7.4)
Then
lim
n→∞
∥∥L±,ζ0(n, τ )− χTKζ0(τ )∥∥α(n)± = 0. (7.5)
Proof. For  > 0 chose N such that ReBN(ζ0) 1 − . Note that BNKζ0 ∈ Hˇ 2α(n)± and consider
∥∥L±,ζ0(n, τ )− (BNKζ0)(τ )∥∥2α(n)± , ∥∥(BNKζ0)(τ )− χTKζ0(τ )∥∥2α(n)± .
For the first term we have
∥∥L±,ζ0(n, τ )− (BNKζ0)(τ )∥∥2α(n)± = 2 − 2 Re (BNKζ0)(ζ0)L±,ζ0(n, ζ0)
− Re〈P−bnbn¯R±BNKζ0 , τ¯ (BNKζ0)(τ¯ )〉L2 .
Note that for any two functions f,g ∈ L2 the following limit exists
lim
n→∞
〈
P−bnbn¯f, g
〉
L2 = 0. (7.6)
Therefore, if (7.4) is satisfied then
lim sup
n→∞
∥∥L±,ζ0(n, τ )− (BNKζ0)(τ )∥∥2α(n)±  2. (7.7)
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∥∥(BNKζ0)(τ )− χTKζ0(τ )∥∥2α(n)±
=
∑
Z
|BNKζ0 |2(ζk)ν±(ζk)
∣∣bn(ζk)∣∣2
+ 2 − 2 ReBN(ζ0)+ Re
〈
P−bnbn¯R±(BN − 1)Kζ0 , τ¯
(
(BN − 1)Kζ0
)
(τ¯ )
〉
L2 .
Note that the sum over Z here contains just a fixed finite number of nonvanishing terms, and
therefore it goes to zero as n → ∞. Thus, taking also into account (7.6), we get
lim sup
n→∞
∥∥(BNKζ0)(τ )− χTKζ0(τ )∥∥2α(n)±  2. (7.8)
Combining (7.7) and (7.8) we have
lim sup
n→∞
∥∥L±,ζ0(n, τ )− χTKζ0(τ )∥∥2α(n)±  8.
Since  > 0 is arbitrary the lemma is proved. 
Remark 7.3. Note that, in addition to (7.2), (7.5) contains
lim
n→∞
∑
Z
∣∣L±,ζ0(n, ζk)∣∣2∣∣b(ζk)∣∣2nν±(ζk) = 0.
In the proof of (7.4) we follow the line that was suggested in [26] and then improved in [37]
and [19]. Actually, the general idea is very simple. There are two natural steps in approximation
of the given spectral data by “regular” ones. First, to substitute the given measure ν+ by a finitely
supported νN,+. Second, to substitute R+ by qR+ with 0 < q < 1. Then the corresponding data
produce the Hardy space which is topologically equivalent to the standard H 2. In particular
KˇαN,q,+(ζ0, ζ0) = KˆαN,q,+(ζ0, ζ0).
Lemma 7.4. Let Z contain a finite number of points and ‖R+‖L∞ < 1. Then the limit (7.4) exists.
Basically, it follows from (7.6) and |b(ζk)|n → 0. It is a fairly easy task and we omit a proof
here.
Further, due to
Hˇ 2αq,+ ⊂ Hˇ 2α+ ⊂ F+(Z+) ⊂ Hˆ 2α+ ⊂ Hˆ 2αN,+
we have the evident estimations for the corresponding reproducing kernels
Kˇαq,+(ζ0, ζ0) Lα+(ζ0, ζ0) KˆαN,+(ζ0, ζ0).
And the key point is that, due to the duality principle, (3.2) holds. It allow us to use the left or
right side estimation whenever it is convenient for us.
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true.
Proof. Recall Lemma 2.1 on the relation between ± mappings and the notations |T±(ζ )| =∣∣O(ζ)
B(ζ )
∣∣
, where B is a Blaschke product and O is an outer function (1.39).
We have
L
α
(n)
±
(ζ0, ζ0) Kˆα(n)± (ζ0, ζ0) Kˆα(n)N,±(ζ0, ζ0) =
1
|TN,±(ζ0)|
K2(ζ0, ζ0)
Kˇ
α
(−n−1)
N,∓
(ζ0, ζ0)
 1|TN,±(ζ0)|
K2(ζ0, ζ0)
Kˇ
α
(−n−1)
N,q,∓
(ζ0, ζ0)
= |Oq(ζ0)||O(ζ0)| Kˆα(n)N,q,±(ζ0, ζ0). (7.9)
And from the other side
L
α
(n)
±
(ζ0, ζ0) Kˇα(n)± (ζ0, ζ0) Kˇα(n)q,±(ζ0, ζ0) =
1
|Tq,±(ζ0)|
K2(ζ0, ζ0)
Kˆ
α
(−n−1)
q,∓
(ζ0, ζ0)
 1|Tq,±(ζ0)|
K2(ζ0, ζ0)
Kˆ
α
(−n−1)
q,N,∓
(ζ0, ζ0)
= ∣∣BN(ζ0)∣∣Kˇα(n)q,N,±(ζ0, ζ0). (7.10)
Passing to the limit in (7.9) and (7.10) we get
∣∣BN(ζ0)∣∣K(ζ0, ζ0) lim inf
n→∞ Lα(n)± (ζ0, ζ0)
 lim sup
n→∞
L
α
(n)
±
(ζ0, ζ0)
|Oq(ζ0)|
|O(ζ0)| K(ζ0, ζ0). (7.11)
Since
lim
N→∞
∣∣BN(ζ0)∣∣= 1 and lim
q→1
∣∣Oq(ζ0)∣∣= ∣∣O(ζ0)∣∣,
(7.11) implies (7.4) and thus asymptotics (1.30), (1.35) are proved. 
8. Hilbert transform
Recall definition (1.67) of the transformation operator. In terms of the decomposition (1.66)
the operator M− : l2(Z−) → l2(Z−) is defined by
M− = ι∗
⎡
⎢⎢⎢⎢⎣
M−0,0 0 0 . . .
M−1,0 M
−
1,1 0 . . .
M−2,0 M
−
2,1 M
−
2,2 . . .
.. .. .. . .
⎤
⎥⎥⎥⎥⎦ ι, (8.1). . . .
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form
M(n)+ =
⎡
⎢⎢⎢⎢⎣
M−n,n 0 0 . . .
M−1+n,n M
−
1+n,1+n 0 . . .
M−2+n,0+n M
−
2+n,1+n M
−
2+n,2+n . . .
...
...
...
. . .
⎤
⎥⎥⎥⎥⎦ (8.2)
for even n and
M(n)+ =
⎡
⎢⎣
A
A
.. .
⎤
⎥⎦
⎡
⎢⎢⎢⎢⎣
M−n,n 0 0 . . .
M−1+n,n M
−
1+n,1+n 0 . . .
M−2+n,0+n M
−
2+n,1+n M
−
2+n,2+n . . .
...
...
...
. . .
⎤
⎥⎥⎥⎥⎦S∗nA∗1Sn (8.3)
for odd n, where Sn : l2(Z+) → l2(Z+,n), Sn|m〉 = |n + m〉 and A =
[ a¯ ρ
ρ −a
]
is related to the
matrix Aa with constant coefficients.
Lemma 8.1. M+ is bounded if and only if
∫
T
∣∣F(τ)∣∣2 dm(τ) C‖F‖2α+ (8.4)
is satisfied for all F ∈ F+(Z+). If M(n)+ is bounded for a certain n = n0 then it is bounded for
all n ∈ Z.
Proof. (8.4) follows directly from (1.66). ‖M(n+1)+ ‖ ‖M(n)+ ‖. So the only thing required to be
proved is that ‖M(n)+ ‖ < ∞ implies ‖M(n−1)+ ‖ < ∞. It follows from the recurrence (1.29). 
Let
1 + θ(v)
1 − θ(v) = i Im
1 + θ(0)
1 − θ(0) +
∫
T
t + v
t − v dσ(t)
= i Im 1 + θ(0)
1 − θ(0) +
∑
tk∈T\E
tk + v
tk − v σk +
∫
E
t + v
t − v
{
w(t) dm(t)+ dσs(t)
}
, (8.5)
where σs is a singular measure on E and
w(t) = 1 − |θ(t)|
2
2 . (8.6)|1 − θ(t)|
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1 − θ(v)θ(v0)
(1 − θ(v))(1 − θ(v0))
=
∫
T
1 − vv¯0
(t − v)(t¯ − v¯) dσ (t). (8.7)
Lemma 8.2. Let θ ∈ ΘSB(E). Put θ+ = θ and select θ− as in Example 5.6, so that the associate
CMV matrix A belongs to ASB(E). Then
F(ζ ) := (L(ζ,)− eicL(ζ, ¯))∫
T
t
b¯ (ζ )t − b(ζ ) dσ (t)f (t) (8.8)
is a unitary map from L2dσ to F+(Z+,1).
Proof. Put f (t) = L(,ζ0)−eicL(¯,ζ0)
b (ζ¯0)−tb¯ (ζ¯0) . Note that
l1,+(ζ, ζ0) = L(, ζ )L(ζ0, )−L(¯, ζ )L(ζ0, ¯)
b¯(ζ )b¯(ζ0)− b(ζ )b(ζ0)
(8.9)
is the reproducing kernel in F+(Z+,1). By (8.7) we have
‖f ‖2
L2σ
= ‖F‖2α+ .
Thus the map is an isometry. Since the set of such functions is dense, it is unitary. 
Proposition 8.3. The transformation operator M(1)+ is bounded if and only if∫
E
∣∣(Hf )(v)∣∣2 dm(v)
w(v)
 C‖f ‖2
L2σ
, f ∈ L2σ , (8.10)
where
(Hf )(v) :=
∫
T
t
t − v dσ(t)f (t). (8.11)
Proof. We use (8.4). Then, by (8.8) and (5.12), we have
∫
E
|1 − θ(v)|2
1 − |θ(v)|2
∣∣(Hf )(v)∣∣2 dm(v) C ‖F‖2α+ = C ‖f ‖2L2σ .
Thus (8.10) is proved. 
We give necessary and sufficient conditions on the measure σ that guarantee (8.10).
Let us reformulate our problem and change the notations slightly. Obviously we can straighten
up by fractional linear transformation the arc E and point part of σ in such a way that E becomes
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measure σ goes to σ˜ , and dσ˜ = w˜dx on [−2,2], σ˜ (xk) = σk . It is easy to see that inequality
(8.10) becomes equivalent to the following one
2∫
−2
∣∣(Hf )(y)∣∣2 dy
w˜(y)
 C‖f ‖2
L2
σ˜
, ∀f ∈ L2(dσ˜ ), (8.12)
where
(Hf )(v) :=
2∫
−2
f (x)
x − y dσ˜ (x). (8.13)
If we choose all f ’s from L2([−2,2], w˜dx) we get that (8.12) is equivalent to w˜ ∈ A2[−2,2].
In fact, with such test functions f (8.12) becomes
2∫
−2
∣∣∣∣∣
2∫
−2
f (x) w˜(x)dx
x − y
∣∣∣∣∣
2
dy
w˜(y)
 C
2∫
−2
∣∣f (x)∣∣2w˜(x) dx, ∀f ∈ L2(w˜dx). (8.14)
Put F := f w˜. Then the previous estimate becomes the boundedness of
H : L2([−2,2], w˜−1 dx)→ L2([−2,2], w˜−1 dx).
This is of course equivalent to w˜−1 ∈ A2[−2,2], namely, to
sup
I,I⊂[−2,2]
〈w˜〉I
〈
w˜−1
〉
I
< ∞, (8.15)
where 〈w˜〉I := 1|I |
∫
I
w˜dx. This is obviously the same as w˜ ∈ A2[−2,2].
Notice that it is easy to proof that w˜ ∈ A2[−2,2] if and only if w˜ is a restriction onto [−2,2]
of an A2 weight on the whole real line.
Lemma 8.4. Condition (8.10) implies that the measure σ is absolutely continuous on the arc E
and moreover w ∈ A2.
Therefore, to prove Theorem 1.19 we have to answer the following question: what is the
property of the singular part on T \E?
To continue with (8.12) we write it down now for all f ∈ L2(X,dσ˜ ):
2∫ ∣∣∣∣
∫
f (x)dσ˜ (x)
x − y
∣∣∣∣
2
dy
w˜(y)
 C
∫ ∣∣f (x)∣∣2 dσ˜ (x), ∀f ∈ L2(X,dσ˜ ). (8.16)
−2 X X
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lent to
sup
‖g‖
L2(w˜)1
2∫
−2
g(y)
∫
X
f (x)dσ˜ (x)
x − y dy  C
( ∫
X
|f |2 dσ˜
)1/2
.
Thus, we can conclude that (8.16) is equivalent to the following inequality:
∫
X
∣∣∣∣∣
2∫
−2
g(y)
y − x dy
∣∣∣∣∣
2
dσ˜  C
2∫
−2
|g|2w˜dx, ∀g ∈ L2([−2,2], w˜dx). (8.17)
To understand necessary and sufficient conditions for (8.17) we introduce the Smirnov class
E2(Ω), where Ω = C \ [−2,2]. Recall that this is the class of analytic functions f on Ω having
the property that
∫
γn
|f (z)|2|dz|  C for a sequence of smooth contours converging to [−2,2]
(the class does not depend on the sequence of contours). Let us denote by φ(z) the outer function
in Ω such that w˜ = |φ|2 on the boundary [−2,2] of Ω (the same boundary value on both sides
of [−2,2]), φ(∞) > 0. The fact that w˜ ∈ A2[−2,2] is sufficient that φ exists (as w˜ ∈ A2[−2,2]
obviously ensures
∫ 2
−2
∣∣ log w˜(x)√
4−x2
∣∣dx < ∞, and the latter condition means the existence of an outer
function in Ω with absolute value w˜ on the boundary).
Lemma 8.5. Let w˜ ∈ A2[−2,2],
∫ 2
−2 |g|2w˜dx < ∞, and let
G(z) =
2∫
−2
g(t)dt
t − z .
Then G(z)φ(z) ∈ E2(Ω).
Proof. Consider
G+(x) := lim
y→0+
2∫
−2
g(t)dt
t − x − iy ,
G−(x) := lim
y→0−
2∫
−2
g(t)dt
t − x − iy .
The jump formula says that G+(x) − G−(x) = c · g(x) for a.e. x. On the other hand, G+(x) +
G−(x) = c · Hg(x) for a.e. x. We conclude that both G+,G− ∈ L2([−2,2], w˜dx) if and only
if both g,Hg ∈ L2([−2,2], w˜dx). The latter is the same as Hg ∈ L2([−2,2], w˜dx) (because
of course g ∈ L2([−2,2], w˜dx) by assumption). We conclude that both boundary values are in
L2([−2,2], w˜dx) if and only if Hg is. But the latter condition is equivalent to (we discussed
this already) w˜ ∈ A2[−2,2].
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tually these claims are equivalent, and this does not depend on A2 anymore. Notice that our
function G(z) is a Cauchy integral of an L1(−2,2) function, and, as such, belongs to the Smirnov
class Ep(Ω) for any p ∈ (0,1).
For any outer function h in Ω and for any analytic function G, say, from E1/2(Ω) we have
that Gh ∈ E2(Ω) if and only if (Gh)+ ∈ L2(−2,2), (Gh)− ∈ L2(−2,2). This is the corollary of
the famous theorem of Smirnov (see [28]) that says that if in a domain Ω one has a holomorphic
function F which is the ratio of two bounded holomorphic functions such that the denominator
does not have singular inner part (the class of such functions is denoted by N , and if f |∂Ω ∈
Lq(∂Ω) then f ∈ Eq(Ω)). In our case one should only see that any G ∈ E1/2(Ω) and any outer
function h are functions from N . Then we apply this observation to our G and to the outer
function h = φ, and we see that the requirement G(z)φ(z) ∈ E2(Ω) is equivalent to G+,G− ∈
L2([−2,2], w˜dx). Thus we are done. 
Remark 8.6. A little bit more is proved. Namely, given a weight w˜ on [−2,2], we can claim that
for every g such that
∫ 2
−2 |g|2w˜dx < ∞ we have that the function
G(z) =
2∫
−2
g(t)dt
t − z
satisfies G(z)φ(z) ∈ E2(Ω) if and only if w˜ ∈ A2[−2,2]. We need this claim only in “if” direc-
tion.
Lemma 8.5 is very helpful as it allows us to write yet another inequality equivalent to (8.17):
∑
xk∈X
∣∣Gφ(xk)∣∣2 σk|φ(xk)|2  C
2∫
−2
∣∣Gφ(x)∣∣2 dx. (8.18)
We want to see now that when g runs over the whole of L2(w˜), function Gφ runs over the
whole of E2(Ω) (recall that G(z) := ∫ 2−2 g(t) dtt−z ). Lemma 8.5 gives one direction: if g ∈ L2(w˜)
then Gφ ∈ E2(Ω).
Let us show the other inclusion. So suppose F ∈ E2(Ω). Consider G(z) = F(z)
φ(z)
. We want to
represent it as follows:
F(z)
φ(z)
=
2∫
−2
f (t) dt
t − z , f ∈ L
2(w˜). (8.19)
To do that notice that both boundary value functions (F (z)
φ(z)
)+, (F (z)φ(z) )− are in L
2(w˜). Here we
use again the fact that w˜ ∈ A2[−2,2]. So these two boundary value functions are in L1. And
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φ(z)
∈ N of course. We use again Smirnov’s theorem (see [28]) to conclude that F(z)
φ(z)
∈ E1(Ω).
Then put
f (t) := c ·
((
F(z)
φ(z)
)
+
−
(
F(z)
φ(z)
)
−
)
.
It is in L2(w˜) and so is in L1. We apply Cauchy integral theorem to function F(z)
φ(z)
from
E1(Ω). We get exactly (8.19) if the constant c is chosen correctly.
All this reasoning shows that in (8.18) when g runs over the whole of L2(w˜), function Gφ
runs over the whole of E2(Ω). Therefore (8.18) can be rewritten as follows:
∑
xk∈X
∣∣F(xk)∣∣2 σk|φ(xk)|2  C
2∫
−2
∣∣F(x)∣∣2 dx, ∀F ∈ E2(Ω). (8.20)
This is very nice because (8.20) is a familiar Carleson measure condition, only not in the
Hardy class H 2 in the unit disk, but for its full analog E2 in Ω = C \ [−2,2]. The transfer from
the disc to Ω is obvious:
Lemma 8.7. Let DI denote two discs centered at −2 and 2 and of radius I . Then a measure dμ
in Ω satisfies
∫ ∣∣F(z)∣∣2 dμ(z) C
2∫
−2
∣∣F(x)∣∣2 dx
for all F ∈ E2(Ω) if and only if
∫
DI
dμ(z)√|z2 − 4|  C′
√
I . (8.21)
Proof. Let ψ be conformal map from the disc D onto Ω . If F ∈ E2 then F ◦ψ · (ψ ′)1/2 ∈ H 2.
We apply Carleson measure theorem to the new measure μ˜ := ψ−1 ∗ μ in the disc and see that
μ˜/|ψ ′| is a usual Carleson measure (see [12]). Coming back to Ω gives (8.21). 
Immediately we obtain the following necessary and sufficient condition for (8.16) (or (8.17))
to hold: ∑
k: |xk±2|τ
σk
|φ(xk)|2
√
x2k − 4
 C
√
τ , ∀τ > 0. (8.22)
The condition (8.22) plus w˜ ∈ A2 give the full necessary and sufficient condition for (8.12) to
hold, and so for the L2 boundedness of the operators of transformation.
However we want to simplify (8.22). The problem with this condition as it is shown now
lies in the fact that we have to compute the outer function φ with given absolute value
√
w˜ on
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to replace φ(xk) by a simpler expression. We need one more lemma.
Lemma 8.8. Let w˜ ∈ A2[−2,2] and let x > 2. There are two constants 0 < c < C < ∞ indepen-
dent of x such that
c
1
x − 2
2∫
4−x
w˜dt 
∣∣φ2(x)∣∣ C 1
x − 2
2∫
4−x
w˜dt. (8.23)
Proof. Let Pz(s) stands for the Poisson kernel for the domain Ω with pole at z ∈ Ω . It is easy to
write its formula using the conformal mapping onto the disc, but we prefer to write its asymptotic
bahavior when z > 2 and z− 2 is small:
Pz(s) 
√
z− 2√
2 − s (z− s) . (8.24)
Notice that it is sufficient to prove only the right inequality in (8.23). In fact, the left one then
follows from the right one applied to w˜−1 if one uses w˜ ∈ A2. So let us have δ be a number close
to 0, but δ > 0. There exists such a δ that w˜δ is in A1+a , a > 0.
Having this in mind we write
φ2(x) = e
∫ 2
−2 log w˜Px(s) ds 
( 2∫
−2
w˜δ
1√
2 − s
√
x − 2
x − s ds
) 1
δ
.
We can split the last integral into two:
I :=
2∫
4−x
w˜δ
1√
2 − s
√
x − 2
x − s ds  C
1√
x − 2
2∫
4−x
w˜δ
1√
2 − s ds
and
II :=
4−x∫
−2
w˜δ · . . . ds  C
2∫
−2
w˜δ
√
x − 2
(x − s) 32
ds.
It is easy to take care of II. In fact, it is well known that for any A1+a[−2,2] weight u
2∫
−2
u(s)
(x − 2)a
(x − s)1+a ds  Ca
1
x − 2
2∫
4−x
u(s) ds.
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x−2
∫ 2
4−x u
1√
2−s ds 
C 1
x−2
∫ 2
4−x u(s) ds! Just take u to be equal to
1√
2−s for all s < 2 and close to 2. Therefore
term I is more difficult than term II. But not much. Use Cauchy inequality:
I
1
δ  C
(
1√
x − 2
2∫
4−x
w˜δ
1√
2 − s ds
) 1
δ

(
1
x − 2
2∫
4−x
w˜ds
)
·
(
1
x − 2
2∫
4−x
1
(2 − s) 12 · 11−δ
) 1−δ
δ · (x − 2) 12δ  C 1
x − 2
2∫
4−x
w˜ds.
As a result we get |φ2(x)| C 1
x−2
∫ 2
4−x w˜ds, which is the right inequality of the lemma. We
already noticed that the left inequality follows from the right one (using the A2 property and
applying what we proved to 1
w˜
). Hence the lemma is completely proved. 
Now we can rewrite (8.22) in an equivalent form.
Proposition 8.9. Let xk → 2 (we consider accumulation to the point 2 only, accumulation to −2
is symmetric). Consider the condition
∑
k:xk−2τ
σk∫ 2
4−xk w˜(s) ds
√
xk − 2 C√τ , ∀τ > 0. (8.25)
Then (if points accumulate only to 2) (8.25) plus w˜ ∈ A2[−2,2] are equivalent to (8.12).
If points accumulate to both ±2 we need to add an obvious symmetric condition near −2.
Thus Theorem 1.19 is completely proved.
Remark 8.10 (Step backward—step forward). Let
θ˜ (v) := b0 + vθ
(1)(v)
1 + b¯0vθ(1)(v)
, b0 ∈ D. (8.26)
Then
θ˜ (v) := 1 + c¯0θ(0)
1 + c0θ(0)
c0 + θ(v)
1 + c¯0θ(v) , (8.27)
where c0 = b0−a01−a¯0b0 is actually an arbitrary point in D. Obviously multiplication of θ˜ by eic does
not change the norm of the transformation operator. Thus arbitrary fraction-linear transformation
θ˜ (v) := eic c0 + θ(v)
1 + c¯0θ(v) , (8.28)
preserves A2 (1.68) and “Carleson” (1.69) conditions.
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Proof of Theorem 1.20. Let
W =
[
1 R¯+
R+ 1
]
, B =
[
B¯ 0
0 B
]
.
Condition (1.72) means that the matrix weight BWB∗ is in A2, see Appendix A.
First we prove that
‖f−‖2 Q‖f−‖2
L2α−
(9.1)
for f−(t) ∈ Hˆ 2α− . In fact even ‖f−‖2 Q‖f−‖2R− .
Recall
T−(τ )f−(τ ) = τ¯ f+(τ¯ )+R+(τ )f+(τ ) ∈ B¯H 2,
where f+ ∈ L2α+  Hˇ 2α+ . Therefore
P+BW
[
f+(τ )
τ¯f+(τ¯ )
]
=
[
0
B(τ)T−(τ )f−(τ )
]
and 〈
BW−1B∗P+BW
[
f+(τ )
τ¯f+(τ¯ )
]
,P+BW
[
f+(τ )
τ¯f (+τ¯ )
]〉
= ‖f−‖2. (9.2)
Due to the A2 condition we get
‖f−‖2 Q
〈
W
[
f+(τ )
τ¯f+(τ¯ )
]
,
[
f+(τ )
τ¯f+(τ¯ )
]〉
= Q‖f−‖2R− . (9.3)
Now we will prove the second part of the claim, that is,
∥∥f+∥∥2 Q∥∥f+∥∥2
L2α+
(9.4)
for f+(t) ∈ Hˆ 2α+ .
Since (9.1) holds then Hˆ 2α− = Hˇ 2α− (moreover Hˆ 2α− ⊂ H 2). Evidently, this implies Hˆ 2α+ =
Hˇ 2α+ . Indeed,
Hˆ 2α+ =
(
L2α−  Hˇ 2α−
)+ = (L2α−  Hˆ 2α−)+ = L2α+  (Hˆ 2α−)+ = Hˇ 2α+ .
Therefore (9.4) is guarantied by the inequality
〈f,f 〉Q
{〈
W
[
f (τ)
¯
]
,
[
f (τ)
]〉
+
∑∣∣f (ζk)∣∣2ν(ζk)
}
(9.5)τ¯ f (t) τ¯f (τ¯ )
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f1(ζ ) =
N∑
k=1
B(ζ )
(ζ − ζk)B ′(ζk)f (ζk), f2 ∈ H
2.
Note that f1 and Bf2 are orthogonal with respect to the standard metric in H 2, i.e.,
‖f ‖2 = ‖f1‖2 + ‖f2‖2.
Let us calculate the matrix of the metric in Hˇ 2α+ which is generated by this decomposition.
〈Bf2,Bf2〉L2α+ =
1
2
〈
BWB∗
[
f2(τ )
τ¯f2(τ¯ )
]
,
[
f2(τ )
τ¯f2(τ¯ )
]〉
= 〈(I + H2)f2, f2〉, (9.6)
where H2 is the Hankel operator generated by the symbol R˜+,
H2f2 = P+τ¯ (R˜+f2)(τ¯ ).
Similarly
〈f1, f1〉L2α+ =
〈
(I + H1)f1, f1
〉+ δ(f1, f1). (9.7)
Here δ is the quadratic form corresponding to the scalar product in L2ν+ . Finally,
〈f2, f1〉L2α+ = 〈Tf2, f1〉, (9.8)
where T is the truncated Toeplitz operator
Tf2 = P+BP−τ¯ (R˜+f2)(τ¯ ).
In these terms, according to (9.5) and the above (9.6)–(9.8), we have to show that there exists
(= 1
Q
) > 0 such that

[
I 0
0 I
]

[
I + H1 + δ T
T∗ I + H2
]
. (9.9)
By (1.72) we have ‖H2‖ < 1. Therefore we can substitute (9.9) by

[
I 0
0 I + H2
]

[
I + H1 + δ T
T∗ I + H2
]
. (9.10)
It is equivalent to
[
I + H1 + δ −  T
T∗ (1 − )(I + H2)
]
 0
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(1 − )(I + H1 + δ − ) T
T∗ (I + H2)
]
=
[
I + H1 T
T∗ (I + H2)
]
+
[
(1 − )(δ − )− (I + H1) 0
0 0
]
 0. (9.11)
Since the first term in the RHS (9.11) is nonnegative it is enough to find  such that

1 −  (I + H1)+ I  
3 − 
1 −  I  δ.
Note that the last inequality is the same as

3 − 
1 −  ‖f1‖
2  ‖f1‖2L2ν+ . (9.12)
Due to the (well-known) lemma below, the Carleson condition for ν˜+, given by (1.70), implies
‖f1‖2 Q‖f1‖2L2ν+ . (9.13)
Thus (9.12) and consequently the whole theorem is proved. 
Lemma 9.1. The following condition
‖f ‖2KB Q‖f ‖2L2ν , ∀f ∈ KB := H
2 BH 2, (9.14)
is satisfied if and only if ν˜, ν˜(ζk) = 1|B ′(ζk)|2ν(ζk) , is a Carleson measure.
Proof. A function f ∈ KB can be represented in the form
f =
∑ B(ζ )
(ζ − ζk)B ′(ζk)f (ζk)
so (9.14) is equivalent to the bounded ness of the operator
A
({xk})=∑ B(ζ )
(ζ − ζk)B ′(ζk)
xk√
ν(ζk)
: l2 → KB.
Note that
〈f,g〉 =
∑ xk√
ν(ζk)
y¯k for g =
∑ yk
1 − ζ ζ¯k
.
That is,
A∗(g) =
{
yk√
}ν(ζk)
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∑ |yk|2
ν(ζk)
Q‖g‖2KB . (9.15)
Note that
g =
∑ yk
1 − ζ ζ¯k
→ g˜ =
∑ B(ζ )yk
(ζ − ζk)
is a unitary mapping, and thus we get from (9.15)
∑∣∣g˜(ζk)∣∣2 1|B ′(ζk)|2ν(ζk) Q‖g˜‖2KB (9.16)
for all g˜ ∈ KB . 
Appendix A. Attachment
The space Lθ is defined as the set of 2D vector functions with the scalar product
‖f ‖2 =
∫
T
〈[
1 θ
θ¯ 1
][
f1
f2
]
,
[
f1
f2
]〉
dm(t). (A.1)
By Kθ we denote its subspace
Kθ = Lθ 
[
H 2−
H 2+
]
.
Lemma A.1. The vector [
1
−θ(μ)
]
1
1 − tμ¯
is the reproducing kernel in Kθ .
Proposition A.2. Let E = {t : |θ | = 1}. For f ∈ Kθ
∫
E
|f1 + θf2|2
1 − |θ |2 dm C‖f ‖
2 (A.2)
(compere (8.10)) if and only if
∫ 〈[ 1 θ
θ¯ 1
]−1
Hf,Hf
〉
dm(t) C
∫ 〈[ 1 θ
θ¯ 1
]
f,f
〉
dm(t), (A.3)E T
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(Hf )(z) =
∫ [ 1 θ
θ¯ 1
][
f1
f2
]
t
t − z dm(t).
Proof. By definition
Hf (z) =
∫ [ 1 θ
θ¯ 1
]{[
f1
f2
]
+
[
h−
h+
]}
t
t − z dm(t)
= P+
{[
f1 + θf2
θ¯f1 + f2
]
+
[
1
θ¯
]
h− +
[
θ
1
]
h+
}
(z)
=
[
(f1 + θf2)(z)
0
]
+
[
θ(z)
1
]
h+(z). (A.4)
Therefore
∫
E
〈[ 1 −θ
−θ¯ 1
]
1 − |θ |2 Hf,Hf
〉
dm
=
∫
E
〈[ 1
−θ¯
]
(f1 + θf2)
1 − |θ |2 +
[
0
1
]
h+,
[
f1 + θf2
0
]
+
[
θ
1
]
h+
〉
dm
=
∫
E
|f1 + θf2|2
1 − |θ |2 dm+
∫
E
|h+|2 dm. (A.5)
That is (A.3) is equivalent to
∫
E
|f1 + θf2|2
1 − |θ |2 dm+
∫
E
|h+|2 dm C
(
‖f ‖2 +
∫
T
|h+|2 dm
)
.  (A.6)
Lemma A.3. Condition (A.3) implies
sup
I
1
|I |
∫
I
|θ − 〈θ〉I |2 + (1 − |〈θ〉I |2)
1 − |θ |2 dm< ∞, (A.7)
where for an arc I ⊂ E we put
〈θ〉I := 1|I |
∫
I
θ dm. (A.8)
F. Peherstorfer et al. / Journal of Functional Analysis 256 (2009) 2157–2210 2209Proof. In particular (A.3) implies that the matrix weight [ 1 θ
θ¯ 1
]
is in A2 on E. And this means
1
|I |
∫
I
[
1 −θ
−θ¯ 1
]
1 − |θ |2 dm C
[
1 〈θ〉I
¯〈θ〉I 1
]−1
, (A.9)
or
1
|I |
∫
I
[ 1 − |θ |2 + |θ − 〈θ〉I |2 (〈θ〉I − θ)√1 − |〈θ〉I |2
(〈θ〉I − θ)
√
1 − |〈θ〉I |2 1 − |〈θ〉I |2
]
1 − |θ |2 dm C, (A.10)
which is equivalent to (A.7). 
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