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Accurate control techniques for pinpoint planetary landing - i.e., the goal of achieving
landing errors in the order of 100m for unmanned missions - is a complex problem that
have been tackled in different ways in the available literature. Among other challenges,
this kind of control is also affected by the well known trade-off in UAV control that for
complex underlying models the control is sub-optimal, while optimal control is applied
to simplified models.
The goal of this research has been the development new control algorithms that would
be able to tackle these challenges and the result are two novel optimal control algorithms
namely: OQTAL and HEX2OQTAL. These controllers share three key properties that
are thoroughly proven and shown in this thesis; stability, accuracy and adaptability.
Stability is rigorously demonstrated for both controllers. Accuracy is shown in results
of comparing these novel controllers with other industry standard algorithms in several
different scenarios: there is a gain in accuracy of at least 15% for each controller, and
in many cases much more than that. A new tuning algorithm based on swarm heuris-
tics optimization was developed as well as part of this research in order to tune in an
online manner the standard Proportional-Integral-Derivative (PID) controllers used for
benchmarking.
Finally, adaptability of these controllers can be seen as a combination of four elements:
mathematical model extensibility, cost matrices tuning, reduced computation time re-
quired and finally no prior knowledge of the navigation or guidance strategies needed.
Further simulations in real planetary landing trajectories has shown that these con-
trollers have the capacity of achieving landing errors in the order of pinpoint landing
requirements, making them not only very precise UAV controllers, but also potential
candidates for pinpoint landing unmanned missions.
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Introduction
1.1 Context
1.1.1 Pinpoint Landing
The designs of the first generation of Mars Landers were driven by the need for vehicle
safety. Landing sites were chosen as a trade-off between scientific interest and the rough-
ness of local terrain. Given the exploratory nature of the missions, landing anywhere
within a projected coarse landing error ellipse was satisfactory.
In the subsequent era of Mars exploration missions, science is driving the need for even
more specific landing sites, such as descent directly into a desired crater or outflow
channel, next to a lander or rover from a prior mission or a hydrothermal vent, or onto
the one small safe landing zone identified within roving distance of a desired science
target.
The desire to achieve such accuracy of tens to hundreds of meters for future Mars surface
missions has prompted the study of the technology that will be required to make such
landings possible.
Pinpoint landing is a wide discipline that covers all three landing phases: entry, descent
and landing. From the Guidance Navigation and Control (GN&C) topic point of view,
there are also several areas of research, including but not limited to: target identification,
hazardous terrain detection, retargeting, vision tracking and trajectory tracking.
1
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1.1.2 Precision Landing Control
The control algorithms required for the above mention pinpoint landing topic is the
main focus of the PhD research. This precision landing control area of research is a very
complex one and it has been tackle in different ways in the literature as it will be shown
in the next chapter. As a summary, there are two main streams to precision control.
First, is the use of well known control unmanned aerial vehicles (UAV) techniques,
to which some kind of optimisation process is applied. In fact, the problem of UAV
trajectory tracking is closely related to pinpoint landing control. UAV control has been
studied widely and in depth and covers a wide range of techniques, not of all which are
necessarily valid for the precision control required in this thesis. Furthermore, in UAV
control there is the well known trade-off that for complex underlying models the control
is sub-optimal, while optimal control is applied to simplified models. This also affects
the precision control required for pinpoint landing.
Secondly, there is the approach of coupling trajectory generation with the use of optimal
control. This approach, although includes techniques like the popular Proportional
Navigation (PN), and also many other more advance techniques including non-linear
control applied to navigation. This approach is more complex than the UAV Control
one and with the added difficulty of the coupling trajectory generation with control and
it is also less flexible as it does not allow to change the navigation strategy of a landing
mission.
1.2 Objectives
The goal of this PhD research as it was initially set is two-fold. Firstly, it was to develop
new control algorithms that can be used for pinpoint landing and that could overcome
some of the challenges presented in the previous section.
The second part of the research was set to test the developed algorithms not only in a
simulated environment, but also in the quadrotor UAV testbed held in the Surrey Space
Centre.
However, during the period of research, the objectives balanced more towards the latter
goal. In other words, the objective of this PhD became the development of UAV optimal
control algorithms in such a manner, that they can be extended to be suitable for
pinpoint landing unmanned missions. The remaining chapters of this thesis are oriented
towards this disposition of goals.
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In summary, the objective of this research was to develop new control algorithms with
the following conditions
• General purpose. The controllers have to be general enough so that can be used
for different setups, trajectories, etc.
• UAV agnostic. This point is very important, because many of the tests presented
here are done in a quadrotor UAV, but this does not mean that controller was built
for such a vehicle: on the contrary, the controllers, during validation and testing
phase, have to be adapted to work in the quadrotor.
• Able to achieve high precision trajectory tracking. Controllers were tested in very
different scenarios to verify this feature, including simulated real planetary missions
and also real-time quadtoror scenarios.
• Adaptable and extensible so that can be adapted to different UAVs, different kind
of missions and also can be extended to support complex UAVs.
1.2.1 Novel Work
Two novel controllers were developed in this research. First one was named OQTAL -
Optimal Quaternion Tracking using Attitude Linearization. This is an optimal control
algorithm over a quaternion error base underlying model.
The second controller, named HEX2OQTAL - Holistic EXtension to OQTAL, is a 6DoF
multiple-input-multiple-output (MIMO) optimal control based on a trajectory tracking
error underlying model.
A third novelty was developed during this research, which is a set of extensions to the
artificial bee colony swarm algorithm to optimise PID controller in an on-line manner.
1.2.2 Publications
The following publications were done as part of this research:
• Ghiglino, Forshaw & Lappas (2013). Online PID Self-Tuning Using an Evolution-
ary Swarm Algorithm with Experimental Quadrotor Flight Results, in American
Institute of Aeronautics and Astronautics, Guidance, Navigation, and Control
Conference (AIAA GNC), Boston, US. [Session: Aircraft GNC: Flight Test I]
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• Ghiglino, Forshaw & Lappas (2014). Online Evolutionary Swarm Algorithm for
Self-Tuning Unmanned Flight Control Laws, in American Institute of Aeronautics
and Astronautics, Journal of Guidance, Control, and Dynamics (Published on
AIAA Journal of Guidance, Control, and Dynamics, Vol. 38, No. 4 (2015), pp.
772-782. doi: 10.2514/1.G000376 ).
• Ghiglino, Forshaw & Lappas (2014). OQTAL - Optimal Quaternion Tracking using
Attitude Error Linearization, in IEEE Transactions on Aerospace and Electronic
Systems (accepted).
• Ghiglino & Lappas (2015). Quaternion Error Based Optimal Attitude Control
Applied to Pinpoint Landing, in in American Institute of Aeronautics and Astro-
nautics, Guidance, Navigation, and Control Conference (AIAA GNC), Kissimee,
US. [Session GNC-42 Control of Satellites, Spacecrafts and Missiles]
• Ghiglino & Forshaw (2015). HEX2OQTAL - Translation Optimal Control of UAVs
Exploiting Quaternion Error Dynamics, in IEEE Transactions on Aerospace and
Electronic Systems (under review).
• Ghiglino & Forshaw (2015). Quaternion Error Based Optimal Attitude Control
Applied to Pinpoint Landing, Institute of Aeronautics and Astronautics, Journal
of Guidance, Control, and Dynamics (Pending).
1.3 Document Structure
The thesis is structured as follows: Chapter 2 covers the literature survey. Chapter 3
explains all the fundamental theory required to understand the novel work. It includes
the general equations that describe the kinematics and dynamics of an ideal 6DoF UAV,
PID and LQR control theory and landing trajectories. Chapter 4 explains the testbed
setups used in this research, including the real experimental framework, the simulation
setup and the equations that fully describes the quadrotor UAV. Chapter 5 and Chapter
6 are dedicated to the two new controllers OQTAL and HEX2OQTAL respectively both
including theory, simulation and experimental results. Each of them also covers the
application of OQTAL and HEX2OQTAL to pinpoint landing scenarios. Chapter 7 con-
tains the conclusions. Finally, there are three appendices, the first one presenting some
mathematical identities required to develop the novel control models, the second one for
the ABC tuning algorithm used in Chapter 4 and the last one presents the planetary
landing analytical equations that have been used to benchmark the controllers.
Chapter 2
Literature Survey
2.1 Overview
The literature survey has been split into four different sections based on the main lines
of investigation of this thesis. The first section covers references to planetary landing
missions, ranging from technical reports describing analyses of past Mars and Moon
landing missions to detailed research and requirement documents for future missions.
Of particular relevance for this thesis are the works that focus on descending and landing
trajectories, control techniques and technical requirement for future missions.
This is followed by the guidance navigation and control (GNC) section. In this section,
a number of GNC implementations are presented that cover all the main areas that are
explained in this research. These include different type of trajectories, control techniques
and all sort of general approaches. In other words, the references presented here give a
very detailed account of the state-of-the-art GNC.
The next section covers the core part of this thesis: pinpoint landing control. Research
references are presented in this section, that cover several areas of research, from tra-
jectory and tracking relation and re-targeting, to navigation-layered models and control
algorithms. There is however a strong emphasis on attitude and translation control for
spacecrafts.
This general control section is followed by a narrowed down section that covers UAV
control in detail. In addition, the key papers that inspired this research are presented
here. Some of the control algorithms presented in these references have been selected to
be used in this research for simulation, testing and benchmarking purposes.
Experimental testing is paramount for this thesis as all newly-invented controllers have
to be experimentally validated. In this regard, there is extensive literature on testbeds
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or test frameworks. Since we performed the experiments in a quadrotor UAV, the
literature survey below focuses on the research projects that have used this type of
aerial vehicle. The papers presented in this section implement various kinds of control
techniques, and some of these were selected as baseline for benchmarking performance
in our experiments.
Finally, the last section covers control theory in general, where advances in linear and
non-linear control are presented. Some of the work presented here have been key in the
development of the contributions presented here.
Within this section, there is a short subsection dedicated to self-tuning techniques for
PID control. An additional product of this research was a new way of tuning PID con-
trollers in an online way and using genetic algorithms. We also carried out performance
benchmarking when comparing PID to the novel control algorithms we produced.
2.2 Precision Landing Missions
Firstly, let us start with after-mission analyses of past missions. An overview of a
preliminary reconstruction analysis performed on each entry, descent, and landing phase
to assess the performance of the Mars Phoenix Lander as it descended is presented in
[1] and a comparison to pre-entry predictions is provided, too. That reconstruction
investigation is currently ongoing and the results to date are in the process of being
refined. There is also a description of the imaging controlled descending approach used
in the most recent Mars Exploration Rovers (MER) in [2]. It explains the use of the
descent image motion estimation system (DIMES) algorithm to estimate the velocity of
the vehicle and the use of a simple controlling algorithm based on GPS and Gimbal data.
One of the most exhaustive after-mission reviews can be found in [3] whereby various
lunar descent trajectories were analyzed to provide a recommendation for the Delta-V
mission. The analysis consisted in reviewing most of the Apollo 11 planning and post-
flight data, finding the optimized trajectories based on the technology available then and
generating trajectories by using the state-of-the-art technologies like Light detection and
ranging (LIDAR) sensors. Of interest to this thesis is the fact that optimized trajectory
consists mostly of a gravity-turn followed by a smooth landing phase. Both of this
phases have been tested and presented in Chapter 5 and Chapter 6. in this thesis.
Because of the qualitative nature of the results, more in-depth analyses are required to
refine the presented recommendations. Figure 2.1 shows the main analysis result of the
study. There are four lines that depict the actual Apollo trajectory, the optimized Apollo
trajectory (i.e., the optimal trajectory that could be achieved with the then available
technology), the full optimized trajectory that can be achieved using state of the art
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technology, and a compromise solution that is a combination of the three previous ones.
On the other hand, there is some work, like [4], which is based on the historic information
available from past missions and has the purpose of investigating trends in Mars entry,
descent and landing conceptual mission design and it proposes a method of presenting
this information as a handbook for conceptual design. An exhaustive analysis of landing
trajectories (15,840 in total) was carried out using the POST software. The results bring
together the common parameters found, such as hypersonic drag coefficient, entry mass,
etc.
Figure 2.1: Apollo Optimized Analysis
Secondly, a big portion of the available literature on Precision Landing Missions is to
do with proposing and designing simulation frameworks for the whole Entry, Descent
and Landing (EDL) phases. For instance, the work presented in [5] is an analysis of the
precise soft landing problem for lunar missions focusing on Decent and Landing (DL)
trajectory optimization and the guidance scheme. Similar retargetting research works
can be found in [6] and [7]. The analysis covers most of the DL components, like haz-
ardous terrain and other parameters that affect the cost function (landing mass), control
design, optimal trajectories, etc. This work is focused mostly on the physical parameters
of the precision landing problem: mass lost rates, thruster power, etc. Figure 2.2 shows
the typical scenario studied here. There is also a detailed explanation of all the phases
related to the development of the 6DoF body controller for the descent and landing of
a gravity turn trajectory shown in [8]. It describes all the 6DoF equations of motion,
gravity turn parametrisation, controller design and thruster conversion into PWM com-
mands. Of special value to the project presented here are the gravity turn description
and the thruster conversion implementation. Figure 2.3 shows the main diagram of the
proposed solution. It contains the following components: Lander Dynamics (6DoF Ideal
Body), Attitude PD Control for the gravity turn and the thruster conversion module.
[9] is as also a survey of all the phases of the Mars landing mission including Entry, De-
scending and Landing hat aim to achieve pinpoint landing. It is focused mainly on the
descending phase guidance through the parachutes, and does not include any controller
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for the landing phases. It is claimed in this report that an accuracy of 330m can be
obtained using appropriate technology. This last piece of work is a very useful overview
of what is expected from a pinpoint landing mission.
Figure 2.2: Moon Landing Scenario
Figure 2.3: Full Descending and Landing Simulation Diagram
The Autonomous Landing Hazard Avoidance Technology (ALHAT) development project
was chartered by NASA Headquarters in October 2005. Paper [10] presents the project
development, research, analysis and concept evolution that has been carried out since
the assignment of the project. It includes the areas of systems engineering, Guidance
Navigation and Control (GNC), sensors, sensor algorithms, simulations, fielding testing,
laboratory testing, Hardware-In-The-Loop testing, system avionics and system certifica-
tion concepts. The system referred to as the ALHAT System Module (ASM) is a highly
advanced integrated sensor suite that enables landing a lunar descent vehicle within tens
of meters of a certified and designated landing location anywhere on the Moon, under
any light conditions. In reference [11], the basic ASM architecture is described, and its
novel concept of operations. It illustrates this architecture through the description of
top level lunar landing requirements. Figure 2.4 shows the proposed architecture. The
ASM has the following distinguishing features:
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• Precision landing within required accuracies of a feature-relative (as opposed to
map-based, latitude-longitude) target,
• Access to any latitude and longitude,
• Landing under any light conditions,
• Autonomy (independence from ground control),
• Applicable to robotic, cargo or crewed missions.
As part of the ALHAT project, there is a description of the advances in the development
and model-implementation of the POST2 (Program to Optimize Simulated Trajectories
II) simulation, as well as preliminary system performance analysis, used for the testing
and evaluation of ALHAT project system models in [12]. POST2 is used as a basis for
an end-to-end descent and landing trajectory simulation. This work is a full run-through
of all the aspects of the planetary precision landing of a spacecraft and implement the
simulation components for each of them. In the specific regards of this project, a closed-
loop 6DoF controller has been used for the spacecraft control. Figure 2.5 shows the
component diagram of the proposed simulation model.
Figure 2.4: ALHAT System [11]
There are two references [13] and [14] that cover in detail analyses for past mission,
where the former is for Mars landing and the latter for Moon landing. The relevance of
these papers is that both are align with the trajectories tested in this research, that is,
gravity turn seems to be preferred for descent in Mars and a straight decelerating line
is preferred for Moon landing scenarios.
Chapter 2. Literature Survey 10
Figure 2.5: POST2 Components Outline [12]
Finally, the European Space Agency (ESA) has provided extensive documentation on
precision landing requirements and framework proposals. Their report [15] describes
the assessment study of a potential Mars Exobiology mission using the CDF which was
initiated by the Aurora Programme, and was carried out under the General Studies Pro-
gramme. The described requirements are: to land an exobiology payload on the surface
of Mars and at a location to be defined later; the Lander to have the mobility to enable
sampling of several ground locations; the mission to be as European as possible, and
to use advanced European technologies where possible in the timescale. There is also
an statement of work in [16], where the requirements for the proposed precision land-
ing testbed are described. It is the description of a testbed model helicopter, including
scaling, controllers and system identification. A further detailed requirement descrip-
tion of that document is presented in [17]. For this particular project the description
of the requirements for the landing trajectories has been the basis of the work done on
pinpointing landing simulations and tracking. [18] is another paper related to the state-
ment of work explained above. It is the description of a guidance and control system
based on vision and a closed-loop controller. The vision-based guidance is implemented
with LIDAR technology and POST2 camera, and the closed-loop controller algorithm is
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not specified. Another statement of work is presented in [19]: namely, a survey on LI-
DAR technologies. It describes the main requirements and design constraints on LIDAR
vision-based guidance navigation and control. There is a related statement of work in
[20] that describes the requirements for vision-based hazard avoidance. It is also based
on LIDAR sensors that are also part of the above statements of work for the Planetary
Lander GNC Test.
2.3 Guidance Navigation and Control
Firstly, on general GNC (Guidance Navigation and Control), the work described in
[21] corresponds to an algorithm for the re-designation of the landing point. Based on
factors such as hazardous terrain, scientific interest areas and fuel consumption, the
algorithm can trade off on them and select landing points based on input terrain and
vehicle data. Another reference on general GNC is [22], where the first phase of an
attempt to demonstrate the use of Desensitized Optimal Control (DOC) methodology
to develop an optimal Mars Entry, Descent, and Landing (EDL) trajectory is presented.
Only the entry portion of the EDL trajectory from the atmospheric interface to the
parachute deployment is considered. The control aims at reducing sensitivity of position
at parachute deployment with respect to entry position error, whilst minimizing fuel
consumption. Moreover, [23] presents a vision guided pinpoint landing algorithm that
is also part of the ALHAT project.
Secondly, on general trajectory tracking techniques, [24] makes use of drag and lift
forces to keep the vehicle on track. It contains a design description of a drag-based
controller for Mars Entry and Descending phases. The use of close/close-loop control
and gain scheduling based on the drag coefficient (or ’drag-based control’ as it is called
in the paper) may get the UAV to land in a 1Km error area, and it takes into account
some uncertain conditions, such as atmospheric ones. Two other important topics are
discussed in this paper: a PID control implementation that takes drag and lift into
account and also the use of a very interesting testbed. There is a further piece of
work on that topic in [25], where trajectory guidance and attitude commanding are
formulated for the terminal descent phase when the lander is off the parachute. The
algorithms determine the available landing zone, survey them for hazards, select the
best or alternative landing site based on state estimates and available propellant, then
maneuver the lander to land safely at the selected site. Computer simulations have
demonstrated the satisfactory performance of the algorithms for safe landing on Mars
with assumed atmospheric environments. The developed equations show the attitude
and linear translation closed-loop controller as applied to the spacecraft. Those equations
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are based on quaternion error and acceleration limitation only. Figure 2.6 shows the main
design proposal of this reference.
Figure 2.6: Proposed GNC Solution with PID Attitude Control
Moreoever, a detailed description of the gravity turn trajectory can be found in [26],
where both models the classic gravity turn (i.e., the simplest model that does not include
any environmental elements) and the more advance gravity turn with quadratic air are
fully developed. Other works on the gravity turn trajectory that present relevant models
for this thesis are [27, 28]. Another work of certain relevance for this thesis is [29] that
presents the use of LIDAR technology for guidance purposes. The interest of this paper,
comes from the requirements that presents to the controller, that should be able to
rapidly respond to retargetting conditions when the sensor detects hazardous terrains.
Reference [30] presents a survey on the different aspects of the entry, descent and landing
system (EDLS) including mainly trajectories and navigation techniques.
2.4 Pinpoint Landing Control
As stated above, pinpoint landing is a vast discipline that covers several areas of ex-
pertise. From the available literature there are several pieces of research that, whilst
not directly covering vehicle control algorithms, do include some level of discussion of
control techniques. Firstly, [9] is a survey and analysis of the Viking and Pathfinder mis-
sions, that explores the attitude control techniques that they used and which were then
based on parachutes and aeroshield. A more advanced non-powered landing research
is reference [31] which presents a sophisticated deployment mechanism for Mars land-
ing missions. This research suggest a potentially viable alternative to powered control
techniques.
Within the powered control, there are two main areas: open and closed loop. On the
former, some work has been done lately that seems to offer promising results in Moon
landing simulated scenarios [32]. Moreover, a detailed survey on both areas open and
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closed loop, can be found in [33] where both techniques are studied and considered viable
solutions for the planetary landing missions.
Reference [34] is one of the first papers to propose the use of powered feedback control
for planetary landing and, although the proposed control law is a relatively rudimentary
proportional control for attitude, simulation results show the dramatic improvement in
landing precision. This work was further extended in [35] and in [36], which includes
a comprehensive and very relevant simulation testbed definition. These two papers are
part of the most widely studied collection of research papers on Proportional Navigation
control (PN) where simple closed-loop control is optimised using different techniques for
a particular pinpoint landing setup. Further work on vehicle control can be found in
[37, 38] where the focus is to produce trajectory definitions such as: that the control of
the vehicle stays within the throttle bounds, thereby reducing power consumption. In
both references the optimal control algorithms are applied to a linearized and simplified
trajectory-dependent equation model.
On the linear control, [39] presents a survey on different techniques including PID and
LQR, this reference is of great relevance to this research as it proposes a solution that
is, from the architectural point of view, similar to the one presented in this research.
Finally, [40] is a comprehensive and rigorous work that explores the use of non-linear con-
trol algorithms, and in particular the Sliding Mode Control (SMC). The main challenge
encountered with this approach is adapting the process to real-life scenarios. Another
simulated implementation of sliding mode control, this time using quaternion error, can
be found in [41].
2.5 UAV Control
UAV control is closely related to planetary landing trajectory tracking control. There-
fore, an exhaustive review of the available literature in this area is included here. Firstly,
the main reference for modeling of UAV and UAV in general is [42], which is a seminal
work for simulation and modeling of spacecrafts. Another work of similar content that
also used in this research is [43], although this one is more focused on aircraft. Secondly,
attitude tracking and attitude control are topics that have been widely discussed in the
available literature. On the one hand, several of these papers deal with the attitude se-
lection of attitude representation. Starting with [44] and [45], they provide a PID control
implementation that relies on quaternion error regulation. It is worth mentioning that
they have been cited countless times and this PID can be considered a defacto standard
in attitude control. However, the first time that the quaternion error was introduced
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was in [46]. Also, [47] provides an extremely useful discussion on different attitude and
attitude error representations, their stability conditions and the application of PID and
adaptive control. Two more recent papers: [48] and [49] go on to deal with the main
properties of quaternion and rotation matrices: singularities, special orthogonal SO(3)
space and stability. [48] also includes some more advanced mathematical development
of the quaternion error, while [49] does a similar exercise for the rotation matrices.
However, paramount for this research are [50, 51], which provide a comprehensive de-
velopment of the attitude error equations - both for quaternion and rotation matrices -
that are the basis for the OQTAL linearized model.
On the other hand, there is also a large number of papers providing practical attitude
control implementation using optimal control techniques for perhaps simpler attitude
equation models. In terms of controlling vehicles, there is a vast amount of literature on
LQR control applied to almost every type of conceivable vehicle, including helicopters
[52, 53], quadrotors [54], spacecraft [55] and other experimental testbeds. Also, [56]
presents the use on LQR in the controlling of a model helicopter, this paper in another
attempt to use LQR over Euler rotation angles. Of more relevance is the work presented
in [57] that presents an excellent LQR gain scheduling algorithm based of fuzzy logic. A
similar research can be found in [58]. Although not fuzzy logic was used in this research,
rudimentary gain scheduling is indeed used and a smarter algorithm can dramatically
improve the new controllers presented in this research. Another enhancement to LQR,
integral action, is presented in [59] that implements it on a LQR controlled octocopter.
Another gain scheduling algorithm similar to the one presented in this research is found
in [60].
Furthermore, on the topic of full control, i.e., attitude and translation control, there
has been some interesting work done, like that in [61] which tried to tackle the LQR
system from a very particular perspective, using a geometric approach to obtain the
error calculation (distance between current position and closest point in the tracked
trajectory). But the complexity of the geometric calculations and its specialisation
for helicopter UAVs made it not well suited for the lander UAV devices. There is
however, one particular research project presented in [62] which extends the development
presented in the previous paragraph to cover also translational dynamics. This paper
presents another state-space model that fully describes the 6DoF UAV from the tracking
error perspective. Although it has been done for underwater unmanned vehicles (UUV),
it can be adapted to UAVs and this is what was done in this thesis partly for one of the
innovations of this thesis. There is also an interesting work [63] on utilisation of PID
for full UAV control, it provides a number of different implementations that are both
practical and accurate.
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Finally, on general control theory, some relevant articles have been used to prove sta-
bility and to develop the linearised model contribution of this research. [64] presents
the Sylvester Criterion to proof stability, key to the HEX2OQTAL controller presented
in Chapter 6. Similarly, [65] contains also mathematical tools in the form of a set of
lemmas that are used in the same chapter to proof stability of the new model. Most of
the linearization theory used in this research comes from the reference [66]. Stochastic
optimization has also been studied as part of this research, and, although not imple-
mented, some investigations on the state-dependent riccati equation (SDRE) was carried
out, most of it based on [67]. Some work that can be of relevance on this area are [68]
and [67] where the SDRE is used in conjunction with attitude control for UAVs in a lin-
earised Euler rotation model. Another aspect of control that was deeply studied was the
bang-bang trajectory, this is explained in details in the next chapter, the main reference
in this sense is [69].
2.6 Testbed Literature
Quadrotors are a class of UAV consisting of four rotors. A great deal of research has been
carried out on quadrotors due to their extreme simplicity and flexibility from design,
modeling and control systems perspectives. Furthermore, their high maneuverability
makes them a good testbed for control algorithms aimed at spacecraft control. A wide
range of quadrotor work has been undertaken experimentally on various testbeds by
different research groups. The indoor motion capture testbed used in this research is
now commonplace world-wide and is a simple method for rapidly developing control laws
for a vehicle. MIT’s motion capture RAVEN laboratory has tested a variety of different
UAVs including quadrotors [70]. Ecole Polytechnique has tested a variety of different
control laws on a quadrotor platform, including PID, LQR, backstepping and sliding-
mode control[71]. The work by Aalborg University was the basis for the quadrotor model
and for the PID control setup [72–74]. The quadrotor presented in these two technical
reports is identical to the one we used, therefore the model provided and some of the
control implementations are used throughout this thesis. Another important work in the
testedbed field is [75], this testbed is also similar to the one used for the here presented
research and and it is based in LQR control for Euler rotation angles. Moreover, the
Surrey Space Centre has also designed an indoor motion capture testbed for quadrotor,
Chinook and tailsitter experimentation [76, 77].
Finally, [78] presents an excellent testbed facility in NGC Aerospace Ltd, Sherbrooke,
Canada. This testbed, built for the ALHAT project, could be further used for other
pinpoint landing related work, like this thesis, and could be part of the future tasks.
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2.6.1 Literature on Self-Tuning Algorithms
The basic principles of Genetic Algorithms (GA) were first proposed by [79]. This
technique was inspired by the mechanism of natural selection, a biological process in
which stronger individuals are likely to be the winners in a competitive environment. GA
uses a direct analogy of such natural evolution to perform global optimization in order
to solve highly complex problems. It presumes that the potential solution of a problem
is an individual and can be represented by a set of parameters. These parameters are
regarded as the genes of a chromosome and can be structured by a string of concatenated
values. There is a wide range of work that has been done on the topic of PID tuning
using genetic algorithms. For example, [80] provides a tuning and system identification
procedure, in which the PID part is somewhat similar to the proposed setup of this
paper. Another example is presented in [81] which provides a similar implementation
using genetic algorithms. Yet another implementation of applying genetic algorithm for
tuning PID, in this case for a real helicopter, can be found in [82].
Another potentially more viable optimization technique is the Artificial Bee Colony
(ABC) algorithm, the focus of this research. The ABC is a swarm-based meta-heuristic
algorithm that was introduced by [83] for optimizing numerical problems. The algorithm
is specifically based on the model proposed in [84] for the foraging behavior of honey
bee colonies. The model consists of three essential components: employed foraging bees,
unemployed foraging bees, and food sources. The first two components (foraging bees,
employed and unemployed) search for the third component (rich food sources, which are
close to their hive). The model also defines two leading modes of behaviour which are
necessary for self-organizing and collective intelligence: recruitment of foragers to rich
food sources resulting in positive feedback, and abandonment of poor sources by foragers
causing negative feedback. Related papers of relevance to the algorithm defined here
can be found in [85–88]. The ABC algorithm has also been addressed in other research.
[89] offers a comprehensive explanation on how to tune using ABC, although it is more
focused on oﬄine tuning. [90] on the other hand, focused on both online and oﬄine
tuning and offered practical explanations and very concrete strategies to perform online
tuning. A related work can be found in [91, 92].
Some work has been done in tuning LQR cost matrices using genetic algorithms, like
the reference [93] where the optimization is done using variation of the standard genetic
algorithm. This method has not been used as part of this research due to time constraint
and also due to the difficult in applying this to the testing environments used. A more
exhaustive research would be necessary in order to find an appropriate tuning algorithm
for the here presented LQR controllers.
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2.7 Conclusions
In this chapter, an exhaustive review was carried out of the research literature compiled
within the context of this research. On one hand, the work on planetary missions and
in particular in the landing phase of such, including: EDL phases, GNC, testbeds and
more in-depth control algorithms.
On the other hand, this research has made use of the vast body of work available on UAV
control, which is not only closely related to spacecraft control theory, but also a goal of
this thesis. The main conclusion of this review, is that there are main approaches to UAV
control: use of sub-optimal control for accurate models, and use of optimal control for
simpler models. This limitation is where the author of this thesis thought that there can
be room for improvement and therefore, for new contributions, i.e., finding a trade-off
combining solution of these two streams.
Chapter 3
Fundamentals
3.1 Introduction
This chapter presents detailed explanations of the most fundamental tools used through-
out this thesis. First, the spacecraft 6-degree-of-freedom (6Dof) mathematical model,
which is the base to model an aerial vehicle including spacrafts and UAVs is presented.
Next, there is the theory behind Proportional-Integral-Derivative (PID) control and
Linear Quadratic Regulation (LQR) control and variations of both algorithms. These
controllers are used throughout this thesis. Finally, industry standard implementations
of PID and LQR for attitude control are presented, as they will be used to baseline the
results obtained with the novel controllers.
3.2 Spacecraft modeling
For the purposes of this thesis, two UAV’s have been used for testing and thus, two
corresponding models have been developed. They are a simulated spacecraft modeland
quadrotor UAV model (simulated and testbed tested). Both models, and most UAV
models for that matter, are derived from the so called ideal 6DoF model by making
some modifications like limitations on thurst and adding specific non-linearities of this
particular vehicle.
Ideal 6DoF model, by definition, consists the following features:
• It is perfectly symmetrical in all directions, and the centre of mass coincides with
the geometrical centre. This means that the moment of inertia is jI3 where I3 is
the 3× 3 identity matrix and j is a scalar that depends on the vehicle.
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• Thrusters response time is 0 and they can be applied in the three x, y, z axes.
• There are no other forces acting on the vehicle other than the expected forces
(Gravity, Centrifugal and Coriolis)1.
Figure 3.1 shows the concept of the 6DoF equations system as explained above.
Fz2
Fz1
Fy2Fxy
Fx2
Fx1
Z
X
Y
Figure 3.1: 6DoF equations system
This ideal 6DoF model corresponds to the system of equation described in the book [42].
The rest of this section will explain in detail the system of equations from this book that
are of paramount importance for this research.
3.2.1 3 Degree-of-Freedom Attitude Equations
The core of the 6DoF model is the attitude kinematics and dynamics model. The
translational part of the model depends strongly on this part of attitude, and in fact, it
can be seen that any UAV control implementation stress the effort in the attitude part.
The 3-dimensional attitude model can be seen as an extension of the 1-dimensional case,
whereby the rotation is represented 3-dimensionally by pitch, roll, yaw (also called 3DoF)
and so is the translation (X,Y, Z), hence the name 6DoF. However, before proceeding
to present the complete 6DoF set of equations, some important rotational concepts have
to be introduced.
1What is described here is the initial ideal setup for explaining the basic 6DoF equations. A full
exmplanation of perturbations like winds and noise will be covered in further chapters
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3.2.1.1 Euler Angles Representation
The most basic way of representing the attitude state is by using the following two vec-
tors: the Euler angle vector Θ = [φ θ ψ]t and the angular velocity vector ω = [p q r]t[42].
These two vectors, plus the corresponding kinematics and dynamics equations, are what
Euler representation consists of.
The angular velocity vector can be presented in the inertial frame as Θ˙ (known as angular
rates) or in the body frame as ω (known as angular velocity). Attitude kinematics, or
the transformation of the angular velocity from body to inertial frame, is expressed in
Equation (3.1)[42]:

φ˙
θ˙
ψ˙
 = H−1(Θ)

p
q
r
 (3.1)
where the matrix H−1(Θ) is the so-called angular velocity rotation matrix and is defined
as:
H−1(Θ) ,

1 sin(φ)tan(θ) cos(φ)tan(θ)
0 cos(φ) −sin(φ)
0 sin(φ)/cos(θ) cos(φ)/cos(θ)
 (3.2)
The dynamics attitude equation - the relation between torque and angular acceleration
- is defined traditionally as:
Jω˙ = ω × Jω + τ (3.3)
where ω× is the skew-symmetric of ω, J is the moment of inertia of the UAV and τ is
the applied input (torque). The first term on the right side of the equations is known
as the dynamic coupling.
Finally, there is a more convenient way of representing them in a state-space form as
shown in Equation (3.4):
[
ω˙
Θ˙
]
=
[
J−1ω × J 0
H−1(Θ) 0
][
ω
Θ
]
+
[
J−1
0
]
τ (3.4)
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It can be seen that many of the equations presented in this section may have singularities,
for example, when θ = 90◦ in the matrix H−1(Θ) which makes the attitude model
not asymptotically stable. As explained in [47] these singularities are specific to the
representation of the UAV rotation because real solid bodies can rotate through any
angle in any direction without experiencing them. This limitation is what has prompted
the development of the quaternion representation.
3.2.1.2 Quaternion Representation
Equation (3.5) is the form or representation of the quaternion vector:
q =
[
q1 q2 q3 η
]t
(3.5)
where the first three element are the orientation representation and the last term is
known as the scalar part [42].
It is possible to transform Euler representation into the Quaternion one. This is done
by the following function:
q =

c
(
ψ
2
)
c
(
φ
2
)
s
(
θ
2
)− s(ψ2 ) s(φ2) c ( θ2)
c
(
ψ
2
)
s
(
φ
2
)
c
(
θ
2
)
+ s
(
ψ
2
)
c
(
φ
2
)
s
(
θ
2
)
s
(
ψ
2
)
c
(
φ
2
)
c
(
θ
2
)− c(ψ2 ) s(φ2) s ( θ2)
c
(
ψ
2
)
c
(
φ
2
)
c
(
θ
2
)
+ s
(
ψ
2
)
s
(
φ
2
)
s
(
θ
2
)
 (3.6)
It can be easily proved that the quaternion vector has module ‖q‖ = (qtq)1/2 = 1.
Similar to the Euler angle representation, there is a kinematics equation for quaternion:

q˙1
q˙2
q˙3
η˙
 = 12

0 r −q p
−r 0 p q
q −p 0 −r
−p −q −r 0


q1
q2
q3
η
 (3.7)
The attitude dynamics do not change for quaternion representation so it can use Equa-
tion (3.3).
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3.2.1.3 Reference Frames and Direction Cosine Matrix
Reference frames are the coordinate systems used to represent the orientation and posi-
tion of objects. In this research and in most UAV literature, two main reference frames
are used: the inertial frame, defined a as static fixed frame and the body frame, which is
attached to the center of mass of the UAV. Control algorithms make use of both frames
and in some cases, as it will be explained at the end of this research, even more reference
frames are introduced.
An important concept in 6DoF modelling is the reference frame. For 3-dimensional
rotation, there are two key reference frames: inertial frame and body frame. The former
is static, fixed and external to the UAV frame. The latter is the subjective frame
associated with the UAV where X, Y and Z are defined with respect to the UAV centre
of mass. These rotation axes correspond to the so-called Euler angles φ, θ, ψ respectively.
In order to transform the vehicle state (velocity, rotation, etc.) between two coordinate
systems or frames, a rotation matrix is necessary. This matrix is known as the direction
cosine matrix and it transforms coordinates from the inertial frame into the body frame.
It is mathematically defined in the next sub-section. However the concept is key to
understanding the 6DoF equations. This matrix is also called rotation tensor and it is
denoted by
[
T ]BI in [42]. However, in this research the more popular notation of R is
used.
This matrix has several mathematical properties that are extremely useful. Firstly, to
transform coordinates in the opposite direction, i.e., from the body to the inertial frame,
the transpose of this matrix can be used. Secondly, the transpose and the inverse are
one and the same matrix. Thirdly, this matrix can be related to angular velocity using
differential equations. And finally, this matrix belongs to the Special Orthogonal group
SO(3). These last two properties make the use of rotation matrices a popular way of
representing attitude instead of using the above mentioned Euler angles.
The direction cosine matrix is defined as follows in the Euler Angles Representation:
RBI(Θ) =

cosψ − sinψ 0
sinψ cosψ 0
0 0 1
 ·

cos θ 0 sin θ
0 1 0
− sin θ 0 cos θ
 ·

1 0 0
0 cosφ − sinφ
0 sinφ cosφ
 (3.8)
Chapter 3. Fundamentals 23
RBI(Θ) =

cosψ cos θ sinψ cos θ − sin θ
cosψ sin θ sinφ− sinψ cosφ sinψ sin θ sinφ+ cosψ cosφ cos θ sinφ
cosψ sin θ cosφ+ sinψ sinφ sinψ sin θ cosφ− cosψ sinφ cos θ cosφ
 (3.9)
In order to simplify the notation, refererences to the direct rotation matrix will be
expressed as R instead of RIB and RT for the inverse transformation.
The direction cosine matrix in the quaternion space is as follows:
R(q) =

q0
2 + q1
2 − q22 − q32 2(q1q2 − q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q0
2 − q12 + q22 − q32 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q02 − q12 − q22 + q32
 (3.10)
3.2.1.4 Discussion on 3DoF attitude model
The previous subsections comprehensively defined the 3DoF attitude equation in two
different representations: quaternions and Euler angles. As said before, there are more
than these two; however, these are the ones used throughout this thesis. In the next
section, the full translation equations are explained. They rely heavily on the rotation
equations and cannot be represented independently. This is the reason so much attention
has been paid to attitude control and indeed the the new idea at the base of this research
is a new attitude control implementation.
3.2.2 Translational Equations
The mathematical model for the basic spacecraft consists of the already explained atti-
tude relations in Equation (3.1), Equation (3.3) and Equation (3.7), plus the so-called
translational equations that describe the UAV position and linear velocity. The main
translational vectors are: xI ∈ R3×3 (ie. the space vector) and vI ∈ R3 (the linear
speed vector). Both are defined with respect to the inertial frame. Going forward, the
super-indexes I and B identify the inertial or body frame respectively. The translation
kinematics are presented in Equation (3.11) and Equation (3.12):
xI = [x, y, z] (3.11)
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vI = x˙I (3.12)
The main 6DoF dynamics equation as defined in [42] is presented in Equation (3.13):
mv˙B +mω × vI = f +mRgI (3.13)
where m is the mass of the UAV, gI is the gravity vector in the inertial frame, ωB
denotes the angular velocity vector in body coordinates and R is the direction cosine
matrix.
3.2.2.1 6DoF summary
As a summary of the above explained equations, and for the sake of clarity, a block
diagram describing the 6DoF plant in a graphical way is presented in Figure 3.2. This
figure depicts the 6DoF equations structure in a graphical way: the 6DoF body is fed
by two inputs: force for the translation component and torque for rotation. Also, the
6DoF equations can be seen as two-3DoF blocks, one for the attitude kinematics and
dynamics and the second for those related to translation. The latter depends on the
former through the direction cosine matrix (DCM) and angular velocity ω (dynamics).
Angles (Quaternion), 
Angular Velocity,
Angular Acceleration
6DoF Body
Kinematics
3DoF Translation
3DoF Attitude
Dynamics Kinematics
Dynamics
DCM
Torque
Force
Position, 
Velocity,
Acceleration
Figure 3.2: 6DoF equations Schema Based on [42]
As explained before, any UAV can be modelled as a 6DoF model with some modifications
for the specifics of the vehicle. Once a model is developed it has to be treated like a plant
with inputs and outputs as per Figure 3.2. This plant can be controlled and the result
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of this control is a UAV following a trajectory. UAVs are non-linear and time-variant
systems, which makes control difficult to implement. The next section will focus on the
theory behind the two control algorithms used for this purpose throughout this research
programme.
3.3 Control Theory
Within control theory there are countless available algorithms that can be applied to
UAV control. In this research, from the two main categories: open-loop and closed-
loop control, only the latter is considered. Furthermore, within the closed-loop control,
there are two distinct sub-categories: optimal and sub-optimal. In the former there are
algorithms like the Linear Quadratic Regulator (LQR), H∞, etc. The latter consists of
PID, Adaptive control, etc. In this section, PID and LQR control are described in detail
as both have been used exhaustively throughout this thesis.
The choice of PID is obvious: this is the most popular controller used in UAV control [63]
and also in space missions [35] [36]. Some of the available implementations are considered
industry standards [44][45], and are excellent benchmark for any new controllers to be
proposed.
The selection of LQR requires a bit more explanantion. On the one hand, LQR is
probably the simplest optimal control technique available and it is relatively easy to
implement. On the other hand, and more importantly, the work presented here is about
the underlying model contribution and not so much about the control technique itself.
Therefore the purpose of this reaseach is to show that newly proposed underlying model
is stable, controllable and can yield excellent results. And it is not so much about what
particular control implementation is used, as long as it is optimal. A natural extension
of LQR is the linear quadratic gaussian regulator LQG, which adds a compensation
calculated with a Kalman filter or some other estimation technique. This is discussed
in detail in later chapters.
In the case of PID the control system was implemented in a single-input-single-output
(SISO) style for online optimisation reasons (see the chapter dedicated to online pid
tuning) and the LQR was expectedly done in a multiple-input-multiple-output (MIMO)
manner, as this matches the way the new models were design (please refer to Chapter 5
and Chapter 6 for further clarifications).
Before proceeding to explain these control algorithms though, the concept of ideal control
will be presented - and moreover - what kind of trajectory is produced when applying
this theoretical ideal control. These trajectories follow certain patterns which will be
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seen again when looking at the trajectories produced by some of the controllers under
study.
3.3.1 Bang-Bang Control
Bang-bang controllers are frequently used to solve time minimisation problems. For
example, if a vehicle needs to move from position A to position B, the ideal trajectory
will be to accelerate at the maximum possible rate until the maximum speed is reached,
then stay at that velocity until the point when the vehicle has to decelerate at the
maximum deceleration rate in order to arrive to position B at 0 velocity. In other
words, when the goal is to optimise time, i.e., how quickly the controller can respond to
the commanded trajectory, the optimal case should be bang-bang control.
Top left graphic in Figure 3.3 shows how the input would look for a plant with infinite
power, whereas the rest of them show a real bang-bang trajectory with limited power.
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Figure 3.3: Bang Bang trajectories: infinite power, limited power, velocity and posi-
tion respectively
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The bang-bang equations of motion —for limited power and limited velocity—are de-
scribed in Equation (3.14) and Equation (3.15), where d is the commanded distance from
point A to B, and tacc and tdec correspond to periods of acceleration and deceleration
respectively.
xB − xA , d = 1
2
amaxt
2
acc + vmaxtvmax +
1
2
adect
2
dec (3.14)
tacc =
vmax
aacc
, tdec =
vmax
adec
(3.15)
Bang-bang control is not always desirable and not always suitable, however for the
particular case of planetary landing missions its features can be of great use [69]. The
reason is that this type of contrl is time optimal: there is no other trajectory able to
reach its target in less time than this. Given the strong time constraints in the pinpoint
landing phase for planetary planning like [17], bang-bang can be seen as the ideal goal
of the control algorithm.
These trajectories are relevant to this research because some of the controllers that are
studied in this thesis can produce trajectories that are close to the ideal bang-bang
case. This is of great help when benchmarking the performance of the new controllers
developed during this research.
3.3.2 Proportional-Integral-Derivative (PID) Control
A PID controller is a generic control loop feedback mechanism widely used in industrial
control systems and in particular UAVs, satellites, rover vehicles, etc. A PID controller
calculates an error value as the difference between a measured process variable and a
desired setpoint. The controller attempts to minimize the error by adjusting the process
control inputs.
As shown in Figure 3.4, the PID controller calculation algorithm involves three sepa-
rate constant parameters, and is accordingly sometimes called three-term control: the
proportional, the integral and derivative values, denoted P, I, and D. Simply put, these
values can be interpreted in terms of time: P depends on the present error, I on the
accumulation of past errors, and D is a prediction of future errors, based on current rate
of change. The weighted sum of these three actions is used to adjust the process via a
control element, such as the position of a control valve, a damper, or the power supplied
to a heating element.
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Figure 3.4: Basic PID diagram
3.3.2.1 Anti-windup and variable limiter PID extensions
Two standard extensions to the PID have been used in this research: anti-windup and
variable or slew-rate limiter. Firstly, the anti-windup variation is used to prevent the I
term from rising when the PID control starts saturating (i.e., when either the output
of the controller or the input error reaches a pre-configured maximum value). Stopping
the integral of the error from increasing means the integration is limited. However the
current I value is still used for control beyond the saturation point.
The second extension, the variable limiter L, allows a limit to be defined in the derivative
of the controlled variable. For example, in the case of controlling attitude angles, it will
be the angular velocity that can be limited.
Applying these two variations to -for instance- the X-velocity axis leads to the new
control law presented in Equation (3.16) and Equation (3.17), where ωn and ζ are the
desired linear control bandwidth and damping ratio respectively. The velocity error is
represented by evx , c, k, T are given and used to produce the P, I,D gains, see [44] for
further explanations.
δc = satU
[
2k · satL
(
evx +
1
T
∫
evx dt
)
+ c · [IωB]B] (3.16)
L =
c
k
·min
{√
2 · a|evx |, vxmax
}
(3.17)
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k = ω2n c = 2ζωn (3.18)
PID is probably the most commonly used control across all disciplines and in fact,
it has been used exhaustively in this research to control all 6DoF variables and in
different setups. PID belongs to the sub-optimal family of controllers. However, the
new algorithms presented in this thesis make use of optimal control techniques. The
next subsection will focus on the most commonly used optimal control of all: the linear
quadratic regulator (LQR).
3.3.3 Linear Quadratic Regulation (LQR)
The theory of optimal control is concerned with operating a dynamic system at minimum
cost. The case where the system dynamics are described by a set of linear differential
equations and the cost is described by a quadratic functional is called the linear-quadratic
(LQ) problem. One of the main results of this theory is that the solution is provided by
the linear-quadratic regulator (LQR), a feedback controller whose equations are given
in Equation (3.19) and Equation (3.20).
LQR is, therefore, a feedback controller whose main goal is to get an optimized feedback
matrix based on two criteria: cost and accuracy. Given a linear system:
x˙ = Ax + Bu (3.19)
y = Cx (3.20)
where x ∈ Rn is the variable under control, u ∈ Rm is the input to the system and
A ∈ Rn × n and B ∈ Rm × n are matrices representing the controlled plant or system.
Then, the LQR control becomes:
u = −K · x (3.21)
where K ∈ Rm × n is the LQR optimal gain matrix. The calculation of K is based on
the Ricatti equations and more importantly, in its cost function, which is defined as:
fcost =
∫
(xtQx + utRu)dt (3.22)
where:
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• Q is the weight assigned to the accuracy of the control (minimize error)
• R is the weight assigned to the applied input (minimize effort)
3.3.3.1 Set-point Tracking LQR
The LQR’s goal is to regulate, i.e., x→ 0. However, it can be extended in order to track
a time-varying set-point. This is shown in Equation (3.23) which is a modified version
of Equation (3.21):
u = −K (x− xss) + uss
= −K (x−Nxr) + Nur
= −Kx + (kNx + Nu) r
Defining N¯ , (kNx + Nu)
u = −Kx + N¯r (3.23)
r is the set-point function and uss and xss are the steady-state input and state re-
spectively. Nx and Nu are defined in Equation (3.24), where † is the Moore-Penrose
pseudo-inversion. This is used instead of the vanilla inversion due to the non-square
nature of the matrices in the system:
[
Nx
Nu
]
=
[
A B
C D
]† [
0
I
]
(3.24)
where 0 and I are the zero and identity matrices respectively and of matching dimensions.
Substituting the modified input in Equation (3.23), into the original state differential
equation, yields the new state-space equations for simulation in Equation (3.25) and
Equation (3.26), where the set-point is now the system input.
x˙ = [A−Bk] x + [BN¯] r (3.25)
y = [C−Dk] x + [DN¯] r (3.26)
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3.3.3.2 Integral LQR
The integral action [59] is implemented by adding an extra state variable, i.e., the integral
of the regulated variable. Given a state space system of the form of Equation (3.19),
the integral of the regulated state is given by Equation (3.27).
xI =
∫
(−y) dt =
∫
(−Cx) dt (3.27)
Therefore:
x˙I = −Cx (3.28)
The corresponding integral action system becomes:[
x˙
x˙I
]
=
[
A 0
−C 0
][
x
xI
]
+
[
B
0
]
u (3.29)
3.3.3.3 Linearisation
LQR can only be applied as is to linear time invariant (LTI) systems. However, in
the real world there are very few cases where phenomena can be modelled like LTI
systems; in the vast majority of cases —including UAVs—, non-linearities are always
present. Therefore, in order to apply LQR in these situations some adapting process is
required such as treating the controlled system like an LTI system for certain conditions
of operation.
Firstly, Jacobian linearisation —i.e., the first term of Taylor’s series—is used to perform
linearisation. Figure 3.5 shows the basic concept of linearisation: during a certain period
a curve can be approximated to a linear function whose parameters are calculated based
on the derivative of the curve at that point.
3.3.3.4 Gain Scheduling
Gain scheduling is another technique that adapts non-linear systems in order to make
them controllable by LQR [57, 60]. It consists of transforming a single time-variant
linear system into a set of LTI systems. In this thesis a very simple algorithm is used
for gain scheduling. It works as follows:
Given a stepwise set of ranges with a global step δ, then each single variable ξ in the
state vector x falls within a particular range of operation:
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Figure 3.5: Linearisation of a curve
nδ ≤ ξ < (n+ 1)δ ≡ ξ ∈ [nδ, (n+ 1)δ]
For the sake of clarity, let define each range as:
[nδ, (n+ 1)δ] , nδ
This takes us to the current operation vector:
ξoperation =

. . .
niδ
. . .

While all the variables within the vector are within the operation vector, the system
behaves like a LTI. However, if any of these variables changes in a way that its value is
no longer within its current range of operation, the operation vector is changed to:
ξ′operation =

. . .
n′iδ
. . .

Therefore, the LTI matrix A(x′operation) changes accordingly and therefore the optimal
gain K has to be solved again.
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This Gain-scheduling algorithm is rather rudimentary compared to more sophisticated
fuzzy-logic implementations [58]. Furthermore, model switching might introduce input
jumps and therefore potentially undesirable behaviour of the system. However, an em-
pirical selection of a small threshold δ makes the LQR operate in a stable fashion and
is able to produce a smooth input signal for both simulated and experimental tests.
3.4 Attitude Control
Throughout this thesis, the novel attitude control algorithm is compared with two basline
attitude controllers. Firstly, the PID control implementation in [44] is a highly regarded
and commonly used method for attitude control based on quaternions. Secondly, the
traditional LQR controller (from now on called ‘classical LQR’) for attitude control
which is based on the state space attitude equation model, as this is the most common
LQR approach for UAVs in the literature ([52], [54], [55], [72], [56], [71], [60] and [58]).
In this section, both baseline controllers are presented in detail.
3.4.1 Quaternion Error
Before getting into the details of this attitude PID control design, it is necessary to
define the concept of quaternion error. Many references describe this concept, but in
particular [46] introduced this definition for the first time and it has been repeatedly
used ever since ([50], [44], [45], [48], etc).
Given the following quaternion matrix definition:
Qt ,

η q3 −q2 −q1
−q3 η q1 −q2
q2 −q1 η −q3
q1 q2 q3 η
 (3.30)
The quaternion error qe is then defined as per Equation (3.31):
qe = Qd
tq =

ηdq1 + q3dq2 − q2dq3 − q1dη
−q3dq1 + ηdq2 + q1dq3 − q2dη
q2dq1 − q1dq2 + ηdq3 − q3dη
λ
 (3.31)
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where qd is the commanded or desired quaternion (and obviously Qd is its matrix form)
and λ is defined as:
λ = qtdqq = q1dq1 + q2dq2 + q3dq3 + ηdη (3.32)
This has two main properties. Firstly, if both commanded and actual attitude position
are the same, then:
qe =
[
0 0 0 ±1
]t
(3.33)
Secondly, if the commanded rotation is zero (i.e., all Euler angles are 0), then qe = q.
Going forward, the quaternion error vector is presented as per the following equation:
qe =
[
 λ
]t
(3.34)
where  ∈ R3 corresponds to the first three elements of the error vector.
Finally, Equation (3.10) can also be used to represent the rotation between the desired
and actual attitude, and that version of the matrix —which exclusively depends on
the quaternion error— is used in [62] and therefore in the HEX2OQTAL mathematical
model. This rotation matrix has the following property:
R(qe) = R
T (qd)R(q)
3.4.2 PID Control Law
References [44] and [45] propose a PID attitude control based on the above seen quater-
nion error. This proposed PID implementation includes torque and velocity (slew-rate
limit) saturation and anti-windup extensions. The control law is defined in Equation
(3.35) and Equation (3.37), which are very similar to the one presented in Section 3.3.2:

δr
δp
δy
 = satU [J {2ksatL(+ 1T
∫
 dt
)
+ cω
}]
(3.35)
satL =
c
2k
min
{√
4a||, |ωmax|
}
(3.36)
satU (x) = min {Umax, |x|} (3.37)
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where  ∈ R3×1 is the attitude error as per Equation (3.34). The terms c, T, k are
the PID gains of the system, a is the maximum angular acceleration value, and satx
is the saturation function for the variable x. Within the attitude controller, the inner
saturation (L) is a slew rate limit for attitude where ωmax is the maximum angular rate
and Umax is the maximum total torque that can be applied.
This PID implementation, as presented in [45], is aimed at controlling the model defined
in [42], which is presented here in Equation (3.3) and Equation (3.7). However, it can be
adapted to other UAVs like the quadrotor testbed explained in the experimental setup
chapter. This chapter also contains the details on this the adapting process including
the equation used.
3.4.3 LQR Attitude Control
This final section describes the implementation of the LQR technique introduced above
to the attitude control problem. By applying this equation format to the state space
system presented in Equation (3.4), and using the Euler angles as the control variable,
Equation (3.38) and Equation (3.39) are obtained:
x˙ =
[
ω˙
Θ˙
]
=
[
J−1ω × J 0
H−1(Θ) 0
][
ω
Θ
]
+
[
J−1
0
]
τ (3.38)
y =
[
Θ
]
=
[
0 I3
] [ ω
Θ
]
(3.39)
The application of LQR to the above set of equations is what is here referred as classic
attitude LQR. In this system the matrix A is neither linear or time invariant; therefore,
this LQR will require gain scheduling. This technique is described shortly in this section.
Note that when applying set-point tracking to the classic LQR, the Moore-Penrose
pseudo-inversion might become singular for certain angle values. However, due to the
nature of the quadrotor used as testbed, this problem has a very low probability of
happening, as this UAV is stable in a limited range of rotation states smaller than the
angles that can produce a singularity. This is further clarified later in the experimental
setup chapter.
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3.4.3.1 Integral LQR
Now, applying integral action to the classic LQR, let define ΘI as:
ΘI =
∫
(−y) dt =
∫
(−Θ) dt (3.40)
Then, the integral set of equations can be seen in Equation (3.41) and Equation (3.42).
ω˙
Θ˙
Θ
 =

J−1ω × J 0
H−1(Θ) 0 0
0 −I3 0


ω
Θ
ΘI
+

J−1
0
0
 τ (3.41)
[
Θ
]
=
[
0 I3 0
]
ω
Θ
ΘI
 (3.42)
3.5 Summary
In this chapter the basic tools that are used through this thesis have been introduced.
These are: the basic 6DoF equations, the PID and LQR algorithms and, finally, two atti-
tude controllers that are widely used in UAV control community. These controllers been
tested in this research in order to provide a baseline for comparison of the innovations
created as an end-result of this research.
Chapter 4
Testbed Frameworks
Having studied the theoretical underpinnings of this thesis in the previous chapter, the
next step will be to cover in detail the testing frameworks that have been used to validate
the theoretical results of thesis.
The controllers presented in this research have to work in two very different scenarios.
First, given the precision landing context of this work, real planetary descent and landing
trajectories need to be tested in a simulation environment. In this case, the simulation
environment consists of a spacecraft model. This model corresponds to the ideal 6DoF
model as presented in the previous chapter, but with some limitations coming from the
technical report [17]. These limitations are:
• Main thrust can only be produced on the Z-axis. Smaller rotation thrusts are also
available.
• Thrust force is defined as Nmg with limited between N ∈ [1− 2].
• Rotation is speed limited to 15 deg /s.
Secondly, as stated in the introduction, the precision control techniques developed in this
research need to be tested in the quadrotor UAV held in one of the Surrey Space Centre
laboratories. The reason for this requirement is that a quadrotor can, up to certain
extend, be considered similar in maneuverability to the unmanned planetary spacecraft
and, despite of the intrinsic limitations of the quadrotor in speed and rotation - which
implies that only certain scaled landing trajectories can be tested in this scenario -
adapting a controller to work in this environment will give a good indication of the
practical feasibility of the same and also it provides a first test on an environment aimed
to simulate scaled down landing scenarios.
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A third scenario was also used: a quadrotor simulator that mirrors the experimental
setup also developed at Surrey Space Centre. This was used in order to have a pre-testing
environment in which to validate the control implementations that will eventually be
tested in the real-time experimental testbed.
The rest of this chapter consists of two main parts: a detailed description of the exper-
imental quadrotor UAV testbed and an in-depth explanation of the trajectories tested
in both the simulation and the experimental frameworks.
4.1 The experimental testbed
The testbed used for the experimental testing has been employed in previous research
efforts [76, 77, 94] and is shown in Figure 4.1. The testbed includes a Qualisys mo-
tion capture system which comprises six cameras positioned around the Surrey Space
Center lab-room that track markers on the quadrotor and transmit the position and
rotation vectors (XI , Θ) via Ethernet. The Simulink Real-time Environment on the
computer orchestrates the testbed flow and contains all the modules described above:
UAV, control and commanded trajectory. The quadrotor is an Ascending Technologies
Aztec Hummingbird X3D-BL and the communications have been set up via an X-Bee
link (wireless). All these communications between the quadrotor and the Simulink envi-
ronment are undertaken with embedded C MEX files via USB COM port. A complete
explanation of the quadrotors is included in the next section.
Rx
Attitude and Position Data 
TxIndoor Testbed
Qualisys 
Client
Simulink Real-time Environment
Missing Data 
Protection
Kalman
Filter
Control
Laws
Post-
Processing
Comms.
Interface
η
X-Bee
Communications
δ
T
Figure 4.1: Indoor Testbed. This figure shows the different elements present in the
indoor testbed developed. The UAV data enters the computer via a motion capture sys-
tem where it is processed and filtered. Control laws calculate the necessary commands
(δ) that need to be sent to the UAV; these are post-processed (η) and transmitted out
to the UAV. [81]
A big feature of using a closed-loop indoor testbed such as this is that this is a highly
controlled environment. This allows the results for different control laws to be compared
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accurately and with assurance that the results are not influenced by real-world factors
such as: environmental disturbances (e.g. wind), sensor noise, transport or real-time
delays or insufficient processing power. This is adventageous as first test for control
algorithms in a real UAV environment where some good result data can be obtained.
On the other hand, however, the indoor testbed has the disadvantage of not being as real
as a planetary landing mission, where disturbances, lack of accuracy in data, response
delays and computation limitation are not reproduced in the testbed.
4.1.1 Communications
The communication layer between the base computer and the UAV is done by means
of a wireless link. This wireless set-up link is made by using a pair of low-cost, low-
power wireless RF modules that have a common serial data interface. The underlying
communication standard is IEEE 802.15.4, which is also the basis for the well-known
ZigBee (Xbee) protocol [74]. One module connects directly at the quadrotor on-board
hardware serial interface. The second modules connects o the computer via an USB
cable. Figure 4.2 shows the hardware XBee setup.
Figure 4.2: Left: USB XBee connection to the PC. Right: quadrotor on-board inter-
face.
The programming serial interface is available through USB by a set of drivers written
by the author of this thesis in the C language. The developed driver is invoked by
MATLAB/Simulink via a CMEX Function.
The quadrotor onboard system is able to operate in three modes. Each mode has
different features and different areas of application:
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• Heading Hold. Heading Hold takes as commands the angular velocities for the
three axes: pitch, roll, and yaw, and a proportional thrust input. The internal
controller uses only the gyroscopic sensor data for flight stabilisation. When left
unsupervised, that is if the radio control is released, X3D maintains its last orien-
tation. In this thesis, only this mode was used.
• X-ACC. The X-ACC is an Extension board to the X-Base and features a three axis
accelerometer. The accelerometer is a MEMSIC accelerometer, model MXR9500GIM.
In X-ACC mode both gyroscope and accelerometer data are used by the internal
controller, allowing a more robust flight where the platform will try maintain the
requested absolute angles. When left unsupervised this mode will try bring the
platform to a horizontally aligned orientation, that is a hovering position. This
mode includes a fail safe that allow the platform to attempt an emergency landing
if the radio control is lost.
• X-ACC with Height Control. This mode is the X-ACC mode with height control.
Using the on-board pressure sensor the platform is able to estimate and maintain
its height by adjusting the thrust.
4.1.2 Sensor Network And Calibration
Figure 4.3: Indoor Testbed Sensor Network. Left: three of the cameras on one wall
of the laboratory. Right: one of the standing Qualisys cameras.
The Qualisys camera system provides accurate measurement of the vehicle attitude
and position by identifying a set of markers on the vehicle, minimising the problems
with noise and poor altitude measurement when moving quickly. Figure 4.3 shows the
cameras and the mounting locations of three of them within the laboratory.
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One consideration in designing the testbed is the placement of the cameras. Cameras
are placed to maximize coverage and potential calibrated area. One camera is used as
a video system and is placed to observe the whole work area. The Qualisys camera
configuration and the calibrated area can be seen in Figure 4.3.
Calibration is performed by ensuring the tracking residuals are sufficiently small. The
precision of the Qualisys tracking system seen in Figure 4.3 with sufficiently small resid-
uals is: 63µm, 5µm and 18µm along the x, y and z axes respectively. These values
are the average residual errors for a stationary target and are of a similar order to that
found in past research [95]. Calibration needs to be repeated for longer, or the cameras
need repositioning if sufficient residuals cant be obtained.
4.2 The Quadrotor UAV
A quadrotor, also known as quadcopter, is a UAV that is lifted and propelled by four
rotors. Quadrotors are classified as rotorcraft, as opposed to fixed-wing aircraft, because
their lift is generated by a set of revolving narrow-chord airfoils. A picture of the AscTec
Hummingbird quadrotor UAV can be seen in Figure 4.4.
Figure 4.4: AscTec Hummingbird Quadrotor. This figure shows a picture of the
quadrotor deviced at the Autonomous Systems Lab I
They use two sets of identical fixed-pitch propellers; two clockwise and another two
anti-clockwise. These use a variation of RPM to control lift/torque. Control of vehicle
motion is achieved by altering the rotation rate of one or more rotor discs, thereby
changing its torque load and thrust/lift characteristics. This setup allows the quadrotor
to rotate in all directions, as can be seen in Figure 4.5 and summarized in Table 4.1.
The reason for using this particular UAV as the testbed for our new planetary land-
ing algorithm is that the quadrotor has several useful properties that make it an ideal
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Table 4.1: Quadrotor manoeuvres
Variable Action
Pitch rotation different rotor thrust in the arms in the corresponding X axis diagonal
Roll rotation different rotor thrust in the arms in the corresponding Y axis diagonal
Yaw rotation same rotor thrust in each diagonal, different between diagonals.
Thrust Increased thrust in all rotors
Figure 4.5: Quadrotor rotation: left-hand image depicts pitch and roll rotation and
the right-hand one depicts yaw rotation
candidate for this kind of experimental validation. Firstly, it is highly manoeuvrable
in all rotation axes, which makes it possible to test complex trajectories with it. Sec-
ondly, its equation model is very close to the ideal 6DoF as presented in the previous
chapter, which means that standard control algorithms can easily be adapted to control
the quadrotor. The next section will expand on these features further by producing a
mathematical model of the quadrotor that has been used to great extent during the
experimental phase of this research.
Finally, the quadrotor being a rotorcraft means that thrust is produced only along the
z axis. Therefore, in order to produce motion in the horizontal xy plane, roll and pitch
rotation are required. Figure 4.6 depicts this kind of manoeuvre.
4.2.1 Modelling Conventions
In this section the intertial and body frame are consistently used in the same way, as
explained in Chapter 3. For example, the body frame is conventionally defined as having
its x axis along the quadrotor’s forward arm, the y axis along the quadrotor’s right arm
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Figure 4.6: Rotorcraft horizontal motion: in order to produce motion in the
horizontal xy plane, roll and pitch rotation are required.
and the z axis pointing vertically downwards [43]. In terms of attitude representation,
Euler angles (Θ) are used since the attitude range of operation of the quadrotor is small
and therefore the commanded trajectories do not pass through any attitude singularities.
4.2.2 Non-linear Equations of Motion
The quadrotor can be thought as the equations of the vanilla UAV presented in section
3.2 with some changes that are specific to this type of vehicle. In particular for this case,
the changes are related to the quadrotor command inputs. While in the vanilla UAV
the input commands correspond to force F and torque τ , in the case of the quadrotor,
they correspond to commands that an inner control translates into commanded angular
velocities or commanded vertical velocity.
The control law inputs, [δr, δp, δy, δc], correspond to roll, pitch, yaw and thrust respec-
tively; the range of each input is [-1 1]. As in Equation (4.1), the angular velocities are
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linearly proportional to the attitude inputs. Thrust is initially modelled as linear, but
is post-processed with non-linear characteristics.

p
q
r
 =

Kφδr
Kθδp
Kψδy
 T = KT δc (4.1)
Combining Equation (3.1) with Equation (3.13) and Equation (4.1) together yields Equa-
tion (4.2) where x˙ = f(x,u).

x˙
y˙
z˙
φ˙
θ˙
ψ˙
u˙
v˙
w˙

=

cθcψu− cφsψv + sφsθcψv + sφsψw + cφsθcψw
cθsψu+ cφcψv + sφsθsψv − sφcψw + cφsθsψw
−sθu+ sφcθv + cφcθw
Kφδr + tθsφδp + tθcφδy
Kθcφδp −Kψsφδy
Kθsφδp/cθ +Kψcφδy/cθ
Kψδyv −Kθδpw − gsθ
Kφδrw −Kψδyu+ gsφcθ
Kθδpu−Kφδrv + gcφcθ + Ifw/m+KT δc/m

(4.2)
In this equation, there is another term If which is also specific to rotorcrafts. This
element is known as induced inflow and can be understood as the total airflow through
the rotors minus the airflow generated by the rotation of the rotors. This means that
when in stable hover-mode the induced inflow is zero and when the quadrotor is moving
e.g. vertically, the induced inflow will be non zero and proportional to the vertical speed
(body frame).
4.2.3 System Outputs
The control law inputs, [δr, δp, δy, δc], must be scaled into inputs suitable for the quadro-
tor. The actual digital quadrotor input values, [ηr, ηp, ηy, ηc], are in the range [0 4096].
A combination of pre-processing and post-processing (depending on the control law) is
used to ensure the signals are within this range. Additionally, the thrust command is
non-linearly proportional to ηc and a look-up table is used in control law post-processing
as in Figure 4.7. The procedure to obtain these curves is explained in [72].
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Figure 4.7: Thrust Non-linear Actuation. These graphs compare tested thrust
performance with thrust performance in [72] for the same quadrotor.
4.3 Flight Test Trajectories
Three trajectories have been used throughout this work. The first one is a simple square
trajectory which is precisely as it sounds: a square to be flown (1× 1m2) in space at a
pre-specified height of z = 1m above the ground. This trajectory is particularly relevant
to this thesis because it is reference trajectory that has been tested on both simulated
and real quadrotor environments and with both the baseline industry-standard and novel
control implementations.
The other two trajectories, straight line and gravity turn, are based on [20]. The straight
line trajectory, which is a real landing trajectory, has been tested on both the simulator
and on the actual quadrotor in a scaled-down version. Secondly, the Gravity Turn
trajectory, which is usually considered a descending trajectory, has been used in the
simulation environment and is relevant to this research due to various reasons:
• its challenging rotational conditions makes a real tested to the novel controller
presented in this research.
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• given its attitude-control-only nature, it can be easily implemented and bench-
marked for attitude controllers including the attitude novel control in this research.
• Although a descending trajectory, this phase of the landing procedure can also be
a key part in achieving pinpoint landing.
Both trajectories, straight line and the gravity turn are explained further in the following
two subsections.
4.3.1 Straight Line Landing Trajectory
Figure 4.8 shows the straight line as defined in [20]. It has been proposed that this
type of trajectory be used for pinpoint landing on the moon. Furthermore, [20] specifies
the trajectory as shown in Table 4.2. The most challenging feature of this type of
trajectory is the large velocity variation which implies that the chosen control algorithm
will have to be able to adapt to this large range of linear velocities by using some kind
of gain-scheduling algorithm.
Figure 4.8: Moon Landing Trajectory
Table 4.2: Moon landing trajectories parameters
Parameter Value
Slope 20o
Descent time ≈ 100s
Initial velocity ≈ 500m/s
Initial altitude ≈ 8000m
Maximum attitude rate ≈ 10o/s
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4.3.2 Gravity Turn
This section focuses on the use of OQTAL to track gravity turn trajectories. This is not
a pinpoint landing trajectory per se; it is actually a form of minimum-fuel descending
trajectory [28]. However, is relevant to this research due to various reasons:
• its challenging rotational conditions makes a real tested to the novel controller
presented in this research.
• given its attitude-control-only nature, it can be easily implemented and bench-
marked for attitude controllers including the attitude novel control in this research.
• Although a descending trajectory, this phase of the landing procedure can also be
a key part in achieving pinpoint landing.
it is a trajectory
The tests presented here cover both the classic and the quadratic air drag gravity turn
trajectories. For the former, a comparison with other attitude controllers is presented,
while for the latter, a comprehensive simulation scenario is presented to show how OQ-
TAL copes with uncertainties and perturbations in the model.
These external forces and uncertanties, which were not presented in Chapter 2, are
explained in details later on in this chapter.
4.3.2.1 Classic Gravity Turn
Firstly, let describe the classic or vacuum gravity turn as presented in [28], - so named
because it means that quadratic air drag or other external forces have not been taken
into consideration. The goal of any gravity turn trajectory is for the UAV pitch angle
to match the angle of attack. The curve produced by this trajectory is described by the
following equation:
v˙ = g(n− cos(θ)) (4.3)
θ˙v = sin(θ) (4.4)
where v is the linear velocity module, θ, the angle of attach and n = F /(mg) the thruster
ratio. In the case of n being constant, these equations cannot be analytically resolved.
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The actual parameters of the trajectory are as per the technical note [17], which specifies
a thrust power-based gravity turn. Table 4.3 shows the gravity turn parameters and UAV
specifications.
Table 4.3: Gravity Turn, UAV and Simulation specifications
Parameter Name Parameter Value
Initial Velocity 70m/s
Initial Angle of Attack pi/2 rad
Initial Altitude 2000m
Mars Gravity 3.7N
UAV N factor 1.5
UAV Mass 0.432
UAV Moment of Inertia 0.5 I3
Simulation Time 23s
Simulation Sample time 1/60s
The spacecraft enters at the speed specified below and in the x axis direction. Therefore
the trajectory occurs in the xz plane. The initial pitch angle and the angle of attach are
both pi/2.
Figure 4.9: Gravity Turn Trajectory [27]
The gravity turn control algorithm implemented here consists of two parallel processes.
On the one hand, maximum thrust is applied constantly. This thrust here is Nmg where
N is as per Table 4.3. On the other hand, the attitude control aims at keeping the UAV
angle of attack opposite to the linear velocity.
The main object of this type of trajectory is to bring the UAV to a hovering state, but it
can be also the previous phase in pinpoint landing scenarions. In particular, two papers
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have been found that attempt to increase landing accuracy in gravity turn trajectories
[34], [35]. No further work has been done in this thesis on this particular area and it
remains a subject for future work.
4.3.2.2 Quadratic Atmospheric Drag Gravity Turn
The equations that describe a quadratic air drag gravity turn trajectory can also be
found in [28]. For this paper, the proposed Mars atmospheric drag coefficient presented
in [26] is used for the simulation setup. The equations for the quadratic air gravity turn
are well known and can be found in full detail in these two references:
v˙ = g(n+ β2 − cos(θ)) (4.5)
θ˙v = sin(θ) (4.6)
where β = ρCDA2mg , A is the reference area, ρ is the local air density and CD the drag
coefficient. The two latter factors depend on altitude with respect to the surface.
The most usual approach of approximating the martian atmospheric model to be con-
stant: ρ = 2.8445 exp−5(Kg/m3) was used. Further details pm this equations can be
found in [28] and [26].
4.3.3 Trajectory Tracking
In this research trajectory generators for each of the three mentioned trajectories where
developed. A trajectory generator, is a Simulink model that produces the ideal trajectory
6DoF state for any given time. The produced ideal trajectories are then compared with
the results of tracking the new control in order to produce a performance benchmarking
framework. Details of the implementation and mathematical model of the straight line
and gravity turn trajectories are given in Appendix C.
4.4 Tracking Performance Criteria
Three different criteria were used for validating the trajectory tracking performance
of each controller tested in the above explain scenarios. Firstly, the attitude error;
understood as the tracking error between the commanded and actual attitude states
and expressed in quaterion representation. Secondly, the position error meaning the
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difference between the ideal trajectory and actual position with respect to the inertial
frame for any given time t. Finally, the effort of the controller, in other words, the torque
input commanded by the control algorithm on the UAV.
The other indices that are used for evaluation of the performance are LQR specific.
Firstly, the number of calculations, or rather the number of gain-scheduling model
switches, i.e. how many times the Ricatti equation has to be solved (obviously for
PID this number is zero, which makes it the best controller computation-time-wise).
Finally, the cost function as per defined in Equation (3.22), with the tuning matrices
defined in the form Q = qI and R = rI, where I is the identity matrix.
Table 4.4 summarizes the meaning of these criteria and what controllers are they valid
for.
Table 4.4: LQR Tuning Parameters
Criteria Definition PID LQR
quaternion error
∫ ‖Qdq‖ Yes Yes
position error
∫ ‖XId − ZI‖ Yes Yes
effort
∫ ‖τ‖ Yes Yes
Number of calcs Gain-sched switches No Yes
Cost function
∫
(qT + rτT τ) No Yes
4.5 Summary
Two main scenarios settings were used for this research. Firstly, a simulation environ-
ment to test real landing trajectories in a spacecraft simulated model. The second one
is the experimental UAV setup presented earlier.
The trajectories presented above were tested accordingly to the feasibility of them on
both frameworks. The following table summarizes the actual flight test scenarios per-
formed:
Table 4.5: Tests performed in this research
Trajectory Simulation(Spacraft) Experimental (Quadrotor)
Square Pattern Yes Yes
Gravity Turn Yes No
Straight line Yes Yes(Scaled-down)
Making a controller able to work in these two very different scenarios was one of the
main challenges faced during this research.
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Another important complexity to mention is that each of the three above-mentioned
trajectories required different types of tracking. In the square pattern case, a set of
discrete set-points covering all the milestones of the pattern are given (four corners,
starting and landing point, etc.). In the case of the gravity turn, the tracking is calculated
based on the UAV linear velocity, therefore no external data is given. However, in the
case of the straight line, the trajectory data has to be tracked by the controller.
The use of these three approaches therefore mean that the validation of the new con-
trol algorithms is comprehensively and thoroughly carried out and its accuracy and
adaptability were tested exhaustively.
There is also another advantage in the selection of these three trajectories: they are not
present the same level of complexity. The first step was to perform tests on the square
patern, as it is the less requiring trajectory and also can be tested in both simulation
and testbed in the exact same conditions, which shown to be very useful for tuning the
controllers.
The second trajectory was the gravity turn, which can only be tested in the simula-
tor, but stretches the control algorithms much more than the previous trajectory. It
also helps validating the performance of the controllers in more realistic scenarios for
planetary landing.
Finally, the straight line, the most difficult trajectory, could only be tested and performed
once all the information was gathered from the other two. Without the previous tests,
it would be been much harder to achieve the results presented in this research.
Chapter 5
OQTAL - Optimal Quaternion
Tracking using Attitude Error
Linearization
5.1 Introduction
The use of quaternions or quaternion error attitude control strategies for unmanned
aerial vehicles (UAVs) is commonplace. There is, as explained in Chapter 2, a signifi-
cant body of literature containing formal discussions on sophisticated attitude tracking
controllers which are commonly proven accurate and stable systems. These are theoret-
ical in nature and only consider the use of non-optimal controllers such as proportional-
integral-derivative control (PID). There is however, another body of literature, normally
more experimental in nature, that focuses on the application of optimal controllers such
as the linear quadratic regulator (LQR) to a basic set of equations of motion which are
normally a simplified linear Euler angle representation.
The reason for classifying the existing literature into the above two categories is that
each of them effectively tackles the attitude control problem in a different way. The first
set deals with finding an adequate, accurate and stable representation of the attitude
equation model and usually applies to it an algorithm belonging to the sub-optimal
control family (PID, adaptive, etc.). Whereas the second set is a more practical approach
to solving real-life UAV attitude control, where perhaps the underlying plant is more
rudimentary but the control algorithm belongs to the optimal control family (LQR, H∞,
and variations of the same). In many cases with these optimal control implementations,
there is a limited range of operation due to the fact that these simplified models have
to be linear time-invariant (LTI) systems that require some very particular state values
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to be able to work. A typical example of this is what are called hovering conditions,
where the UAV has a rotation state close to origin (low values for rotation angles) and
negligible linear velocity [52, 53].
The work presented in this chapter is an effort to formally combine both approaches
to attitude control in such a way that the best features of each of them are included
in the novel algorithm proposed here. In other words an optimal control algorithm
was created in this research for the more complex and accurate quaternion error-based
model, with the theoretical advantages of having a wide range of operation, and the
potential practical feasibility for real-life experimental setup.
Quaternion Error
Based UAV 
Control
Optimal UAV
Control
OQTAL
Figure 5.1: OQTAL This controller was thought out to reconcile optimal control
and quaternion attitude modelling
The end-product of this research has been named OQTAL (Optimal Quaternion Track-
ing of Attitude Error Linearization); this name will be used throughout this chapter.
The new OQTAL control is compared with one specific implementation of each of the
categories of papers in Chapter 2: on the one hand, the attitude PID controller for
quaternion error, which is probably the most commonly used attitude controller comes
from [45]. On the other hand, an attitude LQR controller applied to the complete Euler
angles model, commonly used (in its basic form or variations of it) in [52], [54], [55],
[72], [56], [71], [60] and [58].
5.2 OQTAL System of Equations
OQTAL is founded on two pillars —an accurate attitude error model and optimal con-
trol. This section will be structured accordingly. Firstly, the rationale behind the
mathematical process of producing an adequate linear model out the dynamic model
provided in [50] is explained. This is followed by a formal stability study of both the
non-linear model and the linearized version of the same. After that, the focus moves to
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the the decision of which optimal control to use and its features. Finally, a summary of
the three controllers is presented.
5.2.1 Quaternion Error Dynamics As Defined in [50]
The seminal work [50] uses the same definition of quaternion error as per Equation
(3.31). It provides an extension to angular velocity error based on the quaternion error,
and the corresponding algebraic calculation of the error dynamics or derivatives.
Firstly ωe is defined as the angular velocity error in body coordinates:
ωe , ω −CBBωd (5.1)
With CBB defined as:
CBB , Qe−1QeT (5.2)
and:
Qe , QdQT (5.3)
5.2.2 Quaternion Error State-space Model
Once the definitions provided by [50] have been explained, the next step is to proceed
to one of the key contributions of this thesis.This model as presented here will be used
exhaustively in this chapter and in the next one.
Equation (5.3) in its expanded form is:
Qe =

λ −3 2
3 λ −1
−2 1 λ

where the elements of this matrix are the elements of the quaternion error vector as per
defined in 3.34. Furthermore, the same quaternion error matrix can be defined as:
Qe ≡ (λI3×3 + ×) (5.4)
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where I3 is the 3× 3 identity matrix. Now, its inverse is defined as:
Qe
−1 = QeT + T /λ (5.5)
Given that the transpose of a skew-symmetric matrix is v× = −(v×)T , equation 5.6 can
also be expressed as:
Qe
−1 ≡ (λI3×3 − ×) + T /λ (5.6)
Furthermore, the derivative of the angular velocity error can now be expanded as:
ω˙e = 2Q
−1[¨+ (ωeωe/4)]
Finally, the quaternion error derivative is:
˙ = Qωe/2
Putting all this equations together, the following state space model is obtained:
ω˙e = 2(λI3 − × + 
T
λ
)[¨+
ωe
Tωe
4
] (5.7)
˙ = (λI3 + ×)ωe/2 (5.8)
λ˙ = −Tωe/2 (5.9)
τ = Jω˙e + ω×Jω (5.10)
This highly non-linear set of equations is the base of the underlying plant for OQTAL.
The most relevant property of this model is that Equation (5.7) to Equation (5.10)
are not only comprehensive (including equations for the state variables but also for
their derivatives), but is as well as exclusively dependent on the attitude error state or
derivatives. This makes this system of equations adequate for linearization and therefore
a viable candidate for optimal control as will be discussed in the next subsection.
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5.2.3 OQTAL Underlying Model
As explained in the previous subsection, the system of Equation (5.7) to Equation (5.10)
is a highly non-linear one, meaning that it requires the application of a linearization
technique convert it into a linear state-space system to which optimal control can be
applied. In this research the Jacobian linearization [66] was considered as an adequate
way of obtaining a linearized state-space system of equations out of Equation (5.7) to
Equation (5.10).
5.2.3.1 OQTAL Model Jacobian Linearization
The Jacobian linearization matrix for the variable x with respect to y is defined as Axy ,
∂x
∂y . The author of this thesis developed some basic algebra properties for skew-symmetric
matrices that are needed to perform the Jacobian linearization. These properties can
be found in the Appendix A:
Calculation of A˙
A˙ ,
∂˙
∂
=
∂[(λI3 + ×)ωe/2]
∂
(5.11)
Keeping only the terms that depend on  and applying Equation (A.6):
∂˙
∂
=
∂[× ωe/2]
∂
= −1
2
ωe× (5.12)
Calculation of A˙ωe
A˙ωe ,
∂˙
∂ωe
=
∂[(λI3 + ×)ωe/2]
∂ωe
(5.13)
Splitting the sum of partial derivatives and applying Equation (A.5):
∂˙
∂ωe
=
λ∂ωe
2∂ωe
+
∂(× ωe)
2∂ωe
=
1
2
(× + λI3) (5.14)
Calculation of Aω˙e
Aω˙e ,
∂ω˙e
∂
=
∂[2(λI3 − × + Tλ )[¨+ ωe
Tωe
4
]]
∂
(5.15)
Expanding the multiplication, removing the independent terms, extracting scalars (λ
and ωe
Tωe) and splitting the sum of partial derivatives:
∂ω˙e
∂
=
λωeTωe
2
∂
∂
− 2∂(×¨)
∂
− ωe
Tωe
2
∂(× )
∂
+
2
λ
∂(T ¨)
∂
+
ωeTωe
2λ
∂(T )
∂
(5.16)
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Now, applying the rules explained above and reorganising the terms:
∂ω˙e
∂
= 2(¨× +
1
λ
(¨T + T ¨I3)+
ωeTωe
4
(λI3 − 2× + 1
λ
(T + T I3))) (5.17)
Calculation of Aω˙eωe
Aω˙eωe ,
∂ω˙e
∂ωe
=
∂[2(λI3 − × + Tλ )[¨+ ωe
Tωe
4
]]
∂
(5.18)
Expanding the multiplication, removing the independent terms, and splitting the sum
of partial derivatives:
∂ω˙e
∂ωe
=
λ
2
∂(ωeTωe)
∂
− 1
2
∂(× ωeTωe)
∂
+
1
2λ
∂(TωeTωe)]
∂
(5.19)
Reorganising the scalar ωe
Tωe and using the fact that ×  = 0 for convenience:
∂ω˙e
∂ωe
=
λ
2
∂(ωeTωe)
∂
− 1
2λ
∂(ωeTωe(T ))
∂
(5.20)
Then, applying the properties explained above:
∂ω˙e
∂ωe
= (λI3 +
T
λ
)

2
ωe
T (5.21)
5.2.3.2 OQTAL Linear Model Summary
The resulting linear system has the following state-space form:
[
ω˙e
q˙e
]
︸ ︷︷ ︸
X˙
=
[
Aω˙eωe Aω˙eqe
Aq˙eωe Aq˙eqe
]
︸ ︷︷ ︸
A
[
ωe
qe
]
︸ ︷︷ ︸
X
+
[
Bωeτ
Bqeτ
]
︸ ︷︷ ︸
B
τ︸︷︷︸
u
[
qe
]
︸ ︷︷ ︸
Y
=
[
0 I3
]
︸ ︷︷ ︸
C
[
ωe
qe
]
︸ ︷︷ ︸
X
(5.22)
(5.23)
where the sub-matrices in the system are defined as:
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A˙ = − 1
2
ωe×
A˙ωe =
1
2
(× + λI3)
Aω˙e = 2{¨× +
1
λ
(¨T + T ¨I3) +
ωe
Tωe
4
[λI3 − 2× + 
T
λ
+
1
λ
(T + T I3) ] }
Aω˙eωe = (λI3 − × +
T
λ
)

2
ωe
T
Bτω˙e = J
−1
Bτ ˙ = 0
(5.24)
(5.25)
(5.26)
(5.27)
(5.28)
(5.29)
This yields a new form of state-space system that is linear and based on accurate quater-
nion attitude error. It describes the calculation of the torque as a function of angular
velocity error and also how to obtain the error vector (i.e. quaternion and angular veloc-
ity) derivative with respect to the error vector. The main difference between this linear
system and those used for optimal control, is that there is no dependency with respect
to the UAV attitude state, i.e. rotation angle or angular rate.
As stated above, this state-space model in its linearised form is the probably the most
important contribution of this thesis. It will be deeply studied for stability, adaptability
and controllability in the next sections. Furthermore, some very important properties
will be also explained later on that are the reason why this model stands out with respect
to past research works on attitude tracking control.
5.2.4 Quaternion Error Uniqueness and Stability
Now a formal proof of the algorithm is sought to guarantee stability. The quaternion
error vector has the same properties as attitude quaternion vector, in that its module
is ‖qe‖ = 1 and it has the same non-uniqueness limitation that quaternions have: zero
attitude error might produce λ = ±1. Leaving this limitation aside for a moment, there is
another property of paramount importance for proving the stability of the system, which
can be found in Equation (5.8) and Equation (5.9). These equations are algebraically
identical to the ones used in [48] for proving the stability of the quaternion attitude
equations. However, here they are applied to quaternion and angular velocity error
rather than actual attitude and angular velocity. Therefore, the exact same approach
will be followed. First, the use of direct Lyapunov methods show that this new model
is not stable, because for every stable equilibrium point, there is an opposite unstable
one. Given the following Lyapunov function and feedback:
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Vˆ1(qe) = 2(1− λ)
ωe = −
Replacing the feedback function Equation (5.9):
λ˙ = −1
2
T (−) = 
T 
2
(5.30)
The derivative of the Lyapunov function is:
˙ˆ
V1(qe) = −2λ˙ = −T  (5.31)
This is always negative except for λ = ±1, which are precisely the two equilibrium points
explained above. Therefore, this does not prove the stability of the system of equations.
On the other hand, by choosing the Lipschitz - Lyapunov function and feedback, the
stability of quaternion attitude error dynamics can be proved:
Vˆ2(qe) = 2(1− |λ|)
ωe = −sgn(λ)
Replacing the feedback function Equation (5.9):
λ˙ = −1
2
sgn(λ)T (−) = sgn(λ)
T

2
(5.32)
The derivative of the Lyapunov function is:
˙ˆ
V2(qe) = −2sgn(λ)λ˙ = −T  (5.33)
[48] goes one step further for proof of stability under measurement noise. Their demon-
stration also applies in identical manner to the novel system of quaternion error equa-
tions.
The linearized version can be also proved stable following a similar approach, using
the same Lipschitz Lyapunov function and the same feedback. Given the following
differential equation for the quaternion error:
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˙ =
[
A Aωe
] [ 
ωe
]
= (5.34)
[
− 12× 12 (× + λI3)
] [ 
ωe
]
=
1
2
(×ωe + λωe) (5.35)
λ˙ = −1
2
(T + ωTe ωe) (5.36)
Applying the previous Lipschitz - Lyapunov function and feedback, the same result as
per Equation (5.33) is obtained.
In summary, Equation (5.7) to Equation (5.10) have been formally proved to be stable
by the use of a Lipschitz Lyapunov function. Furthermore, the linearized version of the
same equations, i.e., OQTAL’s underlying plant, is also proved stable. With this proof
in hand, it follows that this new model can stably control attitude tracking in an UAV.
5.3 OQTAL Control Algorithm
Having developed the underlying model, it remains to decide an optimal control algo-
rithm to apply to this system. On the one hand, LQR is probably the simplest optimal
control technique available and it is relatively easy to implement. On the other hand,
and more importantly, the work presented here is about the underlying model contri-
bution and not so much about the control technique itself. Therefore the purpose of
this reaseach is to show that newly proposed underlying model is stable, controllable
and can yield excellent results. And it is not so much about what particular control
implementation is used, as long as it is optimal. A natural extension of LQR is the
linear quadratic gaussian regulator LQG, which adds a compensation calculated with a
Kalman filter or some other estimation technique. The proposed control law for OQTAL
is:
τ = K
[
 ωe
]T
+ ω × Jω (5.37)
where ω is the actual angular velocity as defined in 3. Therefore OQTAL comprises
the above described linear model and the application of LQR to control it. There are,
however, several aspects to be considered in order to determine the validity of OQTAL as
a practical implementation for attitude tracking control problems. These include: range
Chapter 5. OQTAL - Optimal Quaternion Error Control 61
of operation and gain scheduling and adaptability of the model to real-life scenarios. All
of them will be covered in detail in this subsection.
5.3.1 Range of Operation
OQTAL’s linear matrix depends only on the state values of the attitude error, and given
that this matrix is a linearized version of Equation (5.7) to Equation (5.10), it means
that the operation range is effectively the attitude error range.
In order to clarify this concept, an example of a trajectory where the rotation tracking is
accurate is chosen e.g. the controller closely follows the commanded attitude as shown
in Figure 5.2. In such a case, the error vector will be constantly small and therefore
probably just one concrete linear model (Model I) for the OQTAL state-space model
will suffice to perform the tracking.
At the other end of the scale, a very variable tracking with both large and small atti-
tude errors, such as in Figure 5.3, might require several concrete models (in the example,
Model I are Model II are two particular instances of models required during this tra-
jectory tracking) and therefore some kind of model-switching technique like the gain
scheduling approach discussed previously.
This is a very particular and fundamental property of OQTAL: for accurate tracking,
complexity is reduced because model switching happens seldom and therefore the number
of LQR Ricatti equation calculations reduce. In other words, in close tracking conditions
OQTAL behaves like a linear time invariant system.
5.3.2 OQTAL With Integral Action
In some real-life scenarios, integral action might be required to compensate for unex-
pected forces, such as non-modelled non-linearities of the system, undesired drift in
the rotors, etc. Given that OQTAL uses standard LQR techniques, the application of
integral action is trivial:
 ω˙eq˙e
q˙eI
 =
 Aω˙eωe Aω˙eqe 0Aq˙eωe Aq˙eqe 0
0 −I3 0

 ωeqe
qeI
+
 Bτω˙eBτ q˙e
0
 τ (5.38)
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Figure 5.2: Close Tracking OQTAL needs only one linear model instance.
5.3.3 OQTAL Control Architecture
Figures 5.4) to (5.6 show the control architecture of OQTAL, along with the two con-
trollers used for comparison. This gives a visual idea of what it is here meant by OQTAL
combining the best features of the two approaches seen in the introduction.
Firstly, Figure 5.4 shows how the PID controller in [44] works. It receives both, com-
manded and actual attitude state, then proceeds to calculate the quaternion error from
these two inputs and apply standard PID techniques to the error vector.
Secondly, the traditional LQR proposal (Figure 5.5) appears very much like a standard
LQR regulation, which means that it tries to bring the rotation state to rest (zero). It is
the presence of the integral action and the set point tracking that make this controller
an attitude tracking implementation.
Finally, OQTAL (Figure 5.6), seems exactly like a combination of the two above, i.e. it
requires quaternion error calculation and does the regulation over that vector. In other
words, the LQR regulation is in effect the tracking in this case, therefore there is no
need for set-point tracking in this case. It is also important to notice that OQTAL is
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Figure 5.3: Variable Tracking OQTAL needs several model instances.
a somehow a dual model LQR, where one model is the actual UAV to which control
outputs are applied and also the state space model for the attitude error is used as input
for the LQR.
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Figure 5.4: Architectural Diagram PID controller.
In summary, OQTAL consists of the combination of two things: the application of a
standard vanilla LQR control to a set of linearized attitude error dynamics. This is
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Figure 5.6: Architectural Diagram OQTAL LQR.
what it is meant here by adapting the best of both streams: optimal control for an
accurate representation of the attitude error dynamics. Given that OQTAL is now fully
defined and proved, the next step is thus testing OQTAL in different scenarios to validate
its feasibility.
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5.4 Simulation Environment Validation
This section focuses on the simulation spacecraft environment and the testing of full-
scaled gravity turn trajectories. OQTAL will be tested in this scenario, and its perfor-
mance compared to those of industry standard attitude controllers.
5.4.1 Gravity Turn Trajectory
This section focuses on the use of OQTAL to track gravity turn trajectories. This is
not a landing trajectory per se; this is actually a form of minimum-fuel descending
trajectory [28]. However, it is a trajectory whose tracking depends exclusively on the
attitude tracking control strategy. The tests presented here cover both the classic and
the quadratic air drag gravity turn trajectories. For the former a comparison with
other attitude controllers is presented, while for the latter a comprehensive simulation
scenario is presented to show how OQTAL copes with uncertainties and perturbations
to the model.
5.4.2 Simulated Classic Gravity Turn Results
The simulation validation is performed based on the simulation testbed presented in
Chapter 4. The chosen setup consists of a gravity turn as the commanded trajectory
and a vanilla UAV as the underlying controlled vehicle. The reasons for choosing this
trajectory is that the gravity turn is a trajectory driven purely by attitude control, so
the better the control is, the closer to the ideal gravity turn curve the UAV will be.
The two industry standard attitude controllers presented in Chapter 3 along with the
OQTAL control are tested, optimised and their performance analysed in this section.
5.4.3 Simulation Results Analysis
In order to make the comparison among controllers as fair as possible, each of the tested
controllers has been tuned for the simulated gravity turn. The next two subsections
will focus on the tuning process. Taking the best tuned version of each control and
comparing them is the next step. This is presented in the last part of this section.
5.4.3.1 Optimization of PID
In the case of the PID an oﬄine genetic algorithm was used named Artificial Bees Colony
(ABC) as per the implementation in [94] and described in appendix A. The reason for
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choosing this algorithm is that ABC is considered able to find PID gains that are close
to the optimal solution ([90]). The optimization was performed for a fitness function
consisting of the weighted sum of the accumulated attitude quaternion error and the
accumulated torque:
ffitness =
∫
[q(T ) + r(τT τ)] (5.39)
For the PID ABC optimization the gains c, k, T have been tuned for the following weight
values: [q, r] ∈ [1, 1], [10, 1], [100, 1], [1, 0].
Table 5.1 shows the result of running the ABC tuning process for each of the above-
specified weight values:
Table 5.1: PID tuning summary
PPPPPPPPCrit
[q, r]
[1, 1] [10, 1] [100, 1] [1, 0]
Position Error 80.3 29.78 29.8 49.1
Quaternion Error 0.1280 0.0349 0.0328 0.0754
Effort 0.2609 0.8252 0.9476 0.3955
Fitness value 0.3889 1.1744 4.2286 0.4709
Each value corresponds to the integral of the instantaneous values for a complete simu-
lated trajectory e.g. position error corresponds to the integral of the position error for
the whole trajectory execution.
The tuning of the PID was design to be optimal in the tracking error over the cost.
That means that the cost or energy requirements were traded off for better tracking
error results. This is later explained in the result analysis.
5.4.3.2 Optimization of Classic and OQTAL LQR
For the LQR case, a brute force approach has been used. The optimisation was per-
formed varying the factors q and r as defined. The brute force algorithm was performed
by using a geometric progression with factor 2 for q and r and testing all possible com-
binations of them. The range of q ∈ 2i, 0 <= i < 20 and for r ∈ 2i, 0 <= i < 20.
This range of q and r comes about for two reasons. Firstly, this range contains the
optimal q, r pairs for both classic and OQTAL LQR instances. Secondly, this range is
where classic LQR works in a stable fashion and any larger values of q will make classic
LQR start to show unexpected behaviour. On the other hand, OQTAL works for much
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larger values of q, but it also shows unstable behavior past q > 220. The chosen gain-
scheduling threshold of δ = 0.2 was empirically found to be optimal for classic LQR for
this particular trajectory and UAV.
Figures 5.7) to (5.8 show the results of this tuning exercise, one for each of the above-
mentioned criteria. These graphics are surface plots that depict both OQTAL and classic
LQR surfaces for the logarithmic scaled [q, r] range. Comparison between the two LQR
controllers shows that OQTAL clearly performs better than classic LQR in each of these
criteria, with significantly lower errors and costs across the entire testing spectrum.
Quantitative details can be found in Table 5.2.
5.4.3.3 Performance Analysis
The best tuned version of each of the three controllers described above are now presented
here, and summarize the results obtained in Table 5.2.
Table 5.2: Best Tuned Controllers Comparison
PID Classic LQR OQTAL
Gains
c = 50
k = 5.95
T = 1.15
q = 128
r = 1
q = 256
r = 1
Position Error 29.78 298.1 26.13
Quaternion Error 0.0349 0.8256 0.0052
Number of Calculations N/A 23 1
Torque 1.1744 7.13 0.2045
These statistics are also shown in Figures 5.9) to (5.13, where the three controllers are
compared against the ideal classic or vacuum gravity turn as per the equations described
[28]. This means that each of the following graphics show four different trajectories: one
for each of the three control instances plus the ideal vacuum trajectory.
It can be seen that they all run a very accurate tracking, including Figure 5.11, which
represents φ (pitch angle) with respect to altitude —which is probably the most impor-
tant function when benchmarking gravity turns ([27]).
In this table, OQTAL clearly leads in every performance criteria defined above and
for the 6DoF model presented in Chapter 3. In fact, OQTAL appears close to the
z = 0 plane compared to classic LQR. An interesting result is the one for number of
calculations for this gravity turn trajectory, which expresses one of the main features
of OQTAL. As explained in the previous section, OQTAL model switching depends on
the tracking error, not in the actual vehicle state, while the provided classic LQR does
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Figure 5.7: Top: Quaternion Error Comparison Surface. Bottom: Position
Error Comparison Surface It shows in the same plot the surfaces for classic LQR
and OQTAL for all [q, r] pairs.
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Figure 5.8: Top: Number of Calculations Comparison Surface. Bottom:
Effort Comparison Surface It shows in the same plot the surfaces for classic LQR
and OQTAL for all [q, r] pairs.
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Figure 5.9: Simulated Gravity Turn: 3D showing the 3D position for PID, clas-
sical LQR and OQTAL.
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Figure 5.10: Simulated Gravity Turn: Position showing [A] 2d postion (top
down view), [B] 2d position (side view), [C] x-position time history, [D] z-position time
history.
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Figure 5.11: Simulated Gravity Turn: Pitch Attitude showing the pitch angle
for PID, classical LQR and OQTAL.
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Figure 5.12: Simulated Gravity Turn: X Velocity showing the velocity in the
x-axis for PID, classical LQR and OQTAL.
Chapter 5. OQTAL - Optimal Quaternion Error Control 72
-2000 -1950 -1900 -1850 -1800 -1750 -1700
0
2
4
6
8
10
12
14
16
18
20
z (m)
v
z 
(m
/s
)
 
 
vPID
vLQR
vOQTAL
v
c
-1940 -1935 -1930
16.5
17
17.5
18
[A] Partial Zoom
Figure 5.13: Simulated Gravity Turn: Z Velocity showing the velocity in the
z-axis for PID, classical LQR and OQTAL.
depends on the rotation state value, therefore the need for model switching: there is a
variation of 90o from beginning to end of the trajectory.
With the respect to the PID, the tracking error gain of OQTAL is small, but the cost
criteria is significantly better in OQTAL than in the PID. This is because of the tuning
of the PID gains as explained in the section above: the cost was sacrificed in order to
obtain better tracking error. However, it can clearly be seen in Figures 5.9) to (5.13 that
the PID controller presents a distinguishible jittering in the tracking, while OQTAL is
completely smooth in the tracking and therefore reducing the cost required.
5.4.3.4 Simulation Results for the Quadratic Air Gravity Turn
The set of results presented in this section include both the quadratic air drag model
and a noise component to make the simulation more realistic. The former makes use of
the coefficient presented in the previous section and the latter make use of proportional
noise gain of 1% with respect to the Euler angles measurements. Again the thrust force
is defined by Nmg with N = 1 in the first set of results and N = 1.5 in the second set.
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The chosen figures are pitch (commanded and UAV) against time θ(t), velocity module
against pitch angle v(θ) and the XZ trajectory plot. The ideal trajectory is also included
in the corresponding plots.
It can be seen for N = 1 and N = 1.5 that the commanded attitude is followed perfectly.
In particular, N = 1 shows that the trajectory requires 60s to complete, which is what
report [17] required. In the velocity plot, which is the most frequently used plot for
gravity turn studies [26], both the real and ideal data are very closely tracked as well.
The case of the position plot shows that the case of N = 1 is slightly worse than N = 1.5.
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Figure 5.14: These figures show the evolution of pitch through time. The top figure
presents the N = 1 trajectory, while the bottom figure shows the N = 1.5.
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Figure 5.15: These figures show the velocity module against pitch angle. The top
figure presents the N = 1 trajectory, while the bottom figure shows the N = 1.5.
5.5 Experimental UAV Environment Validation
The second scenario for testing OQTAL is a real-time quadrotor and the chosen tra-
jectory is the square pattern, both of which are explained in Chapter 4. As in the
simulated environment, the same three controllers have been tested: PID, Classic LQR
and OQTAL.
Unlike in the simulation setup, in this experimental case each individual controller has
been empirically optimized to achieve the best possible result. In the case of the attitude
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Figure 5.16: These figures show the draw trajectory in the ZX plane. The top figure
presents the N = 1 trajectory, while the bottom figure shows the N = 1.5.
PID the optimization was done both empirically and with the help of the online ABC
algorithm [94].
5.5.1 Control Architecture
Given that all these three controllers are for attitude only, an outer PID control archi-
tecture has been setup. Figure 5.17 shows this architecture in detail. One can see in this
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figure that there is one PID for each individual variable (X,Y, Z, VX , VY , VZ). The rea-
son for this particular design is that the chosen PID optimization technique [94] presents
an online tuning algorithm based on the ABC genetic algorithm, which works best in
a SISO setup. See [94] for exact details. Note, that the control architecture and more
importantly gains for the outer PIDs remains the same for all three controllers under
study. The rest of this section will focus on the practical details required for performing
the experimental trajectories.
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Figure 5.17: Control Architecture. This figure shows the entire control architec-
ture for the simulated andexperimental work. Note that the outer loops are PID and
the internal attitude control loop is on of: PID, LQR, OQTAL.
5.5.2 LQR Adaptation
There are four adaptation or integration points required when working with the Quadro-
tor held at the Lab in the Surrey Space Centre. These are: the UAV model, the pertur-
bations and noise, the use of integral action for the LQR and range of operations. The
following subsections explained these in detail.
5.5.2.1 Quadrotor Real Model
First of all, the presence of the quadrotor inner attitude controller requires a change
in both LQR algorithms which corresponds to nullify the angular velocity or angular
velocity error respectively from the state vector. The reason for this nullification can be
found in Equation (4.1): it shows that our quadrotor has a built-in attitude controller
that has the effect of making the quadrotor input proportional to the angular velocity
and not to the angular acceleration as expected, and therefore the angular velocity
cannot play any role in any feedback attitude controller, and only the rotation state (i.e.,
rotation angles) can be used. A similar approach was followed for the PID controller
where the term cω in Equation (3.35) has also been nullified in order to adapt PID
control to the quadrotor UAV. The results will show that even under this strong change
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in the attitude error model, OQTAL is still able to perform not only correctly, but also
better than the other tested controllers.
5.5.2.2 Perturbations and noise
Secondly, Qualisys introduces measurement noise that, if not treated, will have an im-
pact on OQTAL terms depending on the second derivative of the quaternion error ¨.
This is because the second derivative of a signal with noise might have unpredictably
large values. To solve this problem it is suggested to either apply some kind of noise
cancellation technique like Kalman filters, or assume ¨ ≈ 0 and remove the term alto-
gether.
The first option, the use of Kalman Filter, it is relatively easy to implement as the
undelying model is a linearised model. Nevertheless, of bigger interest is the use of the
state-depedent Riccatti Equation (SDRE) estimation technique, which is gives better
results than the Kalman filter for linear time-invariant systems [68].
The second option, the elimination of the term ¨ has the positive effect of increasing
stability in noisy conditions as this term has a strong effect even in close tracking situ-
ations. On the negative side, the quaternion error model is theoretically less accurate.
However, in close tracking conditions or even in a smooth trajectory tracking situation,
the second derivative of the quaternion error should be small, but in a noise exposed
scenario, this will not be case and the second derivative will be high in any case (unless
noise reduction techniques are applied). Therefore, the elimination of this term is not
necessarily a loss in the quality of the model, but can even increase its accuracy.
Due to time constraint however, the study of SDRE in particular and stochastic esti-
mation in general was scoped out of this research and left for future work. Furthemore,
the term ¨ it is a very important property of the new model and its inclusion or ex-
clusion from the state space equations has strong implications in practical applications.
Therefore, the author of this theses considered the study of excluding this term of more
relevance.
5.5.2.3 LQR with Integral Action
Thirdly, in this real-life setup, integral action was used in both LQR controllers. With
the q factor similarly defined as in equation Equation (3.22), except that the integral
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part is multiplied by a factor of 0.01, therefore the Q matrix is defined as:
Q = q
[
I6 0
0 0.01I3
]
(5.40)
5.5.2.4 Quadrotor range of operation
Finally, it was mentioned in the quadrotor model section that the attitude range of
operation of this is small (≈ [0−15o]). While this is irrelevant to OQTAL, it does benefits
classic LQR in a noticeable way. This is because this small range of operation makes the
linearized model more accurate for the corresponding rotational range and also reduces
the number of model switches required. This will be visually seen in the experimental
result section where Classic LQR performs closer to OQTAL in this particular setup.
Furthermore, the classic LQR underlying model becomes singularity free for this range
of operation.
5.5.3 Experimental Results Analysis
The campaign of tests performed consists of at least 25 runs per controller. This was
done for two reasons, firstly to have the certainty that all controllers work repeatedly
correctly and stably. Secondly, to check the variability of them as a small standard
deviation means also a more accurate tracking.
Three sample runs, one for each controller, are presented in Figures 5.18) to (5.19.
Firstly Figure 5.18 shows the whole trajectory in a 3D graphic, this is to give an idea of
the designed trajectory pattern. Secondly Figure 5.19 shows two dimensional versions of
the same. Within this set of four graphics, the first one X vs Y shows more clearly that
OQTAL tracking is visually better than the rest of them and able produce very small
position errors in some segments. Finally, Figure 5.20 shows the attitude tracking for
roll and pitch. This shows also how close are all controllers to each other, and therefore
all three controllers are very well tuned.
Moreover, Figures 5.21) to (5.23 show 5 repeated executions placed together in the same
graphics for each controller. Again, all runs for all controllers are very similar showing
that all controllers, including the outer PIDs, have been well tuned.
Finally, Table 5.3 shows a summary of the performances. From all the runs, the best five
trajectories (these with least position error) of each controller where selected. For each
of these set of 5 runs, the accumulated position, linear velocity and attitude error where
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Table 5.3: Repeated Experimental Results. Table shows the summary of the
experimental results.
Controller Pos Error (m) Vel Error (m/s) Att Error (◦) Max Q Calcs
Average SD Average SD Average SD
PID 0.330 0.005 0.147 0.004 1.192 0.098 - 0
LQR 0.323 0.005 0.143 0.002 1.575 0.047 ≤ 20 89
OQTAL 0.306 0.012 0.139 0.001 1.184 0.039 ≤ 200 1
used to obtain average and standard deviation. Another two columns where added, both
only applicable to LQR. The first is the range of the matrix Q given a matrix R = I3.
This matrix was incremented iteratively for each controller until the system started to
loose stability. The second one is the number of calculations required for a threshold of
δ = 0.5.
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Figure 5.18: Experimental Sample Square Pattern: 3D showing the 3D position
for PID and OQTAL + Integral.
Bold items signify the controller that yields the best performance for the respective met-
ric. OQTAL + Integral performs better in all of the measured metrics except standard
deviation of the position error. More importantly, the number of calculations and the
quaternion error are better in OQTAL.
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5.6 Conclusion
This chapter has shown the research effort of formally combining an optimal control
algorithm like LQR with more accurate representation of the attitude tracking error
than the ones usually chosen; in particular, a comprehensive quaternion error dynamic
model. This optimal attitude tracking control has been named OQTAL. Its underlying
mathematical model has been formally developed and proven, its stability has been
proved and the resulting optimal control has been fully described. Furthermore, a large
campaign of tests has been performed on both a simulated environment, and also in
a real experimental setup. In particular, the exhaustive optimization process carried
for the classic LQR and OQTAL in the gravity turn experiment, demonstrated the
potential of OQTAL as a powerful attitude tracking control for accurate descent and
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Figure 5.22: Experimental Repeated Square Pattern: LQR showing [A] 2d
postion (top down view), [B] 2d position (side view).
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Figure 5.23: Experimental Repeated Square Pattern: OQTAL + Integral
showing [A] 2d position (top down view), [B] 2d position (side view).
landing in planetary mission. In all these scenarios, OQTAL has shown not only better
performance than the other standard controller implementations used for comparison,
but also required a very low computation time behaving sometimes like a LTI system.
Moreover, OQTAL has responded extremely well to the important attitude model change
required by the SSC quadrotor. However, the cost matrices have empirically shown to
be dependent on both the UAV model and the particular scenario OQTAL is used.
Yet OQTAL is still advantageous as the optimal attitude tracking problem becomes
a cost matrix optimization problem. It remains for future work to find out how each
non-linear factor affects these matrices. Nevertheless, all the features that the author
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were expecting for this combined control named OQTAL are present in it, making this
controller a potentially an excellent practical alternative for UAV attitude control.
Chapter 6
HEX2OQTAL - Holistic
Extension to OQTAL
6.1 Overview
Full six degree of freedom (6DoF) control has been vastly studied. A large amount
of these research efforts focus on applying optimal control to simplified (or linearized)
UAV models. They are practical efforts in nature and have been applied to almost every
type of conceivable vehicle including helicopters [52], quadrotors [54], spacecraft [55]
and other experimental testbeds [56, 58, 60, 74, 75]. In many cases with these optimal
control implementations, there is a limited range of operation due to the fact that these
simplified models have to be linear time-invariant (LTI) systems that require some very
particular state values to be able to work. A typical example of this is what is called
hovering conditions where the UAV has a rotation state close to origin (low values for
rotation angles) and negligible linear velocity [52, 53].
The use of more complex mathematical models, on the other hand, is less common and
practically all the available research efforts in this area make use of sub-optimal control
techniques. The research presented in [61], for example, tries to tackle the problem
of 6DoF error tracking using LQR in a geometric error approach, and although the
base idea is quite ingenuous, it relies on Euler angles, making the control algorithm not
asymptotically stable and also it requires pre-knowledge of the complete commanded
trajectory, which makes it less attractive for re-targeting scenarios.
Given the success obtained with controller presented in the previous chapter, an exten-
sion to the attitude error controller OQTAL has been developed, such it applies LQR
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control to a full 6DoF system covering translation error dynamics as well the attitude
error dynamics model. This new extended model was then studied and tested.
This extension, was inspired in the work presended in [62]. This article is a compre-
hensive research on 6DoF control using a complex non linear tracking error model and
focused on sub-optimal control techniques -PD and Adaptive Control. Some of the prin-
ciples of the control law proposed in that article, although they are designed for UUV
(underwater unmanned vehicles), have inspired the here presented control algorithm. In
particular some of the properties in its translational error dynamics model are of great
relevance in the development of the novel work in this chapter.
However the controller developed here fundamentally differs from the work presented in
[62] because of the following:
• Use of the OQTAL dynamics model instead of the simpler angular velocity error
presented in [62].
• The control law is different. Although some properties were used here, the control
law presented here is decoupled from any of the feedback sub-loops used in [62].
• The control law is optimal and applied over a linearised version of the model.
The work presented in this chapter is a novel initiative to apply optimal MIMO control
techniques not only to a complex UAV model, but to an accurate model that represents
tracking error instead of the traditional position and rotation state. Figure 6.1 shows
the architecture of 6DoF MIMO control.
6DoF LQR Basic Architecture
Quadrotor
6DoF LQR
(Classic or
QAT-Total)
Stick comm
Torque, force
Commanded 
Trajectory
X, Y, X
Vx, Vy, Vz
Figure 6.1: 6DoF MIMO Control Architecture implementations for 6DoF.
The new control developed in this part of research project has been named HEX2OQTAL
(Holistic EXtension to OQTAL) and it is referred to by this name henceforth in this
chapter.
This thesis, as explained in the introduction, has two goals. First, the control algorithms
developed during this research are oriented to planetary pinpoint landing. And secondly,
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the same algorithms have to tested in a real UAV testbed setup. This means that
HEX2OQTAL has to be tested and adapted to these two different setups.
HEX2OQTAL has been validated in both simulation and experimental setups. Moreover,
it has been compared with some industry-standard controllers that have been properly
tuned for these two setups.
The theoerical development of the extended 6DoF error dynamics model showed that
it depends only on the error state and the linear commanded velocity. This will have
strong implications when testing a real planetarly landing trajectory. But it also will be
shown that in many practical UAV scenarios, this controller can overpass many industry
standard controllers for UAV and quadrotors in particular. Theory will also prove that
this new model is Hurwitz stable.
Furthermore, results will show that HEX2OQTAL performs exceedingly well in both
testing scenarios (simulated planetary landing missions and quadrotor test), making it
a potentially viable candidate for both planetary landing missions and also for UAV
control.
6.2 HEX2OQTAL Foundations
The work presented in this chapter splits the 6DoF tracking control problem into two
sub-problems: attitude and translation control. The attitude part relies on the LQR
controller presented in Chapter 5 named OQTAL, which has several key advantages over
classical LQR, namely: (a) fully linearised quaternion error model, (b) use of optimal
control LQR, (c) no singularities are present since quaternions are used instead of Euler
angles, (d) excellent tracking performance and (e) proven Lipschitz-Lyapunov stable.
This extension, was inspired in the work presended in [62]. This article is a compre-
hensive research on 6DoF control using a complex non linear tracking error model and
focused on sub-optimal control techniques -PD and Adaptive Control. Some of the prin-
ciples of the control law proposed in that article, although they are designed for UUV
(underwater unmanned vehicles), have inspired the here presented control algorithm. In
particular some of the properties in its translational error dynamics model are of great
relevance in the development of the novel work in this chapter.
However the controller developed here fundamentally differs from the work presented in
[62] because of the following:
• Use of the OQTAL dynamics model instead of the simpler angular velocity error
presented in [62].
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• The control law is different. Although some properties were used here, the control
law presented here is decoupled from any of the feedback sub-loops used in [62].
• The control law is optimal and applied over a linearised version of the model.
6.2.1 Translational Error Dynamics
The main contribution of HEX2OQTAL is a new translational error dynamic model that
used in conjuction with OQTAL will produce a new MIMO Optimal Control. Before
introducing this model, it is first necessary to present some identities that are required
to understand it.
6.2.1.1 Commanded Trajectory Dynamics
Given xd,vd as the commanded position vector and commanded velocity vector respec-
tively, and qd as the commanded attitude in quaternion representation, the commanded
translation trajectory kinematics can be expressed as:
vd = R
T (q)x˙d (6.1)
and the dynamics for the same commanded trajectory:
v˙d = R
T (q)x¨d + ω ×RT (q)x˙d (6.2)
Note that the commanded velocity is defined in the UAV body frame, therefore both
commanded and actual UAV linear velocities are both defined in the same frame.
6.2.1.2 Translational Error definition
The translational vector is defined in the inertial frame as:
xe , x− xd
The velocity error vector —defined in the body frame— is as follow:
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ve , v − vd
Therefore:
x˙e = R(q)ve (6.3)
Using one of the properties proposed in [62] in order to make the translation model
stable, which corresponds to tracking the following reference velocity vector instead of
the commanded velocity vector:
vr = vd − Γpxe (6.4)
where Γp ∈ R3×3 is a matrix that must be chosen so that ve and xe converge to 0 (i.e.,
perfect tracking can be achieved). Therefore, the controller goal is:
v − (vd − Γpxe) = 0 (6.5)
The same equation expressed in velocity error terms:
ve + Γpxe = 0 (6.6)
Similarly for angular velocity the reference vector is defined as:
ωr = ωd −Λpqe (6.7)
The second term of this equation is related to the attitude error as defined in Equation
(6.4) above, is related to the control law: the two reference velocity vectors vr and ωr
are going to be used instead of the actual velocity vectors. This will later turn out to
be of key relevance in proving HEX2OQTAL stable.
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6.3 HEX2OQTAL Model Equations
The rest of this section will combine both models first into a non-linear stable model
of the 6DoF tracking error, and then into a linearized 6DoF tracking error state-space
model that can be controlled using optimal control algorithms.
6.3.1 HEX2OQTAL translational model assumptions
Before proceeding to develop the HEX2QTAL model it is necessary to explain some
assumptions that are required to derive the equation model. These assumptions are
very important and fundamental to the development of HEX2OQTAL. Somehow, they
are also a big part of the novelty in HEX2OQTAL
6.3.1.1 Translation Error Dynamics Stability assumption
Having defined this equation, it is required now to find Γp such as this equation is stable.
In order to achieve this, Γp = κR
T (qd) is chosen, where R
T (qd) is the direction cosine
matrix for the commanded attitude qd and κ > 0. The rationale behind this choice is
explained in the stability study section later on.
Simarly, Λp is set to zero for the same reason; setting this matrix to zero makes the
stability Lyapunov matrix diagonal and therefore keeping the attitude error dynamics
independent of the translational error dynamics.
6.3.1.2 No commanded attitude assumption
HEX2OQTAL is oriented to control 6DoF UAVs, however, the main goal is to produce a
MIMO controller that can track translational trajectories (position and linear velocity).
Therefore the assumption that the commanded rotation and angular velocity are both
zero: Θd = 0, ωd = 0 is made. This has the effect of making the quaternion error and
UAV actual quaternion the same, i.e, qe = q and similar for the angular velocity error:
, ωe = ω.
This limitation does not make the UAV stay in rotation vector 0. It just prevents the
commanded trajectory from providing both angular and translational components and
only permits the latter. This is a common technique used in several past research projects
like [56, 74], etc. This assumption however, will have implications in the moon-landing
trajectory as it will be explained later in this chapter.
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6.3.2 Non-linear 6DoF tracking error model
Firstly, let calculate the derivative of Equation (6.5) using Equation (3.13) and Equation
(6.2) and the control law explained in the previous section:
v˙e = v˙ − v˙r =
v˙ − v˙d + Γpx˙e + Γ˙pxe =
m−1F− ω×vd + v×ωd + RT (q)g
Now, transforming this in velocity error terms and using the skew-symmetric property
of commutation (a×b = −b×a):
v˙e = −Γpx˙e − Γ˙pxe +m−1F− ω×vd − v×ωd + RT (q)g
Let now use the fact that Γp = κR
T (qd) as shown above:
v˙e = −κRT (qd)x˙e − κR˙T(qd)xe +m−1F−
ω×vd − v×ωd + RT (q)g
Now, using the no attitude command assumption:
v˙e = −κx˙e +m−1F− ω×e vd + RT (qe)g
Finally, expressing the commanded linear velocity in inertial frame and the position
error derivative as velocity error in inertial frame:
v˙e = −κR(qe)ve +m−1F− ω×e RT (qe)vId
+RT (qe)g (6.8)
This equation is the main HEX2OQTAL non-linear translational error dynamics equa-
tion. It has the property that it depends exclusively on the translation and attitude error
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and on the commanded linear velocity. Furthermore, the translational error kinematics
Equation (6.3) after applying the no commanded attitude limitation becomes:
x˙e = R(qe)ve (6.9)
6.3.3 Linearized State-space 6DoF Tracking Error Model
The non-linear model presented below has to be linearized in order to be used in a
optimal controlled environment. To achieve that, the Jacobian linearization process is
used, obtaining the following state-space model:

q˙e
ω˙e
x˙e
v˙e
 =

Aq˙eqe Aq˙eωe 0 0
Aω˙eqe Aω˙eωe 0 0
Ax˙eqe 0 0 Ax˙eve
Av˙eqe Av˙eωe 0 Av˙eve


qe
ωe
xe
ve

+
[
J−1 0
0 1mI
][
F
τ
]
(6.10)
Where Axy , ∂x∂y is the Jacobian linearization matrix for the variable x with respect to
y. These can be obtained using the mathematical identities found by the authors and
presented in the appendix, in particular those related to the rotation matrix:
Av˙eve = κR(qe)− ωe× (6.11)
Av˙eωe = v
×
e (6.12)
Av˙eqe = κ
[
∂R(q)
∂q1
ve
∂R(q)
∂q2
ve
∂R(q)
∂q3
ve
]
− ωe×
[
∂RT (q)
∂q1
vId
∂RT (q)
∂q2
vId
∂RT (q)
∂q3
vId
]
+
[
∂RT (q)
∂q1
g ∂R
T (q)
∂q2
g ∂R
T (q)
∂q3
g
]
(6.13)
Ax˙eve = R(qe) (6.14)
Ax˙eqe =
[
∂R(q)
∂q1
ve
∂R(q)
∂q2
ve
∂R(q)
∂q3
ve
]
(6.15)
And the attitude matrices are presented in Equation (5.24).
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6.3.4 State-space model stability study
Chapter 5 provides proof that OQTAL is proven stable by choosing the following Lips-
chitz - Lyapunov function and feedback:
Vˆ2(qe) = 2(1− |λ|)
ωe = −sgn(λ)
Replacing the feedback function Equation (5.9):
λ˙ = −1
2
sgn(λ)T (−) = sgn(λ)
T

2
The derivative of the Lyapunov function is:
˙ˆ
V2(qe) = −2sgn(λ)λ˙ = −T 
Which is globally stable for all values of qe.
Now, [62] provides proof of stability of the translational error dynamics by adding the
term κRT (qd) to the velocity tracking error. Combing this with Equation (6.6):
ve + κR
T (qd)xe = R
T (q)x˙e + κR
T (qd)xe
Which implies that:
x˙e + κR(q)R
T (qd)xe = 0
Therefore:
xe + κR(q)R
T (qd)xe = 0 (6.16)
Let know define R2 as:
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R2 = R(q)R
T (qd) = R(q)R(qe)R
T (q)
Where qe is as per Equation (3.34).
This means that both R2 and R(qe) have same eigenvalues. Therefore, the eigenvalues
for R(qe) are eig(R(qe)) = eig(R
T (qe)) ∈ {1, 2λ − 1 ± j2λ
√
1− λ2} ([62]). They are
strictly positive for λ2 > 1/2. This equivalent to say that the control law in Equation
(6.8) is Hurwitz-Lyapunov stable for rotation errors such as that the rotation axis angle
error |α| < pi/2. This limitation applies to [62] and also to HEX2OQTAL.
This stable aungular operationan range, although is a limitation, is not relevant for
quadrotors UAVs as the standard model of quadrotors is only valid for the range of
|α| < pi/4, beyond which point, a new different non-linear is required. In the case of
planetary landing missions on the other hand, this limitation can be relevant, although
not for the case of study of the straight line trajectory presented here.
In order to prove that the new 6DoF matrix is stable, the Sylvester Criterion is used [64]
that transforms the problem of proving the above complete matrix stable into proving
that its principal minor matrices are. But, as stated earlier in this chapter and also in the
previous chapter, it was already shown that the diagonal sub-matrices for HEX2OQTAL
translational model and OQTAL attitude model are both stable for the conditions pre-
sented in the stability assumption above, demonstrating therefore the stability of the
whole HEX2OQTAL model.
Another way to proof the stability of the system can be found in the lemmas 2.1.4 to
2.1.8 in the reference [65] that states that if a matrix A is Hurwitz stable, then for any
positive diagonal matrix K KA is also Hurwitz stable.
6.4 HEX2OQTAL Control algorithm
The chosen optimal control algorithm for HEX2OQTAL is LQR. The reason for this
choice is the simplicity and flexibility of this algorithm. Given that the model depends
on error variables and parametrically on the commanded velocity vector, it requires
therefore some kind of model switching mechanism to make it valid for an ample range of
operational tracking error and more importantly for the commanded velocity operational
range. That means that the model changes when one or more of the variables changes
so that ∆e > δ, and therefore, differently to OQTAL, the switching does only dependent
the tracking accuracy, but also in the operational velocity range.
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The cost matrices R and Q are both diagonal matrices with different values for the
attitude and translation part.
R =
[
Rτ 0
0 RF
]
∈ R6×6
Q =
[
Qqe,ωe 0
0 Qx,v
]
∈ R12×12
Integral action can also be applied to HEX2OQTAL. But it depends on the UAV thrust
features as it is explained in the experimental setup section.
6.5 HEX2OQTAL Control Architecture
Now, the base equations that HEX2OQTAL is based on, is fully defined. The resulting
model is a linearized stat-space model with parametric dependency on the tracking
error variables and with the use of quaternion attitude representation, and this model
is controlled by an optimal control algorithm, which is exactly what the authors were
trying to achieve.
The traditional LQR UAV implementations on the other hand use a linearized version
of the 6DoF as presented in the first section of this chapter and therefore this kind
of control regulates all variables to zero. In order to track trajectories, the set point
tracking technique explained above is used.
The following figure shows the difference between HEX2OQTAL and the more tradi-
tional (or classic) LQR techniques. HEX2OQTAL regulates the underlying plant there-
fore it tries to bring tracking error to zero. While the classic LQR requires of the set
point tracking module and more importantly the underlying plant can only operate in
a particular region of the UAV state vector.
6.6 Baseline Control Laws
Throughout this chapter, HEX2OQTAL will be compared with four other controllers.
Three of them being attitude control implementations as presented in Chapter 5. And
the fourth controller being the one the quadrotor specific LQR control presented in
[74], this was developed for the same quadrotor that Surrey Space Centre holds in the
laboratory, therefore it is an excellent baseline control to compare HEX2OQTAL with.
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OQTAL vs 6DoF classic LQR
UAV
HEX2OQTAL
Torque, force
Commanded 
Trajectory
X, Y, X
Vx, Vy, Vz
Regulat
ion
Error 
Calculation
IAV
Classic LQR
Torque, force
Commanded 
Trajectory
X, Y, X
Vx, Vy, Vz
Set-point comp.
Regulation
Figure 6.2: HEX2OQTAL Regulation and Tracking showing error regulation
(HEX2OQTAL is at the top) versus setpoint tracking (6DoF classic LQR at the bot-
tom).
Table 6.1: Controller Architectures. Table shows the architectures of the 5 con-
trollers tested in this research. † novel control HEX2OQTAL.
Name Rotational Control Translational Control
Attitude PID PID Outer PID
Attitude classic LQR Attitude classic LQR Outer PID
6DoF classic LQR 6DoF classic LQR 6DoF classic LQR
OQTAL Attitude OQTAL Outer PID
HEX2OQTAL† HEX2OQTAL HEX2OQTAL
Table 6.1 summarizes the controllers to be tested.
OQTAL was introduced in the the previous chapter. Classic attitude PID and LQR
were introduced in Chapter 3. Therefore, it remains to introduce the quadrotor LQR
which is covered in the next subsection.
6.6.1 Quadrotor Oriented LQR
This LQR control is based on the research work presented in [74], which provides a 6DoF
LQR MIMO control for a quadrotor identical to the one held in the SSC lab facilities.
Chapter 6. HEX2OQTAL - Holistic Extension to OQTAL 96
6.6.1.1 The model
This MIMO LQR is effectively an extension to Equation (3.38) and Equation (3.39). To
achieve that, [74] proposes the use a linearised version of the rotation matrix R˜T using
the assumption that the rotation angles are low (i.e., Θ ≤ 15◦)::
R˜T =

1 −ψ θ
ψ 1 −φ
−θ φ 1

Therefore, the gravity component is:
R˜T

0
0
g
 =

1 −ψ θ
ψ 1 −φ
−θ φ 1


0
0
g
 =

θg
−φg
g

=

0 −g 0
g 0 0
0 0 0


θ
φ
ψ
+

0
0
g
 (6.17)
This matrix manipulation allows defining a 6DoF state-space equation model for the
quadrotor UAV:

ω˙
Θ˙
v˙b
x˙
 =

J−1ω×J 0 0 0
H−1(Θ) 0 0 0
0 G 0 0
0 0 I3×3 0


ω
Θ
vb
x

+

J−1 0
0 0
0 m−1I3×3
0 0


τ
0
F
0
 (6.18)
Where J is the moment of inertia of the UAV and
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H−1(Θ) =

1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ/ cos θ cosφ/ cos θ
 (6.19)
G =

0 −g 0
g 0 0
0 0 0
 (6.20)
6.6.1.2 Regulation and Setpoint Tracking
In this new classic 6DoF LQR controller, only the linear velocity and position can be
setpoint tracked. That means that attitude is no longer tracked, but only regulated to
0. Therefore the C matrix extracts position and linear velocity only from the provided
set of equations provided. Torque commands are produced as a result of this regulation
specifically to produce tracking along x and y axis.
The following diagram shows how 6DoF LQR is split into different parts as per the
above explanation. I.e., there is a regulation of the attitude component, followed by a
regulation of the X and Y axis and velocities and also, independently, there is the thrust
regulation:
6DoF LQR
Quadrotor
Thrust cmd
Stick comm
Commanded 
Trajectory
X, Y Z, u, v, w
Thrust control
Attitude Control
Regulation to 0
6 DoF State: {x, y, z, u, v, w, θ, ω} 
θ,
 ω
Set-point 
tracking
+
Z, Vz
X, Y, Vx, Vz
Torque 
command
Figure 6.3: Setpoint Tracking Architecture In the 6DoF LQR control, only trans-
lational comoponents can be tracked, while the attitude is regulated.
To extend the previously presented equations, it is necessary to apply the set-point
tracking in the usual manner as explained previously.
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6.7 Experimental UAV Environment Validation
The main scenario for testing HEX2OQTAL is a real-time quadrotor and the chosen
trajectory is a square pattern around the SSC laboratory room. Each individual con-
troller has been empirically optimized to achieve the best possible result. In the case of
the attitude PID the optimization was done both empirically and with the help of the
online ABC algorithm [94]. The experimental setup is explained in detail in Chapter 4.
6.7.1 LQR Adaptation
HEX2OQTAL has to be adapted to the quadrotor setup in the same way OQTAL was.
This includes the inner quadrotor built-in attitude control and the noise that qualisys
produces.
Finally, the rotorcraft property of producing thrust on the z-axis direction only, implies
that only three 6DoF variable groups are linearly independent:
• horizontal movement group: φ, θ, p, q, x, y, vx, vy
• vertical movement group: z, vz
• yaw movement group: ψ, r
This linear dependency affects the 6DoF LQRs in two ways: the Q matrix and the
integral action matrix.
In the case of 6DoF classic LQR, the Q takes the following form:
Q = diag(qφθ, qφθ, qψ, qpq, qpq, qr, qIψ ,
qvxvy , qvxvy , qvz , qxy, qxy, qz, qIxy , qIxy , qIz)
And similarly in the case of HEX2OQTAL:
Q = diag(q, qωe , qIψ , qvxvy , qvxvy , qvz , qxy,
qxy, qz, qIxy , qIxy , qIz)
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Integral action can therefore be only applied to Z axis and also to X and Y. The attitude
angles, with the exception of the yaw (ψ) cannot be integral action controlled:
6DoF LQR
Quadrotor
Thrust cmd
Stick comm
Commanded 
Trajectory
X, Y Z, u, v, w
Thrust control
Attitude Control
Regulation to 0
6 DoF State: {x, y, z, u, v, w, θ, ω} 
θ,
 ω
Set-point 
tracking
+
Z, Vz
X, Y, Vx, Vz
Torque 
command
∫ 
∫ 
Figure 6.4: Integral Action Architecture In the 6DoF LQR control, only trans-
lational position can have integral action.
In the case of HEX2OQTAL, using Equation (5.38) the matrix C is:
C =
 [ 0 0 1 ] 0 0 0
0 0 I3×3 0
 (6.21)
With this definition, the integral action equations are intertwined in the above set of
equations as follow:

q˙e
ω˙e
q3
x˙e
v˙e
xeI

=

Aq˙eqe Aq˙eωe 0 0 0 0
Aω˙eqe Aω˙eωe 0 0 0 0[
0 0 1
]
0 0 0 0 0
Ax˙eqe 0 0 0 Ax˙eve 0
Av˙eqe Av˙ew 0 0 Av˙eve 0
0 0 0 I3×3 0 0


qe
ωe
q3I
xe
ve
xeI

+

J−1 0
0 0
0 1mI3×3
0 0
F (6.22)
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A similar development was applied to the quadrotor 6DoF LQR presented above.
6.7.2 Experimental Results
Two trajectories were tested in the quadrotor setup. Firstly, the square trajectory,
presented in this section, because as discussed above it is the first step trajectory to
be tested to validate the controller. This trajectory was also tested in the simulation
environment, but for the sake of brevity, only the actual quadrotor results are presented
here.
The campaign of tests consisted of the following steps per controller:
• tuning procedure consisting of manual gain testing for LQR and online ABC for
PID.
• once tuned, run the trajectory for at least 25.
• anaylise the results based on the above explained criteria
• choose the best five runs
• calculate average and standard deviation of these five.
This was done for two reasons. Firstly, due to the fact that the quadrotor test has some
uncertanties (noise, motion capture calibration, rotor drift, etc), to have the certainty
that all controllers work repeatedly correctly and stably. Secondly, to check the vari-
ability of them as a small standard deviation means also a more accurate tracking. In
other words, standard deviation was added as another criteria to compare controllers,
where smaller values would me more stability.
6.7.2.1 Square Pattern Results
The experimental results for the same square pattern demonstrated in Chapter 5 can
be seen again in Figures 6.5) to (6.9. Table 6.2 shows the summary of the experimental
results including position and angular errors —averages and standard deviations for the
best 5 flights for each controller— range of the Q matrix that produces stable flight, the
number of calculations required and the total computation time for the three controllers.
It is visibly clear from Figure 6.5 that HEX2OQTAL is closer to the setpoints than all
the other controllers. that the 6DoF classic LQR is the worst and LQR Attitude and
OQTAL Attitude are somewhere in between in performance.
Chapter 6. HEX2OQTAL - Holistic Extension to OQTAL 101
These results are also seen in Table 6.2, where it can be seen that HEX2OQTAL performs
better in most mesures. The total position error in HEX2OQTAL was 17% improbed
with respect to OQTAl and even more with respect of the rest of the controller. Also,
the standard deviation of HEX2OQTAL was better than the rest of the controllers.
HEX2OQTAL was also the best in torque cost, while the worst in thrust cost. This is
because of the cost matrices optimisation procedure that traded-off accuracy over cost.
Finally, two very important benefits of HEX2OQTAL were the range of the cost matrices,
which is bigger than the other LQRs, and more importantly, the number of model
switches. Because the velocity was relatively low (up to 1m/s) and the attitude tracking
error remained low, only one calculation was required. This confirms the theoretical
development of the model in previous sections.
Figure 6.7 shows that HEX2OQTAL also has the fastest rise time; this can clearly be
seen in the [10, 15] s interval. The attitude in Figure 6.8 shows that HEX2OQTAL is
more aggressive than the other controllers commanding greater roll and pitch angles.
Depite the performance increase, Figure 6.9 shows that HEX2OQTAL’s control signal
is very similar in magnitude to the other controllers.
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Figure 6.5: Experimental Sample Square Pattern: 3D showing the 3D position
for the 4 controllers.
Finally, the stability assumption mentioned above states that this controller can only
be guarantee stability while the quaternion error axis angle is α < pi/2. To reach this
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Table 6.2: Repeated Experimental Results. Bold items signify the controller
that yields the best performance for the respective metric. † controller results from
Chapter 5.
Controller Pos Err(m) Vel Err(ms−1) Θ Err (◦)
Avg SD Avg SD Avg SD
attitude PID† 0.330 0.005 0.147 0.004 1.192 0.098
LQR Attitude† 0.323 0.005 0.143 0.002 1.575 0.047
6DoF classic LQR 0.341 0.013 - - - -
OQTAL Attitude† 0.306 0.012 0.139 0.001 1.184 0.039
HEX2OQTAL 0.251 0.004 - - - -
Controller |τ | (Nm) |F | (N) Q Range Calcs
attitude PID† 3084 1207 - 1
LQR Attitude† 3063 1208 ≤ 20 95
6DoF classic LQR 3083 1215 [10, 60] 647
OQTAL Attitude† 2993 1237 ≤ 200 1
HEX2OQTAL 2926 1271 [10, 1000] 1
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kind of limits, the trajectory has to contain strong discontinuous changes in the linear
velocity or position. This is the case of this square pattern trajectory where separate
discrete set-point were provided for different points in time. In fact, it can be seen in
Figures 6.8) and (6.9 that the attitude error increases largely with each of these points.
However, none of the experiments presented here does reach the pi/2 threshold.
6.8 Pinpoint Landing Validation
The goal of of this research is to validate HEX2OQTAL in the context of pinpoint landing
trajectories. One of the most challenging planetary landing trajectories is the straight
line shaped trajectory, which usually consists of a UAV descending at a very large speed
(e.g., 500m/s) and produce a straight line to a particular landing target while reducing
the velocity to a few meters per second. An example of this type of trajectories can be
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found in [17]. This trajectory has been tested in a simulation environment and, a scaled
down version of the same, in a real-time quadrotor testbed. The rest of this section
presents the quadrotor setup followed by the scaled-down trajectory tests. The last part
describes the full-scaled simulation and how HEX2OQTAL performs in this challenging
scenario.
6.8.1 Scaled-down Straight Line Quadrotor Experimental Results
For the quadrotor case, it is rather impractical to start from a fix linear velocity in
the desired direction. However, what it is easily achievable is starting in hovering at a
point A, accelerated towards a point B until reaching vmax at which point the quadrotor
start decelerating. The second part of this trajectory is what resembles the straight line
trajectory. This approach to implement the straight line can be seen in Figure 6.10.
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Figure 6.10: Experimental Scaled down Straight Line Trajectory It shows the
approach taken to test this trajectory in the quadrotor setup.
The test was performed for four values of the vmax, namely vmax ∈ {0.25, 0.5, 0.75, 1}ms−1.
In our current testing lab, it is not possible to test larger values of the velocity.
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Again, each of these vmax values was performed several times, and the best of them is
presented in the Figure 6.11.
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Figure 6.11: Experimental Scaled down Straight Line Trajectory It shows the
approach taken to test this trajectory in the quadrotor setup.
It can be clearly seen that the tracking error increases as vmax increases. The same
behaviour was observed in the simulation environment.
The explanation for this was found when optimizing HEX2OQTAL cost matrices in the
simulated environment: different ranges of linear velocity require new tuning of cost
matrices R and Q. In other words, although the presented novel state-space 6DoF
tracking error model has no direct dependencies to the actual UAV state, there is a
strong indirect relation to the same through the cost matrices.
The root of this dependency can be found in two inherent behaviours of the model:
• The translational error, even in close tracking, can vary in several orders of magni-
tude for different ranges of linear velocity, for example, the position tracking error
at 500m/s cruise speed and at 5m/s cruise speed.
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• The parameterically dependency of the model on the commanded linear velocity
can have an effect in the cost matrices.
This finding is the biggest caveat of HEX2OQTAL because it means that underlying
linearised model has in reality three dependencies:
• The 6DoF error kinematics and dynamics state
• The linear commanded velocity
• The current linear vehicle velocity
On the other hand, however, the commanded and current linear velocity are also some-
how related in close tracking conditions. Therefore a well tuned gain scheduling strategy
can be of great help when this challenging conditions are met. This is discussed in the
next section.
6.8.2 Full Straight Line Simulation Results
Once the scaled down trajectory has been tested in the simulation and quadrotor envi-
ronment, the full straight line trajectory has been tested in the simulation environment.
When testing this full scaled trajectory, two very important challenges where found
that made the tracking error increase largely. The following two subsection explain the
reasoning behind these two problems and how they were addressed.
6.8.2.1 Non-zero pitch angle
Firstly, the required pitch the UAV has to maintain in order to track the trajectory is
not zero, therefore no rest. Even more so in the case of the Moon conditions where
gMoon = 1.622m/s
2. Figure 6.12 shows this feature of the Moon landing trajectory.
In the quadrotor experiment, due to the scaled down conditions, this problem did not
require addressing as the required pitch is almost negligible at the quadrotor speed.
However, in the real trajectory, this value is not only non zero, but also variable with
the speed of the vehicle.
As explained in the HEX2OQTAL model assumptions, the externally commanded ro-
tation is always rest (see the eariler sections of this chapter for a discussion on this
assumption). The problem comes as the attitude control to bring the attitude to rest
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Figure 6.12: The required pitch has to compensate for gravity along with the required
deceleration in both X and Z axis.
somehow outweights the translational attitude requirements. The experimental tuning
of cost matrices helped, but only up to a certain point.
A more definitive solution was found by introducing a third reference frame that was
used for HEX2OQTAL as a replacement for the inertial frame. Therefore the body
reference frame was calculated with respect to this new frame. This frame has to be
continuously updated as it varies with the linear velocity module as explained above.
Figure 6.13 show the torque and Euler angles for the first 5s of the landing trajectory.
The first fractions of t = 0s are spent in aligning the UAV to the required trajectory
pitch. The rest of the time the Euler angle is adjusting to track position and linear
velocity.
6.8.2.2 Large range of linear velocity module
The second problem and probably more difficult to address is the strong variations of
the linear velocity which have a direct impact on the cost matrices of the HEX2OQTAL
LQR as explained above. This required a comprehensive tuning process of the cost
matrices for different range of linear velocity. The author of this thesis have performed
a brute force tuning by using diagonal cost matrices Q and mR and tune the values for
the Z axis (position, velocity and integral of position) fora vertical trajectory and then
same process for the X axis.
By looking now at the same period as above, but in this case the plots are for position
and thrust, it can be seen in Figure 6.14 that towards the end of the period the position
start to deviate from the tracking trajectory and the thrust is trying to compensate, but
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Figure 6.13: Figure on the left present the torque with respect of time and the right
hand one the pitch angle evolution with time.
unable to achieve it. This is because a new set of cost matrices are needed in order to
compensate for the same.
6.8.2.3 Optimized Simulation Results
After performing brute force tuning on HEX2OQTAL for this particular trajectory for
different commanded velocity ranges, the authors managed to obtain a trajectory track-
ing that works correctly for the range |v| ∈ [500 − 50]. The results be seen in Figures
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Figure 6.14: Figure on the top present the thrust with respect of time and the bottom
hand one the draw trajectory with respect to the ideal one.
6.15) and (6.16. The thrust shows that towards the end of the trajectory, less thrust
is required to achieve the tracking. The position plot shows again a deviation at the
end of the trajectory again due to lack of more granular gain scheduling of the cost
matrices switch algorithm. The attitude figure is more interesting because it shows that
the pitch angle evolves according to the above explanation. Finally, the linear velocity
figure presents three distinctive phases, first, the tracking of the entry pitch angle into
the required pitch, then there is a steady tracking region and again at the end a deviation
due to the coarse granularity of the gain scheduling algorithm.
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Figure 6.16: Figure on the top present the pitch angle with respect of time and the
bottom hand one the evolution of linear velocity with time.
It can bee seen in the figures and in the results that, overall, the controller achieved a final
landing error of the order of 100m which is already considered pinpoint landing accuracy.
More importantly, this was achieve using the most simplified version of HEX2OQTAL
and a few rudimentary additions like gain scheduling and frame rotation. Therefore the
potential of this controller for pinpoint landing is tangible.
6.9 Conclusion
The novel controller presented here has been shown to be very accurate and able to
track position and linear velocity much better than the rest of the presented controllers.
Also, gain scheduling is not necessary for most operation cases where the tracking is
very accurate and the commanded and current velocity is within a narrow range. This
makes HEX2OQTAL an attractive alternative for UAV control: the underlying model
is effectively an exact linearization of the 6DoF tracking error dynamics and the system
behaves approximately like a LTI system.
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However, HEX2OQTAL model has some limitations that need to be made clear.
Firstly, the above explained no external commanded attitude assumption (not unique
to this 6DoF MIMO control, but still a relevant limitation) prevents trajectories to
include a commanded attitude component and only translational position and velocity
can be tracked. However, as it was shown in the experimental results section, this can
be overcome by using a new rotated inertial frame instead of the standard one.
Secondly, the stability assumption mentioned above states that this controller can only
be guarantee stability while the quaternion error axis angle is α < pi/2 and given the
no commanded attitude assumption, the maximum stable controllable UAV angle is
α < pi/2.
Thirdly, the above explained HEX2OQTAL property stating that low tracking error
means reduced model switches, does not mean that HEX2OQTAL is model indepen-
dent as it was have seen in the moon landing trajectory and there is indeed a model
dependency in the cost matrices choice.
Nevertheless, HEX2OQTAL has shown a better performance compared to the other
controllers, even those which were specifically built for the testbed, and even more im-
portantly, the trajectory tracking is done in an optimal way. Another important feature
of this novel control is the fact that the model dependency can be found in the cost
matrices, which transforms the UAV tracking problem into a cost matrix optimization
problem.
Finally, some moon landing trajectories have been empirically tested with HEX2OQTAL
in the quadrotor setup and the obtained results showed that although there is room
for improvement, this novel controller is already achieving results within the accuracy
required by pinpoint landing and therefore it can be a potential candidate to be used in
pinpoint landing scenarios.
Chapter 7
Conclusions And Future Work
7.1 Conclusions
The main goal of this thesis was the development of control algorithms that could be
used in the context of planetary pinpoint landing, i.e., to be able to achieve landing
accuracies in the order of 100m or even 10m. The secondary goal of this research was
the testing of the same algorithms in a real experimental setup using a quadrotor UAV
as the main testing vehicle.
These two goals are at the same time supplementary and contradictory to each other.
Supplementary because UAV control and spacecraft control share a large common ground
as it has been shown in this thesis. But at the same time they are contradictory because
there are many things that are quite different between the environmental conditions of
a planetary landing and a lab UAV setup.
However, control algorithms able to fit this both setups will be proved very adaptable to
different conditions, and therefore suitable candidates for the main goal of this research.
And this is the case of the new controllers developed during in this research as it was
shown in this thesis and explained further in this chapter.
7.1.1 Synopsis
7.1.1.1 Chapter 2
An exhaustive review was carried out of the research literature already compiled within
this discipline: EDL phases, GNC, testbeds and more in-depth control algorithms. In
particular, this research has made use of the vast body of work available on UAV control
113
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(which is closely related to spacecraft control theory). The contributions of the here
presented research were inspired in some of these articles.
7.1.1.2 Chapter 3
In this chapter we have introduced the basic tools that are used through this thesis.
These are: the basic 6DoF equations, the PID and LQR algorithms and, finally, two
attitude controllers that are widely used in UAV control discipline and which we tested
in order to provide a baseline for comparison of the innovations created as an end-result
of this research.
7.1.1.3 Chapter 4
Two main scenarios settings were used for this research. Firstly, a simulation environ-
ment to test real landing trajectories in a spacecraft simulated model. And the second
one is the experimental UAV setup presented earlier. Both testbed scenarios and their
corresponding test trajectories used in each of them are deeply studied in this chapter.
7.1.1.4 Chapter 5
This chapter has shown the research effort of formally combining an optimal control
algorithm like LQR with more accurate representation of the attitude tracking error
than the ones usually chosen; in particular, a comprehensive quaternion error dynamic
model. This optimal attitude tracking control has been named OQTAL. Its underlying
mathematical model has been formally developed and proven, its stability has been
proved and the resulting optimal control has been fully described. Furthermore, a large
campaign of tests has been performed on both a simulated environment, and also in a
real experimental setup. In particular, the exhaustive optimization process carried for
the classic LQR and OQTAL in the gravity turn experiment, demonstrated the potential
of OQTAL as a powerful attitude tracking control.
7.1.1.5 Chapter 6
The work presented in this chapter is an initiative to apply optimal control techniques
not only to a complex UAV MIMO model, but to an accurate model that represents
tracking error instead of the traditional position and rotation state. The novel control
model we present here, namely HEX2OQTAL, is essentially an extension to the attitude
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error controller OQTAL presented in the previous chapter, in order to control a full
6DoF model that covers translation error dynamics as well and therefore producing a
optimal control over a 6DoF error-dependent linearized model.
HEX2OQTAL has been formally proved stable, it has also been validated in both sim-
ulation and experimental setups. Moreover, it has been compared with some industry-
standard controllers that have been properly tuned for these two setups.
7.2 Work Accomplished
The innovative algorithms developed in this research are presented as potentially suitable
algorithms for pinpoint landing control. The first of them, OQTAL, shows that it can
perform the gravity turn descending trajectory tracking with great accuracy even in
hostile conditions like noisy signals and quadratic air dragging modelling. Furthermore,
OQTAL seems to be a natural fit for this particular scenario as the tracking of attitude
is done in a continuous way, making OQTAL effectively behave like an LTI system
controlled with LQR. OQTAL has been adapted as well to Quadrotors vehicles and
ideal UAV models as explained in the main reference.
The results presented in the HEX2OQTAL chapter, on the other hand, although more
complex to adapt and tune, do show the great accuracy than can be achieved. In
the ESA proposed Moon Landing trajectory, after a simple tuning exercise such as the
rudimentary brute force applied here, a high precision trajectory tracking was achieved
that falls in the pinpoint landing requirements.
These two control algorithms are not only optimal but also correspond to exact lineariza-
tion of their corresponding control laws and error dynamics. This is what makes them
intrinsically accurate as has been shown. Both have been compared not only to industry
standard controllers as baseline, but also versions of them that have been thoroughly
optimised using a new online heuristic tuning algorithm, an additional part of this re-
search, presented in appendix B. The result of this be benchmarking exercise showed
that both OQTAL and HEX2OQTAL perform remarkably better than the the baseline
controllers by at least 10 to 20%.
7.3 Novel contributions
Based on the some of this UAV control work, two novel control algorithms were arrived
at during the course of this research and they are the most relevant contribution of this
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thesis. Articles journals and conferences on the these have received very positive reviews
so far.
Another contribution, however, was the development of a new online tuning algorithm
for PID control has been developed. The interesting results obtained here have been
published in a conference and a journal articles both with very positive feedback.
7.3.1 OQTAL
The first of these innovations is the product of combining an optimal control algorithm
like LQR with a more accurate representation of the attitude tracking error than the
ones usually chosen. The OQTAL controller has been formally introduced, its stability
demonstrated and the full mathematical model behind it provided. Furthermore, a
comprehensive series of tests has been performed in both a simulated environment, and
also in a real-life setup. In all these scenarios, OQTAL has not only shown better
performance than the other controllers used for benchmarking, but it also presents a
wide range of operation that depends exclusively on attitude error. In short, all the
features that the authors were expecting of this combined control named OQTAL are
present in it, making this controller a potentially good practical alternative for UAV
attitude control.
7.3.2 HEX2OQTAL
The second new control presented here, HEX2OQTAL, is shown to be very accurate and
able to track position and linear velocity much better than the rest of the controllers
presented. Also, gain scheduling is not necessary for most operation cases where the
tracking is very accurate and the commanded velocity is within a narrow range. This
makes HEX2OQTAL even more interesting for UAV control: the underlying model is
effectively an exact linearization of 6DoF tracking error dynamics.
HEX2OQTAL model does have some limitations that were explained above in detail.
Nevertheless, HEX2OQTAL has demonstrated a better performance compared to the
other controllers, even those which were specifically built for the testbed we used, and
even more importantly, the trajectory tracking is done in an optimal way. Another
important feature of this new control is the fact that the model dependency can be
found in the cost matrices, which transforms the UAV tracking problem into a cost
matrix optimization problem.
HEX2OQTAL is a more complex controller with parametric dependence on the 6DoF
error equations, where parameter is the commanded inertial linear velocity. This makes
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this controller more challenging to tune and, more importantly, more challenging to
implement for the very difficult straight line trajectory. However, as in the case of
OQTAL, the main advantage of this algorithm is that the tuning procedure consists of
tuning the cost matrices, which is a priori a much simpler tuning effort than some of
those available in the existing literature.
7.3.3 ABC Online Tuning PID
A third novelty was developed during this research, which is a set of extensions to the
artificial bee colony swarm algorithm to optimise PID controller in an on-line manner.
Past work on online tuning shows real-life cases to be less reliable than the oﬄine fitness
function. The work presented here consists of a set of techniques aiming to improve
the reliability of such function in the online case. Results show that it can help dra-
matically in the search for optimal PID constants in both simulated and experimental
environments from scratch, i.e. without any previous knowledge or pre-configured con-
trol gains. Enhancements like the use of anti-windup PID instead of vanilla PID and
and more importantly the use of a bang-bang trajectory setpoint have been proposed
to overcome such limitations; using both of these yields a substantial improvement in
optimization performance.
7.4 Future Work
This section includes specific ideas for future work that can be developed for each of the
novelties presented in this thesis.
7.4.1 OQTAL
As explained in Chapter 5, OQTAL is an optimal control algorithm applied over a
linearizer underlying system. Although OQTAL performs very well in many different
scenarios, there are some areas where improvement can be researched.
Firstly, as explained in Chapter 5, the cost matrices of the controller dependent on both
the UAV and in the trajectory conditions. The effect of the former being strong and that
of the latter is mild and can in principle be neglected. However, further study on this can
help improving the performance of OQTAL in complex attitude manoeuvres. Also, test
in other UAV devices can help understanding up to what point is OQTAL adaptable and
accurate. A potentially difficult example of adapting OQTAL to another UAV would
be the Tail sitter vehicle as the one described in [76], but preliminary discussions with
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the authors of this work suggest that this is a feasible problem, although the use of PID
controller in outer loops will be required.
Use of linear estimation techniques is also a very interesting topic that can also improve
OQTAL tracking performance. This is specially so, because as explained Chapter 5, in
close tracking conditions the underlying model of OQTAL behaves effectively like an
LTI system, which are ideal conditions to test Kalman Filter or other linear estimation
techniques, like the state dependent Riccati equation (SDRE) [67].
7.4.2 HEX2OQTAL
HEX2OQTAL is in many ways a similar algorithm to OQTAL. The same effects on the
cost matrices explained for OQTAL apply to HEX2OQTAL but in a bigger scale. In
particular, the linear velocity of the UAV has a very important effect on the behaviour
of the control and its cost matrices as it was shown for the moon landing trajectory.
Therefore, a thorough study on the relation between the UAV translation vector and
the cost matrices is necessary. Finding such relation, either theoretically or empiri-
cally can improve the accuracy of HEX2OQTAL significantly. This is the main area of
improvement for this controller.
Independently of finding such a relation, gain-scheduling will be necessary with HEX2OQTAl.
The gain-scheduling algorithm presented in Chapter 6 is very rudimentary and a more
sophisticated algorithm can improve the performance of HEX2OQTAL as well. For ex-
ample, fuzzy-logic gain scheduling or any other more advance technique should be tested
with this controller.
7.4.3 PID Online Self-Tuning
The here presented online ABC algorithm for PID tuning is very similar to the imple-
mentation presented in [90]. After working with is in an exhaustive manner, the author
of this thesis identified some potential improvements that can be added to the ABC
online optimisation. In particular, two main areas in which the performance of tuning
algorithm can improve dramatically.
The first point of improvement is the selection of the initial set sources of food. As
per the ABC definition these are selected randomly in the provided range of values.
However, the optimisation is done in a sequence of iterations each on a narrower range
of gain. In this case, the random selection might not be as effective as a evenly split
of values matching the width of the range in the next iteration. Figure 7.1 shows this
concept in a visual manner. The blue dots are the initial food sources and the cells
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in the grid in the right hand matches the size of the range to be selected in the next
iteration.
I I
P P
Figure 7.1: Random selection vs. evenly distributed food sources
The second potential improvement is the combination of the best of both online and
oﬄine optimisation approaches together. In particular, instead of the online 1 sample
per ABC trial approach, a compromise of n samples per trials will give more precise
fitness functions, i.e., Fn = F1(s = 0) + . . . + F1(s = n). It might also allow the use
of stronger weights for the overshoot component of the fitness function and also the
derivative one and therefore will provide more stable optimal results. This particular
improvement proposal can yield excellent results and the resulting algorithm can be
used in a more robust fashion for PID tuning. However, it will reduce the number of
cycles the algorithm can run and this in some cases might be a significant limitation.
For example, the roll tuning has to perform in a maximum of 15 cycles, which is when
the UAV reaches the desired angle.
Appendix A
Skew-symmetric Matrix Algebra
In order to develop the exact linearised equations presented in Chapter 4, some math-
ematical properties related to the jacobian linearisation and skew symmetric matrices
were necessary. The following two sections present the jacobian linearisation definition
and the mathematical properties developed for this thesis.
A.1 Jacobian Linearisation
Jacobian linearisation corresponds to the first term of the Taylor series in a multi-
dimensional function or function vector. Given a function f and a vector x, the Jacobian
linearisation is calculated as follows:
δ˙(t) = Aδx(t) + Bδu(t)
Where
A =
∂f
∂x
∣∣∣∣
x0,u0
B =
∂f
∂u
∣∣∣∣
x0,u0
(A.1)
The partial derivative with vectors is defined as follows:
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∂f
∂x
=

∂f1
∂x1
∂f1
∂x2
. . .
∂f2
∂x1
∂f2
∂x2
. . .
. . . . . . ∂fn∂xn
 (A.2)
A.2 Vector Calculus Identities
The following vector calculus identities involve cross product and cross product differ-
entiation.
x× y = −y × x (A.3)
∂x× y
∂x
= x× ∂y
∂x
+
∂x
∂x
× y (A.4)
It follows from the previous properties that:
∂(x× y)
∂y
=
∂x
∂y
× y + x× ∂y
∂y
= x× In×n = x× (A.5)
∂(x× y)
∂x
= −∂(y × x)
∂x
= −y× (A.6)
The following properties were derived by the author. Given two vectors x and y, the
following applies:
∂(xx∗y)
∂x
= xy∗ + x∗yIn×n (A.7)
∂(x∗xy)
∂x
= 2yx∗ (A.8)
A.2.1 Rotation Matrix Linearization
HEX2OQTAL equations include the multiplication of the direction cosine matrix and
vectors repeatedly. In these cases the linearization with respect to the quaternion error
is as follows. Given a vector η:
∂(R(qe)η)
∂qe
=
[
∂R(q)
∂q1
η ∂R(q)∂q2 η
∂R(q)
∂q3
η
]
(A.9)
Similarly, for the transpose case:
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∂(RT (qe)η)
∂qe
=
[
∂RT (q)
∂q1
η ∂R
T (q)
∂q2
η ∂R
T (q)
∂q3
η
]
(A.10)
Appendix B
Self-tuning PID
PID is one of the most common control laws in existence, used extensively across al-
most every engineering discipline. One potential application of PID is in Unmanned
Air Vehicle (UAV) flight. A common problem faced by control law designers is the
tuning of such controllers which can be a very time consuming and sometimes difficult
process especially on hardware. Various past techniques have considered how PID can
be self-tuned. For example, genetic algorithms have been shown to perform oﬄine op-
timization, which is normally a very long and unviable procedure. In this research we
consider the use of online optimization to allow self-tuning of PID. This is done using an
ABC colony technique which, compared to genetic algorithms, offers greater simplicity,
excellent optimization performance and fully online tuning. Results on a motion-capture
testbed demonstrate the algorithm has the ability to select optimal P, I and D values
on a quadrotor in real-time; this has never been achieved before experimentally. The
algorithm is also demonstrated for a bang-bang trajectory set and in an anti-windup
configuration. Although tested on a UAV, the algorithm is portable to almost any other
application.
One of the limitations of the ABC algorithm is that for complex models it might fall
into local optimums, although this is discussed in depth in this chapter, there are known
techniques to avoid this problem by modifying the very algorithm like Armano and Sidhu
[91, 92].
This appendix focuses on providing a concrete and easy to implement procedure to
develop optimal or near optimal PID gains for a UAV starting from scratch, i.e. without
any pre-existing stable PID gains values. This procedure as we developed consists of
using the swarm evolutionary algorithm called Artificial Bee Colony (ABC) in an online
manner and results will empirically show that the developed procedure is feasible and
the resulting PID gains are near optimal.
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The UAV used in this research is the quadrotor or quadcopter. The work by Aalborg
University was the basis for the quadrotor model and for the PID control setup [73]. The
Surrey Space Centre have also designed an indoor motion capture testbed for quadrotor
is used for the experimental parts of this research [76, 77].
B.1 Self-Tuning Algorithm
The Artificial Bee Colony (ABC) algorithm - the focus of this research - is another
heuristic algorithm, simpler than the GA, that has also been used for PID tuning. The
ABC is a swarm based meta-heuristic algorithm that was introduced by Karaboga in
2005 for optimizing numerical problems [86]. The advantages of ABC over the traditional
GA is explained extensively by Karaboga in past research [83, 85, 88]: ABC is a simple,
yet efficient, algorithm which in some cases can outperform GA, and can be relatively
easily implemented in an online tuning scenario.
Abachizadeh offers a comprehensive explanation on how to tune PID parameters using
ABC, although it is more focused on oﬄine tuning [89]. Gao however, focused on both
online and oﬄine tuning offering practical explanations and very concrete strategies to
perform online tuning [90]. This has been the base work for the research presented
here, where the authors have not only implemented it and tested it, but also produced
some improvements and extensions to make it a more robust and reliable self-tuning
technique. While [90] does not perform any real-time experimental trials, our focus has
been exactly that, improve [90] in order to use the online ABC tuning algorithm in a
real-life experimental setup.
In ABC, a colony of artificial forager bees (agents) search for rich artificial food sources
(good solutions for a given problem). To apply ABC, the considered optimization prob-
lem is first converted to the problem of finding the best parameter vector which minimizes
an objective function. Then, the artificial bees randomly discover a population of initial
solution vectors and then iteratively improve them by employing the strategies: moving
towards better solutions by means of a neighbor search mechanism while abandoning
poor solutions.
In detail, the position of a food source represents a possible solution to the optimization
problem and the nectar amount of a food source corresponds to the quality (fitness) of
the associated solution. The number of the employed bees is equal to the number of
solutions in the population. At the first step, a randomly distributed initial population
(food source positions) is generated. After initialization, the population is subjected
to repeat the cycles of the search processes of the employed, onlooker, and scout bees,
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respectively. An employed bee produces a modification on the source position in her
memory and discovers a new food source position. Provided that the nectar amount
of the new one is higher than that of the previous source, the bee memorizes the new
source position and forgets the old one. Otherwise she keeps the position of the one
in her memory. After all employed bees complete the search process, they share the
position information of the sources with the onlookers on the dance area. Each onlooker
evaluates the nectar information taken from all employed bees and then chooses a food
source depending on the nectar amounts of sources. As in the case of the employed
bee, she produces a modification on the source position in her memory and checks its
nectar amount. Providing that its nectar is higher than that of the previous one, the
bee memorizes the new position and forgets the old one. The sources abandoned are
determined and new sources are randomly produced to be replaced with the abandoned
ones by artificial scouts.
B.1.1 Core Algorithm Parameters
Similarly to other genetic algorithms, ABC has several parameters that modify its be-
havior. Different values are used in different circumstances; for example, simulation and
real world tuning require very different sets of parameters. The following are the key
parameters:
• NP The numerical size of the colony (number of employed bees plus onlooker
bees). The number of food sources equals the half of the colony size (FoodNumber
= NP /2)
• Limit A food source which could not be improved through limit trials is aban-
doned by its employed bee.
• Cycle The number of cycles for foraging (a stopping criteria).
• Fitness The cost function to be optimized.
• Ub The lower bound of the parameters.
• Lb The upper bound of the parameters.
B.2 ABC and PID Control for UAVs
Any genetic algorithm, including ABC has as a goal to find a set of parameters that
result optimal when doing something to an underlying plant under study. In the case
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of the something being PID control, the algorithm will find an optimal set of P, I and
D gains, i.e. a vector of these gains and not the best P and best I and D individually.
For the case of a UAV being the plant, the optimal values are related to the 6-degree-of-
freedom (6DoF) variable (x, y, , vx, etc). Furthermore, ABC works more effectively and
with lower likelihood of falling into local optimum if the tuning is done for individual
variables. In the experimental setup section, the presented control architecture reflects
this individual variable PID definition.
Also, the most effective trajectory suggested in [90] is the single-step one. This applies
to both online and oﬄine approaches and to all 6DoF variables.
B.2.1 Oﬄine ABC
In the oﬄine tuning, the trajectory is performed first and the fitness values are obtained
afterwards. In other words, each single set of PID values corresponds to a complete
trajectory simulation and the total error of the execution corresponds to the fitness
evaluation of that set of gain.
Figure B.1 shows the ABC oﬄine version. Here the Simulink model is the classic feedback
control model that includes an extra module to integrate the fitness function for the
whole run of the mode. Outside the Simulink model is the ABC m-file that calls a fitness
evaluation function that in turn provides a new set of PID values, running the simulation
and returning the output of the fitness calculation module to the ABC algorithm m-file.
This approach to ABC is exactly what the classic ABC consist of: a deterministic fitness
function that perfectly expresses the validity of the tuning parameters, in this case PID.
This procedure is therefore optimal; however, it takes a large number of trajectory trials,
usually not viable, and consequently an unfeasible large amount of time for experimental
setup.
B.2.2 Online ABC
In the online procedure, the fitness value is calculated online after each sample and the
parameters are altered as per the algorithm particularities. The main concept of the
online tuning PID controller is the testing controller gains at each sampling time.
Figure B.2, shows the online variation. In this case, everything happens within the
Simulink model and all the blocks are s-functions. The fitness function is calculated
for only one sample at a time. The way ABC online works is similar to the MRAC
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ABC Offline Simulink Diagram
This is a classic feedback control diagram.
Position &
Velocity
Fitness Calculation
Total Error = ∫Error
Total Error Derivative = ∫Error Derivative
Total Overshoot= ∫Overshoot
New PID Parameters
ABC Algorithm
(in an m-file)
Commanded
State
UAVPID Control
Fitness Evaluation Function
The fitness function runs the whole 
simulink module with the assigned 
PID values and return the value 
calculated by the “Fitness Calculation” 
module.
Figure B.1: Oﬄine ABC Architecture. In the oﬄine ABC, a whole trajectory
run is performed to be able to obtain the fitness value from it.
architecture in the sense that on each sample, new adjusted PID gains are given to the
PID control.
ABC Online Simulink Diagram 
Compared to the offline version, everything happens within the Simulink model.
New PID Parameters
ABC Online Algorithm
Position &
Velocity
Fitness Calculation (By Sample)
Error = Error (ti)
Error Derivative = Error Derivative (ti)
Overshoot = Overshoot (ti)
Commanded
State
UAVPID Control
Fitness Evaluation
1. Pass new values of PID to the 
PID Simulink module 
2. Assigns the value read to the 
previous set of PID parameters
Figure B.2: Online ABC Architecture. In online ABC, the fitness value is calcu-
lated during the test after each sample period.
B.2.3 Fitness Function for UAV PID Control
Gao proposes three weighted components for the fitness functions [90]: (a) aP , actual
error between the plant and desired output, (b) bP , the overshoot which penalizes
controller parameters that produce overshoot of the plant output with respect to the
desired output, (c) cP , error derivative.
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Given then an error e(t) where t is the time, the fitness function is given by Eq. (B.1)
and Eq. (B.2). Note that this assume a positive trajectories i.e. for a variable 6DoF x,
its initial value is smaller than the commanded value xc: x(t = 0) < xc.
T (e) = aP |e|+ bP |e˙|+ cP fovershoot(e) (B.1)
F (e) =
1
(1 + T (e))
(B.2)
fovershoot =
{
0 if e > 0
|e| if e < 0
(B.3)
The error e is the difference between the commanded and the actual values for transla-
tion, linear and angular velocity, and it is the quaternion error as defined in [44].
The main difference between the online and oﬄine ABC approaches is the real fitness
function to be used. In the oﬄine case, the integral of the above fitness function for a
whole simulation is used while in the online case only one sample is used to determine
the fitness of a set of PID parameters.
B.3 Proposed Improvements to the ABC Online Self-tuning
Gao proposed performing the tuning against a step-like trajectory i.e. for a desired
setpoint Xd 6= 0 and starting from rest state Xinit = 0 [90]. This type of trajectory
turned out empirically to be the most effective for ABC tuning; however it can severely
limit the period in which the tuning can be performed. The novelty the authors propose
tries to address this limitation by using the bang-bang trajectory instead of the single
step one. This turns to be even more effective than the single step as the results showed.
B.3.1 Bang-Bang Control Novelty
Bang-bang controllers frequently arise in minimum-time problems. In other words, when
the goal is to optimise time, i.e. how quickly the controller can respond to the com-
manded trajectory, then, the optimal case should be the bang-bang control. For example,
if a vehicle needs to move from position A to position B, the ideal trajectory will be
to accelerate at the maximum possible rate until the maximum speed is reached, then
stay at that velocity until the point when the vehicle has to decelerate at the maximum
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deceleration rate in order to arrive to position B at 0 velocity. This typical example
has an input over time function that looks like two rectangles one positive and another
negative (therefore the name bang-bang: there is a positive bang and a negative bang).
Furthermore, the velocity and position functions over time also presents specific shapes
typical of bang-bang.
The online fitness function given by Gao works by calculating the error between the last
sample state of the plant and the desired setpoint [90]. This is a bias fitness function
that benefits parameters that are close to setpoints; i.e. the later in time, the better the
sources of food are. This can be seen in the left-hand side of Figure B.3, where the early
period of the execution of the algorithm is going to be disregarded due to the poor fitness
values. This does not mean that the algorithm is not effective, because this rule applies
to all sources of food; therefore, they are all improving with time. There is, however, a
way to make better use of the early period of the ABC fitness function. This is done
by replacing the setpoint with the corresponding bang-bang trajectory. This will make
the error to be the difference between the current position and the position the ideal
control should be in. The same principle applies to the derivative of the position, which
makes the fitness function not only better, but also of the same validity throughout the
whole execution. This can be seen in the bottom graph of Figure B.3. The ABC tuning
is working from the very beginning of the execution as fitness values found in the early
stages can be as good as the ones found at the later ones.
To calculate the correct bang-bang trajectory, both the maximum velocity and maximum
acceleration need provided. The former is either calculated empirically, or if the PID
uses slew-rate limitation, this limit can be used. The maximum acceleration can be
calculated based on the PID saturation output.
B.3.2 Adapting Online ABC Tuning to Experimental Setups
The online version of the fitness function is much less reliable than that of the oﬄine
ABC. This is because of two main reasons. Firstly, previous output values can still affect
the current sample:
F (e) = F [e(ti), e(ti−1), · · · , e(ti−n)]
While this cannot be addressed as it is intrinsic to any system, this dependency gets
worse when the systems presents noise, delays and other not modelled non-linearities
and forces.
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Figure B.3: Fitness Function Evolution Through Time. This figure compares
the use of bang-bang control. At the top, the setpoint version shows that the fitness
is poor in the early stages while the bang-bang version at the bottom, shows that the
fitness is valid from the beginning.
The rest of this section presents a series of other improvements proposed by the authors
to the ABC online tuning algorithm as presented by [90]. They are aimed to increase the
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stability of the UAV during the tuning process. Some of them are just common-sense
recipes for performing the online tuning on a experimental scenario.
B.3.2.1 Integral Component
In Gao, the online tuning algorithm is performed for PD gains only [90]. Although no
explanation is offered, the most likely reason for excluding the I gain is the fact that in
the integration process, error from previous samples (i.e. previous gain trials) is added
on. In certain situations, however, this drawback can be outweighed by the benefits
of full PID control. In the case of a UAV vertical ascension where the gravity has to
be overcome, the integral component is critical in order to achieve this. Also, in real
life scenarios where unaccounted and unmodelled forces act on the system, the integral
action can be key in stabilizing it. In the UAV case these can be: slight differences in
the rotor powers, wind, intrinsic drift of the UAV.
B.3.2.2 Anti-Windup and Slew-rateLimiter Control
As mentioned earlier, anything that makes the system more stable, will improve the
fitness function quality. One way to make the system more stable, is the use of anti-
windup and slew-rate limiter PID. When the PID with anti-windup is used, the ωn, ζ
and T as per Eq. (3.16) and Eq. (3.17) were tuned instead of PID constants.
B.3.2.3 Fitness Function in Experimental Scenarios
A problem discovered with the overshoot concept and the given equations of motion
is that it might penalize sources of food incorrectly. Take for example the situation
where in the previous sample the PID parameters were very high but the response of
the plant was very slow. In this scenario the current PID parameters would have a
poor fitness value due to a previously incorrect result. In an experimental situation, the
derivative component is also liable to error in the presence of noisy signals. Therefore,
in experimental setups, the overshoot and derivative weights need to be carefully chosen
or even nullified; only the error component can always be included because it is the most
immediate response that can be obtained, and even then, for very slow response plants,
this value has a strong dependency with previous samples.
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Fortunately, the quadrotor is a very quick responding plant, which can show reaction
to the last applied stick command at the sampling frequency (60 Hz). The final experi-
mental fitness function used is given by Eq. (B.4).
F (e) = aP |e|+ cP fovershoot (e, uc) (B.4)
B.3.2.4 Delayed Tuning Start in Experimental Scenarios
Finally, another common sense way to improve the stability of the system is to introduce
a delay at the start of the algorithm until the UAV is hovering stably. This is accom-
plished by adding a signal condition to the online ABC s-function. Without this delay,
the algorithm would begin in whatever conditions the UAV is set initially, which can be
quite unstable during the take-off period. Avoiding this phase makes a major difference
in stability and therefore improves the quality of the tuning execution.
B.3.3 Algorithm Pseudo Code: Online
The following algorithm has been designed for use in online self-tuning.
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Algorithm 1 ABC on-line to obtain P , I and D optimal values
Require: Set during S-func initialisation: P = 0 current phase in the algorithm (0 init, 1 emp,
2 onlooker, 3 scout) i = 0 current iteration index within the phase f0 = 0 previous sample
calculated fitness
In the update method within the S-func
if P = 0 (initialisation) then
if i > 0 then
Store the value fi−1 in the ABC init fitness array.
end if
if i <= SN then
PiIiDi ← random([PID]min, [PID]max)
Memorise the best solution so far
return
else
Go to the employee phase: P ← 1, i← 0
end if
end if
if P = 1 (employed bee) then
if i > 0 then
Store the value fi−1 in the ABC employee fitness array.
end if
if i <= SN then
PiIiDi ← Femployed()
Memorise the best solution so far
return
else
Go to the onlooker phase: P ← 2, i← 0
end if
end if
if P = 2 (onlooker bee) then
if i > 0 then
Store the value fi−1 in the ABC onlooker fitness array.
end if
if i <= SN then
PiIiDi ← Fonlooker(pi)
Memorise the best solution so far
return
else
Go to the scout phase: P ← 3, i← 0
end if
end if
if P = 3 (scout bee) then
if i > 0 then
Store the value fs in the ABC scout fitness array.
end if
if i <= 1 then
PsIsDs ← Fscout()
Memorise the best solution so far
return
else
Go to the employee phase: P ← 1, i← 0
end if
end if
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B.3.4 Algorithm Pseudo Code: Oﬄine
Algorithm 2 ABC off-line to obtain P , I and D optimal values
PiIiDi ← random([PID]min, [PID]max), where i = 1 . . . SN
for i = 1 . . . N do
Calculate fitness fi ← Fsim(Pi, Ii, Di)
end for
cycle← 1
repeat
for each employed bee do
Produce a new solution PeIeDe ← Femployed()
Calculate fitness fe ← Fsim(Pe, Ie, De)
end for
Calculate the probabilty values pi =
fi
SN∑
n=1
fn
for each onlooker bee do
Produce a new solution PoIoDo ← Fonlooker(pi)
Calculate fitness fo ← Fsim(Po, Io, Do)
end for
if there is an abandoned solution for the scout then
replace it with a new solution will be randomly produced
end if
Memorise the best solution so far
sim← sim + 1
until cycle = max cycles
Where Fsim consist of the execution of a whole trajectory simulation with the selected
PiIiDi values and return the integral of the error.
B.4 ABC Experimental Setup
In terms of ABC parameters used for experimentation, NP , Limit and Cycle are marked
on the respective graphs in the results section. As specified earlier the fitness functions
for altitude, yaw and roll are {ez, qe(3), qe(1)} respectively.
Now, based on the previously presented full SISO architecture, the control tuning will
be performed in the following order: a) yaw angle first, followed by roll (the model for
roll and pitch are identical for this quadrotor) making the quadrotor attitude stable, b)
applying the obtained attitude control to stabilize the quadrotor, vZ is next, followed
by Z (which depends on vZ c) having now attitude and altitude fully controlled, vX , vY
are to follow (note that these two depends on the roll and pitch control) d) finally x, y
are tuned as they are the most complex variables with direct dependency to vX and vY
and indirect dependency to roll and pitch.
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Table B.1: Self-Tuned PID Results. Table summarizes the results of the quadrotor
experimental tests.
Test kp
∗ ki∗ NP Limit Cycle Ub Lb Setpoint IC†
Fixed Setpoint
ψ 11.1 0.9 6 10 15 [12 1.2] [8.0 0.8] 0◦ 72◦
φ 11.7 1.0 6 10 15 [12 5.0] [4.0 0.5] 30◦ 4◦
vz 1.0 1.1 10 10 25 [6.0 4.0] [0.0 0.5] 0.2 m.s
−1 0 m.s−1
Anti-Windup Setpoint
vz 1.3 1.0 10 10 25 [2.0 2.0] [1.0 0.0] 0.2 m.s
−1 0 m.s−1
Bang-Bang Setpoint
ψ 8.1 0.8 6 10 15 [12 1.2] [8.0 0.8] 90◦ to 0◦ 99◦
φ 11.9 1.2 4 5 15 [12 1.2] [8.0 0.8] 0◦ to 20◦ −3◦
This bottom-up order of tuning, in which the most basic and independent variables are
control-tuned first followed by the more complex variables, was defined to build up the
most robustly tuned SISO model and, therefore, to reduce the likelihood of ABC falling
into local optimums.
B.4.1 Tuning Procedure
As further effort to avoid that the tuning algorithm falls into a local minimum, and
also to improve the algorithm reliability, this research proposes the use of an iterative
procedure where the next iteration is over a reduced range of PID gain values, and each
iteration consists of several trials of the same self-tuning execution. For example, the
first iteration starts with a large range of values for the PID gains (can be empirically
determined) for example LB = [1,1,1] and UB = [100,100,100]. Several runs (e.g. > 5)
of the online algorithm are performed, each of them returning one 3-touple of optimal
values. These found solutions will narrow down the initial range of values as they will
be close to the optimal solution. Therefore a new range is defined (e.g. LB = [25,25,25]
and UB = [75, 75, 75]) and a new iteration is performed over this new range consisting
of several executions of the ABC algorithm changing the LB and UB parameters to the
newly found range. This procedure is performed until the range is narrow enough to
empirically determine the best PID gains.
B.5 Simulated and Experimental Results
In this section, results for both simulation (using the 6-DOF model) and experimental
tuning trials (from the testbed) is presented. The data for the experiments can be found
in Table B.1.
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B.5.1 Basic Online ABC Tuning
This subsection shows the results of tuning vanilla PID control for attitude and trans-
lation using the single-step. Different to [90], both attitude and translation make use
of the integral component and the translation one also introduces the delay to initially
stabilize the UAV on hovering conditions.
B.5.1.1 Attitude Control Tuning Results
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Figure B.4: Fixed Setpoint ABC: Yaw (Rotational). Showing simulated (sim),
experimental (exp) and setpoint (c) for the trajectories [A], obtained proportional gain
[B] and obtained integral gain [C].
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Figure B.5: Fixed Setpoint ABC: Roll (Rotational). Showing simulated (sim),
experimental (exp) and setpoint (c) for the trajectories [A], obtained proportional gain
[B] and obtained integral gain [C].
The first ABC optimization is for the yaw angle PI control. The main challenge here is
that the controller usually takes around 2 s to reach the setpoint, even for large angle
maneuvers. This means that the number of ABC cycles to be performed is very limited
and so is the number of sources to use in the algorithm.
The yaw results can be seen in Figure B.4. The left figure shows the setpoint and
the yaw trajectory for both experimental and simulated results. The middle and right
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figures show the ABC internal process for estimating the proportional and integral con-
stants respectively. In both cases the ABC processing of sources of foods can be clearly
appreciated. The algorithm produces very strong parameter changes and hits different
regions. This is part of the nature of the online tuning: each source is evaluated at
each sample, some sources are discarded, and new ones are visited. The controller is
able to reduce yaw to the setpoint rapidly regardless of the initially incorrect PI values.
Convergence for P takes 1.5 s and I approximately 1 s.
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Figure B.6: Fixed Setpoint ABC: Vertical Velocity (Translational). Showing
simulated (sim), experimental (exp) and setpoint (c) for the trajectories [A], obtained
proportional gain [B] and obtained integral gain [C].
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Figure B.7: Fixed Setpoint Anti-Windup ABC: Vertical Velocity (Transla-
tional). Showing simulated (sim), experimental (exp) and setpoint (c) for the trajec-
tories [A], and obtained proportional gain [B].
The tuning of the roll angle (and therefore the pitch angle as well) is a more complex
matter. As explained earlier, the most appropriate trajectory to perform the online
tuning is the single-step one and in fact, other simple trajectories like the sinusoidal
do not produce the same quality of optimization. The use of the single-step in the
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case of role basically means that UAV starts in a rest position and moves very quickly
into a roll-rotated state, therefore with a strong linear velocity in the corresponding
axis, sometimes reaching the limits of the motion capture system and therefore loosing
control altogether.
The roll results can be seen in Figure B.5. Eventually, ABC converges on approximately
P = 7.5, I = 2.2 and roll rapidly and accurately converges to the setpoint. As the time
to reach the setpoint is very short, it is visible that the accuracy of the algorithm is
poorer than for the yaw angle.
B.5.1.2 Translational Control Tuning Results
The next trial was for the velocity in the Z axis. The altitude result can be seen in
Figure B.6. This run is very particular in the sense that it takes a longer time to reach
the setpoint; therefore, it gives the opportunity to ABC to perform more cycles. The
simulated run shows clearly the ABC processing of the sources of food throughout the
cycles. This is particularly notorious for the P constant optimization. In fact, the results
found in the simulation are nearly optimal.
On the other hand, in the experimental setup, vZ being a derivative signal, has a stronger
noise component than the previously explained attitude signals. However, ABC is able
to compensate for that with the larger number of cycles and although the results for
the experimental setup have a non-negligible standard deviation, the tuned parameters
showed an excellent performance.
B.5.2 Extended Online ABC Tuning
Now, this section presents a more advance version of online tuning using ABC. Firstly,
in this set of tests PID with anti-windup is used (but no slew-rate limiter) in the same
case of vZ presented in the previous subsection and for comparison purposes.
Secondly, the use of bang-bang trajectory is used in the yaw and roll case as in the
previous section again for comparison on how this trajectory improves the effectiveness
of the ABC online tuning.
B.5.3 Anti-Windup ABC
The anti-windup results can be seen in Figure B.7. Tuning the anti-windup PID for the
velocity on the Z axis basically gives the system much more stability for the ABC to
perform.
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B.5.4 Bang-Bang Setpoint ABC
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Figure B.8: Bang-Bang Setpoint ABC: Yaw (Rotational). Showing simulated
(sim), experimental (exp) and setpoint (c) for the trajectories [A], obtained proportional
gain [B] and obtained integral gain [C].
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Figure B.9: Bang-Bang Setpoint ABC: Roll (Rotational). Showing simulated
(sim), experimental (exp) and setpoint (c) for the trajectories [A], obtained proportional
gain [B] and obtained integral gain [C].
The yaw results for a bang-bang setpoint trajectory can be seen in Figure B.8. The
bang-bang trajectory fitness function improvement produces more consistent results. It
can be appreciated in the simulations that some of the obtained optimal values come
from the beginning of the ABC algorithm. This improvement, increases effectively the
ABC tuning time interval right from the beginning to the end of the execution. The
results obtained are better tuned constants for the yaw PI control.
The roll results can be seen in Figure B.9. Results obtained are consistent with those
from the fixed point run. The bang-bang fitness improvements benefit roll tuning greatly,
as for the most of the initial part of the run, the tuning is more effective than the later
period, due to the previous explained increasing translational speed.
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B.6 Comparison of Online and Oﬄine Tuning
The oﬄine version of the algorithm is not only a more comprehensive tuning, but also
always ends up with a set of gains that can well be considered optimal with virtually
0 standard deviation. Therefore, a comparison between both algorithms determines
whether the online version can be realistically reliable for tuning of PID algorithms
for UAV control. In order to carry out this comparison, both tuning approaches were
applied to the PID associated with the thrust of the UAV, i.e. z and vZ variables were
tuned. The reason for this choice is that z and vZ were found to perform best for both
oﬄine and online ABC tuning. Very important to notice is that in order obtain oﬄine
results in a reasonable amount of time, the simulation has to run for a much shorter
period of time. While in the online version, there is a larger margin of freedom in that
aspect. Nevertheless, as it is shown in this section, the configured 8s are enough for the
oﬄine to properly find optimal values in the configured number of cycles.
Table B.2: Online and Oﬄine ABC Parameters.
ABC Parameter Online Oﬄine
Error Weight 1 1
Overshoot Weight 1 1
Derivative Error Weight 1 1
Food Sources 16 20
Max Cycles (generations) 160 200
Limit 100 20
Trajectory Parameters
Max. Acceleration (m.s−2) 0.5 0.5
Max. Velocity (m.s−1) 0.5 0.5
Distance (m) 100 3
Simulation Time (s) 202 8
UAV
Mass (g) 0.432 0.432
M of I 0.5 · I3 0.5 · I3
B.6.1 Online Tuning (Z Axis PID)
The online optimization is performed as per Figure B.2. In this case, the self-tuning
algorithm is performed in a simulation environment and after each iteration (consisting
in 100 repeated execution of the online-ABC run) a histogram is plotted so to determine
the next iteration narrowed range of gains. As explained above, the ABC algorithm
smartly produces not independent values for each gain (P, I and, D), but vectors of
optimal PID-gains. Therefore, the histograms have to keep the relationships between
gains. These histogram should show the number of times solutions are found so that
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Figure B.10: Online ABC Algorithm. Iteration I. Number of occurrences
of the solutions found by ABC online for P & I ranges (left) and for P &
D ranges (right). It can be seen that the intersection of these histograms is for P
∈≈ [20− 40]
Figure B.11: Online ABC Architecture: Iteration II. Number of occurrences
of the solutions found by ABC online for P & I ranges (left) and for P &
D ranges (right). It can be seen that the intersection of these histograms is for P
∈≈ [30− 40]
they falls in certain ranges of values. For example, how many times a solution set falls in
the PID range of [1, 1, 1]− [2, 2, 2]. That means that a 4-d histogram should be produced
where the first 3 dimensions are the three gains and the fourth is the histogram count.
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Figure B.12: Online ABC Architecture: Iteration III. Number of occur-
rences of the solutions found by ABC online for P & I ranges (left) and for
P & D ranges (right). It can be seen that the intersection of these histograms is for
P ∈≈ [34− 40]
However, two 3-dim histograms for P, I and for P, D are effectively enough. The reason
for that is that the P gain is the most important gain of the PID controller and the
other two are to be tuned in relation to P.
The parameters used for both online and oﬄine optimization can be seen in Table B.2.
The simulations were performed 100 times producing the histograms in Figures B.10 to
B.12.
There is a strong component of human interaction here, in the sense that if it is not
entirely clear in the histogram which section to use in the next iteration, either a finer
or coarser granularity for histogram can be used. For example, some times the most
popular solution might fall exactly between two sections, thus bringing both sections to
the most counted. In this case a more granular division might help clarify the optimized
range.
B.6.2 Oﬄine Tuning (Z Axis PID)
The oﬄine optimization is performed as per the design in Figure B.1. In this case, there
is no need for several iterations. This is because the robustness of the algorithm which
can find the optimal solution in one run. Nevertheless, in the aim of completeness,
several runs of the algorithm were performed, yet all of them yielded effectively identical
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results. Within this each of these runs, there is a large number of trajectory simulations,
where each of these corresponds to one set of PID parameters.
B.6.3 Comparison of Results
The following figures show the comparison between ideal, oﬄine tuned and online tuning
position and velocity respectively. The used trajectory is the one described in the oﬄine
tuning section.
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Figure B.13: Online and Oﬄine Comparison.
As it can be seen from Figure B.13, both PID runs are very close, although the oﬄine
version is slightly better than the online version, especially in the velocity graph and at
the beginning of the position graph. However, this better result of the oﬄine ABC is
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achieved at the cost of much larger CPU consumption as online required approximately
80% less computation time than oﬄine tuning.
In short, it is important to understand that online tuning using ABC is not a completely
automated procedure, but one that requires supervision and human decision throughout.
On the other hand, this system can be applied to operational UAVs and still obtain well
tuned PID gains. Obviously might not be necessarily the optimal solution, yet it is
obtained in reasonably limited amount of time.
B.7 Conclusions
The work presented here is the result of applying online tuning techniques using the
well-known ABC algorithm to tuning a real-life UAV quadrotor and examining which
extensions and improvements were required to achieve the tuning. This chapter presents
both simulation and experimental results showing a novel evolutionary swarm algorithm
for the self-tuning of PID control systems. The utilization of ABC for online and real-
time tuning is inexpensive, easy to implement, a straightforward procedure in execution,
and produces excellent optimization performance in a reasonably limited amount of time,
as opposed to the oﬄine version of the same that although able to find optimal solutions
with great accuracy, it cannot be applied to real-time experimental scenarios due to the
unadequate large amount of time required by it.
The main difference between the oﬄine and online version of ABC is the fitness function.
Past work on online tuning shows real-life cases to be less reliable than the oﬄine fitness
function. The work presented here consists of a set of techniques aiming to improve
the reliability of such function in the online case. Results show that it can help dra-
matically in the search for optimal PID constants in both simulated and experimental
environments from scratch, i.e. without any previous knowledge or pre-configured con-
trol gains. Enhancements like the use of anti-windup PID instead of vanilla PID and
and more importantly the use of a bang-bang trajectory setpoint have been proposed
to overcome such limitations; using both of these yields a substantial improvement in
optimization performance.
Appendix C
Landing Trajectories equations
In this appendix, the mathematical equations associated with the trajectories applied
in [20] and covered in Chapter 4 are presented.
C.1 Straight Line Landing Trajectory Generator
The equations presented in this section correspond to the straight line trajectory. These
equations have been developed under the following assumptions:
• Initial conditions: ‖vI‖ = v0,xI = sinit,Θ =
[
φ0 θ0 ψ0
]t
, ω =
[
0 0 0
]t
• Final state: ‖vI‖ = 0,xI = send,Θ =
[
0 0 0
]t
, ω =
[
0 0 0
]t
• trajectory duration tmax.
Where sinit =
[
xinit yinit zinit
]t
and send =
[
xend yend zend
]t
are initial and final
position vectors respectively.
Based on these assumptions, the desired trajectory consists of a straight line with an
acceleration vector that varies with time and constant angular velocity. The acceleration
function with respect to time has been defined as:
ax = c1xt+ c2x
ay = c1y t+ c2y
az = c1z t+ c2z
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where c1xyz and c2xyz are linear parameters that depend on the trajectory specification
provided.
Now, since only the module of the linear velocity is given, the velocity vector can be
obtained by using the initial and final position for calculating the angle of attack:
v0x = v0
(xend − xinit)√
(send − sinit)T (send − sinit)
v0y = v0
(yend − yinit)√
(send − sinit)T (send − sinit)
v0z = v0
(zend − zinit)√
(send − sinit)T (send − sinit)
Based on those equations, the acceleration linear parameters can be calculated as follows:
c1x = −2
v0x
t2max
− 4(xend − xinit)
t3max
c1y = −2
v0y
t2max
− 4(yend − yinit)
t3max
c1z = −2
v0z
t2max
− 4(zend − zinit)
t3max
c2x = −
v0x
tmax
− 4(xend − xinit)
t2max
c2y = −
v0y
tmax
− 4(yend − yinit)
t2max
c2z = −
v0z
tmax
− 4(zend − zinit)
t2max
Finally, for the angular velocity calculation, the following equation was used:
ωc =

pc
qc
rc
 =

(φend−φinit)
tmax
(θend−θinit)
tmax
(ψend−ψinit)
tmax

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This model of the trajectory has an important side effect: the linear acceleration along
the X axis will increase at a high rate towards the final moments of the landing trajec-
tory. This makes the control for this kind of trajectory extremely difficult as the initial
controlling needs and the final ones are very different.
C.2 Gravity Turn
C.2.1 Definition
Definition of gravity turn:
• Force exactly opposite to the vehicle’s linear velocity.
• It is active until the vehicle is vertically orientated.
• Cost-effective.
Main equation:
v˙ = g(n− cos(β)) (C.1)
β˙v = sin(β) (C.2)
where v is the linear velocity module, β, the angle of attack, and n = F(mg) is the thruster
ratio. If n is constant, these equations cannot be analytically resolved.
C.2.2 Simulation
A trajectory generator has been developed using the above equations and tested for the
following conditions:
Table C.1: Simulation
Parameter Value
Gravity 9.8N
Initial Velocity 100ms−1
Initial Angle pi/2
Thruster Ration (N) n = 1, n = 1.5, n = 2
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C.2.3 Results
The results were compared with the one obtained in [27], and they match exactly. The
following are the trajectory results for n = 1, n = 1.5, n = 2.
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Figure C.1: Gravity turn for n = 1
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Figure C.2: Gravity turn for n = 1.5
C.2.4 Taylor linearisation
The simulations presented above correspond to the numerical integration of the Equation
(C.1) and there is no analytical function. We experimented with the use of Taylor series
of order n in order to have an analytical solution, which may make the trajectory tracking
more flexible. Six Taylor series have been created, each at a different linearization point:
t = 1, t = 2, t = 3, = 4, t = 5 and t = 6.
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Figure C.3: Gravity turn for n = 2
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Figure C.4: Gravity turn Taylor serialisation for n = 2. Velocity and Angle.
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