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Abstract
Nonlinear Sobolev-Burgers PDEs are considered. Their solutions
are investigated. A technique of noncommutative line integration is
utilized for their description. A new method of PDEs solution with the
help of Cayley-Dickson algebras is developed in the article. Moreover,
random operator valued measures are studied and applied to solutions
of PDEs.
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1 Introduction.
Studies of nonlinear PDEs compose an extensive part of nonlinear analysis
and PDE (see, for example, [1, 20, 24, 40, 41, 45] and references therein).
There are linear and nonlinear PDEs of particular types, for example, wave
PDEs, heat PDEs, diffusion PDEs, Schro¨dinger PDEs to each of which more
than a thousand articles and books are devoted. Though about an existence
of solutions and their numerical simulations a lot of works is written, their
integration remains a hard or an unsolved problem for many types of PDEs.
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tative integration; complex
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On the other side, random functions methods based on Gaussian measures
appeared to be useful for solutions of diffusion PDEs and Schro¨dinger PDEs
(see, for example, [12, 13, 21, 36, 39] and references therein).
Among nonlinear PDEs the Sobolev type PDEs, which include the Burg-
ers PDE, have important applications in physics and hydrodynamics [45].
They describe two-dimensional motions of a stratified rotating liquid, elec-
tromagnetic fields in crystals, internal gravitational waves, non stationary
filtration process of liquid in a fissure porous medium, dissipation process,
cold plasma, two temperature plasma in an external magnetic field, etc. (see
[45] and references therein). There were works about numerical computation
of some PDE solutions and an existence of solutions. Nevertheless needs
arise to integrate such type and more general PDEs or their systems. In
many cases it is also necessary to analyze properties of solutions. There-
fore analytic approaches apart from that of numerical provide in this respect
many advantages.
Such problems led to a new main stream of developing hypercomplex
analysis for the PDE theory needs (see [5] - [11], [15] - [18], [27]-[34] and ref-
erences therein). It was begun mainly in the years 1990-th over quaternions
and Clifford algebras. Later on since the years 2010-th it was begun over oc-
tonions and more general Cayley-Dickson algebras. A reason for such activity
is in an enlargement of possibilities: some PDEs which are not integrable over
the complex field C appear to be integrable over the aforementioned algebras
so that a suitable Clifford or a Cayley-Dickson algebra can be chosen for a
given PDE.
Previously a new approach of noncommutative integration of nonlinear
PDEs was investigated over hypercomplex numbers [32, 10]. It was applied
to PDEs used in hydrodynamics such as the non-isothermal flow of a non-
compressible Newtonian liquid PDE and the Korteweg-de-Vries PDE. In this
paper also another new mathematical tool is developed and applied to solu-
tions of PDEs, which consists in random operator valued measures.
Some readers of previous articles asked how the Cayley-Dickson algebras
can be used for solutions of general type PDEs. To this problem Section 2
is devoted. In this paper such theory is developed further for other types of
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PDEs which were not yet treated. Procedures permitting to write equivalent
problems over quaternions, octonions or Cayley-Dickson algebras instead of
PDEs over R or C are described. The corresponding Theorems 1, 2 and
Proposition 3 are proved. The method is illustrated on Sobolev-Burgers
PDEs in Section 3. There solutions of PDEs are investigated. For this
purpose random operator valued measures are studied. The noncommutative
line integration is utilized for their description. Solutions of the Sobolev-
Burgers PDEs are investigated (see Theorems 6, 23 and 24 and Subsection
25 below).
All main results of this paper are obtained for the first time. They can
be used for further studies and integrations of linear and nonlinear PDEs.
2 Solution of PDEs over octonions.
Frequently PDEs are given over the real field or the complex field. For an
application of the noncommutative integration technique of PDEs it may
be necessary at first to present the corresponding PDEs over octonions or
Cayley-Dickson algebras. Henceforth notations and definitions of the work
[32] are used.
1. Theorem. To each scalar or vector PDE
(1.1) P (A1, ..., Av, u) = g over R which can be nonlinear relative to an
unknown scalar or vector function u = (u1, ..., um), where A1, ..., Av are linear
PDO with real coefficients, g = (g1, ..., gk), gs and uj are real functions for
each s = 1, ..., k and j = 1, ..., m, 1 ≤ k ∈ N, 1 ≤ m ∈ N, P = (P1, ..., Pk)
and g are given, Ps is a polynomial (or power series) with real coefficients
for each s, a domain U is open in a canonically closed subset V in Rn,
can be posed a PDE
(1.2) Q(Aˆ1, ..., Aˆv, uˆ) = gˆ over the Cayley-Dickson algebra Ar such that
a bijective correspondence between solutions u of (1.1) and uˆ of (1.2) exists,
where Aˆ1, ..., Aˆn are PDO over the Cayley-Dickson algebra, Q is a polynomial
(or power series) with Ar coefficients, gˆ and uˆ are Ar-valued functions.
Proof. I. Let PDE (1.1) be in a variable x = (x1, ..., xn) belonging to a
domain U in the Euclidean space Rn, where each variable x1,...,xn belongs
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to the real field R, where U is open in V by the conditions of this theorem.
The subset V in Rn is canonically closed, which means by the definition that
the closure cl(Int(V )) of the interior Int(V ) of V coincides with V . To this
variable x = (x1, ..., xn) ∈ U we pose a variable z = z(x) by the formula
(1.3) z = x1il1 + ...+ xniln ∈ V with ls 6= lp for each s 6= p, where l1, ..., ln
are fixed nonnegative integers, V notates the corresponding domain in the
Cayley-Dickson algebra At with n ≤ 2t, 2 ≤ t. The family {i0, i1, ..., i2r−1}
denotes the standard basis of the Cayley-Dickson algebra Ar over R such
that i0 = 1, i
2
j = −1, ijik = −ikij for each j ≥ 1 and k ≥ 1 with j 6= k.
Thus to each x ∈ U a unique z = z(x) is posed so that V = {z ∈ At : z =
z(x), x ∈ U}. Vise versa to each z ∈ V a unique x ∈ U corresponds,
(1.4) xj = πlj (z) for each j, where πj : At → R is an R-linear operator
prescribed by the formulas:
(1.5) πj(z) = zj = (−zij + ij(2t − 2)−1{−z +
∑2t−1
k=1 ik(zi
∗
k)})/2 for each
j = 1, 2, ..., 2t − 1,
(1.6) π0(z) = z0 = (z + (2
t − 2)−1{−z +
∑2t−1
k=1 ik(zi
∗
k)})/2,
where 2 ≤ t ∈ N, z is a Cayley-Dickson number in At presented as
(1.7) z = z0i0+z1i1+ ...+z2t−1i2t−1 ∈ At, zj ∈ R for each j, i
∗
k = i˜k = −ik
for each k > 0, i0 = 1, z
∗ = z0i0 − z1i1 − ... − z2t−1i2t−1 (see Formulas
II(1.1)− (1.3) in [29]).
Thus to each basic vector ej = (0, ..., 0, 1, 0, ...) in R
n with 1 at j-
th place the basic generator ilj in the Cayley-Dickson algebra At is coun-
terposed according to the mapping Rn ∋ x 7→ z(x) ∈ At. Therefore
(x, y) = Re(z(x)z∗(y)) for each x and y in Rn, where (x, y) =
∑n
j=1 xjyj
is the scalar product in the Euclidean space Rn, Re(w) = (w+w∗)/2 is the
real part of w for each w ∈ At. Particularly, for n = 3 the vector product
x × y can be expressed as Im(z(x)z(y)) with 1 ≤ lj for each j = 1, 2, 3 and
with il1il2 = il3 , for example, l1 = 1, l2 = 2, l3 = 3, where Im(w) = w−Re(w)
denotes the imaginary part of a Cayley-Dickson number w ∈ At.
II. To each function f : U → R a unique function hf(z) corresponds such
that h : V → R and
(1.8) hf(z(x)) = f(x) for each x ∈ U .
For sufficiently times differentiable function f to each partial derivative
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∂f(x)/∂xj we pose ∂h
f (z)/∂zlj due to Formulas (1.4) − (1.7) and so on
by induction to each PDO Af(x) =
∑
α cα(x)∂
|α|f(x)/∂xα11 ...x
αn
n the PDO
Aˆhf (z) =
∑
α h
cα(z)∂|α|hf(z)/∂zα1l1 ...z
αn
ln corresponds with the help of For-
mula (1.8), where cα(x) are coefficients, α = (α1, ..., αn), |α| = α1 + ...+ αn,
αj is a nonnegative integer for each j.
III. To a function g(x) with values in Rk we pose a function gˆ(z(x)) =
g1(x)i0+ ...+ gk(x)ik−1 with values in At1, where 2
t1−1 < k ≤ 2t1 . Then to u
we pose a function uˆ(z(x)) = u1(x)iq1 + ... + um(x)iqm having values in At2
with fixed nonnegative integers q1, ..., qm such that qs 6= qp for each s 6= p.
Next we choose r ≥ max(t, t1, t2, 2), hence At →֒ Ar and similar embeddings
are for t1 and t2 instead of t also. For example, qj = j− 1 and lj = j− 1 can
be taken for each natural number j = 1, 2, ....
Then particularly
∑
j ∂uˆlj (z)/∂zlj = Re(σuˆ
∗(z)) corresponds to
div u(x) = (∇, u)(x) =
∑
j ∂uj(x)/∂xj , where
σfˆ(z) =
∑
j(∂fˆ (z)/∂zlj )iqj ; also
σuˆs(z) to
grad us(x) = ∇ us(x) =
∑
j(∂us(x)/∂xj)ej. In particular, for n = 3
the operator −Im(σuˆ(z)) to rot u(x) = ∇× u(x) corresponds with q1 = 1,
q2 = 2, q3 = 3 or more generally with natural numbers qj ≥ 1 such that
iq1iq2 = iq3.
Therefore taking Q(Aˆ1, ..., Aˆv, uˆ) = Pˆ (Aˆ1, ..., Aˆv, (πq1uˆ, ..., πqmuˆ)) we get
PDE (1.2) instead of (1.1), since the Cayley-Dickson algebra Ar is power
associative: zφzψ = zφ+ψ for each natural numbers φ and ψ, where an order
of multiplications in Q over Ar is essential (see also Section 2 in [27]). The
correspondences described above between domains, functions and classes of
differentiable functions are bijective. Moreover, the mappings U ∋ x 7→
z(x) ∈ V , g 7→ gˆ, P 7→ Pˆ , f 7→ hf , u 7→ uˆ are bijective isometries. Thus PDE
(1.1) and (1.2) are equivalent: to each solution of (1.1) whenever it exists
a unique solution of (1.2) corresponds and vise versa, since P (A1, ..., Av, u)
and Q(Aˆ1, ..., Aˆv, uˆ) exist and converge simultaneously.
2. Theorem. Suppose that conditions of Theorem 1 are fulfilled with
P being a polynomial in PDOs A1, ..., Av, suppose also that each PDO As is
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a linear combination of elliptic operators of finite orders. Then Dirac-type
operators Υj, j = 1, 2, ..., l exist such that the principal symbol of the PDO
Q(Aˆ1, ..., Aˆv, ·) is S(Υ1, ...,Υl, ·), where S is a polynomial in Υ1, ...,Υl over
the Cayley-Dickson algebra Ap with p ≥ r ≥ 2.
Proof. In view of Theorem 1 PDE (1.1) is equivalent to (1.2). Applying
Theorem 2.1 in [34] we get a decomposition of each PDO Aˆs with the help
of Dirac-type operators Υj , j = 1, 2, ..., l, where l is a natural number. Each
PDO Aˆs has a decomposition over the Cayley-Dickson algebra Ats with ts ≥
r ≥ 2. Taking p = max(ts : s = 1, ..., v) we get the decomposition over
Ap for all PDOs Aˆ1, ..., Aˆv. Therefore, the principal symbol of the PDO
Q(Aˆ1, ..., Aˆv, uˆ) acting on a function uˆ becomes a polynomial S(Υ1, ...,Υl, uˆ)
in Υj with j = 1, 2, ..., l.
3. Proposition. If conditions of Theorem 1 are satisfied and each op-
erator As is of the second order with constant coefficients, s = 1, ..., v, then
Dirac-type operators Υj with j = 1, 2, ..., l exist such that
Q(Aˆ1, ..., Aˆv, uˆ) = S(Υ1, ...,Υl, uˆ),
where S is a polynomial (or power series) in Υ1, ...,Υl and uˆ over the Cayley-
Dickson algebra Ap with p ≥ r ≥ 2.
Proof. By virtue of Theorem 2.1 and Example 2.6 in [34] each PDO Aˆs
of the second order with constant coefficients is a polynomial of the second
order in a finite number of Dirac-type operators Υj over the Cayley-Dickson
algebra Ats with ts ≥ r ≥ 2. Taking Q given by Theorem 1 and substituting
PDOs Aˆ1, ..., Aˆv with polynomials of the second order in Dirac-type operators
we deduce that Q(Aˆ1, ..., Aˆv, uˆ) = S(Υ1, ...,Υl, uˆ), where S is a polynomial
(or power series) in Υ1, ...,Υl and uˆ over the Cayley-Dickson algebra Ap with
p = max(ts : s = 1, ..., l).
3 Nonlinear Sobolev-Burgers PDE.
4. Sobolev-Burgers PDEs. A more general Sobolev type PDE is with
Q( ∂
∂t
) instead of ∂
∂t
in the Burgers PDE, where Q(t) = tm+cm−1t
m−1+ ...+c0
is a polynomial with real or complex coefficients c0, ..., cm−1, where m ≥ 1 is
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a natural number. We take them in the form:
(4.1) Q(
∂
∂t
)(−∆2x + α∆x + βI)u(t, x) + γ
∂u2(t, x)
∂x1
+ ςu2(t, x) = 0,
where α 6= 0, β, γ and ς are real or complex constants, |γ|+ |ς| > 0, t ≥ 0,
x ∈ Rn, x = (x1, .., xn),
∆x =
n∑
j=1
∂2
∂x2j
denotes the Laplace operator, n ≥ 2, I is the unit operator (see Ch. 3, Sect.
6 in [45]). Classically real constants α > 0, β, γ > 0 and ς are considered.
In the latter case by changing the variables t and x and with the help of
the dilation u 7→ bu, where b is a real constant, one can choose α = 1 and
γ = 1/2. Particularly if β = 0 and ς = 0 and m = 1, this corresponds to the
Burgers PDE.
It is useful to take the complexified Cayley-Dickson algebra Ar,C = Ar ⊕
(Ari), where i2 = −1, ib = bi for each b ∈ Ar, 2 ≤ r < ∞. That is any
complexified Cayley-Dickson number z ∈ Ar,C has the form z = x+ iy with
x and y in Ar, x = x0i0 + x1i1 + ... + x2r−1i2r−1, while x0, ..., x2r−1 are in R
(see also the notation in Subsection 1). The real part of z is Re(z) = x0 =
(z + z∗)/2, the imaginary part of z is defined as Im(z) = z − Re(z), where
the conjugate of z is z∗ = z˜ = Re(z) − Im(z), that is z∗ = x∗ − iy with
x∗ = x0i0 − x1i1 − ... − x2r−1i2r−1. Then put |z|2 = |x|2 + |y|2, where |x|2 =
xx∗ = x20+ ...+x
2
2r−1. Mention that the operator πj (see Formulas (1.5), (1.6)
above) has the natural C-linear extension: πj(av + bz) = aπj(v) + bπj(z) for
every a and b in C and v and z in Ar,C . In another words the operator πj is
C-homogeneous and Ar,C-additive.
Using Theorem 1 of the preceding section we write the corresponding
PDE over the Cayley-Dickson algebra Ar with 2 ≤ r and 2r > n. Put
xj = zj for each j ≥ 1, where z0i0 + z1i1 + z2i2 + ... = z ∈ Ar, then
∆x = −σ
2
z , where σzf(z) =
n∑
j=1
i∗j
∂f(z)
∂zj
,
∂
∂x1
= π1(σz), where πj is provided by Formula (1.5) for j ≥ 1. Functions u
and f are supposed to be sufficient times differentiable by the corresponding
variables, so that u and f more generally may have values not only in R, but
in C also.
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Let Ω be a set supplied with an algebra F of its subsets and let µ : F →
[0, 1] be a probability measure and let F be µ-complete. We take the PDE:
(4.2) E{Q(
∂
∂t
)(−∆2x+α∆x+βI)u(t, x;ω)+γ
∂u2(t, x;ω)
∂x1
+ςu2(t, x;ω)} = 0,
where ω ∈ Ω, u(t, x;ω) is a random function, Eg denotes a mean value
(expectation) of a random variable g whenever it exists:
(4.3) Eg =
∫
Ω
g(ω)µ(dω).
In order to use the noncommutative integral over Ar approach the following
PDE generalizing (4.2) is written in the form:
(4.4) E{Q(
∂
∂t
)S0u(t, x, y;ω)+γπ1(σx+σy)(u
2(t, x, y;ω))+ςu2(t, x, y;ω)}|x=y = 0,
where x and y are in V ⊂ Ar, V = Ri1 ⊕ ...⊕Rin,
(4.5) S0 = −(σ
2
x + σ
2
y)
2 + a(σ2x + σ
2
y) + bI,
a ∈ C \ {0}, b ∈ C, the Dirac operator in (4.5) is more general:
(4.6) σxf(x) =
2r−1∑
j=0
i∗j (∂f(x)/∂xξ(j))ψj
with real constants ψj ∈ R so that ψ20 + ... + ψ
2
2r−1 > 0. Particularly it is
convenient to choose ψj = 2
−1/2 for each j = 1, ..., n; ψj = 0 otherwise for
j = 0 or j > n; ξ(j) = j for each j = 0, ..., 2r − 1. In this particular case
−1
2
∆x = σ
2
x.
5. Auxiliary PDE. Consider the auxiliary PDE
(5.1) {S2,av(x, y) + q1π1(σx + σy)(v
2(x, y)) + q2v
2(x, y)}|x=y = 0, where
(5.2) S2,a = a1(σ
2
x + σ
2
y)
2 + a2(σ
2
x + σ
2
y) + a3I,
a1 ∈ C\{0}, a2 ∈ C and a3 ∈ C are constants, a1 is nonzero, a = (a1, a2, a3),
C = R ⊕ Ri; q1 = −2a1p1, q2 = −2a1p2, p1 and p2 are in C with
|p1| + |p2| > 0; where iji = iij for each j, i2 = −1. Remind that the family
{i0, i1, ..., i2r−1} denotes the standard basis of the Cayley-Dickson algebra Ar
over R such that i0 = 1, i
2
j = −1, ijik = −ikij for each j ≥ 1 and k ≥ 1 with
j 6= k. For its solution take two PDOs:
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(5.3) S1 = σ
2
x − σ
2
y
and S2 = S2,a, where a = (a1, a2, a3). Suppose that a function F (x, y) =
Fa(x, y) satisfies the conditions
(5.4) SjF (x, y) = 0 for j = 1 and j = 2. Put also
(5.5) K(x, y) = F (x, y) + AK(x, y) with
(5.6) AK(x, y) = p1π1( σ
∫ x
w0
( σ
∫ y
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw)
+p2 σ
∫ y
w0
( σ
∫ x
w0
( σ
∫ s
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw)ds,
where p1 and p2 are real or complex parameters with |p1| + |p2| > 0; K =
Ka,q, a = (a1, a2, a3), q = (q1, q2), w0 is marked point in a domain U
satisfying Conditions 3.1(D1) and (D2) in [32].
According to Formulas (5.3)− (5.6) it is convenient to consider the func-
tions F and K of the form:
(5.7) F (x, y) = F (x+y
2
) and K(x, y) = K(x+y
2
).
(5.8) Let F and K be with values in R or C and let they satisfy other
Conditions of Proposition 3.4 in [32] with m = 4.
Apparently any pair of operators from the family {S1,S2,a, bI, πj : b ∈
C; j = 0, ..., 2r−1} commutes, since S1 and S2,a are PDOs with constant
real or complex coefficients, where I notates the unit operator. From this
proposition and Formula (3.2) in [32] we infer that
(S2,a − a3I)K(x, y) = (S2,a − a3I)F (x, y)+
p1π1(S2,a − a3I)(( σ
∫ x
w0
( σ
∫ y
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw))
+p2(S2,a − a3I)( σ
∫ y
w0
( σ
∫ x
w0
( σ
∫ s
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw)ds)
= −a3F (x, y) + p1π1{a1(σ
2
x + σ
2
y) + a2I}( σ
∫ ∞
x
F (z, y)K(x, z)dz)
+p2a1(σx + σy)( σ
∫ ∞
x
F (z, y)K(x, z)dz)
+p2a2( σ
∫ y
w0
( σ
∫ ∞
x
F (z, v)K(x, z)dz)dv)
= −a3F (x, y) + p1π1{a1(
2σ2x +
2σ2z) + a2I}( σ
∫ ∞
x
F (z, y)K(x, z)dz)
+p1π1a1(A2(F,K)(x, y) +B2(F,K)(x, y))
+p2a1(
2σx+
2σz)( σ
∫ ∞
x
F (z, y)K(x, z)dz)+p2a1(A1(F,K)(x, y)+B1(F,K)(x, y))
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+p2a2( σ
∫ y
w0
( σ
∫ ∞
x
F (z, v)K(x, z)dz)dv).
Therefore
(5.9) S2,aK(x, y) =
2S2,ap1π1(( σ
∫ x
w0
( σ
∫ y
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw))
+p1π1a1(A2(F,K)(x, y)+B2(F,K)(x, y))+p2a1(A1(F,K)(x, y)+B1(F,K)(x, y)).
By virtue of Corollary 3.6 in [32]
(5.10) A2(F,K)(x, y) +B2(F,K)(x, y) =
−σx[F (x, y)K(x, x)]−
2σx[F (z, y)K(x, z)]|z=x
−1σz [F (z, y)K(x, z)]|z=x +
2σz[F (z, y)K(x, z)]|z=x and
(5.11) A1(F,K)(x, y) +B1(F,K)(x, y) = −2F (x, y)K(x, x).
Moreover, this operator A restricted on any compact domain V in U is
compact due to Proposition 4.1 in [32] and Formula (5.6). The PDOs Sj
commute with σx and σy for j = 1 and j = 2, since iik = iki for each k. Thus
from Formulas (3.2) in [32] and (5.9) and (5.10) given above the theorem
follows.
6. Theorem. Let suppositions (5.8) be fulfilled, then the PDE (5.1) has a
solution Ka,q provided by Formulas (5.4)−(5.6) on (U ∩V )2 for a sufficiently
small 0 < |p1|+ |p2|.
Below a random operator valued measure approach to a solution of Sobolev-
Burgers PDEs is described. To avoid a misunderstanding we first recall nec-
essary definitions and describe a notation and provide necessary statements.
7. Definition. Orthogonal random operator valued measure.
For Banach spaces X and Y both over F by L(X, Y ) is denoted the
space of all bounded linear operators J from X into Y , where either F =
C or F = R. If it is supplied with the operator norm topology τ|·|, then
(L(X, Y ), τ|·|) is a Banach space, where |J | = supx∈X, 0<|x|≤1 |Jx|Y /|x|X for
any J ∈ L(X, Y ), | · |X denotes a norm on X . A strong operator topology
τs on L(X, Y ) possesses a base of neighborhoods of 0 of the form Zs(ǫ, x) :=
{J ∈ L(X, Y ) : |Jx|Y < ǫ}, where x ∈ X , 0 < ǫ. A weak operator
topology τw is induced by a base of neighborhoods of zero Zw(ǫ, x, y
′) :=
{J ∈ L(X, Y ) : |y′(Jx)| < ǫ}, where x ∈ X , y′ ∈ Y ′, 0 < ǫ, Y ′ is a
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topological dual space of all continuous linear functionals y′ : Y → F. For
short the topological locally convex vector space (L(X, Y ), τκ) will also be
denoted by L(X, Y )κ, where κ ∈ {| · |, s, w}.
Let (Ω,F , ν) be a measure space, where ν is a nonnegative σ-finite and σ-
additive measure on a σ-algebra F of a set Ω. For the Banach space Y over F
we notate a Banach space of all (F , B(Y ))-measurable functions f : Ω→ Y
such that
(7.1) |f |v := [
∫
Ω
|f(ω)|vY ν(dω)]
1/v <∞
by Lv(Ω,F , ν, Y ), where 1 ≤ v < ∞, while B(Y ) is the Borel σ-algebra on
Y .
Then Lv(Ω,F , ν;L(X, Y )κ) denotes a linear topological space of all (F , B(L(X, Y )κ))
measurable functions G : Ω→ L(X, Y )κ such that either for κ = | · |
(7.2) |G|v := [
∫
Ω
|G(ω)|vν(dω)]1/v <∞
or for κ = s and each x ∈ X
(7.3) ρ(G)v,x := [
∫
Ω
|G(ω)x|vY ν(dω)]
1/v <∞
or for κ = w and every x ∈ X and y′ ∈ Y ′
(7.4) ρ(G)v,x,y′ := [
∫
Ω
|y′(G(ω)x)|vν(dω)]1/v <∞.
Let Λ be a set and M be a semi-ring of subsets in it. Suppose that X
and Y are Hilbert spaces over F, also (Ω,F , µ) is a probability space (see
Subsection 4) and to each M ∈ M a L(X, Y )κ valued random operator
H(M)(ω) corresponds and fulfilling Conditions (7.5)− (7.7):
(7.5) for each M ∈M
µ{ω ∈ Ω : D(H(M)(ω)) = X} = 1 and H(M) ∈ L2(Ω,F , µ;L(X, Y )κ)
and µ{ω ∈ Ω : H(∅)(ω) = 0} = 1, where
D(H(M)(ω)) is a linear definition domain of H(M)(ω) dense in the Hilbert
space X ; H(M)(ω) : D(H(M)(ω)) → Y ; shortly H(M) is written instead
of H(M)(ω);
(7.6) for every M1 and M2 in M with M1 ∩M2 = ∅
H(M1 ∪M2) = H(M1) +H(M2) (mod µ);
(7.7) for every M1 and M2 in M the mean value
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mˆ(M1,M2) := E(H
∗(M1)(ω)H(M2)(ω)) exists and belongs to L(X,X)w,
where κ ∈ {| · |, s}; H∗(M) is an adjoint operator, that is (H∗(M)y, x)X =
(y,H(M)x)Y for each x ∈ D(H(M)) and y ∈ D(H∗(M)), whereD(H∗(M)) ⊂
Y , since Y is the Hilbert space and hence Y ′ is isomorphic with Y , H∗(M) :
D(H∗(M))→ X . Shortly mˆ(M) also will be written instead of mˆ(M,M).
(7.8) mˆ(M1,M2) = 0 if M1 ∩M2 = ∅.
The family of random operators {H(M) : M ∈M} satisfying Conditions
(7.5)− (7.7) is called an elementary random operator valued measure and mˆ
is called its structural function. It is called orthogonal if (7.8) also is valid.
For a Hilbert space X over C by (x, y)X = (x, y) is denoted a scalar
product on X with values in C so that (βx, y) = β(x, y) and (x, βy) = β¯(x, y)
and (x, y+ u) = (x, y) + (x, u) and (x, y) = (y, x) for every x and y and u in
X and β ∈ C, where β¯ is the complex conjugated number of β. An induced
norm is |x|X =
√
(x, x)X for each x ∈ X . Particularly, if X is a Hilbert space
over R, then (x, βy) = β(x, y) and (x, y) = (y, x) ∈ R, where β ∈ R.
8. Lemma. Suppose that H is an elementary orthogonal random oper-
ator valued measure with a structural function mˆ. If M1 and M2 are in M,
then
(8.1) mˆ(M1,M2) = mˆ(M1 ∩M2).
For each M ∈M an operator mˆ(M) is nonnegative definite:
(8.2) for every c1, ..., cn ∈ C and x1, ..., xn ∈ X
n∑
j,k=1
cj c¯k(mˆ(M)xj , xk)X ≥ 0.
If M1 ∩M2 = ∅, then
(8.3) mˆ(M1 ∪M2) = mˆ(M1) + mˆ(M2).
For every x and y in X and N ∈M
(8.4) |mˆx,y(N)| ≤
√
mˆx,x(N) · mˆy,y(N),
where mˆx,y(N) := (mˆ(N)x, y)X .
Proof. Assertions (8.1) and (8.2) follow from (7.5)−(7.8), sinceM1\M2 ∈
M and M2 \M1 ∈ M, M1 ∩ (M2 \M1) = ∅ and M2 ∩ (M1 \M2) = ∅ and
mˆ(M1,M2) = EH
∗(M1 ∩M2)H(M1 ∩M2) + EH∗(M1 \M2)H(M1 ∩M2) +
EH∗(M1 ∩M2)H(M2 \M1) + EH
∗(M1 \M2)H(M2 \M1) = mˆ(M1 ∩M2).
Therefore, if M1 ∩M2 = ∅, then
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mˆ(M1∪M2) = EH∗(M1)H(M1)+EH∗(M1)H(M2)+EH∗(M2)H(M1)+
EH∗(M2)H(M2) = mˆ(M1) + mˆ(M2). Using (7.5) and (7.7) one gets that
n∑
j,k=1
cj c¯k(mˆ(M)xj , xk) = E(H(M)x,H(M)x) ≥ 0,
where x = c1x1 + .... + cnxn. Then from
|mˆx,y(N)| = |E(H(N)x,H(N)y))| ≤ E(|H(N)x| · |H(N)y|)
≤
√
(E|H(N)x|2) · (E|H(N)x|2),
Inequality (8.4) follows.
9. Definition. Let L0(M, X) denote a linear space of all step functions
f : Λ → X such that f(λ) =
∑ι
k=1 χMk(λ)ak, where X is a Hilbert space
over F, Mk ∈ M, ak ∈ X for each k = 1, ..., ι; ι ∈ N; χM(λ) is the
characteristic function of a set M , that is χM(λ) = 1 for each λ ∈ M , whilst
χM(λ) = 0 for each λ /∈M .
For each f ∈ L0(M, X) the integral relative to H is defined:
(9.1) ψ(f) =
∫
Λ
H(dλ)f(λ) :=
ι∑
k=1
H(Mk)ak.
By L0(H, Y ) we denote the family of all random vectors η = ψ(f) of the
form (9.1).
A sequence of random vectors hι in L
2(Ω,F , µ, Y ) mean square converges
to h if limι→∞|h− hι|2 = 0 and this is denoted by l.i.m.ι→∞hι = h.
10. Remark. If f and g are in L0(M, X), then ι ∈ N and Nk ∈ M
for each k = 1, ..., ι can be chosen such that f(λ) =
∑ι
k=1 χNk(λ)ak and
g(λ) =
∑ι
k=1 χNk(λ)bk for each λ ∈ Λ, where ak and bk are in X for each k.
Therefore from Lemma 8 and Condition (7.7) it follows that
(10.1) E(
∫
Λ
H(dλ)f(λ),
∫
Λ
H(dλ)g(λ))Y =
ι∑
k=1
(mˆ(Nk)ak, bk)X .
The space (L(X, Y ), τ|·|) is Banach. By virtue of the Banach-Steinhaus theo-
rem (11.6.1) in [38] or 7.1.3 in [7] (L(X, Y ), τκ) is complete as the topological
locally convex vector space also for κ = s and κ = w.
Remind that a measure mˆ on M with values in (L(X,X), τκ) is called
σ-finite, if Λ =
⋃∞
k=1Mk, where Mk ∈ M for each k ∈ N. If a finitely
additive σ-finite nonnegative definite L(X,X)w valued measure mˆ satisfies
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the semi-additivity condition:
(10.2) mˆ(N) ≤
∞∑
k=1
mˆ(Nk)
for every N and Nk in M fulfilling the inclusion N ⊆
⋃∞
k=1Nk, that is
mˆx(N) := (mˆ(N)x, x)X ≤
∞∑
k=1
(mˆ(Nk)x, x)X
for each x ∈ X , then mˆ has a unique extension on a minimal σ-algebra σM
generated byM, since mˆx is with values in [0,∞) and has a unique extension
on σM for each x ∈ X (see Theorem II.2.3 in [12]). In this case the structural
function mˆ will be called a structural operator valued measure.
Notice that ∀M ∈ σM ((mˆ(M) = 0) ⇔ (∀x ∈ X mˆx(M) = 0)). Due
to the scalar product properties mˆx,y(M) := (mˆ(M)x, y)X can be expressed
through a linear combination of mˆz,z = mˆz for suitable vectors z ∈ {x, y, x±y}
over F = R or z ∈ {x, y, x ± y, x ± iy} over F = C. Therefore mˆ can be
extended to a complete σ-additive measure on B = Bmˆ(Λ), where a σ-algebra
B is the completion of σM by mˆ-null sets: mˆ(N) = 0 if N ⊂M andM ∈ σM
and mˆ(M) = 0. We denote by L2(Λ,B, mˆ, X) the completion of L0(B, X)
relative to a norm |f |2,mˆ =
√
(f, f)mˆ induced by a scalar product
(10.3) (f, g)mˆ :=
∫
Λ
(mˆ(dλ)f(λ), g(λ))X.
This implies that L0(M, X) is a linear subspace in L2(Λ,B, mˆ, X), hence
a closure L2(M, X) of L0(M, X) in L2(Λ,B, mˆ, X) exists. The closure of
L0(H, Y ) in Lv(Ω,F , µ, Y ) will be denoted by Lv(H, Y ), where 1 ≤ v <∞.
Formulas (9.1) and (10.1) induce a linear isometry ψ from L2(M, X) into
L2(H, Y ). Hence this integral has an extension
(10.4)
∫
Λ
H(dλ)f(λ) := ψ(f)
for each f ∈ L2(M, X).
From Lemma 8 and Remark 10 assertions of Theorem 11 follow.
11. Theorem. If Conditions (7.5)− (7.8) and (10.2) are satisfied, then
(11.1) for every f and g in L2(Λ,B, mˆ, X) and a and b in C
∫
Λ
H(dλ)(af(λ) + bg(λ)) = a
∫
Λ
H(dλ)f(λ) + b
∫
Λ
H(dλ)g(λ);
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(11.2) if a sequence fι converges to f in L
2(Λ,B, mˆ, X), then
∫
Λ
H(dλ)f(λ) = l.i.m.ι→∞
∫
Λ
H(dλ)fι(λ).
12. Remark. Extension of an elementary orthogonal random
operator valued measure. We put
(12.1) B0,κ := {N ∈ B : H(N) ∈ L2(Ω,F , µ,L(X, Y )κ)
& mˆ(N) ∈ L(X,X)w}, where κ ∈ {| · |, s}.
Let Hˆ(N) =
∫
ΛH(dλ)χN(λ), then
(12.2) Hˆ is defined on B0,κ and
(12.3) If Nk ∈ B0,κ for each k = 0, 1, 2, ... and N0 =
⋃∞
k=1Nk with Nk ∩
Nl = ∅ for each k 6= l, then Hˆ(N0) =
∑∞
k=1 Hˆ(Nk) and this series converges
in L2(Ω,F , µ,L(X, Y )s) according to Theorem 11, that is for each x ∈ X
Hˆ(N0)x = l.i.m.ι→∞
∑ι
k=1 Hˆ(Nk)x
(see Definition 9) and
(12.4) ∀N ∈ B0,κ ∀M ∈ B0,κ EHˆ∗(N)Hˆ(M) = mˆ(N ∩M) and
(12.5) ∀M ∈M Hˆ(M) = H(M).
13. Definition. A random function Hˆ satisfying Conditions (12.2) −
(12.4) is called an orthogonal random operator valued measure.
From Lemma 8 and Theorem 11 and Remark 12 the theorem follows.
14. Theorem. If a structural function mˆ of an elementary orthogonal
random operator valued measure H is semi-additive (see Formula (10.2)),
then an orthogonal random operator valued measure Hˆ extension of H exists.
15. Corollary. If the conditions of Theorem 14 are satisfied, then
L2(H, Y ) is isomorphic with L2(Hˆ, Y ) and
∀f ∈ L2(Hˆ, Y ) ∃
∫
ΛH(dλ)f(λ) =
∫
Λ Hˆ(dλ)f(λ).
16. Remark. Let H be an orthogonal random operator valued measure
and let mˆ be its complete structural operator valued measure. For short H
will be written instead of Hˆ . For each N ∈ B and g ∈ L2(Λ,B, mˆ, X) we put
(16.1) η(N) :=
∫
Λ
H(dλ)g(λ)χN(λ), consequently,
(16.2) E(η(N), η(M))Y ′ =
∫
N∩M
(mˆ(dλ)g(λ), g(λ))X
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for all N and M in B. Then we put
(16.3) nˆ(N) =
∫
N
(mˆ(dλ)g(λ), g(λ))X.
Therefore η is an orthogonal random vector valued measure and nˆ is its
complete structural measure such that η(N) ∈ L2(Ω,F , µ;Z) and nˆ(N) ≥ 0
for each N ∈ B, where either Z = (Y ′, | · |Y ′) if τκ = τ|·| or Z = (Y
′, σ(Y ′, Y ))
if τκ = τs, since Y is the Hilbert space over F and Z = L(Y,F)κ, where
σ(Y ′, Y ) denotes the weak topology on the topological dual space Y ′.
Since Y is the Hilbert space, then Y ′ and Y are isomorphic. That is Y ′
can be replaced on Y in the notation.
17. Lemma. If f ∈ L2(Λ,B, nˆ,F) and the conditions of Remark 16 are
fulfilled, then fg ∈ L2(Λ,B, mˆ, X) and
(17.1)
∫
Λ
f(λ)η(dλ) =
∫
Λ
H(dλ)f(λ)g(λ).
Proof. Take a fundamental sequence of step functions fι in L
2(Λ,B, nˆ,F).
Then
E(|
∫
Λ
(fk(λ)− fk+l(λ))η(dλ)|
2) =
∫
Λ
|fk(λ)− fk+l(λ)|
2
nˆ(dλ)
for each pair of natural numbers k and l, consequently, the sequence fιgι is
fundamental in L2(Λ,B, mˆ, X), hence
∃ lim
ι→∞
∫
Λ
fι(λ)η(dλ) = lim
ι→∞
∫
Λ
H(dλ)fι(λ)g(λ).
Thus for f = limι→∞ fι Formula (17.1) follows.
18. Remark. Consider an open or a canonically closed domain V in
the Euclidean space Rk or in the unitary space Ck and let l be a Lebesgue
measure on it. Suppose that B(V ) is a l complete σ-algebra containing
the Borel σ-algebra B(V ) of V , B(X) is the Borel σ-algebra of (X, | · |X),
σ(B(V )× B) denotes the minimal σ-algebra containing B(V )× B, B is the
complete σ-algebra on Λ as above.
Let g(τ, λ) be a (σ(B(V ) × B), B(X)) measurable function from V × Λ
into a Hilbert space X over F, g ∈ L2(V ×Λ, σ(B(V )×B), l×mˆ, X) and such
that for each marked τ ∈ V the vector valued function g(τ, λ) considered in
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the λ variable belongs to L2(Λ,B, mˆ, X), where λ ∈ Λ. If H is an orthogonal
random operator valued measure and mˆ is its complete structural operator
valued measure, then the integral
(18.1) ξ(τ) =
∫
Λ
H(dλ)g(τ, λ)
is defined for each τ ∈ V and for µ-a.e. ω ∈ Ω (see Theorem 14 and Corollary
15).
19. Lemma. If conditions of Remark 18 are satisfied, then the integral
in Formula (18.1) as a function in τ can be defined such that ξ(τ) will be
(σ(B(V )× F), B(Y )) measurable.
Proof. If g is a step function
(19.1) g(τ, λ) =
ι∑
k=1
χNk(τ)χMk(λ)xk
with Nk ∈ B(V ), Mk ∈ B, xk ∈ X for k = 1, ..., ι, then
ξ(τ) =
ι∑
k=1
H(Mk)χNk(τ)xk,
consequently, ξ(τ) = ξ(τ)(ω) is (σ(B(V ) × F), B(Y )) measurable, since Y ′
and Y are isomorphic. Choose a sequence of step functions gι of the form
(19.1) so that gι converges to g in L
2(V × Λ, σ(B(V )× B), l× mˆ, X). Let ξι
be defined by Formula (18.1) for gι, where ι = 1, 2, .... The space L
2(V ×
Ω, σ(B(V ) × F), l× µ, Y ) =: Γ(Y ) is complete, since Y is the Hilbert space
over F. The sequence ξι is fundamental in Γ(Y ), hence converges to some η
in it. On the other hand,
E(
∫
V
|η(τ)− ξι(τ)|
2
Y l(dτ)) =
∫
V
∫
Λ
(mˆ(dλ)(g(τ, λ)− gι(τ, λ)), (g(τ, λ)− gι(τ, λ)))Xl(dτ)
for each ι. Taking the limit when ι tends to the infinity we deduce that
E(|η(τ)− ξ(τ)|2Y ) = 0 for l-a.e. τ in V . Modifying ξ in the following manner
ξˆ(τ) = η(τ) if µ{ω ∈ Ω : ξ(τ)(ω) 6= η(τ)(ω)} = 0, also ξˆ(τ) = ξ(τ)
if µ{ω ∈ Ω : ξ(τ)(ω) 6= η(τ)(ω)} > 0, we get a (σ(B(V ) × F), B(Y ))
measurable random function ξˆ(τ) with values in Y . Two random functions ξˆ
and ξ differ on a set of l×µ measure null, consequently, ξˆ and ξ are randomly
equivalent.
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20. Remark. Using Lemma 19 we shall consider measurable random
vector valued functions defined by the integral like in Formula (18.1).
21. Lemma. Suppose that the conditions of Remark 18 are fulfilled. If
g ∈ L2(V × Λ, σ(B(V )× B), l× mˆ, X) and h ∈ L2(V,B(V ), l,F), then
(21.1)
∫
V
∫
Λ
H(dλ)h(τ)g(τ, λ)l(dτ) =
∫
Λ
H(λ)f(λ),
where f(λ) =
∫
V h(τ)g(τ, λ)l(dτ).
Proof. Equality (21.1) is valid for each step function g. Notice that
(21.2) E(
∫
Λ
H(dλ)f(λ),
∫
Λ
H(dλ)f(λ))Y =
∫
Λ
(mˆ(dλ)f(λ), f(λ))X.
From the Cauchy-Bunyakovskii inequality and Lemma 8 it follows that
(21.3) E(|
∫
V
∫
Λ
H(dλ)h(τ)g(τ, λ)l(dτ)|2Y ) ≤
(
∫
V
|h(τ)|2l(dτ))2 · (
∫
V
∫
Λ
(mˆ(dλ)g(τ, λ), g(τ, λ))Xl(dτ))
2.
Taking a sequence of step functions gι converging to g in L
2(V ×Λ, σ(B(V )×
B), l× mˆ, X) and using the equality (21.2) and the inequality (21.3) we infer
Formula (21.1).
Below applications to PDEs of orthogonal random operator valued mea-
sures are described.
22. Remark. PDEs. Henceforth the unitary space Λ = Cm+3 is
considered together with a σ-algebra B = B(Λ) generated by some semi-ring
M of sets contained in Λ, where m is the degree of the polynomial Q(t)
(see Subsection 4). Take an orthogonal random operator valued measure
H : B → L2(Ω,F , µ;L(X, Y )κ) such that B is mˆ complete, where (Ω,F , µ)
is a probability space, either τκ = τ|·| or τκ = τs (see Subsection 7). It also
will be supposed that a singleton {λ} is in B for each λ in Λ.
We consider the Sobolev space W2,m,4([0, T ]× V 21 ,Bl, l,C) of all complex
valued functions m times Sobolev in t and 4 times Sobolev in the variables
x1, ..., xn, y1, ..., yn, x = (x1, ...., xn) ∈ V1 and y ∈ V1, where V1 is a domain
in Rn, l is the Lebesgue measure restricted on [0, T ] × V 21 from that of on
R2n+1, Bl denotes an l complete σ-algebra on [0, T ] × V 21 (see also Ch. III,
Section 4 in [37]). That is
|f |Ws,m,k = (
m∑
m0=0
∑
0≤m1+m2≤k
∫ T
0
∫
V1
∫
V1
|
∂m0+m1+m2
∂tm0∂xm1j ∂y
m2
k
f(t, x, y)|sdtdxdy)1/s <∞
18
for each f ∈ Ws,m,k([0, T ]× V 21 ,Bl, l,C), where 1 ≤ s <∞, k ∈ N. We omit
Bl and l in order to shorten the notation.
Let 0 < T < ∞ and a set V1 be canonically closed and compact in Rn
such that to it a domain V in Ar corresponds by Formula (1.4). Let also
w0 ∈ Int(V ) (see w0 in Formula (5.6)). The Lebesgue measure on [0, T ]×V 21
induces the Lebesgue measure on [0, T ]× V 2. Then Formula (1.8) provides
the Sobolev spaceW2,m,4([0, T ]×V 2,C), which is taken as a Hilbert space X .
Then L2([0, T ]× V 2,C) is chosen as a Hilbert space Y . So it can be taken a
restriction from U onto V , V ⊂ U , where U is a domain as in Subsection 5.
Let a function φ(t, λ) in t with a parameter λ be a solution of the Cauchy
problem
(22.1) Q(
d
dt
)φ(t, λ′) = λ1φ
2(t, λ′) for t ≥ 0,
(22.2) φ(0, λ′) = λ2,
d
dt
φ(t, λ′)|t=0 = λ3, ...,
dm−1
dtm−1
φ(t, λ′)|t=0 = λm+1,
where λ′ = (λ1, ..., λm+1), λ1 6= 0, λj is a real or a complex constant for
each j = 1, ..., m + 1. In view of Theorem 1 in Subsection 3.1.5 in [35]
this Cauchy problem has a unique solution φ belonging to Cm([0,∞),C)
in the variable t ∈ [0,∞), where Cm([0,∞),C) denotes the space of all
m times continuously differentiable functions from [0,∞) into C. For each
0 < T <∞ the mapping Cm+1 ∋ λ′ 7→ φ(·, λ′) ∈ Cm([0, T ],C) is continuous.
If λ′ ∈ Rm+1 and λ1 > 0, then φ is real valued. To simplify notations we
write φ(t, λ) instead of φ(t, λ′).
Let a1(λ) = −λ1, a2(λ) = −αλ1 and a3(λ) = βλ1, q1(λ) = 2λ1λm+2,
q2(λ) = 2λ1λm+3, λm+2 = p1, λm+3 = p2 and p2γ = p1ς, where γ and ς
belong to C, |γ| + |ς| > 0; p1 = 0 if γ = 0, p2 = 0 if ς = 0, p1 6= 0 if γ 6= 0,
p2 6= 0 if ς 6= 0 (see Formulas (4.2) and (4.5) and (5.2) also).
Let X0 = C
m,4([0, T ]×V 2,C) denote the Banach space ofm times contin-
uously differentiable functions f(t, z(x), z(y)) in t ∈ [0, T ] and (x1, ..., xn) ∈
V1 and (y1, ..., yn) ∈ V1, where z(x) = x1i1 + ... + xnin (see also Formulas
(1.3) and (1.4)). The mapping Cm+3 ∋ λ 7→ Fa(λ) ∈ C
4(V 2,C) is continu-
ous (see, for example, [19, 14, 37]), consequently, the mapping Cm+3 ∋ λ 7→
Ka(λ),q(λ) ∈ C
4(V 2,C) also is continuous by Formulas (5.5) and (5.6). Then
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we put
(22.3) u(t, x, y;ω) =
∫
Λ
H(dλ)(ω)φ(t, λ)Ka(λ),q(λ)(x, y).
It will be supposed that
(22.4) H(λ)(ω) commutes almost mˆ × µ-everywhere with ∂
m0
∂tm0
and σm1x
and σm1y and bI for every m0 = 1, ..., m and m1 = 1, ..., 4 and b in Ar,C,
where λ ∈ Λ, ω ∈ Ω. The space X0 is dense in X (see the notation above). If
f and g belong to X0, then fg ∈ X0, where (fg)(t, x, y) = f(t, x, y)g(t, x, y)
for each (t, x, y) ∈ [0, T ] × V 2. Henceforward it also will be supposed that
for each f ∈ X0
(22.5) E((H(dλ)(ω)f)(H(dϑ)(ω)f)) = δ(λ− ϑ)ξ(λ)E(H(dλ)(ω)f 2)
mˆ almost everywhere, where λ and ϑ are in Λ, δ(λ−ϑ) denotes the δ function
relative to EH(dλ)(ω). If γ 6= 0 it will be taken ξ(λ) = γ/(2λ1λm+2) for each
λ in Cm+3 with λ1λm+2 6= 0. If ς 6= 0 it will be chosen ξ(λ) = ς/(2λ1λm+3)
for each λ in Cm+3 with λ1λm+3 6= 0 (see the notations in Subsections 4 and
5). Let
(22.6) ρs(
∂l
∂tm0∂xm1j ∂y
m2
k
u(t, x, y;ω)) =
E(
∫
Λ
|
∂l
∂tm0∂xm1j ∂y
m2
k
H(dλ)(ω)φ(t, λ)Ka(λ),q(λ)(x, y)|
s) <∞
converge uniformly in (t, x, y) on each canonically closed compact subset in
[0, T ] × (U ∩ V )2 for every m0 = 0, 1, ..., m, m1 = 0, ..., 4, m2 = 0, ..., 4 and
m1+m2 ≤ 4 if s = 1; m0 = 0, 1, ..., m, m1 = 0, 1, m2 = 0, 1 and m1+m2 ≤ 1
if s = 2; l = m0 +m1 +m2, j = 1, ..., n, k = 1, ..., n, t ∈ [0, T ], x and y in
V ∩ U , 0 < T <∞. Hence the integral (22.3) exists µ-almost everywhere on
Ω for each t ∈ [0, T ], x and y in V ∩ U and
(22.7)
∂l
∂tm0∂xm1j ∂y
m2
k
u(t, x, y) =
E
∫
Λ
∂l
∂tm0∂xm1j ∂y
m2
k
H(dλ)(ω)φ(t, λ)Ka(λ),q(λ)(x, y),
where
(22.8) u(t, x, y) = Eu(t, x, y;ω)
(see Ch. V Section 1 in [12] and the Fubini Theorem in [3, 6]). Then From
(22.4)− (22.6), Lemmas 8, 19 and 21 we deduce that
(22.9) Eu2(t, x, y;ω) =
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∫
Λ
∫
Λ
E(H(dλ)(ω)φ(t, λ)Ka(λ),q(λ)(x, y)H(dη)(ω)φ(t, η)Ka(η),q(η)(x, y))
= E
∫
Λ
H(dλ)(ω)ξ(λ)φ2(t, λ)K2a(λ),q(λ)(x, y).
On the other hand, from (22.5), (5.5) and (5.6) the equality follows
(22.10) H(dλ)(ω)φ(t, λ)Ka(λ),q(λ)(x, y) = H(dλ)(ω)(φ(t, λ)Fa(λ)(x, y))+
p1π1( σ
∫ x
w0
( σ
∫ y
w0
( σ
∫ ∞
w
H(dλ)(ω)Fa(λ)(z, v)φ(t, λ)Ka(λ),q(λ)(w, z))dz)dv)dw)+
p2 σ
∫ y
w0
( σ
∫ x
w0
( σ
∫ s
w0
( σ
∫ ∞
w
H(dλ)(ω)Fa(λ)(z, v)φ(t, λ)Ka(λ),q(λ)(w, z))dz)dv)dw)ds,
and {Q( ∂
∂t
)S0}(φ(t, λ)Fa(λ)(x, y)) = 0.
Therefore utilizing Condition (22.4) and Formulas (22.9), (22.10), (5.1)
and (5.9)− (5.11) we deduce that u(t, x, y;ω) fulfills the PDE (4.4).
Therefore from Theorem 6, Lemmas 8, 19 and 21 we infer the following
result.
23. Theorem. If conditions (5.8) and (22.4)− (22.6) are fulfilled, then
the random function u(t, x, y;ω) defined by Formula (22.3) is a solution of
the PDE (4.4) on [0, T ]× (U ∩ V )2 and on the diagonal x = y it satisfies the
PDE (4.2).
24. Theorem. Solutions of the Sobolev-Burgers PDE.
Let u(t, x) ∈ W2,m,4([0, T ] × V1,C) be a solution of the Sobolev-Burgers
PDE (4.1) on [0, T ] × V1, where 0 < T < ∞, V1 is a canonically closed
compact subset in Rn. Then an orthogonal random operator valued mea-
sure H exists such that u(t, x) = u(t, z(x), z(x)), where u(t, x, y) is given by
Formulas (22.3) and (22.8), z(x) = x1i1 + ... + xnin.
Proof. I. If in addition to conditions of Theorem 23
(24.1) E(u2(t, x, y;ω)) = u2(t, x, y),
where u(t, x, y) is provided by Formulas (22.3) and (22.8), then u(t, x) =
u(t, z(x), z(x)) is a solution of the PDE (4.1) (see also Formulas (1.3) and
(1.4)).
From Subsections 4, 5 and 22 it follows that a domain
(24.2) Υ := {λ ∈ Cm+3 : ∃ v(t, x) = φ(t, λ)Ka(λ),q(λ)(z(x), z(x))
satisfying the PDE (4.1) on [0, T ]× V1}
is a Borel set in Cm+3. We mean here the correspondence between PDEs in
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variables belonging to domains in Rn and in Ar according to Subsections 1
and 4 and simplifying the notation.
II. It is sufficient to provide H(λ)(ω) on Υ × Ω and extend it by zero
on (Cm+3 \Υ)× Ω. We consider a family Z of countable disjoint partitions
Φ = {G1, G2, ...} of Λ = Cm+3 possessing the following properties
(24.3)
⋃∞
ι=1Gι = Λ, Gι ∩ Gj = ∅ for each ι 6= j, supι(diam(Gι)) =:
d(Φ) < ∞, cl(Gι) = cl(Int(Gι)), Gι belongs to the Borel σ-algebra B(Λ)
of Λ, where Int(Gι) denotes the interior of Gι, whilst cl(Gι) denotes the
closure of Gι, diam(Gι) = supa,b∈Gι |a − b|, |a| =
√
|a1|2 + ...|am+3|2 for
each a = (a1, ..., am+3) ∈ Cm+3. The family Z is partially ordered Φ1 =
{G1,1, G1,2, ...} < Φ2 = {G2,1, G2,2, ...} if and only if for each G2,k a natural
number j(k) exists such that G2,k ⊂ G1,j(k), that is a partition Φ2 is finer
than Φ1.
Evidently, the linear span spanC{φ(·, λ) : λ ∈ Λ}, where φ(·, λ) is a
solution of the Cauchy problem (22.1) and (22.2) is dense in WQ2,m := {g ∈
W2,m([0, T ],C) : g /∈ N (Q(
d
dt
))}, where N (Q( d
dt
)) denotes the null-space of
the differential operator Q( d
dt
). Indeed, φ(t, λ) is in Cm([0, T ],C) for each
λ ∈ Λ. A set {λ1f
2 : f ∈ Cm([0, T ],R), λ1 > 0} has a non void interior
in Cm([0, T ],R). On the other hand, C2m([0, T ],R) and Q( d
dt
)C2m([0, T ],R)
are dense in Cm([0, T ],R). Therefore, Ψ := πˆ2{(f, λ1f 2) = (g,Q(
d
dt
)g) : f ∈
Cm([0, T ],R), λ1 > 0, g ∈ C2m([0, T ],R)} is dense in some open subset in
{g ∈ Cm([0, T ],R) : g /∈ N (Q( d
dt
))}, where πˆ2 denotes the linear projection
πˆ2(f, h) = h for all f and h in C
m([0, T ],R). The space Cm([0, T ],C) is
dense in W2,m([0, T ],C), hence the C linear span of Ψ is dense in W
Q
2,m.
The Sobolev spaces W2,m,4([0, T ] × V
2,C) = X , W2,m([0, T ],C) and
W2,4(V
2,C) are separable. Suppose that u(t, x, y) is in W2,m,4([0, T ]×V 2,C)
and u(t, x, x) is a solution of the PDE (4.1). If f ∈ X , then Q( ∂
∂t
)S0f ∈ Y ,
where Y = L2([0, T ] × V 2,C). On the other hand, the tensor product
L2([0, T ],C) ⊗ L2(V 2,C) is dense in Y . For each ǫ > 0 there are non null
functions φj(t) = φ(t, λ(j)) and fj(x, y) ∈ W2,4(V 2,C) such that λ(j) ∈ Λ
for each j = 1, ..., k and |u −
∑k
j=1 φjfj |W2,m,4 < ǫ and λ(j) 6= λ(ι) for each
ι 6= j, also functions {vj := φjfj : j = 1, ..., k} are linearly independent,
where k = k(ǫ) ∈ N. Thus vj ∈ X ⊂ Y for each j.
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Obviously X and Y considered as the R linear spaces are isomorphic with
XR⊕XRi and YR⊕YRi respectively, where XR = W2,m,4([0, T ]×V 2,R) and
YR = L
2([0, T ] × V 2,R). Let πˆv1,...,vk : Y → spanC(v1, ..., vk) be a C-linear
projection operator, where
spanC(v1, ..., vk) = {v ∈ Y : v = c1v1 + ...+ ckvk : c1 ∈ C, ..., ck ∈ C}
denotes the linear span of vectors v1, ..., vk over C. Since v1, ..., vk are linearly
independent, then spanC(v1, ..., vk) is isomorphic with C
k. If it is considered
as the R linear space, then it is isomorphic with R2k. Then a partition
Φ = Φ(v1, ..., vk) with Φ ∈ Z exists so that
(24.4) for each 1 ≤ j 6= l ≤ k there are unique ι(j) 6= ι(l) with λ(j) ∈ Gι(j)
and λ(l) ∈ Gι(l).
Let M = M(v1, ..., vk) be a semi-ring of subsets in Λ generated by a
disjoint partition Φ = {G1, G2, ...} satisfying Conditions (24.3) and (24.4).
III. Take a probability space (Ωv1,..,vk ,Gv1,..,vk , Pv1,..,vk) with
Ωv1,..,vk = spanC(v1, ..., vk), where Pv1,..,vk : Gv1,..,vk → [0, 1] is a proba-
bility, Gv1,..,vk is a completion of the Borel σ-algebra B(Ωv1,..,vk) relative to
Pv1,..,vk . We put v(λ) = vj for each λ ∈ Gι(j) Choose an orthogonal ran-
dom operator valued measure Hv1,..,vk(dλ) and a probability measure Pv1,..,vk
such that to satisfy (22.4), (22.5) and (24.1) for Hv1,..,vk(dλ) restricted on
spanC(v1, ..., vk) and for
uv1,...,vk =
∫
Λ
Hv1,..,vk(dλ)v(λ)
instead of u. This Pv1,..,vk can be taken as a Gaussian measure corresponding
to a random vector υv1,...,vk with a mean value θv1,...,vk and a correlation
operator Cv1,...,vk.
The Hilbert spaces X and Y are separable, consequently, they are iso-
morphic. If Jˆ : Y → X is an isomorphism, then JˆH : X → X . By virtue of
the Fubini theorem Conditions (22.5) and (24.1) mean that Hˆ2 = ΞHˆ , where
Hˆ = JˆEH . Here an operator Ξ is the multiplication operator on a function
ξ(λ), Ξy(λ) = ξ(λ)y(λ) for each λ ∈ Λ and y ∈ L2(Λ,B, mˆ, X). In order
to describe an orthogonal random operator valued measure JˆHv1,..,vk(M) for
each M ∈M(v1, ..., vk) it is sufficient to provide JˆHv1,..,vk(Gj) for each Gj of
the disjoint partition Φ = {G1, G2, ...}. For each j = 1, 2, ... an orthogonal
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random operator valued measure JˆHv1,..,vk(Gj) can be realized as a random
normal operator and considering its representation with the help of an inte-
gral by a random projection operator valued measure on its spectrum (see
Section 5.2 in [22], also [6, 12]).
Then we take a monotone decreasing sequence ǫ1 > ǫ2 > ... > 0 and
choose v1, v2, ... such that
(24.5) |u−
k(ι)∑
j=1
vj |W2,m,4 < ǫι
for each ι = 1, 2, ..., where k(ι) < k(j) for each ι < j. Then for each j a
countable partition Φj of Λ can be chosen satisfying Conditions (24.3) and
(24.4) and such that Φι < Φj for each ι < j and limj→∞ d(Φj) = 0.
Therefore it can be put Ω = clY (spanC(vj : j ∈ N)), where the closure of
a linear span is taken in Y . There are natural projections πˆk : Ω → Ωv1,..,vk
and πˆlk : Ωv1,..,vl → Ωv1,..,vk for each l > k.
A probability Gaussian measure Pv1,..,vk on Gv1,..,vk induces a cylindri-
cal measure µv1,...,vk on a cylindrical σ-algebra F(v1, ..., vk) of all cylindri-
cal sets (πˆv1,...,vk)
−1(N) in Ω with N in Gv1,..,vk . This family of measures
µv1,...,vk can be chosen consistent with projections so that it induces a bounded
cylindrical distribution on an algebra
⋃
k F(v1, ..., vk). Mean values θv1,...,vk
and correlation operators Cv1,...,vk can be chosen so that supk |θv1,...,vk|X <
∞ and supk |Cv1,...,vk| < ∞, where |Cv1,...,vk| denotes a norm of Cv1,...,vk for
spanC(v1, ..., vk) embedded into (X, | · |). The natural embedding operator
J0 : X →֒ Y is nuclear (i.e. of trace class). Therefore, the bounded consis-
tent family of measures induces a σ-additive Gaussian measure µ on (Ω,F),
where F is a completion of
⋃
k F(v1, ..., vk) (see Section II.2 in [4]).
Then the family of orthogonal random operator valued measuresHv1,..,vk(dλ)
on subspaces spanC(v1, ..., vk) and subalgebras Bk generated byM(v1, ..., vk)
induces an orthogonal random operator valued measure H(dλ) on X(vj : j ∈
N) := clX(spanC(vj : j ∈ N)), since µ((πˆk)−1(N)) = µv1,...,vk(N) for each
N ∈ Gv1,..,vk . It has an extension by the identity operator I on the orthogonal
complement X ⊖ X(vj : j ∈ N). Naturally B is the completion of
⋃
k Bk,
where Bk denotes a completion of M(v1, ..., vk), k = k(ι), ι = 1, 2, .... This
provides properties (22.4), (22.5) and (24.1) for H(dλ) on X . Taking a limit
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of a fundamental sequence of step functions in L2(Λ,B, mˆ,C) gives a func-
tion v ∈ L2(Λ,B, mˆ,C) (see Subsection 10), where v(λ) = φ(·, λ)f(·, λ) with
f(·, λ) ∈ W2,4(V 2,C) for each λ, also v(λ(j)) = vj for each j. By virtue of
Lemma 21 we get
u(t, x, y;ω) =
∫
Λ
H(dλ)(ω)v(λ).
Using Formulas (5.5) and (5.6) define a function g(x, y, λ) related with
f(x, y, λ) similarly to the pair of Fa(λ) andKa(λ),q(λ), where λ is the parameter
in Λ so that mˆ(G) 6= 0 for each j and G in Φj with λ ∈ G. Therefore, utilizing
these properties together with the orthogonality of H we infer for a function
h(t, x, y, λ) = φ(t, λ)g(x, y, λ) that
E(|
∫
Λ
H(dλ)Q(
∂
∂t
)S0h(t, x, y, λ)|
2
x=y) = E(|Q(
∂
∂t
)S0
∫
Λ
H(dλ)h(t, x, y, λ)|2x=y) = 0
l almost everywhere on [0, T ]× V , where a = −α and b = β (see Formulas
(4.1) and (4.5)). This implies that v(λ)(t, x, x) = φ(t, λ)f(x, x, λ) satisfies
the PDE (4.1) for mˆ almost all λ in Λ. Thus f(·, λ) = Ka(λ),q(λ) for mˆ almost
all λ in Λ.
25. Remark. The Laplacian ∆x is invariant under each orthogonal
transformation T ∈ O(n), where O(n) notates the orthogonal group of the
Euclidean space Rn. If there is a vector Sobolev-Burgers PDE with u ∈ Rk
and the scalar product (u, u) instead of u2, where k ≤ 4, it is possible to
consider its noncommutative analog for u with values in the quaternion skew
field H = A2. The following generalized PDE
(25.1) E{Q(
∂
∂t
)S0u(t, x, y;ω)+(σx+σy)(u
2(t, x, y;ω)q1+u
2(t, x, y;ω)q2}|x=y = 0
can be solved analogously to Subsection 4-6, 22, 23, where q1 and q2 are in
the quaternion skew field A2 = H and |q1| + |q2| > 0, x and y are in V ,
2 ≤ r ≤ 3 and 2r > n. For this we put also
(25.2) K(x, y) = F (x, y) + AK(x, y) with
(25.3) AK(x, y) = ( σ
∫ x
w0
( σ
∫ y
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw)p1
+( σ
∫ y
w0
( σ
∫ x
w0
( σ
∫ s
w0
( σ
∫ ∞
w
F (z, v)K(w, z)dz)dv)dw)ds)p2,
where pj 6= 0 if and only if qj 6= 0, j ∈ {1, 2}, K = Ka,q; F = Fa; w0 is
marked point in U , U ⊂ A3, x and y are in V with V ⊂ U . Formulas for
25
solutions are similar, since the octonion algebra A3 = O is alternative, while
K and F have values in the quaternion skew field H.
26. Conclusion. In this paper the Sobolev-Burgers PDEs were inte-
grated using noncommutative line integral over Cayley-Dickson algebras and
orthogonal random operator valued measures. The nonlinear problem was
reduced to the linear PDEs for F and the C-linear integral equation relating
F and K.
It is worth to mention that algorithms for numerical solutions of integral
equations converge better than for PDEs. It extends previous approaches
based on real and complex numbers, because each scalar or vector PDE over
them can be reformulated over octonions and Cayley-Dickson algebras and
new types of PDEs can be encompassed (see Section 2).
The obtained results can be used for further investigations of PDEs and
properties of their solutions. For example, generalized PDEs including terms
such as ∆p or ∇p, div(|∇u|p∇u) + λ|u|pu for p > 0 can be investigated, for
dynamical nonlinear processes, air target range radar measurements [20, 24,
26, 45, 46], which have technical applications and in the sciences.
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