Raypath interferometry is a processing technique developed to apply near-surface corrections in areas where conventional statics methods have proved inadequate due to violations of the basic assumptions of conventional statics: surface-consistency and single discrete reflection arrivals. We generalize surface-consistency to 'raypathconsistency' and introduce the 'surface function' to replace the reflection arrival time. Together, these concepts form the basis for the method known as raypath interferometry.
Introduction
Raypath interferometry was developed in response to the difficulty of imaging seismic data recorded in the Canadian arctic where surface conditions cause two distinct 'statics' problems:
1. Permafrost at the surface constitutes a layer whose velocity is faster than underlying layers. 2. Melted channels or other breaks in the permafrost have abrupt edges which can lead to multi-path arrivals at surface points near an edge. These two conditions cause conventional statics techniques to fail because the high velocity surface layer leads to violation of surface-consistency, and non-stationary statics; and multi-path arrivals associated with the permafrost lead to uncertainty in reflection event arrival times.
Raypath-consistency
Our approach to surface-consistency violation was to propose a more general concept called 'raypath consistency', for which surface consistency is a special case. The basic premise of raypath consistency is that seismic events traversing the surface layer along the same near-surface raypath segment, at a given surface point, experience the same time delay. This allows the static shift associated with a surface point to be different for each raypath segment. However, for a low-velocity surface layer, where Snell's Law constrains near-surface raypath segments for deeper reflection events to nearly the same vertical angle, raypath consistency becomes surface consistency.
Surface functions
Conventional residual statics methods rely on the assumption that a seismic reflection on a single trace can be identified with a single discreet arrival time or 'pick'. This non-linear assumption does not account for the uncertainty in determining a pick, due to interfering noise or limited signal bandwidth, or for the presence of other events closely associated with the reflection, such as multi-path or scattered arrivals. Rothman (1986) introduced the concept of a distribution function associated with the uncertainty of static shifts, and we build on this concept by introducing a 'surface function', similar to that of van Vossen and Trampert (2007) . In our concept, each recorded seismic trace consists of a bandlimited reflection sequence convolved with a surface function intended to account for near-surface complexity and event arrival detail at both surface points associated with the trace. This is a generalization of the simple statics model in which a whole-trace time shift accounts only for transit time variations in the surface layer. The shape of a surface function captures not only the statistical uncertainty of reflection arrivals, but also any associated scattered or multi-path arrivals.
Conventional statics are applied by time-shifting whole seismic traces, but we remove the effects of surface functions by a deconvolution process based on simple interferometric principles. In the limit of noiseless seismic data of infinite bandwidth, with no scattered or multi-path arrivals, a surface function approaches a simple unity spike whose time position corresponds to the transit time delay through the near surface layer. In this limit, deconvolution of a surface function is identical to time-shifting the trace.
Raypath interferometry
Simple surface functions, as introduced above, vary only with surface location. To adapt them to the concept of raypath-consistency, we need only expand their definition to incorporate variation of the surface function with nearsurface raypath angle as well as surface location.
Since near-surface raypath angle is not a principal coordinate in the usual X-T representation of seismic data ensembles, we must re-cast them into a domain where one coordinate characterizes this angle. To do this we use the radial trace (RT) transform, introduced by Claerbout (1975) , because of its simplicity and intuitive appeal.
Details of the method

RT domain operations
The radial trace (RT) transform is a simple point-to-point mapping that can be applied to any X-T coordinate seismic trace ensemble, usually a source or receiver gather. Because the re-sampling trajectories for the RT transform are a fan of straight lines radiating from a common origin, placing the transform origin at (X,T) = (0,0) on the input trace gather ensures that each trace in the RT domain corresponds to a constant discreet slope through the source (receiver) point in the original domain. While not an exact representation of near-surface raypath angle, the 'apparent velocity' coordinate of the RT transform is a useful standin for this parameter. Hence, we begin by transforming all input seismic shot or receiver gathers into their RT domain equivalents.
Since the RT velocity coordinate approximates near-surface raypath angle (ray parameter), we sort the RT-transformed data into panels of common ray parameter and surface position (similar to common-offset panels in the X-T domain). Interferometry is then applied to each commonray-parameter panel, independently, to estimate and remove surface functions. The corrected common-ray-parameter panels are re-sorted to RT transforms, and the transforms inverted to X-T seismic trace gathers for CMP imaging.
The RT domain implementation facilitates non-stationary solutions, since seismic energy corresponding to shallow raypath angles involves only shallow reflections, while energy travelling at steeper raypath angles samples both deeper reflections and shallow reflections. Each of the (typically 2000) common-ray-parameter panels is corrected independently, hence corrections can differ for the same surface location on two different common-ray-parameter panels. These corrections are seamlessly merged when the data are re-sorted and inverted back to X-T trace gathers.
Interferometry details
Unlike other forms of seismic interferometry, in which many pairs of raw traces are cross-correlated and summed for a particular source or receiver (Bakulin and Calvert, 2006) , the method we use is more like simple optical interferometry, where a 'disturbed' wavefront is correlated with a 'reference' wavefront, and the correlations used to correct the 'disturbed' wavefront. In this instance, each raw common-ray-parameter panel is a realization of the 'disturbed' wavefront, and a panel of 'pilot traces' created from the same common-ray-parameter panel is the 'reference' wavefront. There are several ways to create pilot traces from a common-ray-parameter panel, but one of the more successful is a running trace average (mixing), guided along geological structure, with the smoothing length comparable to a geophone spread length.
The interferometry process consists of cross-correlating each raw trace in a common-ray-parameter panel with its corresponding pilot trace, deriving broadband inverse filters for each of the cross-correlations (after a conditioning step), and convolving each inverse filter with its corresponding raw trace in the common-ray-parameter panel. In contrast to the 'virtual source' method of Bakulin and Calvert (2006) , where raw trace-pair correlations of direct arrivals are summed to derive a re-datuming operator, we sum raw traces, then correlate with individual raw traces to derive surface functions for each trace.
Iteration
Because of their construction, RT traces share some similarities with the 'supertraces' introduced by Ronen and Claerbout (1985) ; (Henley, 2012), for finding maximumstack-power statics, so raypath interferometry may well yield solutions similar to maximum-stack-power statics.
Interestingly, for compressional wave (PP) seismic data, with coincident surface sources and receivers, one pass of raypath interferometry (on source gathers) provides most of the imaging improvement, and a subsequent pass, on receiver gathers, yields very little improvement. For noncoincident sources (buried) and receivers, however, the second pass provides significant improvement. With converted-wave (PS) data, two passes are always needed, reflecting the large disparity, in general, between P and S statics, the former applied to source points and the latter to receiver points.
Examples
Early successes of raypath interferometry are documented elsewhere (Henley, 2008 (Henley, , 2010 (Henley, , 2012 . In those cases, raypath interferometry was applied because the data seriously violated conventional statics assumptions and required the new approach. In the three examples shown here, however, we applied raypath interferometry to data that were clearly amenable to conventional statics approaches, in order to compare differences.
The first two examples are from the experimental 3C field survey carried out near Hussar, Alberta in 2011. In the first case, we applied raypath interferometry to the vertical component (PP) data and compared the results to those obtained from conventional statics. Figure 2 shows the same data after raypath interferometry, using a single NMO function. The residual autostatics solution was focused on the band of events between 1000ms and 1800ms, while the interferometric solution used the entire section. Of interest to interpreters is the fact that the image detail along the pay horizon at about 1100ms may show more detail on the section in Figure 2 (zoom the images for detailed view). (Figure 4 ). The differences in these images is more striking than between Figures 1 and 2 , although several key horizons are clearly correlated between them. The differences in these results, while partly due to processing differences, are the subject of current investigation. To verify the raypath interferometry, however, Figure 5 shows a common-receiver stack of the radial component data, before any correction; large 'statics' are observed at several points along the line, apparently non-stationary (larger at shallow event times). Figure 6 shows the same common-receiver stack after raypath interferometry; the 'statics' have obviously been corrected. The final example we show is the vertical component (PP) of a finite-difference full-elastic numerical model with near-surface structure and large residual statics. This model was very challenging for conventional autostatics since the input traces contained bandlimited random noise with S/N = 1. After considerable effort and three consecutive runs of maximum-stack-power autostatics, the CMP stack in Figure 7 was the best result achieved with conventional methods. The bottom of the surface layer (0.05sec) in this image is not imaged correctly by the applied statics, while the flat-lying zone of interest at about 0.4sec-0.5sec (which was the focus for the autostatics algorithm) is visible, but not uniformly coherent. The interferometry result in Figure  8 , on the other hand, in one pass, successfully imaged this zone, and also yielded a somewhat better image of the undulating shallow structure at approximately 0.15sec, just beneath the surface layer. The base of the surface layer, on the other hand, is not imaged because it was outside the interferometry cross-correlation window.
Conclusions
Although raypath interferometry was developed primarily to apply 'statics' corrections in areas where the usual simplifying assumptions fail, we have demonstrated that the method also works on data for which there is no compelling need for the algorithm. In this application, the interferometric results may provide better resolution of some events (Hussar PP), and can deal effectively with apparent non-stationarity, as in the highly asymmetric environment of converted wave imaging (Hussar PS). On very noisy data, as shown in the numerical modeling experiment, raypath interferometry may prove more robust than conventional autostatics, due to the great redundancy of its common-ray-parameter solutions and the effective noise reduction of its long-window cross-correlations.
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