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a b s t r a c t
ANordhaus–Gaddum-type result is a (tight) lower or upper bound on the sumor product of
a parameter of a graph and its complement. In this paper we examine the sum and product
of γt(G1), γt(G2), . . . , γt(Gk) and the sum of γ (G1), γ (G2), . . . , γ (Gk) where G1 ⊕ G2 ⊕
· · · ⊕ Gk = Kn for positive integers n and k, γ (G) is the domination number and γt(G) is
total domination number of a graph G. We show that
k
j=1 γ (Gj) ≤ (k − 1)n + 1 with
equality if and only if Gi = Kn for some i ∈ {1, . . . , k}. For n ≥ 7, 3 ≤ k ≤ n − 2 and
δ(Gi) ≥ 1 for each i ∈ {1, 2, . . . , k}, we show thatkj=1 γt(Gj) ≤ (k− 1)(n+ 1).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In 1956, the original paper [17] by Nordhaus and Gaddum appeared. In it they gave sharp bounds on the sum and product
of the chromatic numbers of a graph and its complement. Since then such results have been given for several parameters;
see, for example, [2,6]. Nordhaus–Gaddum inequalities involving domination parameters in graphs have been studied in
several papers; see, for example, [1,3,5,7–9,11,19] and elsewhere. For an overview of Nordhaus–Gaddum inequalities for
domination-related parameters we refer the reader to Chapter 10 in the domination book by Haynes et al. [13].
Plesník [20] was the first to extend Nordhaus and Gaddum’s results to the case where the complete graph is factored into
more than two factors. Goddard et al. [8] continued this approach and considered the domination number and G1⊕G2⊕G3
= Kn. In this paper we examine the sum and product of γt(G1), γt(G2), . . . , γt(Gk) and the sum of γ (G1), γ (G2), . . . , γ (Gk)
where G1 ⊕ G2 ⊕ · · · ⊕ Gk = Kn. (If G1,G2, . . . ,Gk are graphs on the same vertex set but with pairwise disjoint edge sets,
then G1 ⊕ G2 ⊕ · · · ⊕ Gk denotes the graph whose edge set is the union of their edge sets.)
1.1. Notation
For notation and graph theory terminology we in general follow [13]. Specifically, let G = (V , E) be a graph with vertex
set V of order n = |V | and edge set E of size m = |E|, and let v be a vertex in V . The open neighborhood of v in G is
NG(v) = {u ∈ V |uv ∈ E} and the closed neighborhood of v in G is NG[v] = {v} ∪ N(v). If the graph G is clear from context,
we simply write N(v) and N[v] rather than NG(v) and NG[v], respectively. For a set S ⊆ V , the subgraph induced by S is
denoted by G[S] and the subgraph obtained from G by deleting the vertices in S and all incident edges is denoted by G− S.
Theminimumdegree (resp., maximumdegree) among the vertices of G is denoted by δ(G) (resp.,∆(G)). A cycle on n vertices
is denoted by Cn and a path on n vertices by Pn, while a complete graph on n vertices is denoted by Kn. If G is a disjoint union
of k copies of a graph F , we write G = kF .
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A set S ⊆ V is a dominating set of G if every vertex not in S is adjacent to a vertex in S. The domination number of G,
denoted γ (G), is the minimum cardinality of a dominating set. A dominating set of G of cardinality γ (G) is called a γ (G)-set.
A total dominating set, abbreviated TD-set, of a graph G is a set S of vertices of G such that every vertex is adjacent to a vertex
in S. Every graph without isolated vertices has a TD-set, since S = V (G) is such a set. The total domination number of G,
denoted by γt(G), is the minimum cardinality of a TD-set. A TD-set of G of cardinality γt(G) is called a γt(G)-set. The concept
of domination in graphs, with its many variations, is now well studied in graph theory. A thorough study of domination
appears in [13,12]. A recent survey of total domination in graphs can be found in [14].
For subsets S, T ⊆ V in a graph G = (V , E), the set S totally dominates the set T if T ⊆ N(S), while S dominates T if
T ⊆ N[S]. In particular, if S dominates V , then S is a dominating set inG, while if S totally dominates V , then S is a TD-set inG.
2. Nordhaus–Gaddum domination results
In 1972, Jaeger andPayan [16] established the firstNordhaus–Gaddumtype result on the dominationnumber and showed
that if G1⊕G2 = Kn, then γ (G1)+ γ (G2) ≤ n+ 1. Cockayne and Hedetniemi [4] sharpened the upper bound for the sum by
showing that equality holds if and only if G1 = Kn or G2 = Kn. Goddard et al. [8] extended this result to the triple sumwhen
G1 ⊕ G2 ⊕ G3 = Kn and showed that γ (G1) + γ (G2) + γ (G3) ≤ 2n + 1 with equality if and only if G1 = Kn or G2 = Kn or
G3 = Kn. In this section, we generalize the above results of both Cockayne and Hedetniemi [4] and Goddard et al. [8] with
the following theorem, a proof of which is given in Section 2.2.
Theorem 1. Let G1 ⊕ G2 ⊕ · · · ⊕ Gk = Kn, where n and k are both positive integers. Then,
k
j=1
γ (Gj) ≤ (k− 1)n+ 1
with equality if and only if Gi = Kn for some i ∈ {1, . . . , k}.
2.1. Known domination results
Let G = (V , E) be a graph without isolated vertices. A classical result in domination theory is the result due to Ore [18]
that if S is a minimal dominating set in G, then V \ S is also a dominating set of G. As an immediate consequence of this
result, we have the following well-known upper bound on the domination number in terms of its order.
Observation 2 ([18]). If G is a graph of order n with δ(G) ≥ 1, then γ (G) ≤ n/2.
Further if v ∈ V , thenV \N(v) is a dominating set of cardinality |V |−dG(v) inG. Hencewehave the following observation.
Observation 3. If G is a graph of order n and v ∈ V (G), then γ (G) ≤ n− dG(v).
2.2. Proof of Theorem 1
Recall the statement of Theorem 1.
Theorem 1. Let G1 ⊕ G2 ⊕ · · · ⊕ Gk = Kn, where n and k are both positive integers. Thenkj=1 γ (Gj) ≤ (k − 1)n + 1 with
equality if and only if Gi = Kn for some i ∈ {1, . . . , k}.
Proof. Let G = Kn and let V = V (G) = V (G1) = · · · = V (Gk). Let v ∈ V . We show first thatkj=1 γ (Gj) ≤ (k− 1)n+ 1. By
Observation 3 we have γ (Gj) ≤ n− dGj(v) for each j ∈ {1, . . . , k}. Thus since summing the degree of the vertex v across all
k factors gives n− 1, we have
k
j=1
γ (Gj) ≤
k
j=1
(n− dGj(v))
= kn−
k
j=1
dGi(v)
= kn− (n− 1)
= (k− 1)n+ 1.
We now show that the equality holds if and only if Gi = Kn for some i ∈ {1, . . . , k}. If Gi = Kn for some i ∈ {1, . . . , k},
then γ (Gi) = 1 and for j ∈ {1, . . . , k} \ {i} we have that Gj is the empty graph on n vertices and so γ (Gj) = n. Thus,k
j=1 γ (Gj) = (k− 1)n+ 1. This establishes the necessity.
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To show the sufficiency we assume
k
j=1 γ (Gj) = (k − 1)n + 1 and suppose for the sake of contradiction that Gi ≠ Kn
for any i ∈ {1, . . . , k}. We remark then that n ≥ 3 and k ≥ 2 and for some {i, j} ⊆ {1, . . . , k} we have that E(Gi) ≠ ∅ and
E(Gj) ≠ ∅. Relabeling the factors G1, . . . ,Gk if necessary, we may assume that i = 1 and j = 2.
If δ(G1) ≥ 1 and δ(G2) ≥ 1, then byObservation 2we have γ (G1) ≤ n/2 and γ (G2) ≤ n/2, and so γ (G1)+γ (G2) ≤ n. But
since γ (Gj) ≤ n for all j ∈ {1, . . . , k} \ {1, 2}, we havekj=1 γ (Gj) ≤ (k− 1)n, a contradiction. Hence, relabeling G1 and G2
if necessary, we may assume that δ(G1) = 0. Let {u, u′} ⊂ V such that dG1(u) = δ(G1) = 0 and dG1(u′) = ∆(G1) ≥ 1. By
Observation 3 we have γ (G1) ≤ n− dG1(u′) ≤ n− dG1(u)− 1 and γ (Gj) ≤ n− dGj(u) for each j ∈ {2, . . . , k}. Thus,
k
j=1
γ (Gj) ≤ (n− dG1(u)− 1)+
k
j=2
(n− dGj(u))
= kn− 1−
k
j=1
dGi(u)
= kn− (n− 1)− 1
= (k− 1)n,
once again producing a contradiction and so the desired result follows. 
3. Nordhaus–Gaddum total domination results
In the introductory paper on total domination, Cockayne et al. [3] proved a Nordhaus–Gaddum bound for the sum of the
total domination numbers of a graph and its complement. The authors in [15] extend this result to include the product.
Theorem 4 ([3,15]). If G is a graph of order n such that neither G nor G contains isolated vertices, then γt(G)+ γt(G) ≤ n+ 2
and γt(G)γt(G) ≤ 2n. Furthermore, the equality holds if and only if G or G consists of disjoint copies of K2.
In this section we build on previous work done on Nordhaus–Gaddum-type results for total domination with the
following result, a proof of which is given in Section 3.2.
Theorem 5. If G1 ⊕ G2 ⊕ · · · ⊕ Gk = Kn, where n ≥ 7, 3 ≤ k ≤ n− 2 and δ(Gi) ≥ 1 for each i ∈ {1, 2, . . . , k}, then
k
j=1
γt(Gj) ≤ (k− 1)(n+ 1).
In Section 3.3we demonstrate that for specific values of k this bound is sharp. Since the geometricmean of a set of positive
numbers is less than or equal to their arithmetic mean, we have the following immediate consequence of Theorem 5.
Corollary 6. Let G1 ⊕ G2 ⊕ · · · ⊕ Gk = Kn, where n ≥ 7, 3 ≤ k ≤ n− 2, and δ(Gi) ≥ 1 for each i ∈ {1, 2, . . . , k}. Then,
k
j=1
γt(Gj) ≤

1− 1
k

(n+ 1)
k
.
3.1. Known total domination results
Cockayne et al. [3] established the following upper bound on the total domination number of a graph in terms of its order
and maximum degree.
Theorem 7 ([3]). If G is a graph of order n with δ(G) ≥ 1, then γt(G) ≤ n−∆(G)+ 1.
As an immediate consequence of Theorem 7, we have the following observation.
Corollary 8. If G is a graph of order n with δ(G) ≥ 1, then for any vertex v ∈ V (G) we have γt(G) ≤ n− dG(v)+ 1.
The next theorem follows readily from results established in [10].
Theorem 9 ([10]). If G is a connected graph with 3 ≤ δ(G) ≤ n− 3, then γt(G) ≤ n− δ(G)− 1.
We shall also need the well-known result due to Cockayne et al. [3] that the total domination number of a graph with
minimum degree at least two is at most two-thirds its order.
Theorem 10 ([3]). If G is a graph of order n with δ(G) ≥ 2, then γt(G) ≤ 2n/3.
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3.2. Proof of Theorem 5
Recall the statement of Theorem 5.
Theorem 5. If G1 ⊕ G2 ⊕ · · · ⊕ Gk = Kn, where n ≥ 7, 3 ≤ k ≤ n− 2 and δ(Gi) ≥ 1 for each i ∈ {1, 2, . . . , k}, then
k
j=1
γt(Gj) ≤ (k− 1)(n+ 1).
Proof. Let G = Kn and let V = V (G) = V (G1) = · · · = V (Gk). For each i ∈ {1, . . . , k}, let Xi = {x ∈ V | dGi(x) = 2} (possibly,
Xi = ∅). We consider two cases.
Case 1. γt(Gi) ≤ n − dGi(v) − 1 for some vertex v ∈ V and some i ∈ {1, . . . , k}. Relabeling the factors G1, . . . ,Gk if
necessary, we may assume without loss of generality that i = 1, and so γt(G1) ≤ n − dG1(v) − 1. By Corollary 8 we
have γt(Gj) ≤ n− dGj(v)+ 1 for every j ∈ {2, . . . , k}. Thus we have
k
j=1
γt(Gj) ≤ (n− dG1(v)− 1)+
k
j=2
(n− dGj(v)+ 1)
= kn+ k− 2−
k
j=1
dGi(v)
= kn+ k− 2− (n− 1)
= (k− 1)(n+ 1),
which establishes the desired upper bound.
Case 2. γt(Gi) > n− dGi(v)− 1 for every vertex v ∈ V and each i ∈ {1, . . . , k}. We proceed further with the following claim.
Claim A. The graph G satisfies the following properties for each i ∈ {1, . . . , k}.
(a) δ(Gi) = 1.
(b) ∆(Gi) ≤ 2.
(c) Every vertex in Xi is contained in the same component of Gi.
(d) |Xi| ≤ 3.
Proof of Claim A. (a) Suppose that δ(Gi) ≥ 3. Let v ∈ V such that dGi(v) = δ(Gi). Suppose that Gi is disconnected. Let H1 be
the component of Gi containing the vertex v and let H2 = Gi − V (H1). Let u ∈ V (H2) and note that dGi(u) ≥ δ(Gi) ≥ 3. For
j ∈ {1, 2} and for any vertex w in Hj, we have dHj(w) = dGi(w). Hence by Corollary 8, γt(H1) ≤ |V (H1)| − dGi(v) + 1 and
γt(H2) ≤ |V (H2)| − dGi(u)+ 1 ≤ |V (H2)| − 2. Therefore, γt(Gi) = γt(H1)+ γt(H2) ≤ |V (H1)| − dGi(v)+ 1+ |V (H2)| − 2 =
n− dGi(v)− 1. But this contradicts the fact that we are in Case 2. Hence, Gi is connected. By assumption k ≥ 3 and for each
j ∈ {1, 2, . . . , k}, we have δ(Gj) ≥ 1. Hence for each such j, we have that δ(Gj) ≤ ∆(Gj) ≤ n − k ≤ n − 3. In particular,
δ(Gi) ≤ n−3, and so, by Theorem 9, we have γt(Gi) ≤ n− δ(Gi)−1 = n−dGi(v)−1, once again contradicting the fact that
we are in Case 2. Hence, δ(Gi) ≤ 2. Suppose that δ(Gi) = 2. Let v′ ∈ V such that dGi(v′) = 2. By Theorem 10, γt(Gi) ≤ 2n/3.
Hence since n ≥ 7, we note that γt(Gi) ≤ ⌊2n/3⌋ ≤ n − 3 = n − dGi(v′) − 1, contradicting the fact that we are in Case 2.
Hence, δ(Gi) = 1.
(b) Suppose that ∆(Gi) ≥ 3. Suppose that ∆(Gi) ≥ 3. Let v ∈ V such that dGi(v) = δ(Gi) = 1 and let u ∈ V such that
dGi(u) = ∆(Gi) ≥ 3. By Corollary 8, γt(Gi) ≤ n− dGi(u)+ 1 ≤ n− 2 = n− dGi(v)− 1, contradicting the fact that we are in
Case 2. Hence,∆(Gi) ≤ 2.
(c) Suppose that Xi contains two vertices, x1 and x2, that belong to different components of Gi. LetH1 be the component of
Gi containing the vertex x1 and letH2 = Gi−V (H1). Then, x2 ∈ V (H2). For j ∈ {1, 2}, we note that for each vertexw ∈ V (Hj),
we have dHj(w) = dGi(w). Hence for j ∈ {1, 2} we have by Corollary 8 that γt(Hj) ≤ |V (Hj)| − dHj(xj) + 1 = |V (Hj)| − 1.
Therefore, γt(Gi) = γt(H1)+γt(H2) ≤ |V (H1)|−1+|V (H2)|−1 = n−2. By Part (a), δ(Gi) = 1. Hence letting v be a vertex
of minimum degree in Gi, we have that γt(Gi) ≤ n− 2 = n− dGi(v)− 1, contradicting the fact that we are in Case 2.
(d) Suppose that |Xi| ≥ 4. By Part (c), every vertex in Xi lies in the same component, say H , of Gi. By Part (a) and Part (b)
we have δ(Gi) = 1 and ∆(Gi) = 2. Hence, H is either a path (on at least six vertices) or a cycle (on at least four vertices).
If H is a path, let x and x′ be the two end vertices of H . If H is a cycle, let x and x′ be any two adjacent vertices in H . In both
cases, we note that V \ {x, x′} is a TD-set of Gi, and so γt(Gi) ≤ n − 2. Letting v be a vertex of minimum degree in Gi we
have dGi(v) = 1, and so γt(Gi) ≤ n− dGi(v)− 1, contradicting the fact that we are in Case 2. This completes the proof of the
claim. 
We now return to the proof of Theorem 5. By Part (a) and Part (b) in Claim A, each factor Gi, 1 ≤ i ≤ k, has minimum
degree 1 andmaximum degree at most 2. Let V = {v1, v2, . . . , vn}. Recall that n ≥ 7 and k ≤ n− 2. Hence, since the sum of
the degrees of a vertex across all k factors is n−1, every vertex in G has degree 2 in some factor Gi, 1 ≤ i ≤ k. Relabeling the
M.A. Henning et al. / Discrete Applied Mathematics 160 (2012) 1137–1142 1141
Fig. 1. The factors G1,G2,G3 when n = 10.
Fig. 2. The factors G1,G2, . . . ,G5 .
factors G1, . . . ,Gk if necessary, we may assume that dG1(v1) = 2. Relabeling the vertices v2, . . . , vn if necessary, we may
assume that dG1(vi) ≥ dG1(vj) for {i, j} ⊂ {1, . . . , n} and i < j. By Part (d) in ClaimA,we therefore have thatX1 ⊆ {v1, v2, v3}.
Further, dG1(vi) = 1 for i ∈ {4, . . . , n}. But now dGj(v4) = 2 for some j ∈ {2, . . . , k}. Relabeling the factors G2, . . . ,Gk if
necessary, we may assume that dG2(v4) = 2. Finally, relabeling the vertices v5, . . . , vn if necessary, we may assume that
dG2(vi) ≥ dG2(vj) for {i, j} ⊂ {4, . . . , n} and i < j. By Part (d) in Claim A, |X2| ≤ 3 and therefore X2 ⊂ {v1, v2, . . . , v6} and
dG2(vi) = 1 for i ∈ {7, . . . , n}.
We remark now that dG1(v7) = dG2(v7) = 1, dG1(v1) = 2 and dG2(v4) = 2. By Corollary 8 we have γt(G1) ≤
n− dG1(v1)+ 1 = n− 1 = n− dG1(v7) and γt(G2) ≤ n− dG2(v4)+ 1 = n− 1 = n− dG2(v7). Further, by Corollary 8 we
have γt(Gj) ≤ n− dGj(v7)+ 1 for each j ∈ {3, . . . , k}. Therefore,
k
j=1
γt(Gj) ≤ (n− dG1(v7))+ (n− dG2(v7))+
k
j=3
(n− dGj(v7)+ 1)
= kn+ k− 2−
k
j=1
dGi(v7)
= kn+ k− 2− (n− 1)
= (k− 1)(n+ 1),
which establishes the desired upper bound. This completes the proof of Theorem 5. 
3.3. Graphs achieving the bound in Theorem 5
In this section we show that the bound in Theorem 5 is sharp for k = 3 and k = 5. It remains an open question to
determine whether the bound is sharp for large values of k.
3.3.1. Sharpness when k = 3
Let G = Kn, where n = 2s for some integer s ≥ 4. Let V = V (G) = {v1, v2, . . . , vn}. Let G1 be the graph with vertex set V
and edge set {v1v2, v3v4, . . . , vn−1vn}. Let G2 be the graph with vertex set V and edge set {v2v3, v4v5, . . . , vn−2vn−1, vnv1}.
Finally, let G3 be the graph with vertex set V and edge set E(G) \ (E(G1) ∪ E(G2)). The factors G1,G2,G3 for the case when
n = 10 are depicted in Fig. 1. We remark that G1 ⊕ G2 ⊕ G3 = G = Kn. It is easy to verify that γt(G1) = γt(G2) = n and
γt(G3) = 2. Hence, γt(G1)+ γt(G2)+ γt(G3) = 2n+ 2 = (k− 1)(n+ 1).
3.3.2. Sharpness when k = 5
Let G = K8 and let V = V (G) = {u1, u2, u3, u4, v1, v2, v3, v4}. For i ∈ {1, 2, 3, 4}, let Gi be the graph on eight vertices
with edge set {u1v1+i, u2v2+i, u3v3+i, u4v4+i}, where addition is taken modulo 4. Finally, let G5 = 2K4 be the disjoint union
of the complete graphs on the vertex sets {u1, . . . , u4} and {v1, . . . , v4}, respectively. The factors G1,G2, . . . ,G5 are depicted
in Fig. 2. We remark that G1 ⊕ G2 ⊕ · · · ⊕ G5 = G = K8. Then, γt(G1) = γt(G2) = γt(G3) = γt(G4) = n and γt(G5) = 4.
Hence, γt(G1)+ γt(G2)+ γt(G3)+ γt(G4)+ γt(G5) = 4n+ 4 = (k− 1)(n+ 1).
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