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ABSTRACT. – This paper deals with some functional-analytic questions which arise when the Stokes-
wave problem, for the free boundary of a steady irrotational water wave, is formulated as a quadratic
equation for a 2pi-periodic, real-valued function w on R which need not be weakly differentiable.
It is shown how any solution w of bounded variation which lies in the fractional order Sobolev space
H 1/2 must be real-analytic and describes the profile of a steady water wave. The investigation involves
only elementary real and complex Hardy space theory. Ó 2000 Éditions scientifiques et médicales Elsevier
SAS
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RÉSUMÉ. – Cet article porte sur des questions d’analyse fonctionnelle qui se présentent quand le
problème des ondes de Stokes, concernant la frontière libre d’une onde de surface permanente et
irrotationnelle, est considéré comme une équation non locale du second dégré d’une fonction réelle w,
définie sur R, qui est 2pi-périodique et qui n’a, en général, pas de dérivée faible.
On démontre que chaque solution w à variation bornée qui appartient à l’espace de Sobolev fractionnaire
H 1/2 doit être analytique (réelle), et que w décrit effectivement la forme d’une onde de surface permanente.
L’investigation n’utilise que théorie élémentaire des espaces de Hardy réels et complexes. Ó 2000 Éditions
scientifiques et médicales Elsevier SAS
1. Introduction
By a Stokes wave is meant a steady periodic wave propagating horizontally without change
of form with constant speed c on the surface of an infinitely deep irrotational flow. It is
assumed that gravity g acts vertically and the free surface is determined by a combination of
Laplace’s equation, kinematic and periodic boundary conditions and by a dynamic boundary
condition given by Bernoulli’s theorem. The present study, which requires no knowledge of
hydrodynamics, focuses on the functional analysis of a nonlinear equation, in order to show
that its solutions give solutions of the Stokes wave problem. Here is some background. Notation
and function spaces are defined in Section 2.
For a locally integrable 2pi -periodic function f :R→ R, let Cf denote its periodic Hilbert
transform (also known as its conjugate function; see [15] where Cf is written f˜ ). Suppose that
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w : R→ R is a 2pi -periodic locally square-integrable function with locally square-integrable
weak derivative. It was shown in [6] that if (λ,w) ∈R×W1,22pi satisfies:
Cw′ = λ{w+wCw′ + C(ww′)}, λ > 0,(1.1a)
1− 2λw(t)> σ for some σ > 0,(1.1b)
t 7→ (t + Cw(t),w(t)) is injective on R,(1.1c)
then w is real-analytic on R and corresponds to a classical Stokes wave with wavelength 2Λ,
where the Froude number pic2/gΛ is given by 1/λ. In dimensionless coordinates the profile of
the corresponding Stokes wave is
S = {(x + Cw(x),w(x)): x ∈R}(1.2)
and the excess area of one period of the wave, relative to that of the corresponding uniform
horizontal flow, is proportional to
A=
pi∫
−pi
w(1+ Cw′)dx.(1.3)
In these variables, the dynamic boundary condition given by Bernoulli’s theorem has the form:
(1− 2λw){(w′)2 + (1+ Cw′)2}= 1 almost everywhere on R.(1.4)
In [6] it is shown that (1.4) is a consequence of (1.1a) and (1.1b) provided that w ∈ W1,22pi . It
then follows from a bootstrap argument that w lies in the Hölder space C1,α(R), α ∈ (0,1), from
which, by a famous theorem of Lewy [8], w is real-analytic on R.
However, when w is absolutely continuous, the individual terms in (1.1a) (although not
necessarily integrable because the Hilbert transform of an integrable function may not be
integrable) are functions which are well defined pointwise almost everywhere. In that case (1.2)
defines a (generalised) curve in the plane which is rectifiable if and only if both w and Cw are
absolutely continuous [15, I, (8.2), p. 285]. Also, A in (1.3) is finite if and only if w lies in the
fractional order Sobolev space H 1/2.
The main conclusion here is that an absolutely continuous solution w of (1.1a) with w′ in
the real Hardy space H1R satisfies (1.4) if and only if 1 − 2λw > 0 almost everywhere. Also
if (1 − 2λw)−1 is integrable on [−pi,pi] then any solution w ∈ W1,12pi of (1.1a) has w′ ∈ H1R.
Appendix 8 sketches the argument needed to show that w ∈W 1,12pi satisfying (1.1a) and (1.4) is
real-analytic on the open set where it is non-zero.
In Section 6, a more general formulation of the Stokes wave problem is introduced. It arises
from the observation that (1.1a) is the Euler–Lagrange equation of a functional J , defined
by (6.1) whenw ∈H1,1R , which has a natural extension as a continuously differentiable functional
J defined by (6.2) on Y = L∞2pi ∩ H 1/2. We observe that any critical point w of J in Y
satisfies (6.6) and, if 1 − 2λw is non-negative with bounded variation, w is continuous, real-
analytic on the set where it is non-zero, and satisfies (1.4).
The theory of [6] makes no use of the boundary condition (1.1c), the rôle of which is to define
the wave as the conformal image of a fixed region in the complex plane. On the other hand the
constraint (1.1b) is essential. In Section 7, the Stokes wave of extreme form [11] is used to show
the existence of a solution w ∈W 1,22pi of (1.1a), which satisfies 1− 2λw > 0 except at a discrete
set of points, but which is not Lipschitz continuous (although it is in W1,3−ε2pi for all ε ∈ (0,1)).
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It should be remarked from Section 7 that this extreme-wave solution has the property that
(1− 2λw)−1 is integrable on [−pi,pi]. Note also that if w satisfies (1.4), then w ∈W1,22pi if and
only if (1− 2λw)−1 is positive almost everywhere and integrable on [−pi,pi]. This motivates the
study in Section 8 where (1.1b) is replaced with
1− 2λw(t) > 0 for almost all t ∈R and
pi∫
−pi
dt
1− 2λw(t) <∞.(1.5)
Theorem 8.1 is the most general result in the paper.
The discussion involves the Hilbert transform on L12pi , the Hardy space H1R and the fractional
order Sobolev space H 1/2; see Section 2. The mapping Q, from the definition [14] of the
fractional order Slobodecki space W 1/2, arises naturally in the Stokes wave problem and is
discussed in Section 3. The connection between (1.1a) and (1.4) follows from an outer-function
construction given in Section 4.
2. Real functions and the Hilbert transform
Let Lp2pi , 0 < p 6 ∞, denote the linear space of 2pi -periodic, real-valued, measurable
‘functions’ on R with
‖u‖Lp2pi =
{ pi∫
−pi
|u|p dx
}1/p
<∞ if p <∞,
and essentially bounded if p =∞. Of course, Lp2pi is a Banach space if p > 1.
The periodic Hilbert transform of an L12pi -function u is defined for almost all x ∈ R by the
Cauchy principle value integral
Cu(x)= 1
2pi
pi∫
−pi
u(y) cot
( 1
2 (x − y)
)
dy.(2.1)
It is well known [15, I, (2.4), p. 253] that C : Lp2pi → Lp2pi is a bounded linear operator if
1 < p <∞ (this a theorem of M. Riesz) and that C does not map Lp2pi into itself when p = 1
and∞. However [15, I, (2.6), p. 254],
Cu ∈ Lp2pi , for all p ∈ (0,1) when u ∈ L12pi .(2.2)
The Hilbert transform of an infinitely differentiable function is infinitely differentiable.
Let the Fourier coefficients of u ∈ L12pi be denoted by uˆk, k ∈ Z. Then C is a Fourier
multiplication operator on Lp2pi , p > 1, in the sense that
Ĉu(0)= 0 and Ĉu(k)=−i sgn(k)uˆ(k), k ∈ Z \ {0} when u ∈ Lp2pi , p > 1.(2.3)
The real Hardy space H1R is the space of functions u ∈ L12pi for which Cu is also in L12pi . It is
a Banach space when endowed with the norm ‖u‖H1R = ‖u‖L12pi +‖Cu‖L12pi . Relation (2.3) holds
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for functions u ∈H1R. It will be important for us to note that u ∈H1R if and only if u ∈ L12pi and
the negative part of Cu is integrable. (See Theorem 5.2 and the remark which follows its proof.)
The fractional order Sobolev space H 1/2 is the Hilbert space of functions u ∈ L12pi with norm
given by
‖u‖2
H 1/2 =
∑
k∈Z
(
1+ |k|)∣∣uˆ(k)∣∣2 <∞.(2.4)
From this definition and (2.3) it is clear that C maps H 1/2 boundedly into itself. The periodic
Slobodecki space W 1/2 [14] is the set of measurable functions u with Hilbert-space norm given
by:
‖u‖2
W 1/2 =
pi∫
−pi
pi∫
−pi
{
u(x)− u(y)
sin 12 (x − y)
}2
dx dy +
pi∫
−pi
∣∣u(x)∣∣2 dx <∞.(2.5)
It is well known (and we will see a proof in Section 3) that the spaces W 1/2 and H 1/2 are the
same and that the infinitely differentiable 2pi -periodic functions form a dense subspace of this
space.
For 16 p 6∞ the Sobolev space W 1,p2pi is the usual Banach space of functions which along
with their weak derivative are in Lp2pi . Here the norm is given by ‖u‖pW 1,p2pi = ‖u‖
p
L
p
2pi
+ ‖u′‖p
L
p
2pi
.
The Hardy spaceH1,1R is the subspace ofW 1,12pi comprised of functions whose weak derivatives
are in H1R. It also is a Banach space with the norm ‖u‖H1,1R = ‖u‖H1R + ‖u
′‖H1R .
Let C2pi and BV denote the spaces of real-valued 2pi -periodic functions on R which are,
respectively, continuous on R and of bounded variation on [−pi,pi]. The following observations
are discussed in the Appendix.
LEMMA 2.1. – Suppose u ∈W 1/2 and a ∈R. Then
lim inf
x↘a u(x)6 lim supy↗a
u(y) and lim inf
y↗a u(y)6 lim supx↘a
u(x).
LEMMA 2.2. – A function w ∈ H1R belongs to H1,1R if and only if the weak derivative
(w+ iCw)′ exists in L12pi + iL12pi , in which case Cw′ = (Cw)′. In particular, |w+ iCw| ∈ L∞2pi if
w ∈H1,1R .
W
1,p
2pi ⊂H1,1R ⊂ L∞2pi , 1<p 6∞,(2.6)
W
1,1
2pi 6⊂H 1/2 and H1,1R ⊂H 1/2 6⊂W 1,12pi ,(2.7)
H 1/2 ∩BV ⊂ C2pi but H 1/2 ∩BV 6⊂W 1,12pi .(2.8)
3. The quadratic mappingQ
Before dealing with the Stokes wave problem we study a quadratic mapping Q which
plays a central rôle in the analysis. This mapping has (surprisingly) already appeared in the
definition (2.5) of W 1/2. Here we derive Q(u) as a formula for the commutator of two linear
operators acting on u′. For given u ∈ W 1,12pi , let Aφ = uφ for φ ∈ L12pi . We will see thatQ(u)= (AC − CA)(u′) and observe that the outcome is pointwise non-negative.
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LEMMA 3.1. – Suppose that u ∈W1,12pi . Then for almost all x ∈R
u(x)Cu′(x)− C(uu′)(x)= 1
8pi
pi∫
−pi
{
u(x)− u(y)
sin 12 (x − y)
}2
dy.(3.1)
Hence if u ∈H1,1R then uu′ ∈H1R.
Proof. – Let x ∈ R be such that y 7→ ∫ yx u′(t)dt is differentiable with respect to y at y = x .
According to Lebesgue’s theorem this is a set of full measure in R. For almost all such x
u(x)Cu′(x)− C(uu′)(x)= 1
2pi
pi∫
−pi
(
u(x)− u(y))u′(y) cot( 12 (x − y))dy
= −1
4pi
pi∫
pi
cot
( 1
2 (x − y)
) d
dy
( y∫
x
u′(t)dt
)2
dy
= 1
8pi
pi∫
−pi
{
u(x)− u(y)
sin 12 (x − y)
}2
dy.
If u ∈ H1,1R it follows that uCu′ ∈ L12pi , and u ∈ H 1/2 = W 1/2 by (2.7). Therefore, by (2.5),
C(uu′) ∈ L12pi . Since uu′ ∈L12pi , this proves that uu′ ∈H1R. 2
Remark. – The identity (3.1) holds everywhere on R when u is 2pi -periodic and infinitely
differentiable. Therefore for such functions u integrating both sides of (3.1) and Parseval’s
identity gives
2pi
∑
k∈Z
|k|∣∣uˆ(k)∣∣2 = pi∫
−pi
1
8pi
pi∫
−pi
{
u(x)− u(y)
sin 12 (x − y)
}2
dy dx.
This observation with (2.4) and (2.5) givesH 1/2 =W 1/2 (which we already know) and it follows,
in addition, that
‖u‖2
H 1/2 =
1
2pi
∥∥Q(u)∥∥
L12pi
+ ‖u‖2
L22pi
,(3.2)
where
Q(u)(x)= 1
8pi
pi∫
−pi
{
u(x)− u(y)
sin 12 (x − y)
}2
dy.(3.3)
4. Complex function spaces
We summarise some Hardy-space results from [7] and [10, Chapter 17]. Let D denote the
unit disc centred at 0 in the complex plane and let T denote its boundary, the unit circle in C.
When f :D→ R is holomorphic on D, let fr(t) = f (reit ) for t ∈ R and r ∈ (0,1). Then, for
any p ∈ (0,∞],
‖f ‖p = lim
r→1
∥∥|fr |∥∥Lp2pi = supr∈(0,1)∥∥|fr |∥∥Lp2pi
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is well defined. The Hardy classHpC is the set of all such functions f with ‖f ‖p <∞. Moreover:
(i) for any f ( 6≡ 0) ∈HpC, p ∈ (0,∞], f ∗(t)= limr→1 fr(t) is well defined for almost all
t ∈R, |f ∗| ∈Lp2pi , ‖|f ∗|‖Lp2pi = ‖f ‖p and log |f
∗| ∈ L12pi ;
(ii) every f ∈H1C is both the Cauchy and Poisson integrals of f ∗ on the unit circle;
(iii) u ∈H1R if and only if u+ iCu=U∗ for some U ∈H1C.
We will write g ∈ Log when g : R→C and log |g| ∈ L12pi . (When g ∈ Log the set where g is
zero has measure zero, and f ∗ ∈ Log when f ∈HpC, p > 0, by (i) above.) For g ∈ Log, an outerfunctionO(g) is defined by:
O(g)(z)= exp
{
1
2pi
pi∫
−pi
eit +z
eit −z log |g|(t)dt
}
, z ∈D.
Outer functions have the following properties [10, Theorems 17.16 and 17.7]:
(a) O(g) is holomorphic, has no zeros in D and O(g)(0) ∈R;
(b) for g1, g2 ∈ Log, O(g1g2)=O(g1)O(g2);
(c) for g ∈ Log and p ∈ (0,∞], |g| ∈ Lp2pi if and only ifO(g) ∈HpC, and then |(O(g))∗| = |g|;
(d) for f ∈HpC, p ∈ (0,∞] and z ∈D, |O(f ∗)(z)|> |f (z)|.
The next result [7, p. 64] is a corollary of (ii).
THEOREM 4.1 (Carleman). – Suppose that F, G ∈H1C and that F ∗ =G∗ almost everywhere
on an open segment Γ of T . Then F has an analytic continuation F̂ :D ∪ Γ ∪ (C \D)→ C
given by F̂ (z)=G(1/z¯), z ∈ Γ ∪ (C \D). Similarly for G.
5. Stokes waves
In this section we discuss (1.4) for W 1,12pi -solutions of (1.1a). We begin with the Hardy-space
case.
THEOREM 5.1. – Suppose that w ∈ H1,1R is a solution of (1.1a). Then 1 − 2λw ∈ Log.
Moreover the following statements are equivalent:
(α) 1− 2λw > 0 almost everywhere;
(β) (1− 2λw){w′2 + (1+ Cw′)2}= 1 almost everywhere;
(γ )
pi∫
−pi
|1− 2λw|{(w′)2 + (Cw′)2}dx <∞.
Proof. – Let u = 12 (1 − 2λw)(1 + Cw′). Then, from Lemma 3.1 and (1.1a), u ∈ H1R and
Cu= 12 (1− 2λw)w′, since u= 12 (1− C(w′ − 2λww′)) by (1.1a). Let U, W ∈H1C be such that
U∗ = −i(u+ iCu) and W∗ =w′ + i(1+ Cw′) on T .
Then U∗ = 12 (1− 2λw)W∗ and so 1− 2λw ∈ Log because U∗, W∗ ∈ Log, by (i).
Now suppose that (α) holds, let h= 12 (1− 2λw) > 0 almost everywhere (since h ∈ Log) and
let H =O(√h). Then (a)–(d) imply that H ∈H∞C has no zeros in D, |H ∗|2 = h and therefore
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U∗ = |H ∗|2W∗ almost everywhere. Let
F(z)= U(z)
H(z)
and G(z)=H(z)W(z), z ∈D.
Then G ∈H1C, by Hölder’s inequality, and for z ∈D
|F(z)| = |U(z)||H(z)| =
|U(z)|
|O(√h)(z)| 6
|O(U∗)(z)|
|O(H ∗)(z)| =
∣∣∣∣O(U∗H ∗
)
(z)
∣∣∣∣
= ∣∣O(W∗H ∗ )(z)∣∣= ∣∣O(G∗ )(z)∣∣= ∣∣O(G∗)(z)∣∣.
Therefore F, G ∈H1C and F ∗ = G∗ almost everywhere on T . By Theorem 4.1 both F and G
have bounded extensions to C and hence both are constant functions. ClearlyW(0)= i and hence
U(0)W(0)= iU(0)= 1
2pi
pi∫
−pi
u(t)dt = 1
4pi
pi∫
−pi
(1− 2λw)(1+ Cw′)dt = 1
2
,
since
∫ pi
−pi Cw′ dt = 0 and
∫ pi
−pi w(1+ Cw′)dt = 0 by (1.1a). Thus F ∗G∗ = U∗W∗ ≡ 1/2, which
gives (β). Clearly (β) implies (γ ). Suppose (γ ) holds. Then U2∗ = h2W 2∗. In this case let
H˜ =O(h),
F˜ (z)= U
2(z)
H˜ (z)
and G˜(z)= H˜ (z)W 2(z), z ∈D.
As previously, we find that ∣∣F˜ (z)∣∣, ∣∣G˜(z)∣∣6 ∣∣O(G˜∗)(z)∣∣, z ∈D.
Since G∗ ∈ L12pi by hypothesis, we find that F˜ , G˜ ∈H1C and F˜ ∗ = G˜∗. Thus both are constants.
Hence (UW)2 = FG= constant. ThereforeUW is a constant onD, and (β) follows. Clearly (α)
follows from (β) and the proof is complete. 2
The next result completes the theory for absolutely continuous solutions of (1.1a) and (1.1b).
THEOREM 5.2. – Suppose w ∈ W1,12pi satisfies (1.1a). Then w ∈ H 1/2. If also (1.1b) holds,
w ∈H1,1R .
Proof. – If w ∈W 1,12pi satisfies (1.1a) almost everywhere then
C(w′ − 2λww′)= λ{w+wCw′ − C(ww′)}= λ{w+Q(w)}(5.1)
holds. It follows that Q(w)+w is the periodic Hilbert transform of an L12pi -function. Therefore,
since w is bounded and Q> 0, it follows from (2.2) that qk ∈ L12pi for each k ∈N where:
qk(x)=
{Q(w)(x) if 06Q(w)(x)6 1,
Q(w)(x)1−1/k otherwise.
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We will now prove that
pi∫
−pi
{
qk(x)+w(x)
}
dx 6 0 for all k ∈N.(5.2)
Since 06 qk↗Q(w) as k→∞, it will follow from Fatou’s lemma thatQ(w) ∈L12pi and hence
that w ∈H 1/2, as required. To prove (5.2), recall the properties of integrability-B [15, I, Ch. VII,
§4, p. 262]:
(i) if u ∈ L12pi then u is integrable-B and the two integrals coincide (we write this as∫ pi
−pi udx = (B)
∫ pi
−pi udx);
(ii) if u ∈ L12pi then Cu is integrable-B and (B)
∫ pi
−pi Cudx = 0;
(iii) if u, v are integrable-B and u> v, then (B) ∫ pi−pi udx > (B) ∫ pi−pi v dx .
Now, for each k ∈N,
λ{w+ qk}6 λ
{
w+Q(w)}= C(w′ − 2λww′).
Sincew+qk andw′ −2λww′ belong to L12pi , it follows from properties (i)–(iii) of integrability-B
that
pi∫
−pi
λ{w+ qk}dx = (B)
pi∫
−pi
λ{w+ qk}dx 6 (B)
pi∫
−pi
λ
{
w+Q(w)}dx
= (B)
pi∫
−pi
C(w′ − 2λww′)dx = 0.
Now if (1.1b) holds, Cw′ = λ(w−Q(w)1−2λw ∈ L12pi . Hence w ∈H1,1R and the proof is complete. 2
Remark. – The above proof leads to the observation that if u ∈ L12pi and Cu > f ∈ L12pi , the
u ∈H1R.
6. Stokes waves as distributions
As was noted in [6], (1.1a) is the Euler–Lagrange equation of a functional J :H1,1R → R
defined by
J (w)=
pi∫
−pi
wCw′ − λw2{1+ Cw′}dx.(6.1)
In other words critical points w ∈H1,1R of J are solutions of (1.1a) and vice versa. In the last
section we discussed how Stokes wave arise from solutions of (1.1a) in H1,1R . Now we examine
the Stokes-wave problem in a more general variational setting. Note first that when w ∈W1,p2pi is
smooth
pi∫
−pi
w2Cw′ dx =
pi∫
−pi
wQ(w)dx +
pi∫
−pi
wC(ww′)dx =
pi∫
−pi
wQ(w)dx + 1
2
pi∫
−pi
w2Cw′ dx.
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Therefore, since smooth functions are dense in H1,1R ,
pi∫
−pi
C(ww′)dx = 0 and
pi∫
−pi
w2Cw′ dx = 2
pi∫
−pi
wQ(w)dx, w ∈H1,1R ,
from which it follows that
J (w)=
pi∫
−pi
{
(1− 2λw)Q(w)− λw2}dx, w ∈H1,1R .
Note that, when re-written like this, J is defined on the larger space Y = H 1/2 ∩ L∞2pi . To be
precise let J :Y →R be defined by
J(w)=
pi∫
−pi
{
(1− 2λw)Q(w)− λw2}dx, w ∈ Y.(6.2)
Then J is a continuous polynomial and so infinitely differentiable on Y .
To characterise the critical points of J let
Q(u,v)= 1
8pi
pi∫
−pi
(u(x)− u(y))(v(x)− v(y))
sin2( 12 (x − y))
dy, u, v ∈H 1/2.
Note that by first integrating (3.1) and then taking the Fréchet derivative with respect to u ∈H1,1R
we obtain that
pi∫
−pi
Q(u, v)dx =−
pi∫
−pi
v′Cudx
for all functions u, v ∈H1,1R . By continuity, therefore, if v is smooth,
pi∫
−pi
Q(u, v)dx =−
pi∫
−pi
v′Cudx for all u ∈H 1/2.(6.3)
THEOREM 6.1. – Suppose that
w ∈ Y and J′(w)= 0 ∈ Y ∗.(6.4)
Then
pi∫
−pi
{
Q
(
w− λw2, v)− λvQ(w)− λvw} dx = 0 for all v ∈ Y.(6.5)
In particular, C(w− λw2) is absolutely continuous (that is, the weak derivative of C(w− λw2)
exists in L12pi ) and (C(w− λw2))′ = λ(Q(w)+w).(6.6)
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Proof. – Suppose J′(w)= 0 in the dual space of Y . Then it follows easily that for all v ∈ Y
pi∫
−pi
{
(1− 2λw)Q(w,v)− λvQ(w)− λvw} dx = 0.
Now
pi∫
−pi
−2λwQ(w,v)dx = −λ
4pi
pi∫
−pi
w(x)
pi∫
−pi
(w(x)−w(y))(v(x)− v(y))
sin2( 12 (x − y))
dy dx
= −λ
8pi
pi∫
−pi
(
w(x)+w(y)) pi∫
−pi
(w(x)−w(y))(v(x)− v(y))
sin2( 12 (x − y))
dy dx
= −λ
8pi
pi∫
−pi
pi∫
−pi
(w2(x)−w2(y))(v(x)− v(y))
sin2( 12 (x − y))
dy dx =−λ
pi∫
−pi
Q(w2, v)dx.
This proves (6.5). Now suppose that v ∈ Y in (6.5) is smooth. Then (6.3) gives that
pi∫
−pi
{
v′C(w− λw2)+ λvQ(w)+ λvw} dx = 0(6.7)
for all such smooth functions v. But Q(w)+w ∈ L12pi since w ∈ H 1/2. Therefore C(w − λw2)
has a weak derivative in L12pi , and (6.6) has been established. 2
Remark. – We do not know that w ∈ W 1,12pi , or even that w − λw2 ∈ W 1,12pi (recall (2.7)
and (2.8)).
THEOREM 6.2. – Suppose that w ∈ Y satisfies (6.6). Then w − λw2 ∈ W 1,12pi if and only if
Q(w) ∈H1R, in which case
C((w− λw2)′)= λ(Q(w)+w).(6.8)
Proof. – Suppose that w ∈ Y satisfies (6.6) and w− λw2 ∈W 1,12pi . Then (w− λw2)+ i(C(w−
λw2) is absolutely continuous. Therefore, by Lemma 2.2,
C((w− λw2)′)= λ(Q(w)+w) whence λC(Q(w))= (λw2 −w)′ − λCw ∈L12pi .
ThusQ(w) ∈H1R if w− λw2 ∈W 1,12pi .
Conversely, suppose that Q(w) ∈ H1R, or equivalently C(Q(w)) ∈ L12pi . Then there exists a
sequence of smooth function {hn} ∈H1R such that
hn→ λ
(Q(w)+w) and Chn→ C(λ(Q(w)+w))
in L12pi as n→∞. From (6.7) it follows that when v is smooth, we have:
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−
pi∫
−pi
v′
(
w− λw2)dx = pi∫
−pi
λ
(Q(w)+w)Cv dx = lim
n→∞
pi∫
−pi
hnCv dx
=− lim
n→∞
pi∫
−pi
vChn dx =−
pi∫
−pi
λC(Q(w)+w)v dx.
Hence w − λw2 ∈ W 1,12pi and (w − λw2)′ = −C(Q(w) + w). Therefore C((w − λw2)′) =
λ(Q(w)+w). The proof is complete. 2
THEOREM 6.3. – If w ∈ BV ∩H 1/2 is a solution of (6.6), then w− λw2 ∈H1,1R .
Proof. – From (6.6) we know that C(w−λw2) is absolutely continuous and hence of bounded
variation. Since w − λw2 has bounded variation then it follows ([15, I, (8.2), p. 285] and
Lemma 2.2) that w− λw2 ∈H1,1R . 2
Remark. – We return to this setting in Section 8 and Appendix A.1.
7. The extreme wave
Here we give an example of an even solution w ∈W 1,22pi of (1.1a) with
1− 2λw(0)= 0 and 1− 2λw(t) > 0, t 6= 0 mod 2pi;(7.1a)
w real-analytic in a neighbourhood of all points t 6= 0 mod 2pi;(7.1b)
1− 2λw(t)
(3/2λ|t|)2/3 → 1 and
w′(t)
(3/2λt)−1/3
→−1
2
as |t| → 0.(7.1c)
Thus w is not Lipschitz continuous at 0 and hence (1.1b) is essential for the regularity theory of
previous sections. This in turn motivates the local regularity discussion of the next section.
The example in mind is easily derived from the Nekrasov-equation theory for the Stokes wave
of extreme form [11]. It is well known that there exists an odd function θ such that
θ(s)= 1
3pi
pi∫
0
log
∣∣∣∣ sin 12 (s − t)
sin 12 (s + t)
∣∣∣∣ sin θ(t)∫ t
0 sin θ(r)dr
dt, s ∈ [0,pi], [12];(7.2a)
lim
t↘0 θ(t)= pi/6, see [3,9], and 0< θ(t) < pi/5, [1];(7.2b)
θ has a 2pi-periodic extension to R which is real-analytic except when
t = 0 mod 2pi, [8].(7.2c)
Equation (7.2a) is Nekrasov’s equation for the Stokes wave of extreme form. In [4, (A2),
Appendix, with 1/µ= 0] it is shown that if θ satisfies (7.2) and we put:
λ1/3 = 1
pi
pi∫
0
cosθ(t)
(3
∫ t
0 sin θ(s)ds)1/3
dt and Λ=
pi∫
0
e−Cθ(t) cosθ(t)dt,(7.3)
then there exists a Stokes wave of extreme form with wavelength Λ, Froude number λ−1 and
slope θ (when suitably parametrised). In this formulation the Bernoulli free surface condition,
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which is guaranteed by Nekrasov’s equation, has the form (see [4,13])
Λ2c2
2pi2g
e2Cθ(x)−
x∫
0
e−Cθ(s) sin θ(s)ds = 0, x ∈ (0,pi].(7.4)
From differentiating this identity, and integrating again, it follows that
Λ2c2
3pi2g
e3Cθ(t) =
t∫
0
sin θ(s)ds.(7.5)
Note, from the definition of Λ in (7.3) that, since θ is odd,
exp(−Cθ + iθ)−Λ/pi = (e−Cθ cosθ −Λ/pi)+ i e−Cθ sin θ(7.6)
has zero mean on [−pi,pi] and that | exp(−Cθ+ iθ)| ∈ L22pi , by (7.2b) and (7.5). For x ∈ [−pi,pi],
let
w(x)= 1
2λ
− pi
Λ
x∫
0
e−Cθ(t) sin θ(t)dt,(7.7)
so that w is even and by (7.6)
Cw(x)=−x + pi
Λ
x∫
0
e−Cθ(t) cosθ(t)dt .(7.8)
It now follows immediately for x ∈ (0,pi) that
tan θ(x)=− w
′(x)
1+ Cw′(x),(7.9)
1− 2λw(x)= 2piλ
Λ
x∫
0
e−Cθ(t) sin θ(t)dt = 2piλ
Λ
(
Λ2c2
3pi2g
)1/3 x∫
0
sin θ(t)
(
∫ t
0 sin θ(s)ds)1/3
dt by (7.5)
= 3piλ
Λ
(
Λ2c2
3pi2g
)1/3( x∫
0
sin θ(t)dt
)2/3
(7.10)
=
(
3λ
x∫
0
sin θ(t)dt
)2/3
∼
{ 3
2λ|x|
}2/3
as x→ 0,
and (7.1c) holds.
Since (7.2b), (7.2c), (7.9) and (7.10) hold, and since w is even, it has been shown that w
satisfies (7.1), as required. (Further terms in the asymptotic expansion of w may be obtained
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from (7.10) and the result of [2].) From (7.7), (7.8) and (7.4), we find that
(1− 2λw)((w′)2 + (1+ Cw′)2)= 2piλ
Λ
( x∫
0
e−Cθ(t) sin θ(t)dt
)(
pi
Λ
)2
e−2Cθ(x) ≡ 1.
Thatw satisfies (1.1a) now follows from the fact that w ∈W 1,22pi and the calculation in [6]. Notice
that w ∈W 1,3−ε2pi for all ε ∈ (0,1). This completes the example.
8. General result
This section is concerned with equations (1.1a) and (6.4) when (1.1b) is replaced with (1.5).
THEOREM 8.1. – Suppose that (1.5) holds and that either w ∈W1,12pi satisfies (1.1a), or that
w ∈ BV ∩ H 1/2 satisfies (6.4). Then w ∈H1,1R and the Bernoulli condition (1.4) holds. (Real-
analyticity of these solutions is discussed in Appendix A.1.)
Proof. – Suppose that w ∈L∞2pi satisfies (1.1a) and (1.5), and note that
(1− 2λw)Cw′ = λ{w−Q(w)}6 λw,
since λQ(w)> 0. Therefore,
Cw′ 6 λw
1− 2λw ∈L
1
2pi ,
and so w ∈ H1,1R , because of the remark following the proof of Theorem 5.2. Now the result
follows from Theorem 5.1 when w satisfies (1.1a). To deal with the case when w ∈ BV ∩H 1/2
satisfies (6.4) and (1.5), we need the following technical observation:
LEMMA 8.2. – If u is a continuous function with bounded variation on [−pi,pi] and u2 is
absolutely continuous, then u is absolutely continuous on [−pi,pi].
Proof. – Since the continuous function u has bounded variation on [−pi,pi], there exist two
continuous, non-decreasing functions f and g on [−pi,pi] such that u = f − g. Both f and g
are differentiable almost everywhere, and the derivatives are non-negative integrable functions
defined almost everywhere on [−pi,pi].
Let {(ak, bk): k ∈ N} denote the collection of maximal open intervals the union of which is
the set N of points in (−pi,pi) at which u 6= 0. If ak 6= −pi or bk 6= pi , u(ak)= 0 or u(bk) = 0.
For each k, u2, and hence u, is absolutely continuous on every compact sub-interval of (ak, bk).
Hence on (ak, bk), u′ = f ′ − g′ almost everywhere where f ′ − g′ ∈ L1(ak, bk). Therefore, if φ
is a smooth function with compact support in (−pi,pi) and k ∈N,
bk∫
ak
u(t)φ′(t)dt =−
bk∫
ak
u′(t)φ(t)dt =−
bk∫
ak
(
f ′(t)− g′(t))φ(t)dt .
Therefore
pi∫
−pi
uφ′ dt =
∑
k∈N
bk∫
ak
uφ′ dt =−
∑
k∈N
bk∫
ak
(f ′ − g′)φ dt =−
pi∫
−pi
χN(f
′ − g′)φ dt .
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Since χN(f ′ − g′) is integrable on [−pi,pi], u is absolutely continuous on [−pi,pi], as
required. 2
Suppose that w ∈BV ∩H 1/2 satisfies (6.4). Then (6.5) is satisfied and, by Theorem 6.3,
(1− 2λw)2 = 1− 4λ(w− λw2) ∈H1,1R .
Since 1 − 2λw is continuous by (2.8), and has bounded variation, w is absolutely continuous
by Lemma 8.2. In other words, w ∈W 1,12pi satisfies (1.1a) and (1.5). Thus Theorem 8.1 under the
hypothesis w ∈BV ∩H 1/2 is reduced to the first case, and the proof is complete. 2
A. Appendix
A.1. Regularity
Here is a very brief description of the steps in the proof that functions w ∈W1,12pi which satisfy
(1.1a) and (1.4) are real-analytic on open sets where they are non-zero. Since 1 − 2λw ∈ Log
this open set has full measure. The proof relies on local versions of standard theorems. As usual,
Ck,α(I) denotes the Banach space of functions the k-th derivatives of which are uniformly Hölder
continuous with index α on an interval I , and χA denotes the characteristic function of a set A.
LEMMA A.1. – Suppose that u ∈ L12pi and that [a˜, b˜] ⊂ (a, b)⊂ [−pi,pi].
(i) If α ∈ (0,1) and u ∈ Cα[a, b], then Cu ∈ Cα[a˜, b˜].
(ii) If p ∈ (1,∞) and u ∈ Lp[a, b], then Cu ∈Lp[a˜, b˜].
Proof. – Privalov’s theorem [5] says that if [a, b] = [−pi,pi], then part (i) holds with [a˜, b˜] =
[−pi,pi]. An examination of the proof, [5, II, pp. 99–101], shows that the argument is purely
local and that part (i) here follows by exactly the same argument.
To prove (ii), let f = χ[a,b]u and g = u− f . Then g ≡ 0 on [a, b], and therefore, by part (i),
Cg ∈ Cα[a˜, b˜] ⊂ Lp[a˜, b˜], α ∈ (0,1), p ∈ (1,∞). Since f ∈ Lp2pi , it follows from the M. Riesz
theorem (see the paragraph following (2.1)) that Cf ∈ Lp2pi . Thus Cu= Cf + Cg ∈ Lp[a˜, b˜], as
required. 2
Now suppose that, for w ∈W 1,12pi which satisfies (1.1a) and (1.4), there is an open interval I on
which (1.1b) holds (locally) for some σ > 0. Let I˜ be any compact interval contained in I and
let I ⊃ I1 ⊃ · · · ⊃ I5 = I˜ be compact intervals each of which is contained in the interior of its
neighbour on the left in the list.
Then w satisfies (1.4) implies that w ∈ W 1,22pi (I), and the proof of [6, Lemma 3.3] (which
involves a purely local argument) gives that Q(w) ∈L∞2pi (I1). Since
(1− 2λw)Cw′ = λ(w−Q(w)),(A.1)
it follows that Cw′ ∈L∞2pi (I1).
From Lemma A.1 it follows that w′ ∈ Lp2pi (I2) for all p ∈ (1,∞). An application of the local
argument for [6, Lemma 3.5] now yields that Q(w) ∈ Cα(I3) for all α ∈ (0,1). Hence, from
(A.1), Cw′ ∈Cα(I3) and, by (A.1) and Lemma A.1,w′ ∈ Cα(I4). An application of the argument
for (a local version of) [6] yields that w ∈C1,α(I5)= C1,α(I˜ ).
The fact that w ∈ C1,α(I˜ ) and (1.4) ensure that the hypotheses of Lewy’s Theorem [8] (which
is itself a local result) are satisfied on I˜ and gives the real-analyticity of w on the interior
of I˜ . Since I˜ was an arbitrary compact interval in I , this proves the real-analyticity of w in
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a neighbourhood of points where w 6= 0 under the hypothesis that w ∈ W 1,12pi satisfies (1.1a)
and (1.4).
A.2. Proofs of Lemmas 2.1 and 2.2
Proof of Lemma 2.1. – Suppose that
lim inf
x↘a u(x) > lim supy↗a
u(y),
where u ∈W 1/2 and a ∈R. Then there exist ε, δ > 0 such that
u(x)− u(y)> δ if a − ε 6 y < a < x 6 a + ε.
Therefore
pi∫
−pi
pi∫
−pi
{
u(x)− u(y)
sin 12 (x − y)
}2
dx dy >
a∫
a−ε
a+ε∫
a
{
u(x)− u(y)
sin 12 (x − y)
}2
dx dy
> δ2
a∫
a−ε
a+ε∫
a
{
1
sin 12 (x − y)
}2
dx dy =∞.
This contradicts (2.5) and proves the first inequality. The proof of the second inequality is the
same. 2
Proof of Lemma 2.2. – First suppose that the weak derivative (w+ iCw)′ exists in L12pi + iL12pi .
Then its Fourier series is
∑
k∈Z
ak e
ikx where ak = 12pi
pi∫
−pi
(w+ iCw)′ e−ikx dx = ik
2pi
pi∫
−pi
(w+ iCw) e−ikx dx.
Therefore ak = 0 if k 6 0 since w ∈H1R. From this observation and an elementary calculation
equating real and imaginary parts, there results that the Fourier series S for (Cw)′ is the
trigonometric series which is conjugate to the Fourier series for w′. Now the fact that w′ ∈ L12pi
implies [15, I, (1.5), p. 253] that S is Abel convergent almost everywhere to Cw′. On the other
hand S, being the Fourier series of (Cw)′ ∈L12pi , is Abel convergent almost everywhere to (Cw)′
[15, I, (7.9)(i), p. 101]. Therefore Cw′ = (Cw)′ ∈L12pi when (w+ iCw)′ ∈ L12pi
Now suppose that w′ ∈ H1R. Then there is a sequence {hn} of smooth functions in H1,1R
such that hn + iChn→ w′ + iCw′ in L12pi as n→∞. (For example, let hn =W(n−1)/n where
W∗ =w′+ iCw′, as defined in (iii) of the discussion of complex Hardy spaces in Section 4.) Since
C commutes with differentiation on smooth functions it follows that, for any smooth φ ∈L12pi ,
pi∫
−pi
φ′Cw dx =−
pi∫
−pi
wCφ′ dx =−
pi∫
−pi
w(Cφ)′ dx =
pi∫
−pi
w′Cφ
= lim
n→∞
pi∫
−pi
hnCφ dx = lim
n→∞−
pi∫
−pi
φChn dx =−
pi∫
−pi
φCw′ dx.
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Therefore (Cw)′ = Cw′ if w ∈H1,1R . This completes the proof. 2
A.3. Relations (2.6), (2.7) and (2.8)
The first inclusion in (2.6) is immediate since C commutes with weak differentiation on
W
1,p
2pi , p > 1, and because C(Lp2pi)⊂ Lp2pi ⊂ L12pi , 1<p <∞. The second is immediate because
every element of H1,1R is absolutely continuous. To see (2.7), note first that
f (x)=
∞∑
k=3
cos kx
(logk)1/2
,
defines an element of L12pi [15, I, (1.5), p. 183]. Since the mean of f is zero its primitive F is
2pi -periodic with Fourier series ∑
k>3
sin kx
k(logk)1/2
.
Therefore F ∈ W 1,12pi \ H 1/2, since
∑
k>3[k logk]−1 = ∞. This gives the first non-inclusion
in (2.7). Along the same elementary lines,
∞∑
k=3
coskx
k logk
is the Fourier series of an unbounded discontinuous function g ∈ L12pi [15, I, (2.3), p. 253]. Hence
g /∈W 1,12pi . But
∑
k>3[k(logk)2]−1 <∞ means that g ∈ H 1/2 \W 1,12pi . (See (2.8) for a stronger
statement.) That H1,1R ⊂ H 1/2 is immediate from (2.4) and a theorem of Hardy [15, I, (8.7),
p. 286] which says that
2
∞∑
k=0
|uˆ(k)|
k + 1 6 ‖u‖H1R for all u ∈H
1
R.
Since each element u of BV has right and left limits at every point a ∈ R it is immediate from
Lemma 2.1 that u is continuous onR if u ∈BV ∩W 1/2. However it follows from [15, II, (10.12),
p. 146] (by concatenating functions F of the type described there to make a continuous function
on R) that there is a continuous, but not absolutely continuous, 2pi -periodic, real-valued function
u on R which has bounded variation on [−pi,pi], with |uˆ(k)| = O(|k|ε−3/2) as |k| →∞ for any
ε ∈ (0,1). Such a function is in H 1/2. Hence, since W 1/2 =H 1/2, (2.8) follows.
Remark. – It has been noted already that a complex-valued function of the form w + iCw is
absolutely continuous if and only if it has bounded variation. However Cu need not have bounded
variation even when u is absolutely continuous. An example, due to Lusin, of an absolutely
continuous function u with Cu essentially unbounded on every interval of R, is given in [5, II,
§VIII.13, pp. 94, 95].
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