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1 Työn kuvaus 
1.1 Toimeksiantaja 
Opinnäytetyön toimeksiantajana oli teknologiateollisuuden yritys Andritz Oy, joka 
kuuluu maailmanlaajuiseen Andritz-konserniin. 
1.1.1 Andritz-konserni 
Andritz AG on perustettu vuonna 1852 Itävallan Grazissa, jossa sen pääkonttori sijait-
see edelleen. Andritz työllistää arviolta 24 500 työntekijää ja toimii yli 250 pisteellä 
maailmanlaajuisesti, Andritzin tunnistaa kuviossa 1 näkyvästä tunnuksesta. 
Andritz-teknologiakonserni kuuluu maailman johtaviin laitosten, laitteiden sekä pal-
veluiden toimittajiin vesivoima-, sellu-, paperi- sekä terästeollisuudelle sekä kiinte-
än/nesteen erottelussa niin kunnallis- kuin teollisuus sektoreillakin. (Andritz History. 
N.d.) 
 
Kuvio 1. Andritzin logo 
1.1.2 Andritz Oy 
Andritz Oy:n teollisuudellinen operaatio perustuu Kone Wood Oy:n sekä Ahlstrom 
Machinery Oy:n henkilöstöön sekä teknologiaan, yhtiöt liitettiin vuonna 2002 osaksi 
Andritz-teknologiakonsernia. Andritz Oy toimittaa järjestelmiä, laitteita sekä palvelui-
ta sellu- sekä paperiteollisuudelle. Andritz Oy:n tuotealueisiin kuuluu puunkäsittely, 
kuitujen käsittely, kemikaalien talteenotto sekä massankäsittely. Tämän lisäksi yhtiö 
valmistaa myös biomassakattiloita, biomassa pellettilaitoksia sekä kaasutuslaitoksia 
energiantuotantoon. (Andritz Oy. N.d.) 
Tänä päivänä Andritz Oy työllistää yli 1000 henkilöä ja pääkonttori sijaitsee Helsingis-
sä. Tämän lisäksi yhtiöllä on toimipisteitä Lahdessa, Kotkassa, Savonlinnassa, Tampe-
reella sekä Varkaudessa. (Mt.) 
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1.2 Tehtävä ja tavoite 
Opinnäytetyön tavoitteena oli suunnitella sekä toteuttaa keskitetty palvelinten ja 
sovellusten verkonvalvonta Andritzin käytössä oleville toimipisteille. Palvelimet sijait-
sevat ympäri maailmaa ja ovat IPsec (Internet Protocol Security) tunneleiden avulla 
yhdistetty Andritz automation eristettyyn tuotantoverkkoon. Toimipisteitä Andritzilla 
on mm. Itävallassa, Brasiliassa, Kanadassa, Kiinassa, Suomessa, Saksassa sekä Yhdys-
valloissa. Alkutilanteessa palvelimet olivat jo sijoitettu toimipisteille, mutta niitä ei 
valvottu lainkaan. Tästä johtuen niiden tilaa ei saatu selville käytännössä muulla ta-
voin kuin ottamalla etäyhteys palvelimeen ja toteamalla, että palvelin joko toimii tai 
ei toimi. Tämän projektin yksi tavoitteista olikin saada palvelimet keskitetyn valvon-
nan piiriin, joka helpottaisi toimipisteillä toimivien palveluiden ja palvelimien toimin-
nan seuraamista. 
Työn tavoitteena oli toteuttaa ympäristöön parhaiten sopiva palvelinten ja palvelui-
den valvontaohjelmisto. Tehtävänä oli vertailla eri ohjelmistoratkaisuja keskenään, 
jotka vastaisivat annettuja määrityksiä. Lopullisen ratkaisun tuli valvoa palvelimia 
sekä toimeksiantajan määrittämiä sovelluksia toimistoajan puitteissa ja hälytyksistä 
tuli lähettää ilmoitus sähköpostilla.  
Valvontapalvelin toteutettiin virtuaalisena palvelimena Microsoft Windows 2012 
Hyper-V-alustalle. Palvelimen käyttöjärjestelmäksi valikoitui CentOS 7.2 minimal joh-
tuen aiemmista kokemuksista kyseisellä käyttöjärjestelmällä. Valvottavat kohteet 
muodostuivat pääsääntöisesti Microsoft Windows-palvelimista, aina versiosta 2003 
2012 R2:een asti. 
Valittavan ohjelmiston tuli olla Open Source-monitorointityökalu. Tätä varten tuli 
vertailla potenttiaalisia ohjelmistoja, joista toteutettaisiin parhaiten ympäristöön ja 
käyttötarkoitukseen sopiva. Itse opinnäytetyön tavoitteena oli syventää tuntemusta 
verkonvalvontaa ja sen eri sovelluksia kohtaan sekä parantaa tietämystä verkonval-
vonnan vaatimuksista ja käytännön toteutuksista. 
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2 Tietoverkkoteoria 
2.1 OSI-malli 
2.1.1 Yleistä 
ISOn (International Organization for Standardization) kesäkuussa vuonna 1979 stan-
dardoima OSI-malli (Open Systems Interconnection) on edelleen yksi tietoverkon 
tärkeimmistä tietoverkkomalleista. Suurin osa sen kehitystyöstä tapahtui Honeywell 
Information Systemsissä työskennelleen ryhmän toimesta, jota johti Mike Canepa. 
(Alani 2014.) 
OSI-malli koostuu seitsemästä eri kerroksesta. Verkkolaitteet kuten reitittimet ja kyt-
kimet toimivat yleensä kolmella ensimmäisellä kerroksella, ja päätelaitteet toimivat 
kaikilla seitsemällä kerroksella. Kerrokset ovat numeroituna järjestyksessä 1-7, jotka 
voidaan nähdä taulukosta 1. (Alani 2014.) 
Taulukko 1. OSI-malli (Sosinsky 2009) 
Kerros Tuettu liikenne 
tyyppi 
Toiminto 
7. Sovellus Data Hallinnoi verkkoyhteyden sovelluksen ja verkon 
välissä. 
6. Esitystapa Data Data muotoillaan muotoon, jonka vastaanottava 
järjestelmä voi käsitellä. 
5. Istunto Data Määrittää uniikin yhteyden lähettävän ja vas-
taanottavan osapuolen välille ja pitää huolen, 
että data on siirretty oikein. 
4. Kuljetus Segmentit Huolehtii datan siirron ja vastaanottamisen. 
3. Verkko Paketit Huolehtii datan siirrossa käytettävistä osoitteis-
ta, esim. IP-osoitteet. 
2. Siirtoyhteys Kehys Määrittää rautapuolen osoitteet, esim. MAC 
(Media Access Control) osoite. 
1. Fyysinen Bitit Määrittää siirrossa käytettävän väliaineen, esim. 
valokuitu tai kupari. 
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2.1.2 Fyysinen kerros 
Ensimmäinen OSI-mallin kerros huolehtii fyysisen yhteyden aktivoinnista, ylläpidosta 
ja sulkemisesta. Fyysinen kerros on vastuussa rakenteettoman raa’an datan vastaan-
otosta ja siirrosta. Ensimmäinen kerros pitää myös huolen tiedonsiirron vaatimista 
jännitteistä ja nopeuksista. Lisäksi kerros huolehtii digitaalisten ja analogisten signaa-
lien muuntamisesta sähköiseksi tai optiseksi signaaliksi. Datan koodaaminen tehdään 
myös tällä kerroksella. (Diwan 2016.) 
2.1.3 Siirtoyhteyskerros 
Toinen kerros OSI-mallissa synkronisoi tiedon, jota siirretään fyysisen kerroksen yli. 
Sen päätehtävänä tällä kerroksella on pitää huolta, että data siirtyy ilman virheitä 
päästä päähän fyysisen kerroksen yli. Siirtoyhteyskerros pitää huolen, että kehykset 
lähtevät ja tulevat peräkkäin. Mikäli siirto ja vastaanotto on onnistunut, hoitaa tämä 
kerros myös tiedonvälityksen vastapäälle, että siirto on onnistunut. Vaihtoehtoisesti 
mikäli siirto ei onnistu, se pyytää kehyksen uudestaan lähetettäväksi tai vastaanotet-
tavaksi. Toinen kerros muodostaa loogisen yhteyden kahden laitteen välille ja hallin-
noi kehysten ohjauksen verkon yli. Siirtoyhteyskerros antaa vastapäälle tiedon lopet-
taa kehysten lähettämisen, jos kehyspuskurit ovat täyttyneet eikä laite pysty vas-
taanottamaan uusia kehyksiä. (Diwan 2016.) 
2.1.4 Verkkokerros 
Verkkokerros huolehtii signaalin läpikulun eri kanavien kautta päätelaitteelle. Kol-
mannen kerroksen tehtävänä on toimia verkon ohjaajana sekä huolehtia myös ali-
verkon liikennöinnistä. Verkkokerros päättää, mitä reittiä datan tulisi mennä pääs-
täkseen päätelaitteelle sekä jakaa lähtevät viestit paketeiksi ja huolehtii saapuvien 
pakettien kokoamisen ylemmille kerroksille. (Diwan 2016.) 
2.1.5 Kuljetuskerros 
Neljännen kerroksen tehtävänä on päättää, tuleeko tiedonsiirron käyttää rinnakkaisia 
polkuja vai voidaanko operoida yhdellä reitillä. Kuljetuskerros huolehtii datan multi-
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pleksoinnin, segmentoinnin sekä pilkkomisen. Kuljetuskerros vastaanottaa viestejä 
viidenneltä kerrokselta, muuntaa viestit pienempiin yksiköihin sekä siirtää sen verk-
kokerrokselle. Kuljetuskerros voi olla hyvinkin monimutkainen, riippuen verkon vaa-
timuksista. Kuljetuskerros rikkoo viestien tiedot pienemmiksi yksiköiksi, jotta ne voi-
daan käsitellä verkkokerroksella tehokkaammin. (Diwan 2016.) 
2.1.6 Istuntokerros 
Istuntokerroksen tehtävänä on hallinnoida ja synkronoida kahden sovelluksen välistä 
keskustelua. Viidennen kerroksen tehtävänä on myös huolehtia tiedonsiirto lähteestä 
kohteeseen, merkata tiedot ja uudelleen synkronoida oikein, jotta viestien loppuja ei 
leikata liian ajoissa ja näin välttää tiedon menetys. (Diwan 2016.) 
2.1.7 Esitystapakerros 
Esitystapakerros huolehtii tiedon lähetyksestä siten että vastaanottaja ymmärtää 
mitä data sisältää ja osaa käyttää sitä oikein. Kuudes kerros huolehtii myös tiedon 
vastaanottamisen yhteydessä tiedon siirtämisestä sovellustasolle. Esitystapakerrok-
selle voi tulla erilaisia syntaxeja, tämän kerroksen tarkoituksena on toimia myös 
kääntäjänä, jotta seuraava kerros ymmärtää vastaanotetun tiedon. Esitystapakerros 
huolehtii myös tiedonpakkauksesta, tietojen salauksesta sekä tiedon muuntamisesta. 
(Diwan 2016.) 
2.1.8 Sovelluskerros 
Sovelluskerros on OSI-mallin ylin kerros, se huolehtii tiedostojen siirtämisen käyttä-
jälle. Tällä tasolla toimivat mm. sähköpostipalvelut, hakemistot, verkkojen resurssit. 
Viimeisen kerroksen pääasiallinen tehtävä on huolehtia sovellusten vastaanotetusta 
ja lähetetystä datasta. (Diwan 2016.) 
2.2 IP-osoitteet 
Internet Protocol (IP) on suunniteltu pakettikytkentäisien tietoverkkojärjestelmien 
käyttöön. Protokolla tarjoaa keinon tietolohkojen siirtämiseen lähdeosoitteesta koh-
deosoitteeseen, kohteet ovat tunnistettavissa IP-osoitteen perusteella. (RFC 791 
1981.) 
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Koska IPv4-osoitteita on rajallinen määrä, kokonaisuudessaan vain 4 294 967 296 
(2^32) kappaletta, kehitettiin IP-protokollalle laajennuksena IPv6-protokolla. IPv6-
protokolla mahdollistaa huomattavasti laajemman kirjon osoitteita, johtuen siitä että 
osoite koostuu 128 bitistä IPv4:n 32 bitin sijaan. 128 bittinen osoiteavaruus mahdol-
listaa siis yli 340 sekstiljoonaa osoitetta (340 * 10^36). IPv6 osoite jakautuu kahdek-
saan 16 bittiseen heksadesimaalisarjaan. (Juniper 2014.) 
IPv4:ssa osoitteita käytetään ilmoittamaan tietoverkkojärjestelmän lähteen sekä koh-
teen. Toisin kuin IPv6:ssa, IPv4-osoite koostuu kaikista 32 bitistä, jotka on jaoteltu 
neljään desimaalilukuosioon pisteellä eroteltuna. Jokainen osio edustaa 8-bittistä 
osaa IPv4 osoitteesta. Taulukossa 2 on esitetty esimerkki IPv4- sekä IPv6-osoitteista. 
(Mt.) 
Taulukko 2. IP-osoitteet 
2001:abba:acdc:abcd:1337:face:b00c:1010 128-bittinen IPv6 osoite 
00100101 10001001 00011110 00000001 32-bittinen IPv4 osoite 
37 . 137 . 30 . 1 Desimaaliosoite 
 
Jokainen IPv4-osoite voidaan jakaa kahteen loogiseen osaan: 
- Verkko-osoite, joka kertoo verkon sijainnin järjestelmässä. 
 
- Päätelaiteosoite, tämän avulla voidaan tunnistaa yksittäinen järjestelmä tai 
laite verkon sisällä. (Remonen 2015.) 
 
IPv4-osoitteita on myös määritetty yksityiseen käyttöön. Näitä osoitteita ei mainoste-
ta julkisessa verkossa ja ne voidaan jakaa kolmeen eri luokkaan A, B ja C. 
- A-luokka, johon kuuluvat osoitteet väliltä 10.0.0.0 – 10.255.255.255. Tämä 
luokka sisältää 16 777 216 mahdollista verkko osoitetta. 
 
- B-luokka, johon kuuluvat osoitteet väliltä 172.16.0.0 – 172.31.255.255. Tämä 
luokka sisältää 1 048 576 mahdollista verkko osoitetta. 
 
- C-luokka, johon kuuluvat osoitteet väliltä 192.168.0.0 – 192.168.255.255. Tä-
mä luokka sisältää 65 536 mahdollista verkko osoitetta. (Mt.) 
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2.3 IPSec 
2.3.1 Yleistä 
IPSec on suunniteltu tarjoamaan yhteensopivia, korkean laadun krpytografisia suoja-
uksia sekä IPv4 että IPv6 verkkoihin. IPSec tarjoaa joukon turvallisuuspalveluita, jotka 
sisältävät 
- kulunvalvonnan 
 
-  yhteydettömän eheyden  
 
- tiedon alkuperän todentamisen  
 
- suojan uusinnoilta osittaisen sekvenssin eheyden muodossa 
 
-  luottamuksellisuuden salauksessa 
 
-  rajoitetun tietoliikennevirran luottamuksellisuuden.  
 
 
Nämä IPSecin tarjoamat turvallisuuspalvelut on saatu aikaan IP-kerroksella, jotka 
tarjoavat suojan aina IP-kerrokselta ylöspäin, kuten TCP (Transmission Control Proto-
col), UDP (User Datagram Protocol), ICMP(Internet Control Message Protocol), BGP 
(Border Gateway Protocol), jne. (Kent & Atkinson 1998.) 
IPSec saavuttaa nämä ominaisuudet käyttämällä liikenteessä kahta turvallisuusproto-
kollaa: Authentication Header (AH) sekä Encapsulating Security Payload (ESP) käyttä-
en samalla salausavaimen hallinnointimenettelyjä sekä protokollia. IPSec-
protokollien joukon käyttö, kohteesta ja käyttötavasta riippumatta, toimii teknisten 
sekä sovellusten rajoitusten mukaisesti. (Mt.) 
IPSec on suunniteltu toimimaan käyttäjiltä, laitteilta ja muilta verkossa sijaitsevilta 
kohteilta, joissa ei ole vastaavanlaisia turvallisuusmekanismeja suojaamassa verkko-
liikennettä. IPSecin käyttämät turvallisuusmekanismit ovat suunniteltuja toimimaan 
riippumattomina käyttämistään algoritmeista. Näin mahdollistetaan useampien algo-
ritmien käyttö eri käyttötarkoituksissa ja – kohteissa. (Mt.)   
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2.3.2 IPSecin toimintatapa 
IPSec käyttää pääasiallisesti kahta protokollaa suojatakseen tietoliikenteen, Authen-
tication Header sekä Encapsulating Security Payload. (Kent, Atkinson 1998.) 
- AH tarjoaa yhteydettömän tiedon eheyden, tiedon alkuperän varmennuksen, 
sekä valinnaisen uusintojen estopalvelun. AH:n toiminta on kuvattu tarkem-
min sen omassa RFC:ssä KA98a. (Mt.) 
- ESP mahdollistaa tiedon luottamuksellisuuden, eli salauksen. ESP tarjoaa 
myös mahdollisuuden varmentaa rajoitetun tietoliikennevirran luottamuksel-
lisuuden, yhteydettömän eheyden, tiedon alkuperän varmennuksen sekä uu-
sintojen estopalvelun. ESP:n toiminta on kuvattu tarkemmin sen omassa 
RFC:ssä KA98b. (Mt.) 
- Sekä AH että ESP toimivat välineinä kulunvalvonnalle, perustuen kryptografis-
ten avainten jakeluun sekä tietoliikenteen hallinnoimiseen. (Mt.) 
 
 
Nämä protokollat voidaan ottaa käyttöön joko yksittäin tai yhdessä toistensa kanssa, 
tarjotaakseen haluttu turvallisuuspalveluiden joukko IPv4 sekä IPv6 verkoissa. Mo-
lemmat protokollat tukevat kahta eri toimintatilaa: kuljetustila sekä tunnelointitila. 
Kuljetustilassa protokollat tarjoavat suojaa pääsääntöisesti ylemmille protokolla-
tasoille, kun taas tunnelointitilassa protokollat otetaan käyttöön tunneloiduissa IP 
paketeissa. (Mt.) 
IPSec mahdollistaa järjestelmän ylläpitäjän hallita tapaa, jolla turvallisuuspalvelut 
tarjotaan loppukäyttäjille. Järjestelmän ylläpitäjä voi esimerkiksi rakentaa yhden sala-
tun tunnelin, jossa kaikki tieto liikkuu kahden turvallisen yhdyskäytävän välissä. Vaih-
toehtoisesti ylläpitäjä voi rakentaa myös erilliset salatut tunnelit jokaiselle TCP yh-
teydelle jokaisen asiakaslaitteen välille jotka keskustelevat näiden kahden yhdyskäy-
tävän yli. IPSec hallinnan tulee sisällyttää tilojen määritykset seuraaville seikoille. 
(Mt.) 
- Mitä turvallisuuspalveluita käytetään, sekä käytetäänkö niitä yhdessä vai yk-
sin. 
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- Tapa, jolla annetut suojaukset otetaan käyttöön 
- Mitä algoritmeja otetaan käyttöön kryptografisessa suojauksessa. (Mt.) 
 
Koska turvallisuuspalvelut käyttävät jaettujen salaisuuksien arvoja, eli kryptografisia 
avaimia, IPSec on riippuvainen käyttämään eri tapoja toimittaakseen nämä avaimet 
oikeille kohteille. Avaimia käytetään tunnistuksessa, tiedon eheyden varmentamises-
sa sekä tiedon salaamisessa sekä salauksen purkamisessa. IPSec tukee sekä manuaa-
lista että automaattista avainten jakelua. IPSec on erikoistunut tietylle julkisen avai-
men toimintatavalle IKE:lle (Internet Key Exchange) automaattisessa avainten jake-
lumenetelmässä, mutta myös muut avainten jakelumenetelmät ovat tuettuja. Esi-
merkiksi avainten jakeluun voitaisiin käyttää vaikkapa Kerberosta. (Mt.) 
2.4 DNS 
2.4.1 Yleistä 
Domain Name Service (DNS) mahdollistaa tietokoneiden muuttavan osoitteita IP-
osoitteiksi. DNS luotiin sen takia, että on helpompi muistaa haluttujen sivujen osoit-
teet tekstinä kuin IP-osoitteina. DNS antaa mahdollisuuden käyttää domain-nimiä IP-
osoitteiden sijaan, joskin myös IP-osoitteen käyttäminen on mahdollista. DNS:n toi-
mintaperiaate on seuraavanlainen: Asiakkaan DNS resolver lähettää pyynnön DNS-
palvelimelle, joka vastaa pyyntöön selvittämällään vastauksella, mikäli vastausta ei 
löytynyt välimuistista. Mikäli pyyntöön ei löytynyt vastausta ollenkaan, se palauttaa 
asiakkaalle virheilmoituksen.  Pyynnössä kulkee haluttu domain-nimi, joka välittyy 
DNS palvelimelle, palvelin etsii vastaavalle DNS nimelle IP-osoitteen ja  lähettää sen 
takaisin käyttäjälle. (Tawastjerna, J 2014.) 
2.4.2 Authoratiivinen DNS 
Domain nimet ovat moniosaisia, ja jokainen osa domain-nimeä on jonkun tahon alai-
sena.  Esimerkiksi osoite ”fin.andritz.com” on kolmen eri tahon alaisuudessa. Ylim-
mällä tasolla on juuri. Tätä tasoa ylläpitää ICANN niminen järjestö. ICANN vastaa do-
main-nimien hierarkiasta, kaupallistamisesta ja kilpailuttamisesta. Seuraavalla tasolla 
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tulevat korkean tason domainit, joka vastaa nyt esimerkkiosoitteessamme kohtaa 
”com”. Kolmannella tasolla ovat Second-level-domainit, joka vastaa siis esimerkissä 
kohtaa ”andritz.”. Neljäs taso on nimeltään subdomain-taso eli alidomainit, jota tässä 
esimerkissä edustaa ”fin.” . Tämän jälkeen voidaan saada vielä finissä sijaitsevalta 
hostilta esimerkiksi nimi ”h55.”, tällöin tämän hostin FQDN (Fully Qualified Domain 
Name) olisi h55.fin.andritz.com (Tawastjerna, J  2014.) 
3 Verkon monitorointi 
3.1 Yleistä 
Verkon monitoroinnilla tarkoitetaan järjestelmää, joka valvoo tietoverkon ongelmati-
lanteita, kuten esimerkiksi jonkin järjestelmän hitautta tai jos jokin järjestelmä on 
pudonnut verkosta hallitsemattomasti. Järjestelmien vikatilanteissa verkon valvon-
nalla voidaan nopeuttaa vikatilanteista toipumista sekä saada tietoa, miksi jokin osa 
järjestelmästä on pudonnut verkosta pois. Verkon monitoroinnilla mahdollistetaan 
myös vikatilanteiden ennaltaehkäisy. Jos jokin palvelin tai palvelu on antanut häly-
tyksen vikatilanteen synnystä, voidaan vika korjata ennen vian eskaloitumista pa-
hemmaksi, ja loppukäyttäjä ei välttämättä edes huomaa, että palvelussa olisi ollut 
mitään vikaa. Ennaltaehkäisyssä valvotaan yleensä palvelimien levyjen täyttöasteita, 
prosessorien kuormaa, rautavikoja sekä esimerkiksi verkon solmukohtien verkkolii-
kenteen määrää. (Downing 2013.) 
Verkon monitoroinnin etuja (Downing 2013.):  
- Luotettavuus: Monitorointi seuraa kriittisiä palveluita ja ohjelmistoja ja il-
moittaa verkon valvojalle vikatilanteista ennen kuin ongelmat eskaloituvat 
loppukäyttäjälle havaittaviksi virhetilanteiksi. (Mt.) 
- Verkon tila: Valvontajärjestelmä varoittaa verkon valvojaa suorituskykyon-
gelmista sekä vikatilanteista lähettämällä hälytyksiä valvojan määritysten mu-
kaisesti. Ongelmista voidaan ilmoittaa esimerkiksi sähköpostilla, valvontaoh-
jelmiston yleisnäkymään tai vaikkapa puhelimeen tekstiviestillä. Tämä mah-
dollistaa sen, että verkon valvoja on kokoajan tietoinen verkkojen ja palvelui-
den tilasta. Riippumatta siitä missä palvelut tai verkot sijaitsevat. (Mt.) 
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- Kapasiteetti: Kun tiedetään kuinka verkon laitteet ja palvelut toimivat ja kuin-
ka niitä käytetään se mahdollistaa vikojen ennaltaehkäisyn tehokkaasti, tiede-
tään esimerkiksi kuinka paljon dataa kirjoitetaan levyille päivittäin, voidaan 
levytilaa lisätä suunnitellusti ja hallitusti ennakkoon. (Mt.) 
- Vianmääritys: Valvonnalla voidaan nopeuttaa vianmääritystä ja paikantaa 
verkon sisältä laite, joka aiheuttaa ongelmia. Tällöin voidaan minimoida pal-
velun alhaallaoloaika sekä turhan ajan käyttö, joka muutoin menisi ongelman 
paikantamiseen. Vika voidaan monitoroinnin avulla havaita jo ennen kuin 
loppukäyttäjä havaitsee ongelman ja ilmoittaa siitä verkon valvojalle tuntien 
päästä vian alkamisesta. (Mt.) 
- Kehityssuuntien seuraaminen: Ongelmat, jotka ilmenevät verkossa pahim-
paan ruuhka-aikaan voivat olla hankalia paikantaa tiettyyn pisteeseen ilman 
kunnollista verkon valvontaa. Hälytyksiä seuraamalla voidaan nähdä milloin ja 
missä ongelma on syntynyt, tällöin vian toistuessa samassa kohteessa voidaan 
tehdä suunnitelmia ongelman korjaamiseksi. (Mt.) 
- Päivitysten ja muutosten suunnittelu: Laitteen jatkuvasti hälyttäessä lopussa 
olevista resursseista, voidaan päätellä laitteen senhetkisen käyttöiän olevan 
päätöksessään. Tällöin voidaan suunnitella laitteelle tarpeellisia päivityksiä tai 
muutoksia tilanteen korjaamiseksi ennen kuin tilanne eskaloituu oikeaksi 
viaksi verkossa tai palvelussa. (Mt.) 
- Raportointi: Verkon ja palveluiden tilasta saatavat raportit ja statistiikat voi-
daan käyttää hyväksi ongelmakohtien muille todentamisessa. Näillä työkaluil-
la voidaan myös todentaa, mikäli SLA (Service-Level Agreement) on täytetty 
vaatimusten mukaisesti.  Raportoinnilla voidaan myös antaa tarpeellista ja yk-
sityiskohtaista tietoa, miksi jokin tietty laite tarvitsee korjausta tai korvaavan 
laitteen paikalle vientiä. (Mt.) 
- Vakavien vikojen havainnointi: Ilman kunnollista verkonvalvontaa verkossa 
voi olla päällä vakaviakin vikoja. Kunnollisella valvonnalla mahdollistetaan 
suurten vikojen havaitseminen heti niiden ilmaantuessa, sekä voidaan ottaa 
käyttöön vakavista ongelmista selviytymiseen vaadittavat toimenpiteet. No-
pealla toiminnalla voidaan parhaimmillaan välttää laiterikkoja, mutta vähin-
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täänkin nopeuttaa vikatilanteesta normalisoituminen. Esimerkiksi varmuus-
kopioiden puuttuminen muutamalta päivältä mahdollistaa suurten tietomää-
rien menetyksen, mikäli esimerkiksi palvelimelta hajoaisi kovalevy tai virta-
lähde. (Mt.) 
- Palveluiden ja verkon toiminnan varmistaminen: Ilman kunnollista verkon-
valvontaa ei voida tietää, mikäli jokin verkon tai palvelun osa ei toimi oikein. 
Esimerkiksi jokin palvelu kerää dataa, jota ei käytetä reaaliajassa mihinkään. 
Palvelin voisi olla vikatilassa pahimmillaan viikkoja ennen kuin ongelma ha-
vaittaisiin seuraavalla kerralla kun dataa pitäisi ottaa käyttöön. (Mt.) 
- Raha: Kunnollisella valvonnalla voidaan säästää turhia työtunteja, vähentää 
palveluiden ja verkkojen alhaallaoloaikaa vikatilanteissa, näin voidaan tehos-
taa työympäristöä. Valvonnalla voidaan myös välttää tai vähentää potentiaa-
lisia tappioita yritykselle, kun vikojen selvittelyyn ja korjaamiseen ei kulu niin 
paljoa aikaa. Hyvällä valvonnalla vapautetaan myös resursseja turhan työn si-
jaan palveluiden parantamiseen ja yrityksen toiminnan pyörittämiseen. (Mt.) 
 
Verkonvalvonnassa käytetään kahta pääasiallista lähestymistapaa. (Vacche & Lee 
2012.) 
- Passiivinen valvonta: Passiivisella valvonnalla tarkoitetaan sitä, että verkon 
laitteet pitävät yllä tietoa verkon ja palveluiden tilasta. Valvontapalvelin käy 
noutamassa laitteilta halutut tiedot halutuin väliajoin. Passiivisella valvonnalla 
voidaan hakea tietoa laitteiden ja palveluiden tilasta esimerkiksi 10 minuutin 
välein toimistoaikaan ja toimistoajan ulkopuolella palveluiden ja verkkojen ti-
lasta haetaan tietoa esimerkiksi kolmen tunnin välein. Passiivisen valvonnan 
toimintatavan voimme todeta kuviosta 2. (Mt.) 
- Aktiivinen valvonta: Aktiivisella valvonnalla tarkoitetaan sitä, että verkon lait-
teet ovat aktiivisesti yhteydessä valvontapalvelimeen, eivätkä odota valvon-
tapalvelimen yhteydenottoja välittääkseen tietoja verkon tai palveluiden tilas-
ta. Aktiivinen verkonvalvonta kuitenkin tuo ongelmia suojattujen verkkojen 
valvontaan, sillä suojatuissa verkoissa verkkoliikenne on rajatumpaa mitä ylei-
sissä verkoissa. Hyvän verkonvalvonnan takaamiseksi onkin järkevää sekoittaa 
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passiivista ja aktiivista valvontaa riippuen kohdeverkon suojauksesta sekä pal-
veluiden ja verkkojen vaatimuksista.  Aktiivisen valvonnan toimintatavan 
voimme todeta kuviosta 3.(Mt.) 
 
 
Kuvio 2. Passivinen valvonta 
 
Kuvio 3. Aktiivinen valvonta 
3.2 SNMP 
3.2.1 Yleistä 
SNMP (Simple Network Management Protocol) kuuluu suosituimpiin hallintaproto-
kolliin, jota käytetään verkon hallinnassa. Alkujaan IETF ehdotti SGMP:tä (Simple Ga-
teway Monitoring Protocol) standardiksi, mutta SGMP korvattiin myöhemmin 
SNMP:llä johtuen SGMP:n ominaisuuksista, jotka keskittyivät enemmän reitittimien 
hallintaan. SNMP sen sijaan määritettiin hallitsemaan laajemmin eri verkkoelement-
tejä. SNMP ei ole vain SGMP:n laajennus, vaan molemmat ovat omia protokolliaan. 
SNMP toimii UDP:n avulla OSI-mallin neljännellä kerroksella, eli kuljetuskerroksella. 
(Sathyan 2010.) 
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SNMP:llä on kolme eri versiota, SNMPv1, SNMPv2 sekä uusimpana SNMPv3. SNMP 
koostuu kahdesta osiosta, managerista sekä agentista. Managerilla on hallintatoi-
minnot, kun taas agentti sijaitsee verkkoelementissä lähettää ja vastaanottaa viestejä 
managerilta tallentaen ne samalla hallintatietokantaan. SNMP protokollassa tarvi-
taan myös hallintatietokantaa, jota manageri ja agentti käyttävät, tätä tietokantaa 
kutsutaan nimellä Managament Information Base, eli MIB. 
MIB ylläpitää kokoelmaa tiedostoista, joka noudattaa puumallin hierarkiaa. Tiedostot 
käyttää joko numeerista merkintää tai OID-tunnistettua (Object Identifier) tunnis-
taakseen muuttujat hallintatietokannassa. Hallintatietokannan lisäksi manageri ja 
agentti käyttävät toiminnassaan suhteellisen pientä joukkoa komentoja välittääkseen 
tietoa. SNMPv1 tukee viittä eri komentoa joilla manageri saa agentilta tietoa hallitta-
valta laitteelta. Komennot on esitettynä taulukossa 3. (Mt.) 
Taulukko 3. SNMP-komennot 
Komento Selitys 
Get 
[GetRequest] 
Manageri pyytää jonkin tietyn objektin arvoa agentilta. 
GetNext 
[GetNextRequest] 
Manageri pyytää agentilta seuraavasta MIB-instanssista, 
GetNext komentoa käytetään siirtymisessä MIB-puussa. 
Set 
[SetRequest] 
Manageri pyytää agenttia asettamaan tietyn arvon tiettyyn 
MIB-instanssiin. 
Response 
GetResponse 
Agentti vastaa tiedoillaan managerin Get, GetNext ja Set ko-
mentoihin käyttäen Response komentoa. 
Trap Agentin käyttämä assynkroninen viesti managerille ilmais-
taakseen tietystä tapahtumasta, esim tilan muutoksesta. 
 
Get, GetNext, Set ja Response viestien rakenteen voimme todeta taulukosta 4. 
Taulukko 4. SNMP-komentojen viestirakenne 
Lohko Selitys 
Request ID Käytetään tunnisteena pyyntöön vastattaessa, näin duplikoi-
tuneet vastaukset agentilta voidaan hylätä managerilla. 
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Error Status Ilmoittaa virheen laadun, mahdollisia arvoja: genErr, bad-
Value, tooBig, noSuchName, readOnly sekä noError. 
Error Index Ilmoittaa virheen sijainnin OID:ssä. 
Variable Bindings Listaus OID:n nimistä ja arvoista. 
 
Trapin viestirakenne poikkeaa Get, GetNext, Set ja Response viestien rakenteesta 
siten, että trapin viestirakenteessa on 6 eri viestilohkoa 4:n sijaan. Trapin viestira-
kenne on esitettynä taulukossa 5. 
Taulukko 5. Trap viestirakenne 
Lohko Selitys 
Enterprise Käytetään tunnistamaan objekti joka generoi trapin. 
Agent Address Agentin IP osoite josta trap generoitiin. 
Generic Trap Type Koodiarvo jolla tunnistetaan geneerinen kategoria johon 
trappi voidaan liittää, esimerkiksi coldStart, warmStart, lin-
kup, linkDown, jne. 
Specific Trap Code Tarjoaa implementaation tarkalle trap koodille 
Time Stamp Ilmaisee tarkan ajankohdan jolloin trap generoitiin 
Variable Bindings Listaus OID:n nimistä ja arvoista. 
 
3.2.2 SNMPv2 
SNMPv2 kehitettiin paikkaamaan ensimmäisen SNMP version tietoturvaongelmia. 
SNMPv2:tä ei koskaan täysin standardoitu ja siitä onkin olemassa vain luonnosversi-
oita. SNMPv2:sta on myös olemassa neljää eri aliversiota, SNMPv2P, SNMPv2C, 
SNMPv2U sekä SNMPv2*. Vaikka SNMPv2 turvallisuutta oli parannettu verrattuna 
SNMPv1:een, vasta SNMPv3 standardoitiin, sillä se tarjosi kaupallisen tason hallinnan 
ja turvallisuuden kehitysmallin. (Sathyan 2010.) 
SNMPv2:n sisältämät edut verrattuna SNMPv1:een: 
- Tapahtumienvalvontaa saatiin parannettua käyttäen ”Inform”-viestiä. Siinä 
missä SNMPv1:ssä generoitiin ”Trap”-viesti agentilta, joka jouduttiin kerää-
mään managerin päässä. SNMPv2:ssa agentilta lähtevä ”Inform”-viestiin on 
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saatava managerilta kuittaus. Mikäli kuittausta ei saada, lähetään ”Inform”-
viesti uudestaan. 
- SNMPv2 sisälsi uusia virhe- ja poikkeusmenetelmiä, joilla parannettiin vir-
heenkäsittelyä. 
- SNMPv2 sisältyi myös laajennetut tietotyypit, esimerkkinä BITS, Unsigned32, 
Counter64. 
- Standardisoitu multiprotokollatuki. 
- Parannettu turvallisuus. 
- Suurten datamäärien kerääminen ”Bulk”-viestiä käyttäen, jolla saatiin paran-
nettua tehokkuutta ja suorituskykyä. 
- Parannettuja tiedonmäärityksiä, uusia MIB-objekteja, sekä muutoksia jo ole-
massa oleviin objekteihin. (Mt.) 
 
 
SNMPv1:ssä käytössä olleet komennot ”Get”, ”GetNext” sekä ”Set” ovat myös käy-
tössä SNMPv2:ssa, eikä niihin tullut mitään muutoksia. SNMPv2:n uusia komentoja 
olivat ”GetBulk” sekä ”Inform”. Uusista komennoista ”GetBulk” mahdollisti suurten 
datamäärien noutamisen, kun ”Inform” toimii käytännössä ”Trap”-komenotona, pa-
rannetuin ominaisuuksin. (Mt.) 
3.2.3 SNMPv3 
SNMPv3:sta on olemassa useita eri RFC määrittelyjä, niistä viisi tärkeintä ovat RFC 
3411, RFC 3412, RFC 3413, RFC 3414 sekä RFC 1315. SNMPv3:n parannukset edellisiin 
versioihin nähden on paranneltu turvallisuutta sekä etähallinta-mahdollisuuksia. 
SNMPv3:n arkkitehtuuriin tehtiin muutoksia, jotka on määritetty RFC 3411:ssä, muu-
tokset koskivat lähinnä SNMP hallinnan kehysrakennetta. Kehysrakenne muuttui 
mm. siten, että käyttäjiä voitiin yksilöidä. Tämän lisäksi SNMP:n kehysrakenne tarjo-
aa SNMP moottorin joka pyörittää agenttia sekä manageria. SNMPv3 tukee myös 
aiempia SNMP versioita, sekä niiden tapaa viestiä. (Sathyan 2010) 
RFC 3413:ssa määritettiin 5 SNMP sovellusta, jotka ovat:  
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- Command generators: Sovellus, joka aloittaa SNMP luku- tai kirjoituspyyn-
nön. 
- Command responders: Sovellus, joka vastaa SNMP luku- tai kirjoituspyyn-
töön. 
- Notification originators: Sovellus, joka generoi SNMP huomautuksen. 
- Notification receivers: Sovellus, joka vastaa SNMP huomautukseen. 
- Proxy forwarders: Sovellus, joka välittää SNMP viestit. (Mt.) 
 
RFC 3414:ssa määritettiin Unit-Based Security Model (USM), joka huolehtii viestien 
turvallisuustasoista sisältäen samalla authentikoinnin sekä yksityisyyden käyttäen 
USM:ää. Authentikoinnin käyttäessä turvallisuusparametrejä SNMPv3 viestissä, yksi-
tyisyys on saatu aikaan salaamalla viesti lähettäjällä ja purkamalla viesti sen vastaan-
ottajalla. (Mt.) 
USM huolehtii tiedon turvallisuudesta seuraavilla tavoilla: 
- Estämällä luvattoman tiedonluvun siirtovaiheessa lähettäjältä vastaanottajal-
le. 
- Huolehtimalla, että lähettäjä/vastaanottaja on tunnistettu ja oikeutettu lähet-
tämään/vastaanottamaan tietyn viestin. 
- Huolehtimalla, että viestit saapuvat oikeassa ajassa perille eikä viesteihin ole 
koskettu luvattomasti ulkopuolisen käyttäjän toimesta siirtovaiheen aikana. 
(Mt.) 
 
 
SNMPv3 viestirakenne on esitettynä kuviossa 4. 
 
Kuvio 4. SNMPv3 viestirakenne (Mt.) 
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3.2.4 MIB 
Management Information Base, eli MIB on kokoelma hallittavia objekteja virtuaalisen 
tietokannan sisällä. Tietokanta ylläpitää hallintatietojen muuttujia, jotka vastaavat 
hallittavia resursseja verkon sisällä. Tietokantaa valvotaan päivittämällä tietoja MIB-
tauluun. Manager pyytää tietoa MIB-tietokannan sisältä agentin välityksellä, agentti 
poimii halutun ja välittää tiedon managerille. Manager voi käyttää tietoja MIB-
tietokannasta hyväkseen verkonvalvontaan sekä päivittää tietoja MIB-tietokantaan. 
(Sathyan 2010.) 
MIB-taulun varsinainen määritelmä on vain tiedosto, joka jakaa tietoa tietyssä muo-
dossa. MIB-instanssi pitää sisällään varsinaiset muuttujat, jotka ovat liitoksissa hallit-
tuihin objekteihin. Vaikka MIB-taulu sijaitseekin agentilla, muuttujien varsinaiset ko-
piot sijaitsevat hallitulla verkkoelementillä, jossa itse agentti toimii. Yleensä manageri 
pitää paikallista kopiota MIB-muuttujista itsellään helpottaakseen tiedon tulkintaa 
sekä parantaakseen suorituskykyä samalla helpottaen käytettävyyttä. Varmistaak-
seen managerilla sijaitsevan kopion tietojen vastaamista todellista tietoa, on sopiva 
synkronisointimekanismi tarpeen. Kuviosta 5 voimme nähdä managerin ja agentin 
tiedon haun ja käytön MIB-taulusta verkkoelementissä. 
 
Kuvio 5. Manager – MIB-vuorovaikutus agentin kautta (Mt.) 
 
3.2.5 OID 
SNMP:llä on kaksi tärkeää toimintamallia, Object Identifier (OID) sekä Management 
Information Base (MIB). SNMP toimii tiedustelemalla objekteja, objektit ovat yksin-
kertaisesti keinoja, joilla voidaan kerätä tietoa verkon laitteista. Objekti voi esimer-
kiksi olla jonkun tietyn rajapinnan tila. Kysymällä rajapinnan tilaa, saadaan vastauk-
seksi muuttuja, joka kertoo onko rajapinta ylhäällä vai alhaalla. SNMP tunnistaa ob-
jektit objektien tunnisteilla, eli OID:llä. (Leskiw 2015.) 
26 
 
 
OID:t ovat erittäin rakenteellisia ja seuraavat hierarkkista puumallia, hierarkkinen 
puumalli on rakenteeltaan samankaltainen kuin tietokoneen kansiorakenne. Kan-
siorakenne eroaa kuitenkin OID:n puumallista siten, että kaikki SNMP-objektit on 
numeroituja. Puurakenne alkaa juuresta, jonka jälkeen ylin taso on määritetty nimel-
le ”iso”, jonka numeerinen arvo on ”1”. Seuraavalla tasolla on jälleen uusia oksia, 
tässä esimerkkinä ”org”, jonka numeerinen arvo on ”3”, koska se on kolmas objekti 
iso:n alla. Seuraavalla tasolla tulee jälleen uusia oksia, esimerkiksi ”dod”, jonka nu-
meerinen arvo on ”6”, johtuen dod:n sijainnista org-oksan alapuolella. Nejännellä 
tasolla dod:n alapuolella sijaitsee ”internet”, jonka numeerinen arvo on ”1”. OID:t 
kirjoitetaan aina numeeriseen muotoon, joten päästäksemme internet tasolle, tulee 
se kirjoittaa muotoon ”1.3.6.1” eikä ”iso\org\dod\internet”. Kuviossa 6 on esitettynä 
esimerkki OID puusta. (Mt.) 
 
Kuvio 6. Esimerkki OID-puusta 
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4 Tuotteet 
4.1 Vaatimukset 
Toimeksiantajan vaatimusmäärittelyyn kuului, että työkalu jolla palvelinten ja sovel-
lusten verkonvalvonta toteutetaan, tulee täyttää seuraavat kohdat: 
- Keskitetty hallintaportaali, jossa yleisnäkymä kaikista toimipisteistä. 
- Valvontaohjelmiston tulee olla OpenSource-tuote, eli käytännössä täysi oh-
jelmisto ilman rajoituksia. 
- Ohjelmiston tuli soveltua valvomaan ensisijaisesti Microsoft Windows Server 
tuoteperheen käyttöjärjestelmiä sekä haluttuja sovelluksia. 
- Ohjelmiston tulee olla hyvin skaalatutuva ja täten pitkäikäinen. 
- Hälytyksille pitää pystyä konfiguroimaan eri tason hälytyksiä, esimerkiksi levy-
tilan käyttö 75 %:ssa ei ole vielä kriittinen. 
- Hälytykset tulee saada helposti esille hallintaportaaliin ja tämän lisäksi tietyn 
vakavuuden hälytykset sähköpostilla. 
- Ohjelmiston pitää pystyä valvomaan palvelimia ja palveluita IPSec-tunnelin 
yli. 
- Kommunikoinnin tapahduttava yhden UDP/TCP portin kautta. 
- Valvonnasta johtuva liikenteen määrä mahdollisimman vähäistä. 
- Käyttäjäystävällinen. 
 
 
Vaatimusmääritysten perusteella vertailtiin vaatimuksia vastaavia valvontaohjelmis-
toja ja parhaiten vaatimuksia vastaavasta ohjelmistosta asennettiin testiversio. Testi-
version perusteella saatiin lopullinen päätös valittavasta ohjelmistosta, joka asenne-
taan lopulliseen ympäristöön. Testiohjelmistoksi valikoitui Zabbix, joka mahdollistaa 
monipuolisen valvontaympäristön toteutuksen.  
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Valvontaohjelmisto asennetaan CentOS RHEL käyttöjärjestelmä Varkauden toimipis-
teen Windows 2012 palvelimen Hyper-V virtualisointi alustalle. Zabbix mahdollistaa 
valvonnan esimerkiksi agenteilla tai vaikkapa SNMP-protokollaa käyttäen. Zabbix 
palvelin asennetaan verkkoon siten, että palvelimella on mahdollisuus valvoa IPSec-
tunneleiden yli maailmanlaajuisesti haluttuja toimipisteitä ja niiden palvelimia ja pal-
veluita. 
Valvontaa tultaisiin toteuttamaan myös Varkauden toimipisteen lähiverkossa sijait-
seville palvelimille sekä niiden tarjoamille palveluille. Varkauden toimipisteellä val-
vottavia palveluita on laajempi kirjo mitä etäpisteillä, esimerkiksi DNS ja DHCP palve-
luita. 
4.2 Open Source –tuotteet 
Verkonvalvonta tuli tapahtua vaatimusmääritysten perusteella vapaaseen lähdekoo-
diin perustuen, eli tuotteen tuli olla täysin ilmainen.  Ilmaisuuden lisäksi tuotteen tuli 
pystyä valvomaan toimipisteitä ympäri maailmaa, ilman että verkkoon tarvitsee teh-
dä suuria muutoksia. Valittavalta tuotteelta toivottiin myös hyvää skaalautuvuutta, 
hyvää dokumentointia sekä pitkäikäisyyttä. Lopulliseen tuotevertailuun päätyi kolme 
hyvin tunnettua ja toimivaksi todettua tuotetta, jotka olivat Nagios Core, OpenNMS 
sekä Zabbix. 
4.2.1 Nagios Core 
Nagios Core on kaupallisen Nagios XI:n riisuttu ilmaisversio. Coreen on mahdollista 
saada useita liitännäsiä ”plug-inejä”, sekä erilaisia käyttäjärajapintoja ”front-endejä”. 
Liitännäisten avulla on mahdollista päästä lähes vastaavaan verkonvalvontaohjelmis-
toon, mitä kaupallinen versio tarjoaisi valmiina ratkaisuna. 
 Nagios Core on kirjoitettu c-kielellä sen tarjoaman suorituskyvyn vuoksi. Nagios Co-
ren ongelmaksi muodostui sen vaatimat lisäosat Windows palvelimien valvontaan. 
Sekä päästäkseen haluttuun lopputulokseen tulisi coreen etsiä ja konfiguroida eri 
liitännäisiä. Nagios Core päätyi kuitenkin vertailtavien ohjelmistojen joukkoon aiem-
pien henkilökohtaisten kokemusten ja Nagioksen suuren markkinaosuutensa vuoksi. 
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4.2.2 OpenNMS 
OpenNMS oli ensimmäinen avoimeen lähdekoodiin perustuva verkonvalvontaohjel-
misto, sen kehitystyö aloitettiin vuonna 1999. OpenNMS erottuu Nagios Coresta ja 
Zabbixista sen java-pohjaisuutensa vuoksi, kun edellä mainitut ohjelmistot on kirjoi-
tettu c-kielellä. 
OpenNMS:n ongelmaksi muodostuikin sen java-pohjaisuus, sillä java on hyvin tunnet-
tu maailmalla sen tietoturvaongelmistaan. OpenNMS:n eduiksi voidaan kuitenkin 
katsoa sen hyvin selkeästi toteutettu käyttöliittymä. Käyttöliittymän etuina on mm. 
sen käyttäjäystävällisyys sekä palveluiden kategorioiden selkeys. OpenNMS:n etuina 
oli myös sen ”kaikki samasta laatikosta”-toimintaperiaate. OpenNMS toimii pääsään-
töisesti, kuten muutkin valvontaohjelmistot, manageri-agentti-periaatteella. Vaikka 
ohjelmisto perustuukin manageri-agentti-periaatteeseen, tukee OpenNMS myös 
agentitonta valvontamallia. 
OpenNMS ei kuitenkaan onnistunut vakuuttamaan Windows pohjaisten palvelimien 
valvonnan ominaisuuksilla ja karsiutui näin pois lopputuotteen valinnasta. 
4.2.3 Zabbix 
Zabbix on avoimeen lähdekoodiin perustuva yritystason verkonvalvontaohjelmisto, 
joka on saatavilla usealle eri Linux-alustalle 32-bittisenä sekä 64-bittisenä versiona. 
Kuten Nagios Core, myös Zabbix on kirjoitettu c-kielellä sen tarjoaman suorituskyvyn 
vuoksi. Zabbixin ensimmäinen julkinen versio ilmestyi vuonna 2001 ja on kasvattanut 
suosiotaan siitä lähtien. 
Zabbix erottui edukseen sen toiminnallisuudellaan monipuolisissa, haastavissa ja 
suurissa verkkoympäristöissä. Zabbixin toiminta perustuu manager-agentti-
periaatteeseen, joka tarkoittaa sitä että valvottaville kohteille tulee asentaa oma 
agentti. Zabbix tukee myös agentitonta valvontamallia ja sisältää valmiiksi sisäänra-
kennetun SNMP, JMX sekä IPMI tuen. 
Zabbix tarjoaa hajautettua valvontamallia, joka puolsi lopullisen päätöksen tekemi-
sessä valvontaohjelmistoa valittaessa. Hajautetun valvonnan avulla keskuspalvelimel-
ta saadaan vähennettyä tarvittavaa suorituskykyä. Hajautetussa valvontamallissa 
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jokaiselle toimipisteelle asennetaan välityspalvelin, eli ”proxy-server”. Välityspalvelin 
kerää toimipisteeltään tietoa kyseisen verkon valvottavista laitteista ja välittää val-
vontatiedot eteenpäin keskuspalvelimelle. Keskuspalvelin kirjaa tiedot omaan tieto-
kantaansa ja näyttää kerätyt tiedot käyttäjärajapinnassa halutulla tavalla. 
5 Toteutus 
5.1 Ympäristö 
Työ toteutettiin Andritzin jo valmiina olevaan verkkoinfrastruktuuriin. Ympäristö 
koostuu useasta eri toimipisteestä, jotka sijaitsevat ympäri maailmaa. Yhteydet on 
rakennettu verkon yli IPSec tunneleiden avulla ja toimipisteissä sijaitsevien valvotta-
vien palvelimien määrä vaihtelee pisteittäin. Kuviossa 7 on looginen kuvaus yhden 
esimerkkitoimipisteen valvonnan rakenteesta. 
Valvontapalvelin sijaitsee Varkauden toimipisteessä ja se on sijoitettu toimimaan 
aliverkkoon josta on pääsy IPSec tunneleihin . Valvontapalvelin toimii virtuaalisena 
Hyper-V:n päällä Windows 2012 käyttöjärjestelmän päällä, itse valvontapalvelin on 
rakennettu RHEL CentOS 7.2 64-bittinen minimal asennus. CentOS 7.2 minimal vali-
koitui valvontapalvelimeksi aiemmista henkilökohtaisista käyttökokemuksista, mini-
mal valikoitui asennusmediaksi johtuen minimalin karsituista ominaisuuksista. Mini-
mal asennukseen ei ole lisätty juurikaan turhia ominaisuuksia joita ei tässä työssä 
tarvittaisi. Palvelimen käyttöjärjestelmän asennuksen jälkeen, asennettiin palvelimel-
le haluttuja ohjelmia työn helpottamiseksi. Palvelimelle ei asennettu graafista käyttö-
liittymää, joten palvelinta hallitaan komentorivin kautta. Itse Zabbixia alkukonfigu-
roinnin jälkeen hallitaan lähes täysin selaimen kautta. 
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Kuvio 7. Looginen kuvaus 
Valvonta on rakennettu siten, että valvontapalvelin ei ole suoraan yhteydessä yh-
teenkään toimipisteillä valvottuihin palvelimiin. Valvontapalvelin joka on esitettynä 
kuviossa 8 ”Zabbix Server” kerää palvelinten tilatietoja välityspalvelimen kautta. Väli-
tyspalvelin on kuvattuna kuviossa 8 ”Zabbix Proxy” palvelimena. Välityspalvelin kerää 
tietoja valvottavista palvelimista aktiivisten agenttien avulla. Välityspalvelin tallentaa 
saadut tilatiedot palvelimista omaan sqlite3 tietokantaan, josta ne välitetään valvon-
tapalvelimelle. Välityspalvelin toimii passiivisena, eikä näin voi omatoimisesti lähet-
tää valvontatietoja valvontapalvelimelle. Valvontapalvelin kysyy välityspalvelimelta 
konfiguraatioiden mukaisesti valvottavien palvelimien palveluiden tilaa tietyn aika-
jakson mukaisesti. 
5.2 Asentaminen 
Zabbixista päätettiin asentaa versio 3.0.2, koska se oli uusin julkaistu Zabbix-versio. 
Zabbix valvontapalvelin asennettiin RHEL CentOS 7.2-käyttöjärjestelmälle. CentOS-
käyttöjärjestelmästä päätettiin asentaa minimal-asennus, koska minimal ei pidä sisäl-
lään turhia ominaisuuksia tai ohjelmia. CentOS asennettiin toimimaan virtuaalisena 
palvelimena Hyper-V:n päälle. Käyttöjärjestelmälle haettiin uusimmat päivitykset, 
sekä asennettiin muutamia käyttöä helpottavia ohjelmia, joita ei minimal-
asennuksessa ole vakiona mukana. 
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5.2.1 Vaatimukset 
Zabbix-palvelimen laitteistovaatimukset ovat vaatimattomia prosessorin ja muistin 
osalta, periaatteessa palvelin toimisi 128 Mb muistilla ja 256 Mb kovalevytilalla. To-
dellisuudessa minimivaatimuksilla ei kuitenkaan pystyttäisi valvomaan tehokkaasti 
kuin todella pientä ympäristöä. Kuitenkin mitä enemmän muistia palvelimella on käy-
tössään, sitä tehokkaammin palvelimen tietokanta voi toimia. (Zabbix documentation 
2016) 
Tietokannan nopeus taas määrittää kuinka tehokkaasti itse valvontaohjelmisto toimii. 
Prosessorin kohdalla tilanne on sama, pienessä ympäristössä ei ole tarvetta tehok-
kaalle prosessorille. Valvottavan ympäristön kasvaessa tietokanta ja valvontaohjel-
misto kuitenkin tarvitsevat prosessoritehoja, riippuen valvottavien kohteiden mää-
rästä sekä valitusta tietokannasta. (Mt.) 
Zabbix onkin määrittänyt suuntaa antavia laitevaatimuksia erikokoisille ympäristöille, 
vaatimukset voidaan nähdä taulukosta 6. 
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Taulukko 6. Laitteistovaatimukset (Mt.) 
Koko Prosessori Muisti Tietokanta Hostien lukumäärä 
Pieni 1 Ydin 1 GB MySQL, InnoDB 100 
Keskikokoinen 2 Ydintä 2 GB MySQL, InnoDB 500 
Suuri 4 Ydintä 4 GB RAID 10 MySQL, 
InnoDB tai 
PostreSQL  
> 1000 
Erittäin suuri 8 Ydintä 16 GB Nopea RAID 10 
MySQL, InnoDB tai 
PostreSQL 
> 10000 
 
Laitteistovaatimusten lisäksi Zabbix-palvelin vaatii toimiakseen tiettyjä ohjelmistoja. 
Zabbix on rakennettu toimimaan nykyaikaisilla LAMP-stäkeillä. LAMP on lyhenne nel-
jästä komponentista jotka ovat: 
- Linux-käyttöjärjestelmä. 
 
- Apache. 
 
- MySQL sekä vastaavat. 
 
- PHP sekä vastaavat. 
 
Ohjelmistojen ja laitteistovaatimusten lisäksi, Zabbix on antanut kaavat joiden perus-
teella voidaan laskea tietokannan tilantarve. Palvelimen vaatima tilantarve voidaan 
laskea laskemalla yhteen neljä erillistä komponenttia: konfiguraatiot, historia, trendit 
sekä tapahtumat. Koska konfiguraatiotiedostot eivät yleensä kasvata kokoaan, pysyy 
niiden yhteiskoko alle 10 Megabitin.  (Mt.) 
Tietokanta ylläpitää tietoja viimeisestä kolmesta komponentista. Tietokannan vaati-
maan kokoon voidaan kuitenkin vaikuttaa lyhentämällä aikaa historiatietojen säilyt-
tämisessä tietokanassa. Tietokannan levytilavaatimuksia voidaan kuitenkin arvioida 
melko tarkasti jo suunnitteluvaiheessa. Tietokannan kokoon vaikuttavia seikkoja 
ovat: 
- Prosessoitujen arvojen määrä sekunnissa. 
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- Tietokannan historian siivousasetukset. 
- Tietokannan trendien siivousasetukset. 
- Tietokannan tapahtumien siivousasetukset. 
 
Zabbix on tarjonnut muutamia laskukaavoja, joiden avulla voidaan laskea jo suunnit-
teluvaiheessa tietokannan tilantarve. Suunnitteluvaiheessa kannattaa ottaa huomi-
oon myös mahdolliset lisäykset valvontaan, joten arviointi kannattaa tehdä tulevai-
suutta silmällä pitäen. Prosessoitujen arvojen määrä voidaan arvioida laskemalla val-
vottavien kohteiden ja palveluiden määrä ja jakamalla se päivitystiheydellä.  Toteu-
tuksen valvottavien kohteiden ja palveluiden määrä on arvioitu 9900, joten kaavaa 
käyttämällä saadaan tulokseksi:  
9900/60=165 values per second 
Kun oletettu values per second on laskettu, voidaan siirtyä laskemaan itse tilantar-
peita. Koska Zabbix pitää valvottavien kohteiden arvoja tietokannassaan määritysten 
perusteella viikoista kuukausiin, jokainen uusi arvo vaatii tietyn määrän levytilaa tie-
dolle sekä arvolle. Toteutukseen on päädytty pitämään historiatietoja 31 päivän ajan, 
täten arvoille kaavaa käyttämällä saadaan tulokseksi: 
31 * 24 * 3600 * 165 = 441 936 000 = ~440M 
Koska yhden arvon tiedon säilyttäminen levyllä voi viedä tilaa muutamasta kymme-
nestä tavusta satoihin tavuihin, on Zabbix antanut kaavalle tämän keskiarvon 90 ta-
vua. Käyttämällä tätä kaavaa saadaan historiatietojen tilantarpeeksi: 
450 * 90 = 40500/1024 = 39,55GB =~40 GB 
Zabbix ylläpitää tunnin maksimi/minimi/keskiarvo/määrä tietoja trendien käyttöä 
varten. Tietoja käytetään ennustamaan tulevia tapahtumia, esimerkiksi koneen kaa-
tuminen voidaan ennustaa trendien perusteella. Tunnin maksi-
mi/minimi/keskiarvo/määrä aikavaihtelua ei voida vaihtaa konfiguraatioista. Trendi-
en tilavaatimukseksi saatiin yhdelle vuodelle laskukaavaa käyttämällä: 
9900 * 24 * 365 * 90 = 7,4GB =~7,5 GB, 3 vuotta pidetään 7,5 * 
3 = 22,5 GB 
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Viimeiseksi tulee laskea tapahtumien tilantarve, Zabbix tapahtumien tilantarve on 
170 tavua. Tapahtumien päivittäisen määrän laskeminen on kuitenkin haastavaa, 
joten voimme laskea ns. ”worst case scenarion” mukaisesti jolloin tulisi 1 tapahtuma 
sekunnissa. Tällöin Zabbixin laskukaavaa käyttämällä saadaan tulokseksi: 
3*365*24*3600* 170 = 15GB 
Lopullinen tilantarve on laskettu kaavalla: 
40 + 22,5 + 15 = 77,5 GB + 22,5 GB Käyttöjärjestelmälle + pelivaral-
le =100 GB (Mt.) 
5.2.2 Zabbix-palvelin 
Zabbix-palvelin on valvontaympäristön aivot, jotka ohjailevat muita järjestelmän osia. 
Palvelimen tehtävänä on kerätä keskitetysti tietoa palveluiden ja palvelimien tilasta, 
sekä ilmoittaa ylläpitäjille mahdollisista virhetilanteista. Ongelmista tiedottaminen 
voi olla joko passiivista tai aktiivista, ongelmat voidaan haluttaessa näyttää pelkäs-
tään palvelimen käyttöliittymässä. Ongelmista voidaan myös ilmoittaa ylläpitäjille 
halutulla viestintätavalla, vakiona Zabbix tukee sähköposti-ilmoituksia, tekstiviesti-
ilmoituksia sekä jabber-ilmoituksia. Toteutuksessa käytetään perinteisen valvonta-
portaalin lisäksi myös sähköposti-ilmoituksia.  
Zabbix tarjoaa palvelimen asennusmedialle kolme eri vaihtoehtoa: Jakelupaketin la-
taus sekä asennus, lähdekoodit sekä virtual appliance. Virtual appliance on uusin ja-
kelumetodi Zabbix-ohjelmiston jakelussa, virtual appliance paketti sisältää valmiiksi 
konfiguroidun imagen virtuaalikoneisiin. Virtual appliance imageja on tarjolla seuraa-
vissa formaateissa: 
- vmdk (VMware/Virtualbox) 
-  OVF (Open Virtualisation Format) 
- KVM 
- HDD/Flash image, USB tikku 
- Live CD/DVD 
- Xen Guest 
36 
 
 
- Microsoft VHD (Azure ja Hyper-V) 
 
Zabbix-palvelinta testattiin alkuun Microsoft VHD virtuaalikovalevyn imagella, asen-
taminen onnistui ongelmitta. Virtuaalikovalevylle oli asennettu Zabbix 3.0 versio, 
käyttöjärjestelmänä toimi Ubuntun versio 14.04.3. Asennus toimi käytännössä siten, 
että ensin tehtiin Hyper-V:llä virtuaalikone, jolle määritettiin halutut tehot. Koneen 
määrittelyjen jälkeen määritettiin koneen kovalevyksi aiemmin ladattu Microsoft 
VHD virtuaalikovalevy. Kovalevyn lisäämisen jälkeen kone käyntiin jonka jälkeen 
Ubuntu käynnistyy. Virtual Appliance on valmiiksi asennettu ja konfiguroitu paketti, 
Ubuntulle ei käytännössä tarvinnut juuri muuta konfiguroida kuin haluttu IP-osoite. 
IP-osoitteen määrittelyn jälkeen määritetyllä osoitteella päästiin selaimesta Zabbix 
verkkosivulle käsiksi. Zabbixiin oli laitettu valmiiksi itse Zabbix-palvelin valvonnan 
piiriin, valvonnasta esimerkkiä voidaan nähdä kuviosta 8. 
 
 
Kuvio 8. Virtual Appliance valvonta 
 
Lopullinen toteutus tapahtui kuitenkin lataamalla jakelupaketti Zabbixin tarjoamasta 
jakelupaketista. Ennen asentamista virtualisoitiin CentOS 7.2 minimal. CentOS asen-
nettiin virtuaalisena Windows 2012 serverille Hyper-V:n avulla, virtuaalipalvelimelle 
määritettiin 4 GB muistia, prosessorille annettiin 4 ydintä ja kovalevyksi määritettiin 
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aiempien laskujen perusteella 100 GB tilaa. Zabbixin vaatima LAMP stäkki koostui 
toteutuksessa CentOS 7.2 minimalista, Apachesta, MariaDB:stä sekä PHP:sta.  
Zabbix-palvelimen asennus aloitettiin lisäämällä zabbix ja epel repositiot seuraavilla 
komennoilla: 
yum install epel-release 
rpm –ivh http://repo.zabbix.com/zabbix/3.0/rhel/7/x86_64/zabbix-
release-3.0-1.el7.noarch.rpm 
Palvelimelle tehtiin myös käyttäjäryhmä sekä –tunnus zabbixille käytettäväksi. Käyt-
täjäryhmä ja –tunnus tehtiin komennoilla: 
groupadd zabbix && useradd -m -s /bin/bash -g zabbix zabbix 
Käyttäjäryhmän ja –tunnuksen jälkeen oli aika asentaa Zabbix-palvelin, tietokanta-
palvelin, web-palvelin ja php. Asennus suoritettiin komennolla: 
yum -y install zabbix-server-mysql zabbix-web-mysql mysql mariadb-
server httpd php 
Asennuksen jälkeen tietokanta pitää konfiguroida, ennen konfigurointeja täytyy 
kuitenkin tietokanta-palvelin käynnistää ja lisätä käynnistymään palvelimen mukana 
komennolla: 
systemctl start mariadb && systemctl enable mariadb 
MariaDB on nyt päällä, tämän jälkeen pitää määrittää root salasana tietokantaan, 
samalla voidaan estää anonyymit käyttäjät, estää root kirjautuminen etänä sekä 
poistaa testi tietokanta sekä oikeudet sinne. Salasanan ja muiden konfiguraatioiden 
määrittäminen tapahtuu komennolla: 
mysql_secure_installation 
Root salasanan asettamisen jälkeen on aika tehdä Zabbix-tietokanta sekä käyttäjä, 
jota Zabbix-palvelin käyttää käyttäessään tietokantaa. Tietokanta ja käyttäjä saatiin 
lisättyä komennoilla: 
mysql –u root –p  
create database monitordb; 
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grant all privileges on tietokanta.* to kayttaja@localhost 
identified by “salasana”; 
flush privileges; 
exit 
Nyt tietokanta ”monitordb” on tehty ja tietokannalle on lisätty käyttäjäksi 
”zabbixdb”. Seuraavaksi pitää lisätä Zabbixin tarjoama kaavio tietokantaan, kaavio 
saadaan lisättyä tietokantaan seuraavien komentojen avulla: 
cd /usr/share/doc/zabbix-server-mysql-3.0.1 
gunzip create.sql.gz 
mysql -u root -p monitordb < create.sql 
Zabbixin tietokannan kaavio on nyt lisätty tietokantaan ja on toiminnassa. 
Seuraavaksi pitää käydä konfiguroimassa palvelimen konfiguraatiotiedostoon 
tietokannan tiedot. Konfiguraatiotiedosto löytyy 
”/etc/zabbix/zabbix_server.conf”, tiedostoon määritellään tietokannan tiedot 
halutulla tekstieditorilla seuraavanlaisesti: 
DBHost=localhost 
DBName=tietokanta 
DBUser=kayttaja 
DBPassword=salasana 
Konfiguraatioden jälkeen tulee tehdä halutut muutokset käyttöjärjestelmän 
palomuurille, jos palomuuria käytetään. Palomuurista tulee avata ainakin 
valvonnassa käytettävät tcp portit sekä 80, jotta voidaan liikennöidä http:llä. Tämän 
lisäksi tulee SELinux konfiguroida, mikäli SELinuxia halutaan käyttää. SELinuxille tulee 
antaa vähintäänkin seuraava komento: 
setsebool -P httpd_can_connect_zabbix=1 
Lopuksi vielä käynnistetään Zabbix-palvelin sekä http-palvelin ja lisätään molemmat 
käynnistymään palvelimen kanssa komennoilla: 
systemctl start httpd && systemctl enable httpd 
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systemctl start zabbix-server && systemctl enable zabbix-server 
Zabbix-palvein on nyt alustavasti toiminnassa, Zabbixiä voi nyt hallita suurimmilta 
osin verkkosivun kautta. Verkkosivua voidaan käyttää hostilta, jolla on pääsy samaan 
verkkoon jossa palvelin sijaitsee, sivun saa auki laittamalla selaimeen Zabbix-
palvelimen IP-osoitteen tai hostnamen. Esimerkiksi http://192.168.100.2/zabbix tai 
http://zabbix.andritz.com/zabbix. Verkkosivun latauduttua käynnistyy eräänlainen 
asennuksen viimeistely, kun asennus on saatu viimeistelyä avautuu login screen joka 
voidaan nähdä kuviossa 9. 
 
Kuvio 9. Zabbix-palvelin login 
5.2.3 Zabbix-välityspalvelin 
Zabbix-välityspalvelimen avulla voidaan vähentää valvontapalvelimen kuormitusta, 
valvonnan tietoja voidaan mm. lähettää passiivisia välityspalvelimia hyväksi käyttä-
mällä tietyin väliajoin. Tällöin yhteydet eivät ole valvontapalvelimelle jatkuvasti käy-
tössä, vaan dataa voidaan siirtää halutuilla aikajaksoilla.   
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Välityspalvelimen asentaminen itsessään on lähestulkoon verrattavissa agentin 
asennukseen, palvelimelle ei tarvitse asentaa kuin zabbixin repositio sekä yksinker-
taisimmillaan zabbix-proxy toimii sqlite3 tietokannan päällä. Välityspalvelimen tieto-
kantaa ei tarvitse konfiguroida ollenkaan, mikäli käytetään sqlite3 tietokantaa. Väli-
tyspalvelimen valvoessa suurta määrää kohteita, kannattaa sqlite3 tietokanta vaihtaa 
MySQL tietokantaan tai vastaavaan. Työn toteutuksessa sqlite3 tietokanta on kuiten-
kin riittävä valvottaviin ympäristöihin. 
Toteutuksessa Zabbix-proxy asennettiin CentOS 7.2 käyttöjärjestelmälle, käyttöjär-
jestelmä asennettiin virtuaalisena Hyper-V:n päälle. Välityspalvelin ei tarvitse toimi-
akseen suuria tehoja palvelimelta tai suurta levytilaa. Välityspalvelimelle riittää käy-
tännössä 1 ytimen, gigan muistilla ja 5 Gb:n kovalevyllä varustettu virtuaalipalvelin. 
Välityspalvelimen joutuessa valvomaan suurempia ympäristöjä, voidaan tehot tupla-
ta. 
Välityspalvelimella voidaan ratkaista myös site-to-site valvonnan ongelmat, kaikki 
tieto voidaan siirtää saman portin läpi riippumatta valvonta tavasta. Välityspalvelin 
voidaan asentaa joko suoraan lähdekoodista tai Zabbixin tarjoamista jakelupaketeis-
ta. Jakelupaketin lisääminen ei eroa Zabbix-palvelimen asentamisen alkuvaiheessa 
tehtävästä reposition, eikä käyttäjän sekä käyttäjäryhmän lisäyksestä. Reposition ja 
käyttäjän sekä ryhmän lisäyksen jälkeen voidaan Zabbix-proxy sqlite3 tietokannalla 
asentaa seuraavalla komennolla: 
yum –y install zabbix-proxy-sqlite3 
Proxyn asentamisen jälkeen tehdään tietokantaa varten kansio ja määritellään ai-
emmin tehdylle zabbix käyttäjälle sekä ryhmälle oikeudet kyseiseen kansioon. Tieto-
kantaa varten tehtiin kansio kohteeseen /var/lib/sqlite, sekä zabbix käyttäjälle sekä 
käyttäjäryhmälle annettiin oikeudet seuraavilla komennoilla: 
mkdir /var/lib/sqlite 
chown zabbix:zabbix /var/lib/sqlite 
Koska palvelimella on SELinux (Security-Enhanced Linux) toiminnassa, joudutaan SE-
Linux sääntöjä hieman muokkaamaan välityspalvelimen toimivuuden takaamiseksi. 
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Ensin tulee antaa Zabbix-proxylle oikeudet toimia juuri tehdyssä kansiossa, tämä ta-
pahtuu komennolla: 
chcon -t var_lib_t /usr/sbin/zabbix_proxy 
Zabbixille tulee myös antaa oikeudet toimia verkossa, nämä oikeudet saadaan annet-
tua komennolla: 
setsebool zabbix_can_network on && setsebool 
httpd_can_connect_zabbix on 
Koska välityspalvelin asennettiin toimimaan sqlite3 tietokannan päällä, ei tietokantaa 
tarvitse itse edes konfiguroida. Zabbix-proxy muodostaa itse tarvitsemansa tietokan-
nan vastaamaan konfiguraatioissa määritettyä tietokantaa. Tietokannan voi kuitenkin 
tehdä halutessaan myös itse. Tietokannan valmis pohja löytyy polusta:  
 /usr/share/doc/zabbix-proxy-sqlite3-3.0.3/ 
Kansiosta löytyy schema.sql.gz niminen pakattu tiedosto, tiedosto voidaan purkaa 
seuraavalla komennolla: 
gunzip /usr/share/doc/zabbix-proxy-sqlite3-3.0.3/schema.sql.gz 
Tietokannan pohjan purkamisen jälkeen voidaan pohja ottaa käyttöön sqlite3 tieto-
kannalle seuraavalla komennolla: 
sqlite3 /var/lib/sqlite/zabbix_proxy.db < /usr/share/doc/zabbix-
proxy-sqlite3-3.0.3/schema.sql 
Ennen välityspalvelimen käynnistämistä tulee vielä konfiguroida välityspalvelimelle 
muutama toiminnalle välttämätön konfiguraatio. Konfiguraatiotiedosto löytyy polus-
ta ”/etc/zabbix/zabbix_proxy.conf”. Konfiguraatiotiedostoon tulee muokata 
vähintään seuraavat kohdat: 
Proxymode=0 tai 1 (0 Active, 1 Passive) 
Server= Zabbix-valvontapalvelimen IP-osoite 
Hostname= Tähän välityspalvelimen IP-osoite tai FQDN-nimi 
Listenport= Tähän käyttävä portti 
SourceIP= Tähän välityspalvelimen IP-osoite 
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DBName=/var/lib/sqlite/zabbix_proxy.db (Proxy tekee tietokannan it-
se, mikäli tietokantaa ei löydy määritetystä polusta.) 
Konfiguroinnin jälkeen voidaan välityspalvelin käynnistää komennolla: 
systemctl start zabbix-proxy 
Välityspalvelimen käynnistyttyä kannattaa ohjelmisto asettaa vielä käynnistymään 
aina palvelimen käynnistymisen yhteydessä, tämä voidaan tehdä komennolla: 
systemctl enable zabbix-proxy 
5.2.4 Linux agentti 
Linux pohjaisilla käyttöjärjestelmillä asennuksen voi hoitaa useammallakin eri tavalla. 
Agentti voidaan ladata esimerkiksi Zabbixin tarjoamasta jakelupaketista. Jakelupake-
tin lataamisen jälkeen voidaan agentti asentaa seuraavalla komennolla: 
yum –y install zabbix-agent 
Agentin asennuksen jälkeen tulee agentti konfiguroida. Linux pohjaisissa järjestelmis-
sä agentin konfiguraatiot löytyvät vakiona ”/etc/zabbix/zabbix_agentd.conf”. 
Konfiguraatiotiedostoon tulee muokata vähintään seuraavat kohdat: 
Server=192.168.100.2  
ServerActive=192.168.100.2:10051  
Hostname=192.168.100.3  
Server sisältää tiedon passiivisesta valvontapalvelimesta tai välityspalvelimesta, Ser-
verActive sisältää tiedon aktiivisesta valvontapalvelimesta tai välityspalvelimesta. 
Välityspalvelin tosin voi olla myös passiivinen, mutta osoite on edelleen valvovan 
palvelimen tai välityspalvelimen. Hostname sisältää tiedon valvottavan koneen IP-
osoitteesta tai hostnamesta, tämän tiedon tulee olla sama kuin Zabbix-palvelimeen 
lisätyn valvottavan kohteen nimi jossa toimii myös IP-osoite. 
5.2.5 Windows agentti 
Windows-pohjaisilla käyttöjärjestelmillä asentaminen on muuten vastaava kuin Linux 
järjestelmissä, ainoana erona on itse agentin asennus. Asennus tapahtuu lataamalla 
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agentti osoitteesta 
http://www.zabbix.com/downloads/3.0.0/zabbix_agents_3.0.0.win.zip. 
Agentin latauksen jälkeen pakattu tiedosto puretaan haluttuun kohteeseen, esimer-
kiksi verkkolevylle, josta agentin voi aina siirtää haluttuun kohteeseen. Paketti sisäl-
tää kansion nimeltä ”Zabbix_agents_3.0.0.win”, tämä kansio siirretään valvottavaan 
kohteeseen. Kansion sijainnilla ei ole suurempaa merkitystä, esimerkiksi C: aseman 
juuri toimii varsin mainiosti. Zabbix_agents_3.0.0.win kansion nyt sijaitessa valvotta-
valla koneella, voidaan agentti asentaa Windows koneelle palveluna komennolla: 
C:\zabbix_agents_3.0.0.win\bin\win64\zabbix_agentd.exe --config 
C:\zabbix_agents_3.0.0.win\conf\zabbix_agentd.win.conf –install 
Agentin windows versiossa “bin” kansio pitää sisällään myös win32 kansion, riippuen 
windowsin asennusversiosta on suotavaa käyttää asennusversion mukaista agenttia.  
64-bittisellä asennusversiolla on suositeltavaa käyttää ”win64” kansiossa sijaitsevaa 
agenttia, kun taas 32-bittisellä asennusversiolla on suositeltavaa käyttää ”win32” 
kansiossa sijaitsevaa agenttia.  Asennuksen jälkeen konfiguraatiotiedostoon tehdään 
vähintäänkin samat muutokset mitä Linux-agentille, tämän lisäksi kannattaa määrit-
tää logitiedostolle sijainti. Esimerkiksi logit voidaan ohjata samaan kansioon komen-
nolla:  
LogFile=c:\zabbix_agents_3.0.0.win\log\zabbix_agentd.log 
Mikäli “zabbix_agents_3.0.0.win”-kansio ei sisällä log kansiota, tulee se tehdä sinne 
ennen agentin käynnistämistä. Logitiedoston määrittelyn jälkeen voidaan agentti 
käynnistää komennolla: 
C:\zabbix_agents_3.0.0.win\bin\win64\zabbix_agentd.exe –start 
Konfiguraatiotiedostoon tehdyt muutokset vaativat aina agentin uudelleen käynnis-
tämisen, agentti voidaan sulkea komennolla: 
C:\zabbix_agents_3.0.0.win\bin\win64\zabbix_agentd.exe –stop 
Valvonta-agentin voi poistaa palveluista yksinkertaisesti komennolla: 
C:\zabbix_agents_3.0.0.win\conf\zabbix_agentd.win.conf –uninstall 
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5.3 Valvonnan toiminta 
Zabbix valvontaohjelmistoa käytetään pääsääntöisesti web-käyttöliittymän kautta. 
Verkkosivun kautta voidaan esimerkiksi tarkastella valvottujen kohteiden tilaa, niiden 
antamia hälytyksiä, tarkastella tehtyjä graafeja sekä tehdä muokkauksia valvontaan. 
Kirjautumisen jälkeen käyttäjälle avautuu kuvion 10 mukainen näkymä, joskin käyttö-
liittymän värit saattavat erota kuvan värimaailmasta. Dashboard-näkymässä voidaan 
saada kuva toimintaympäristön palvelimien ja palveluiden tilasta, mukaan lukien itse 
Zabbix-palvelimen tilan tiedot. Zabbix-palvelimen tilatiedot kertovat mm. valvottavi-
en palvelimien lukumäärän, valvottavien kohteiden lukumäärän, hälytysten lau-
kaisimien lukumäärän sekä palvelimen tarvitseman suorituskyvyn. 
Dashboardin vasemmalla laidalla on oma osionsa suosikki graafeille, screeneille sekä 
kartoille.  Käyttäjä voi halutessaan lisätä usein käyttämänsä graafin suosikiksi, tällöin 
linkki kyseiselle graafille ilmestyy ”Favourite graphs” osion alle. Screenit taas mahdol-
listavat useamman graafin näyttämisen samalla sivulla. 
 
Kuvio 10. Zabbixin etusivu 
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Dashboard-näkymässä ”System status” näyttää palvelimien ja palveluiden tilan ryh-
mittäin, sekä määrän montako hälytystä on aktiivisena milläkin ryhmällä ja millä va-
kavuudella. ”Host status” näyttää myös ryhmittäin palvelimet, mutta ei ota kantaa 
siihen montako hälytystä on aktiivisena. Host status ilmoittaa käyttäjälle, monellako 
laitteella on aktiivisia hälytyksiä. System ja Host statuksen näkymä on nähtävissä ku-
viossa 11. 
 
Kuvio 11. Dashboard System ja Host status 
Kuviosta 12 voi nähdä, että ryhmällä “Testigroup” on yksi aktiivinen “warning”-tason 
hälytys. ”Last 20 issues”-osiosta voimme tarkastella 20 viimeisintä aktiivista hälytys-
tä. Tässä tapauksessa ”Testigroup”-ryhmän ”Testipalvelin” niminen palvelin on anta-
nut hälytyksen E: aseman vapaan levytilan ollessa alle 20 %. Tässä näkymässä näkyy 
myös viimeisimmän tilamuutoksen päivämäärä ja kellon aika, hälytyksen ikä, sekä 
onko kyseinen hälytys tiedostettu valvojan toimesta. Testipalvelimen hälytyksen 
voimme todeta kuviosta 12.  
 
Kuvio 12. Last 20 issues 
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Testipalvelinta painamalla avautuu valikko, jolla voi ajaa Zabbix-palvelimelle määri-
tettyjä scriptejä sekä pikalinkit kyseisen palvelimen eri tietoihin. Valikosta käsin voi-
daan esimerkiksi pingata palvelinta tai vaikkapa määrittää pakettien kulkeman reitin 
traceroutella. Valikko on nähtävissä kokonaisuudessaan kuviossa 13. 
 
Kuvio 13. Palvelimen click menu 
5.3.1 Valvottavien laitteiden lisäys 
Valvottavien laitteiden, eli hostien lisääminen valvontaan tapahtuu päävalikon alta 
”Configuration”-kohdasta, ”Hosts”-välilehdeltä. Configuration valikkorakenteen sekä 
”Hosts”-valikon etusivun voi todeta kuviosta 14. 
 
Kuvio 14. Hosts valikko 
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Hosts valikossa on listattuna kaikki valvontaan lisätyt laitteet, olivatpa ne aktiivisia tai 
ei. Listausten perusteella voidaan nähdä valvottavien laitteiden nimet, valvottujen 
sovellusten lukumäärä, sovellusten sisältämien kohteiden lukumäärä, hälytysten lau-
kaisemien eli triggereiden lukumäärä, graafien lukumäärä, discovery toimintojen lu-
kumäärä sekä web-pohjaisten valvontojen lukumäärä. Listauksesta voidaan näiden 
lisäksi nähdä valvottavan laitteen valvontarajapinnan osoite ja portti, välityspalvelin-
ten kautta valvottujen laitteiden nimen edestä löytyy valvovan välityspalvelimen ni-
mi. Listaus kertoo myös valvottujen laitteiden käyttämät templatet, eli valvontapoh-
jat, jotka määrittelevät mitä kohteita valvotaan ja millä metodein.  
Listauksen oikealta puolelta löytyvät vielä tiedot laitteen valvonnan tilasta, esimer-
kiksi onko laite valvonnan piirissä vai ei.  Tilatiedon lisäksi oikealta löytyy vielä lait-
teen saatavuus ja millä tavalla laite on mahdollisesti yhteydessä omaan valvontapal-
velimeensa. Laitteen saatavuuteen on 4 eri vaihtoehtoa, alkaen vasemmalta oikealle; 
Zabbix-agent, SNMP, JMX (Java sovellusten valvontaan) sekä IPMI. Saatavuuden li-
säksi oikealta löytyy vielä tieto agentin salausmetodista sekä mahdollinen informatii-
vinen ilmoitus virhetilanteissa. 
Uuden laitteen lisäys valvontaan onnistuu oikeasta ylälaidasta löytyvästä ”Create 
host”-napista, jo aiemmin lisätyn kohteen tuominen kovalevyltä onnistuu myös ”Im-
port”-napin avulla. ”Create host”-nappia painamalla avautuu uuden laitteen lisäämi-
sessä käytettävä lomake. Lomake on nähtävissä kuviosta 15. 
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Kuvio 15. Laitteen lisäyslomake 
Laitteen lisääminen kyseisellä lomakkeella on nopeaa ja yksinkertaista. ”Host name”-
kenttään annetun parametrin tulee täsmätä valvottavan laitteen konfiguraatiotiedos-
tossa ilmoitettua host namea. Mikäli nimipalvelut eivät ole käytettävissä laitteen si-
jaitsemassa ympäristössä, voidaan tässä käyttää myös IPv4-osoitetta tunnisteena. 
”Visible name”-kenttään voidaan antaa valvonnassa näkyvä nimi lisättävälle laittelle. 
”Groups”-kenttään voidaan määritellä lisätty laite, johonkin jo olemassa olevaan 
ryhmään tai vaihtoehtoisesti lisätä uusi ryhmä ”New group”-kenttään.  
Seuraavaksi valitaan valvontametodi, yleisin kohteiden valvontametodi on kuitenkin 
Zabbixin oma valvonta-agentti. Valvontaa voidaan toteuttaa myös useammalla me-
todilla tai agentilla samanaikaisesti, uuden lisääminen tapahtuu yksinkertaisesti 
”Add” linkkiä painamalla halutun metodin alta. Lopuksi voidaan antaa laitteelle jokin 
kuvaus ”Description”-kenttään sekä laitteen käyttäessä välityspalvelinta voidaan ha-
luttu välityspalvelin valita drop down valikosta. Alhaalla sijaitsee sininen ”Add”-nappi 
uuden laitteen lisäyslomakkeessa. Mikäli päivitetään jo olemassa olevan laitteen tie-
toja, on ”Add”-nappi korvattu ”Update”-napilla 
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Laitteen tietojen lisäyksen jälkeen tulee laitteelle määritellä sen käyttämät templatet, 
eli valvontapohjat. Valvontapohjat saadaan lisättyä laitteelle ”Templates”-
välilehdeltä. ”Templates”-välilehti sisältää tiedon laitteella jo käytössä olevista val-
vontapohjista, sekä antaa mahdollisuuden liittää laitteelle uusia valvontapohjia ”Link 
new templates”-osiossa. Uuden valvontapohjan lisäyksessä on huomioitava, että uusi 
valvontapohja ei linkity laitteelle ennen ”Add”-linkkiä painamista. ”Templates”-
välilehti on nähtävissä kuviossa 16. 
 
Kuvio 16. Laitteelle templaten lisäys 
Valvontapalvelimen tai välityspalvelimen ja agentin välinen liikenne voidaan myös 
salata PSK:n (Pre-Shared Key) tai Sertifikaattien avulla. Liikenteen salausmetodi voi-
daan lisätä ”Encryption” välilehdeltä. Salauksen lisääminen toimii käytännössä samal-
la tavalla mitä välityspalvelimen ja valvontapalvelimen välisen salauksen lisääminen. 
Välityspalvelimen ja valvontapalvelimen välinen salaus on käyty läpi kohdassa 6.3.2. 
5.3.2 Välityspalvelimen lisäys 
Välityspalvelimen, eli proxyn lisääminen valvontaan tapahtuu päävalikon alta ”Ad-
ministration”-kohdasta, ”Proxies”-välilehdeltä. Administration valikkorakenteen sekä 
”Proxies”-valikon etusivun voi todeta kuviosta 17. 
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Kuvio 17. Proxies valikko 
Proxies valikossa on listattuna kaikki valvontapalvelimeen lisätyt välityspalvelimet. 
Valikko näyttää valvontapalvelimelle lisättyjen välityspalvelinten nimet, missä toimin-
tatilassa välityspalvelinta käytetään, salauksen muodon sekä milloin välityspalveli-
meen on viimeksi oltu yhteydessä. Proxies valikosta voidaan myös nopeasti nähdä 
välityspalvelimen valvottavien palvelinten sekä kohteiden määrän. Valikosta voidaan 
myös nähdä välityspalvelinten tarvitsema teho, joka on ilmoitettu ”values per se-
cond”-arvolla. Viimeiseksi valikosta voidaan nähdä välityspalvelimelle raportoivat 
kohteet. 
Uuden välityspalvelimen lisäys tapahtuu Proxies valikon oikeasta ylälaidasta löytyväs-
tä, sinisestä ”Create proxy”-napista. ”Create proxy”-nappia painamalla avautuu lo-
make, jonka täyttämällä välityspalvelimen lisäys tapahtuu. Välityspalvelimen lisäys 
muistuttaa suurelta osin valvottavien kohteiden lisäystä. Välityspalvelimen lisäykses-
sä käytettävän lomakkeen voimme nähdä kuviosta 18. 
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Kuvio 18. Proxyn lisäyslomake 
Välityspalvelimen lisäykseen käytettävä lomake muuttuu hieman, riippuen kumpaa 
toimintatapaa välityspalvelimen halutaan käyttävän. Passiivista välityspalvelinta lisä-
tessä lomakkeessa pyydetään ”Interface”-tietueeseen välityspalvelimen käyttämää 
IP-osoitetta tai FQDN nimeä, sekä käytettäväksi haluttua porttia. Halutessaan mo-
lemmat arvot voidaan kyllä täyttää, mutta vain toista tullaan käyttämään yhteyden 
muodostamiseen. Yhteys muodostetaan ”Interface”-tietueen ”Connect to”-valinnan 
perusteella, esimerkiksi kuviossa 19 on yhteys määritetty muodostettavan IP-
osoitteen perusteella.  
Passiivisessa välityspalvelimessa Proxyn nimi voi olla mikä vain, sillä yhteys muodos-
tetaan ”Interface”-tietueen pohjalta. Välityspalvelimen lisäyslomakkeella voidaan 
myös lisätä välityspalvelimelle suoraan jo olemassa olevia kohteita. ”Description”-
kenttään voidaan antaa välityspalvelinta kuvaava kuvaus, joskin tämän kentän tiedot 
ovat valinnaisia, eivät pakollisia. 
Aktiivisen välityspalvelimen lisäyksessä lomakkeen ulkonäkö muuttuu siltä osin, että 
”Interface”-tietue puuttuu kokonaan. Yhteyden muodostus ja välityspalvelimen tun-
nistautuminen tapahtuukin konfiguraatioiden pohjalta, mutta myös ”Proxy name”-
kentän perusteella. Aktiivisella välityspalvelimella proxyn nimen tulee vastata väli-
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tyspalvelimen konfiguraatioissa määritettyä hostnamea, joka voi olla FQDN tai IPv4-
osoite. 
Zabbix-palvelimen ja välityspalvelimen välille voidaan myös muodostaa salattu yhte-
ys ”Encryption”-välilehdeltä. ”Encryption”-välilehden näkymä voidaan todeta kuvios-
ta 19. 
 
Kuvio 19. Proxy encryption 
Salaukselle on olemassa kolme eri vaihtoehtoa, ei salausta, PSK sekä Sertifikaattipoh-
jainen salaus. Toteutuksessa käytämme PSK muotoista salausta, johtuen sen yksin-
kertaisesta muodostamisesta. PSK avaimen tekemisessä hyödynnämme OpenSSL 
ohjelmaa tekemään valmiin 256-bittisen merkkijonon. Merkkijono saadaan luotua 
komennolla ”openssl rand –hex 32”, kuten kuviosta 20 voidaan todeta. 
 
Kuvio 20. PSK avaimen luonti 
Avaimen luomisen jälkeen valitaan halutulle välityspalvelimelle encryption välilehdel-
tä PSK salaus painamalla ”PSK”-nappia. Napin painalluksen seurauksena ilmestyy 
checkboxien alapuolelle 2 uutta kenttää, ”PSK Identity” sekä ”PSK”. PSK Identity 
kenttään tulee antaa yksilöllinen nimi käytetylle avaimelle, tämän nimen tulee olla 
identtinen välityspalvelimen konfiguraatiotiedoston ”TLSPSKIdentity=” parametrin 
kanssa. PSK kenttään syötetään aiemmin luotu merkkijono, merkkijono toimii salauk-
sen avaimena. Aiemmin luotu merkkijono tulee lisätä myös välityspalvelimelle, väli-
tyspalvelimelle tehdään tiedosto joka pitää sisällään luodun merkkijonon. Tiedoston 
sijainnilla ei ole sen suurempaa merkitystä, mutta Zabbixille pitää antaa oikeudet 
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lukea kyseistä tiedostoa. Tiedoston nimi voi olla esimerkiksi ”zabbix_proxy.psk”. Väli-
tyspalvelimen konfiguraatiotiedostoon vaaditut muutokset ovat: 
TLSConnect=psk 
TLSAccept=psk (Passiivisille proxyille) 
TLSPSKFile=/home/zabbix/zabbix_proxy.psk 
TLSPSKIdentity=PSK PROXY 001 
”Connections to proxy”-osio määrittää salausmetodin valvontapalvelimelta välitys-
palvelimelle. Mikäli käytössä on passiivinen välityspalvelin, on tämä ainoa valittavissa 
oleva parametri. Aktiivisen välityspalvelin kohdalla tulee myös määritellä ”Connec-
tions from proxy”-osio, sillä se määrittää salausmetodin välityspalvelimelta valvonta-
palvelimen suuntaan kommunikoidessa. Kuviossa 21 on nähtävissä salauksen lisää-
minen välityspalvelimelle. 
 
Kuvio 21. PSK:n lisäys 
5.3.3 Templaten lisääminen 
Templatet, eli valvontapohjat pitävät sisällään valvottavien kohteiden määrityksiä, 
kuten mitä valvotaan ja miten valvotaan. Templatet löytyvät ”Configuration”-
valikosta, ”Templates”-välilehdeltä. Templatet nopeuttavat valvottavien kohteiden 
valvontaan lisäämistä huomattavasti, samoja valvonta parametrejä voidaan käyttää 
useassa eri laitteessa. Uuden laitteen lisäys olisi huomattavasti hitaampaa, jos jokai-
selle laitteelle pitäisi määritellä erikseen valvottavat kohteet. Templateja käyttämällä 
voidaan vastaavanlaisia laitteita valvoa samoilla templateilla. Templatet voidaan liit-
tää suoraan kokonaiselle ryhmälle laitteita, tällöin kaikki ryhmään kuuluvat laitteet 
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saadaan muutamalla napin painalluksella valvottaviksi laitteiksi. Templateja voidaan 
myös linkittää keskenään, esimerkiksi SNMP valvontapohjia on määritelty mm. kova-
levyille, laitteen tiedoille, prosessoreille sekä verkkorajapinnoille. Nämä useat SNMP 
valvontapohjat on linkitetty toimimaan kokonaisuutena eri käyttöjärjestelmille. Esi-
merkkinä on nähtävissä Linux käyttöjärjestelmän SNMP valvontapohja kuviossa 22. 
 
Kuvio 22. Linux SNMP-valvontapohja 
Zabbix tarjoaa oletuksena 40 kappaletta valmiiksi määritettyjä templateja, tämän 
lisäksi muiden käyttäjien tekemiä valmiita valvontapohjia useisiin eri käyttötarkoituk-
siin löytyy mm. https://share.zabbix.com. Oletus templatet pitävät sisällään valvon-
tapohjia mm. sovelluksille ja palveluille kuten FTP, HTTP, HTTPS, IMAP, LDAP, MySQL, 
NTP, POP, SMTP ja SSH. Valvontapohjia löytyy myös lähes kaikille käyttöjärjestelmille 
agentille valvottaviksi tai vaihtoehtoisesti myös SNMP pohjaiset valvontapohjat löy-
tyvät oletuksena Zabbixista. Valvontapohjia on myös Java pohjaisille sovelluksille se-
kä muutamia VMwarelle, valvontapohjat tuovat siis useita satoja valvottavia kohteita 
jo valmiiksi ohjelmiston asennuksen yhteydessä. ”Templates”-välilehti on nähtävissä 
osittain kuviossa 23. 
 
Kuvio 23. Templates välilehti 
Uuden templaten tuominen tiedostosta tai kokonaan uuden templaten rakentamisen 
aloittaminen onnistuu ”Configuration”-osiosta, ”Templates”-välilehdeltä. Välilehdeltä 
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voidaan selata jo olemassa olevia templateja, jotka voidaan näyttää joko kaikki tai 
vain haluttuihin ryhmiin kuuluvat templatet. Näytettävät templatet valitaan oikealta 
ylhäältä löytyvästä drop down valikosta. Uuden templaten tuominen tiedostosta tai 
uuden templaten luominen onnistuu drop down valikon vierestä löytyvien nappien 
avulla.  
Valmiita templateja voidaan myös ottaa talteen valitsemalla halutut templatet 
checkboxeja valitsemalla, haluttujen templatejen valitsemisen jälkeen löytyy sivun 
alaosasta ”Export”-nappi. Napin avulla saadaan Zabbixistä ladattua halutut templa-
tet. ”Export”-toimintoa käyttäessä on kuitenkin hyvä muistaa, että jos ollaan tuomas-
sa useampaa templatea samanaikaisesti Zabbixilta haluttuun kohteeseen, menevät 
ne kaikki samaan tiedostoon. 
Valvontapohjien avulla voidaan myös valvottujen kohteiden valvonnan aikaväliä 
muuttaa helposti usealle kohteelle samanaikaisesti. Valvonnan aikaväliä on hyvä 
muuttaa kohteisiin, joiden tarkastaminen joka tunti ei ole järkevää eikä kannattavaa. 
Esimerkiksi järjestelmän käynnissäoloaikaa tai järjestelmän host namea ei ole tar-
peen käydä tarkastamassa minuutin, eikä välttämättä tunninkaan välein. Aikavälien 
päivittäminen jokaiselle laitteelle yksittäin olisi hidasta ja aikaa vievää työtä, Zabbix 
kuitenkin tarjoaa mahdollisuuden usean kohteen samanaikaiseen päivittämiseen.  
Aikavälejä voidaan käydä muuttamassa templatejen kautta, valitaan haluttu templa-
te, joka on käytössä halutuilla laitteilla. Valitaan templatesta valvottavat kohteet 
”Items”-välilehdeltä, valitaan checkbokseista muutettavat kohteet ja painetaan al-
haalta löytyvästä ”Mass update”-napista. Nappi avaa näkymän, johon on listattu 
kaikki muutettavissa olevat parametrit, muutoksia kyselyiden ajalliseen muutokseen 
tehdään joko ”update interval” tai ”custom interval” valinnoista. ”Update interval”-
valinta mahdollistaa aikavälin määrittämisen sekuntien tarkkuudella, jos kohteen 
tarkistus halutaan ajoittaa tietyille päiville, tiettyyn kellonaikaan, annetaan tähän 
arvo 0. ”Custom interval”- valinta mahdollistaa joko joustavamman valvontatavan tai 
absoluuttisen aikaikkunan jolloin tietoja halutuista kohteista käydään kysymässä. 
Joustavampi valvontapa, ”Flexible” mahdollistaa valvonnan suorittamisen halutuin 
aikavälein tiettyinä ajanjaksoina. Halutulle ajanjaksolle aikavälille määriteltäessä arvo 
0, otetaan update interval kentästä löytyvä aikaväli käyttöön. Update interval arvon-
kin ollessa 0, ei valvontaa suoriteta. Flexible lomake on nähtävissä kuviossa 24. 
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Kuvio 24. Flexible intervals 
Kohteen valvominen päivittäin tiettynä ajankohtana onnistuu valitsemalla ”Schedu-
ling” aikaväli. Scheduling kenttään voidaan määrittää kohteen valvonta suoritettavan 
haluttuina päivinä, haluttuun kellon aikaan. Esimerkiksi kohteelta voidaan käydä ky-
symässä maanantaista perjantaihin kello 8 kohteen antamaa arvoa.  Schedulingissä 
käytettävät parametrit löytyvät taulukosta 7. 
Taulukko 7. Scheduling parametrit 
Parametri Kuvaus Arvot välillä 
md Kuukauden päivät 1-31 
wd Viikonpäivät (Alkaa maanantaista) 1-7 
h Tunnit 0-23 
m Minuutit 0-59 
s Sekunnit 0-59 
 
Schedulingissä parametrejä voidaan käyttää joko absoluuttiseen tarkastus ajanjak-
soon tai tarkistuksia voidaan määrittää ajettavaksi esimerkiksi tunnin välein maanan-
taisin 9-17 arvolla wd1h9-17. Tarkastus voidaan myös ajastaa päivittäin kello 9 arvol-
la wd1-7h9. Laitteen käynnissäoloaikaa ja host namea käydään tarkastamassa maa-
nantaista perjantaihin kello 7 aamulla. Ajastus on nähtävissä kuviossa 25. 
 
Kuvio 25. Valvonnan ajastus 
Toteutuksessa pyrittiin saamaan valvonnan aiheuttama verkkoliikenne mahdollisim-
man vähäiseksi kuukautta kohden, tätä varten aktiivista valvontaa suoritettiin toimis-
totuntien aikana tarkemmin. Toimistotuntien ulkopuolella valvontaa suoritettiin har-
57 
 
 
vemmilla aikaväleillä, ja viikonloppuisin suurin osa valvonnasta lopetettiin kokonaan. 
Tiedon kertymisestä näillä säännöillä on nähtävissä kuviosta 26. 
 
Kuvio 26. Viikonlopun valvontadata 
5.3.4 Hälytysten lisäys 
Zabbixin käyttämät hälytykset voidaan liittää yksittäin haluttuihin kohteisiin, tai häly-
tyksiä voidaan lisätä templateihin. Tällöin laitteet, jotka käyttävät kyseisiä templateja 
saavat templateihin liitetyt valvonta- ja hälytysparametrit käyttöönsä. Hälytyksiä voi-
daan lisätä ”Configuration”-valikosta, ja riippuen halutaanko hälytyksiä lisätä yksittäi-
selle laitteelle ”Hosts”-välilehden kautta vai lisätäänkö hälytykset johonkin templa-
teen ”Templates”-välilehden kautta. Hälytystä varten tarvitaan valvottava kohde, eli 
”Item”. Kohteita käytetään haluttujen osioiden valvomisessa, kohteissa määritellään 
mitä tietoa palvelimelta halutaan valvottavaksi. Kohteissa määritellään myös valvon-
tametodi, valvotaanko kohdetta esimerkiksi SNMP:n, Agentin vai aktiivisen Agentin 
kautta. Kohteita tehtäessä tulee valvottavalle kohteelle määrittää käytetty avain, 
jonka perusteella saadaan haluttu tieto valvonnan piiriin.  
Kohteelle tulee myös määrittää millaista tietoa kyseinen avain hakee, onko tieto esi-
merkiksi numeerista, logitietoja vai tekstiä. Kohteelle tulee myös määrittää kuinka 
tieto tallennettaan, tallennetaanko tieto esimerkiksi sellaisenaan vai arvon muun-
noksena. Tietyillä valvontamuodoilla voidaan myös määrittää milloin haluttua koh-
detta valvotaan. Kohteelle voidaan myös määrittää millaisena tieto halutaan esittää, 
mahdollisia esitystapoja on mm. palvelun tila, laitteen saatavuus tai vaikkapa HTTP:n 
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saama vastauskoodi. Kohteet voidaan liittää myös sovellusten alle, esimerkiksi kova-
levyn tilatiedot voidaan liittää ”Filesystems”-sovelluksen alle. Sovellukset helpottavat 
halutun tiedon etsimistä ja kategorisointia. Kohteen lisäyslomakkeesta voidaan näh-
dä esimerkki kuviossa 27. 
 
Kuvio 27. Kohteiden lisäys 
Kohteiden avulla saadaan määritettyä hälytysten laukaisimet “triggers”-välilehdeltä. 
Laukaisimet antavat hälytyksen havaitessaan ehtojen täyttymisen. Toteutuksessa 
haluttiin valvoa mm. RAID pakkojen toimintaa, RAIDin valvonta onnistui HP palveli-
milta eventlogia valvomalla. Ensin tehtiin valvottava kohde aktiivisille agenteille, koh-
teen tyypiksi on määritetty eventlog. Kohteen avain määritettiin seuraavanlaiseksi: 
eventlog[System,,”Information|Warning|Error”,”HP Smart Ar-
ray”,,,skip] 
Avain muodostui eventlogin valvonnan vaatimien parametrien perusteella, mahdolli-
set parametrit olivat: 
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event-
log[name,<regexp>,<severity>,<source>,<eventid>,<maxlines>,<mode>] 
Valvottava kohde haettiin parametrien perusteella eventlogin ”System”-osiosta. Sys-
tem-osion sisältä haettiin informatiivisiä, varoituksia sekä vikatilanteen synnyttäneitä 
logitietoja. Valvottavien logitietojen tulee olla lähtöisin ”HP Smart Array”:ltä. Viimei-
seksi määritetty ”skip”-parametri kertoo valvonnalle, että eventlogia ei lähdetä pur-
kamaan kokonaan. Parametrin perusteella valvotaan vain uusia logitapahtumia. 
Kohteen lisäämisen jälkeen tuli määritellä kohteelle laukaisin, joka antaa halutun 
vakavuustason hälytyksen vikatilanteen sattuessa. Laukaisimelle määritettiin ensin 
nimi, joka hälytyksen aktivoituessa tulee näkymään ”Dashboard”-näkymässä sekä 
sähköposti ilmoituksessa. Nimessä on hyvä käyttää {HOST.NAME} makroa, tällöin 
jokaiselle laitteelle ei tarvitse tehdä yksilöllistä viestiä triggerille laitteen tunnistami-
seksi. Laukaisimelle annettiin ehdoiksi logitiedostoon ilmestyneen tapahtuman il-
moittajan ollessa ”HP Smart Array”. Toisella rivillä määritettiin tapahtuman ollessa 
vakavuudeltaan suurempi kuin ”Warning”-tason ilmoitus. Kolmannella rivillä sijaitse-
va ”.nodata(30)” huolehtii aiheutuneen hälytyksen poistamisesta. Hälytys poistuu 
”HP Smart Array”:n antaman informatiivisen logitiedon jälkeen, eikä uutta informa-
tiivista korkeampaa tietoa tule logiin 30 sekunnin kuluessa. Hälytys on myös mahdol-
lista määrittää antamaan aina tietyin väliajoin uusi hälytys aiheesta, tämä tapahtuu 
ottamalla ”Multiple PROBLEM events generation” käyttöön. Jokaisesta uudesta häly-
tyksestä lähtee myös uusi sähköposti ilmoitus, joten tämän vaihtoehdon käyttöä on 
syytä pohtia onko se todella tarpeen. Laukaisimen määritykset on nähtävissä seuraa-
valla sivulla kuviossa 28. 
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Kuvio 28. RAIDin tilan tarkastus 
5.3.5 Palveluiden valvonta 
Palveluiden valvonta on yksi tärkeä osa verkonvalvontaa, palveluiden valvonnassa 
tulee kuitenkin miettiä kuinka palvelua valvotaan. Palvelun tila voidaan hakea yksin-
kertaisesti palvelimelta tutkimalla onko palvelu käynnissä vai ei. Palvelun tilatieto ei 
kuitenkaan yleensä ole riittävä todentamaan toimiiko palvelu oikein, vaikka palvelu 
olisikin käytössä. Tätä varten voidaan kuitenkin rakentaa valvontakohteita testaa-
maan palvelun toimintaa. Toteutuksessa otettiin esimerkiksi DNS palvelu valvonnan 
piiriin. Valvonnassa käytettiin hyödyksi verkosta löytyvää jo valmista DNS valvonta-
pohjaa sekä tekemällä oma valvontaparametri, jossa DNS palvelimelle tehdään kysely 
alueen toiminnasta. DNS palvelimelta valvottiin mm. onko palvelu pystyssä, onko 
DNS portti toiminnassa sekä DNS kyselyiden joita palvelimelta on kysytty. Kuviosta 29 
voimme nähdä DNS palvelimella suoritettavaa valvontaa. 
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Kuvio 29. DNS-palvelun valvonta 
5.3.6 Ilmoitukset 
Zabbix ilmoittaa vakiona hälytyksistä web-sivullaan, hälytykset voidaan havaita mm. 
etusivun ”dashboard”-näkymästä. Perinteisen valvontaruudun lisäksi Zabbix tarjoaa 
myös muita tapoja ilmoittaa ylläpitäjälle valvottujen laitteiden vikatilanteista. Zabbix 
tarjoaa 3.0 versiossaan vakiona mahdollisuuden lähettää vikailmoitukset sähköpos-
titse, jabberin kautta, scriptejä käyttämällä sekä tekstiviestillä. Toteutuksen yksi kri-
teeri oli vikatilanteista ilmoittaminen sähköpostitse. 
Sähköposti-ilmoituksen lisääminen vaatii konfigurointia kolmeen eri osioon, ensiksi 
tarvitaan SMTP (Simple Mail Transfer Protocol) palvelin, jonka kautta Zabbix voi lä-
hettää vikailmoitukset ylläpitäjille.  SMTP palvelimen konfigurointi tapahtuu ”Admini-
stration”-valikosta, ”Media types”-välilehden kautta. ”Media types”-välilehti pitää 
sisällään kaikki Zabbixin tukemat ilmoitusmetodit. Välilehdeltä voidaan todeta aktiivi-
sena olevat ilmoitusmetodit, niiden käyttötarkoitus sekä ilmoitusmetodin käyttössä 
olevat asetukset. ”Media types”-välilehden näkymä on nähtävissä kuviossa 30. 
 
Kuvio 30. Media types 
SMTP palvelimen asetukset voidaan lisätä suoraan muokkaamalla jo valmiiksi löyty-
vää “Email”-mediatyyppiä. Vaihtoehtoisesti voidaan myös tehdä kokonaan uusi säh-
köpostia käyttävä mediatyyppi oikeasta ylälaidasta löytyvästä sinisestä ”Create me-
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dia type”-napista. Sähköpostia käyttävän mediatyypin konfigurointi lomake on näh-
tävissä kuviossa 31. 
 
Kuvio 31. Email media type 
Mediatyypille tulee antaa nimi, yksinkertainen ja mediatyyppiä kuvaava on suositel-
tavaa.  Seuraavaksi ”Type”-drop down valikosta valitaan ilmoituksessa käytettävä 
mediatyyppi, vaihtoehtoina on Email, Script, SMS, Jabber, sekä kaupallinen Ez Tex-
ting. Drop down valikon valinnan perusteella lomake päivittyy tarjoamaan kullekkin 
mediatyypille tarvittavat konfiguraatiot. Sähköposti-ilmoituksia varten on lomake 
kuvion 31 mukainen. Sähköpostiliikenne voidaan myös halutessa salata ”Connection 
security”-osiosta, mikäli SNMP palvelin vaatii käyttäjänimen ja salasanan, voidaan se 
asettaa ”Authentication”-osion ”Normal password”-nappia painamalla.  
SMTP palvelimen käytön konfiguraatioiden jälkeen tarvitaan toimintasäännöt vikati-
lanteisiin, joiden perusteella voidaan ilmoittaa sähköpostitse ylläpitäjille. Toiminta-
säännöt konfiguroidaan ”Configuration”-valikosta, ”Actions”-välilehdeltä. ”Actions”-
välilehdeltä löytyy toimintasäännöt vikatilanteisiin, uusien laitteiden löytymiseen, 
automaattiseen rekisteröintiin sekä sisäisiin ongelmatilanteisiin. Haluttu toiminta-
sääntö valitaan oikealta ylhäältä löytyvästä ”Event source”-drop down valikosta. 
”Event source”-valikosta valitsemalla ”Triggers”, löytyy oletusasetus ”Report prob-
lems to Zabbix administrators”. Oletusasetusta muokkaamalla voidaan tehdä sääntö 
mitä tehdään vikatilanteen tapahtuessa. Vaihtoehtoisesti uusi toimintasääntö voi-
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daan lisätä oikealta ylhäältä löytyvästä ”Create action”-napista. ”Actions”-välilehden 
sisältö on nähtävissä kuviossa 32. 
 
Kuvio 32. Actions välilehti 
Toimintasääntöä lisättäessä aukeaa toimintasääntö lomake, lomake pitää sisällään 
ilmoituspohjan, säännön ehdot sekä toimintatavan ehtojen täyttyessä. Ilmoituspoh-
jalle määritetään millainen ilmoitus ylläpitäjälle lähetetään vikatilanteen syntyessä, 
ilmoituspohja tukee Zabbixin käyttämiä macroja. Macroja käyttämällä voidaan viestin 
sisältöä yksilöidä antamaan tiedot viallisesta laitteesta sekä tietoja itse viasta. Ilmoi-
tuspohjasta voidaan myös määrittää lähetetäänkö vian toipumisesta viesti ylläpitäjäl-
le. 
Ehdot löytyvät ”Conditions”-välilehdeltä. Ehdot tulee määrittää loogisiksi käyttäen 
AND, OR sekä AND/OR ehtoja, ensin annetaan alkuehto, esimerkiksi että valvottava 
kohde ei ole merkitty olevan huoltotöiden alaisena. Toinen ehto voidaan määrittää 
AND parametriä käyttäen, esimerkiksi että laukaisin, eli trigger on asettanut jonkin 
valvotun toiminnon ”PROBLEM”-tilaan. Tällöin virheen tapahtuessa Zabbix käy tar-
kastamassa ehtojen pitävyyden, aloittaen ehtojen purkamisen ylhäältä alas. Esimer-
kiksi tässä tilanteessa Zabbix tarkastaisi ensin että valvottava kohde ei ole merkitty 
huollossa olevaksi, jos laite ei ole huollon alaiseksi merkitty, todetaan kohteen anta-
man PROBLEM-tilan olevan aiheellinen hälytys. Ehtojen määrittämisessä käytettävä 
lomake on nähtävissä kuviossa 33. 
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Kuvio 33. Actions ehdot 
Toimintatapa määritetään “Operations”-välilehdeltä, josta aukeaa toimintasääntöjen 
konfiguroimisessa käytettävä lomake. Toimintatapaan voidaan lisätä useita eri vai-
heita, jokaiselle vaiheelle voidaan määritellä vaiheen kesto sekä milloin vaiheen to-
teutus aloitetaan. Toimintatavoiksi voidaan määrittää joko viestin lähettäminen tai 
etäkomennon suorittaminen. Etäkomentojen avulla voidaan osa virheiden korjauksis-
ta automatisoida lähettämällä vian ratkaisemiseen tarvittavat komennot etänä val-
vottavaan kohteeseen. Etäkomentoja voidaan suorittaa paikallisilla skripteillä, IPMI 
komennoilla, kustomoiduilla scripteillä sekä ottamalla yhteys kohteeseen SSH:n tai 
Telnetin avulla.  
Kustomoituja skriptejä voidaan määrittää ajettavaksi joko valvontapalvelimelta tai 
agenteilta. SSH ja Telnet yhteyksillä voidaan automatisoida yhteyden muodostami-
nen kohteeseen, jossa suoritetaan käyttäjän määrittelemä toiminto. Toiminnon suo-
rittamisen jälkeen palvelin sulkee yhteyden ja siirtyy seuraavaksi määritetyn toimin-
non suorittamiseen. 
Ilmoittaakseen sähköpostilla ylläpitäjiä, valitaan toimintatavaksi ”Send message”. 
Vaiheita ei tarvitse lisätä, mikäli toimintatapaan ei haluta lisätä muita toimenpiteitä 
vikatilanteen sattuessa. Sähköposti voidaan valita lähetettäväksi joko ryhmän perus-
teella tai vain halutuille käyttäjille. Ryhmälle lähettäessä sähköposti lähetetään kaikil-
le ryhmään kuuluville käyttäjille, jos halutaan käyttää ylläpitäjien ryhmäsähköpostia, 
kannattaa kyseinen sähköposti osoite liittää vain yhdelle käyttäjälle. Käyttäjä jolle 
sähköposti on lisätty, lisätään yksittäisenä käyttäjänä vastaanottamaan ilmoitukset. 
Viimeiseksi valitaan vielä lähetysmedia ”Send only to”-valikosta, tämän lisäksi voi-
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daan joko käyttää oletusviestipohjaa ilmoitusten lähettämisessä. Vaihtoehtoisesti 
ottamalla ”Default message”-valinta pois päältä, voidaan muotoilla kyseiselle toimin-
nalle omanlaisensa viestimuoto. Toimintatavan määrittelyssä käytetty lomake on 
nähtävissä kuviossa 34. 
 
Kuvio 34. Toimintatavan määrittely 
Viimeiseksi ilmoitusten lähettämisessä tulee konfiguroida käyttäjille sähköposti osoit-
teet, sekä määrittää minkä tason virheistä ilmoitus halutaan. Käyttäjiä hallinnoidaan 
”Administration”-osiosta, ”Users”-välilehden alta. ”Users”-valikko näyttää etusivulla 
käyttäjien käyttäjänimet, käyttäjän oikeudet, ryhmät sekä tilatiedot. ”Users”-valikko 
on nähtävissä kuviossa 35. 
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Kuvio 35. Users välilehti 
Käyttäjälle sähköpostin lisääminen onnistuu valitsemalla haluttu käyttäjätili, joka 
avaa tilin tietojen muokkauslomakkeen. Ensimmäinen välilehti tarjoaa mahdollisuu-
den muokata tilin yleisiä tietoja, kuten nimen, sukunimen, ryhmät, kielen, käytettä-
vän teeman sekä salasanan vaihdon. Toisena oleva ”Media”-välilehti tarjoaa mahdol-
lisuuden lisätä käyttäjälle sähköpostiosoitteen, sähköpostiosoite saadaan lisättyä 
painamalla ”Add”-linkistä, joka avaa lomakkeen yhteystietojen määrittämistä varten. 
Lomake on nähtävissä kuviossa 36. 
 
Kuvio 36. Sähköpostin lisäys käyttäjälle 
Lomakkeella voidaan määrittää haluttu ilmoitusmedia, vastaanottajan osoite, milloin 
ilmoituksia voidaan lähettää sekä minkä tason hälytyksistä halutaan saada ilmoitus. 
Toteutuksessa päädyttiin vastaanottamaan vain ”High” sekä ”Disaster”-tason ilmoi-
tuksista sähköpostiviesti, ilmoitus lähetetään sähköpostiin aina kyseisten vakavuuksi-
en sattuessa. 
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5.3.7 Raportointi 
Jotta toistuvat vikatilanteet voidaan tehokkaammin havaita, löytyy Zabbixista tätä 
varten tilastot sadasta useimmin hälyttävästä kohteesta. Tilastot sadasta useimmin 
hälyttäneestä kohteesta löytyy ”Reports”-valikosta, ”Triggers top 100”-välilehdeltä.  
Useimmin hälyttäneistä kohteista voidaan päätellä onko vika todellinen ongelma 
johon tulisi reagoida, vai onko kyseessä satunnainen vika joka on aiheutunut esimer-
kiksi tehdyistä muutoksista tai katkoista. Raportteja usein hälyttävistä kohteista voi-
daan filtteröidä ryhmittäin tai laitteittain. Raportteja voidaan hakea myös halutuilta 
ajanjaksoilta, yhdestä päivästä aina niin pitkälle mitä dataa on määritelty säilytettä-
väksi valvontapalvelimen tietokannassa. Raportointi on todettavissa kuviosta 37. 
 
Kuvio 37. Top 100 triggers 
Hälytysten raportoimisen lisäksi voidaan tarkastella mitä toimenpiteitä on hälytysten 
sattuessa tehty, mikäli toimintatapoja on määritelty suoritettavaksi hälytyksen sattu-
essa. Tehtyjä toimenpiteitä voidaan tarkastella ”Reports”-valikosta, ”Action log”-
välilehdeltä. Action logista voidaan tarkastella onko esimerkiksi halutuista hälytyksis-
tä lähetetty sähköpostia määritysten mukaisesti. Kuviossa 38 voidaan todeta sähkö-
postin lähteneen ylläpitäjälle. 
 
Kuvio 38. Action-log 
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5.4 Toimipisteiden valvonta 
Toteutuksessa valvontaan tuli 5 toimipistettä. Toimipisteiden valvonnan eroavaisuu-
det ovat ainoastaan valvottavien palvelimien määrässä. Jokaisella palvelimella valvo-
taan prosessorin, levytilan, muistin sekä verkon käyttöastetta. Raudan valvonnan 
lisäksi valvotaan RAID-pakkojen toimintaa koneilta, joilla RAID-pakka on käytössä. 
Palveluiden osalta valvontaa toteutettiin aikapalvelun, palomuurin sekä tietokanta-
palvelimien kohdalla MSSQL palveluita. Valvottuja toimipisteitä lisätään pikkuhiljaa 
valvonnan piiriin aina uusien toimipisteiden ollessa siinä tilassa, että toimipisteellä on 
jotain valvottavan arvoista.  
Jokaisella toimipisteellä on asennettuna oma välityspalvelin, jonka tehtävänä on ke-
rätä toimipisteen palvelimien valvontatiedot keskitetysti ja välittää tieto valvontapal-
velimelle puolen tunnin välein. Välityspalvelimet toimivat siis passiivisina välityspal-
velimina ja jakavat valvontatietoa vain sitä kysyttäessä. Kuviossa 39 on esitetty loogi-
nen kuvio valvonnan toteutuksesta toimipisteille. 
 
Kuvio 39. Toimipisteiden looginen kuvaus 
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5.5 Kohdatut ongelmat 
5.5.1 SELinux 
Zabbix välityspalvelimen asennuksen ja konfiguraatioiden jälkeen zabbix-proxy käyn-
nistettiin komennolla ”systemctl start zabbix-proxy && tail 
/var/log/zabbix/zabbix_proxy.log”. Komennolla pyrittiin käynnistämään Zabbi-
xin välityspalvelin, sekä seurata käynnistymisen onnistuminen tai mahdolliset ongel-
matilanteet käynnistyksessä. Logitiedoston ilmoittaman virheen seurauksena tarkis-
tettiin välityspalvelimen tila ”systemctl status zabbix-proxy” komennolla. Ko-
mentojen avulla saimme selville, että välityspalvelin ei käynnistynyt. Logitiedoston 
seuraamisella saimme paljastettua mikä ongelmatilanne aiheuttaa sovelluksen käyn-
nistymisen epäonnistumisen. Logitiedostosta havaitut virheilmoitukset, jotka voim-
me todeta kuviosta 40: 
 
Kuvio 40. Zabbix-proxy virhetilanne 
Koska tietokanta löytyy jo kyseisestä polusta sekä oikeudet ovat kunnossa, täytyi 
selvittää mikä aiheuttaa kyseiset virheet. Koska SELinux oli toiminnassa ”Enforced” 
tilassa, oli olettamuksena että SELinux liittyy ongelman syntyyn. Tutkimalla 
”/var/log/audit/audit.log”- tiedostoa ilmeni ongelman syy, Zabbix-proxy sovel-
luksella ei ole oikeuksia käyttää kyseistä tietokantaa. Seuraavaksi tutkittiin kuvion 41 
mukaisella komennolla tietokantatiedoston tietoja. 
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Kuvio 41. zabbix_proxy.db oikeudet 
Tulosteesta saamme selville, että zabbix_proxy.db toimii “var_lib_t” oikeuksien pääl-
lä, näitä oikeuksia ei löydy zabbix-proxy ohjelmalta. Zabbix-proxy ohjelmalle tuli lisätä 
oikeudet toimia ”var_lib_t”:n päällä. Oikeuksien lisäämisen jälkeen Zabbix-proxy 
käynnistettiin uudestaan, käynnistyksen voi todeta kuviosta 42. 
 
Kuvio 42. Zabbix-proxylle oikeudet 
Viimeiseksi tarkistimme zabbix-proxyn tilan, sekä SELinuxin toimintatavat. Tulokset 
voidaan todeta kuviosta 43. 
 
Kuvio 43. Proxy ja SELinux status 
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Ongelma voidaan myös ratkaista vaihtamalla SELinuxin toiminta “Permissive”-
modeen sekä policy ”minimum” modeen, tai ottamalla SELinux kokonaan pois käy-
töstä. Vaihtoehtoisesti tietokanta voidaan myös asentaa esimerkiksi ”/tmp” kansi-
oon, sillä SELinux ei estä ohjelmistojen toimintaa kyseisessä kohteessa. 
5.5.2 Tietokannan valvonta 
Zabbix-palvelimelta haluttiin valvontaan palvelimen oman tietokannan valvonta, pal-
velimelle lisättiin MySQL-template jolla saatiin aktivoitua MySQL:n valvottavat koh-
teet agentille. Lisäyksen jälkeen Zabbix-palvelin antoi kuviossa 44 näkyvän virheilmoi-
tuksen. 
 
Kuvio 44. MySQL-virheilmoitus 
Palvelimen ilmoittama virhe “Access denied for user ‘zabbix’@’localhost’” 
kertoi ongelman syyn, tietokannasta puuttui käyttäjä ”zabbix”. Ongelma korjaantui 
käymällä tietokannassa, jonne annettiin komento ” grant select on monitordb.* 
to 'zabbix'@'localhost'; ”. 
Tällä saadaan käyttäjälle "zabbix" oikeudet lukea monitordb databasea ja sen tauluja. 
5.5.3 Välityspalvelin 
Zabbix-proxylle oli jäänyt testausympäristöstä vanhat ip-osoitteet sqlite3 tietokan-
taan, eikä osannut uusia osoitteita ennen kuin tietokannasta poistettiin vanhat osoi-
teet. Tämän jälkeen valvontapalvelimelta ajettiin komento ”zabbix_server -R 
config_cache_reload”, jolla pakotettiin palvelin päivittämään sen jakamat osoit-
teet proxy palvelimelle. Komennon jälkeen palvelin lähetti uudet valvontakonfiguraa-
tiot proxypalvelimelle, joka lisäsi valvottavien kohteiden osoitteet tietokantaan ja 
kohteet alkoivat vastata oikein proxy-palvelimelle. Kuviosta 45 voidaan nähdä zabbix 
palvelimen antama virheilmoitus. 
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Kuvio 45. Virheilmoitus 
Ongelmaa selvittäessä käytettiin hyväksi ”tcpdump” ohjelmaa. Komennolla ”tcpdump 
-i eth0 -n tcp port 10050” saatiin valvottua mitä proxy palvelin tekee portissa 
10050, joka oli määritetty lopulliseen toteutukseen pois käytöstä. Komennolla selvisi, 
että proxypalvelin yritti lähettää kyselyitä jatkuvasti vanhoihin osoitteisiin. Vanhat 
osoitteet oli määritetty kyseisille palvelimille testausvaiheessa, ennen palvelimen 
sijoittamista lopulliseen sijoituspaikkaansa. Tämän jälkeen yritettiin selvittää mistä 
nämä vanhat IP:t oikein tulevat. Koska kyseisiä IP-osoitteita ei oltu määritetty enää 
mihinkään konfiguraatioihin. Sekä palvelut olivat käynnistetty jo useampaan kertaan 
uudestaan ja uudet konfiguraatiot pakotettu serveriltä proxylle. 
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6 Pohdinta 
Mielestäni valvontasovelluksen valinta onnistui hyvin vastaamaan toimeksiantajan 
sekä toimintaympäristön asettamia vaatimuksia. Toimintaympäristön koostuessa 
pääosin Windows pohjaisista palvelimista, sekä useasta toimipisteestä ympäri 
maailman. Zabbix tarjosi alustan joka mahdollisti hyvän skaalautuvuuden 
tulevaisuutta silmällä pitäen, sekä monipuoliset valvontamahdollisuudet aina 
verkkolaitteista eri käyttöjärjestelmiin. Alkuun dashboard näkymästä tuntui varsin 
sekavalta, sillä siinä hälytykset tuntuivat tulevan useampaan kertaan esille. Hälytyksiä 
näytettiin vakavuuksien perusteella, hälyttävien laitteiden lukumäärän perusteella 
sekä lopuksi näytettiin vielä yksityiskohtaisemmin viimeisimmät 20 voimassa olevaa 
hälytystä. 
Zabbixin käyttö vaati alkuun hieman totuttelua, mutta oppiminen tapahtui kuitenkin 
yllättävän nopeasti perusasioiden osalta. Valvottavien kohteiden lisäys on 
suhteellisen yksinkertaista niin valvontaan lisätessä, kuin agentin 
konfiguraatioidenkin puolesta. Välityspalvelimet mahdollistivat tiedon keruun vaikka 
yhteys toimipisteelle katkeaisikin, valvontadata saatiin kerättyä talteen yhteyden 
uudellen mudostumisen yhteydessä. Suurin osa konfiguraatioista saatiin tehtyä 
käyttöliittymän kautta, joskin alkukonfiguraatiot piti tehdä kokonaan palvelimella 
tekstieditorin avustuksella. Itse valvontapalvelimen asennus ja käyttöönotto oli hyvin 
yksinkertaista ja nopeaa, mikäli komentorivin kautta operoiminen on entuudestaan 
tuttua. 
Kuten muissakin valvontaohjelmistoissa, myös Zabbixilla on omat ongelmansa. 
Vaikka uusien kohteiden lisäys olikin helppoa ja nopeaa, tiedon kerääminen ja 
näyttäminen ottaa oman aikansa. Kohteen lisäyksen ja nopean konfiguroinnin 
jälkeen menee useampi tunti, ennenkuin kaikki valvottavana oleva tieto on saatu 
palvelimelle asti valvonnan piiriin. Hosts välilehdelle on myös laitettu värikoodit 
agenttien toimivuutta kuvastamaan, vaikka idea onkin varsin hyvä, ei toteutus toimi 
läheskään aina. Haluttu agentti saattaa olla täydessä toiminnassa valvotulla kohteella 
ja välittää valvontadataa valvontapalvelimelle, mutta värikoodi näyttää harmaata. 
Toiminnassa olevat agentit saattoivat myös ”kadota” verkkoyhteyksien hetkellisten 
katkeamisen jälkeen, vaikka dataa tuli valvontapalvelimelle aivan normaaliin tapaan 
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yhteyden palautumisen jälkeen. Viimeisetkin konfiguraatiot olisi ollut hyvä saada 
tehdä käyttöliittymän kautta, sillä tiettyjä parametrejä joutui käydä aina palvelimen 
komentorivin kautta muokkailemassa haluttuun suuntaan. 
Zabbixin mainostama vikojen ennakoiminen ei työn toteutuksen aikana tullut esille 
millään tavalla, joten se jäi vielä mietityttämään. Ennakoimista varten valvonnan 
tulee oletettavasti toimia huomattavasti pidempään, ennenkuin valvonta rupeaa 
ennakoimaan vikoja omatoimisesti. Myös se jäi vielä epäselväksi, kuinka Zabbix 
ennakoiduista vioista edes ilmoittaa. 
Työn toteutus tuntui kuitenkin mukavalta ja onnistuin mielestäni rakentamaan varsin 
toimivan ja pitkäikäisen valvontasovelluksen. Mielenkiintoa lisäsi varmasti sekin 
seikka, että olin jo aikaisemmin työskennellyt valvonnan parissa. Toteutuksessa pääsi 
näkemään ja toteuttamaan seikkoja joita ei pelkässä valvonnassa tullut edes 
ajatelleeksi. Valvottavien palveluiden osio jäi työssä odotettua vähemmälle, 
lähestulkoon olemattomiin, joskin periaate ei muista valvottavista kohteista 
juurikaan eroa. Ainoa ero palveluiden valvonnassa on valvonnan toteutuksen 
suunnittelussa, esimerkiksi kuinka palvelua valvotaan ja mitä siitä halutaan tietää. Ei 
riitä esimerkiksi että katsotaan onko palvelu päällä vai ei saadakseen tieto palvelun 
todellisesta toiminnasta.  
Työ opetti paljon lisää vianselvityksestä sekä vikojen ratkaisuista, sillä usein 
ongelmaan ei ollut olemassa valmista ratkaisu jonkun muun toimesta. Työn aikana 
huomasin myös kuinka paljon työtä täydellisen valvonnan rakentaminen vaatii, ja sen 
että valvontaa ei todellisuudessa tule koskaan saamaan täydelliseksi. Valvonnan 
tulee kehittyä jatkuvasti toimimaan tehokkaammin ja vastaamaan alati muuttuvien 
järjestelmien tarpeita, unohtamatta käyttöjärjestelmien sekä ohjelmistojen 
muutoksia. 
Loppujen lopuksi, onnistuin toteutuksessa mielestäni varsin hyvin. Kohdatut 
ongelmat sai ratkaistua, samalla oppien uusia asioita niin valvonnasta kuin Linux-
käyttöjärjestelmistä sekä osittain jopa tietoturvan näkökulmasta.  
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