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Abstract
Object segmentation plays an important role in the modern medical image analysis, which
benefits clinical study, disease diagnosis, and surgery planning. Given the various modalities
of medical images, the automated or semi-automated segmentation approaches have been used
to identify and parse organs, bones, tumors, and other regions-of-interest (ROI). However, these
contemporary segmentation approaches tend to fail to predict the boundary areas of ROI,
because of the fuzzy appearance contrast caused during the imaging procedure. To further
improve the segmentation quality of boundary areas, we propose a boundary enhancement loss
to enforce additional constraints on optimizing machine learning models. The proposed loss
function is light-weighted and easy to implement without any pre- or post-processing. Our
experimental results validate that our loss function are better than, or at least comparable to,
other state-of-the-art loss functions in terms of segmentation accuracy.
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1. Introduction
In last decade, the automated or semi-automated segmentation approaches have been widely
developed to identify and parse organs, bones, tumors, and other regions-of-interest (ROI).
However, most of the segmentation approaches tend to have difficulty in producing high quality
prediction at the foreground boundary areas where appearance contrast of medical images is
intrinsically fuzzy, which is usually caused by the scanner settings, respiration, or body motions
during the image acquisition procedure.
Recently, the neural network based methods have been deployed for the segmentation
tasks (C¸ic¸ek et al., 2016; Milletari et al., 2016; Liu et al., 2018; Myronenko, 2018), and have
achieved the state-of-the-art performance in various datasets with different image modalities.
These model architectures follow a U-shape fashion using convolutional encoders and decoders,
which takes images as direct input and output segmentation masks. In addition, these models
are trained end-to-end using gradient-based optimization, with the objective of minimizing
well-established loss functions, such as multi-class weighted cross-entropy, soft Dice loss (Milletari
et al., 2016). Although such loss functions are capable of handling the class-imbalance issues that
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Figure 1: (a). Green curve indicate 1D cross-section of binary mask, and red dashed curve
represents the result after filtering; (b). a 2D cross-section of 3D binary mask; (c) a 2D
cross-section of 3D output after filtering; (d) Visual comparison of spleen segmentation.
Green contour is ground truth label, blue contour is the result applying (Myronenko,
2018), yellow contour is from the proposed work.
often present in the medical image segmentation tasks, the boundary issue is not well addressed,
because these functions treat all pixels/voxels equally.
In order to further improve the segmentation performance, we introduce a new loss function,
called boundary enhancement loss, to explicitly focus on the boundary areas during training.
Our proposed approach shares the similar motivation as to previous work, trying to improve
the boundary segmentation of deep neural networks, like (Chen et al., 2016; Oda et al., 2018;
Karimi and Salcudean, 2019; Kervadec et al., 2018). Unlike the previous work, our approach
is light-weighted without causing much computational burden, and it does not require any pre-
or post-processing such as in (Karimi and Salcudean, 2019; Kervadec et al., 2018), or any special
network architecture such as in (Chen et al., 2016; Oda et al., 2018) in order to compute the
loss function. Furthermore, our proposed loss function is very effective for various segmentation
applications, which could be easily implemented and plugged into any 3D backbone networks.
2. Methodology
In order to emphasize the boundary regions, we apply the Laplacian filter L(·), which gener-
ates strong responses around the boundary areas and zero response elsewhere, to a 3D binary
segmentation mask S in Eq. 1.
L(x,y,z)= ∂
2S
∂x2
+
∂2S
∂y2
+
∂2S
∂z2
(1)
The discrete Laplacian filtering can be achieved through standard 3D convolution operations.
As a result, we can readily compute the difference between filtered output of ground truth labels
and filtered output of predictions of a deep neural network. Minimizing the difference between
two filtered outputs would implicitly close the gap between ground truth labels and predictions.
Following the analysis above, the boundary enhancement loss is defined as a l2-norm shown in
Eq.2. Meanwhile, lBE effectively suppresses false positives and remote outliers, which are far
away from the boundary regions.
lBE=‖L(F(X))−L(Y )‖2=
∥∥∥∥∂2(F(X)−Y )∂x2 +∂2(F(X)−Y )∂y2 +∂2(F(X)−Y )∂z2
∥∥∥∥
2
(2)
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In practice, the boundary enhancement loss is implemented as a series of single-channel 3×3×3 con-
volutional operations without bias terms. Kernels of the first three consecutive convolution layers
have identical constant value 1/27 for smoothing purpose. And the last convolution kernel has fixed
values from a standard 3D discrete Laplacian kernel. All parameters of convolution kernels in lBE
are non-trainable. The entire operation is similar with the Laplacian of Gaussian (LoG) filtering
for edge detection. An example of Laplacian filtering with a ground truth label is shown in Fig. 1.
The overall loss function loverall in our approach is the combination of the soft Dice loss (Mil-
letari et al., 2016) and the boundary enhancement (BE) loss: loverall = λ1 · ldice+λ2 · lBE. λ1
and λ2 are the positive weights between two losses. The boundary enhancement loss cannot be
applied alone without the soft Dice loss, because it can not differentiate between the interior and
exterior. Take the regions where the label values are constant (0 or 1) for example, everywhere
except boundary would be zero after filtering shown in Fig. 1.
3. Experiments and Discussion
Datasets To cover various objects and image modalities, the datasets of medical decathlon
challenge (MSD) (msd, 2018) task 01 (brain tumor MRI segmentation) and task 09 (spleen CT
segmentation) are adopted for experiments with our own data split for training/validation. For
task 01, 388 multi-channel MRI volumes for training, 96 for validation. And for task 09, 32 CT
volumes for training, 9 for validation. Both datasets are re-sampled into the isotropic resolution
1.0 mm. For task 01, the voxels are normalized within a uniform normal distribution. For task
09, the voxel intensities of the images are normalized to the range [0,1] according to 5th and 95th
percentile of overall foreground intensities.
Implementation Our baseline neural network is from (Myronenko, 2018), which has the con-
volutional encoder-decoder structure using 3D residual blocks. During training, the input of the
network are patches with size 224×224×128 (task 01) and 96×96×96 (task 09) respectively,
randomly cropped from images. λ1 and λ2 are 1 and 1000 respectively for all experiments. All
training jobs use the Adam optimizer. Necessary data augmentation techniques, including random
axis flipping and random intensity shift, are used for training. Moreover, the validation follows
the scanning-window scheme with small overlaps between neighboring windows. The validation
accuracy is measured with the Dice’s score after scanning-window inference. The final results are
shown in Table 1. Our experimental results show that our proposed approach is capable to work
effectively on both structural objects (e.g. organ) and non-structural objects (e.g. tumor). Also,
it works well for different modalities of medical images (CT, MRI, etc.). Moreover, our proposed
boundary enhancement loss can be easily plugged into any 3D segmentation backbone networks.
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