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Abstract
We present the vision-based estimation of the position and orientation of an object
using a single camera relative to a novel target that incorporates the use of moir6
patterns. The objective is to acquire the six degree of freedom estimation that is
essential for the operation of vehicles in close proximity to other craft and landing
platforms. A target contains markers to determine relative orientation and locate two
sets of orthogonal moir6 patterns at two different frequencies. A camera is mounted
on a small vehicle with the target in the field of view. An algorithm processes the
images extracting the attitude and position information of the camera relative to the
target utilizing geometry and 4 single-point discrete Fourier transforms (DFTs) on
the moir6 patterns. Manual and autonomous movement tests are conducted to deter-
mine the accuracy of the system relative to ground truth locations obtained through
an external indoor positioning system. Position estimations with accompanying con-
trol techniques have been implemented including hovering, static platform landings,
and dynamic platform landings to display the algorithm's ability to provide accurate
information to precisely control the vehicle. The results confirm the moir6 target
system's feasibility as a viable option for low-cost relative navigation for indoor and
outdoor operations including landing on static and dynamic surfaces.
Thesis Supervisor: Eric Feron
Title: Visiting Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
Autonomous systems continue to play an increasing role in the aviation and space
industries. Autonomous vehicles in particular are becoming attractive since they do
not house a human pilot giving them the capability to operate for longer durations,
perform in harsher conditions, and navigate cluttered areas that would normally be
too difficult or high risk for a human. Naturally, these systems are quite attractive
for military applications where the missions frequently fall into those categories. For
civilian use, autonomous vehicles can be valuable assets to monitor weather or traffic
conditions, observe disaster areas, or perform research missions where humans cannot
go.
Of the military autonomous systems, unmanned aerial vehicles (UAVs) have seen
a great increase in quantity over the past several years. Performing a variety of
missions, UAVs can conduct reconnaissance over large areas of the earth for long
quantities periods of time, obtain data about enemy positions just over a hill, or
execute an aerial strike mission on a high risk target. These vehicles can be deployed,
operated, and retrieved with minimal human interaction and at a lower cost than
sending the manned equivalent to perform the task. Currently, most of the UAVs in
the field are fixed-wing craft. Many of these types of vehicles require infrastructure
such as paved runways and large open landing spaces to be effective. Rotorcraft
such as helicopters and quadrotors however, do not require such overhead given their
ability to land and take-off in small, relatively unkempt areas. This capability can be
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advantageous for transporting people or equipment to more locations in the battlefield
or conducting strike or reconnaissance missions due to the reduced restrictions created
by terrain or infrastructure as compared to fixed-wing craft.
1.1 Motivation
The versatility of rotorcraft UAVs however comes at a price. The downside of their
high agility is that they are challenging to control. Landing of a rotorcraft UAV is a
particularly difficult issue. Automation during flight operations has been conducted
before, but the issue of autonomously landing rotorcraft UAVs is a capability that has
not been rigorously performed in demanding environments. Without this ability, it
prevents these vehicles from reaching their full potential. Even greater difficulty arises
when the orientation of the landing surface is changing such as an aircraft carrier ex-
periencing high waves or a truck driving down a bumpy road at high speeds. Systems
that assist UAVs in docking with these vehicles would be invaluable in extending their
capability.
When attempting to land a UAV on a moving platform, knowledge of the relative
attitude and position is necessary for a successful touchdown. The ability to control
the craft decreases as it approaches the landing surface due to ground effect [1] increas-
ing the need for a high rate, accurate 6 DOF relative positioning sensor. GPS cannot
offer a solution given its poor signal properties [2] and lack of high informational rate
needed for the precise exercise of landing during these harsh conditions. Also, GPS
signals become less reliable as the vehicle approaches the ground or in a cluttered
environment. If a UAV helicopter were to attempt to land on a rooftop, vents or
other rooftop obstructions could make the GPS signal unreliable or too inaccurate. 1
In addition, situations may arise where the landing zone is located within a GPS-
denied area making navigation or an autonomous landing utilizing that technology
impossible.
1Accuracy requirements of the GPS signal are application specific but can depend on rotorcraft
size, landing area size, landing zone clutter shape and orientation, etc...
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Top View
Side View
Figure 1-1: A set of circles as seen from the top and from the side showing the
difficulty in pitch determination from above. Image taken from Feron, et. al. [2].
These limitations make the use of vision for obtaining relative position and orien-
tation data an attractive complementary solution. Vision systems for human pilots
using visual cues to assist in landing already exist, e.g. the "H" seen on helicopter
landing pads. However, the geometry of the situation makes it difficult to discern
relative orientation. This can be readily seen in Figure 1-1. The figure shows a cir-
cular mark as viewed from the top and from the side. The black circle is level while
the red is pitched in one direction and green is pitched equivalently in the opposite
direction as shown in the side view. However, when looking from the top, the red
circle cannot be discerned from the green circle nor can either be easily distinguished
from the black circle. In short, from above, the cosine of the angle the circle makes
relative to the horizontal remains near 1 up to second order terms making it difficult
to determine attitude when landing from above.
The following thesis describes a vision-based navigation system that offers a low-
cost, effective aid to landing that is not susceptible to this visual geometry phe-
nomenon. The solution utilizes moire patterns as a means of tracking small positional
and orientation changes of a vehicle-mounted camera to a moir4 pattern-generating
target residing under the landing surface. Two attractive applications for this system
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would be use on an aircraft carrier deck or on the flatbed of a moving truck where
the surface is highly dynamic and requires the accurate relative position and attitude
of the UAV to successfully land.
The moire target system possesses the ability to address other challenges as well.
Indoor operations by autonomous vehicles is difficult since no GPS-like signals exist
to navigate. Given a moire target in the field of view of a camera, a craft containing
the camera can determine its relative position and attitude to the target revealing its
location in space. Given multiple targets placed indoors with field of view overlap,
i.e. two targets in the field of view of the camera, the vehicle can move from target
to target and navigate an entire area. Spacecraft docking is yet another application
that requires visual cues. Highly accurate systems are required to ensure two craft
successfully dock in space and knowing relative attitude and position information
between the two orbiters is critical. A moir6 target on one craft and a camera mounted
on the other could provide the necessary information for caption to occur.
1.2 Literature Review and Existing Systems
A great deal of previous work has been conducted using vision for navigation. There
are several different types of systems, but most can be categorized into applications
where there exists a structured or unstructured environment. Structured environ-
ments are those in which the algorithm is looking for a system specific object or
shape to assist in the 6 DOF estimation. Unstructured environments do not require
the algorithm to search for a specific object but use whatever objects or information
is available in the image to perform the computation. To properly compare method-
ologies, the intended use of each system must be taken into consideration as well. The
primary application of the moire target is to assist landing rotorcraft in a structured
environment where the landmark to be located is the moire target.
In unstructured environments, a visual odometer approach has been suggested by
Amidi, Kanade, and Fujita [3]. The system assumes two cameras, flat ground, and
usable targeting objects in the field of view of the cameras to perform the compu-
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tations. It combines gyroscopic information to discern translation from rotation in
consecutive images. The algorithm tracks the objects and uses them to output the 6
DOF of the vehicle. The moire system differs from the odometer in that it approaches
the estimation problem with the use of one camera and creates the ideal environment
since the landing surface is predetermined.
Many structured environments use the known shape or geometry of the object or
objects to be tracked. Calculation of locations and areas of colored blobs performed
by Altung, Ostrowski, and Taylor [4] successfully used vision to control a flying a
UAV. Earl and D'Andrea use a similar blob tracking approach by following LEDs
to determine position and orientation [5]. These systems were implemented using
two or more cameras to run the blob detection algorithms whereas this thesis focuses
primarily on the use of a single camera to make the system more cost effective.
An algorithm has been used to estimate vehicle attitude and position using van-
ishing points of parallel lines by Yang and Tsai [6]. An "H" pattern was placed in the
field of view and the known distances and locations enabled the vision based system
to perform its computations. This thesis extends the work by providing accuracy
data during actual flight conditions.
Sharp, Shakernia, and Sastry [7] and Saripalli, Montgomery, and Sukhatme [1]
extract specific feature points on a landing pad at known physical locations. These
methods are similar to those used by the moir6 system in that the algorithms use
specific features to determine the relative 6 DOF of the vehicle for the purpose of
helicopter landing. While these systems rely on GPS, the focus of the research dis-
cussed in this thesis is to use the moir6 system as the primary sensor while GPS or
a GPS-like signal is used as an update or secondary sensor when landing. Saripalli
et al. [1] report a successful autonomous static landing with vision in the loop. The
tests in later sections in this document build further on that by describing a landing
on a dynamic platform.
An algorithm using moire patterns had been introduced by Feron and Paduano
[2]. The current thesis furthers the positive results of that paper by expanding the
idea to multiple dimensions and assessing the sensor system's flight worthiness.
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Other visual tools exist to determine 6 DOF of objects but are not specifically
designed to address the rotorcraft landing problem. Visual Fusion [8] is an example
of such a tool that contains algorithms for local navigation. It has been applied to the
analysis of airbag deployment and stress on crash test dummies. When looking at the
movement of a specific rigid body, Visual Fusion also states possessing the capability
to compute the 6 DOF of the vehicle using a single camera.
Another application that was not designed for this specific problem but relies
heavily on the relative attitude and location between two objects is augmented real-
ity. Augmented reality applications, such as ARToolkit [9], must compute the relative
position and attitude of a predefined surface to another surface or object to properly
project shapes onto an image plane to generate the new reality. This toolkit provides
relatively accurate information up to distances of 400mm. This toolkit does success-
fully accomplish its task but was not designed to address the issues associated with
vehicle navigation.
For space applications, the Space Vision System (SVS) is currently used by the
International Space Station to assemble payloads in space [10]. A similar system
was also used by the Space Shuttle to dock to Mir. SVS uses a series of specific
markers placed at exact distances and a camera on the opposing payload to determine
the necessary relative information for docking. Although the system works well, it
is unclear if it would be easy to apply SVS to the UAV landing problem as both
"payloads" would be highly dynamic compared to space docking.
Several highly accurate commercial products such as those provided by Vicon Peak
[11] exist to perform indoor navigation. Such architectures include the use of multiple
cameras with objects containing retro-reflective materials in their field of view. The
6 DOF estimation is based on the calculated location of the reflective material. Some
laser based systems such as Constellation3 Di by Metris [12] use a similar idea by
observing the reflection off a reflector located on the object of interest. "Satellite"
sensor nodes placed about the object sense the light's return and measure elapsed
time. Still other systems emulate GPS indoors by creating GPS pseudo-constellations
[13]. Although these systems perform well, the quantities of cameras or other sensors
20
Figure 1-2: Moire patterns.
needed to locate the object make their use on trucks or aircraft carriers impractical
as potential solutions for this problem.
1.3 Moir6 Pattern Overview
The term moire originates from the French referring to pattern changes on watered silk
when two layers of the silk are pressed together and the wearer moves [14]. However,
moir6 patterns can be seen in a wide variety of locations outside of watered silk. Two
fences or screens placed one behind the other or a striped shirt on a television screen
also generate moire patterns [15]. The moire effect occurs in two ways. One method
is when two repetitive structures are placed one on top of the other generating an
interference pattern that consists of dark and bright areas that do not appear in
either original grating. An example can be seen in Figure 1-2. The other method of
generation is the sampling by digital means of a repetitive signal. If the sampling
rate is too low, aliasing may occur which appears as moire patterns. 2 In this thesis,
emphasis is placed in the first method of pattern generation.
Documentation shows that the first use of the patterns was by Lord Raleigh in 1874
[16] when they were used to determine the quality of supposedly identical gratings.
Current applications include shape measurement and strain analysis [15]. Metrology
uses these patterns given their great change in appearance when small deflections or
2Aliasing may not occur since the original image is not continuous in the frequency domain. It
is possible that the aliased signal is naturally filtered out. See Amidror [14], pg. 50.
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rotations of one of the gratings relative to the other occurs. It is by tracking this
drastic change that the moire patterns are used to determine the 6 DOF of a camera
relative to a moire generating target. Straightness indicators, alignment aids, and
position indicators using a two-stage vernier-fringe system have been proposed and
tested in the past by Vargady [17] and Bara [18], but have not focused on moire
pattern tracking as a method of navigation.
Although moire patterns can occur at multiple frequencies, only those that lie
within the visibility circle are seen [14]. The visibility circle represents the approx-
imate low-pass filtering operation of the camera used to smooth and anti-alias the
image in the 2D frequency domain. This low-pass filtering operation places constraints
on the number of usable moire patterns. Any patterns or details at frequencies higher
than the cutoff frequency of the low-pass filter cannot be seen, i.e. they lie outside
the visibility circle. The value of the cutoff frequency is a function of contrast of
observed details, lighting, distance, and other factors.
1.4 Problem Statement and Approach
This thesis proposes a navigational system utilizing vision through the tracking of
moire patterns. The high reliability of vision in close proximity operations to other
obstacles and platforms and the ability of moire patterns to magnify small rotations
and translations make this target system a viable and cost-effective solution to the
rotorcraft landing and local navigation problem. Stated earlier, the application of
interest of this system is to aid in landing helicopters and other vertical landing craft
on non-stationary surfaces.
The experimental approach is to place a single wireless camera on a quadrotor
UAV pointed downward at a moire target located underneath a transparent landing
pad. An example of a quadrotor is given in Figure 1-3. With the target in the field
of view, the camera will take images of the generated moire patterns. An algorithm
will track the pattern movement as the quadrotor translates and rotates and compute
the location and attitude of the craft relative to the target enabling the closure of
22
Figure 1-3: Example of a quadrotor.
feedback loops. This thesis demonstrates, through experimentation, the ability of the
quadrotor to hover, land on static platforms, and land on moving platforms using
this technology.
The thesis continues with a general description of the target and the system's
theory of operation in Chapter 2. The position and attitude computations using
the patterns are discussed specifically in Section 2.2 and Section 2.3. Algorithm
flow is illustrated in Chapter 3 and results of calibrated tests are given in Chapter 4.
Chapter 5 describes flight results from hovering, static platform landings, and moving
platform landings. Finally, Chapter 6 concludes with future work recommendations
and finishing remarks.
23
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Chapter 2
6 DOF Estimation Equations
Through Moir4 Analysis
Moire patterns can be generated by superimposing one semitransparent grating above
another either at an angle, using different grating sizes, or placing them a set distance
apart. The target described in this thesis generates the patterns by the later method.
The attractive feature of moir6 patterns generated in this fashion is their ability to
amplify movement of the viewer. The other methods amplify only movement of the
grids. Thus, what could be considered a slight movement of a camera as compared
to the grid size is visually seen as much larger in the moire pattern. For the control
of a vehicle, the primary interest is tracking this effect during the movement of the
vehicle mounted camera. If the camera translates in any direction, it appears in the
image stream as if the generated moire patterns "move" inside the target in the same
direction, giving an indication of position change. However, if the camera rotates,
the patterns do not "move" within the target. Another feature is that as altitude
increases, the quantity of visible moir6 patterns decreases, i.e. there are fewer black
and white intervals located inside the target.
A powerful characteristic of the patterns when viewed with a camera is that the
apparent wavelength on the image plane remains near constant at all altitudes as-
suming small rotations. As described earlier, as height increases, the wavelength of
the patterns with respect to the target increases. On a camera however, this effect
25
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Figure 2-1: Pinhole model of camera.
is exactly canceled by the fact that an object gets smaller on an image plane as the
distance between it and the camera increases. This cancelation results in a near con-
stant apparent wavelength on the image plane. An example of this effect is given later
in this chapter. Understanding these fundamental principles allow accurate position
and attitude information to be obtained from the moire patterns.
2.1 Camera and Moir4 Modeling
The perspective or pinhole model of the camera is assumed in the computation of the
6 DOF of the camera relative to the target. The model consists of an image plane
F and the center of projection or focal point F, given in Figure 2-1. The distance
between the focal point and the image plane is the focal length of the camera, f, while
P represents the principle point. The principle point is defined as the point where the
line that is perpendicular to image plane goes through the focal point and intersects
the image plane. The basic equations of the pinhole camera relating a point, Q, in
the camera frame to its corresponding location, q, in the image plane are
f
f (2.1)
V
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Figure 2-2: Gratings to generate moir6 patterns.
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Figure 2-3: Moire target with key features labeled.
Each point in the image is scaled by h, the distance between the camera and the
point Q along axis ze.
The interference effect in this application was generated by having two identical
sets of one dimensional gratings in parallel placed one of top of the other a distance d
apart as shown in Figure 2-2. If the identical gratings were directly superimposed with
no angular offset, a singular moire state would occur where no interference patterns
would be seen. The gratings in the figure are regularly spaced with characteristic
wavelength A.
Figure 2-3 shows a drawing of the target with key features labeled including the
moir6 patterns created by what are referred to as the fine and coarse gratings. The
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Figure 2-4: Actual image of moire target as seen by the camera.
difference between the fine and coarse gratings is their characteristic wavelength A
shown in Figure 2-2. The coarse grating wavelength is larger than that of the fine
grating wavelength generating a lower frequency moire pattern. The purpose of the
different moire pattern wavelengths will be discussed in later chapters. Identical
grating sets are printed in orthogonal directions to track movement in two dimensions.
Five red lights on the target are used as discernable feature points with one on each
corner and one off-corner to determine the orientation of the target. Referred to as
red dots on the image plane, the red lights are used to find the coarse and fine gratings
and compute yaw and altitude. Each red dot corresponding to a specific red light is
given a reference letter as seen in the figure. The actual target as it appears on the
image plane of the camera is shown in Figure 2-4.
Alternative target designs exist in addition to the one previously described. One
example is seen in Figure 2-5 where circular markings are used to locate the gratings
in the image plane. This target enables the use of a monochrome camera since color
specific markings such as the red lights are no longer required. However, for the
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Figure 2-5: Alternate target design.
purpose of this thesis, the moir6 target shown in Figure 2-4 was used.
The several coordinate systems used to perform the calculations are shown in
Figure 2-7. A fixed inertial frame (X, Y, Z) is assumed to be connected to the target
with the origin located on the red light labeled B. A vehicle coordinate system is
connected through its center of mass (xe, yv, z,) and another set is connected through
the camera, (xc, ye, ze) with the origin at the focal point, F. The image plane is
described by (u, v). Pitch, roll, and yaw are all given in the camera coordinate
system as 8, <D, and IF respectively.
Note that a pure roll motion of the camera causes the target to slide in the u
direction of the image plane. However, an almost identical picture on the image
plane to that of roll can be created through a translation of the camera in the X
direction. This lack of observability to first order terms is shown in Figure 2-6 by
knowing the location on the image plane of a point in space as a function of translation
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Figure 2-6: Two dimensional view of the camera and object.
and rotation of the camera, given in two dimensions as
tan9 + 'h_a f I- tanO' (2.2)
The distance on the image plane from the point of interest to the principle point is
a', the translated camera distance from above that point is x, the camera altitude is
h, and the rotation angle is 0. Linearizing the equation about the equilibrium point
0 = 0 and x = d/2 to relate the effect of translation and rotation results in
6x = -h 1 + 6. (2.3)
Thus, Equation 2.3 shows the lack of observability between a rotation and translation
since an image generated by a small rotation could be approximately replicated by
a small translation, up to first order terms. A more detailed description is given in
Appendix A.
This phenomenon directly couples the computation of X and <D together. The
same coupling occurs between Y and E in the orthogonal direction. Mentioned ear-
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Figure 2-7: Coordinate Systems.
lier, the moir6 pattern movement or lack of movement can be used to decouple the
occurrence of a rotation from translation and vice versa.
2.2 Translation Estimation Equations
Since the top and bottom gratings are printed in one dimension, the analysis will
assume a one dimensional problem focusing on two gratings; but, the ideas presented
easily scale to n dimensions with m gratings.1 The printed gratings are referred to
as Ronchi rulings where the transmittance profile is a square wave which is opaque
for exactly half of the duty cycle and transparent for the remaining half [19]. Each
Ronchi ruling intensity is
|y 
-nAl < ,2
|y -nAl > ',
n=0,il1i2,...
n 0,±1,i2,...
as seen in Figure 2-8.
'For analysis in 2 or more dimensions and for non-parallel gratings, see Amidror [14], pg. 11.
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{1,f(y) = 1
0,
(2.4)
f(Y)
Figure 2-8: Square wave pattern of printed gratings.
The Fourier transform of the ruling is given by
(5sin)i
-Ff Y)7rz A
i=-00
consisting of impulses at integer multiple frequencies of the printed pattern.
The resulting interference pattern due to the superposition of the two gratings is
the multiplication of the two square patterns
fM(Y) = ft(Y)fA(Y) (2.6)
where ft(y) and fb(y) are the intensities of the top and bottom respectively. Since the
multiplication of the signals in the time domain is equivalent to the convolution of
their Fourier transforms in the frequency domain, the resulting moire pattern consists
of convolved impulses in the frequency domain. Given the offset distance between the
printed fringes, the top and bottom grating appear as slightly different frequencies in
the image plane. Labeling the top grating frequency as fi and the bottom grating as
f2, the results of the convolution, FM, can be seen in Figure 2-9. Since the magnitude
of sine components decays inversely with frequency and all higher frequencies fall
outside the visibility circle in this case, a first order raised cosine model, i = 0, t1
in Equation 2.5, can be used to approximate the square wave. If a raised cosine is
not used, the original printed grating frequency impulse,fi and f2, would not appear
in the frequency spectrum of the overall intensity Fm. Only the results within the
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Figure 2-9: Convolution of printed gratings in frequency domain.
visibility circle of the spectrum convolution, fi - f2 and fi + f2 would appear which
we know to be false since the original printed coarse gratings can be clearly seen in
Figure 2-4.
Modeling of the printed gratings using raised cosine function approximations to
the square wave can be seen in Figure 2-10. The figure represents the view from the
side of the two superimposed gratings of the printed wavelength A at a distance apart
d. We let the origin be the start of the gratings, x be the distance to the camera
focal point, y be the distance to the ray of light entering the camera from the top
grating, and h be the altitude, i.e. the distance between the focal point and target
surface. The angle between the vertical and the ray of light of interest is 7y. Using
these variables, the top and bottom pattern are modeled as
11 (27rfcz(y) = + cos Y (2.7)
1 1 (2i
fs(y) = + cos (y-dtan)+ . (2.8)
The phase offset 0 accounts for lateral misalignment error of the gratings when
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Figure 2-10: Target and camera as seen from the side with grating intensity repre-
sented by a cosine function.
placed one over the other. The k variable corrects for the refraction of light as it passes
through the transparent acrylic sheets that sandwich the printed grating sheets to hold
them in place.2 The physical layout of the target will be described further in Section
3.2. Thus according to Equation 2.6 the overall interference intensity including the
moire patterns is
(2.9)
The following equations exist due to the geometry of the problem and from trigono-
metric identities:
tan 7 (2.10)
2 See Appendix B.
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I + 1Cos (7y)][ + 1Cos ( y - dtany)+ .
(1 1cs 1 ( 1± 1ob 1 1 1 1+ -cos a -+ -cos b = + -cos a + - cos b + - cos(a + b) + - cos(a - b).
2 2 2 2 4 4 4 8 8
(2.11)
Combining them with overall Equation 2.9 creates
I+-Cos 
-y +-cos 
-
(y- +/ ) +4 4 (kA 4 hkA d
+ I cos 47y 2d(X-y y)- 2.d (2.12)8 hk- A 8 (hkA
The first three terms in the equation are the functions of the original gratings. The
final two terms enter from the convolution and represent the moir6 patterns. The
last term is the lower frequency difference term and the second-to-last is the higher
frequency sum term seen in Figure 2-9. Of primary interest is tracking the phase
of the low frequency moire term. The high frequency moire term lies outside the
visibility circle for the experiments conducted here and cannot be used.
The wavelength of the moir6 pattern as seen by the eye, As, is equal to -A given
by the coefficient on the independent variable y in the last term in Equation 2.12.
Using the pinhole camera model, lengths such as A, measured in the image frame are
scaled by the height shown in Equation 2.1, giving
p = f(2.13)h
where p is the equivalent measurement of the moir6 pattern wavelength on the image
plane in pixels. Combining Equation 2.13 with A, = hkA/d given earlier,
fkA
d (2.14)d
which does not depend on height. The apparent wavelength, p is a nearly constant
for all altitudes seen in Figure 2-11 assuming small attitude changes.
To calculate the position of the camera relative to the target, only a single-point
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Figure 2-11: Approximately constant apparent wavelengths of moire patterns assum-
ing small roll and pitch.
Figure 2-12: The target with a Discrete Fourier Transform (DFT) computed along
the gratings.
discrete Fourier transform (DFT) at the known apparent frequency, the inverse of the
apparent wavelength, on the image plane is needed along each grating in the direction
of the grating as seen in Figure 2-12. The input values to the DFT are generated
through the summation of the red-green-blue (RGB) values of each pixel starting at
the origin shown in Figure 2-10 and looking along the line. The actual RGB values
entering the DFT are the average of the sum of each vertical column of pixels in the
green box of constant length.
The independent variable over which the DFT is computed is y since it represents
the location of the ray of light entering the camera generating each pixel's RGB values.
36
The phase of the visible pattern corresponding to the lowest prominent frequency is
27rd
-= kA (2.15)hkA
as given in the last term of Equation 2.12.
We see in Equation 2.15 that if x changes, the phase measured at the beginning
of the gratings (or any other constant point on the target) changes, indicating the
pattern is "moving" within the target as the camera moves. The DFT must always
be performed at the start of the gratings on the target, regardless of where the target
lies in the image.
Phase is subject to integer wrapping of 27r and it must be accounted for when
performing the calculations. The number of integer wraps in moving the camera
from above the origin to its location must be correctly determined by the algorithm
to accurately calculate the position. The position of the camera relative to the be-
ginning of the grating incorporating the 27r wrapping of the phase and solving for x
in Equation 2.15 gives
hkA
X = (- 27rn ). (2.16)
27rd
This equation describes the location of the camera relative to the start of the
gratings in one dimension. Regarding the orthogonal set of gratings, the exact same
equations are applied giving the two dimensional location of the camera in the fixed
frame.
2.3 Rotational Angles About Translational Axes
Estimation Equations
The pitch and roll of the camera are also determined through the use of generated
moire patterns. The computation of attitude is similar to that of position but instead
of requiring the DFT to always begin where the gratings start on the actual target in
the image, the pitch and roll calculations require the DFT be performed on the same
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Figure 2-13: A different approach to viewing the target and camera as seen from the
side with grating intensity represented by a cosine function.
point on the image plane regardless of where the gratings start.
Figure 2-13 shows a variation on the approach to viewing the target and camera
from the side. Assuming similar cosine intensity equations to that of Equation 2.7
and Equation 2.8 with yt and yA representing the distance from the origin to the light
rays, the product of the equations is
I= + cos(k) [+2cos(kA +@), (2.17)
giving the overall intensity of the observable fringes. The geometry of the problem is
tan( + ) = Yt-Yb
t a ) d d
tan-y = -f
(2.18)
(2.19)
where -/ is the angle from the line running through the principle point, P, to the light
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ray of interest. The point of interest generated by that ray on the image plane is a
distance p from the principle point in Figure 2-13. Combining these equations with
trigonometric identity Equation 2.11 gives the overall intensity equation
1 1 (2CO yt) 1 C 2OS yb+0\
4 4 kA 4 kA
1 27 1 27d p22d
+ - cos k(yt + yb) +') + C-cos tan 6 + tan-- -8 \kA /8k kA (f (.0
Again, looking at the lower frequency last term, the independent variable over which
the intensity changes on the image plane is p. By setting p to 0, the remaining terms
within the final term represent the phase at the principle point. Denoting the phase
at that location #p and solving for 0, the camera angle is
0 = tan-1  2kd (p + )). (2.21)
Since the principle point is at a known constant location in the image plane, the roll
angle can be determined by always computing a DFT originating at P regardless of
the location of the fringe patterns on the image plane. However, this additional DFT
does not need to be performed since the phase of moire pattern is already known at
the location where the gratings start, at the origin y = 0 calculated earlier. If P does
not lie in the plane of the target on the image, i.e. x < 0 or x greater than the size
of the target when the image plane is parallel to the target plane, there would be no
direct way to compute the phase since there would be no generated fringes at P to
do the DFT as seen in Figure 2-14.
Given the apparent wavelength of the gratings remains constant on the image
plane as discussed previously, the phase at the principle point can be computed by
first finding the perpendicular distance between P and the line where the gratings
start in pixels, xg. Given x. and the known phase angle at the start of the gratings
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Figure 2-14: The target viewed at a small roll angle in which the principle point,
marked by the green dot, does not lie near moire fringes.
computed earlier, the phase at the principle point, #p, is solved by
2ir
#P = -Xg + #-27rn. (2.22)
P
Equation 2.21 is then used to compute the attitude angle. The unwrapped phase
used to compute position is also utilized to calculate #p. Similar to the position
computation, the same equations hold for the orthogonal set of fringes to calculate
the angle about the other non-vertical axis. The phase that generates the X position
assists in computing roll and the phase that generates Y also gives pitch. Using the
moire patterns, X, Y, <D, and 8 of the camera relative to the target are estimated.
2.4 Integer Ambiguity on Phase Unwrapping
The phase unwrapping seen in the position computation equations introduces com-
plexity to the system. Issues occur when the camera is moving with enough velocity
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so the phase difference of the pattern between consecutive frames is greater than w
if unwrapped correctly. When such a situation occurs, the system cannot determine
whether to increase, decrease, or maintain the wrapped phase by an integer amount
of 27 and the position cannot be recovered without additional computation. This
situation can become more troublesome if the vehicle is moving with enough velocity
so n in Equation 2.16 is required to increase or decrease by more than one to properly
compute the location and orientation.
The fine grating measurement is susceptible to this error since it requires a small
amount of movement to incur a 27 wrap. There are several ways to approach this
issue. One is the direct use of the principle of a vernier scale. If the coarse grating
printed wavelength were not coarse but only slightly higher than that of the fine
grating, the difference between the fine and coarse phases could be used to assist in
the integer ambiguity. For example, if the coarse wavelength were 10% larger than the
fine, it would require a movement of 11 times the 27 wrap distance of the fine grating
before the phase difference wrapped 27 once. Thus, the computed phase difference
information could be used to determine the integer ambiguity of the fine grating since
every 32.7 degrees of phase difference would determine a new phase wrap of the fine
gratings.
For this thesis, another solution was used which is the use of the coarse set of
gratings to assist in solving the problem given its simplicity in implementation. By
having a longer wavelength, it takes a larger movement between frames, corresponding
to a higher camera velocity, for it to lose track of its own correct value of n. The
compromise for this higher tolerance for greater velocities is a decrease in accuracy
as the distance moved per degree phase is lower at the longer wavelengths. However,
the better accuracy of the fine gratings can still be used when compared to the rough
position calculation provided by the coarse gratings when phase unwrapping is not
successful. If the computed difference between the coarse grating position and fine
grating position is less than the distance corresponding to a phase shift of w of the fine
gratings, phase unwrapping is considered successful and the fine grating position is
considered correct. The algorithm then moves on to the next frame. However, if the
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difference is larger than that distance corresponding to a phase shift of 7r of the fine
gratings, the fine grating phase is assumed to have unwrapped incorrectly and would
result in an inaccurate position. The coarse grating position is then used to calculate
n for the fine grating position by using Equation 2.16 given the coarse x, solving for
n, and rounding it to the nearest integer. The fine grating position calculation is
recomputed using the recalculated value of n. In this fashion, the coarse and fine
computations act similar to, but not directly as, a vernier scale. The coarse grating is
supplying more general positional information to ensure the fine gratings are giving
accurate results.
2.5 Yaw and Altitude Estimation Equations
The image plane is assumed to be nearly parallel to the target plane when the camera
is looking down at the target such as during a hover or landing condition. Given this
and the pinhole camera model assumption, the basic principle of similar triangles can
be applied as shown in Figure 2-15 to compute altitude. F is the focal point of the
camera, P is the principle point, K is the point is directly below P, D and E are red
lights on the target in the fixed coordinate frame (X, Y, Z) while D' and E' are the
equivalent red dots as they appear in the image plane (u, v). Since AFKD is similar
to z1FPD' and AFKE is similar to AFPE', we obtain
s r
- r -(2.23)
h f
The calculation requires knowledge of the physical distance between the feature
points on the target, s, its corresponding distance in the image in pixels, r, and the
focal length of the camera, f, with units in pixels. This is an appropriate method
under the assumption of nearly parallel image and target planes.
Camera yaw, T, is evaluated by observing how parallel the lines between feature
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Image Plane
Figure 2-15: Calculation of altitude.
Figure 2-16: Yaw angle, IQ, is determined by observing how parallel the lines EB and
DC are to the vertical.
points on the target are to the vertical. Using the red dots on the target, this implies
tan' (Bv - Ev)
(Bu - Eu (2.24)
as seen in Figure 2-16.
Since the target provides information for the exercise of landing, instances when
the target is a great lateral distance away and the effect of perspective is prominent
are outside the scope of the purpose of the target. Therefore, it was not necessary to
include perspective in Equation 2.24. To minimize any small effect, the yaw angle is
averaged between the angles returned by using EB and DC.
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Chapter 3
Algorithmic Flow and Hardware
Description
The intrinsic properties of the camera including the coefficients of radial and tangen-
tial distortion, the location of the principle point, the effective focal length, and the
skew coefficient must be known to remove the effect of distortion and compute the
position and orientation. These parameters are determined through a camera cali-
bration process using the Caltech Camera Calibration Toolbox [20]. To extract the
target from the incoming frame, the algorithm checks the RGB values of each pixel
in the image. Intel@'s Open Source Computer Vision Library, OpenCV [21] performs
the distortion removal and provides the access to each pixel's information.
After a frame has been captured, the first process to occur toward evaluating the
estimation equations is the removal of tangential and radial distortion effects on the
image due to the lens. Figure 3-1 highlights the significant effect of lens distortion on
the linearity of objects in the image plane. The original image on the left shows the
distorted target and calibration stand. The results of tangential and radial distortion
removal can be seen in the image on the right. Distortion correction enables straight
lines in the real world to appear as straight lines in the image plane, a necessity for
locating the fringes within the image and computing yaw and altitude. The equations
relating a point in the camera coordinate system to its location on the image plane
taking into account lens distortion and camera orientation can be found in most
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Figure 3-1: Effects of radial and tangential lens distortion on objects as they appear
in the image plane and their removal.
computer vision book such as those by Trucco [22] and Hartley [23].
After the effect of the lens is removed, the algorithm goes through each pixel and
determines if it is of sufficient "redness" to be one of the red dots corresponding to
a red light on the target. This decision is made by setting threshold values on each
of the RGB quantities. If the pixel of interest falls within those threshold values, its
coordinate is added to the list of all red dot pixel coordinates. If not, the coordinate
is discarded and the algorithm moves onto the next pixel. Edge detection or object
recognition algorithms could also be used to determine the location of the target in
the image but the "redness" algorithm was used for the purpose of this thesis because
of simplicity.
After all red pixel coordinates have been logged, the algorithm goes through the
list placing each coordinate into what is referred to as a bin. Each bin contains the
set of all coordinates that belong to the same red dot. With each coordinate on the
list, the algorithm tests if it is located within a given radius of the mean of all other
coordinates currently in each bin. If it lies outside, the pixel goes into the next empty
bin. If it does fall within the radius of a particular bin, it is placed in that bin. The
algorithm then moves on to the next point in the list. Since it is assumed that the
target will be placed on a non-red background, the five bins with the largest number
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Figure 3-2: Angle measurement to determine corner red dots relative to A.
of coordinates are considered to correspond to the five red dots. If less than five bins
are filled, the algorithm stops and requests a new frame since there were not enough
red dots in view to determine the location and orientation of the target in the image
plane.
Next, which bin corresponds to which red dot must be determined utilizing the
mean of all the coordinates in each of the five bins. This is done by computing the
center of gravity of all five bins and is the equivalent to finding the CG of the red
dots. Once the CG is known, the bin that has the smallest linear distance between it
and the CG must be point A. Once A has been discovered, the other four dots can be
determined by means of the angle made by the line between it and the CG and the
line between the CG and point A. Going clockwise, the smallest angle corresponds
to point B, the next corresponds to point C, etc. This is shown in Figure 3-2 where
#1 < #2 < #3 < #4. At this point in the algorithm, the mean coordinate of the
red pixels that correspond to which red dot is known indicating the target has been
detected in the image.
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With this information, the vehicle yaw can be calculated using the equations given
in the previous chapter. In addition, altitude can be estimated using Equation 2.23
since the value of r between red dots is now easily computed. The calculated altitude
is averaged among the four sides of the target, namely BC, CD, DE, and BC to
reduce any slight effects of perspective in computation of the height.
The algorithm continues by locating the fringes relative to the locations of the
red dots. Since the size of the target changes approximately linearly with altitude
on the image plane assuming small attitude angles, the distance one needs to look
along line EB, for example, to find the fringes relates to an empirically determined
scale factor times the pixel distance between point E and point B. Two scale factors
are determined, one for finding the fine gratings and the other for finding the coarse
gratings. These locations are computed along all four sides of the target. The lines
connecting these points on EB and DC will run directly along the fine and coarse
gratings in the X direction and the lines connecting these points on CB and DE
run along the gratings in the Y direction. The light blue colored lines seen on the
processed image in Figure 3-3 correspond to the these lines.
Mentioned previously was that the actual input values to the DFT are not the
pixels along the lines. Only those pixels within the green boxes at the start of the
fringes in the figure are used as input to the DFT. Pixels located in the columns
parallel with the shorter side of the green box have their RGB values added together
with that value averaged over all pixels within that column. The averaged RGB sum
for each column along the length of the box parallel to the blue line is the input value
to the DFT. The length of the long side of the box in pixels corresponding to the
number of input data points is constant for all altitudes. The apparent wavelength is
approximately constant so the frequency of interest in the DFT is also constant. This
makes the phase computation efficient using only a single-point DFT at the apparent
frequency instead of a full DFT.
The operating floor of the vehicle is the point in which the target becomes so large
in the image that not all the red dots can be seen to find the fringes. The constant
DFT box length determines the operating ceiling for the vehicle. The box size is
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Figure 3-3: Processed image of target with labeled features.
107 pixels by 8 pixels on the fine pattern and 96 pixels by 8 pixels along the coarse.
The ceiling limit is reached when the shortest distance between sides of the target
in pixels is equal to the length of the green box. When the vehicle altitude exceeds
the ceiling, the target is too small and there is an insufficient number of input values
corresponding to moire patterns to compute the phase. This operational ceiling is an
obvious function of target size; therefore, if a larger target is used, the ceiling is raised
with the tradeoff that the floor is also raised. As an example, for the 21.5 cm x 27.9
cm target described, the ceiling is 90.17 cm and the floor is 27.94 cm. A powerful
way to increase the overall operating space would be to embed various size grating
sets within one another, which is discussed in more detail in Chapter 6.
Now that the proper input information is available, the single-point DFT is per-
formed at the apparent frequency. Repeated four times, the output of this process
is the phase for the coarse and fine gratings in both directions. The phase is then
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unwrapped using the phase from the previous frame and n is updated accordingly.
The coarse and fine grating position is computed using these phase values and the
values of n in Equation 2.16. The final output position and the values of n are com-
puted according to the logic given in Section 2.4 when an error in phase unwrapping
is detected. The pitch and roll are then computed by first finding the distances xg and
yg from the principle point to the axes on the target in the image plane. The position
calculation has already unwrapped the fine phase correctly and since it provides a
more accurate result, only it is needed to compute <, for the angle calculations. The
6 DOF of the camera relative to the target are then output to the pilot or controller.
The value of n used at the first frame of target detection is determined through
an initialization procedure which utilizes positional values from an external source.
The procedure solves Equation 2.16 for the first proper values of n given the alti-
tude, phase, and externally provided position. This procedure is logical given the
application of the target as a landing platform since a different tool such as GPS or
an indoor positioning system will be necessary to provide the general location of the
target and vehicle for navigation. Knowing the target's origin and the rotorcraft's lo-
cation in the external positioning coordinate system once the target is in view allows
the relative position to be computed and the initialization procedure to be executed.
At this point, only the target is required for local navigation as long as it remains in
the camera field of view.
3.1 Flow Summary
A flow chart of the algorithm is provided in Figure 3-4. It summarizes the steps
performed on each frame to compute the 6 DOF of the camera relative to the target.
After the fringes have been found, two separate operations begin. Each operation
corresponds to computing the location in each orthogonal direction as well as the
angle about those axes. The roll angle 4, utilizes the same phase used to compute
the position in X. The pitch angle E, does the same with the calculation for Y. Once
the 6 DOF of the camera relative to the target have been output, the entire process
50
Output x Output < Output Y Output 9
Figure 3-4: Vision algorithm flow chart computing the 6 DOF for a single frame.
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is repeated on the next incoming frame.
3.2 Hardware
Given here is a description of the parts used to create the moir6 target as well as the
type of camera and processing information used to implement the algorithms. Other
components can be used to optimize one or all of the operational areas including
computation speed or lighting effects.
The moire target's external structure is a basic rectangular aluminum enclosure.
Resting on top of the enclosure are two acrylic sheets that sandwich a thin trans-
parency on which the moire gratings are printed. Separated by standoffs to maintain a
constant distance are two more acrylic sheets with another transparency with printed
gratings slid between them. The sides of the gap between the two sets of gratings
are covered with aluminum sheets to prevent light from entering in places other than
below. Attached to the bottom of the lowest layer of acrylic is a diffuser panel. This
panel evenly distributes the light on the transparencies from the two energy-saver
light bulbs within the enclosure. The back-light is required for the patterns to be
seen and the diffuser panel is required to ensure that the lighting of the target is even
to make the patterns easily trackable. Figure 3-5 shows a side cutout view of the
moir6 target. The physical distance between red lights is 21.5 cm in width and 27.94
cm in length. The height of the top layer of acrylic from the bottom of the target
is 13.3 cm. The high-frequency grating printed wavelength is 1.111 mm and the low
frequency grating is 5 mm with a separation of 29.7 mm between layers.
The camera is an Eyecam 2.4GHz wireless CMOS camera. The Eyecam has a
92 degree field of view with a resolution of 380 TV lines. The focal length was
found to be 525 pixels and the principle point was located at (350, 240) in image
coordinates. Requirements on the camera included that it be small, light-weight, and
wireless given the limited payload of the flying platform to hold additional onboard
electronics. Given these strict requirements, the number of capable cameras was
limited. The Eyecam Extreme wireless camera was also investigated for use with the
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Figure 3-5: Side cutout view of target and light source.
quadrotor. Image quality was particulary susceptible to noise on the original Eyecam
model. The Eyecam also required all lights in the room to be dimmed or turned
off completely to see the moire patterns clearly on the target due to its auto-white
balance. A major limitation with both small wireless cameras was this inability to
control the white balance. Although the Eyecam Extreme provided a more reliable
image quality, modifying the environment to assist its auto-white balance to see the
moire patterns was much more difficult than on the original Eyecam. With or without
external lights on, the moire patterns were indiscernible on the target with the Eyecam
Extreme and so it could not be used with this system.
The video receiver is connected to a frame grabber located inside a computer
which runs the vision system at 20 Hz giving a time step of 50 ms between frames.
The system latency between when an action occurred and when it was detected by the
vision algorithm was between 50 and 100 ms depending on when the action occurred
during the processing of the previous frame. The latency time includes the delays due
to image capture by the camera, its wireless transmission and reception, digitization
by the frame grabber, and algorithmic processing.
To return ground truth position and orientation information, the commercially
available Vicon MX Motion Capture System [11] is used. The system is composed of
several cameras located around the operating zone with their lenses pointed inward
over the area and has a high positional accuracy of approximately 1 mm. It utilizes
reference markers located on the vehicle to compute the attitude and position. This
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information is given based on a model in the Vicon system which is generated using
measured locations of the markers. Accurate velocity and angular rate information
can also be calculated using Vicon since the 6 DOF information is provided at 100
Hz.
3.3 Calibration
For the correct location and attitude of the camera relative to the target to be com-
puted, several of the constants in the equations given in Chapter 2 must be deter-
mined. These constants include k, the effect of the refraction of light through the
acrylic as well as, 4', the phase offset induced by imperfect placement of the sets of
layers on top of each other. There exists a unique k and phase offset value for all moire
generating gratings sets. There are a total of four for the target described here, one
for each fine and coarse grating in both directions. These parameters are computed
through a calibration process in which the camera is placed at known locations rela-
tive to the target and a series of pictures are taken. The camera is moved linearly in
the x direction with an image being taken every 2.5mm over the full range of viewable
motion at 3 altitudes. Since the actual locations are known, the k and $ values are
chosen to minimize the mean square error between the actual and computed values.
This calibration procedure is target specific and is conducted once for each target.
If the gratings are changed or shifted, the target will need to be recalibrated as the
offset values will have changed.
Another calibration procedure is conducted each time the camera first acquires
the target or each time the target is lost and reacquired. This calibration determines
the correct values of n as discussed in the previous section. When all five red dots are
seen in the image for the first time as the target comes into view, the value of n for
both the fine and coarse patterns is unknown. Without this information, the correct
location and attitude cannot be calculated. At this first frame, the vehicle's position
relative to the target must be provided to the moire system from an external sensor or
source. For the indoor test setup, this information is provided by the Vicon system.
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Upon seeing the target for the first time, the relative position from Vicon is used to
compute the most probable n for the four sets of moire patterns using Equation 2.16.
These values of n remain in memory to be utilized and updated as the vehicle moves.
After the first frame, the Vicon position information is no longer necessary and the
moire target system is used to navigate or land as long as it remains in the field of
view. For applications in outdoor environments that would enable the use of larger
UAVs, GPS data would replace the role of Vicon for this calibration procedure.
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Chapter 4
Results
A variety of experiments were conducted using the moire target system to deter-
mine its accuracy as a navigation aid for vehicles. Theses tests consisted of manual
movement of the camera relative to the target varying relative position, attitude,
and velocity. The ground truth location was assumed to be that returned by Vicon.
The plots in this section maintain the mean error associated with modeling errors of
the vehicle-mounted camera when created in the Vicon system and misalignment of
target and Vicon axes. These two sources create the offsets in the estimation of the
vehicle in one coordinate system relative to the other but are no larger than +1 cm.
4.1 Vision Constraints
The combined Eyecam wireless camera and video capture card provided an image
resolution of 640x480. Given that the input to the DFT is the sum of the RGB values
of individual pixels, the resolution of the image limits the range of operation. If a
higher resolution were available, the DFT box length could be shortened to include
only one period of the moir6 pattern, raising the operating ceiling. The Eyecam
resolution was sufficient for the testing conducted for this thesis. The wireless image
transmission made the algorithm subject to frame drops when the image is too noisy
to accurately determine the location of the red dots. A dropped frame resulted in
no information for that time step. Dropped frames included color-distorted images
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(a) Snow (b) Discoloration
Figure 4-1: Examples of bad frames.
or those containing "snow" over the locations of the red dots which made finding
the fringes impossible. Examples of these issues can be seen in Figure 4-1. False
detection of red dots also occurred when the algorithm detected another object or
reflection in the image that contained more red pixels than that of a target red light
and assigned it as a red dot. This problem would cause the phase measurement to not
occur along the moire fringes but on a random portion of the image. This false phase
measurement could then cause a large positional change, triggering the recomputation
of the fine grating's integer ambiguity when it should not. The recomputation would
cause an incorrect position to be output and continue to be output since the value
of n is incorrect and the system is unaware because the algorithm does not detect
inadvertent usage of false red dots. Removal of all red light sources or objects in the
room assisted in limiting the number of false red dot detections.
The lighting in the room needed to be controlled to properly see the target using
the Eyecam. The overhead lights caused reflections off the top layer of acrylic making
the fringes unobservable. Therefore, the overhead lights in the room were turned off.
The low-weight and wireless constraint placed on the camera choice by the quadrotor
created many of these issues.
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4.2 Moir4 Target Operating Range
The method and quality of data transmission, camera resolution, and target size are
all important factors in the accuracy and effectiveness of the moire system. However,
none are more important than the basic premise that to obtain information from the
target, it must be in the field of view of the camera. The Eyecam has a field of
view (FOV) of 92 degrees. An ideal situation would allow the use of a fisheye lens
that would enable the target to be seen at great lateral distances and heights, thus
increasing the operating volume of the vehicle. However, a fisheye lens introduces a
significant amount of distortion into the image, decreasing its usability to find the
patterns. Also, large FOV cameras are not required given the primary application of
the target is close proximity or landing applications.
The operation ceiling, i.e. the maximum altitude, of the test system is 90.17 cm
and the floor is 27.94 cm when the long side of the target is aligned with the 640
resolution side of the image, corresponding to a yaw of i90 degrees. The actual
testing floor was set at 36.83 cm with a yaw angle of 0 degrees.
Table 4.1: Visible, workable, and worst case operational rectangular dimensions using
Eyecam and constructed target at the maximum altitude of 90 cm.
Visible Cone (cm) Working Cone (cm) Vehicle Cone (cm)
X 122.7 X 103.1 X 75.16
Y 90.7 Y 81.8 Y 53.86
Table 4.1 displays the compromise between the working cone and the visible cone
for the Eyecam camera given in the camera coordinate frame. Each is referred to as
a cone since that geometric shape describes the viewable volume of the camera. The
visible cone describes the dimensions of the area on the landing surface the camera
can see at the maximum operating altitude with no distortion removal. The working
cone describes the dimensions of the landing surface after the radial distortion of the
lens has been corrected. The total usable area at maximum altitude is reduced 41%
by removing distortion. The working cone size also gives an indication of the volume
in which the vehicle can move. The actual movement area of the vehicle is a function
59
of the orientation of the camera relative to the target since it is rectangular, but is no
worse than each direction minus the largest dimension of the target. This information
is presented as the vehicle cone in Table 4.1.
A yaw angle of zero degrees was used during all performance tests. This config-
uration was not optimal for maximizing the operational area of the vehicle since the
long side of the rectangular image plane was perpendicular to the long side of the
target. The rationale behind this implementation stems from the inaccuracy of the
height computation at altitudes below 38 cm when the yaw of 90 degrees would be
most beneficial. The mean altitude error increased to 1.36 cm for attitude angles near
zero below 38 cm inducing a positional offset error of 0.762 cm. Also, at extreme low
altitudes, any small rotations about either lateral translation axis would cause red
dots to fall outside the field of view of the camera requiring more frequent in-flight
recalibration of the n's when the dots were reacquired. For these reasons, the yaw
angle with a higher floor was used in testing.
4.3 Moird Target Accuracy
4.3.1 Altitude
Figure 4-2 shows the error analysis of the altitude returned by the moire target al-
gorithm. Given in the figure are the plots for the mean, standard deviation, and
corresponding equations for the linear approximations to the data. The high-attitude
angles data corresponds to testing when the camera was rotated through the maxi-
mum allowable angles at the different altitudes. One example is by translating the
camera to place the target at the left of the image plane with no rotation. Since
more of image plane exists to the right of the target in which to rotate, a larger
sweep angle can be attained in that one direction of rotation than if the target were
rotated starting in the middle. The maximum range of these sweeps was +30 degrees.
Low-attitude angles correspond to rotations less than t5 degrees. As can be seen
in Figure 4-2(a), the mean error has a negative slope for both high and low attitude
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Figure 4-2: Altitude error analysis.
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measurements. This represents an inaccuracy in determining the focal length during
camera calibration since it is directly proportional to altitude. The larger magnitude
of the high attitude error slope is a direct result of the breakdown of approximations
made during the height calculation. At higher rotation angles, the assumption that
the image plane and target plane are nearly parallel breaks down even further and
the average distance between red dots decreases resulting in a higher mean error.
The trends of standard deviation in Figure 4-2(b) can be explained using sim-
ilar logic. The positive slope with increasing altitude occurs because the target is
becoming smaller in the image. With the target and red dots becoming represented
by fewer pixels, an increase in measured pixel distance due to noise at high Z values
has a more prominent effect than a single pixel error at lower altitudes. This is most
easily seen in the inverse relationship between the computed height and the pixel
distance measurement given in Equation 2.23. The standard deviation of the error
increases with increasing attitude angles since as the camera rotates, three of the tar-
get sides are composed by a smaller number of pixels due to the effect of perspective.
This results in the distance between red dots decreasing in a similar manner as the
mean so the same results follow. The distance reduction at high angles induces larger
fluctuations in the measurement between red dots so higher sweeping angles induce
higher standard deviation slopes.
Figure 4-3 presents how the altitude error is directly related to the roll angle
of the vehicle. At approximately 8 and 11 seconds, the vehicle reaches the angular
extremes at an actual altitude of 71 cm. The corresponding altitude computation
underestimates the actual height due to the break down of the parallel plane assump-
tion described earlier creating the negative error. Since this occurs similarly for both
positive and negative angles, the error is negative for both. This phenomenon is seen
again at 24 and 28 seconds. Although roll was chosen for this particular example, the
effect is identical to changes in pitch.
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Figure 4-3: Altitude error from high roll angles.
4.3.2 Translation
The positional error tests were similar to that of the altitude tests. For low attitude
angles, the camera was translated as far as possible in each direction as governed by
the altitude to keep the target in view. As before, low attitude tests kept the pitch
and roll angles of the camera below i5 degrees while high attitude angle tests placed
them outside that range but below t30.
Shown in Figure 4-4 is a plot of the mean translational errors and standard devia-
tions at the various altitudes. The X and Y directions correspond to those measured
in the inertial coordinate system. The mean translational error in Figure 4-4(a) de-
creases as altitude increases due to the direct proportionality between position and
altitude given in the equations. Since the altitude error has a negative slope with Z,
so does the positional error. Identical logic applies for the difference between higher
and lower rotation angles. The mean altitude error is greater for higher rotation
angles so it will generate a greater mean error in position as supported in the figure.
Inaccurate measurement of the offset distance between the Vicon origin and the moir4
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target origin created the difference between the mean error plots in X and Y.
The standard deviation for both orthogonal directions remains near constant for
each type of test conducted displayed in Figure 4-4(b). Although the standard de-
viation of altitude error diminishes with the lowering of the vehicle's Z position,
the standard deviation of the measured phase error becomes more prominent as the
fringes themselves increase in resolution. Shown also in the figure is that the standard
deviation of the translational error is less for lower attitude angles. The height output
is less prone to noise at lower angles so its coupled effect into the position calculation
is diminished resulting in a more accurate translation measurement. Better perfor-
mance in the Y direction over the X direction directly resulted from the type of tests
performed. Greater translations in the X direction and rotations in <b could occur
when IF = 0 given the geometry. Therefore, data analysis in the X direction included
points where a greater standard deviation in the altitude error existed inducing a
larger computed standard deviation in the translational error of X as compared to
Y.
4.3.3 Rotation About Translational Axes
Sources of rotation angle error about the translational axes differ from that of the
positional error. The rotation angle is computed as a function of the apparent wave-
length; it is not affected by errors in altitude and therefore does not contain the
error that height coupled into translation. Figure 4-5(a) displays the consistency of
the mean attitude angle regardless of the vehicle's location along the Z axis. The
low-attitude and high-attitude angle definitions are again consistent with the other
tests.
The rotation computation only depends on the measured phases and the distances
Xg and yg. The output angle error increases with the observed phase error due to pix-
elation noise as the vehicle descends. However, the xg and yg measurements increase
in accuracy as resolution increases in the same fashion that the height measurement
increased accuracy with decreasing Z. The better noise performance with respect
to measured distances complements the effect of phase noise resulting in a near con-
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stant standard deviation of the error for rotation. Figure 4-5(b) represents the error
standard deviation results from angle testing.
4.3.4 Yaw
Yaw accuracy is a primary function of the exact determination of the center of the
red dots. Figure 4-6(a) and Figure 4-6(b) contain the mean and standard deviation
of the yaw error respectively. Computed only at low angles, the mean error does
not appear to follow an obvious trend. The measured mean error between 40 and 50
cm deviates from a trend that would have lead to an increasing error with Z. That
result would have logically extended from the fact that as the target resolution is
decreasing, the number of pixels composing the red dots is decreasing with each pixel
error representing more of a yaw angular offset. Stated more explicitly, if the center
of the red dot B is chosen one pixel to the right of the actual, it represents a more
significant mean yaw error at 100 cm altitude than it does at 40 cm since the distance
between the dots B and E at 100 cm is smaller.
The standard deviation of the yaw angle appears to remain constant as a function
of camera height above the target. At lower heights, the red dots are composed of
many pixels making the location of the center of the dots highly susceptible to noise as
the threshold algorithm is applied. Even though the location is more prone to noise,
the computed yaw angle does not feel exaggerated effects since the distance between
the dots is large at this low Z. The inverse effect occurs at high altitudes. The center
of each dot is more constant since there are less possible red dot center values resulting
in less noise. However, any noise moving the center at high Z values creates a more
significant error. The two effects offset creating a near constant standard deviation.
At high pitch and roll angles shown in Figure 4-7, inaccuracies in radial distortion
removal change the yaw output. When the red dots are located near the extreme edges
of the image plane, straight lines may still contain slight amounts of curvature. It is at
these locations that distortion is the most prominent and therefore the most difficult
to completely eliminate. The corners of the image plane then naturally contain the
most inaccuracy so altitudes where the dots are near the corners of the image plane
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Figure 4-6: Yaw error analysis at low pitch/roll angles.
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maintain the most distortion. This supports that yaw errors are increasing as altitude
decreases since the dots move further toward the corners.
The high attitude angle effect on yaw accuracy is shown in Figure 4-8. The yaw
error follows the patterns of the roll and pitch of the camera as the dots are moving to
the extremes of the image plane. Inaccurate Vicon modeling resulted in the non-zero
mean of the yaw error. Correct modeling would have generated a 0 centered mean
and positive valued error for positive D angles.
4.4 Accuracy Summary
System performance is summarized into three different altitude ranges. Each range
is further broken into two ranges of pitch and roll, low and high angle. The error
bounds are specific for the camera and target as described in this thesis. Performance
will vary with different camera types and target specifications. Located in Table 4.2
is a summary of the maximum position and attitude errors of the moire system under
the specified conditions.
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An example of the 6 DOF estimation by the moir4 target during a manual motion
test is given in Figure 4-9. Figure 4-9(a) displays the estimations returned by both
the moir6 system and Vicon. Easily seen in the error plots given in Figure 4-9(b) is
the effect of roll and pitch in underestimation of altitude which coupled into position
error.
4.5 Velocity Performance
Although the moire system acts as a visual positional information sensor, it does not
provide reliable velocity information without filtering. The presence of noise makes
the results of a basic derivative, current value minus previous value divided by time
step, difficult to use.1 In comparison to the derivative computed with the Vicon
'The useable bandwidth for the positional velocity measurements sampled at 20 Hz was approx-
imately 4.7 Hz. At higher frequencies, a significant amount of noise existed so as to greatly decrease
the signal to noise ratio. Future analysis should be conducted to determine exact operational band-
width.
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Table 4.2: Summary of moire target system maximum error using the Eyecam and
constructed target at three altitude ranges and two rotation angle ranges. Maximum
and minimum altitude values based on IF are also given. Units in cm and degrees.
Attitude: ±5 deg at Z Attitude: ±30 deg at Z
Symbol 28-51 cm 51-66 cm 66-90 cm 28-51 cm 51-66 cm 66-90 cm
Altitude Z 2.19 3.37 5.26 2.43 4.22 7.10
Translation X 0.64 0.64 0.64 1.31 1.31 1.31
Translation Y 0.46 0.46 0.46 0.78 0.78 0.78
Yaw T 1.24 1.24 1.24 3.59 2.52 0.97
Roll <b 0.56 0.56 0.56 1.34 1.34 1.34
Pitch E 0.76 0.76 0.76 0.60 0.60 0.60
Max (cm) Min (cm), I = ±90 Min (cm), T = 0
Z 90.17 27.94 36.83
system, the moire derivative is quite noisy. Data from a basic velocity calculation
on moir6 and Vicon position information is given in Figure 4-10(a). The velocity in
the Y direction is slow and the coarse grating information is not utilized while the
velocity in the X is higher.
Increasing the velocity of the vehicle amplifies the moir6 noise quantity as the
system incorporates the use of the coarse position. The X velocity in Figure 4-10(a)
contains easily identifiable examples of when the moire system uses the computed
coarse position to update the fine pattern n at higher velocities. Two such examples
occur at 21 and 26 seconds. Large spikes can be seen at theses times since the
position system is incorporating the coarse position into the fine position and causing
a significant positional jump. Figure 4-11 shows the fine, coarse, moir6, and Vicon
position values at 21 seconds where two updates occur. The moir6 data represents
the final output value of the vision system.
The difference between the fine and coarse measurement was sufficiently large at
21.7 seconds to indicate that the algorithm would loose track of the fine pattern integer
ambiguity if not updated. The problem is solved as described in detail in Section 2.4
when the coarse position is used to update the fine grating value of n and recomputes
the position causing a large positional change to become more accurate. This situation
71
occurs a second time at 21.85 seconds. Updating the value of n creates the positional
jump which consequently creates the velocity spike seen in the X velocity plot. The
obvious cost for maintaining correct position are spikes in computed velocity. These
could be avoided by not using these position changes in the velocity computation or
through a proper filtration method.
Shown also in the Figure 4-10(a) is the estimated altitude rate and given in Figure
4-10(b) are the angular rates which accurately track the actual rate when the vehicle is
moving slowly. These become extremely noisy as well when the integer n is updated.
The velocity information was filtered to conduct a basic analysis of the usefulness
of the information using signal processing. Shown in Figure 4-12 is the X velocity
result after the data is passed through a 2nd order Butterworth filter. The filtered
data is smoother and more accurately outputs the platform velocity. Similar smooth
velocity results due to filtering occurred in the Y direction as well. However, the
improved output comes at the expense of group delay. The moire system velocity
lags the Vicon velocity by approximately 100-150 ms due to the filtering process.
For slower operating platforms, this delay may be tolerable to adequately use this
information for vehicle control. Usefulness of delayed velocity information relies on
vehicular dynamics and desired performance. If desired, more emphasis can be placed
on filter design and different filter techniques can be undertaken to reduce the group
delay for more dynamic platforms. The filtration conducted here was simply a basic
feasibility test.
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Figure 4-9: 6 DOF Estimation and Error Using Manual Motion.
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Chapter 5
Applications
Several different application experiments including hovering and landing of a quadro-
tor were conducted using the moire target system to determine its usability as a
navigation and landing tool for autonomous vehicles during actual flight conditions.
Hovering of the vehicle displayed the system's ability to be used as a local navigation
sensor by maintaining its position for a sustained period of time while landing tests
further demonstrated system capability by assisting it in touching down on a static
platform. This ability was further extended by landing on a moving platform through
successful tracking of the target during descent as the target moved. The flight test
results highlight the powerful features of this system while also exposing some of the
more difficult tasks that are still yet to be fully solved.
5.1 Application Hardware
The quadrotor vehicle chosen is a Draganflyer V Ti Pro [24] (as shown in Figure 1-3)
given its ability to perform as a low-cost, indoor testing platform. A quadrotor is
a four-rotor helicopter that receives 4 input commands, one to each rotor. Two of
the four rotors are counter-rotating to enable 6 degree of freedom movement. The
wireless camera is attached to the vehicle pointing downward at the moire target to
perform the 6 DOF estimation. Vicon markers are placed on the quadrotor and a
model is created in the Vicon system for tracking.
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The integrated system utilizes the power of three ground-based computers, each
dedicated to a different task. Information between computers is communicated via
a common ethernet bus. One computer contains the video capture card which is
connected to the camera's wireless receiver and performs all the vision computations
described in this thesis. The 6 DOF estimation of the camera relative to the target
is output by this machine. The Vicon system runs on another dedicated computer
providing attitude stabilization information and ground truth positions. The third
machine contains the vehicle controller which receives the inputs from Vicon and
the vision system. The controllers use the Vicon attitude information to stabilize the
vehicle and the moire position information to maintain its location in space by sending
commands to a signal converter box that connects to the platform's transmitter and
commands the quadrotor. The commercially available signal converter box connects
the computer to the transmitter via the trainer port interface. No modifications to
the Draganflyer V Ti Pro on-board electronics were made for testing. A full system
diagram can be seen in Figure 5-1.
Vicon provides the necessary information to the controller for in-flight attitude
stability at all times. This includes the pitch, roll, yaw, and their respective rates.
When the moire target is not the field of view of the camera during operating regimes
such as takeoff, the Vicon position and velocity information is used for navigation.
However, once the target is in view and the frames are valid, the moire position
information is used while the velocity continues to be supplied by Vicon. The Vicon
system ground truth location of the vehicle is still recorded to compare against that
returned by the moir6 system when the data is valid. When a frame is invalid, the
Vicon system supplies the position.
The rotation angles provided by the moire system were not used since the Vicon
data was more reliable and available at a faster rate. If the vision system was used
and a bad frame entered, the attitude and angular rate of the quadrotor would not be
known for 100 ms or longer which may lead to instability. A bad frame however is far
less detrimental in position since it would only possibly drift in space until the next
good frame enters. In actual implementation, the rotorcraft would use an inertial
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Figure 5-1: Block diagram of the integrated vehicle system.
measurement unit(IMU) to maintain attitude, justifying the use of Vicon for this
purpose in the test. The higher frequency of attitude information provided externally
is also desirable since it enables for easier control implementation. A summary of the
data sources during flight experimentation can be seen in Table 5.1.
5.2 Hovering
The first flight test of the system in conjunction with a quadrotor vehicle began with
a hover test. The vehicle took off under the capability of the Vicon system providing
the position and attitude information required for control and was given a waypoint
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Table 5.1: Vehicle position, velocity, angle, and angular rate sources when the moire
vision data is valid.
Vision Vicon
Position x, y, z -
Attitude - 0,#,
Rate
above the target. The vision algorithm continuously scanned images of the floor
searching for the target before reaching the waypoint. When the quadrotor began to
fly over the target, its successful acquisition was acknowledged by the algorithm via
a valid data flag. At this point, attitude remained under the control of Vicon but the
position information was no longer provided by the external system. The X, Y, and
Z data came directly from the vision algorithm. Images of the quadrotor hovering
above the target can been seen in Figure 5-2.
Figure 5-3(a) shows the 6 DOF estimation of the platform as returned by the
moir6 and Vicon system in mid-flight. The waypoint for the hover condition was (5
cm, -8cm, 90 cm) in target (X, Y, Z) coordinates with a yaw of 0 degrees. The valid
data flag can be seen in Figure 5-3(b). The valid data flag is the acknowledgement
with a value of "1" that the target is in view and an image was successfully processed
to compute the 6 DOF. A flag value of "0" is returned when either the target is not
found or the image was unable to be processed.
The quadrotor successfully hovered above the target about the waypoint com-
manded as shown in Figure 5-3. Although oscillations in the position occurred, the
vehicle maintained its location over the moire target. These oscillations are due to
the latency in the video stream from when the image is taken to when it is completed
processing and ready to be used by the controller. This delay causes a drift in the
vehicle's position since the command to correct the error is not given until that time
has passed.
Figure 5-3(b) shows the data is particularly prone to bad or unusable frames when
flying due to the wireless image transmission. The effect these bad frames have on
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(a) Quadrotor hovering.
(b) View of target just above quadrotor.
Figure 5-2: View of quadrotor hovering above target.
the output are seen in the Z output where the data spikes between the computed
height and 0 when there is not a valid frame. A significant burden bad frames place
on the vision algorithm is the necessity to reacquire the correct integer ambiguity
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value to unwrap the phase. During a bad frame or period of bad frames referred to
as a blackout, the quadrotor is moving but is no longer able to track the patterns.
Therefore, when the next good image is processed, the platform may have moved far
enough from where the last good frame was taken to require updating the integer
ambiguities. It is at this moment that incorrect values of n may be chosen. If
the distance moved during the blackout condition is sufficient to cause the coarse
grating to lose its correct value of n, then the information returned by the algorithm
will constantly be incorrect and cannot be reliably recovered without using external
information to recalibrate.
An example of this phenomenon can be seen in Figure 5-3 at 154 sec when the Y
output position jumped to a large negative value. The blackout condition just before
caused the algorithm to loose track of the coarse grating phase while the vehicle moved
enough for the phase to unwrap incorrectly. This then caused a false integer update
for the fine grating position. Thus, the Y output position is grossly incorrect because
the coarse phase has unwrapped incorrectly. This condition would usually require
an external sensor to recalibrate; however, a blackout condition at 156 sec reverses
the coarse unwrapping in the same way it was generated. The blackout condition
lost track of the phase while the vehicle moved in the opposite direction and reversed
the effect of the false coarse phase unwrapping. This in turn caused an update and
corrected the problem. In practice, this cannot be relied upon to maintain correct
coarse integer ambiguities.
An update may cause an error because the coarse position measurement is more
noisy than the fine measurement. This effect is seen in the Y position in Figure 5-3(a)
where the fine grating is off by an integer value of 27r from the actual location. The
next good frame may contain sufficient noise on the coarse measurement to cause the
fine grating update to choose the wrong value of n. The fine pattern measurement
will maintain the incorrect integer value until another blackout condition occurs,
noise reverses the process when the vehicle moves quickly, or the distance between
the coarse and fine measurement is sufficiently large to trigger an update that will
correct the issue. Incorrect integer values for phase unwrapping may also occur due
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to a false red dot detection as mentioned in Section 4.1.
In the Y position, the coarse grating had sufficient noise for the fine grating's
phase to unwrap incorrectly remain since no large enough position difference between
the fine and coarse existed to require an update. Given the angle computation is also
directly proportional to unwrapped phase, it also contains an offset error. The mean
error shown in pitch further supports the additional use of outside sensors such as
an IMU or Vicon to maintain the attitude loop since the moir6 system is not always
accurate.
To show the system could attain higher performance if given a more robust camera,
Figure 5-4 displays the same output information as Figure 5-3 but with the integer
ambiguity adjusted appropriately. Spikes in the these plots still exist due to dropped
frames and reentrance of the target on the image plane as supported by the valid data
plot. If a more robust camera with fewer frame dropouts were in place, the exact
position would not be lost as easily due to frequent blackouts. Despite the offsets, this
experiment proved the success of the moir6 pattern system for providing information
to hover a quadrotor.
5.3 Static Landing
To further prove the ability of the system, flight tests were conducted to use the
moir6 target system to land the quadrotor. The test setup was similar to that of the
hover test except that an artificial landing surface made of clear acrylic was placed 60
cm above the target. The clear surface enabled the camera to see the target located
below the acrylic but land on the solid surface. The touchdown point was sufficiently
high to prevent the red dots from easily moving out of the camera's FOV.
The test consisted of giving the quadrotor the same waypoint of (5 cm, -8cm, 90
cm) and instructing it to remain in hover until commanded to land on the artificial
surface. Figure 5-5 shows the 6 DOF of the quadrotor from the mid-flight hover con-
dition until after touchdown. The translation and altitude plots show the quadrotor
hovering above the target until the command to land at (5 cm, -8 cm, 60 cm) was
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given at the 100 second mark. The vehicle began its decent toward the landing surface
and touched down approximately 125 seconds into the test. The plots indicate that
the vehicle's location measured by the vision algorithm is close to its actual location
as given by the Vicon system and close to the landing waypoint. The final moire
landing location was (1.35 cm, -18 cm, 63.25 cm) with a Vicon ground truth of (1.95
cm, -20.85 cm, 62.8 cm). The difference between the final altitude returned by the
moire system and the height of the landing surface is the distance from the bottom of
the quadrotor to the camera. As seen in the figure, the Y data was subject to similar
integer ambiguity issues in both the fine and coarse measurements as the hover con-
dition. Since both experiments have been shown to have an offset, verification of the
proper phase offset value 0 should be conducted. This would determine if a coarse
position mean error is being introduced to the update procedure.
The landing data shown here exhibits the ability of the moir6 system to provide
position information for the safe landing of a rotorcraft vehicle. Properly resolved
integer ambiguity data is given in Figure 5-6 and supports that with a more robust
camera, even better performance, particularly in Y, could be achieved. Figure 5-7
shows a picture of the vehicle landing above the artificial landing platform.
5.4 Moving Landing
After the static landing success, testing continued to land the quadrotor on a moving
platform, a primary goal of the vision-based target system. The test called for the
use of the moire patterns to land the quadrotor on a translating platform containing
the target. The moving platform, called the carrier, is a small computer controller
truck that contains the target and a landing platform above it. Instead of acrylic, the
landing surface consisted of a wire mesh 45 cm above the target to allow the target
to be seen underneath and yet allow the vehicle to land on a surface, similar to that
of the static test. Mesh was used to remove any reflections off the landing surface as
it moved about the environment. Figure 5-8 shows a picture of the carrier.
At the beginning of the test, the quadrotor was given a waypoint located above
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the carrier and commanded to hover. This is similar to a real world application where
the general location of the landing zone such as the aircraft carrier is known, but the
exact landing spot on the carrier and its relative attitude is not. The quadrotor moved
into position above the carrier and began to hover using the moire target information
to maintain its location in space over the mesh. The carrier then began to move in
the Y direction in the coordinate axes of the target. Figure 5-9 shows the absolute
and relative position of the quadrotor to the target on the carrier. The relative
position plots display the location of the vehicle above the carrier as it is moving.
The absolute position gives the location of the carrier and quadrotor as returned by
Vicon. The moir6 plot in the absolute graphs is the sum of the carrier position and
the relative moir6 position returned by the vision algorithm. This represents the
computed location of the quadrotor in Vicon coordinates.
The absolute Y position shows the carrier moving back and forth along the axis.
Since the carrier only moved in the Y direction, the relative and absolute plots in the
X direction are nearly identical. The returned Vicon location as well as the vision
algorithm computed location show the quadrotor successfully tracking the carrier and
moving accordingly to maintain its relative hover above the target at (5 cm, -8 cm,
90 cm) in the target coordinate system. Displayed in the relative position plots is
the location returned by the moire system and the difference between the location
of the quadrotor and the carrier as returned by Vicon. These plots support that the
quadrotor is hovering above the target even though the target itself is translating.
Just before 100 seconds had passed into the test, the carrier switched directions and
began to travel in the negative Y direction. The Y absolute position plot displays the
quadrotor changing direction using the moire system to keep itself positioned above
the target as the carrier moved in the different direction.
At the 100 second point, the quadrotor was commanded to land on the carrier at
relative position (5 cm, -8 cm, 45 cm). The Z graph in Figure 5-9 shows the rotorcraft
descending down toward the target as it is translating in the negative Y direction in
synchronization with the carrier. Figure 5-9 shows the experimental setup in this
landing state. At 122 seconds, the quadrotor contacted the wire mesh landing pad
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as the carrier continued its Y movement. The constant relative location returned by
both systems and the parallelism of the absolute position plots of the carrier with
the moire and Vicon plots confirm the landing. The moir6 system returned a final
relative touchdown location of (8.6 cm, -2.8 cm, 48.3 cm) and Vicon with (15.4 cm,
-2.2 cm, 48.8 cm).
Error by the moir6 system is again attributed to incorrect integer ambiguity values
due to blackouts. Similar to Y in the previous experiments, the X position in the
moving landing test was incorrect by a coarse integer ambiguity at 125 sec causing
the Vicon output to differ greatly from the moire. Smaller errors in the output are
due to quadrotor and carrier modeling errors in Vicon to make them trackable. This
experiment confirms that the moir6 target system provides the necessary location
information for a UAV to track, hover above, and land on a dynamic platform using
a single camera.
The functionality and useability of the moir6 system concept was proved via the
hover, static landing, and moving landing tests as described above. The moire vision
system can accurately output the vehicle's relative position as supported by Vicon.
The target enables a rotorcraft with a single camera to know its relative position and
attitude to the landing surface and safely land. Although the system could occasion-
ally contain an offset value in its translational position, the error is not sufficient in
magnitude to prevent the quadrotor from landing safely on level static and dynamic
platforms.
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Chapter 6
Future Work and Conclusion
6.1 Conclusion
The moir6 target system enables the use of visual information to safely navigate UAVs.
It provides the necessary data to operate or land in confined or crowded spaces or
on moving platforms where GPS is not guaranteed to provide sufficient accuracy
to ensure safe operation. This thesis discusses the theory, algorithm, experimental
setup, and collected data of a moir6 system that provides relative 6 DOF estimation.
The proof of concept to accurately return position and orientation information of
a quadrotor has been proven. The experiments conducted show the feasibility for
potential use assisting in the landing of rotorcraft on moving platforms such as trucks
and aircraft carriers. With the increasing use of UAVs in the military and their
gradual introduction to the civil world, the demand for greater UAV versatility and
more autonomy in these areas will rise dramatically. Therefore, the demand for
solutions that supply these capabilities such as the moir6 target system will also rise
in the future.
6.2 Future Work
Although the use of moir6 patterns has been proven feasible in assisting the landing of
a quadrotor, certain aspects of the system may be improved to enhance performance.
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Changes in hardware and further algorithmic developments would increase robustness
and additional work on the calibration processes would alleviate issues with integer
ambiguity determination to improve accuracy. This section describes the locations
for future work and their implications on performance.
It is highly advised to move to the use of a wired camera to greatly improve
system robustness. Besides possibly providing higher resolution, it would remove all
issues associated with the wireless image transmission. As shown by the valid data
flag in the flight experiments, the algorithm is subject to a non-trivial number of
bad frames causing many integer ambiguity problems. Changing to a wired camera
would prevent bad frames due to snow or color distortion which are a direct results
of the wireless communication link. Vehicles that would benefit most from the moire
technology would most likely have sufficient payload to carry a more capable wired
camera that is directly connected to an onboard computing source. Moving to a wired
camera would eliminate snowy or color distorted images and reduce the number of
bad frames, greatly increasing robustness increasing accuracy.
In practice, a more robust object tracking algorithm could be used to perform
fringe location within the image. The current algorithm is susceptible to red light
interference requiring no additional red lights to be in the FOV of the camera. It
could be improved through the use of the known geometry of the target by comparing
centroids of the potential red dots to that geometry. If circle detection or other type
of object tracking were to be employed that does not use color, the algorithm would
not be affected by external color interference.
These other types of fringe detection would also provide the opportunity to use a
monochrome camera. Moving to black and white images instead of color would enable
algorithm speed to increase since there would be less information to be processed.
Each pixel would contain only one monochromatic value instead of the three RGB. A
quicker algorithm may also allow for a higher frame rate up to 30 frames per second
instead of the currently implemented 20 frames per second. Higher frame rates would
allow for larger, more-effective filters for computing velocity and open up controller
bandwidth.
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A wired camera could also provide an adjustable white balance. A digitally con-
trolled white balance on the camera would remove the need to turn off the lights
in the operating environment. In the field, this capability would be critical to help
locate the fringes in the image plane by assisting in countering the effects of the sun
or other bright light sources.
To increase the operating range of the system, embedded sets of fringes could be
placed within one another on the target. When the quadrotor descends and loses the
red dots as they move off the image plane, a second set of smaller patterns within
the first could be picked up by the system and used to continue returning the 6 DOF
information. Figure 3-3 shows a second, smaller set of moir6 patterns located near
red dot B. These smaller patterns effectively lower the operating floor if tracked. A
similar idea could be used to increase the operating ceiling by having a larger set of
patterns around the patterns marked by the red lights. These patterns would be used
when there are too few input points to the DFT to properly determine the phase.
Overall, the operating ceiling and floor scale linearly with target size.
After the improvements stated here have been conducted, further analysis into the
integer ambiguity problem could be performed. The removal of bad frame sources
would make correction of the integer ambiguity easier given the increased consistency
in the data. Two areas to investigate for the direct cause of the problem would be the
choice of wavelength for the coarse gratings and how the external position information
is utilized in the algorithm to obtain the starting value of n. The coarse position noise
caused 27r phase shifts of the fine grating phase for many experiments. If the coarse
position always contained significant noise, then the update would always be highly
prone to errors. A solution to this would be a reduction in the printed wavelength of
the coarse grating so as to reduce the noise on the measurement. However, the tradeoff
for this better noise performance is a decrease in the maximum allowable speed of the
camera. Verification of the correct phase offset @ should also be conducted to ensure
the coarse output position is not also offset. If this offset were as large as a 27r wrap
of the fine grating, it would always cause the integer ambiguity to be incorrect by 1.
Another aspect of the system to investigate is the introduction of a more accurate
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method of incorporating the external information to first analyze the proper integer
ambiguity. As the data plots in Chapter 5 show, the values of n can be incorrectly
determined most often when the target is reacquired after bad frames. Multiple
sources of information such as GPS and IMU data could be combined through signal
processing and filtering to address this problem to give a better estimate of position
to ensure the values of n are correct.
Many of the issues encountered during testing regarding the moire system were
functions of the hardware which was required to meet specific criterion such as pay-
load capability. Not all of the compromises or issues are limitations with the moire
target system in theory, but are due to constraints placed by the test setup and its
implementation in this thesis. These constraints include using a lightweight camera
and the need for wireless image transmission since no onboard computation could
be conducted. In actual utilization, many of the constraints could be loosened or
removed altogether to enhance performance.
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Appendix A
Camera Rotation and Translation
Observability
The purpose of this appendix is to describe the observability analysis in more detail.
Shown here is how an image created through the translation of the camera can be
nearly replicated, up to first order terms, by a camera rotation. A detailed figure
is given in Figure A-1. With 6 as the rotation angle of the camera and a as the
angle between the point of interest, A, on the image plane, A', and the vertical, the
following equations hold:
tan(O + a) = (A.1)
x
tan a - . (A.2)h
The distance from the point of interest to the center of the image plane is a' and
the translated camera distance from that point is x. Combining these equations with
trigonometric identities and solving for the location of the point of interest
tanO + '
a'/ f h (A.3)
1 - tan 9
Linearizing the equation about the equilibrium point 0* and x*,
Sa' = a J+ 6x. (A.4)
ao tg. ax  . .
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Figure A-1: Two dimensional view of the camera and object
Using Q* = 0 and x* = d/2 as the equilibrium point, the partial derivatives are
__a' d2 \
8O =f + Ah2(a' O*=,x*=d/2
Ox 0*=,x*=d/2
and the overall equation becomes
To show how translation
solving for 6x:
and rotation can generate the same effect, 6a' is set to 0 and
x= -h 1+ ) J0. (A.7)
Ah2)
Equation A.7 shows to first order that a point can return to its original location on an
image plane after a small rotation by slightly translating the camera. The difference
between a camera translation and a camera rotation is unobservable.
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(A.5)
d2 ;
a'=f 1+ d 0 +-6x.hAh2 ) h (A.6)
Appendix B
Refraction Approximation
The justification of the use of the variable k to approximate the effects of refraction is
given here. The full model including the bending of light through each layer of acrylic
is shown in Figure B-1. Using this model, equations for the position including the
effect of light are determined. Through the use of experimental data, the calculated
output position of the full model and the model given in Chapter 2 is plotted against
the actual. The result is that the approximate model provides sufficient accuracy to
reduce quantity of computations.
Using the definitions given in the figure, the following equations hold
y =yt - t tan a, (B.1)
y, y - t tan a, (B.2)
y= y, - g tan a, (B.3)
yf = yf - ttana yt - 3ttana - g,tan7 (B.4)
X - Yt
h (B.5)
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Figure B-1: View of target from the side including the refraction of light through the
acrylic.
The refraction of light from one material to another is given by Snell's law which
is
7, sin a = q, sin y. (B.6)
where a and y are the angle of incidence and angle of refraction of the light. The
indices of refraction for air and acrylic are qa and q, respectively.
Given the refraction index of air is approximately 1, Equation B.6 becomes
sin sin
s7r
(B.7)
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The multiplication of the two gratings as labeled in the figure is described as
(B.8)
WI + I c os b n yed w I + Cos Bryf +. i
When this equation is combined with Equations B.1-B.5, the result is
I + cos (7 (yt-ttana) ] + cos(7 (yt-3ttana-gtany)+
(B.9)
The multiplication of the two intensities is reduced using the multiplication of
cosines rule. The resulting frequency sum and difference term of that rule on Equation
B.9 is
I = cos (2yt-4ttana-gtan-y)+ ,]+ I cos [7 (2ttana+gtany)-@ .
(B. 10)
These two terms represent the two generated moire patterns when the gratings
are superimposed. We ignore the high frequency first term and magnitude of the low
frequency second term since the high frequency term is not seen and the magnitude
of the moire pattern is not needed to compute the phase. Combing Equation B.5 and
Equation B.7 with the previous equation gives
I [ = COS ( 2ttan sin-i sin (tan- + - (x - Yt) -- )A ( 77rh (B.11)
Looking at the origin of the fringe patterns, yt = 0, simplifies Equation B.11 to
IL = cos [7 2t tan sin- sin (tan + - - (B.12)
After applying the Pythagorean theorem twice to reduce the trigonometric terms,
the resulting phase at the origin is
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2w 2t g# 7 = 2  +h x - . (B.13)A /(r/2- ) z2 +7rh h2 h)
This term rewritten as a fourth order polynomial in x is given as
(r/ 1)( x4 -A ( + 0) (r - 1 +
+ (# + 0)2 (r - 1) + r h2 - 4t2 X2_
2 gh h 2
7g (r +)2 rh2= (B.14)7r 27r
Solving this equation for x results in four solutions for each phase. Two of the solu-
tions are complex which are obviously not of interest since the position the camera is
from the origin must be real. After examining the two real outputs using experimental
data, the smaller of the two represents the actual position.
The X position output of Vicon, the approximate model, and full model position
is shown in Figure B-2. The closeness of the results verify the use of the approximate
model for computing the position. The use of k in altering the wavelength of the
printed grating greatly simplifies the math and prevents the need for solving a fourth-
order polynomial. The overshooting of the full model compared to Vicon is due to
the inaccuracies in the measurements of the physical parameters of the target.
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