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ABSTRACT 
A matrix inequality is obtained, in an elementary way, for the Schur product of 
two positive definite matrices. The inequality generalizes a well-known result due to 
Fiedler which asserts that if A is a positive definite matrix, then A 0 A- ' - Z is a 
positive semidefinite matrix, where 0 denotes the Schur multiplication. 
If A = (aij) and B = (bij) are n X n matrices, let A 0 B denote their 
Schur (or Hadamard) product; thus A 0 B = ( aijbij). If A is a Hermitian 
positive definite (semidefinite) matrix, we write A > 0 (A 3 0). It is a basic 
result of Schur (see e.g. [2, p. 951) that if A 2 0, B >, 0, then A 0 B >, 0. If 
A >, 0, B z 0, then A > B will mean that A - B is positive semidefinite. The 
determinant, the complex conjugate, and the transpose of the matrix A are 
denoted by 1 AI, x, and A’ respectively. In case A is Hermitian, of course, 
x = At. The identity matrix of an appropriate order will always be denoted 
by 1. 
The following result is due to Fiedler [3]. 
THEOREM 1. ZfA>O, thenAoA-‘>,I. 
Alternative proofs as well as generalizations of Theorem 1 have been 
provided by Johnson [4] and by Ando [l]. In this paper we prove, in an 
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elementary way, a result which is much more general than Theorem 1. Some 
consequences of the main result are also given. 
The next result is well known. A proof is included for completeness. 
LEMMA 2. Let A > 0 be an n x n matrix, and suppose 
where B is a square matrix. Then 
(i) B>CDP’C*, 




B-CD-%*=( I CDP1)(;* ;j( D-r,*) “* 
(ii): 
The following is the main result. W 
THEOREM 3. Let A, B be positive definite n x n matrices, and suppose 
A, A-‘, B, B-’ are conformally partitioned as follows: 
A=(& ;j, A-‘=(;* ;), 
B=(;* ;j, B-‘=(;* ;). 
Then 
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In particular, 
109 
“;-’ ‘, ). 
20 z-1 
Proof. It is well known, and easy to verify, that 
z-&‘=y*X-‘y and u-~-‘=~-‘V* 
Thus, by (ii) of Lemma 2, 
X Y 




y* z-g-1 Ii o u-6’ v >o v* 1 w ’ 
A trivial simplification of the above inequality gives the first part of the 
theorem. To prove the second part, set B = A - ‘, and the proof is complete. 
n 
If A is an n X n matrix, let A, denote the principal submatrix of A 
formed by the first k rows and the first k columns of A, k = 1,2,. . . , n - 1. 
Now we have the following. 
COROLLARY 4. 
(i) AoC-l> 
lf A > 0, C > 0 are n X n matrices, then 
0 
A “-lOC;:l : 
0 
0 
I4 ILlI . . . 
O ILlI ICI 
(iii) IA 0 C-‘1 > )A1 IC-‘I. 
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Proof. To prove (i), use the first part of Theorem 3 with B = C-‘, where 
the matrices Z,g, W,W are taken to be 1X 1. Then (ii) follows by an 
inductive argument. Part (iii) is proved by taking the determinants of 
matrices in (ii). n 
Note that (iii) [in fact, a stronger form of (iii)] is known in the literature as 
Oppenheim’s inequality (see, for example, [5]). 
The next result follows immediately from (i) of Corollary 4. By taking 
C = A we get part (i). By replacing A by its complex conjugate A (which is 
the same as its transpose At), and taking C = A, part (ii) follows from (i) of 
Corollary 4. Part (iii) is the same as Theorem 1. 




A .-io A,‘, ; 
0 
0 . . . 0 1 
(iii) A 0 A-‘> I, 
(iv) AOA-i=AfOA~i~Z. 
In an earlier version of this paper, the following question was raised. If 
A > 0 is partitioned as 
is it true that 
““o”-’ ’ )? 
zoz-’ 
Compare this with the second part of Theorem 3. Also note that if either X 
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or Z is 1 X 1, the answer is in the affirmative by Theorem 3. Thus the result is 
true if A is 2 X 2 or 3 X 3. However, the result is not true in general, as seen 
from the following counterexample provided by W. R. Gordon and P. 
Van den Driessche in a personal communication. 
Take 
I 
3 6 4 5’ 
A= 6 15 9 11 
4 96 7 
>O 
’ 
5 11 7 91 
Then 
( X-' 0 
(6 1 
A-‘= I 1 1 
-2 -1 
-3 -1 
’ 5 3 -$ 
0 
I 
-2 3 1 3
= z-1 0 0 
A~A-~_ X0X-’ i 
\ 
0 0 
I 13 10 \ 
0 10 10 
= \ 0 ZOZP’ ’ I -8 -9 











which is not positive semidefinite, since the principal submatrix obtained by 
using the second and third rows and columns is not so, as can be seen from 
10 -9 
- 9 7.2 
= -9<o. 
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