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Abstract
Bosons and fermions are described by using canonical generators
of Cuntz algebras on any permutative representation. According to
branching laws associated with these descriptions, a certain represen-
tation of the Cuntz algebra O2 induces Fock representations HB and
HF of bosons and fermions simultaneously. From this, a unitary op-
erator U from HB to HF is obtained. We show the explicit formula
of the action of U on the standard basis of HB . It is shown that U
preserves the particle number of HB and HF .
Mathematics Subject Classifications (2000). 46K10, 81T05
Key words. recursive boson system, recursive fermion system, Cuntz al-
gebra, branching law.
1 Introduction
We have studied relations among representations of Cuntz algebras, bosons
and fermions from a standpoint of branching law. Even to this day, alge-
bras of bosons and fermions are most fundamental ingredients in quantum
field theory [23, 25]. Their Fock representations are basic and essential in
several models. Therefore it is expected that a mathematical study of these
representations give a new point of view to quantum field theory. In this
paper, we show their relations by using the representation theory of Cuntz
∗Electronic mail: kawamura@kurims.kyoto-u.ac.jp.
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algebras. A unitary operator from the Bose-Fock space to the Fermi-Fock
space is constructed by using a certain representation of the Cuntz algebra
O2 which preserves particle number.
1.1 Motivation
We explain our motivation without mathematical definitions in this subsec-
tion. Rigorous definitions will be given in § 1.2 and § 2.
1.1.1 Fermions and bosons described by Cuntz algebras
In [1] and [19], we have described fermions and bosons by using Cuntz al-
gebras O2 and O∞, respectively. Fermions are described as polynomials
in canonical generators of O2 and their conjugates. Hence the algebra of
fermions is embedded into O2 as a unital ∗-subalgebra. Bosons are de-
scribed as formal power series in canonical generators of O∞ and their con-
jugates. This does not mean that the algebra of bosons is embedded into
O∞. However, these formal sums make sense on a certain dense subspace
of any permutative representations of O∞. These two descriptions enable
studies of restrictions of representations of O2 and O∞ on fermions and
bosons. We have shown that their Fock representations are derived from
certain representations of these Cuntz algebras.
On the other hand, O∞ is embedded into O2 by using a certain unital
∗-embedding such that canonical generators of O∞ are written as monomials
in those of O2. With respect to this embedding, the restriction of any per-
mutative representation of O2 is also a permutative representation of O∞.
This implies that any permutative representation of O2 can be restricted on
bosons also. From these, both fermions and bosons are described by using
canonical generators of O2. Hence we have an extreme interest in the com-
parison between fermions and bosons which are simultaneously represented
on a given representation space of O2.
1.1.2 Bosonization, fermionization and boson-fermion correspon-
dence
In physics, a description of a given (algebraic) system by using bosons (resp.
fermions) is called bosonization [20, 27] (resp. fermionization [6]). Especially,
fermions and bosons are often rewritten each other in some senses. In this
case, a pair of bosonization and fermionization is called a boson-fermion
correspondence [15, 22, 24] in the broad sense of the term.
2
bosons fermions
✲
fermionization
✛
bosonization
These metamorphoses are not only interesting phenomena but also impor-
tant techniques in physics [9, 21]. On the other hand, such descriptions
are not well-understood as mathematics. In almost all cases, a bosoniza-
tion (or a fermionization) is done as a computation technique. Therefore
nobody has given its mathematical meaning. The algebra of bosons and
that of fermions are neither isomorphic nor embedded each other. Hence
neither bosonization nor fermionization are executed in a purely algebraic
sense without any representation. Remark that infinite sums and normal
orders of elements in these algebras make no sense as elements in algebras.
These descriptions are usually given on a certain representation space with
a certain operator topology or as a formal operation [14, 22, 24]. Hence a
mathematical generalization of these is stated as follows:
Problem 1.1 Let A1 and A2 be algebras such that there is no embedding of
one to the other. Let V be a vector space and let πi be a representation of
Ai on V for i = 1, 2.
(i) For x ∈ A1, write π1(x) by using elements in π2(A2) (and some ex-
clusive operation) as a rigorous mathematical statement.
(ii) If (i) is done, then characterize such description in some senses.
If π2 is irreducible, then we can always give an answer to Problem 1.1(i)
by using the strong operator topological limit ([19], § I.A.2) when V is a
Hilbert space.
In order to avoid difficulties about operator-valued distributions and
physical assumptions, we consider a boson-fermion correspondence between
the Bose-Fock space and the Fermi-Fock space as the simplest example in
this paper.
1.2 Recursive boson system and recursive fermion system
We briefly explain recursive boson system and recursive fermion system in
this subsection. For 2 ≤ N ≤ ∞, let ON denote the Cuntz algebra [10]. Let
{sn : n ∈ N} and {t1, t2} denote the canonical generators of O∞ and O2,
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respectively, that is, they satisfy that
s∗i sj = δijI (i, j ∈N),
k∑
m=1
sms
∗
m ≤ I (for any k ≥ 1), (1.1)
t∗i tj = δijI (i, j = 1, 2), t1t
∗
1 + t2t
∗
2 = I, (1.2)
where N ≡ {1, 2, 3, . . .}. Let {bn : n ∈ N} and {an : n ∈ N} denote bosons
and fermions, that is,
bnb
∗
m − b∗mbn = δnmI, bnbm − bmbn = b∗nb∗m − b∗mb∗n = 0, (1.3)
ana
∗
m + a
∗
man = δnmI, anam + aman = a
∗
na
∗
m + a
∗
ma
∗
n = 0 (1.4)
for each n,m ∈ N. We described {bn : n ∈ N} and {an : n ∈ N} by using
{sn : n ∈ N} and {t1, t2} in [19, 1], respectively as follows:
b1 =
∞∑
m=1
√
msms
∗
m+1, bn = ρ(bn−1) (n ≥ 2), (1.5)
a1 = t1t
∗
2, an = ζ(an−1) (n ≥ 2) (1.6)
where
ρ(x) =
∞∑
m=1
smxs
∗
m (x ∈ O∞), (1.7)
ζ(y) = t1yt
∗
1 − t2yt∗2 (y ∈ O2). (1.8)
We call these descriptions of {bn : n ∈ N} and {an : n ∈ N} as the re-
cursive boson system (=RBS) and the recursive fermion system (=RFS),
respectively.
Remark 1.2 (i) Remark that {bn : n ∈ N} in (1.5) and ρ(x) in (1.7) are
not well-defined in O∞, but they make sense as operators on a certain
dense subspace of any permutative representation of O∞ by Fact 1.1
in [19].
(ii) The ∗-algebra B of bosons can never be embedded into the ∗-algebra A
of fermions ([19], § 1.1.1). Especially, B and A are not ∗-isomorphic.
From this, bosonization and fermionization are usually executed as
infinite operations on suitable representation spaces with respect to
certain operator topologies.
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1.3 Fock representations arising from a representation of O2
In this subsection, we show relations among the Bose-Fock representation,
the Fermi-Fock representation and a certain representation of O2. Let B
and A be as in Remark 1.2(ii) and let {t1, t2} be as in (1.2). Assume that
(H, π) is a ∗-representation of O2 with a cyclic vector Ω satisfying
π(t1)Ω = Ω. (1.9)
This representation exists uniquely up to unitary equivalence [7, 11, 12]. We
will show an example of this in § 4.3. In [1, 19], we proved the following for
(H, π) and Ω in (1.9):
(i) Define the dense subspace D of H by
D ≡ Lin〈{ti1 · · · timΩ : i1, . . . , im = 1, 2, m ≥ 1}〉. (1.10)
Let {sn : n ∈ N} be as in (1.1). Assume that O∞ is embedded into
O2 by
sm = t
m−1
2 t1 (m ≥ 1) (1.11)
where we define t02 = I. From this, we obtain the restriction (H, π|O∞)
of (H, π) on O∞. Furthermore, (1.5) and (1.7) are rewritten as follows:
b1 =
∞∑
m=1
√
mtm−12 t1t
∗
1(t
∗
2)
m, bn = ρ(bn−1) (n ≥ 2), (1.12)
ρ(x) =
∞∑
m=1
tm−12 t1xt
∗
1(t
∗
2)
m−1. (1.13)
By using (1.11), a unital ∗-representation πRBS of B on D is defined by
using (1.5) with respect to {π|O∞(sn) : n ∈ N} and their conjugates
on D.
(ii) The unital ∗-representation πRFS of A on H is defined by using (1.6)
with respect to {π(t1), π(t2)} and their conjugates.
(iii) Let (HB , πB) and (HF , πF ) denote the Fock representations of bosons
and fermions with vacua ΩB and ΩF , respectively [8], that is, which
are cyclic vectors of dense subspaces of HB and HF , respectively and
πB(bn)ΩB = 0, πF (an)ΩF = 0 for all n ∈ N. (1.14)
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Then there exist two unitaries VB : H → HB and VF : H → HF such
that
VBπRBS(·)V ∗B = πB, VFπRFS(·)V ∗F = πF , (1.15)
that is, two unitary equivalences πRBS ∼= πB and πRFS ∼= πF hold,
and VBΩ = ΩB and VFΩ = ΩF (§ 3.3 of [1] and Proposition 3.2 of
[19]).
From these results, we define the unitary U from HB to HF by
U ≡ VFV ∗B
H
HB HF ,
✟✟✟✟✙
❍❍❍❍❥
✲
	
VB VF
U
(1.16)
It seems that three triplets (H, π,Ω), (HB , πB,ΩB) and (HF , πF ,ΩF ) are
similar in a sense of the representation theory of operator algebras be-
cause they are irreducible representations with cyclic vectors Ω,ΩB,ΩF such
that they are uniquely determined by algebraic equations with respect to
Ω,ΩB ,ΩF . Remark that both VB and VF in (1.15) are naturally constructed
from (1.14). From (1.5) and (1.6), both equations in (1.14) are derived from
(1.9). In this sense, (1.9) is most fundamental from the perspective of the
representation theory of these algebras.
In spite that two unitaries VB and VF have an established role of uni-
tary equivalence of representations, we can not explain a meaning of the
unitary U in (1.16) clearly. By computing U on the standard basis of HB ,
we consider how similar (HB , πB ,ΩB) and (HF , πF ,ΩF ) are in the next
subsection.
1.4 Main theorem
In this subsection, we show our main theorem. Let πB and πF be as in (1.14).
We identify πB(bn) and πF (an) with bn and an for n ≥ 1, respectively.
Theorem 1.3 (i) The unitary U in (1.16) satisfies that UΩB = ΩF and
U
(
m∏
i=1
(b∗ni)
ki
)
ΩB = C · An1−1,k1An2+k1−1,k2 · · ·Anm+k1+···+km−1−1,kmΩF
(1.17)
for 1 ≤ n1 < · · · < nm and k1, . . . , km ≥ 1 where C denotes the
normalization constant which is given by C ≡ √k1! · · · km! and
An,m ≡ a∗n+1 · · · a∗n+m (n,m ≥ 1). (1.18)
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(ii) Let HB,n and HF,n denote the subspaces of all n-particle states of HB
and HF for n ≥ 0, respectively. Then
UHB,n = HF,n (n ≥ 0), (1.19)
that is, U satisfies the particle number conservation law between bosons
and fermions.
For other isomorphism theorems of Fock spaces, see § 14.10 of [15] and
Theorem 5.1 in [22]. From Theorem 1.3, the following holds.
Corollary 1.4 Up to vacuum vectors ΩB, ΩF and the normalization con-
stant, monomials of bosons and fermions are one-to-one corresponded in the
Fock space as follows:
(b∗n1)
k1 · · · (b∗nm)km 7→ An1−1,k1 · · ·Anm+k1+···+km−1−1,km. (1.20)
Remark 1.5 (i) From Theorem 1.3(i), we see that a mode b∗n of a boson
is nearly corresponded with a block An′ ,m′ of fermions in (1.18).
(ii) The statement of Theorem 1.3(i) is a result of the definition of U in
(1.16). Conversely, (1.17) defines the unitary operator U from HB to
HF without the use of representations of Cuntz algebras.
(iii) From Theorem 1.3(ii), number operators NB and NF of bosons and
fermions on their Fock spaces are transformed as UNB = NFU [8].
(iv) Theorem 1.3 is an example of branching law (without nontrivial branch)
of O2, A and B. We will show other branching laws in § 3.5.
Remark 1.6 Since every dimensions of representation spaces HB,HF ,H
in § 1.3 are countably infinite, it is clear that there exists a one-to-one
correspondence among their standard orthonormal basis. Hence there exist
many choices of the correspondence and there is no criterion to choose a
correspondence in general. On the other hand, the formula (1.17) is derived
from two branching laws of representations associated with the RBS and
the RFS. It is surprising that pure representation theoretical results give
unique correspondence of state vectors with the physical statement about
the particle number conservation.
In § 2, we will introduce representations of O∞,O2,B and A. In § 3,
we will explain branching laws and show relations among representations in
§ 2. In § 3.5, we will show the proof of Theorem 1.3. In § 4, we will show
examples.
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2 Representations of algebras
In this section, we introduce representations of O∞, O2, B and A indepen-
dently and show their properties.
2.1 Permutative representations of Cuntz algebras
For N = 2, 3, . . . ,+∞, let ON denote the Cuntz algebra [10], that is, a C∗-
algebra which is universally generated by s1, . . . , sN satisfying s
∗
i sj = δijI
for i, j = 1, . . . , N and
N∑
i=1
sis
∗
i = I (if N < +∞),
k∑
i=1
sis
∗
i ≤ I, k = 1, 2, . . . (if N = +∞)
where I denotes the unit of ON .
In § 2.2 of [13], a Cuntz algebra-like object appears. Gopakumar and
Gross call it the Cuntz algebra. They regard that this algebra corresponds
with (Maxwell-) Boltzmann statistics ([26], p 362). According to their inter-
pretation, we illustrate relations between algebras and statistics as follows:
algebra boson fermion ON
statistics Bose-Einstein Fermi-Dirac Maxwell-Boltzmann(?)
Since ON is simple, that is, there is no nontrivial closed two-sided
ideal, any unital homomorphism from ON to a C∗-algebra is injective. If
t1, . . . , tn are elements of a unital C
∗-algebra A such that t1, . . . , tn satisfy
the relations of canonical generators of ON , then the correspondence si 7→ ti
for i = 1, . . . , N is uniquely extended to a ∗-embedding of ON into A from
the uniqueness of ON . Therefore we call such a correspondence among
generators by an embedding of ON into A.
Define XN ≡ {1, . . . , N} for 2 ≤ N < ∞ and X∞ ≡ N. For N =
2, . . . ,∞ and k = 1, . . . ,∞, define the product set XkN ≡ (XN )k of XN . Let
{sn : n ∈ XN} denote the set of canonical generators of ON for 2 ≤ N ≤ ∞.
Definition 2.1 (i) A representation (H, π) of ON is permutative if there
exists an orthonormal basis E ≡ {en : n ∈ Λ} of H such that π(si)E ⊂
E for each i ∈ XN [7, 11, 12].
(ii) For J = (jl)
k
l=1 ∈ XkN with 1 ≤ k < ∞, let PN (J) denote the class
of representations (H, π) of ON with a cyclic unit vector Ω ∈ H such
that π(sJ)Ω = Ω and {π(sjl · · · sjk)Ω}kl=1 is an orthonormal family in
H where sJ ≡ sj1 · · · sjk.
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We call the vector Ω in Definition 2.1 by the GP vector of (H, π).
Results of these classes are shown as follows. For any J , PN (J) is
a class of permutative representations, which contains only one unitary
equivalence class. From this, we can always identify PN (J) with a rep-
resentative of PN (J). The class PN (J) is equivalent to PN (σJ) where
σJ = (jσ(1), . . . , jσ(k)) for any cyclic permutation σ ∈ Zk for J = (j1, . . . , jk).
The class PN (J) is irreducible if and only if σJ 6= J for any cyclic permu-
tation σ 6= id [7, 11, 12, 17]. Let PN (j, . . . , j, k) (p-times j, and k) denote
PN (j
pk) for description of simplicity. We summarize our results as follows.
Lemma 2.2 [7, 17] Let R ≡ {P2(2p−11), P2(1q−12) : p, q ≥ 1, q 6= 2}.
(i) Any two of classes in R are not unitarily equivalent.
(ii) All of classes in R are irreducible.
Lemma 2.3 ([19], Lemma 2.2) Let T ≡ {P∞(p), P∞(1p2) : p ≥ 1}.
(i) Any two of classes in T are not unitarily equivalent.
(ii) All of classes in T are irreducible.
2.2 Representations of bosons
We summarize several representations of bosons and their properties. Let
B denote the ∗-algebra generated by {bn : n ∈ N} which satisfies (1.3). The
algebra B is called the Heisenberg algebra [15, 22], the universal enveloping
algebra of the Heisenberg Lie algebra [15], or the Weyl algebra [16]. A
representation of B is a pair (H, π) such that H is a complex Hilbert space
with a dense subspace D and π is a ∗-homomorphism from B to the ∗-algebra
{x ∈ EndC(D) : x∗D ⊂ D}. A cyclic vector of (H, π) is a vector Ω ∈ D such
that π(B)Ω = D.
Definition 2.4 For λ, q ≥ 1 and i = 1, . . . , q, let BFq,i(λ) denote the class
of representations (H, π) of B with a cyclic vector Ω satisfying
π(bq(n−1)+ib
∗
q(n−1)+i)Ω = λΩ, π(bq(n−1)+j)Ω = 0 (2.1)
for n ∈ N and j = 1, . . . , q, j 6= i.
The classes BF1,1(p), BF2,1(2) and BF2,2(2) are same as Fp, F21 and F12
in Definition 2.2 of [19]. A representation (H, π) of B is called irreducible
if there exists a π(B)-invariant dense subspace D of H such that if a linear
operator y from D to D satisfying yπ(x) = π(x)y on D for any x ∈ B, is a
scalar multiples of I.
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Lemma 2.5 ([19], Lemma 2.2) Let S ≡ {BF1,1(p), BF1,2(2), BF2,1(2) : p ≥
1}.
(i) For each S ∈ S, any two representations belonging to S are unitarily
equivalent. From this, we can identify a representation belonging to
S ∈ S with S.
(ii) Any two of classes in S are not unitarily equivalent.
(iii) All of classes in S are irreducible.
We see that BF1,1(1) is the Fock representation of B with the vacuum Ω.
2.3 Representations of fermions
Let A denote the ∗-algebra generated by {an : n ∈ N} which satisfies
(1.4). The algebra A is isomorphic to the Clifford algebra [15, 22]. The C∗-
algebra A universally generated by A is called the CAR algebra [8]. Every
∗-representation A is uniquely extended to the unital ∗-representation of A.
The C∗-algebra A is simple.
Definition 2.6 (i) For p ≥ 1 and 1 ≤ i ≤ p, let FFp,i denote the class
of representations (H, π) of A with a cyclic vector Ω satisfying
π(ap(n−1)+i)Ω = π(a
∗
p(n−1)+j)Ω = 0 (2.2)
for n ≥ 1, j = 1, . . . , p, j 6= i.
(ii) For p ≥ 1 and 1 ≤ i ≤ p, let FF ∗p,i denote the class of representations
(H, π) of A with a cyclic vector Ω satisfying
π(a∗p(n−1)+i)Ω = π(ap(n−1)+j)Ω = 0 (2.3)
for n ≥ 1, j = 1, . . . , p, j 6= i.
By definition, FF2,1 = FF
∗
2,2 and FF2,2 = FF
∗
2,1.
Example 2.7 (i) When p = i = 1,
π(an)Ω = 0 (n ≥ 1).
Hence FF1,1 is the Fock representation of A with the vacuum Ω. Ev-
ery representation FFp,i and FF
∗
p,i are obtained from the Bogoliubov
transformation of the FF1,1 [8]. Hence FFp,i and FF
∗
p,i are often
called the Fock representation in the broad sense of the term even if
(p, i) 6= (1, 1) [22]. In this paper, we call only FF1,1 the Fermi-Fock
representation of A.
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(ii) When p = 2, FF2,1 satisfies
π(a2n−1)Ω = π(a
∗
2n)Ω = 0 (n ≥ 1).
Hence FF2,1 is the infinite wedge representation of A by Proposition
3.6 in [18]. In the same way, FF2,2 is the dual infinite wedge represen-
tation of A.
Lemma 2.8 Let T ≡ {FFp,i : p ≥ 1, 1 ≤ i ≤ p}.
(i) For each T ∈ T , any two representations belonging to T are unitarily
equivalent. From this, we can identify a representation belonging to
T ∈ T with T .
(ii) Any two of classes in T are not unitarily equivalent.
(iii) Any class in T is irreducible.
Proof. (i) From Definition 2.2 and Theorem 2.3 of [5], the statement holds.
(ii) We see that A is a dense ∗-subalgebra of the fixed-point subalgebra
OU(1)2 with respect to the gauge action of O2. From Theorem 2.3 in [5]
and Proposition 3.6, we see that FFp,i is P [σ(2
p−11)] for a certain σ ∈ Zp.
Therefore the statement holds.
(iii) Since any class in T is given as a Bogoliubov transformation from the
Fock representation, and the Fock representation is irreducible, the state-
ment holds.
3 Branching laws
In this section, we show branching laws among representations of O∞, O2,
B and A in § 2.
3.1 Introduction to branching laws
First, we explain the notion of branching law. For a group G, if there exists
an embedding of G into some other group G
′
, then any representation π
of G
′
induces the restriction π|G of π on G. The representation π|G is not
irreducible in general even if π is irreducible. If π|G is decomposed into the
direct sum of a family {πλ : λ ∈ Λ} of irreducible representations of G, then
the equation
π|G =
⊕
λ∈Λ
πλ (3.1)
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is called the branching law of π. Especially, if π|G itself is irreducible, then
the branching law of π|G has no nontrivial branch. The branching law can
be also considered for a pair (A,B) of a subalgebra A and an algebra B. We
can consider branching laws for the following pairs:
(i) (O∞,O2),
(ii) (A,O2),
(iii) (B,O∞),
(iv) (B,O2)
where B is neither a subalgebra of O∞ nor that of O2, but branching laws
of permutative representations can be considered as if B was a subalgebra of
O∞ by [19], and we write this inclusion like relation as the symbol “ ” in
the left part of the following diagram. From (O∞,O2) and (B,O∞), we can
consider branching laws for the pair (B,O2). We illustrate relations among
them as follows:
O2,O∞
B
A
→֒
 
 
→֒
	
RepO2 ∋ π π|O∞ ∈ RepO∞
π|A ∈ RepA
π|B ∈ RepB
7−→
֌
7−→
֌
	
In consequence, we can compare two branching laws for a permutative rep-
resentation of O2 associated with (B,O2) and (A,O2).
3.2 O∞ and O2
Let {sn : n ∈ N} and {t1, t2} be as in (1.1) and (1.2). Assume that O∞ is
embedded into O2 by (1.11). From this, t2sn = sn+1 for each n ∈ N.
Proposition 3.1 For PN (J) in Definition 2.1(ii), let P2(J)|O∞ denote the
restriction of the (class of) representation P2(J) on O∞.
(i) For p ≥ 1,
P2(12
p−1)|O∞ = P∞(p) (3.2)
where we define 120 = 1 for convenience.
(ii) For q ≥ 1,
P2(1
q2)|O∞ = P∞(1q−12) (3.3)
where we define 102 = 2 for convenience.
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Proof. (i) Fix p ≥ 1. Let (H, π) be P2(12p−1) with the GP vector Ω. We
identify π(ti) and ti for i = 1, 2. Then t1t
p−1
2 Ω = Ω. Define Ω
′ ≡ tp−12 Ω.
Then Ω
′
is a cyclic vector and spΩ
′
= Ω
′
. Let V ≡ Lin〈{tJΩ′ : J ∈ {1, 2}∗}〉
where {1, 2}∗ ≡ ⋃l≥1{1, 2}l. Then we see that V is a dense subspace of H.
Fix p ≥ 1. For n2, . . . , nk,m1, . . . ,mk−1 ≥ 1 and n1,mk ≥ 0, let
J = (1n12m1 · · · 1nk2mk) ∈ {1, 2}∗. Then
tJΩ
′
= sn11 · sm1+1sn2−11 · sm2+1sn3−11 · · · smk−1+1snk−11 smk+pΩ
′
. (3.4)
From this, tJΩ
′ ∈ O∞Ω′ for each J ∈ {1, 2}∗. Therefore V ⊂ O∞Ω′ . This
implies H = O∞Ω′ . Hence (H, π|O∞) is P∞(p).
(ii) Assume that a vector Ω satisfies t1q2Ω
′
= Ω
′
. Define Ω ≡ t1q−12Ω′ . Then
s
q−1
1 s2Ω = t
q−1
1 t2t1Ω = Ω. Hence V ≡ O∞Ω is P∞(1q−12). On the other
hand, t1Ω = s1Ω and t2Ω = t2t1q−12t1Ω = s2s1q−2s2Ω. From these, tiΩ ∈ V
for i = 1, 2. Furthermore, we see that
t1sj1 · · · sjkΩ = s1sj1 · · · sjkΩ, t2sj1 · · · sjkΩ = sj1+1sj2 · · · sjkΩ. (3.5)
Therefore tJΩ ∈ V for each J ∈ {1, 2}∗. Since Ω is a cyclic vector of P2(1q2),
the statement holds.
3.3 Bosons and O2
We show relations among representations of boson and O2 according to (1.5)
and (1.11). From (1.5),
snbm = bm+1sn, snb
∗
m = b
∗
m+1sn (n,m ∈ N). (3.6)
Proposition 3.2 (i) For p ≥ 1, P2(12p−1)|B = BF1,1(p).
(ii) For p ≥ 1, P∞(1p−12)|B = BFp,1(2)⊕ · · · ⊕BFp,p(2).
(iii) For p ≥ 1, P2(1p2)|B = BFp,1(2) ⊕ · · · ⊕BFp,p(2).
Proof. (i) From Proposition 3.1(i) and P∞(p)|B = BF1,1(p) by Theorem
1.1 of [19], the statement holds.
(ii) When p = 1, the statement is proved by Theorem 1.1 of [19]. Assume
p ≥ 2. Let Ω be a non-zero vector satisfying sp−11 s2Ω = Ω. Define
Ω1 ≡ Ω, Ω2 ≡ sp−21 s2Ω, . . . , Ωp−1 ≡ s1s2Ω, Ωp ≡ s2Ω (3.7)
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and Ti ≡ sp−i1 s2si−11 where s01 ≡ I. Then TiΩi = Ωi for each i = 1, . . . , p.
We see that bp−j+1Ωi = δi,js
p
1Ωi for i, j = 1, . . . , p. From this,
bp(n−1)+p−j+1Ωi = δijT
n−1
i s
p
1Ωi (i, j = 1, . . . , p, n ≥ 1). (3.8)
Moreover b∗p(n−1)+p−i+1bp(n−1)+p−i+1Ωi = Ωi for i = 1, . . . , p, n ≥ 1. Hence
Vi ≡ BΩi is BFp,p−i+1(2) for each i = 1, . . . , p. Therefore W ≡ V1⊕ · · · ⊕Vp
is BFp,1(2) ⊕ · · · ⊕BFp,p(2).
On the other hand,
s1Ω1 = b1Ωp, s1Ωi = Ωi−1, s2Ω1 = Ωp, s2Ωi = b
∗
1Ωi−1, (3.9)
snΩ1 = {(n−2)!}−1/2(b∗1)n−2Ωp, snΩi = {(n−1)!}−1/2(b∗1)n−1Ωi−1 (3.10)
for n ≥ 3 and i = 2, . . . , p. These imply that snΩi ∈W for each i = 1, . . . , p
and n ∈ N. From this and (3.6), sn(a∗n1)k1 · · · (a∗nr)kral1m1 · · · altmtΩi ∈ W
for each i = 1, . . . , p, n1, . . . , nr, m1, . . . ,mt, k1, . . . , kr and l1, . . . , lt. Hence
snW ⊂ W for each n ∈ N. From this, sJΩ = sJΩ1 ∈ W for each J .
Therefore W is dense in O∞Ω. This implies the statement.
(iii) From (ii) and Proposition 3.1(ii), the statement holds.
3.4 Fermions and O2
We show relations among representations of fermions and O2. From (1.6),
tiam = (−1)i−1am+1ti, (−1)i−1tia∗m = a∗m+1ti (3.11)
for i = 1, 2 and m ∈ N. For p ≥ 1, let (H, π) be P2(2p−11) with the GP
vector Ω. Define
Ω1 ≡ Ω, Ω2 ≡ tp−22 t1Ω, . . . , Ωp−1 ≡ t2t1Ω, Ωp ≡ t1Ω. (3.12)
From (3.11), the following is verified
Lemma 3.3 (i) When p = 1, a∗nΩ1 = t
n−1
1 t2Ω1 for each n ≥ 1.
(ii) When p ≥ 2, a∗p−i+1Ωj = δij(−1)p−itp−i+12 Ω for i, j = 1, . . . , p.
(iii) When p ≥ 2, for i, j = 1, . . . , p, l ≥ 2,
a∗p(l−1)+p−i+1Ωj = δij(−1)p−i+(p−1)(l−1)tp−i2 t1(tp−12 t1)l−2tp2Ω. (3.13)
In particular, when i = j = 1,
a∗plΩ = (−1)(p−1)l(tp−12 t1)l−1tp2Ω, a∗p(l−1)+iΩ = 0 (3.14)
for l ≥ 1, 1 ≤ i ≤ p− 1.
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From Lemma 3.3 and (1.4), the following holds.
Lemma 3.4 (i) For i, j = 1, . . . , p, i 6= j, l ≥ 1,
ap(l−1)+p−i+1a
∗
p(l−1)+p−i+1Ωi = Ωi, (3.15)
a∗p(l−1)+p−i+1ap(l−1)+p−i+1Ωj = Ωj . (3.16)
In particular, for l ≥ 1 and 1 ≤ i ≤ p− 1,
apla
∗
plΩ = Ω, a
∗
p(l−1)+iap(l−1)+iΩ = Ω. (3.17)
(ii) For i, j = 1, . . . , p, i 6= j, l ≥ 1,
ap(l−1)+p−i+1Ωi = a
∗
p(l−1)+p−i+1Ωj = 0. (3.18)
Lemma 3.5 For {Ωj}pj=1 in (3.12), the following holds:
t1Ω1 = Ωp, t2Ω1 = a
∗
1Ωp, t1Ωj = a1Ωj−1, t2Ωj = Ωj−1 (2 ≤ j ≤ p).
Proof. By definition, t1Ω1 = Ωp and t2Ωj = Ωj−1 for 2 ≤ j ≤ p. On
the other hand, t2Ω1 = t2t
∗
1Ωp = a
∗
1Ωp and t1Ωj = t1t
∗
2Ωj−1 = a1Ωj−1 for
2 ≤ j ≤ p.
Proposition 3.6 For any p ≥ 1, the following holds:
P2(2
p−11)|A = FFp,1 ⊕ · · · ⊕ FFp,p, P2(1p−12)|A = FF ∗p,1 ⊕ · · · ⊕ FF ∗p,p.
Proof. Let H be the representation space of P2(2p−11). By Lemma 3.3, we
see that AΩj is FFp,j for each j = 1, . . . , p. Therefore FFp,1⊕· · · ⊕FFp,p is
a subrepresentation of H. It is sufficient to show that W ≡ AΩ1⊕· · ·⊕AΩp
is dense in H.
By Lemma 3.5, tiΩj ∈W for each i = 1, 2 and j = 1, . . . , p. From this
and (3.11),
tia
∗
SaTΩj = (−1)(|S|+|T |)(i−1)a∗S+1aT+1tiΩj ∈W (3.19)
where a∗S = a
∗
n1 · · · a∗nk , aT ≡ (a∗T )∗ and |S| = k, S+1 ≡ {n1+1, . . . , nk+1}
for S = {n1, . . . , nk}. Let R ≡ {tJΩ : J ∈ {1, 2}∗}. From Lemma 3.5,
R ⊂ W . Since the linear hull of R is dense in H, W is also dense in H.
Hence the first statement holds.
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Define the automorphism α of O2 by α(t1) ≡ t2 and α(t2) ≡ t1. Then
P2(2
p−11) ◦ α = P2(1p−12). Furthermore α|A is also an automorphism of
A. We see that FFp,i ◦ α = FF ∗p,i. From this and the first statement, the
second statement holds.
For other results of representations of fermions and Cuntz algebras, see
[1, 2, 3, 4, 5, 18].
3.5 Bosons and fermions
In this subsection, we summarize relations among representations of algebras
O2,B and A, and prove Theorem 1.3. From Proposition 3.2 and 3.6, we
obtain the unitary Up from BF1,1(p) to FFp,1 ⊕ · · · ⊕ FFp,p for p ≥ 1 as
follows:
P2(2
p−11)
BF1,1(p) FFp,1 ⊕ · · · ⊕ FFp,p,
✟✟✟✟✙
❍❍❍❍❥
✲
VB,p VF,p
Up
	 Up ≡ VF,p(VB,p)∗
(3.20)
where VB,p denotes the unitary from P2(2
p−11)|B to BF1,1(p) and VF,p denote
the unitary from P2(2
p−11)|A to FFp,1 ⊕ · · · ⊕ FFp,p with respect to their
unitary equivalences.
Example 3.7 (i) For Example 2.7(i), if p = 1, then we obtain the unitary
U = U1 from the Bose-Fock space to the Fermi-Fock space.
(ii) From Example 2.7(ii), U2 is the following unitary:
U2 : BF1,1(2)→ IW ⊕ IW ∗
where IW and IW ∗ denote the infinite wedge representation and the
dual infinite wedge representation of A, respectively.
Let t1, t2 denote canonical generators of O2 and let Ω be the GP vector
of P2(1). For 1 ≤ n1 < · · · < nm and k1, . . . , km ∈ N, the RBS {bn : n ∈ N}
on P2(1) satisfies the following Example 3.2 in [19]:
(b∗n1)
k1 · · · (b∗nm)kmΩ =
m∏
i=1
√
ki! t
n1−1
1 t
k1
2 t
n2−n1
1 t
k2
2 · · · tnm−nm−11 tkm2 Ω. (3.21)
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For 1 ≤ k1 < k2 < · · · < kl, the restriction of P2(1) on the RFS {an : n ∈ N}
satisfies the following ([1], (3.40)):
a∗k1 · · · a∗klΩ = tk1−11 t2tk2−k1−11 t2 · · · t
kl−kl−1−1
1 t2Ω. (3.22)
From these two formulae, it is shown that any state vector in both Fock
spaces are described by using the canonical generators of O2 and Ω.
According to formulae in § 2.1, we show the proof of Theorem 1.3.
Proof of Theorem 1.3. (i) Since VBΩ = ΩB and VFΩ = ΩF , we see that
UΩB = ΩF . From (3.11),
tn1 t
m
2 = An,mt
n+m
1 (n,m ≥ 1). (3.23)
From (3.23), (3.21) and (3.22), we obtain the following:
U(b∗n1)
k1 · · · (b∗nm)kmΩB
= CVF t
n1−1
1 t
k1
2 t
n2−n1
1 t
k2
2 · · · tnm−nm−11 tkm2 Ω
= CAn1−1,k1VF t
n1+k1−1
1 t
n2−n1
1 t
k2
2 · · · tnm−nm−11 tkm2 Ω
= CAn1−1,k1An2+k1−1,k2VF t
n2+k1+k2−1
1 t
n3−n2
1 t
k3
3 · · · tnm−nm−11 tkm2 Ω
= · · ·
= CAn1−1,k1 · · ·Anm+k1+···+km−1−1,kmΩF .
Hence (1.17) holds.
(ii) From (i), we see that the particle number of both sides of (1.17) is
k1 + · · ·+ km. Hence the statement holds.
4 Examples
4.1 State vectors in Fock representations
We show concrete examples of Theorem 1.3. Relations among n-particle
states for n = 1, 2, 3 are shown as follows. In this subsection, we write both
ΩB and ΩF in Theorem 1.3 as the same symbol Ω and omit the unitary
operator U .
Example 4.1 (i) For n ≥ 1, b∗nΩ = a∗nΩ.
(ii) For n,m ∈ N, assume 1 ≤ n < m. Then
b∗nb
∗
mΩ = a
∗
na
∗
m+1Ω, (b
∗
n)
2Ω =
√
2a∗na
∗
n+1Ω.
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(iii) For n,m, l ∈ N, assume 1 ≤ n < m < l. Then
b∗nb
∗
mb
∗
lΩ = a
∗
na
∗
m+1a
∗
l+2Ω,
b∗n(b
∗
m)
2Ω =
√
2a∗na
∗
m+1a
∗
m+2Ω,
(b∗n)
2b∗mΩ =
√
2a∗na
∗
n+1a
∗
m+2Ω,
(b∗n)
3Ω =
√
6a∗na
∗
n+1a
∗
n+2Ω.
From Example 4.1, we see that state vectors of boson and fermion are similar
for few particle number case.
Next, we show more general relations.
Example 4.2 (i) For each n ≥ 1 and m ≥ 0,
(b∗n)
m+1Ω = {(m+ 1)!}1/2a∗na∗n+1 · · · a∗n+mΩ.
(ii) For 1 ≤ n1 < n2 < · · · < nl,
b∗n1 · · · b∗nlΩ = a∗n1a∗n2+1 · · · a∗nl+l−1Ω.
In particular,
b∗nb
∗
n+1 · · · b∗n+l−1Ω = a∗na∗n+2 · · · a∗n+2(l−1)Ω (n, l ≥ 1).
From Example 4.2(i) and Theorem 1.3, the multiplicity of a mode of boson
is nearly associated with the length of a block of fermions in (1.17).
We illustrate state vectors of representations of O2,O∞,A and B in
Theorem 1.3 as follows:
P2(1)
•
•
••
••• •
✚✙
✛✘
 
 
 
❅
❅
❅
 
 
 
❅
❅
❅
Ω = t1Ω
t2Ω
t1t2Ω
t2
1
t2Ω t2t1t2Ω t1t
2
2
Ω t3
2
Ω
t2
2
Ω
P∞(1) = P2(1)|O∞
•
•
••
••• •
✚✙
✛✘
····
····
····
····
····
❅
❅
❅
❅
❅
❅
Ω = s1Ω
s2Ω
s1s2Ω
s2
1
s2Ω s
2
2
Ω s1s3Ω s4Ω
s3Ω
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P2(1)|A = Fermi-Fock
•
•
••
••• •
 
 
 
 
 
 
····
····
····
····
····
····
····
··
❆
❆
❆
❆
❆
❆
✟✟
✟✟
✟✟
Ω
a∗1Ω
a∗
2
Ω
a∗3Ω a∗
1
a∗
3
Ω
a∗2a
∗
3Ω a∗1a
∗
2a
∗
3Ω
a∗1a
∗
2Ω
P2(1)|B = P∞(1)|B = Bose-Fock
•
•
••
••• •
 
 
 
····
····
····
····
····
····
····
··
✟✟
✟✟
✟✟
 
 
 
❆
❆
❆
❆
❆
❆
Ω
b∗1Ω
b∗
2
Ω
b∗3Ω b
∗
1b
∗
2Ω (b
∗
2)
2Ω (b∗1)
3Ω
(b∗1)
2Ω
where P2(1) and P∞(1) are as in § 2, vertices mean orthogonal vectors of
the representation space of O2 and these vectors are orthogonal each other
(see also graphs in § 3 of [18]).
4.2 Computation of U∗ on the Fock representation
For U in (1.16), we show the adjoint operator U∗ of U . Let P denote the set
of all nonempty finite subsets of N. For S ∈ P, the block decomposition of S
is the partition S = S1⊔ · · ·⊔Sm of S such that there exists x1, . . . , xm ∈ S,
k1, . . . , km ∈ N ∪ {0} which satisfy the following:
(i) Si = {xi, xi + 1, . . . , xi + ki} for each i = 1, . . . ,m,
(ii) xi + ki + 1 < xi+1 for each i = 1, . . . ,m− 1 when m ≥ 2.
For S = {n1, . . . , nm} ∈ P, we write a∗S ≡ a∗n1 · · · a∗nm when n1 < · · · < nm.
If S = S1 ⊔ · · · ⊔ Sm is the block decomposition of S, then a∗S = a∗S1 · · · a∗Sm .
From Theorem 1.3, we obtain the action of U∗.
Proposition 4.3 For S ∈ P, assume that S = S1 ⊔ · · · ⊔ Sm is the block
decomposition of S and Si ≡ {ni, . . . , ni + li} for i = 1, . . . ,m. Then the
adjoint operator U∗ of U in (1.16) is given as follows:
U∗ΩF = ΩB,
U∗a∗SΩF = D · (b∗n1)l1+1(b∗n2−l1−1)l2+1 · · · (b∗nm−Pm−1i=1 (li−1))
lm+1ΩB
where D denotes the normalization constant given by
D = {(l1 + 1)! · · · (lm + 1)!}−1/2.
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4.3 Realizations of Fock spaces as l2(N)
We realize four irreducible representations P2(1), P∞(1) and Fock represen-
tations of bosons and fermions on the Hilbert space l2(N). Let {en : n ∈ N}
denote the standard basis of l2(N). Then
π(ti)en ≡ e2(n−1)+i (i = 1, 2, n ∈ N) (4.1)
defines a representation of O2 which is P2(1). From Proposition 3.1(i), π|O∞
is P∞(1). This is given as follows:
π(sm)en = e2m−1(2n−1) (m,n ∈ N). (4.2)
We see that π|A is the Fermi-Fock space with the vacuum e1 (see also (3.40)
of [1]):
π(a∗m)e1 = e2m−1+1, π(am)e1 = 0 (m ≥ 1). (4.3)
Furthermore, we see that π|B is the Bose-Fock space with the vacuum e1:
π(b∗m)e1 = e2m−1+1, π(bm)e1 = 0 (m ≥ 1). (4.4)
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