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Abstract
We generalize the methods of Varagnolo and Vasserot, [VV11b] and partlially [VV11a], to gen-
eralized quiver representations introduced by Derksen and Weyman in [DW02]. This means we
have a general geometric construction of an interesting class of algebras (the Steinberg algebras
for generalized quiver-graded Springer theory) containing skew group rings of Weyl groups with
polynomial rings, (affine) nil Hecke algebras and KLR-algebras (=quiver Hecke algebras). Unfortu-
nately this method works only in the Borel case, i.e. all parabolic groups in the construction data
of a Springer theory are Borel groups. Nevertheless, we try to treat also the parabolic case as far
as this is possible here.
This is a short reminder of Derksen and Weyman’s generalized quiver representations from [DW02].
Definition 1. A generalized quiver with dimension vector is a triple (G, G, V ) where G is a reductive
group, G is a centralizer of a Zariski closed abelian reductive subgroup H of G,i.e.
G = CG(H) = {g ∈ G | ghg−1 = h ∀h ∈ H}
(then G is also reductive, see lemma below) and V is a representation of G which decomposes into
irreducible representations which also appear in G := Lie(G) seen as an G-module.
A generalized quiver representation is a quadruple (G, G, V,Gv) where (G, G, V ) is a generalized quiver
with dimension vector, v in V and Gv is the G-orbit.
Remark. Any such reductive abelian group is of the form H = A× S with A finite abelian and S a
torus, this implies that there exists finitely many elements h1, . . . , hm such that CG(H) =
⋂m
i=1CG(hi),
see for example Humphreys’ book [Hum75], Prop. in 16.4, p.107.
We would like to work with the associated Coxeter systems, therefore it is sensible to assume G
connected and replace G by its identity component Go. There is the following proposition
Proposition 1. Let G be a connected reductive group and H ⊂ G an abelian group which lies in a
maximal torus. We set G := CG(H)o = (
⋂m
i=1CG(hi))
o. Then it holds
(1) For any maximal torus T ⊂ G, the following three conditions are equivalent:
(i) T ⊂ G.
(ii) H ⊂ T .
(iii) {h1, . . . , hm} ⊂ T .
(2) G is a reductive group.
(3) If Φ is the set of roots of G with respect to a maximal torus T with H ⊂ T , then Φ := {α ∈ Φ |
α(h) = 1 ∀h ∈ H} is the set of roots for G with respect to T , its Weyl group is 〈sα | α ∈ Φ〉 and
for all α ∈ Φ the weight spaces are equal gα = Gα (and 1-dimensional C-vector spaces).
(4) There is a surjection
{B ⊂ G | B Borel subgroup, H ⊂ B} → {B ⊂ G | B Borel subgroup }
B 7→ B ∩G
If Φ+ is the set of positive roots with respect to (G,B, T ) with H ⊂ T , then Φ+ := Φ ∩Φ+ is the
set of positive roots for (G,G ∩ B, T ) .
1
ar
X
iv
:1
30
6.
38
92
v2
  [
ma
th.
RT
]  
3 J
ul 
20
13
proof: Ad (1): This is easy to prove directly.
(2)-(4) are proven if G = CG(h)o for one semisimple element h ∈ G in Carters book [Car85], section
3.5. p.92-93. In general G = (
⋂m
i=1CG(hi)
o)o for certain hi ∈ H, 1 ≤ i ≤ m. The result follows
via induction on m. Set G1 := CG(h1)o. It holds G = (
⋂m
i=2CG1(hi)
o)o = CG1(H)
o ⊂ G1 and G1
is a connected reductive group. By induction hypothesis, all statements are true for (G,G1), so in
particular G is a reductive group. The other statements are then obvious. 
0.0.1 Notational conventions
We fix the ground field for all algebraic varieties and Lie algebras to be C.
For a Lie algebra g we define the k-th power inductively by g1 := g, gk = [g, gk−1]. If we denote an
algebraic group by double letters (or indexed double letters) like G,B,U, ... (or G′, PJ , etc.) we take
the calligraphic letters for the Lie algebras, i.e. G,B,U , ... (or G′,PJ , etc) respectively. If we denote an
algebraic group by roman letters (or indexed roman letters) like G,B,U, ... (or G′, PJ , etc.) we take
the small frakture letters for the Lie algebras, i.e. g, b, u, .. (or g′, pJ) respectively.
If we habe a subgroup P ⊂ G of a group and an element g ∈ G we write gP := gPg−1 for the conjugate
subgroup.
We also recall the following.
Remark. Let (W,S) be a Coxeter system, J ⊂ S. Then (WJ := 〈J〉, J) is again a Coxeter system
with the length function is the restriction of the length function of (W,S) to elements in WJ . Then,
the set W J of minimal length coset representatives W J ⊂W for W/WJ is defined via: An element w
lies in W J if and only if for all s ∈ J we have l(ws) > l(w). Also there is a factorization W = W JWJ
and if w = xy with x ∈ W J , y ∈ WJ , their lengths satisfy l(w) = l(x) + l(y). We will fix the bijection
cJ : W
J → W/WJ , w 7→ wWJ . The Bruhat order of (W,S) can be restricted to W J and transferred
via the bijection to W/WJ .
For two subsets K,J ⊂ S define KW J := (WK)−1 ∩W J , the projection W →WK\W/WJ restricts to
a bijection KW J →WK\W/WJ .
Let (G,B, T ) be a reductive group with Borel subgroup and maximal torus and (W,S) be its associated
Coxeter system. We fix for any element in W a lift to the group G and denote it by the same letter.
0.1 Generalized quiver-graded Springer theory
We define a generalized quiver-graded Springer theory for generalized quiver representations in the
sense of Derksen and Weymann. Given (G,PJ ,U , H, V ) (and some not mentioned H ⊂ T ⊂ B ⊂ PJ)
with
* G is a connected reductive group, H ⊂ T is a subgroup of a maximal torus in G, we set
G = CG(H)
o (then G is also reductive with T ⊂ G is a maximal torus in G).
* T ⊂ B ⊂ G a Borel subgroup, then B := B ∩G is a Borel subgroup of G,
We write (W,S) for the Coxeter system associated with (G,B, T ) and (W,S) for the one associated
to (G,B, T ). Observe, that W ⊂W. For any J ⊂ S we set PJ := B〈J〉B and call it a standard
parabolic group.
* Now fix a subset J ⊂ S. We call a PJ -subrepresentation U ′ ⊂ G = Lie(G) (of the adjoint
representation which we denote by (g, x) 7→ gx, g ∈ G, x ∈ G) suitable if
• (U ′)T = {0},
• U ′ ∩ sU ′ is PJ -stable for all s ∈ S.
Let U = ⊕rk=1 U (k) a PJ -representation with each U (k) is suitable. (Examples of suitable PJ -
representations are given by U ′ = U tJ ′ where J ⊂ J ′ ⊂ S, UJ ′ = Lie(UJ ′) with UJ ′ ⊂ PJ ′ is the
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unipotent radical and U tJ ′ is the t-th power, t ∈ N). We define WJ := 〈J〉 and WJ be the set of
minimal coset representatives in W/WJ , IJ := W\WJ ⊂W\W and⊔
J⊂S
IJ
We call I := I∅ the set of complete dimension filtrations. Let {xi ∈ W | i ∈ IJ} be a
complete representing system of the cosets in IJ . Every element of the Weyl groups W (and W )
we lift to elements in G (and G) and denote the lifts by the same letter. For every i ∈ IJ we set
Pi :=
xiPJ ∩G,
Observe that H ⊂ T = wT ⊂ wPJ for all w ∈ W, therefore wPJ ∩ G is a parabolic subgroup in
G for any w ∈W.
* V =
⊕r
k=1 V
(k) with V (k) ⊂ G is a G-subrepresentation.
Fi =
⊕r
k=1 F
(k)
i with F
(k)
i := V
(k) ∩ xiU (k) is a Pi-subrepresentation of V (k).
We define
Ei := G×Pi Fi
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Now, there are closed embeddings ιi : G/Pi → G/PJ , gPi 7→ gxiPJ with for any i 6= i′ in IJ it holds
Im ιi∩Im ιi′ = ∅. Therefore, we can see
⊔
i∈IJ Gi/Pi as a closed subscheme of G/PJ . It can be identified
with the closed subvariety of the fixpoints under the H-operation (G/PJ)H = {gPJ ∈ G/PJ | hgPJ =
gPJ for all h ∈ H}.
EJ :=
⊔
i∈IJ Ei
piJ
yyrrr
rrr
rrr
rr µJ
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V G/PJ
We also set
Zij := Ei ×V Ej
pij
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ZJ :=
⊔
i,j∈IJ Zij
pJ
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V G/Pi ×G/Pj V G/PJ ×G/PJ .
In an obvious way all maps are G-equivariant. We are primarily interested in the following Steinberg
variety
Z := Z∅.
The equivariant Borel-Moore homology of a Steinberg variety together with the convolution oper-
ation (defined by Ginzburg) defines a finite dimensional graded C-algebra. We set
ZG := HG∗ (Z)
which we call (G-equivariant) Steinberg algebra. The aim of this section is to describe ZG in
terms of generators and relation (for J = ∅). This means all Pi are Borel subgroups of G.
If we set
HG[p](Z) :=
⊕
i,j∈I
HGei+ej−p(Zi,j), ei = dimCEi
then HG[∗](Z) is a graded H
∗
G(pt)-algebra Then, we denote the right W-operation on I = W \W by
(i, w) 7→ iw, i ∈ I, w ∈W. We prove the following.
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Theorem 0.1. Let J = ∅. Then ZG ⊂ EndC[t]W−mod(
⊕
i∈I Ei), Ei = C[t] = C[xi(1), . . . , xi(n)], i ∈ I
is the C-subalgebra generated by
1i, i ∈ I, zi(t), 1 ≤ t ≤ n = rk(T ), i ∈ I, σi(s), s ∈ S, i ∈ I
defined as follows for k ∈ I, f ∈ Ek.
1i(f) :=
{
f, if i = k,
0, else.
zi(t)(f) :=
{
xi(t)f, if i = k,
0, else.
σi(s)(f) :=

qi(s)
s(f)−f
αs
, (∈ Ei) if i = is = k,
qi(s)s(f) (∈ Ei) if i 6= is = k,
0, else.
where
qi(s) :=
∏
α∈ΦU ,s(α)/∈ΦU ,xi(α)∈ΦV
α ∈ Ei.
and ΦU =
⊔
k ΦU(k), ΦU(k) ⊂ HomC(t,C) ⊂ C[t] is the set of T -weights for U (k) and ΦV =
⊔
k ΦV (k),
ΦV (k) ⊂ HomC(t,C) is the set of T -weights for V (k).
Furthermore, it holds
deg 1i = 0, deg zi(k) = 2, deg σi(s) =
{
2(deg qi(s))− 2, if is = i
2 deg qi(s), if is 6= i
where deg qi(s) refers to the degree as homogeneous polynomial in C[t].
The generality of the choice of the U in the previous theorem is later used to understand the case
of an arbitrary J as a an algebra of the form eJZGeJ for an associated Borel-case Steinberg algebra
ZG and eJ an idempotent element (this is content of a later article called parabolic Steinberg algebras).
For J = ∅,U = Lie(U)⊕r for U ⊂ B the unipotent radical we have the following result which generalizes
KLR-algebras to arbitrary connected reductive groups and allowing quivers with loops.
Corollary 0.1. Let J = ∅,U = Lie(U)⊕r, U ⊂ B the unipotent radical. Then
ZG ⊂ EndC[t]W−mod(
⊕
i∈I
Ei),
Ei = C[t] = C[xi(1), . . . , xi(n)], i ∈ I is the C-subalgebra generated by
1i, i ∈ I, zi(t), 1 ≤ t ≤ n = rk(T ), i ∈ I, σi(s), s ∈ S, i ∈ I.
Let f ∈ Ek, k ∈ I, αs ∈ Φ+ be the positive root such that s(αs) = −αs. It holds
σi(s)(f) :=

α
hi(s)
s
s(f)−f
αs
, if i = is = k,
α
hi(s)
s s(f) if i 6= is = k,
0, else.
where
hi(s) := #{k ∈ {1, . . . , r} | xi(αs) ∈ ΦV (k)}
where V =
⊕
k V
(k) and ΦV (k) ⊂ Φ are the T -weights of V (k).
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(1) If Wxi 6= Wxis then
hi(s) = #{k | V (k) ⊂ R, xi(αs) ∈ ΦV (k)}.
We say that this number counts arrows.
(2) If Wxi = Wxis, then
hi(s) = #{k | V (k) ⊂ g, xi(αs) ∈ ΦV (k)}.
We say that this number counts loops.
In the case of the previous corollary we call the Steinberg algebra ZG generalized quiver Hecke
algebra. It can be described by the following generators and relations. For a reduced expression
w = s1s2 · · · sk we set
σi(s1s2 · · · sk) := σi(s1)σis1(s2) · · ·σis1s2···sk−1(sk)
Sometimes, if it is understood that the definition depends on a particular choice of a reduced expression
for w, we write σi(w) := σi(s1s2 · · · sk). Furthermore, we consider
Φ:
⊕
i∈I
C[xi(1), . . . xi(n)] ∼=
⊕
i∈I
C[zi(1), . . . zi(n)], xi(t) 7→ zi(t)
as the left W-module IndWW C[t], we fix the polynomials
ci(s, t) := Φ(σi(s)(xi(t))) ∈
⊕
i∈I
C[zi(1), . . . zi(n)], i ∈ I, 1 ≤ t ≤ n, s ∈ S.
Now, we can describe under some extra conditions the relations of the generalized quiver Hecke
algebras.
Proposition 2. Under the following assumption for the data (G,B,U = (Lie(U))⊕r, H, V ), J = ∅ :
Let S ⊂W = Weyl(G, T ) be the simple reflections, we assume for any s, t ∈ S
(B2) If the root system spanned by αs, αt is of type B2 (or stst = tsts is the minimal relation), then
for every i ∈ I such that is = i = it it holds hi(s), hi(t) ∈ {0, 1, 2}.
(G2) If the root system spanned by αs, αt is of type G2 (or ststst = tststs is the minimal relation),
then for every i ∈ I such that is = i = it it holds hi(s) = 0 = hi(t).
Then the generalized quiver Hecke algebra for (G,B,U = (Lie(U))⊕r, H, V ), J = ∅ is the C-algebra with
generators
1i, i ∈ I, zi(t), 1 ≤ t ≤ n = rk(T ), i ∈ I, σi(s), s ∈ S, i ∈ I
and relations
(1) ( orthogonal idempotents)
1i1j = δi,j1i,
1izi(t)1i = zi(t),
1iσi(s)1is = σi(s)
(2) (polynomial subalgebras)
zi(t)zi(t
′) = zi(t′)zi(t)
(3) ( relation implied by s2 = 1)
σi(s)σis(s) =

0 , if is = i, hi(s) is even
−2αhi(s)−1s σi(s) , if is = i, hi(s) is odd
(−1)his(s)αhi(s)+his(s)s , if is 6= i
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(4) ( straightening rule)
σi(s)zi(t)− s(zi(t))σi(s) =
{
ci(s, t), , if is = i
0 , if is 6= i.
(5) (braid relations)
Let s, t ∈ S, st = ts, then
σi(s)σis(t) = σi(t)σit(s)
Let s, t ∈ S not commuting such that x := sts · · · = tst · · · minimally, i ∈ I. There exists explicit
polynomials (Qw)w<x in αs, αt ∈ C[t] such that
σi(sts · · · )− σi(tst · · · ) =
∑
w<x
Qwσi(w)
(observe that for w < x there exists just one reduced expression).
The proof you find in the end, see Prop. 5.
0.1.1 Relationship between parabolic groups in G and G
For later on, we need to understand the relationship between parabolic subgroups in G and in G. Recall
that a parabolic subgroup is a subgroup which contains a Borel subgroup, every parabolic subgroups
is conjugated to a standard parabolic subgroup. The standard parabolic subgroups wrt (G,B, T ) are
in bijection with the set of subsets of S, via J 7→ B〈J〉B =: PJ . As a first step, we need to study the
relationship of the Coxeter systems (W,S) and (W, S).
Lemma 1. It holds G ∩W = W . It holds W ∩ S ⊂ S. Let lS be the length function with respect ot
(W,S) and lS be the length function with respect to (W, S). For every w ∈W it holds lS(w) ≤ lS(w).
proof: NG(T ) ∩ G = NG(T ) implies G ∩W = W . The inculsion Φ+ ∩ s(−Φ+) ⊂ Φ+ ∩ s(−Φ+) for
any s ∈ S implies W ∩ S ⊂ S.
Let w = t1 · · · tr ∈ W , ti ∈ S reduced expression and assume lS(w) < r. It must be possible in W to
write w as a subword of t1 · · · tˆi · · · tr for some i ∈ {1, . . . , r}. But then r = lS(w) ≤ lS(t1 · · · tˆi · · · tr) <
r. 
Definition 2. We call J ⊂ S. We say that J is S-adapted if for all s ∈ S with s = s1 · · · sr a reduced
expression in (W,S) such that there exists i ∈ {1, . . . , r} with si ∈ J then it also holds {s1, . . . , sr} ⊂ J .
Lemma 2. (a) Intersection with G defines a map
{PJ | J ⊂ S is S − adapted} → {PJ | J ⊂ S}
PJ 7→ PJ ∩G = PS∩WJ
(b) Let G ∩ xB is a Borel subgroup of G with B ⊂ G a Borel subgroup and x ∈W. Let s ∈ S, then it
holds
(1) If Wxs 6= Wx then G ∩ xsB = G ∩ xB.
(2) If Wxs = Wx, then xs ∈W and G ∩ xsB = xs[G ∩ xB].
This gives an algorithm to find for any x ∈W a z ∈W such that G ∩ xB = z[G ∩ B].
Also, for every J ⊂ S it then holds G ∩ xPJ = z[G ∩ PJ ] and W ∩ xWJ = z[W ∩WJ ] where
x ∈W, z ∈W as before and for every S-adapted J ⊂ S
G ∩ xPJ = zPS∩WJ .
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proof:
(a) It holds by the previous lemma G∩WJ = W ∩WJ and because J is S-adapted it holdsW ∩WJ =
〈S ∩WJ〉, to see that:
Let w = t1 · · · tr ∈ WJ with ti ∈ S an S-reduced expression, we need to see ti ∈ WJ , 1 ≤ i ≤ r.
Wlog assume t1 /∈WJ . As J is S-adapted, there exists a S-reduced expression with elements in
J of w which is a subword of t2 · · · tr. But this means a word of S-length r is a subword of a
word of S-length r − 1, therefore t1 ∈WJ .
Now, the following inclusion is obvious
PS∩WJ = B〈G ∩WJ〉B ⊂ G ∩ PJ .
Because B ⊂ PJ ∩G there has to exist (WJ ∩ S) ⊂ J ′ ⊂ S such that PJ ∩G = PJ ′ , we need to
see (S ∩WJ) = J ′. Let s ∈ J ′, then s ∈ PJ = BWJB implies s ∈WJ .
(b) Let s ∈ S, xs /∈W , then ±x(αs) /∈ Φ and this implies
Φ ∩ xs(Φ) = Φ ∩ [x(Φ) \ {x(αs)} ∪ {−x(αs)}] = Φ ∩ x(Φ).
Therefore, the Lie algebras of the Borel groups G ∩ xB and G ∩ xsB have the same weights for
T , this proves they are equal.
The point (2) is obvious.

Remark. In the setup of the beginning, we can always find unique representatives xi ∈ W, i ∈ I for
the elements in W \W which fulfill
Bi = G ∩ xiB = G ∩ B = B.
This follows because for every i ∈ I there is a bijection
Wxi → { Borel subgroups of G containing T}
vxi 7→ v[G ∩ xiB]
Then, there exists a unique v ∈W such that v[G∩ xiB] = G∩B, replace xi by vxi as a representative
for Wxi.
We will call these representatives minimal coset representatives1. Observe for is 6= i it holds
xis = xis by lemma 2, (b), (2).
But since the images of G/Bi, i ∈ I inside G/B are disjoint, we prefer not to identify all Bi, i ∈ I.
In general, in the parabolic setup, it holds Pi 6= Pj for i 6= j.
Lemma 3. (factorization lemma) Let J,K ⊂ S be S-adapted and set L := S ∩WJ ,M := S ∩WK .
(1) It holds WL = W ∩WJ and for every element in w ∈W the unique decomposition as w = wJwJ ,
wJ ∈WJ , wJ ∈WJ fulfills wJ ∈WL = W ∩WJ , wJ ∈WL = W ∩WJ .
(2) It holds JWK ∩W = LWM . In particular, every double coset WJwWK with w ∈ W contains a
unique element of LWM .
1if G is a Levi-group in G they are the minimal coset representatives, in this more general situation the notion is not
defined.
7
proof:
(1) It holds WL(W ∩ WJ) = W = W ∩ WJWJ ⊃ (W ∩ WJ)(W ∩ WJ), the uniqueness of the
factorization in W implies (W ∩WJ) ⊂WL.
Now take a ∈WL, we can factorize it in W as a = aJaJ with aJ ∈WJ , aJ ∈WJ . We show that
aJ ∈ W . Write a = t1 · · · tr S-reduced expression, assume aJ 6= e, then there exists a unique
i ∈ {1, . . . , r} such that aJ is a subword of ti · · · tr but no subword of ti+1 · · · tr. Then, ti must
have a subword contained in WJ , as J is S-adapted we get ti ∈WJ . Continue with t−1i aJ being
a subword of ti+1 · · · tr. By iteration you find aJ = ti1 · · · tik ∈ W for certain i = i1 < · · · < ik,
ij ∈ {1, . . . , r}. This implies aJ = e and a = aJ ∈W ∩WJ .
(2) By definition JWK ∩W = (WJ)−1 ∩WK ∩W = (WL)−1 ∩WM = LWM .

0.1.2 The equivariant cohomology of flag varieties
Lemma 4. (The (co)-homology rings of a point)
Let G be reductive group, T ⊂ P ⊂ G with P a parabolic subgroup and T a maximal torus, we write
W for the Weyl group associated to (G,T ) and X(T ) = HomGr(T,C∗) for the group of characters. Let
ET be a contractible topological space with a free T -operation from the right.
(1) For every character λ ∈ X(T ) denote by
Sλ := ET ×T Cλ
the associated T -equivariant line bundle over BT := ET/T to the T -representation Cλ which
is C with the operation t · c := λ(t)c. The first chern class defines a homomorphism of abelian
groups
c : X(T )→ H2(BT ), λ 7→ c1(Sλ).
Let SymC(X(T )) be the symmetric algebra with complex coefficients generated by X(T ), it can
be identified with the ring of regular function C[t] on t = Lie(T ) (with doubled degrees), where
X(T )⊗Z C is mapped via taking the differential (of elements in X(T )) to t∗ = HomC−lin(t,C) ⊂
C[t] (both are the degree 2 elements).
The previous map extends to an isomorphism of graded C-algebras
C[t]→ H∗T (pt) = H∗(BT )
In fact this is a W -linear isomorphism where the W -operation on C[t] is given by, (w, f) 7→
w(f), w ∈W, f ∈ C[t] with
w(f) : t→ C, t 7→ f(w−1tw).
We can choose ET such that it also has a free G-operation from the right (i.e. ET := EG),
then BT = ET/T has an induced Weyl group action from the right given by xT · w := xwT ,
w ∈W,x ∈ ET . The pullbacks of this group operation induce a left W -operation on H∗T (pt).
(2) H∗T (pt) = H
T−∗(pt), H∗G(pt) = (H
∗
T (pt))
W = (HT−∗(pt))W = HG−∗(pt).
proof:
(1) For the isomorphism see for example and the explanation of the W -operation see (L. Tu; Char-
acteristic numbers of a homogeneous space, axiv, [Tu03])
(2) Use the definition and Poincare duality for the first isomorphism, for the second also use the
splitting principle.
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
Lemma 5. (The cohomology rings of homogeneous vector bundles over G/P )
Let G be reductive group, T ⊂ B ⊂ P ⊂ G with B a Borel subgroup, P parabolic and T a maximal
torus.
(1) For λ ∈ X(T ) we denote be Lλ := G×BCλ the associated line bundle to the B-representation Cλ
given by the trivial representation when restricted to the unipotent radical and λ when restricted
to T . Let µ : E → G/B be a G-equivariant vector bundle. Then, µ∗(Lλ) is a line bundle on E
and
Kλ := EG×G µ∗(Lλ)→ EG×G E
is a line bundle over EG×G E. There is an isomorphism of graded C-algebras
C[t]→ H∗G(E) = H∗(EG×G E)
X(T ) 3 λ 7→ c1(Kλ).
with degλ = 2 for λ ∈ X(T ).
(By definition, equivariant chern classes are defined as cG1 (µ
∗Lλ) := c1(Kλ)).
(2) Let µ : E → G/P be a G-equivariant vector bundle, then there is an isomorphism of graded
C-algebras
H∗G(E)→ (H∗T (pt))WL .
proof:
(1) Arabia proved that H∗G(G/B) ∼= H∗T (pt) as graded C-algebras (cp. [Ara85]), the composition
with the isomorphism from the previous lemma gives an isomorphism
c : C[t]→ H∗G(G/B), : λ 7→ c1(EG×G Lλ) =: cG1 (Lλ)
Now, we show that for a vector bundle µ : E → G/P with P ⊂ G parabolic, the induced pullback
map
µ∗ : H∗G(G/P )→ H∗G(E), cG1 (Lλ) 7→ cG1 (µ∗Lλ)
is an isomorphism of graded H∗G(pt)-algebras. We already know that it is a morphism of graded
H∗G(pt)-algebras, to see it is an isomorphism, apply the definition and Poincare duality to get a
commutative diagram
HkG(G/P )
µ∗ //
∼=

HkG(E)
∼=

HG2 dimG/P−k(G/P )
µ∗ // HG2 dimE−k(E)
the lower morphism µ∗ is the pullback morphism which gives the Thom isomorphism, therefore
the upper µ∗ is also an isomorphism.
(2) By the last proof, we already know H∗G(E) ∼= H∗G(G/P ). Then apply the isomorphism of Arabia
see [Ara85], this gives H∗G(G/P ) ∼= H∗P (pt). Now, P homotopy-retracts on its Levy subgroup L,
this implies H∗P (pt) = H
∗
L(pt), together with the (2) in the previous lemma we are done.

Lemma 6. (The cohomology ring of the flag variety as subalgebra of the Steinberg algebra)
Let G be reductive group, T ⊂ P ⊂ G with P parabolic and T a maximal torus. Let V be a G-
representation and F ⊂ V be a P -subrepresentation, let E := G ×P F and Z := E ×V E be the
associated Steinberg variety. The diagonal morphism E → E × E factorizes over Z and induces an
isomorphism E → Ze which induces an isomorphism of algebras
H∗G(G/P )→ HG2 dimE−∗(Ze),
recall that the convolution product on HG∗ (Ze) maps degrees (i, j) 7→ i+ j − 2 dimE.
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proof: Obviously you have an isomorphism H∗G(G/B)
µ∗−→ H∗G(E) ∼= H∗G(Ze) → HG2 dimE−∗(Ze)
where the last isomorphism is Poincare duality. But we need to see that this is a morphism of algebras
where HG∗ (Ze) is the convolution algebra with respect to the embedding Ze ∼= E diag−−→ E × E. This
follows from [CG97], Example 2.7.10 and section 2.6.15.

We observe that the algebra C[t] with generators t ∈ t∗ in degree 2 plays three different roles in the
last lemmata. It is the T -equivariant cohomology of a point, it is the G-equivariant cohomology of a
complete flag variety G/B, it can be found as the subalgebra HG∗ (Ze) ⊂ HG∗ (Z).
0.1.3 Computation of fixed points
Recall the following result, for example see [Här99], satz 2.12, page 13.
Lemma 7. Let T ⊂ P ⊂ G be reductive group with a parabolic subgroup P and a maximal torus
T . Let W be the Weyl group associated to (G,T ) and Stab(P ) := {w ∈ W | wPw−1 = P}. For
w = xStab(P ) ∈W/Stab(P ) we set wP := xP ∈ G/P . Then, it holds
(G/P )T = {wP ∈ G/P | w ∈W/Stab(P )}
Lemma 8. Let P1, P2 ⊂ G be a reductive group with two parabolic subgroup, F1, F2 ⊂ V a G-
representation with a P1 and P2-subrepresentation. Assume (GFi)T = {0}. We write
(Ei = G×Pi Fi, µi : Ei → G/Pi, pi : Ei → V ) for the associated Springer triple and
Z := E1 ×V E2,m : Z → (G/P1)× (G/P2) for the Steinberg variety.
Then, there are induced a bijections µTi : E
T
i → (G/Pi)T ,mT : ZT → (G/P1)T×(G/P2)T . More explicit
we have
ETi = {φw := (0, wPi) ∈ V ×G/Pi | w ∈W/Stab(Pi)} ⊂ Ei
ZT = {φx,y := (0, xP1, yP2) ∈ V ×G/P1 ×G/P2 | x ∈W/Stab(P1), y ∈W/Stab(P2)} ⊂ Z.
Furthermore, for any w ∈ W/Stab(P2) let Zw := m−1(G · (P1, wP2)) and mw := m|Zw : Zw →
G · (P1, wP2) the induced map. There is an induced Bruhat order ≤ on W/Stab(P2) by taking the
Bruhat order of minimal length representatives.
(Zw)T = {φx,xw = (0, xP1, xwP2) ∈ V ×G/P1 ×G/P2 | x ∈W}
Zw
T
= {φx,xv | x ∈W, v ≤ w} =
⋃
v≤w
(Zv)T
There is a bijection W/(Stab(P1) ∩ wStab(P2))→ (Zw)T , x 7→ φx,xw.
proof Obviously, it holds ETi ⊂ V T × (G/Pi)T = {0}× (G/Pi)T . But we also have a zero section s of
the vector bundle pi : Ei → G/Pi which gives the closed embedding G/Pi → Ei ⊂ V × (G/Pi), gPi 7→
(0, gPi).
It holds ZT ⊂ V T × (G/P1)T × (G/P2)T = {0} × (G/P1)T × (G/P2)T . But using the description of
Z = {(v, gP1, hP2) ∈ V ×G/P1 ×G/P2 | (v, gP1) ∈ E1, (v, hP2) ∈ E2}, we see that {0} × (G/P1)T ×
(G/P2)
T ⊂ Z and these are obviously T -fixed points.
We have (Zw)T ⊂ Zw ∩ZT = {φx,xw | x ∈W} and one can see the other inclusion, too. Also, we have
Zw
T ⊂ (⋃v≤w Zv)T = ⋃v≤w(Zv)T . Consider the closed embedding
s : G/P1 ×G/P2 → Z, (gP1, hP2) 7→ (0, gP1, hP2).
Clearly s(G(P1, wP2)) ⊂ Zw ⊂ Zw, but since s is a closed embedding we have⋃
v≤w
(Zv)T ⊂ s(G(P1, wP2)) = s(G(P1, wP2)) ⊂ Zw
which yields the other inclusion. 
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Notation for the fixed points Now, in the set-up of the beginning this gives the following:
Observe, that (
⊔
i∈IJ Gi/Pi)
T = ((G/PJ)H)T = (G/PJ)T , and (G/PJ)T = {wPJ | w ∈ WJ}. For any
w ∈ WJ there exists a unique i ∈ IJ such that xi := wx−1i ∈ W , this implies wPJ = xi(xiPJ) =
ιi(x
iPi) ∈ (G/Pi)T . Therefore, we write
(
⊔
i∈IJ
Gi/Pi)
T = (G/PJ)T =
⊔
i∈IJ
{wxiPJ | w ∈W/xiWJ ⊂W/xiWJ}
ETJ = {φwxi = (0, wxiPJ) | i ∈ IJ , w ∈W/xiWJ}
ZTJ =
⊔
i,j∈IJ
{φwxi,vxj = (0, wxiPJ , vxjPJ) | w ∈W/xiWJ , v ∈W/xjWJ}.
Let w, v ∈ WJ and i, j ∈ IJ such that wi := wx−1i ∈ W, vj := vx−1j ∈ W . We then set φw := φwixi ,
φw,v = φwixi,vj ,xj .
As we have bijections (0, wxiPJ) 7→ wxiPJ , (0, wxiPJ , vxjPJ) 7→ (wxiPJ , vxjPJ) between ET and
(G/PJ)T , ZT and (G/PJ ×G/PJ)T , we denote the T -fixed by the same symbols.
0.1.4 The fibres over the fixpoints
Remember, by definition we have Fi = µ−1J (φxi). For any w = w
ixi ∈WJ , wi ∈W We set
Fw := µ
−1
J (φw) = µ
−1
i (φwixi) =
wiFi =
r⊕
k=1
V (k) ∩ wU (k)
and if also x ∈ W/(WJ ∩ wWJ) (i.e. the definition does not depend on the choice of a representative
in the coset)
Fx,xw := m
−1
J (φx,xw) = Fx ∩ Fxw
=
r⊕
k=1
V (k) ∩ x[U (k) ∩ wU (k)]
For J = ∅,U = Lie(U)⊕r : We choose V = ⊕tk=1 V (k) ⊕⊕rk=t+1 V (k) with V (k) ⊂ R, 1 ≤ k ≤ t,
V (k) = g(k) with g(k) ⊂ g is a direct summand, t+ 1 ≤ k ≤ r. The fibres look like
Fw =
t⊕
k=1
V (k) ∩ w Lie(U)⊕
r⊕
k=t+1
V (k) ∩ wu(k)
where u(k) is the Lie subalgebra spanned by the weights > 0 in g(k).
Fx,xw =
t⊕
k=1
Vk ∩ x[(Lie(U)) ∩ w(Lie(U))]⊕
r⊕
k=t+1
Vk ∩ x[u(k) ∩ wu(k)]
Lemma 9. Assume J = ∅,U = Lie(U)⊕r. Let x ∈W, s ∈ S we set
hx(s) := #{k ∈ {1, . . . r} | x(αs) ∈ ΦV (k)}
where V =
⊕r
k=1 V
(k) and ΦV (k) ⊂ Φ are the T -weights of V (k). If x = xixi with xi ∈ W , then
hx(s) = hxi(s) =: hi(s). It holds
Fxi/Fxi,xis = (Gxi(αs))⊕hi(s).
(1) If xs /∈W then
hi(s) = #{k | V (k) ⊂ R, xi(αs) ∈ ΦV (k)}.
(2) If xs ∈W , then
hi(s) = #{k | V (k) ⊂ g, xi(αs) ∈ ΦV (k)}.
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proof: Without loss of generality V ⊂ G,U = Lie(U), set x := xi, we have a short exact sequence
0→ V ∩ x[U ∩ sU ]→ V ∩ xU → V ∩ Gx(αs) → 0
Now, V ∩ Gx(αs) = 0 if and only if x(αs) /∈ ΦV .
(1) If xs /∈W then x(αs) /∈ Φ where Φ are the T -weights of g. That means, if V ⊂ g we get hi(s) = 0.
(2) If xs ∈W , then x(αs) ∈ Φ. This means, if V ⊂ R we get hi(s) = 0.

0.2 Relative position stratification
0.2.1 In the flag varieties
Let J ⊂ S, w ∈ JWJ , i, j ∈ IJ . We define
Cw := Gφe,w ∩
⊔
i∈IJ
Gi/Pi ×
⊔
i∈IJ
Gi/Pi

C≤w := Gφe,w ∩
⊔
i∈IJ
Gi/Pi ×
⊔
i∈IJ
Gi/Pi

Cwi,j := C
w ∩ (G/Pi ×G/Pj)
C≤wi,j := C
≤w ∩ (G/Pi ×G/Pj)
For an arbitrary w ∈ W there exists a unique v ∈ JWJ such that WJwWJ = WJvWJ , we set
Cw := Cv, Cwi,j := C
v
i,j , C
≤w := C≤v, C≤wi,j := C
≤v
i,j . We remark that C
≤w, C≤wi,j are closed (but not
necessary the closure of Cw, Cwi,j , because it can happen that C
w
i,j = ∅, C≤wi,j 6= ∅, see next lemma (3)).
Let i, j ∈ IJ , Ci,j := {Cwi,j | w ∈ JWJ , Cwi,j 6= ∅}, Orbi,j := {G-orbits in G/Pi × G/Pj}, we have the
following commutative diagram
Orbi,j
Φ

rp //W ∩ xiWJ \W/W ∩ xjWJ
Ψ

Ci,j rpW // {(xiWJ)w(xjWJ) | w ∈W}
defined as follows
rp(Gφxi,wxj ) := (W ∩ xiWJ)w(W ∩ xjWJ),
rpW(C
w
i,j) :=
xiWJ(xiwx−1j )
xjWJ
Φ(Gφxi,wxj ) := C
x−1i wxj
i,j (⊃ Gφxi,wxj )
Ψ((W ∩ xiWJ)w(W ∩ xjWJ)) := (xiWJ)w(xjWJ),
rp, rpW are bijections and Φ,Ψ are surjections. We will from now on assume that Φ, Ψ are bijections
as well, i.e. for every nonempty Cwi,j there is a w0 ∈ W such that WJx−1i w0xjWJ = WJwWJ and
Cwi,j = Gφxi,w0xj ⊂ G/Pi ×G/Pj , this implies
Cwi,j
∼= G/(Pi ∩ w0Pj ∩G).
Lemma 10. Let J ⊂ S, s ∈ S \ J, i, j ∈ IJ .
(1) C≤s is smooth, it equals Cs ∪ Ce.
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(2) C≤sij = ∅ unless WxjWJ ∈ {WxiWJ ,WxisWJ}.
(3) Assume that WxiWJ 6= WxisWJ and let j ∈ IJ such that xisx−1j ∈W , then it holds
ιi(G/Pi) 6= ιj(G/Pj), C≤si,j = Csi,j , C≤si,i = Cei,i
and G ∩ xi [PJ ∩ sPJ ] = G ∩ xiPJ∩sJ , Csij = G/(G ∩ xiPJ∩sJ).
(4) Assume that WxiWJ = WxisWJ = WxjWJ , then it holds i = j, in particular
ιi(G/Pi) = ιj(G/Pj), C
w
i,j = C
w
i,i, for all w
and the first equality implies (xiPJ) ∩G 6= (xisPJ) ∩G, there is an isomorphism of G-varieties
G×Pi ((xiPJ∪{s} ∩G)/Pi)→ C≤si,i , (g, hPi) 7→ (gPi, ghPi).
proof:
(1) The variety
⊔
i∈IJ Gi/Pi is a smooth subvariety of G/PJ because each G/Pi, i ∈ IJ is smooth. It
is known that Gφe,s = Gφe,s ∪Gφe,e is smooth in G/PJ , therefore its intersection (i.e. pullback)
is smooth in (G/PJ)H .
(2) Now, C≤si,j = C
s
i,j∪Cei,j and Csi,j 6= ∅ iff it contains a T -fixed point φxi,vxj for a v ∈W , that implies
x−1i vxjPJ = sPJ , i.e. there is an f ∈ PJ such that vxjf = xis, therefore f ∈ PJ ∩W =WJ and
WxjWJ = WxisWJ . Similar Cei,j 6= ∅ iff WxjWJ = WxiWJ .
(3) The intersection (G/Pi) ∩ (G/Pj) is a G-equivariant subset of G/PJ , therefore it is nonempty
iff it contains all T -fixed points vxiPJ = wxjPJ with v, w ∈ W . But this is equivalent to
WxiWJ = WxjWJ .
As we have seen before WxisWJ = WxjWJ implies Cei,j = ∅, Csi,i = ∅ and therefore C≤si,j =
Csi,j , C
≤s
i,i = C
e
i,i.
Let WxiWJ 6= WxisWJ , we need to show G ∩ xi [PJ ∩ sPJ ] = G ∩ xiPJ∩sJ Let Φ = Φ+ ∪ Φ− be
the set of roots for (G,B, T ) decomposing as positive and negative roots, let ∆J ⊂ Φ+ be the
simple roots corresponding to J ⊂ S and let Φ be the roots for (G,T ). It is enough to prove that
the T -weights on Lie(G ∩ xi [PJ ∩ sPJ ]) equal the T -weights on Lie(G ∩ xiPJ∩sJ).
Now, WxiWJ 6= WxisWJ implies xis /∈ W or equivalently xi(αs) /∈ Φ where αs ∈ Φ+ is the
simple root negated by s. We have the T -weights of Lie(xiPJ) are {xi(α) | α ∈ Φ+ ∪ −∆J},
the T -weights of Lie(xisPJ) are {xi(α) | α ∈ Φ+ \ {αs} ∪ −s(∆J) ∪ {−αs}}.
It follows that the T -weights of Lie(G ∩ xiPJ ∩ xisPJ) are
{xi(α) | α ∈ (Φ+ ∪ [−∆J ∩ −s(∆J)]) ∩ Φ}
= {xi(α) | α ∈ (Φ+ ∪ −∆J∩sJ) ∩ Φ}
and these are the T -weights of Lie(G ∩ xiPJ∩sJ).
(4) The first part is by definition. Assume WxiWJ = WxisWJ implies xisx−1i = ab with a ∈W, b ∈
xiWJ . Now xiPJ ∩G is a parabolic subgroup of G conjugated to PJ∩S , therefore
xisPJ ∩G = (xisx
−1
i (xiPJ)) ∩G = a(xiPJ) ∩G = a((xiPJ) ∩G)
and assume that this is equal xiPJ ∩G that implies a ∈ xi〈J ∩ S〉x−1i , then xisx−1i = ab ∈ xiWJ
that implies s ∈ J contradicting our assumption s /∈ J .
Finally, consider the closed embedding G ×Pi ((xiPJ∪{s} ∩G)/Pi) → G ×Pi G/Pi and compose
it with the G-equivariant isomorphism G×Pi G/Pi → G/Pi ×G/Pi, (g, hPi) 7→ (gPi, ghPi). The
image is precisely Csi,i ∪ Cei,i.

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0.2.2 In the Steinberg variety
Let w ∈WJ , i, j ∈ IJ , recall that we have a map mJ : ZJ → G/PJ .
Zwi,j := m
−1
i,j (C
w
i,j)
Zw = ZwJ :=
⊔
i,j∈IJ
Zwi,j
Z≤w = Z≤wJ =
⋃
v≤w,v∈WJ
ZvJ
Z≤wi,j :=
⋃
v≤w,v∈WJ
Zvi,j
Lemma 11. (a) If Cwi,j 6= ∅, the restriction mi,j : Zwi,j → Cwi,j is a vector bundle with fibres isomorphic
to Fi ∩ xiwx
−1
j Fj, it induces a bijection on T -fixed points. In particular, all nonempty Zwi,j are
smooth.
(b) For any s ∈ S the restriction m : Zs → C≤s is a vector bundle over its image, in particular Zs is
smooth. More precisely, it is a disjoint union Zsi,j → C≤si,j with
(1) Zsi,j 6= ∅ implies WxjWJ = WxisWJ .
(2) Assume that WxiWJ 6= WxisWJ , then Zsi,j = Zsi,j and Zsi,i = ∅.
(3) Assume that WxiWJ = WxisWJ , then it holds Zsi,i → C≤si,i is a vector bundle.
proof:
(a) As Cwi,j is assumed to be a diagonal G-orbit in G/Pi ×G/Pj , it is a homogeneous space and the
statement easily follows from a wellknown lemma, cp. [Slo80], p.26, lemma 4.
(b) (1) If Zsi,j 6= ∅, then Csi,j 6= ∅ and by the proof of the previous lemma 10, (2), the claim follows.
(2) If WxiWJ 6= WxisWJ , then by lemma 10, (3), C≤si,j = Csi,j is already closed, therefore Zsi,j
is closed as well. Also, C≤si,i = C
e
i,i is already closed, therefore Z
e
i,i is closed as well.
(3) If WxiWJ = WxisWJ , then C≤si,i is the closure of the G-orbit Csi,i and by lemma 10, (4)
we have G×Pi ((xiPJ∪{s} ∩G)/Pi)→ C≤si,i , (g, hPi) 7→ (gPi, ghPi) is an isomorphism. We
set X :=
{(gf, gPi, ghPi) ∈ G(Fi ∩ xisFi)×G/Pi×G/Pi | g ∈ G, f ∈ Fi ∩ xisx
−1
i Fi, h ∈ xiPJ∪{s} ∩G}
and we claim Zsi,i = X. First, observe that X ⊂ Zi,i because gf = gh(h−1f) with h−1f ∈
Fi ∩ xisx−1i Fi. One can easily check the following steps.
(*) X → C≤si,i is a vector bundle with fibre over Fi ∩ xisx
−1
i Fi. In particular, we get that X
is smooth irreducible and dimX = dimZsi,i.
(*) Zsi,i ⊂ X.
(*) X is closed in Zi,i because we can write it as X = p−1(G(Fi ∩ xisx−1i Fi)) ∩m−1(C≤si,i ).
Since Fi ∩ xisx−1i Fi is (by definition) Bi = xiB-stable, we get G(Fi ∩ xisx−1i Fi) is closed
in V . This implies X is closed.
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1 A short lamentation on the parabolic case
From the next section on we assume that all Pi = Bi are Borel subgroups. What goes wrong with the
more general assumption (which we call the parabolic case)?
(1) We do not know whether Cwi,j (see previous section) is always a G-orbit. That is relevant for
Euler class computation in Lemma 14.
(2) The cellular fibration property has to be generalized because Cw := {gP, gwP ′ | g ∈ G} ⊂
G/P × G/P ′ pr1−−→ G/P is not a vector bundle (its fibres are unions of Schubert cells). This
complicates Lemma 12.
(3) We do not know what is the analogue of lemma 13, i.e. what can we say about Z≤x ∗ Z≤y ?
(4) The cycles [Zsi,j ] are not in general multiplicative generators. If we try to understand more
generally [Zwi,j ], the multiplicity formular does not give us as much information as for [Z
s
i,j ]
because Zsi,j is even smooth. Also understanding the [Z
w
i,j ] is not enough, since they do not give
a basis as a free E-module because the rank is wrong (cp. failing of cellular fibration lemma).
The point (4) is the biggest problem. Even for HG∗ (G/P ×G/P ) we do not know a set of generators
and relations (see next chapter).
So, from now on we assume J = ∅.
1.1 Convolution operation on the equivariant Borel-Moore homology of the Stein-
berg variety
Definition 3. Let H ∈ {pt, T,G} with T ⊂ G where T is a maximal torus.
We define the H-equivariant algebra of a point to be H∗H(pt) with product equals the cup-product, we
will always identify it with HH∗ (pt) := H
−∗
H (pt). It is a graded C-algebra concentrated in negative even
degrees.
We define the H-equivariant Steinberg algebra to be the H-equivariant Borel-Moore homology algebra
of the Steinberg variety, the product is the convolution product, see [CG97], [VV11b].
We say (H-equivariant)company algbra to the H-equivariant cohomology algebra of E, the product
is the cup-product.
ΛH := H
∗
H(pt) for the H-equivariant algebra of a point,
ZH := HH∗ (Z) for the H-equivariant Steinberg algebra,
EH := H∗H(E) for the H-equivariant company algebra.
For H = pt we leave out the adjective H-equivariant and leave out the index H.
Recall, that ZH and EH are left graded modules over ΛH . Furthermore, EH is a left module over
ZH . This follows from considering M1 = M2 = M3 = E smooth manifolds and Z ⊂ M1 ×M2, E =
E × {(e, 0)} ⊂ M2 × M3. Then the set-theoretic convolution gives Z ◦ E = E, which implies the
operation.
Also, ZH is a left module over EH . This follows from considering M1 = M2 = M3 = E smooth
manifolds (dimCE =: e) and E ↪→M1×M2 diagonally, Z ⊂M2×M3, then the set-theoretic convoltion
gives E ◦ Z = Z, that implies that we have a map
HH2ei−p(Ei)×HHei+ej−q(Zi,j)→ HHei+ej−(p+q)(Zi,j)
Using Poincare duality we get HH2ei−p(E)
∼= HpH(E) and the grading HH[q](Z) :=
⊕
i,j H
H
ei+ej−q(Z) the
previous map gives an operation of the H∗H(E) on H
H
[∗](Z) which is H
H∗ (pt)-linear. We denote the
operations by
∗ : ZH × EH → EH
 : EH ×ZH → ZH
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Furthermore, there are forgetful algebra homomorphisms
ΛG → ΛT → Λ,
ZG → ZT → Z,
EG → ET → E .
Let us investigate some elementary properties of the convolution operations. From [VV11a], section
5, p.606, we know that the operation of ZG on EG is faithful, i.e. we get an injective C-algebra
homomorphism
ZG ↪→EndC−alg(EG).
We have the following cellular fibration property. We choose a total order ≤ refining Bruhat order
on W. For each i, j ∈ I we get a filtration into closed G-stable subsets of Zi,j by setting Z≤wi,j :=⋃
v≤w Z
v
i,j , w ∈ W. Via the first projection pr1 : Cvi,j → G/Bi is a G-equivariant vector bundle with
fibre BivBj/Bj , we call its (complex) dimension dvi,j , also Z
v
i,j → Cvi,j is a G-equivariant vector bundle,
we define the complex fibre dimension fvi,j . By the G-equivariant Thom isomorphism (applied twice)
we get
HGm(Z
v
i,j) = H
G
m−2dvi,j−2fvi,j (G/Bi).
In particular, it is zero when m is odd and HG∗ (Zvi,j) is a free H
G∗ (pt)-module with basis
bx, x ∈W, deg bx = 2 dim(BixBi)/Bi + 2dvi,j + 2fvi,j .
Using the long exact localization sequence in G-equivariant Borel-Moore homology for every v ∈ W,
we see that Zvi,j is open in Z
≤v
i,j with an closed complement Z
<v
i,j . We conclude inductively using the
Thom isomorphism that HGodd(Z
≤v
i,j ) = 0 and that H
G∗ (Z
≤w
i,j ) =
⊕
v≤wH
G∗ (Zvi,j). We observe, that
#{w ∈ W | Zwi,j 6= ∅} = #W for every i, j ∈ I. It follows that HG∗ (Zi,j) is a free HG∗ (pt)-module of
rank #(W ×W ), and that every HG∗ (Z≤vi,j )
i∗−→ HG∗ (Zi,j) is injective.
We can strengthen this result to the following lemma.
Lemma 12. Let ≤ be a total order refining Bruhat order on W. For any w ∈ W set Z≤w :=
m−1(
⋃
v≤w C
v) =
⋃
v≤w Z
v. The closed embedding i : Z≤v → Z gives rise to an injective morphism of
H∗G(E)-modules i∗ : Z≤vG := HG∗ (Z≤v)→ ZG. We identify in the following Z≤vG with its image in ZG.
For all v ∈W we have
Z≤wG =
⊕
v≤w
EG  [Zv] as EG-module
1i ∗ Z≤wG ∗ 1j =
⊕
v≤w
Ei  [Zvi,j ] as Ei-module
where Ei = H∗G(Ei). Each [Zv] is nonzero (and not necessarily a homogeneous element). In particular,
ZG (as ungraded module) is a free left EG-module of rank #W.
proof: Now first observe that set-theoretically we have E ◦ Zv = Zv (where we use the diagonal
embedding for E again). This implies that the direct sum decomposition HG∗ (Z) =
⊕
v∈WH
G∗ (Zv) is
already a decomposition of H∗G(E)-modules.
Now we know that we have by the Thom-isomorphism algebra isomorphims
H∗G(E) ∼= H∗G(
⊔
i∈I
G/Bi) ∼= H∗G(Zv),
using that #{(i, j) | Zvi,j 6= ∅} = #I. Now, Poincare duality is given by HqG(Zvi,j)→ HG2 dimZvi,j−q(Z
v
i,j),
α 7→ α · [Zvi,j ] the composition gives
HpG(Ei)→ HG2 dimZvi,iv−q(Z
v
i,iv), c 7→ c · [Zvi,iv].

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Lemma 13. For each x, y ∈W with l(x) + l(y) = l(xy) we have
Z≤xG ∗ Z≤yG ⊂ Z≤xyG
proof: By definition of the convolution product, it is enough to check that for all w ≤ x, v ≤ y it
holds for the set theoretic convolution product
Zwi,j ◦ Zvj′,k ⊂
{
∅, j 6= j′
Z≤xyi,k , j = j
′
for i, j, j′, k ∈ I, because by definition Z≤x ◦ Z≤y = ⋃w≤x,v≤y Zw ◦ Zv. Now, the case j 6= j′ follows
directly from the definition. Let j = j′. Let Cw := G(B, wB) ⊂ G/B × G/B. According to Hinrich,
Joseph [HJ05], 4.3 it holds Cw ◦Cv ⊂ Cwv for all v, w ∈W. Now, we can adapt this argument to prove
that Cwi,j ◦ Cvj,k ⊂ Cwvj,k as follows:
Since Cwi,j 6= ∅, Cvj,k 6= ∅ we have that w0 = xiwx−1j ∈W, v0 = xjvx−1k ∈W and
Cwi,j = G(Bi, w0Bj), C
v
j,k = G(Bj , v0Bk). We pick M1 = G/Bi,M2 = G/Bj ,M3 = G/Bk for the
convolution and get
p13(p
−1
12 C
w
i,j ∩ p−123 Cvj,k) = {g(Bi, w0bv0Bk) | g ∈ G, b ∈ Bj}.
Now since the length are adding one finds Biw0Bjv0Bk = Bi(w0v0)Bk , as follows
w0Bjv0Bk = xi[w(
x−1j G ∩ B)v(x−1k G ∩ B)]x−1k
⊂ xi[wBvB]xk ∩G ⊂ xi[BwvB]x−1k ∩G
= [xiB(xiwvx−1k )
xkB] ∩G = Biw0v0Bk
For the last equality, clearly Biw0v0Bk ⊂ [xiB(xiwvx−1k )xkB] ∩ G. Assume [xiB(xiwvx−1k )xkB] ∩ G =⋃
BitBk for certain t ∈W , then clearly BitBk ⊂ [xiB(xiwvx−1k )xkB] ∩G ∩ [xiBtxkB] ∩G as this inter-
section is empty if t 6= (xiwvx−1k ), the last equality follows.
Then using Zwi,j = {g(fi = w0fj , Bi, w0Bj) ∈ V ×G/Bi×G/Bj | g ∈ G, fi ∈ Fi, fj ∈ Fj} one concludes
by definition that Zwi,j ◦ Zvj,k ⊂ Zwvj,k 
We have the following corollary whose proof we have to delay until we have introduced the local-
ization to the T -fixed point.
Corollary 1.1. For s ∈ S, w ∈W with l(sw) = l(w) + 1,
[Zs] ∗ [Zw] = [Zsw] in Z≤swG /Z<swG .
Since [Zv] =
∑
s,t∈I [Z
v
s,t] for all v ∈W, this is equivalent to i, j, l, k ∈ I we have
[Zsi,j ] ∗ [Zwl,k] = δl,j [Zswi,k ] in Z≤swG /Z<swG .
1.1.1 Computation of some Euler classes
Definition 4. (Euler class) Let M be a finite dimensional complex t = Lie(T )-represenation. Then,
we have a weight space decomposition
M =
⊕
α∈HomC(t,C)
Mα, Mα = {m ∈M | tm = α(t)m}.
We define
eu(M) :=
∏
α∈Hom(t,C)
αdimMα ∈ C[t] = H∗T (pt)
17
For a T -variety X and a T -fixed point x ∈ X, we define the Euler class of x ∈ X to be
eu(X,x) := eu(TxX),
where the t-operation on the tangent space TxX is the differential of the natural T -action.
Observe, that eu(T ∗xX) = (−1)dimTxX eu(TxX).
Recall from an earlier section the notation Zw := m−1(Cw). We are particularly interested in the
following Euler classes, let w = wkxk, x = xixi, y = yjxj ∈W, wk, xi, yj ∈W
Λw := eu(E, φw) = eu(Tφ
wkxk
Ek), ∈ H∗T (pt)
eu(Zw, φx,y) = (eu(Tφ
xixi,y
jxj
Zwij))
−1, ∈ K := Quot(H∗T (pt))
Remember Fw := µ−1(φw) = µ−1k (φwkxk) =
wkFk, Fx,y := m
−1(φx,y) = x
i
Fi ∩ yjFj = Fx ∩ Fy. In
particular, we can see them as t-representations. We also consider the following t-representations
nw := TwkPkG/Pk = g ∩ wU− = w
k
[g ∩ xkU−]
mx,y :=
nx
nx ∩ ny = g ∩
xU−
xU− ∩ yU−
where U− := Lie(U−) with U− ⊂ B− := w0B is the unipotent radical where w0 ∈ W is the longest
element. Some properties can easily be seen.
(1) nx =
∏
α∈Φ∩x−1Φ− α.
(2) If s ∈ S, x ∈W such that xs ∈W , then
eu(nx) = − eu(nxs), eu(mx,xs) = − eu(mxs,x) = x(αs)
(3) If s ∈ S, x ∈W such that xs /∈W , then
nx = nxs, eu(mx,xs) = eu(mxs,x) = 0
Furthermore, for s ∈ S, x ∈W, i ∈ I we write set as a shortage
Qx(s) := eu(Fx/Fx,xs),
Qi(s) := Qxi(s),
qi(s) :=
∏
α∈ΦU ,s(α)/∈ΦU ,xi(α)∈ΦV
α.
for x = xixi with xi ∈W it holds Qx(s) = xi(Qi(s)), Qi(s) = xi(qi(s)), i.e.
Qx(s) = x(qi(s))
Lemma 14. Let J = ∅, it holds
(1) for w ∈W
Λw = eu(Fw ⊕ nw)
(2) If s ∈ S, x ∈W, αs ∈ Φ+ with s(αs) = −αs and xs ∈W
eu(Zs, φx,xs) = eu(Fx,xs ⊕ nx ⊕mx,xs) = x(αs) Qx(s)−1 Λx
eu(Zs, φx,x) = eu(Fx,xs ⊕ nx ⊕mxs,x) = − eu(Zs, φx,xs).
(3) If s ∈ S, x ∈W and xs /∈W
eu(Zs, φx,xs) = eu(Fx,xs ⊕ nx) = Qx(s)−1Λx
(4) Let x,w ∈W. Then
eu(Zw, φx,xw) = eu(Fx,xw ⊕ nx ⊕mx,xw)
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proof
(1) We know µk : Ek → G/Bk, Bk = G ∩ xkB is a vector bundle, therefore we have a short exact
sequence of tangent spaces
0→ Tφwµ−1k (wkBk)→ TφwEk → TwkBkG/Bk → 0
which is a split sequence of T -representations implying the first statement.
ad (3,2) Let i, j ∈ IJ such that xi := xx−1i , yj := xsx−1j ∈W .
(2) If xs ∈ W we have that i = j and Zsi,i → C≤si,i ∼= G ×Bi (G ∩ xiP{s})/Bi is a vector bundle. For
x′ ∈ {x, xs} we have a short exact sequence on tangent spaces
0→ Fx,xs → Tφx,x′Zsi,i → Tφx,x′C≤si,i → 0
Using the isomorphism G×Bi [(xiP{s} ∩G)/Bi]→ C≤si,i , (g, hBi) 7→ (gBi, ghBi) we get
eu(Tφx,x′C
≤s
i,i ) =
{
eu(T
(xi,Bi)
G×Bi [(xiP{s} ∩G)/Bi]) = eu(nx) · eu(mxs,x), x′ = x
eu(T
(xi,xisBi)
G×Bi [(xiP{s} ∩G)/Bi]) = eu(nx) · eu(mxs,x), x′ = xs
It follows eu(Zs, φx,x) = eu(Fx,xs) · eu(nx) · eu(mxs,x) and eu(Zs, φx,xs) = eu(Fx,xs ⊕ nx ⊕mx,xs).
(3) If xs /∈ W we get i 6= j and Zsi,j is closed and a vector bundle over Csi,j = G/(G ∩ xB), we get a
short exact sequence on tangent spaces
0→ Fx,xs → Tφx,xsZsi,j → Tφx,xsCsi,j → 0.
We obtain eu(Zs, φx,xs) = eu(Fx,xs) eu(nx).
(4) Pick i, j ∈ I such that x ∈Wxi, xw ∈Wxj . We have the short exact sequence
0→ Fx,xw → Tφx,xwZwi,j → Tφx,xwCwi,j → 0
Then, recall the isomorphism
Cwi,j = Gφx,xw → G/(G ∩ xB ∩ xwB)
φx,xw 7→ e := e(G ∩ xB ∩ xwB)
Again we have a short exact sequence
0→ Te(G ∩ xB)/(G ∩ xB ∩ xwB)→ TeG/(G ∩ xB ∩ xwB)→ TeG/(G ∩ xB)→ 0
Together it implies eu(Zwi,j , φx,xw) = eu(Fx,xw) eu(nx/(nx ∩ nxw)) eu(nx).

Corollary 1.2. Let J = ∅,U = Lie(U)⊕r, it holds
(1) If s ∈ S, x ∈W and xs ∈W , then hx(s) = hxs(s) and
Λx = (−1)1+hxs(s)Λxs
eu(Zs, φx,xs) = (x(αs))
1−hx(s)Λx
(2) If s ∈ S, x ∈W and xs /∈W
eu(Zs, φx,xs) = x(αs))
−hx(s)Λx
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proof: This follows from qx(s) = x(αs)hx(s) and
if xs ∈W we have that i = j and hx(s) = hxs(s). Therefore we get
eu(Fx) = x(αs)
hx(s) eu(Fx,xs)
= (−1)hxs(s)(xs(αs))hxs(s) eu(Fxs,x)
= (−1)hxs(s) eu(Fxs)
Using that eu(nx) = − eu(nxs) we obtain Λx = (−1)1+hxs(s)Λxs 
1.1.2 Localization to the torus fixed points
Now, we come to the application of localization to T -fixed points. We remind the reader that Z is a
cellular fibration and E is smooth, therefore in both cases the odd ordinary (=singular) cohomology
groups vanish for Z and E. This implies in particular that E,Z are equivariantly formal, which is (in
the case of finitely T -fixed points) equivalent to ZG and EG are free modules over H∗G(pt).
If we denote by K the quotient field of H∗G(pt) and for any T -variety X
HT∗ (X)→ H∗(X) := HT∗ (X)⊗H∗T (pt) K, α 7→ α⊗ 1.
Lemma 15. (1)
H∗(E) =
⊕
w∈W
Kψw, H∗(Z) =
⊕
x,y∈W
Kψx,y
where ψw = [{φw}]⊗ 1, ψx,y = [{φx,y}]⊗ 1.
(2) For every i ∈ I, w ∈ Wxi we have a map w· : Ei := H∗G(Ei)→ C[t], via taking the forgetful map
composed with the pullback map under the closed embedding iw : {φw} → Ei
Ei = H∗G(Ei)→ H∗T (Ei)
i∗w−→ H∗T (pt) = C[t],
we denote the map by f 7→ w(f), f ∈ Ei, w ∈W. Furthermore, composing the forgetful map with
the map from before we get an injective algebra homomorphism
Θi : Ei → H∗T (Ei) ↪→H∗T (Ei)⊗K ∼=
⊕
w∈Wxi
Kψw
c 7−→
∑
w∈Wxi
w(c)Λ−1w ψw.
We set Θ =
⊕
i∈I Θi : EG →
⊕
w∈WKψw.
proof:
(1) This is GKM-localization theorem for T -equivariant cohomology, for a source also mentioning
the GKM-theorem for T -equivariant Borel-Moore homology see for example [Bri00], Lemma 1.
(2) This is [EG98], Thm 2, using the equivariant cycle class map to identifiy T -equivariant Borel-
Moore homology of E with the T -equivariant Chow ring.

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The W-operation on EG : Recall that the ring of regular functions C[t] on t = Lie(T ) is a left
W -module and a left W-module with respect to w · f(t) = f(w−1tw), w ∈W(⊃ W ). The from W to
W induced representation is given by
IndWW C[t] =
⊕
i∈I
x−1i C[t],
for w ∈W, i ∈ I the operation of w on x−1i C[t] is given by
x−1i C[t]→ x−1iw−1C[t]
x−1i f 7→ wx−1i f
where we use that wx−1i W = x
−1
iw−1W .
Now, we identify EG =
⊕
i∈I Ei with the left W-module IndWW C[t] via Ei = x−1i C[t].
Furthermore, we have the (left) W-representation on
⊕
x∈WK(Λ
−1
x ψx) defined via
w(k(Λ−1x ψx)) := k(Λxw−1ψxw−1), k ∈ K,w ∈W.
Lemma 16. The map Θ: EG →
⊕
x∈WK(Λ
−1
x ψx) is W-invariant.
proof: Let w ∈W, we claim that there is a commutative diagram
EG Θ //
w·

⊕
x∈WK(Λ
−1
x ψx)
w

c //

∑
x∈W i
∗
x(c)Λ
−1
x ψx

EG Θ //
⊕
x∈WK(Λ
−1
x ψx) w · c //
∑
x∈W i
∗
xw(c)Λ
−1
x ψx
We need to see i∗x(w · c) = i∗xw(c). Let xw ∈Wxi, x ∈Wxiw−1 This means that the diagram
Ei
i∗xw ""F
FF
FF
FF
FF
w· // Eiw−1
i∗x
zzuuu
uu
uu
uu
H∗T (pt)
is commutative. But it identifies with
x−1i C[t]
xw·
##F
FF
FF
FF
FF
w· // x−1
iw−1C[t]
x·
zzvv
vv
vv
vv
v
x−1i f //
$$I
II
II
II
II
wx−1i f
yyttt
tt
tt
tt
C[t] xwx−1i f.
The diagram is commutative. 
Remark. From now on, we use the following description of the W-operation on EG. We set Ei = C[t],
i ∈ I. Let w ∈W
w(Ei) = Eiw−1 , Ei = C[t] 3 f 7→ w · f ∈ C[t] = Eiw−1 .
The isomorphism p :=
⊕
i∈I pi defined by
pi : C[t]→ x−1i C[t]
f 7→ x−1i (xif)
gives the identification with the induced representation IndWW C[t] which we described before.
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1.1.3 Calculations of some equivariant multiplicities
In some situation one can actually say something on the images of algebraic cycle under the GKM-
localization map, recall the
Theorem 1.1. (multiplicity formular, [Bri00], section 3) Let X equivariantly formal T -variety with a
finite set of T -fixpoints XT , by the localization theorem,
[X] =
∑
x∈XT
ΛXx [{x}] ∈ HT∗ (X)⊗K
where ΛXx ∈ K. If X is rationally smooth in x, then ΛXx 6= 0 and (ΛXx )−1 = eu(X,x) ∈ HT2n(X),
n = dimC(X).
Remark. It holds for any w ∈W
[Zw] =
∑
i,j∈I
[Zwi,j ].
Especially 1 = [Ze] =
∑
i∈I [Z
e
i,i] is the unit and 1i = [Z
e
i,i] are idempotent elements, 1i ∗ 1j = 0 for
i 6= j, [Zi,j ] = 1i ∗ [Z] ∗ 1j . In particular, for s ∈ S by lemma 11, we have
[Zs] =
∑
i∈I : is=i
[Zsi,i] +
∑
i∈I : is 6=i
[Zsi,is].
By the multiplicity formula we have
[Zsi,is] =
{∑
x∈W Λ
s
xxi,xxisψxxi,xxis + Λ
s
xxi,xxiψxxi,xxi , if i = is∑
x∈W Λ
s
xxi,xxisψxxi,xxis , if is 6= i
with Λsy,z = (eu(Zsi,j , φy,z))
−1, for all y, z ∈W as above
[Zwi,j ] =
{∑
x∈W Λ
w
xxi,xxiwψxxi,xxiw +
∑
v<w Λ
w
xxi,xxivψxxi,xxiv , if iw = j
0 , if iw 6= j
with Λwxxi,xxiw = (eu(Z
w
i,iw, φxxi,xxiw))
−1 for all x ∈W,
1.1.4 Convolution on the fixed points
The following key lemma on convolution products of T -fixed points
Lemma 17. For any w, x, y ∈W it holds
ψx,w ∗ ψw = Λwψx, ψx,w ∗ ψw,y = Λwψx,y
proof: We take M1 = M2 = M3 = E and Z1,2 := {φx,w = ((0, xB), (0, wB))} ⊂ E × E,Z2,3 :=
{φw′,y} ⊂ E × E, then the set theoretic convolution gives
{φx,w} ◦ {φw′,y} =
{
{φx,y}, if w = w′
∅, if w 6= w′
Similar, take M1 = M2 = E,M3 = pt, Z12 := {φx,w}, Z23 = φw′ × pt, then
{φx,w} ◦ {φw} =
{
{φx} if w = w′
∅, else
To see that we have to multiply with Λw, we use the following proposition
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Proposition 3. (see [CG97], Prop. 2.6.42, p.109) Let Xi ⊂ M, i = 1, 2 be two closed (complex)
submanifolds of a (complex) manifold with X := X1 ∩X2 is smooth and TxX1 ∩ TxX2 = TxX for all
x ∈ X. Then, we have
[X1] ∩ [X2] = e(T ) · [X]
where T is the vector bundle T∗M/(T∗X1 + T∗X2) on X and e(T ) ∈ H∗(X) is the (non-equivariant)
Euler class of this vector bundle, ∩ : HBM∗ (X1) × HBM∗ (X2) → HBM∗ (X) is the intersection pairing
(cp. Appendix, or [CG97], 2.6.15) and · on the right hand side stands for the H∗(X)-operation on the
Borel-Moore homology (introduced in [CG97], 2.6.40)
Set ET := E ×T ET, (φx)T := {φx} ×T ET (∼= ET/T = BT ). We apply the proposition for
M = E3T , X1 := (φx)T × (φw)T × ET , X2 := ET × (φw)T × (φy)T , X1 ∩ X2 ∼= {φx,y}T (∼= BT ),
then T = (TφwE) ×T ET and the (non-equivariant) Euler class is the top chern class of this bundle
which is the T -equivariant top chern class of the constant bundle TφwE on the point {φx,y}. Since
TφwE =
⊕
λCλ for one-dimensional T -representations Cλ with t · c := λ(t)c, t ∈ T, c ∈ C = Cλ. It
holds
cTtop(TφwE) =
∏
λ
cT1 (Cλ) =
∏
λ
λ = Λw.
Secondly, apply the proposition withM = E2T×(pt)T , X1 = (φx)T×(φw)T×(pt)T , X2 := ET×(φw)T×
(pt)T , to see again e(T ) = Λw.

Now we can give the missing proof of Corollary 1.1
proof of Corollary 1.1: By the lemma 13 we know that there exists a c ∈ EG such that [Zsi,j ]∗[Zwj,k] =
c  [Zswi,k ] in Z≤swG /Z<swG . We show that c = 1. We pass with the forgetful map to T -equivariant Borel-
Moore homology and tensor over K = Quot(HT∗ (pt)) and write [Zxs,t], x ∈W, s, t ∈ I for the image of
the same named elements. Let i, j, k ∈ I with xjwx−1k ∈W .
[Zsi,j ] ∗ [Zwj,k] = (
∑
x∈W
Λsxxi,xxisψxxi,xxis + Λ
s
xxi,xxiψxxi,xxi)∗
(
∑
x∈W
Λwxxj ,xxjwψxxj ,xxjw +
∑
v<w
Λwxxj ,xxjvψxxj ,xxjv)
=
∑
x∈W
Λsxxi,xxisΛ
w
xxis,xxiswΛxxisψxxi,xxisw + · · ·︸︷︷︸
terms in Z<swG
Now, this has to be equal to c
∑
x∈W Λxxi,xxiswψxxi,xxisw in Z≤swG /Z<swG . Comparing coefficients at x
gives
c =
eu(Ej , φxxis) eu(Z
sw
i,k , φxxi,xxisw)
eu(Zsi,j , φxxi,xxis) eu(Z
w
j,k, φxxis,xxisw)
=
eu(g ∩ xxisU− ⊕ g ∩ xxiU− ⊕ g ∩ xxi( U−U−∩swU− ))
eu(g ∩ xxiU− ⊕ g ∩ xxi( U−U−∩sU− )⊕ g ∩ xxisU− ⊕ g ∩ xxi(
sU−
sU−∩swU− ))
·
r∏
l=1
eu(V (l) ∩ xxi(sU (l))⊕ V (l) ∩ xxi(U (l) ∩ swU (l)))
eu(V (l) ∩ xxi(U (l) ∩ sU (l))⊕ V (l) ∩ xxi(sU (l) ∩ swU (l)))
=
eu(x[g ∩ xi( U−U−∩swU− )])
eu(x[g ∩ xi( U−U−∩sU− )⊕ g ∩ xi(
sU−
sU−∩swU− )])
·
r∏
l=1
eu(x[V (l) ∩ xi( sU(l)U(l)∩sU(l) )⊕ V (l) ∩ xi(
swU(l)
sU(l)∩swU(l) )])
eu(x[V (l) ∩ xi( swU(l)U(l)∩swU(l) )])
23
That for each x and each l ∈ {1, . . . , r} the big two fraction in the product are equal to 1 is a
consequence of the following lemma. 
Lemma 18. Let T ⊂ B ⊂ G a maximal torus in a Borel subgroup in a reductive group (overC),
F ⊂ Lie(G) = G a B-subrepresentation. Let (W, S) be the Weyl group for (G, T ). Let w ∈ W, s ∈ S
such that l(sw) = l(w) + 1, then it holds for any x ∈W
x(
sF
F ∩ sF ⊕
s(
wF
F ∩ wF ))
∼= x(
swF
F ∩ swF ).
In particular, this holds also for F = u−.
proof: Let ΦF := {α ∈ Hom(t,C) | Fα 6= 0} ⊂ Φ, Φ+(y) := Φ+∩y(Φ−), Φ+F (y) := ΦF∩Φ+(y), y ∈W
where Φ,Φ+,Φ− are the set of roots (of T on G), positive roots, negative roots respectively.
The assumption l(sw) = l(w) + 1 implies Φ+F (sw) = sΦ
+
F (w) unionsq Φ+F (s) and for Φ−F (y) := −Φ+F (y),
ΦF (y) := Φ
+
F (y) ∪ Φ−F (y) = ΦF \ (ΦF ∩ yΦF ) it holds ΦF (sw) = sΦF (w) unionsq ΦF (s) and for any x ∈ W
it holds xΦF (sw) = x(sΦF (w) unionsq ΦF (s)). Now, the weights of x( swFF∩swF ) are xΦF (sw), the weights of
x(
sF
F∩sF ⊕ s(
wF
F∩wF )) are x(sΦF (w) unionsq ΦF (s)). 
1.2 Generators for ZG
Let J = ∅. Recall, we denote the right W-operation on I = W \W by (i, w) 7→ iw, i ∈ I, w ∈W.
For i ∈ I we set Ei := H∗G(Ei) = C[t] = C[xi(1), . . . , xi(m)], we write
w(αs) = w(αs(xiw−1(1), . . . , xiw−1(m))) ∈ Eiw−1
for the element corresponding to the root w(αs), s ∈ S, w ∈W without mentioning that it depends on
i ∈ I.
We define a collection of elements in ZG
1i := [Z
e
i,i]
zi(t) := xi(t) ∈ Z≤eG (⊂ ZG)
σi(s) := [Zsi,j ] ∈ Z≤sG , where is = j
where we use that Ei ⊂ Z≤eG ⊂ ZG and the degree of xi(t) is 2 in HG[∗](Z), see Lemm 6 and the
definition of the grading (just before theorem 2.1) . It is also easy to see that 1i ∈ HG[0](Z) because
deg 1i = 2ei − 2 dimZei,i = 0. Furthermore, the degree of σi(s) is
eis + ei − 2 dimZsi,is =
{
2 deg qi(s)− 2, if is = i
2 deg qi(s), if is 6= i.
.
Recall ZG ↪→End(EG) = End(
⊕
i∈I Ei) from [VV11a], remark after Prop.3.1, p.12. Let us denote by
1˜i, z˜i(t), σ˜i(s) be the images of 1i, zi(t), σi(s).
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Proposition 4. Let k ∈ I, f ∈ Ek, αs ∈ Φ+ be the positive root such that s(αs) = −αs. It holds
1˜i(f) := 1i ∗ f =
{
f, if i = k,
0, else.
z˜i(t)(f) := zi(t) ∗ f =
{
xi(t)f, if i = k,
0, else.
σ˜i(s)(f) :=

qi(s)
s(f)−f
αs
, if i = is = k,
qi(s)s(f) if i 6= is = k,
0, else.
for U = Lie(U)⊕r this looks like
σ˜i(s)(f) :=

α
hi(s)
s
s(f)−f
αs
, if i = is = k,
α
hi(s)
s s(f) if i 6= is = k,
0, else.
We write δs := s−1αs , it is the BGG-operator from [Dem73], i.e. for is = i, f ∈ Ei,
σi(s)(f) = qi(s)δs(f).
proof: Consider the following two maps
Θ: EG → ET → ET ⊗K →
⊕
w∈W
Kψw
Ek 3 f 7→
∑
w∈Wxk
w(f)Λ−1w ψw
C :
⊕
w∈W
Kψw →
⊕
w∈W
Kψw
ψw 7→ [Zsi,is] ∗ ψw =

(
∑
x∈W Λ
s
xxi,xxiψxxi,xxi + Λ
s
xxi,xxisxi
ψxxi,xxisxi) ∗ ψw
= Λsw,wΛwψw + Λ
s
ws,wΛwψws, if w ∈Wxi, i = is
(
∑
x∈W Λ
s
xxi,xxisxi
ψxxi,xxisxi) ∗ ψw
= Λsws,wΛwψws, if w ∈Wxis, i 6= is
0, if w /∈Wxis
To calculate [Zsi,is]∗f, f ∈ Ek it is enough to calculate [Zsi,is]∗Θ(f) = C(Θ(f)) because Θ is an injective
algebra homomorphism.
CΘ(f) =
{
δis,k
∑
w∈Wxi [w(f)Λ
s
w,w + w(sf)Λ
s
w,ws]ψw, if i = is
δis,k
∑
w∈Wxi [w(sf)Λ
s
w,ws]ψw, if i 6= is
Now, recall,
(1) If i = is = k
CΘ(f) =
∑
w∈Wxi
w[qi(s)
s(f)− f
αs
]Λ−1w ψw
= Θ(qi(s)
s(f)− f
αs
)
Once we identify Ek = C[t], k ∈ I, we see that σi(s) : EG → EG is the zero map on the k-th
summand, k 6= i and on the i-th summand
C[t]→ C[t]
f 7→ qi(s)s(f)− f
αs
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(2) If i 6= is = k,
CΘ(f) =
∑
w∈Wxi
[w(sf)Λsw,ws]ψw
= Θ(qi(s)s(f))
Once we identify Ek = C[t], we see that σi(s) : EG → EG is the zero map on the k-th summand,
k 6= is and on the is-th summand it is the map
C[t]→ C[t]
f 7→ qi(s)s(f)

Lemma 19. The algebra ZG is generated as ΛG-algebra by the elements
1i, i ∈ I, zi(t), 1 ≤ t ≤ rk(T ), i ∈ I, σi(s), s ∈ S, i ∈ I.
proof: It follows from the cellular fibration property that ZG is generated by 1i, i ∈ I, zi(t), 1 ≤
t ≤ rk(T ), i ∈ I, [Zwi,j ], w ∈W. By corollary 1.1 it follows that one can restrict to the case w ∈ S, more
precisely as free H∗G(E)-module it can be generated by
σ(w) := σ(s1) ∗ · · ·σ(st), w ∈W, w = s1 · · · st reduced expression , σ(s) :=
∑
i∈I
σi(s),
and this basis has a unitriangular base cange to the basis given by the [Zw].

Furthermore, we consider
Φ:
⊕
i∈I
C[xi(1), . . . xi(n)] ∼=
⊕
i∈I
C[zi(1), . . . zi(n)], xi(t) 7→ zi(t)
as the left W-module IndWW C[t], we fix the polynomials
ci(s, t) := Φ(σi(s)(xi(t))) ∈
⊕
i∈I
C[zi(1), . . . zi(n)], i ∈ I, 1 ≤ t ≤ n, s ∈ S.
Proposition 5. Under the following assumption for the data (G,B,U = (Lie(U))⊕r, H, V ), J = ∅ :
Let S ⊂W = Weyl(G, T ) be the simple reflections, we assume for any s, t ∈ S
(B2) If the root system spanned by αs, αt is of type B2 (i.e. stst = tsts is the minimal relation), then
for every i ∈ I such that is = i = it it holds hi(s), hi(t) ∈ {0, 1, 2}.
(G2) If the root system spanned by αs, αt is of type G2 (i.e. ststst = tststs is the minimal relation),
then for every i ∈ I such that is = i = it it holds hi(s) = 0 = hi(t).
Then the generalized quiver Hecke algebra for (G,B,U = (Lie(U))⊕r, H, V ) is the C-algebra with gen-
erators
1i, i ∈ I, zi(t), 1 ≤ t ≤ n = rk(T ), i ∈ I, σi(s), s ∈ S, i ∈ I
and relations
(1) ( orthogonal idempotents)
1i1j = δi,j1i,
1izi(t)1i = zi(t),
1iσi(s)1is = σi(s)
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(2) (polynomial subalgebras)
zi(t)zi(t
′) = zi(t′)zi(t)
(3) ( relation implied by s2 = 1)
σi(s)σis(s) =

0 , if is = i, hi(s) is even
−2αhi(s)−1s σi(s) , if is = i, hi(s) is odd
(−1)his(s)αhi(s)+his(s)s , if is 6= i
(4) ( straightening rule)
σi(s)zi(t)− s(zi(t))σi(s) =
{
ci(s, t), , if is = i
0 , if is 6= i.
(5) (braid relations)
Let s, t ∈ S, st = ts, then
σi(s)σis(t) = σi(t)σit(s)
Let s, t ∈ S not commuting such that x := sts · · · = tst · · · minimally, i ∈ I. There exists explicit
polynomials (Qw)w<x in αs, αt ∈ C[t] such that
σi(sts · · · )− σi(tst · · · ) =
∑
w<x
Qwσi(w)
(observe that for w < x there exists just one reduced expression).
proof: For the convenience of the reader who wants to check the relations for the generators of ZG,
we include the detailed calculations. (1), (2) are clear. Let always f ∈ C[t] ∼= Eis. We will use as
shortage δs(f) :=
s(f)−f
αs
and use that these satisfy the usual relations of BGG-operators (cp. [Dem73]).
(3) If is = i, then
σi(s)σi(s)(f) = α
hi(s)
s δs(α
hi(s)
s δs(f))
= αhi(s)s δs(α
hi(s)
s )δs(f) = [(−1)hi(s) − 1]αhi(s)−1s σi(s)(f).
If is 6= i, then
σi(s)(f)σis(s) = α
hi(s)
s s(α
his(s)
s )s(s(f)) = (−1)his(s)αhi(s)+his(s)s f.
(4) (straightening rule)
The case is 6= i is clear by definition. Let is = i, then the relation follows directly from the
product rule for BGG-operators, which states δs(xf)) = δs(x)f + s(x)δs(f), x, f ∈ C[t].
(5) (braid relations)
s, t ∈ S, st = ts, f ∈ C[t], to prove
σi(s)σis(t)(f) = σi(t)σit(s)(f)
we have to consider the following four cases. We use the following: t(αs) = αs, s(αt) = αt, hi(s) =
hit(s), hi(t) = his(t), δs(α
hi(t)
t ) = 0 = δt(α
hi(s)
s ).
1. is = i, it = i, use δsδt = δtδs
σi(t)σi(s)(f) = α
hi(t)
t δt(α
hi(s)
s δs(f)) = α
hi(s)
s α
hi(t)
t δsδt(f)
= αhi(s)s α
hi(t)
t δtδs(f)
= αhi(s)s δs(α
hi(t)
t δt(f)) = σi(s)σi(t)(f)
.
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2. is = i, it 6= i, use δst = tδs
σi(t)σit(s)(f) = α
hi(t)
t t(α
hit(s)
s δs(f)) = α
hi(t)
t α
hi(s)
s tδs(f)
= α
his(t)
t α
hi(s)
s δs(t(f))
= αhi(s)s δs(α
his(t)
t t(f)) = σi(s)σi(t)(f)
.
3. is 6= i, it = i, follows by symmetry from the last case.
4. is 6= i, it 6= i.
σi(t)σit(s)(f) = α
hi(t)
t t(α
hit(s)
s s(f)) = α
hi(s)
s s(α
his(t)
t t(f))
= σi(s)σis(t)(f).
Let st 6= ts. There are three different possibilties, either
(A) sts = tst (type A2)
(B) stst = tsts (type B2)
(C) ststst = tststs (type G2)
We write Stabi := {w ∈ 〈s, t〉 | iw = i}. For each case we go through the subgrouplattice to
calculate explicitly the polynomials Qw.
(A) sts = tst : 〈s, t〉 ∼= S3, s(αt) = t(αs) = αs + αt. We have five (up to symmetry between s
and t) subgroups to consider. Always, it holds
his(t) = hit(s), hist(s) = hi(t), hits(t) = hi(s)
which implies an equality which we use in all five cases
αhi(s)s s(α
his(t)
t )st(α
hist(s)
s ) = α
hi(s)
s (αs + αt)
hit(s)α
hist(s)
t
= α
hi(t)
t t(α
hit(s)
s )ts(α
hits(t)
t )
A1. Stabi = 〈s, t〉, this implies hi(s) = hi(t) =: h by definition (xi(αs) ∈ ΦV (k) if and only if
xit(αs) = xi(αs + αt) = xis(αt) ∈ ΦV (k) ⇔ xi(αt) ∈ ΦV (k)) and as a consequence we get
αhδs(α
h
t t(α
h
s )) = 0. This simplifies the equation to
σi(s)σi(t)σi(s)− σi(t)σi(s)σi(t) = δs(αht δt(αhs ))σi(s)− δt(αhs δs(αht ))σi(t)
note that Qs := δs(αht δt(αhs )), Qt := −δt(αhs δs(αht )) are polynomials in αs, αt.
A2. Stabi = 〈s〉 (analogue Stabi = 〈t〉). It holds itst = its. We use in this case
his(t) = hi(t), hist(s) = hit(s) = hi(t), hits(t) = hi(s).
σi(s)σi(t)σit(s)(f)− σi(t)σit(s)σits(t)(f)
= αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(f))− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(f)
= αhi(s)s δs(α
his(t)
t t(α
hist(s)
s ))ts(f) + α
hi(s)
s s(α
his(t)
t )st(α
hist(s)
s )δs(ts(f))
= −αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(f) = 0
Since stδs = δtst and δs(αht t(αs)h) = 0.
A3. Stabi = 〈sts〉, then ist = is, its = it.
σi(s)σis(t)σis(s)(f)− σi(t)σit(s)σit(t)(f)
= αhi(s)s s(α
his(t)
t δt(α
his(s)
s s(f)))− αhis(s)t t(αhis(t)s δs(αhi(s)t t(f)))
= [αhi(s)s s(α
his(t)
t )s(δt(α
his(s)
s ))− αhis(s)t t(αhis(t)s )t(δs(αhi(s)t ))] · f
using tδst = sδts.
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A4. Stabi = {1} (and the same for Stabi = 〈st〉)
σi(s)σis(t)σist(s)− σi(t)σit(s)σits(t)
= αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst
= 0
(B) stst = tsts : < s, t >∼= D4(order is 8),
t(αs) = αs + αt, st(αs) = αs + αt, tst(αs) = αs
s(αt) = 2αs + αt, ts(αt) = 2αs + αt, sts(αt) = αt.
Here we have to consider ten different cases because D4 has ten subgroups. It always holds the
following
hitst(s) = hi(s), hits(t) = his(t), hit(s) = hist(s), hists(t) = hi(t)
which implies
αhi(s)s s(αt)
his(t)st(αs)
hist(s)sts(αt)
hists(t) = α
hi(t)
t t(αs)
hit(s)ts(αt)
hits(t)tst(αs)
hitst(s)
This will be used in all cases, it is particular easy to see that for
Stabi = {1}, Stabi = {1, ts, st, stst}, Stabi = {1, stst}
we obtain that the difference is zero from the above equality. Let us investigate the other cases.
Furthermore, the following is useful to notice
δs(t(αs)
h) = 0, δt(s(αt)
h) = 0
B1. Stabi = 〈s, t〉. We prove the following
σi(s)σi(t)σi(s)σi(t)(f) = Qstσi(s)σi(t) + α
hi(s)
s s(αt)
hi(t)st(αs)
hi(s)sts(αt)
hi(t)δstst(f)
+ αhi(s)s s(α
hi(t)
t )st(α
hi(s)
s )δsts(α
hi(t)
t )δt
withQst = δs(α
hi(t)
t )δt(α
hi(s)
s )+s(α
hi(t)
t )δst(α
hi(s)
s )+t(α
hi(s)
s )δts(α
hi(t)
t ) = Qts is a polynomial
in αs, αt. By a long direct calculation (applying the product rule for the δs) several times
σi(s)σi(t)σi(s)σi(t)(f) = α
hi(s)
s δs(α
hi(t)
t δt(α
hi(s)
s δs(α
hi(t)
t )))δt(f)
+ [αhi(s)s s(α
hi(t)
t )sδt(α
hi(s)
s δs(α
hi(t)
t )) + α
hi(s)
s δs(α
hi(t)
t δt(α
hi(s)
s s(α
hi(t)
t )))]δst(f)
+ αhi(s)s δs(α
hi(t)
t t(α
hi(s)
s )ts(α
hi(t)
t ))δtst(f)
+ αhi(s)s s(αt)
hi(t)st(αs)
hi(s)sts(αt)
hi(t)δstst(f)
We have a look at the polynomials occurring in front of the δw:
w = t : by the product rule
αhi(s)s δs(α
hi(t)
t δt(α
hi(s)
s δs(α
hi(t)
t ))) = α
hi(s)
s δs(α
hi(t)
t )
2δt(α
hi(s)
s )
+ αhi(s)s s(α
hi(t)
t )δs(α
hi(t)
t )δst(α
hi(s)
s ) + α
hi(s)
s t(α
hi(s)
s )δs(α
hi(t)
t )δts(α
hi(t)
t )
+ αhi(s)s s(α
hi(t)
t )st(α
hi(s)
s )δsts(α
hi(t)
t )
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w = st :
αhi(s)s s(α
hi(t)
t )sδt(α
hi(s)
s δs(α
hi(t)
t )) + α
hi(s)
s δs(α
hi(t)
t δt(α
hi(s)
s s(α
hi(t)
t ))) =
αhi(s)s s(α
hi(t)
t )sδs(α
hi(t)
t )sδt(α
hi(s)
s ) + α
hi(s)
s s(α
hi(t)
t )st(α
hi(s)
s )δts(α
hi(t)
t )
+αhi(s)s s(α
hi(t)
t )δs(α
hi(t)
t )δt(α
hi(s)
s ) + α
hi(s)
s s(α
hi(t)
t )δs(s(α
hi(t)
t ))sδt(α
hi(s)
s )
+αhi(s)s s(α
hi(t)
t )
2δst(α
hi(s)
s )
= αhi(s)s s(α
hi(t)
t )[δs(α
hi(t)
t )δt(α
hi(s)
s ) + s(α
hi(t)
t )δst(α
hi(s)
s ) + t(α
hi(s)
s )δts(α
hi(t)
t )]
= αhi(s)s s(α
hi(t)
t )Qst
using s(δs(αht )) = δs(αht ) and δs(s(αt)h) = −δs(αht ).
w = tst :
αhi(s)s δs(α
hi(t)
t t(α
hi(s)
s )ts(α
hi(t)
t )) = 0
Now, look at σi(s)σi(t)(f) = α
hi(s)
s δs(α
hi(t)
t )δt(f) + α
hi(s)
s s(α
hi(t)
t )δst(f), which implies
αhi(s)s s(α
hi(t)
t )Qstδst(f) = Qstσi(s)σi(t)(f)− αhi(s)s δs(αhi(t)t )Qstδt(f)
replace the previous expression and compare coefficients in front of δt(f) again gives the
polynomial
αhi(s)s δs(α
hi(t)
t δt(α
hi(s)
s δs(α
hi(t)
t )))− αhi(s)s δs(αhi(t)t )Qst =
αhi(s)s s(α
hi(t)
t )st(α
hi(s)
s )δsts(α
hi(t)
t )
We conclude
σi(s)σi(t)σi(s)σi(t)− σi(t)σi(s)σi(t)σi(s) = Qstσi(s)σi(t)−Qstσi(t)σi(s)
+ αhi(s)s s(α
hi(t)
t )st(α
hi(s)
s )δsts(α
hi(t)
t )δt − αhi(t)t t(αhi(s)s )ts(αhi(t)t )δtst(αhi(s)s )δs
Since δsts(αht ) = 0 = δtst(αks) for h, k ∈ {0, 1, 2} since the maps δsts, δtst map polynomials
of degree d to polynomials of degree d − 3 or to zero, the claim follows. In general, if we
localize to C[t][α−1t , α−1s ] we could still have the analogue statement.
B2. Stabi = 〈s〉 (analogue Stabi = 〈t〉) and use δs(αhis(t)t t(αhist(s)s )ts(αhists(t)t )) = 0 to see
σi(s)σis(t)σist(s)σists(t)− σi(t)σit(s)σits(t)σitst(s)
= αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(f))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tstδs(f)
= αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )δstst(f))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tstδs(f)
= 0
because tstδs = δstst.
B3. Stabi = {1, sts} (analogue Stabi = {1, tst}). It holds its = itst, is = ist. We have
[σi(s)σis(t)σist(s)σists(t)− σi(t)σit(s)σits(t)σitst(s)](f)
=αhi(s)s s(α
his(t)
t )sδt(α
hist(s)
s s(α
hists(t)
t )st(f))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(f))
=αhi(s)s s(α
his(t)
t )[sδt(α
hist(s)
s s(α
hists(t)
t ))t(f) + st(α
hist(s)
s )sts(α
hists(t)
t )sδt(st(f))]
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )[tsδt(αhitst(s)s )t(f) + tst(αhitst(s)s )tsδt(s(f))]
=[αhi(s)s s(α
his(t)
t )sδt(α
hist(s)
s )− t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s )]σi(t)(f)
using sδtst = tsδts and sδt(α
hist(s)
s s(α
hists(t)
t )) = α
hi(t)
t sδt(α
hist(s)
s ).
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B4. Stabi = {1, s, tst, stst} (analogue Stabi = {1, t, sts, stst}). It holds i = is, it = its, ist =
sts, itst = itsts.
[σi(s)σis(t)σist(s)σists(t)− σi(t)σit(s)σits(t)σitst(s)](f)
=αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )tδs(α
hists(t)
t t(f)))− αhi(t)t t(αhit(s)s )tδs(αhits(t)t t(αhitst(s)s )tδs(f))
=[αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )tδs(α
hists(t)
t ))]f
+[t(αhit(s)s )[s(α
his(t)
t )stδs(α
hists(t)
t )− αhi(t)t tδs(αhits(t)t ))]σi(s)(f)
using δstδst = tδstδs.
This finishes the investigation of the ten possible cases. We also like to remark that in the
example in chapter 5 the case B4 only occurs for Stabi = {1, t, sts, stst}, i.e. the other stabilizer
never occurs.
(C) ststst = tststs : 〈s, t〉 ∼= D6,
t(αs) = αs + αt, st(αs) = 2αs + αt, tst(αs) = st(αs),
s(αt) = 3αs + αt, ts(αt) = 3αs + 2αt, sts(αt) = ts(αt).
It holds
hitstst(s) = hi(s), hitsts(t) = his(t), hitst(s) = hist(s)
hits(t) = hists(t), hit(s) = histst(s), hi(t) = histsts(t).
this implies
αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stst(α
histst(s)
s )ststs(α
histsts(t)
t ) =
α
hi(t)
t t(α
hit(s)
s )ts(α
hits(t)
t )tst(α
hitst(s)
s )tsts(α
hitsts(t)
t )tstst(α
hitstst(s)
s )
Now, D6 has 13 subgroups. In the following cases the above equality directly implies that
σi(ststst)− σi(tststs) = 0:
Stabi = {1}, Stabi = {1, tst}, Stabi = {1, sts}, Stabi = {1, ststst}, Stabi = 〈st〉 = 〈ts〉
C1. Stabi = 〈s, t〉. By assumption we have hi(s) = 0 = hi(t) in this case, therefore
σi(s)σi(t)σi(s)σi(t)σi(s)σi(t)− σi(t)σi(s)σi(t)σi(s)σi(t)σi(s) =
δsδtδsδtδsδt − δtδsδtδsδtδs = 0
because that is known for the divided difference operators, cp [Dem73].
C2. Stabi = {1, s} (analogue Stabi = {1, t}). Then, is = i, itstst = itststs.
[σi(s)σis(t)σist(s)σists(t)σistst(s)σiststs(t)− σi(t)σit(s)σits(t)σitst(s)σitsts(t)σitstst(s)](f)
=αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(α
histst(s)
s )tsts(α
histsts(t)
t )tstst(f))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tsts(αhitsts(t)t )tstst(αhitstst(s)s )tststδs(f)
=αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(α
histst(s)
s )tsts(α
histsts(t)
t ))tstst(f)
=0
using δststst = tststδs and δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(α
histst(s)
s )tsts(α
histsts(t)
t )) = 0
because
s(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(α
histst(s)
s )tsts(α
histsts(t)
t ))
=α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(α
histst(s)
s )tsts(α
histsts(t)
t ).
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C3. Stabi = {1, tstst} (analogue Stabi = {1, ststs}). Then its = itst, ists = istst.
[σi(s)σis(t)σist(s)σists(t)σistst(s)σiststs(t)− σi(t)σit(s)σits(t)σitst(s)σitsts(t)σitstst(s)](f)
=αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stsδt(α
histst(s)
s s(α
histsts(t)
t )st(f))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(αhitsts(t)t )st(αhitstst(s)s )sts(f))
=αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stsδt(α
histst(s)
s s(α
histsts(t)
t ))s(f)
+ αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stst(α
histst(s)
s )ststs(α
histsts(t)
t )stsδtst(f)
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(αhitsts(t)t )st(αhitstst(s)s ))s(f)
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tsts(αhitsts(t)t )tstst(αhitstst(s)s )tsδtsts(f)
=[s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stsδt(α
histst(s)
s s(α
histsts(t)
t ))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(αhitsts(t)t ))]σi(s)(f)
using tsδtsts = stsδtst.
C4. Stabi = {1, s, tstst, ststst} ( analogue Stabi = {1, t, ststs, ststst}). Then is = i, itst = its.
Observe, in this case
hi(t) = hit(t), and hit(s) = hits(s)
and it holds
[σi(s)σis(t)σist(s)σists(t)σistst(s)σiststs(t)− σi(t)σit(s)σits(t)σitst(s)σi(tsts)σitstst(s)](f)
=αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tsδt(α
histst(s)
s s(α
histsts(t)
t )st(f)))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(αhitsts(t)t )st(αhitstst(s)s )stδs(f))
=αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tsδt(α
histst(s)
s s(α
histsts(t)
t ))) · f
+ αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stsδt(α
histst(s)
s s(α
histsts(t)
t ))δs(f)
+ αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tst(α
histst(s)
s )tsts(α
histsts(t)
t ))tsδtst(f)))
+ αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stst(α
histst(s)
s )ststs(α
histsts(t)
t )δstsδtst(f)
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(αhitsts(t)t )st(αhitstst(s)s ))δs(f))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tsts(αhitsts(t)t )tstst(αhitstst(s)s )tsδtstδs(f))
= [αhi(s)s δs(α
his(t)
t t(α
hist(s)
s )ts(α
hists(t)
t )tsδt(α
histst(s)
s s(α
histsts(t)
t )))]f
+ [s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stsδt(α
histst(s)
s s(α
histsts(t)
t ))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tsδt(αhitst(s)s s(αhitsts(t)t ))]σi(s)(f)
using δstsδtst = tsδtstδs.
C5. Stabi = {1, sts, tst, ststst}. Then is = ist, it = its. Observe, in this case
hi(s) = his(s), and hi(t) = hit(t)
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and it holds
[σi(s)σis(t)σist(s)σists(t)σistst(s)σiststs(t)− σi(t)σit(s)σits(t)σitst(s)σitsts(t)σitstst(s)](f)
=αhi(s)s s(α
his(t)
t )sδt(α
hist(s)
s s(α
hists(t)
t )st(α
histst(s)
s )stδs(α
histsts(t)
t t(f)))
− αhi(t)t t(αhit(s)s )tδs(αhits(t)t t(αhitst(s)s )ts(αhitsts(t)t )tsδt(αhitstst(s)s s(f)))
=αhi(s)s s(α
his(t)
t )sδt(α
hist(s)
s s(α
hists(t)
t )st(α
histst(s)
s )stδs(α
histsts(t)
t )) · f
+ αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stst(α
histst(s)
s )ststδs(α
histsts(t)
t )sδts(f)
+ αhi(s)s s(α
his(t)
t )sδt(α
hist(s)
s s(α
hists(t)
t )st(α
histst(s)
s )sts(α
histsts(t)
t ))tδst(f)
+ αhi(s)s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stst(α
histst(s)
s )ststs(α
histsts(t)
t )sδtstδst(f)
− αhi(t)t t(αhit(s)s )tδs(αhits(t)t t(αhitst(s)s )ts(αhitsts(t)t )tsδt(αhitstst(s)s )) · f
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tsts(αhitsts(t)t )tstsδt(αhitstst(s)s )tδst(f)
− αhi(t)t t(αhit(s)s )tδs(αhits(t)t t(αhitst(s)s )ts(αhitsts(t)t )tst(αhitstst(s)s ))sδts(f)
− αhi(t)t t(αhit(s)s )ts(αhits(t)t tst(αhitst(s)s )tsts(αhitsts(t)t )tstst(αhitstst(s)s )tδstsδts(f)
=Pef + [α
hi(s)
s s(α
his(t)
t )st(α
hist(s)
s )sts(α
hists(t)
t )stst(α
histst(s)
s )ststδs(α
histsts(t)
t )
− αhi(t)t t(αhit(s)s )tδs(αhits(t)t t(αhitst(s)s )ts(αhitsts(t)t )tst(αhitstst(s)s ))]sδts(f)
+ [αhi(s)s s(α
his(t)
t )sδt(α
hist(s)
s s(α
hists(t)
t )st(α
histst(s)
s )sts(α
histsts(t)
t ))
− αhi(t)t t(αhit(s)s )ts(αhits(t)t )tst(αhitst(s)s )tsts(αhitsts(t)t )tstsδt(αhitstst(s)s )]tδst(f)
using sδtstδst = tδstsδts where Pe is a polynomial in αt, αs. Then we look at
σi(s)σis(t)σist(s)(f) = α
hi(s)
s s(α
his(t)
t )sδt(α
hist(s)
s ) · f + αhi(s)s s(αhis(t)t )st(αhist(s)s )sδts(f)
σi(t)σit(s)σits(t)(f) = α
hi(t)
t t(α
hit(s)
s )tδs(α
hits(t)
t ) · f + αhi(t)t t(αhit(s)s )ts(αhits(t)t )tδst(f)
and we observe for the coefficient in front of sδts(f) that it is divisible by
α
hi(s)
s s(α
his(t)
t )st(α
hist(s)
s ) and the one in front of tδst is divisible by α
hi(t)
t t(α
hit(s)
s )ts(α
hits(t)
t ).
Observe hist(s) = hi(s), hits(t) = hi(t). Use the following simplifictaions
tδs(α
hits(t)
t t(α
hitst(s)
s )ts(α
hitsts(t)
t )tst(α
hitstst(s)
s ))
=tδs(α
hi(t)
t t(α
hi(s)
s )ts(α
his(t)
t )tst(α
hi(s)
s ))
=s(α
his(t)
t )tδs(α
hi(t)
t t(α
hi(s)
s )st(α
hi(s)
s ))
=s(α
his(t)
t )[tδs(α
hi(t)
t t(α
hi(s)
s ))tst(α
hi(s)
s ) + ts(α
hi(t)
t )tst(α
hi(s)
s )tδsst(α
hi(s)
s )]
=s(α
his(t)
t )st(α
hi(s)
s )[α
hi(s)
s tδs(α
hi(t)
t ) + ts(α
hi(t)
t )tδst(α
hi(s)
s )
− ts(αhi(t)t )tδst(αhi(s)s )]
=αhi(s)s s(α
his(t)
t )st(α
hi(s)
s )tδs(α
hi(t)
t )
and analogously
sδt(α
hist(s)
s s(α
hists(t)
t )st(α
histst(s)
s )sts(α
histsts(t)
t ))
=sδt(α
hi(s)
s s(α
hi(t)
t )st(α
hit(s)
s )sts(α
hi(t)
t ))
=α
hi(t)
t t(α
hit(s)
s )ts(α
hi(t)
t )sδt(α
hi(s)
s )
Then a simple substitution gives that the difference above is of the form
Qef +Qstsσi(s)σis(t)σist(s)(f) +Qtstσi(t)σit(s)σits(t)
for some polynomials Qe, Qsts, Qtst in αs, αt.
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Now, let A be the algebra given by generator 1˜i, z˜i(t), σ˜i(s) subject to relations (1)-(5). Then, by
the straightening rule and the braid relation it holds that if w = s1 · · · sk = t1 · · · tk are two reduced
expressions then
˜σ(t1 · · · tk) ∈
∑
v≤s1···sk reduced subword
E ∗ σ˜(v).
Therefore, once we have fixed one (any) reduced expression for each for w ∈W, it holds
A =
∑
w∈W
E ∗ σ˜(w).
Since the generators of ZG fulfill the relations (1)-(5), we have a surjective algebra homomorphism
A→ ZG
mapping 1˜i 7→ 1i, z˜i(t) 7→ zi(t), σ˜i(s) 7→ σi(s). Since ZG =
⊕
w∈W E ∗σ(w) and the map is by definition
E-linear it follows that A = ⊕w∈W E ∗ σ˜(w) and the map is an isomorphism. 
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