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ABSTRACT
By resimulating a region of a global disc simulation at higher resolution, we resolve and study
the properties of molecular clouds with a range of masses from a few hundreds of M to
106 M. The purpose of our paper is twofold, (i) to compare the interstellar medium (ISM)
and Giant Molecular Clouds (GMCs) at much higher resolution compared to previous global
simulations, and (ii) to investigate smaller clouds and characteristics such as the internal prop-
erties of GMCs which cannot be resolved in galactic simulations. We confirm the robustness
of cloud properties seen in previous galactic simulations, and that these properties extend to
lower mass clouds, though we caution that velocity dispersions may not be measured correctly
in poorly resolved clouds. We find that the properties of the clouds and ISM are only weakly
dependent on the details of local stellar feedback, although stellar feedback is important to
produce realistic star formation rates and agreement with the Schmidt–Kennicutt relation. We
study internal properties of GMCs resolved by 104–105 particles. The clouds are highly struc-
tured, but we find clouds have a velocity dispersion radius relationship which overall agrees
with the Larson relation. The GMCs show evidence of multiple episodes of star formation,
with holes corresponding to previous feedback events and dense regions likely to imminently
form stars. Our simulations show clearly long filaments, which are seen predominantly in the
interarm regions, and shells.
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1 IN T RO D U C T I O N
The scales between molecular clouds and galaxies are not well un-
derstood, and difficult to study either observationally or numerically.
Whilst we are able to resolve intricate structure of the interstellar
medium (ISM) in the Milky Way, our position within the Galaxy
means it is very difficult to map the ISM on kpc scales. Conversely
in other galaxies we can view the disc face on, but do not have the
resolution to study scales below a GMC (Colombo et al. 2014). In
simulations, we are limited by the resolution required to simultane-
ously model star-forming scales and larger scale processes.
Although difficult to map in Cartesian coordinates, the nearby
Milky Way does provide a wealth of observations on features of
size scales lower than Giant Molecular Clouds (GMCs). The num-
ber of GMCs that we are able to study in the Milky Way is small,
limited to a few complexes such as Orion, Carina California, and
Sco-Cen. In contrast the vast majority of clouds, we are observe
are only ∼104 M (Heyer et al. 2009). Understanding the prop-
erties and evolution of such clouds requires exploring the scales
between individual star formation and GMCs. Similarly, we can
observe features such as shells and interstellar filaments on scales
of tens of parsecs, again lying between the scales of star formation
and galaxies typically adopted for simulations. These appear to be
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ubiquitous across the ISM, but recent observations have highlighted
the existence of extremely long, >100 pc thin filaments along spiral
arms and interarm regions (Li et al. 2013; Goodman et al. 2014;
Ragan et al. 2014; Wang et al. 2014).
With regards numerical simulations, many works have consid-
ered isolated galaxies (Wada & Norman 1999; Wada, Spaans &
Kim 2000; Dobbs 2008; Wada 2008; Tasker & Tan 2009; Dobbs,
Burkert & Pringle 2011; Dobbs & Pringle 2013; Renaud et al.
2013). However, these simulations can typically only resolve GMCs
(>105 M), on scales of ∼10 pc, and do not provide any informa-
tion on smaller clouds, and do not resolve well shells and filaments.
Some simulations have focused on studying stellar feedback, in
particular identifying the nature of the vertical structure and what
drives winds and outflows from the disc (Rosen & Bregman 1995;
de Avillez 2000; de Avillez & Breitschwerdt 2004; Slyz et al. 2005;
Kim, Kim & Ostriker 2011; Hill et al. 2012; Kim, Ostriker & Kim
2013). However, such simulations only model a very small region
of the galactic disc, and do not capture large-scale processes such
as spiral shocks and larger scale gravitational instabilities. Smith
et al. (2014) do perform global disc simulations which are able to
reach high resolution in one area of the disc, but these do not in-
clude self-gravity or stellar feedback which significantly alters the
structure of the ISM.
One approach used recently to incorporate galactic-scale pro-
cesses and resolve the detailed structure and kinematics of clouds
is to resimulate regions of global simulations at higher resolution
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(Bonnell, Dobbs & Smith 2013; Van Loo, Butler & Tan 2013). This
has enabled the study of GMCs at much higher resolution, to con-
sider their internal properties and star formation rates. In these sim-
ulations [which use SPH and Adaptive Mesh Refinement (AMR),
respectively], star formation appears to be correlated roughly
according to the Schmidt–Kennicutt relation (Schmidt 1959;
Kennicutt 1989), but at values that are much too high. However,
in neither case do either the original global calculations, or resim-
ulations include stellar feedback, and in the case of Bonnell et al.
(2013), the original global simulations did not include self-gravity.
This led both papers to suggest that stellar feedback, and perhaps
magnetic fields would be required to produce lower star formation
rates. The simulations also appear to show that the clouds have
substantial internal velocity dispersions, which means that they are
either unbound or only marginally bound.
In this paper, we resimulate a region from the simulation shown
in Dobbs & Pringle (2013), which modelled a galactic disc with an
N = 2 spiral potential, stellar feedback, self-gravity and heating and
cooling. This simulation was able to well-resolve GMCs of mass
105 M but struggled to resolve GMCs of 104 M. In the results
presented here, we are able to resolve and study the properties of
clouds down to masses <1000 M. After describing the details of
our simulations (Section 2), we divide our results into three sections.
These cover the structure of the ISM (Section 3), properties of clouds
(Section 4) and star formation rates (Section 5). Within each section,
we compare our resimulaions with the original global simulation
(Dobbs & Pringle 2013), and compare different feedback schemes.
We also examine structures or properties that we could not resolve
well in the global simulations, such as shells and filaments, the
internal properties of GMCs and the Kennicutt–Schmidt relation on
sub-galactic scales.
2 D E TA I L S O F S I M U L AT I O N S
In this paper, we resimulate a section of the galaxy-scale simulation
presented in Dobbs & Pringle (2013), modelled using smoothed
particle hydrodynamics (SPH), at higher resolution. We select a
region at a timeframe of 250 Myr of size 1 kpc by 1 kpc along a spiral
arm. Then, we trace the gas particles in that region back by 50 Myr to
a time of 200 Myr (similar to the procedure in Bonnell et al. 2013).
At 200 Myr, this gas is situated in an elongated feature, primarily
lying between two spiral arms. We further include any particle
from the original galaxy simulation that is located within the area
occupied by the boundary of the outermost particles of this region.
We do not introduce boundary conditions, or different size particles
(which is not usually recommended in SPH) around the edges of our
region. Instead to our set of particles, we add any particles which lie
within a certain distance of those already selected. We choose this
distance to be the minimum of the smoothing length of each particle
and 70 pc (particles rarely have such large smoothing lengths unless
they lie a long way above or below the plane). These neighbouring
particles add another ∼20 000 particles to our original set. This
leaves us with 80 330 particles. We then split each of these particles
into 81 particles, after which, we have a total particle number of
6506 730. As the mass of the particles in Dobbs & Pringle (2013)
is 312.5 M, the mass of the each particle in our resimulation is
then ∼3.85 M.
All our calculations include self-gravity, heating and cooling,
and simple H2 and CO formation as described in Dobbs (2008) and
Pettitt et al. (2014). The minimum temperature of gas in the simu-
lation is 50 K. We also include a two-armed spiral potential, as was
included in the original simulation from Dobbs & Pringle (2013).
Table 1. Table of simulations shown in this paper. The middle
columns provide information about the stellar feedback scheme,
the star formation efficiency (SFE), whether the feedback is
stochastic, and whether the feedback is input over time or in-
stantaneous. In all the simulations, the star formation efficiency
should not be considered exact (see text, particularly for Run 3).
Run 1S is the same as Run 1, but includes star particles.
Run SFE Stochastic? Input over Star Time
time? particles (Myr)
1 0.4 N N N 35
2 0.1 N N N 20
3 0.025 Y N N 20
4 0.15 Y Y (2 Myr) Y 20
5 0.15 Y Y (5 Myr) Y 20
1S 0.4 N N Y 8
We choose a density threshold of 500 cm−3 to insert feedback. As
well as lying above the density threshold, gas also has to be bound
and a converging flow (i.e. ∇ · v < 0) for feedback to occur.
We carry out simulations with a number of different feedback
schemes, and overall perform five simulations. The prescription
we use nominally represents supernovae feedback, and includes
thermal and kinetic feedback. However, as we typically insert en-
ergy immediately, or for some duration after star formation has
assumed to occur, our feedback may in some ways better repre-
sent stellar winds which deposit a similar amount of energy into
the ISM (Agertz et al. 2013). As described in Dobbs et al. (2011),
we determine the mass of molecular gas from a region of particles
(typically 30–50) and multiply by an efficiency  to find the amount
of star-forming gas. The amount of energy inserted is
E =  × M(H2) × 10
51
160 M
erg, (1)
where M(H2) is the mass of molecular hydrogen and we divide
by 160 M (a value determined by taking a Salpeter IMF) to ob-
tain the number of massive stars, and 1051 erg is the energy of
one supernova. The energy is inserted into the same particles used
to calculate M(H2), and is distributed evenly between the parti-
cles. Two-thirds of the energy is deposited as kinetic energy, and
one-third is deposited as thermal energy. We do not expect overcool-
ing to have a large effect as tests of the global simulations indicated
that inserting energy solely as thermal or kinetic energy resulted in
relatively small differences in the gas morphology and temperature
distribution, and we have higher resolution here.
First, we include feedback using the same method as described in
Dobbs et al. (2011), where feedback is instantaneous. We are now
including feedback on a much smaller scale (∼pc), so we choose
higher efficiency parameters compared to Dobbs & Pringle (2013).
We performed simulations with efficiencies of  = 0.1, 0.25 and
0.4. By comparison, in Dobbs & Pringle (2013) we chose  = 0.05.
For the simulations here,  = 0.4 and 0.1 represent relatively high
and low degrees of feedback, and have correspondingly large and
small effects on the disc. The  = 0.25 case was very similar to that
with  = 0.4 so we do not show any results from this simulation in
the paper. A summary of the simulations ran is shown in Table 1,
except for the  = 0.25 case which is not discussed further.
In all of the simulations described so far, our resolution is so high
that the number of massive stars (M(H2)/160 M) is less than 1.
In our third simulation (Run 3), we apply a stochastic approach so
that (by generating random numbers) only 10 per cent of regions
that satisfy our critical density criterion are assumed to form stars.
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But for those cases, the efficiency factor is multiplied by a factor
of 10, which equates to the formation of ∼1 massive star (here,
we set specifically that each star formation event corresponds to
one massive star). In practice, this is equivalent to saying that only
occasionally does an ∼100 M region form a massive star, in our
simulation, this is about 10 per cent of the time.
In practice, our stochastic method proved to be not very different
from Runs 1 and 2. This is because the code checks whether to
implement feedback during each timestep, and the timesteps are
quite small (∼1000 yr). Hence, a region will statistically be likely
to undergo feedback within 10 timesteps, which is not very differ-
ent from instantaneous feedback. We tried using large efficiencies;
however, this requires inserting larger amounts of energy which
proved problematic and required prohibitively small timesteps. Ide-
ally, we would subtract some amount of mass and convert it to stars,
whether or not a massive star is formed, but we do not consider this
level of detail. With a relatively low efficiency, the total number of
star formation events is not so dissimilar from Runs 1 and 2, so
effectively the result is a feedback scheme more similar to Runs 1
and 2 with an efficiency of 0.25.
We ran three calculations with the stochastic prescription, one
with the instantaneous feedback description described above. For
the others (Run 4 and 5), stellar feedback is inserted over time.
We choose relatively short periods, 2 and 5 Myr, because the
time-scales of the simulations are quite short. With calculations
where the feedback is inserted over time, the feedback tends to
be less effective, hence a higher star formation efficiency is used
compared with Run 3. Also with feedback being continuously in-
serted, there may be overall fewer events compared to Run 3.
This means that in Runs 4 and 5, each feedback event corre-
sponds to roughly one massive star forming (see also the next
paragraph).
Runs 4 and 5 also include star particles. One gas particle is
changed to a star particle per feedback event (the same as described
in Dobbs, Pringle & Naylor 2014a). The star particles only expe-
rience gravity, but not pressure. When the feedback is added over
time, the energy is inserted into gas surrounding the star particle.
We also reran Run 1 between 19 and 27 Myr, but including star
particles. In Run 1S, each star particle represents ∼50 M of stars,
and for Runs 4 and 5, each star particle represents ∼130 M of
stars.
In all the calculations, there is uncertainty in the efficiency pa-
rameter, , due to the IMF, any overcooling (though this is likely to
be minimal with our resolution), and uncertainty in M(H2). Lastly
in Runs 4 and 5, there is uncertainty because after the subsequent
deposits of energy are always put into a fixed number of particles
(30) compared to the first deposit of energy, where we simply insert
energy within a smoothing length.
Initially, we aimed to run our simulations for several tens of Myr,
or 100 Myr, but the simulations already took substantial CPU time
to reach a few tens of Myr. We note as well that other work has
generally been less ambitious, Van Loo et al. (2013) only run their
resimulations for ∼10 Myr. Here, we run our simulation with  = 0.4
for 35 Myr, and our other simulations for 20 Myr. As we show in the
results, there is not very much difference with the different feedback
schemes. In particular Runs 2, 3, 4 and 5 are extremely similar. To
save space, we focus predominantly on Runs 1, 2 and 5. Runs 3
and 4 show very little difference to Run 2. For Sections 3–6, the
results for Runs 3 and 4 lie within the range of results with the
other feedback schemes. Run 1S is only shown in Section 7 on star
formation rates. Runs 3–5 largely emerged as tests for differences
in how the feedback is implemented rather than showing different
results, although Run 5 probably has the most realistic feedback
prescription.
2.1 Cloud identification
To identify clouds, we utilize two clump-finding algorithms, both
described in Dobbs, Pringle & Duarte-Cabral (2015). We use the
method described in Dobbs & Pringle (2013), where we searched for
cells above a given column density, primarily to test cloud properties
at different resolutions. This method, which groups together all
contiguous groups of cells above a certain column density, and
defines these cells as a cloud, can readily be applied in exactly
the same way at different resolutions, and the cell size can also
be adjusted to compare different resolutions within a simulation.
Results with this algorithm are shown in Section 3.2.1.
In Dobbs et al. (2015), we show that this algorithm is not so
robust when considered over different timeframes, and tends to
produce quite blocky structures. Furthermore this is a 2D algorithm,
and as we start to resolve all the vertical structure of the disc,
the need to find clouds in 3D becomes more important. Hence,
we also apply an algorithm, shown in Dobbs et al. (2015), where
we identify particles over a certain (volume) density, and group
together all those within distance of each other into a cloud. This
second algorithm is a ‘friends of friends’ approach, and naturally
produces clouds in 3D. We use this algorithm to consider properties
of clouds more generally in these simulations, and compare the
different models. For the analysis presented, we take a threshold
density of 100 cm−3 and a required distance between particles of
2.5 pc.
3 ST RU C T U R E O F T H E IS M
3.1 Structure of the ISM at high resolution versus low
resolution
In this section, we discuss how the overall structure of the ISM
compares in our global simulation and resimulations. In Fig. 1,
we compare the structure in our high-resolution resimulation with
 = 0.4 (Run 1) with our original, whole galaxy calculation. As we
discuss in the next section, the structure of the ISM is not that dif-
ferent with the different feedback prescriptions, so the comparisons
made here are equally true for the other feedback prescriptions. The
panels in Fig. 1 show three different times in the xy plane and, one
time in the xz plane. Initially (top panels), there is minimal differ-
ence between the calculations, which is expected as the only change
has been to increase the resolution. At later times, the large-scale
structure is still largely the same in both cases – we can still pick
out the same features in both simulations. However, there is clearly
more structure that we do not resolve in the whole galaxy simula-
tion, that we do resolve in the resimulation. There is also a higher
density contrast in the resimulation, with regions of higher column
density, and also low column density. In particular clear bubbles,
or shells due to feedback can be seen in the resimulation. We also
see that at 19 Myr, there is considerable filamentary structure in the
gas, the resimulation accentuating the structure already seen in the
galaxy simulation. However by 35 Myr, when most of the gas is in
the arm, filaments are less obvious in the gas.
The lower panels of Fig. 1 show a cross-section in the vertical
direction. Here, there is a clearer difference between the simula-
tions, with the higher resolution simulations showing many clear
shells. Such features can be compared with shells seen in our and
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Figure 1. Comparison of structure between our high-resolution resimulation (left) and the original global calculation (right). The maps for the global simulation
are made using only those particles which were used to produce the initial conditions of the resimulation. The panels show the column density in the xy (first,
second and third panels) and a cross-section in the xz plane (lower panels) There is not a large difference between the global simulation and the resimulation at
equivalent times – the main difference is simply that there is more structure in the resimulations, as would be expected. Shells in particular appear much better
resolved. Filamentary structure also appears to be finer in the resimulations, and more broken up.
nearby galaxies (e.g. Dawson et al. 2011, 2013). Partly this partic-
ular simulation has a relatively high level of stellar feedback and
produces more shells. But moreover the shells are better resolved.
The global simulation appears to have a few low-density holes in
the gas, whereas in the resimulation there are much sharper shells,
which are resolved by hundreds of particles or more.
All our resimulations show clear filamentary structure. The fila-
ments are much better resolved compared to the global simulations,
which allows us to start analysing them (which will be considered
further in future work). They have lengths of hundreds of parsecs
and widths of10 pc, considerably narrower than the global simu-
lations so we note that the width may not have converged yet with
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resolution. As discussed in Smith et al. (2014), the narrow width of
the filament is also likely to be due to the pressure in the ISM (both
within the filament and outside), as well as shear. The filaments
appear more numerous in the interarm regions, in agreement with
observations by Ragan et al. (2014) of Galactic filaments of similar
lengths. This could be due to the dynamics of the interarm regions
compared to the spiral arms. In the interarm regions, the gas is sub-
ject to shear which helps create elongated structures. In the spiral
arms, shear is minimal, whilst the gas is subject to compression
predominantly in the direction perpendicular to the arm but also
parallel to the spiral arm (in addition self-gravity will lead to gas
converging in the denser spiral arms). Alternatively, the filaments
could simply be more difficult to see in the spiral arms as they
become compressed together. From Fig. 1, it is clear that the long
filaments are the remnants of interarm spurs. Interarm spurs are in
turn the remainders of massive spiral arm GMCs, which have been
sheared out. In the spiral arms, these filaments are compressed, and
again self-gravity and increased stellar feedback from star formation
likely makes this region more complex. A few filaments are found
to be perpendicular to the plane, which are primarily associated
with stellar feedback. Likewise vertical filaments found by Ragan
et al. (2014, GMF 20.0-17.9 and GMF 41.0-41.3) also appear to
be associated with supernova remnants and regions of massive star
formation.
Fig. 2 shows cross-sections of the temperature, in the xy plane,
and the zx plane. Again the temperature shows much more structure
in the resimulation compared to the whole galaxy simulation. There
is much more hot gas in the resimulation, including in the mid-
plane of the galaxy, whereas at low resolution, hot gas is confined
to above and below the plane of the disc. In the resimulation, there
are funnels of hot gas extending from the mid-plane to above and
below the plane of the disc. Again this suggests that we can resolve
the local effects of feedback much better in the resimulations, and
can better acquire significant volumes of relatively hot dense gas
even in the mid-plane of the galaxy, as expected from observational
studies of the ionized ISM (e.g. Lockman 1976; Dickey & Lockman
1990; Berkhuijsen, Mitra & Mueller 2006).
Figure 2. Comparison of the temperature in the resimulation (left) and
original global calculation (right), at a time of 19 Myr in the resimulation.
All panels show cross-sections, the top panels show cross-sections in the xy
plane, the lower panels show cross-sections in the xz plane. Hot gas is clearly
more prominent in the resimulation compared to the global simulation, and
much finer structure can again be seen in the resimulation.
3.2 Structure of the ISM with different feedback prescriptions
In this section, we compare the structure of the ISM for the different
feedback prescriptions implemented. Fig. 3 shows column density
plots for our feedback prescriptions with  = 0.1 and 0.4 (Runs 1
and 2) and where feedback is added over 5 Myr (Run 5). Results
from the stochastic prescription (Run 3) and Run 4 are similar to the
case with  = 0.1 (Run 2) and Run 5. The top panels show the struc-
ture in the xy plane. There is surprisingly little difference between
the varying levels of feedback. The reason for this is probably that
the feedback is most effective in the interarm regions, where it
shapes the bubbles in the ISM, but has less effect on the denser gas.
The main difference is that the spiral arm has more structure in the
case with higher feedback (Run 1), and that holes or bubbles in the
gas are more obvious. The temperature maps (centre panels), which
are cross-sections in the plane of the disc, show a larger difference.
With  = 0.4 compared to  = 0.1, there is much more hot gas.
With lower feedback, there is still hot gas, but it tends to reside
above and below the plane of the disc (though note that there is still
more hot gas on the mid-plane of the disc compared to the global
low-resolution simulation).
The third panels in Fig. 3 show cross-sections of the density in
the vertical direction. With the higher feedback prescription (Run 1,
left), the shells bear some resemblance to the models of Kim et al.
(2011), but are smoother. All models show clear shells and bubbles
in the disc. With the highest feedback prescription (Run 1), it is
evident that the hot gas has often escaped out of bubbles, out of the
plane of the disc. The models with feedback added over time (Runs
4 and 5) tend to retain structure around z = 0, but are still able
to push some gas to large z. Generally, the models with feedback
inserted over time manage to retain dense structures and the effects
of feedback such as holes simultaneously better compared to the
other models, where low or high feedback means one or the other
tends to be prevalent, though this tends to be clearest in Run 4 and
at earlier times.
As the main difference between the different feedback schemes
appears to be the temperature, we show the temperature distri-
bution explicitly in Fig. 4. We divide gas into four regimes: cold
(<150 K), intermediate (150–5000 K), warm (5000–5 × 105 K) and
hot (>5 × 105 K, not plotted in Fig. 4). As expected there is most
cold gas in the case with lowest feedback ( = 0.1, middle panel)
and less warm gas. The model with feedback inserted over time
(Run 5) also contains around 50 per cent cold gas (lower panel), and
a slightly higher proportion of warm gas. This model shows very
little change over time. Overall the temperature distribution does
not change by more than 10 per cent for all models. The amount
of intermediate gas hardly changes. The amount of hot gas varies
more in the models, reaching about 1 per cent for  = 0.4, whereas
this stays around 0.1 per cent with the lower feedback. Fig. 4
seems to overall imply that temperature distribution is dominated
by the overall galaxy conditions and structure, with some small
changes over time according to the stellar feedback used in the
resimulation.
4 C LOUD PROPERTI ES
4.1 Comparison of different resolution simulations
In this section, we compare the properties of clouds in our origi-
nal global calculation, and resimulations. We identify clouds at a
timeframe of 19 Myr in the high-resolution simulation, and at the
corresponding time of the global simulation (219 Myr), restricting
MNRAS 447, 3390–3401 (2015)
 at U
niversity of Exeter on June 8, 2016
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
kpc regions of the ISM 3395
Figure 3. These panels compare different feedback prescriptions, the left-hand panel shows the case where  = 0.4 efficiency (Run 1), the centre  = 0.1
(Run 2), and the right the case with feedback added over 5 Myr (Run 5). All the panels are shown at a time of 19 Myr. The structure in the plane of the disc
(top panels) is very similar regardless of the feedback. The spiral arm appears slightly straighter with  = 0.1, whilst there is more evidence of the impact of
feedback with  = 0.4 (e.g. at ∼x = 2.4, y = 1.7). The temperature (middle panels) shows a bigger difference. The temperature cross-sections in the xy plane
(middle panel) indicate many more regions of hot gas in the  = 0.4 model. The structure in the vertical plane (lower panels, again showing a cross-section) is
also quite different, with shells in the highest feedback case breaking out of the plane (left), but remaining more or less closed in the low feedback case (centre).
The case with feedback added over time (right) maintains features of both other models, holes with hot gas, as well as dense gas confined to the mid-plane, and
a fairly highly structured spiral arm.
the area of the global simulation to that roughly corresponding to
the resimulation. For this exercise, we use the model with  = 0.1
(Run 2). This is because this model most resembled the global sim-
ulation, in that the feedback prescription was instantaneous, and the
feedback was less effective producing the best agreement visually
with the global simulation. We compare cloud properties between
the two simulations in Fig. 5, and also show examples of clouds
found in each simulation in Fig. 6. For the cloud properties we
compare, we apply exactly the same clump-finding algorithm to
both simulations, using the grid-based algorithm, taking a threshold
column density of 75 M pc−2 and a cell size of 10 pc. We also
show clouds identified with smaller cell sizes (5 and 2.5 pc) for
the high-resolution simulation, which extends the range of clouds
masses to hundreds of M.
Overall there is good agreement between the clouds selected in
the high- and low- (global-)resolution simulations (red and black
points). Fig. 6 shows an example equivalent cloud in the global-
and high-resolution simulations, indicating that the same features
can be identified. However, there are some differences between the
different resolutions.
Fig. 5(b) shows the surface densities of the clouds found in the
simulations. The surface densities of clouds are similar, within a
factor of 2, in each simulation. This is not particularly surprising
given that the clouds we select in the simulations do not contain a
large degree of significantly denser gas1 given our limit for impos-
ing feedback. There is a small difference between the clouds in the
resimulation versus the global simulation, those in the resimulation
1 Observed clouds may also show similar surface densities given a low
fraction of high-density material (Kauffmann et al. 2010; Lada, Lombardi
& Alves 2010; Beaumont et al. 2012).
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Figure 4. Comparison of the (mass-weighted) temperature evolution for
the different feedback cases. With  = 0.4 (top) the amount of cold gas
decreases whilst the amount of warm gas increases. Conversely with  = 0.1
(centre) the amount of cold gas increases, whilst the amount of warm gas
decreases. With feedback added over time (lower panel), the distribution
does not change much but the simulation contains more cold and warm gas
simultaneously. For all cases, there is not a significant departure from the
initial temperature distributions over the course of the simulation. The jump
in the centre panel represents a more intense period of feedback.
having slightly lower surface densities. This could be because the
structure is finer in the resimulations so the mass and radius esti-
mates are lower, but as the simulations are not completely the same
it is difficult to be certain.
Fig. 5(c) shows the virial parameters. The virial parameters tend
to be slightly higher in the resimulation, probably because the stellar
feedback is being added down to smaller scales. The main difference
is that some of the less well-resolved clouds in the global simulation
(of 104–2 × 104 M) clearly lie at lower α than any clouds in the
high-resolution simulation. Only this region of unreliable clouds (all
of which are less than 100 particles) includes clouds with α < 1. A
comparison of the other properties (r, M and σ , see Fig. 5) indicate
that it is likely σ , the velocity dispersion, where the discrepancy
Figure 5. These panels, labelled a–d, show a comparison of cloud properties
for the global simulation and the resimulation with  = 0.1 (Run 2, red and
black points) and for different resolution clump-finding algorithms (red,
green and blue points). There is overall agreement at different resolutions;
however, some of the velocity dispersions appear to be low in poorer resolved
clouds in the global, low-resolution simulation.
Figure 6. Equivalent clouds are shown for the global simulation (right) and
the high-resolution resimulation Run 2 (left), using the same clump-finding
algorithm.
lies, whereas the differences in radius and mass are only small (e.g.
Fig. 5a). This could reflect that there are not enough particles to
correctly determine the velocity dispersion, and sources of energy
below the resolution of the simulation are absent.
Fig. 5 also shows cloud properties for the high-resolution res-
imulation but with different grid cell sizes for the clump-finding
algorithm (effectively the resolution of the clump-finding scheme).
The cloud properties appear to be similar and independent of the
cell size, except obviously lower mass clouds can be detected.
4.2 Comparison of different feedback schemes
In this section, we use the second, 3D, ‘friends of friends’ clump-
finding algorithm. In all the following figures, only clouds with at
least 100 particles are shown. This still allows us to explore cloud
masses as low as 400 M. The results presented are similar when
using either algorithm, as can be seen when comparing Figs 5 and 7.
The main difference is that there is slightly more scatter with the
friends of friends approach, which tends to reflect the ability of
this algorithm to pick out the densest gas (e.g. a gravitationally
collapsing cloud or a long filament), without selecting background
low-density material.
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Figure 7. Cloud properties are compared for different feedback prescrip-
tions (all for the high-resolution resimulation). The panels show mass and
radius (top), virial parameter (middle) and velocity dispersion (lower panel).
The dashed line on the lower panel shows σ = 0.7(r/1 pc)0.5 km s−1.
We show various cloud properties in Fig. 7. Again for clarity
we do not show the stochastic model (Run 3) or Run 4, but note
that the properties of the clouds in these simulations are similar.
Generally, the properties appear to be similar regardless of the feed-
back prescription, and differences in the populations of clouds are
hard to pick out. The mass–size relation (top panel) for the clouds
is indistinguishable. The virial parameters (middle panel) are also
similar, although the prescription with low feedback ( = 0.1, Run
2) has notably more clouds at lower α compared to the other mod-
els. Clouds at low masses appear to exhibit a large range of virial
parameters, narrowing with increasing cloud mass. We find that the
more massive clouds are surprisingly unbound, with virial parame-
ters typically around 5–10. However, this is partly a consequence of
our initial conditions and section of the galaxy. For clouds over the
original galaxy simulation (Dobbs & Pringle 2013), there are some
massive bound clouds, but there are relatively few across the whole
galaxy, and we simply do not include many in our chosen section.
Figure 8. The angular momenta are shown for clouds from Run 5 (top
panel). Other models or criteria show similar results. The fraction of retro-
grade clouds is 47 per cent in this case. The distribution of angular momenta
is similar to Dobbs & Pringle (2013). The mass spectra for the clouds in
Runs 1, 2 and 5 (with high and low feedback, and feedback spread over
time) are shown in the lower panel.
We might expect more massive clouds >106 M to be more bound
(based again on Dobbs & Pringle 2013) but likewise there are no
such clouds in this section. Run 4 (not shown) included a few more
marginally bound clouds in the range 104–105 M, probably the
consequence of this model containing slightly more dense gas as
well as effective feedback. In the third panel, we show the velocity
dispersion versus size, and there is some indication of a trend for all
the models but there is quite a lot of scatter. The stochastic model
(Run 3, not shown) showed the least scatter.
We also looked at cloud rotations, but as there were negligible
differences between the different models, we only show the results
from one simulation, with the prescription with feedback added
over 5 Myr (Run 5) in Fig. 8 (top panel). The distribution agrees
well with those of the global simulation (Dobbs & Pringle 2013),
with 47 per cent retrograde clouds here compared to 40 per cent in
the global calculation. There are few clouds with angular momenta
<0.1 pc km s−1 and mass >104 M in the high-resolution resimu-
lations but again this could reflect the far smaller number of clouds
in this regime compared to the global simulation. Resolution may
be significant as well though, since we are now resolving dynam-
ics on much smaller scales which may contribute to the clouds’
angular momenta. The fraction of retrograde clouds was very con-
sistent between the different feedback models, lying in the range
40–50 per cent, and again is very consistent with previous global
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studies (Dobbs et al. 2011; Dobbs & Pringle 2013) and observa-
tions (Rosolowsky et al. 2003; Imara & Blitz 2011). Similarly, the
fraction of retrograde clouds does not vary according to the clump-
finding scheme adopted.
Finally, in the lower panel of Fig. 8, we show mass spectra for the
clouds, this time for Runs 1, 2 and 5. Again, there is little difference
between the different feedback schemes, with the power spectra
exhibiting a similar slope dN/dM ∝ ∼ M∼2 in all cases. There is
also no turnover evident at lower masses. The main difference is
the maximum mass of clouds. With the lowest level of feedback
( = 0.1, Run 1), there are a few more massive clouds, which would
otherwise be broken up with the other feedback schemes. The mass
spectrum for the run with feedback added over 5 Myr (Run 5) is
again very similar to the models with instantaneous feedback.
4.3 Internal properties of highly resolved clouds
As well as resolving much smaller clouds, our resolution now al-
lows us to resolve GMCs with 10 000s, even 100 000s of particles.
With this resolution, we can now consider the internal properties of
GMCs. In Fig. 9, we show velocity dispersion and density profiles
for a number of clouds selected from the  = 0.1 model, Run 2. We
use Run 2 simply because it contains a larger number of massive
clouds. We also show an example of one of the clouds selected
in the lower panels of Fig. 9. The clouds lie in the mass range
5 × 104–105 M (resolved by 1–3 × 104 particles), except for one
cloud which is 4 × 105 M, resolved by 105 particles. In calculat-
ing the velocity dispersion and density profiles, we took the radius
from the densest particle in each cloud, except for two cases where
the densest region was right on the edge of the cloud. The spheri-
cally averaged profiles we show are somewhat simplistic given the
asymmetric structure of the clouds, but give some indication of the
overall structure, and can be compared with similar measures in
other models and observations.
The velocity dispersion profiles (top panel) on average show
a trend of roughly σ ∝ r1/2, as expected from observations (e.g.
Heyer & Brunt 2004). This trend is clearer compared to that for
the whole population of clouds (Fig. 7), where there is considerable
scatter. In terms of a turbulent power spectrum, the observed relation
most resembles a power law of P ∝ k−4. This is commonly used in
simulations of molecular clouds, although the profiles here are more
irregular than would arise with a simple power law.2 The shape of
each individual profile is quite irregular whilst there is some scatter
between the different profiles at a particular r. All the profiles flatten
off at larger radii, likely due to the edge of the cloud being reached.
The density profiles are shown in the middle panel of Fig. 9. The
profiles show a rough power-law dependence, of ρ ∝ r−α , where
1.5 < α < 2. This is in fairly good agreement with other simulations
and observations determining the density profile of core envelopes
(e.g. Caselli et al. 2002) and larger clumps or filaments (Andre´ et al.
2013; Schneider et al. 2013; Go´mez & Va´zquez-Semadeni 2014).
Most of the profiles tend to be slightly flatter at larger radii, where
they are sampling a more uniform range of densities across the
cloud. Various kinks, or changes in the slopes again reflect the com-
plex structures. We then examined the velocity and density profiles
for the most massive clouds in the other simulations. Generally, we
2 Rey-Raposo, Dobbs & Duarte-Cabral (2015) compare the evolution of
molecular clouds from galaxy simulations to clouds modelled as spheres
with a turbulent velocity field.
Figure 9. Velocity dispersion and density profiles are shown for seven
clouds from Run 1 ( = 0.1), with masses between 5 × 104 and 5 × 105 M.
The dashed black line in the upper panel shows σ = 0.7(r/1 pc)0.5 km s−1,
whilst the dashed black line in the second panel shows ρ ∝ r−2. The lower
panel shows one of these clouds in the plane of the disc (third panel) and in
the xz plane (fourth panel). The mass of this cloud is 5 × 104 M, and it
is resolved with ∼1.3 × 104 particles. The colour scale shows the density.
Density peaks are situated at various positions in the cloud, some appearing
to lie close to holes formed by stellar feedback (crosses, see text).
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found very similar properties to those in Fig. 9. For the higher ef-
ficiency simulation ( = 0.4, Run 2), the peak velocity dispersions
were slightly higher, ∼5 km s−1 compared to 4 km s−1 in the other
models, as might be expected. Density profiles were similar in all
the simulations.
We also computed radial density and velocity dispersion profiles,
but using all the gas within a given radius of the centre of mass
of a cloud, not just the gas selected as a cloud. In this case, the
velocity dispersion profiles still increased at large radii, leading to a
continuation of the σ ∝ r1/2 scaling relation. They were unchanged
at small radii. The main difference with the density profiles is that
they are slightly flatter at large radii, as would be expected from
including more gas at larger radii. Eventually, we would expect the
density profiles to completely flatten out, as a fuller range of ISM
densities is sampled.
All the clouds exhibit multiple density peaks, and holes, indica-
tive of bursts of star formation occurring over time. An example
structure of one cloud is shown in the lower panels of Fig. 9 (one
of the smaller clouds in our sample). For ease of viewing, the scale
is changed to parsecs, centred on (0, 0, 0) pc. Three very recent
feedback events associated with this cloud were identified, two in
the top-half of the cloud (in xy space) from around 0.5 Myr ago and
the other in the lower-half from around 1 Myr ago. The positions are
difficult to determine with complete precision, as the cloud structure
changes with time, but the crosses indicate the equivalent part of the
cloud where feedback occurred. Interestingly, there are quite high
densities surrounding a hole on the right-hand side of the figure,
perhaps dense gas which has either survived after feedback events,
or dense gas that has been accumulated by feedback events. There
is also a strong peak in the north of the cloud, which seems to be
less obviously spatially correlated with stellar feedback.
5 STA R FO R M AT I O N R AT E S
5.1 Star formation rates at different resolution, and with
different feedback recipes
In this section, we study the star formation rates in the global simu-
lations, and with the different feedback prescriptions. We compare
the star formation rate from two resimulations (Runs 1 and 2 with
instantaneous feedback) with the global simulation in Fig. 10 (top
panel). The global simulation shows a very steady star formation
rate, but note that this period is over 200 Myr into the simulation,
and the star formation rate is higher earlier (see Dobbs et al. 2011).
For both the global- and small-scale simulations, the star formation
generally tends to peak at the beginning of simulations, and then
level out, so the star formation rates in Fig. 10 should be compared
at later times. The star formation rate in the global simulation is
slightly lower, but compares reasonably well with Run 2 which
used lower feedback at later times. Given uncertainties in the feed-
back scheme, and the variations with time, the star formation rates
are roughly consistent between the global and resimulations.
Comparing the models with instantaneous feedback (Runs 1
and 2), the case with a higher star formation efficiency ( = 0.4,
Run 1) has a higher star formation rate compared to with  = 0.1
(Run 2), although only by a factor of 2. This is again in agreement
with (Dobbs et al. 2011), who proposed that star formation was
largely self-regulating. The star formation rate for the model with
stochastic feedback (Run 3, Fig. 10 lower panel) shows a similar
amount of star formation, although the star formation rate starts
higher and decreases more rapidly compared to Runs 1 and 2. The
models with energy input over time have a slightly higher rate (by
Figure 10. The star formation rates versus time are compared for the global
simulation and two of the resimulations (Runs 1 and 2) in the top panel.
Note that for the global simulation, the time-scale actually represents from
200 to 235 Myr in the simulation. The star formation rates are compared
for the models with different feedback prescriptions in the lower panel. The
error bar indicates the typical 1σ uncertainty due to the uncertainty in area,
and .
a factor of around 2 to 3), as again the stellar feedback seems to be
less disruptive when added over time, so gives a higher star forma-
tion rate for a similar effect on the structure on the gas compared to
the other simulations. However, by our end time of 20 Myr, these
models have star formation rates in closer agreement with the other
simulations.
As well as noting that our simulations produce lower star for-
mation rates compared to Bonnell et al. (2013) and Van Loo et al.
(2013), in Rey-Raposo et al. (2015), we simulate individual clouds
from both Dobbs & Pringle (2013) and this paper, without feed-
back. There we find star formation rates about 100 times higher
than those in Fig. 10, although the typical profile of the star for-
mation rate with time (a rapid initial increase followed by a slow
decline) is very similar to those shown in Fig. 10. This again indi-
cates that stellar feedback is determining the magnitude of the star
formation rate.
5.2 The Schmidt–Kennicutt relation
Our simulations with higher resolution, and the inclusion of star
particles, also allow us to study the variation of star formation
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rate with surface density (the Schmidt–Kennicutt relation) more
robustly than before (see e.g. Dobbs et al. 2011, where we only
considered global star formation rates). In this section, we use mod-
els with star particles included. We take Run 5, where we consider
star formation over a 19 Myr period, and Run 1S where we reran
Run 1 (with instantaneous feedback and  = 0.4) between 19 and
27 Myr, including star particles. Fig. 11 (upper panel) shows a
column density map of a region of Run 5, including the star parti-
cles. As expected they appear concentrated in the spiral arms, and
can be seen associated with dense interarm structures. To produce
a Schmidt–Kennicutt type figure, we divide the entire region into
50 pc cells, over which we determine the surface density, and the
star formation rate. We compute the star formation rate simply by
counting the number of star particles in each cell (so they will have
ages up to 8 Myr for Run 1S and 19 Myr for Run 5). Our results
are shown in Fig. 11, lower panels, with points also from models
by Bonnell et al. (2013) and the observations of Bigiel et al. (2008).
The results from the resimulations, which include stellar feedback,
are clearly in better agreement with the observations compared with
Bonnell et al. (2013). As discussed previously, the star formation
rates are considerably lower. The star formation rates are still a little
high compared to the observational data for Run 5, but are in quite
good agreement for Run 1S. It is difficult to compare the shape of
the distribution of the simulated points with observations, and the
simulations are limited from obtaining high gas surface densities by
the inclusion of feedback at such densities, but there is a tendency
for distribution to curve to a shallower slope at around 10 M pc−2
in both the observational and simulated data. Cells at very low sur-
face densities containing star particles tend to reflect the movement
of star particles away from their birth sites, or the action of feedback
blowing out a hole.
We investigated star formation rates using boxes of different
sizes. For a cell size of 100 pc, we simply obtain less scatter. For a
cell size of 500 pc, more comparable with the resolution of Bigiel
et al. (2008), we do not obtain such high surface density points,
so it was difficult to make a comparison. We also tried plotting the
star formation rate versus molecular hydrogen surface density. This
yielded points in a similar location to those shown in Fig. 11 (lower
panel), but again with a rather limited range of surface density and
star formation rates to offer any insights.
6 C O N C L U S I O N S
We have investigated the ISM on scales which incorporate galactic
dynamics whilst resolving clouds from a few hundreds of M to
106 M. We are able to model this regime by resimulating a sec-
tion from a previous isolated galaxy simulation at higher resolution,
achieving a particle mass of 3.85 M. We still keep a relatively sim-
ple feedback scheme, although we do investigate different feedback
prescriptions and the outcome with feedback spread over different
time-scales. However, our aim here is to study the properties of
the ISM with our large-scale feedback (i.e. supernovae and winds)
resolved very well, rather than add smaller scale processes which
are poorly resolved. This also means we can directly compare the
global simulation and resimulations.
We find overall good agreement with the results of the original
global calculations, and our resimulations, in terms of the properties
of GMCs. This suggests that the properties of our global simula-
tions are reliable. The main exception appears to be that the velocity
dispersions of poorly resolved clouds can be problematic. The sim-
ulations presented here also show that the trends in the properties of
molecular clouds appear to continue down to clouds <1000 M.
Figure 11. A column density plot is shown for Run 5 which includes star
particles in the top panel (star particles are shown in black). The lower panels
show the star formation rate versus (total) gas surface density from Runs 5
and 1S. The lower panels include points from two models (with different
mean surface densities) from Bonnell et al. (2013) and observational data
from Bigiel et al. (2008). The results from this paper are clearly in better
agreement with Bigiel et al. (2008). Null points for the models are shown at
SFR = 5 × 10−4 M kpc−2 Myr−1. Null points for the observations are
not shown. For the results in this paper, the star formation rates are set by
integer multiples of star particles of fixed mass, hence the discrete sets of
values.
The clouds show increasing scatter of α with lower masses, level-
ling off around 1000 M, roughly constant surface densities at all
masses, and a mass spectrum of ∼M−2.
We clearly see much more structure in our resimulations than
the global simulations, and we can resolve GMCs in much more
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detail. Tracing from a peak in density, we find density and veloc-
ity dispersion profiles of around ρ ∝ r−2 and σ ∝ r0.5. We can also
see clear structure in the clouds, with holes from stellar feedback,
dense regions adjacent to holes, and other regions of dense gas. The
GMCs are highly structured, with multiple holes and dense peaks,
indicating multiple episodes of star formation. Our resolution also
demonstrates the ubiquity of filaments in the ISM, although we
noted that filaments were at least easier to pick out in less chaotic,
interarm regions. The filaments arise predominantly through shear-
ing of dense regions, such as GMCs, Giant Molecular Association
(GMAs) due to the galactic rotation, but there is some evidence
that feedback shapes interstellar filaments, in particular leading to a
few vertically aligned filaments. Filaments likewise can show clear
holes originating from stellar feedback, whilst in the vertical di-
rection clear shells are seen, in some cases broken where gas is
escaping above and below the plane of the disc.
Lastly, we studied the star formation rates in the simulations, and
the Schmidt–Kennicutt relation. In comparison to previous simula-
tions that study similar scales, but without feedback, we get much
more realistic star formation rates, with lower star formation effi-
ciencies.
Our results show little dependence on the feedback scheme used.
We see that feedback with a higher star formation efficiency gen-
erates more hot gas, larger bubbles, and a slightly higher velocity
dispersion. Having the feedback spread over time is likely more
realistic, but does not greatly effect our results. Potentially, a more
dramatically different feedback scheme, which includes for exam-
ple more supernovae occurring when stars are no longer associated
with clouds, could induce different results. In the simulations pre-
sented here though, the results seem most dependent on the parent
galaxy model, and the properties of the gas and dynamics. We do not
include smaller scale feedback processes such as photoionization,
but leave these for future work. We also present our results here in
terms of total densities, rather than in terms of H I, H2 and CO (cf.
Duarte-Cabral 2014), but again we leave this for future work.
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