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The concept of the current generation of remote sensing satellites, is to send raw image
data to the ground. Due to the extremely high volume of the image data, transmission
capacity is a bottleneck. Also there is a high latency between image acquisition and the
delivery of the product data, which can be in the range of several hours. This can be a
real restriction for time critical applications, as disaster recognition.
By performing data analysis directly after the image acquisition on board, the satellite
useless data can be filtered out and time critical information can be delivered to the
customer within a few minutes. The downside of this concept is that image processing
has to be performed on board of the satellite. Many image processing steps are compu-
tationally too intensive for a software implementation on the on-board computer. One
possible solution is the implementation of these demanding processing steps on a special
computing unit, called field-programmable gate array (FPGA). If a processing step is
suitable for an FPGA implementation, high performance and low power consumption
can be provided.
In this work a high-performance FPGA implementation of image segmentation, including
connected-component labeling (CCL), is presented. Especially two processing algorithms,
the gap-smoothing algorithm and the two-pass single storage CCL (TPSS-CCL) method,
which are the main components of the process chain, are explained in detail. The gap-
smoothing algorithm is a edge preserving smoothing filter, that can handle heavy image
noise. The TPSS-CCL is a special memory efficient implementation of the classical two-
pass connected-component labeling method, able to process images without restrictions
in complexity and the number of connected components. Both filters have been specially
designed delivering high performance on an FPGA and are able to process large complex
image data. The performance of the FPGA implementations of these algorithms have
been studied in detail. Also the the hardware requirements for the implementations are
presented.
The second part of this work focuses on the evaluation of segmentation quality. An
accurate, an objective and an good to interpret method for measuring the quality of
segmentation methods is presented. The measurement process is based on the new de-
veloped SAEQ metric. This metric is able to determine the difference between image
segmentations.
With SAEQ the qualitative performance of the segmentation process, presented in this





Das Konzept der aktuellen Generation von Fernerkundungssatelliten, Aufnahmen zu ei-
nem fest vorgegeben Zeitpunkt durchzuführen und ohne weitere Zwischenverarbeitung
zur Erde zu senden, stößt gerade bei der Nutzung von moderneren hochauflösenden
Sensoren aufgrund der extrem hohen Datenmenge und gleichzeitig begrenzter Übertra-
gungskapazitäten an seine Grenzen. Durch die Auswertung von Fernerkundungsdaten an
Bord eines Satelliten, können nicht verwertbare Bilddaten bereits vor der Übertragung
zur Erde ausgefiltert werden, wenn nicht sogar die meist wesentlich kompaktere Nutz-
information, direkt an Bord extrahiert werden. Einer der wesentlichsten Vorteile der an
Bord Datenverarbeitung ist jedoch, dass sich der Zeitraum vom Zeitpunkt der Aufnah-
me bis zur Auslieferung der Nutzinformation in vielen Fällen deutlich verkürzen lässt.
Gerade in Hinblick auf Katastrophenwarnsysteme ist dies ein entscheidender Faktor.
Viele Verarbeitungsschritte, welche bei einer Bildanalyse anfallen, sind jedoch sehr re-
chenaufwendig. Sie können in Software auf heutigen On-Board Computern oftmals nicht
im gewünschten Maße durchgeführt werden. Ein Lösungsansatz stellt die Implementa-
tion dieser Verarbeitungsschritte in Hardware dar. Falls sich diese Verfahren für eine
Hardwareimplementation eignen, kann eine hohe Rechenleistung bei einem relativ ge-
ringen Energieverbrauch bereitgestellt werden. Dies ist jedoch meistens mit erheblichen
Entwicklungsaufwand verbunden. Ein Möglichkeit Hardware mit vergleichsweise gerin-
gem Aufwand zu realisieren, stellen konfigurierbare Hardwarebausteine, sogenannte Field
Programmable Gate Arrays (FPGAs) dar.
In dieser Arbeit wird gezeigt, wie eine Bildsegmentation auf einem FPGA realisiert wer-
den kann. Die Bildsegmentation ist ein rechenaufwendiger Schritt, welcher ein essentieller
Teil in der Verarbeitungskette vieler Bildanalyseverfahren ist. Sie lässt sich jedoch auf-
grund der Komplexität nicht ohne weiteres auf einem FPGA implementieren. Im Rahmen
dieser Arbeit wurde daher ein, speziell für eine FPGA-Implementation geeignetes, kanten-
erhaltendes Glättungsverfahren entwickelt. Außerdem musste ein Ansatz entwickelt wer-
den, mit welchem die Bestimmung der Zusammenhangskomponenten eines Bildes – dass
sogenannte Connected Component Labeling – großer und komplexer Bilder performant
und speicherschonend auf einem FPGA durchgeführt werden kann. Das Laufzeitverhalten
und der Ressourcenverbrauch wurde anhand verschiedener Modellimplementationen de-
tailliert untersucht, und um die Leistungsfähigkeit besser einordnen zu können ebenfalls
ein Vergleich mit Softwareimplementationen durchgeführt.
Ein weiterer Schwerpunkt dieser Arbeit liegt auf der qualitativen objektiven Bewertung
eines Segmentationsprozesses. Es wird ein möglicher Weg aufgezeigt, wie die qualitati-
ve Leistungsfähigkeit eines Segmentationsverfahrens ermittelt werden kann. Es wurde
hierbei insbesondere darauf Wert gelegt, den Begriff der Segmentation und der Segmen-
tationsqualität auf exakte, mathematisch formulierte Grundlagen zu stellen. Mithilfe der
mathematisch exakten Darstellung, konnte ein existierendes Bewertungsverfahren maß-
geblich erweitert werden. Hierdurch konnte die Qualität des entwickelten Segmentations-
verfahrens deutlich verbessert und eine detaillierte Untersuchung der Leistungsfähigkeit
des Segmentationsverfahren vorgenommen werden. In diesem Rahmen wurde auch ein
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Ziel dieser Arbeit ist es, der Gruppe On-Board-Classification (OBC) am Deutschen Zen-
trum für Luft- und Raumfahrt e.V. (DLR) Verfahren zur Analyse von optischen Ferner-
kundungsdaten an Bord eines Satelliten bereitzustellen.
Dies ist eine der Grundvoraussetzungen für moderne, intelligente Erdbeobachtungssatel-
litensysteme [1], die nicht nur fest vorgegebene Bildaufnahmen erstellen und diese in einer
fest vorgegebenen Reihenfolge zur Erde senden, sondern selbstständig entscheiden sollen,
ob und wann es sinnvoll ist, eine Aufnahme zu machen, welche Daten, zu welchem Zeit-
punkt, in welcher Reihenfolge, auf welchem Kommunikationskanal übertragen werden.
Bei unvorhersehbaren Ereignissen, wie zum Beispiel Naturkatastrophen, sollen zukünf-
tige Erdbeobachtungssatellitensysteme in der Lage sein, diese Krisensituation zu erken-
nen, eine erste Analyse durchzuführen, um gegebenenfalls unmittelbar Alarm schlagen
und eigenständig weitere Aufnahmen des Krisengebietes einplanen und durchzuführen
zu können.
Um in Zukunft derart komplexe Satellitensysteme realisieren zu können, besteht in vie-
len unterschiedlichsten Themenfeldern, vor allem im Bereich der Datenverarbeitung und
On-Board-Intelligenz, noch ein gewaltiger Entwicklungsbedarf. Eine Hauptaufgabe der
Datenverarbeitung an Bord eines Erdbeobachtungssatellit ist die zielgerichtete Analy-
se von aufgenommenem Bildmaterial. Die Nutzinformation soll vollständig automatisch,
innerhalb einer meistens kurzen Zeitspanne extrahiert werden. Um dies durchführen zu
können, müssen geeignete, vollständig automatisch ablaufende Methoden zur Verfügung
stehen oder entwickelt werden. Und es muss ihnen ausreichend Rechenleistung an Bord
des Satelliten zur Verfügung gestellt werden.
Diese Arbeit beschäftigt sich in erster Linie mit der letzteren Problematik. Mit gewöhn-
lichen, auf Standartprozessoren basierten Bordrechnern ist es in vielen Fällen nicht mög-
lich, die erforderliche Rechenleistung aufzubringen. Daher müssen alternative Wege ge-
funden werden. Eine Lösungsmöglichkeit besteht darin, die Verfahren direkt in Hardware
zu realisieren. Sind die Verfahren gut für eine Hardwareimplementation geeignet, kann
eine sehr hohe Verarbeitungsleistung erreicht werden. Dies ist beispielsweise bei fenster-
basierten Glättungs- oder Kantendetektionsfiltern, wie sie häufig in der Bildverarbeitung
eingesetzt werden, möglich [2]. Die Hardwareentwicklung ist jedoch ein komplexes Unter-
fangen. Software basierte Verfahren müssen oftmals erst aufwendig angepasst werden, um
sie performant in Hardware umsetzen zu können. Dieser Aufwand ist jedoch in vielen Fäl-
len notwendig. Beispielsweise wäre Full High Definition Videowiedergabe auf modernen
Smartphones ohne Hardwaredecodierung selbst mit den modernsten mobilen Prozessoren
nicht annähernd ruckelfrei möglich. Eine relativ komfortable Möglichkeit Hardwareschal-
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1 Einleitung
tungen zu realisieren stellen Field Programmable Gate Arrays (FPGAs) dar.
Der Schwerpunkt dieser Arbeit liegt im Themengebiet der Bildsegmentation, in erster Li-
nie für den Einsatz in Fernerkundungsanwendungen. Eine Bildsegmentation ist ein Ver-
arbeitungsschritt, der in vielen Bereichen der Bilddatenverarbeitung, insbesondere der
Objekterkennung, benötigt wird. Eine Bildsegmentation stellt bei vielen Aufgaben einen
der rechenaufwendigsten Verarbeitungsschritten dar. Eine zeitnahe Verarbeitung, gerade
von sehr großen Datenmengen, wie sie in der Fernerkundung anfallen, ist mit gewöhn-
lichen Bordrechnern kaum erreichbar. Mit einer auf FPGA basierten Hardwarelösung
könnte die notwendige Rechenleistung jedoch aufgebracht werden. Dies zu realisieren ist
das Hauptziel dieser Arbeit.
1.2 On-Board Bilddatenverarbeitung
Die meisten derzeit eingesetzten optischen Erdbeobachtungssatelliten, wie zum Beispiel
die der Landsat Reihe, arbeiten nach dem Store-And-Forward Prinzip. Die Bilddaten
werden nach der Aufnahme an Bord des Satelliten zwischengespeichert und bei einem
Kontakt mit einer Bodenstation zur Erde gesendet [3]. Auf den Inhalt oder die Qualität
der aufgenommen Daten wird bei dieser Prozedur nicht eingegangen. Dies ist aber bei
modernen Erdbeobachtungssatelliten, wie im Folgenden erläutert wird, unerlässlich, um
sie effizient betreiben zu können.
Ein Engpass, der bei vielen modernen und vor allem auch zukünftigen Erdbeobachtungs-
satelliten immer mehr in Erscheinung tritt, ist die Nutzdatenübertragung zur Erde. In
den letzten Jahrzehnten hat sich die Sensorik weitaus schneller weiterentwickelt als die
Kommunikationstechnologie [4]. Sowohl mit räumlich hochauflösenden Sensoren, als auch
mit hyperspektralen Sensoren, die Hunderte von Spektralkanälen besitzen [5], werden ex-
trem große Datenmengen erzeugt, welche mit heutigen Übertragungsverfahren nicht mehr
ohne Weiteres zum Boden transferiert werden können. Beispielsweise könnten mit dem
X-Sat Satelliten, welcher eine räumliche Auflösung von 10m im sichtbaren und nahem in-
fraroten Bereich hat, jeden Orbit 38GByte an Daten gewonnen werden. Es können davon
aber pro Orbit nur ungefähr 3,5GByte Daten abgesetzt werden [4]. Um diesen Engpass
zu lösen, wird an zwei Stellen angesetzt. Erstens wird versucht, die physikalische Da-
tenübertragungsbandbreite zu erhöhen. Moderne Erdbeobachtungssatelliten, wie die der
Sentinel-2 Reihe [6], verwenden leistungsfähige X-Band Transmitter und setzen auf eine
Vielzahl von Bodenstationen. Auch sollen bei den Sentinel Satelliten bereits neuartige
Übertragungskonzepte, wie eine Datenübertragung über ein Netzwerk aus geostationären
Kommunikationssatelliten, eingesetzt werden1. Zur Datenübertragung zwischen den Sa-
telliten sollen auch optische Laser Verbindungen eingesetzt werden. Auf der anderen Seite
wird On-Board Datenverarbeitung eingesetzt, um die zu übertragende Datenmenge zu
verringern. Durch Komprimierung der Rohbilddaten kann Datenvolumen reduziert wer-
den. Mit verlustfreier Kompression können Rohbilddaten beispielsweise durchschnittlich
um den Faktor 3 komprimiert werden [2]. Zusätzlich kann durch eine erste Datenanaly-
se an Bord des Satelliten die Übertagung nicht verwertbarer Daten vermieden werden.
1European Data Relay Satellite System (EDRS)
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1.2 On-Board Bilddatenverarbeitung
In vielen Fällen ist es beispielsweise sinnvoll, die Wolkenbedeckung in Satellitenaufnah-
men des Erdoberfläche schon an Bord zu ermitteln. Stark bewölkte Szenen können dann
herausgefiltert werden. Es kann auch von Vorteil sein Nutzdaten direkt an Bord des Sa-
telliten zu extrahieren, da diese meist ein sehr viel kleineres Datenvolumen, im Vergleich
zu den Rohdaten, besitzen.
Eine weitere Problematik heutiger Erdbeobachtungssatelliten ist die Latenz der Datenge-
winnung und der damit verbundenen fehlenden Flexibilität bei einer sich verändernden
Situation. Tritt ein nicht vorhersagbares Ereignis wie eine Überflutung oder ein Feuer
auf, ändert sich bei den meisten heutigen Erdbeobachtungssatelliten die Operationsaus-
führung nicht. Bis die Aufnahme zum Datenanalysezentrum geschickt wurde, hier das
Ereignis detektiert wurde, vergehen wertvolle Stunden, teils Tage, in denen schon eine
Analyse der Lage am Boden hätte erfolgen können, Alarm gegeben und weitere Auf-
nahmen des Krisengebietes angefertigt hätten werden können. Wird jedoch nach einer
Bildaufnahme sofort an Bord des Satelliten ein Katastrophenereignis wie eine Überflu-
tung oder ein Feuer festgestellt, kann unmittelbar darauf reagiert werden. Es könnte über
spezielle Kommunikationskanäle eine sofortige Warnmeldung an Einsatzkräfte erfolgen
und durch Datenpriorisierung ein möglichst schnelles Absetzen der für den Katastro-
phenschutz wichtigen Daten erreicht werden. Außerdem könnte sofort veranlasst werden,
das Katastrophengebiet nach Möglichkeit weiter zu beobachten, zum Beispiel durch ei-
ne Drehung des Satelliten oder mit Hilfe weiterer Satelliten in einem Satellitenverbund.
Vollständig unerlässlich ist eine On-Board Datenanalyse bei Echtzeitanwendungen wie
Navigation, bei Rendezvousmanövern oder Landemanövern auf Asteroiden oder fremden
Planeten. Eine Steuerung des Satelliten von der Erde aus ist aufgrund der Verzögerung
in vielen Fällen nicht möglich.
Um eine solche Funktionalität zur Verfügung zu stellen, muss die Datenverarbeitung
an Bord eines zukünftigen Erdbeobachtungssatelliten in der Lage sein folgende Aufga-
ben selbstständig bewältigen zu können: Bilddatenverarbeitung, Datenverwaltung, Da-
tenverteilung, Organisation, Ressourcen-Verwaltung, Sensor-/Plattformsteuerung, Missi-
onsscheduling und Missionsplanung. Zur Konstruktion eines solch komplexen Satelliten-
systems sind Beiträge von Wissenschaftlern und Ingenieuren aus vielen unterschiedlichen
Bereichen notwendig [1].
Im Folgenden werden einige wichtige Missionen kurz vorgestellt, bei denen einige der oben
genannten Funktionalitäten experimentell untersucht wurden. Auf dem am 22. Oktober
2001 gestarteten, vom DLR entwickelten Bispectral Infrared Detection Satelliten (BIRD)
wurde eine multispektrale Klassifikation von Wasserflächen, Brache, Wolken, Städten
und eine Feuerdetektion durchgeführt [7]. Ziel war es, thematische Karten an Bord des
Satelliten zu erstellen und die Fähigkeiten eines On-Board Feuerdetektionssystems zu
untersuchen.
Ein weitaus autonomeres System, und eines der am weitesten entwickelten Systeme in die-
sem Feld, ist das von der NASA entwickelte Autonomous Sciencecraft Experiment (ASE)
welches auf dem Earth Observing One Satelliten (EO-1) geflogen ist. Der EO-1 Satel-
lit wurde im November 2000 gestartet. Er ist unter anderem mit einem multispektralen
Sensor ausgestattet und war der erste Satellit auf dem ein Hyperspektralsensor mon-
tiert wurde. Eine weitere Besonderheit von EO-1 ist die Cross-Track-Pointing Fähigkeit,
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welche es trotz einer Wiederkehrrate von 16 Tagen ermöglicht ein Ziel fünf Tage hin-
tereinander beobachten zu können2 [8]. Mit dem ASE-Experiment konnte demonstriert
werden, dass an Bord eine vollständig autonome Missionsdurchführung möglich ist. Dabei
wurden Bilddaten an Bord des Satelliten untersucht und in Abhängigkeit dieser Analyse
wurde autonom der weitere Missionsverlauf geplant und auch ausgeführt [9]. Im Detail
wurden ausgewählte Zielgebiete im Hinblick auf bestimmte Ereignisse überwacht. Drei
unterschiedliche Szenarien wurden untersucht: Flut-Detektion, Schnee-Wasser-Eis-Land
Detektion und die Detektion vulkanischer Eruptionen [8, 10, 11]. Eine Fähigkeiten des
Satelliten war es, bei bestimmten Ereignissen, beispielsweise bei der Entdeckung eines
neuen Lavastromes, für die nachfolgenden Orbits selbstständig weitere Beobachtungen
des entsprechenden Zielgebiets einplanen und durchgeführt zu können.
1.3 Anforderungen an ein System zur On-Board
Bilddatenverarbeitung
Eine wichtige Anforderung, welche an eine On-Board Datenverarbeitung gestellt werden
muss, ist, dass sie voll automatisch abläuft, um autonomes Handeln zu ermöglichen. Ein
weiterer wichtiger Punkt für viele Anwendung ist die Echtzeitfähigkeit. Der Begriff Echt-
zeit ist nach DIN 44300 folgendermaßen definiert:
„Unter Echtzeit versteht man den Betrieb eines Rechensystems, bei dem Programme zur
Verarbeitung anfallender Daten ständig betriebsbereit sind, derart, dass die Verarbeitungs-
ergebnisse innerhalb einer vorgegebenen Zeitspanne verfügbar sind. Die Daten können je
nach Anwendungsfall nach einer zeitlich zufälligen Verteilung oder zu vorherbestimmten
Zeitpunkten anfallen.“
In dieser Beschreibung verstecken sich zwei wesentlichen Anforderungen, eine an das Ver-
fahren, welches dem auszuführendem Programm zugrunde liegt, und eine an das System,
auf dem der Algorithmus implementiert wird.
• Die erste Forderung ist, dass sich die Laufzeit des Verfahrens abschätzen lässt. Viele
Verfahren sind von den zu bearbeitenden Daten abhängig und es können sehr große
Unterschiede in der Bearbeitungszeit auftreten. Kann ein Datensatz in wenigen
Minuten abgearbeitet werden, könnten für einen weiteren Datensatz der gleichen
Größe mehrere Stunden benötigt werden. Man denke hier an Verfahren, welche in
einer großen Datenbank einen bestimmten Wert finden müssen, der nicht indiziert
ist, oder an Verfahren, welche eine möglichst kurze Verbindungsroute zwischen zwei
Wegpunkten finden sollen.
• Die zweite wesentliche Anforderung an ein Echtzeitsystem ist, dass das System
genügend Rechenleistung bereitstellen muss, um die Datenverarbeitung in der ge-
wünschten Zeit durchführen zu können. Muss eine aufwendige Berechnung in kurzer
2eine Beobachtung pro Tag
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Zeit durchgeführt werden, wird eine hohe Prozessierungsleistung benötigt. Gerade
Videoanwendungen benötigen aufgrund der Größe der zu verarbeitenden Daten,
der oft komplexen Rechenoperationen und der kurzen zur Verfügung stehenden
Verarbeitungszeit, sehr große Rechenleistung [12]. Außerdem muss sichergestellt
werden, dass die zur Datenverarbeitung benötigten Ressourcen auch zum passen-
den Zeitpunkt zur Verfügung stehen. Auf Software basierten Systemen, auf denen
sich unterschiedliche Prozesse die zur Verfügung stehenden Ressourcen teilen, müs-
sen hierfür oftmals aufwendige Vorkehrungen getroffen werden3.
Softwarelösungen können oftmals die erforderlichen Echtzeitanforderungen nicht erfüllen.
Dies liegt in erster Linie daran, dass die Prozessoren, welche auf Satelliten eingesetzt wer-
den können, nicht genügend Rechenleistung zur Verfügung stellen können. Viele Anwen-
dungen sind jedoch derart rechenaufwendig, dass selbst Hochleistungsprozessoren nicht in
der Lage sind, genügend Rechenleistung zu liefern. Der Grund ist die Prozessorarchitek-
tur von Standartprozessoren, welche darauf ausgelegt ist ein breites Aufgabenspektrum
bearbeiten zu können.
Eine spezialisierte Hardwarelösung kann Abhilfe schaffen. Um einem hohen Datendurch-
satz zur Verfügung zu stellen, werden beispielsweise zur Bildkompression auf Satelliten
häufig Application Specific Integrated Circuits (ASICs) eingesetzt [2]. Diese liefern oft-
mals eine weitaus höhere Rechenleistung als mit Standartprozessoren oder sogar Digital
Signal Prozessoren (DSPs) möglich wäre.
In den letzten Jahren werden auch Static Random Access Memory (SRAM) basierte
FPGA Lösungen populärer, da sie günstiger und einfacher zu entwickeln sind als ASIC
Lösungen und inzwischen oftmals genügend Leistung zur Verfügung stellen [2]. Ein großer
Vorteil gegenüber ASICs ist ihre (Re-)Konfigurierbarkeit. Daher können Änderungen
am System in der Entwicklungsphase und sogar innerhalb der Laufzeit einer Mission
durchgeführt werden [2]. FPGAs werden bereits auf Satelliten eingesetzt, beispielsweise
zur Bildkompression auf den Sentinel-2 Satelliten.
1.4 Wissenschaftliche Zielsetzung dieser Arbeit
Die Zielsetzung dieser Arbeit ist es, eine Methode zur Bildsegmentation bereitzustel-
len, welche vorteilhaft auf einer FPGA-Plattform implementiert werden kann und mit
welcher Fernerkundungsdaten prozessiert werden können. Konkret sollen Grauwertbilder
segmentiert werden und als Ergebnis ein Indexbild ausgegeben werden. Es soll außer-
dem die Qualität, die Leistungsfähigkeit und der Ressourcenverbrauch dieser Methode
untersucht und ein Vergleich mit alternativen Methoden durchgeführt werden.
Für eine Bildsegmentation mit dem Ergebnis eines Indexbildes sind zwei grundlegende
Prozessierungsschritte notwendig. Zuerst wird der lokale Zusammenhang ermittelt. Hier-
bei wird ausgehend von vorgegebenen Segmentationskriterien untersucht, ob benachbar-
te Bildpunkte in einem gemeinsamen Segment liegen oder nicht. Dies ist der eigentliche
Segmentationsschritt. Das Ergebnis gibt jedoch nur Auskunft über den Zusammenhang
3beispielsweise ein Echtzeitbetriebssystem mit speziell angepasste Anwendungen
17
1 Einleitung
benachbarter Bildpunkte. Ob zwei beliebige Bildpunkte in einem gemeinsamen Segment
liegen, ist noch nicht bekannt. Hierfür ist ein weiterer Prozessierungsschritt notwendig.
Bei diesem werden alle Bildpunkte, welche in einem Segment liegen, mit einem eindeu-
tigen gemeinsamen Index versehen. Dieser in der Bildverarbeitung grundlegende Schritt
wird Connected Component Labeling (CCL) genannt [13].
Im Detail sollen in dieser Arbeit folgende Einzelfragen geklärt werden. Es soll zuerst
geklärt werden, welchen Anforderungen der Segmentationsprozess genügen muss. Bei-
spielsweise muss sichergestellt sein, dass auch umfangreiche und komplexe Datenmengen
in einem relativ kurzen Zeitraum prozessiert werden können. Auch muss festgelegt wer-
den, nach welchem Segmentationskriterium die Segmentation durchgeführt werden soll.
Anschließend muss ermittelt werden, wie der Segmentationsprozess durchgeführt wer-
den kann. Die hierfür benötigten Verfahren sollten sich prinzipiell gut für eine FPGA-
Implementation eignen und sind derart zu modifizieren, dass sie die Vorteile, welche
FPGAs bieten, nutzen können.
Die Verarbeitungsgeschwindigkeit und die Echtzeiteigenschaften der (Einzel-)Verfahren4
sind ebenfalls zu ermitteln. Auch soll eine qualitative Einschätzung des Segmentations-
verfahrens durchgeführt werden. Insbesondere soll der qualitative Unterschied zwischen
dem Orginalverfahren und der für das FPGA optimierten Version ermittelt werden. Wenn
möglich, soll außerdem ein Vergleich mit verschiedenen alternativen Methoden im Hin-
blick auf Laufzeit, Echtzeitfähigkeit, Ressourcenverbrauch und Qualität durchgeführt
werden.
Abschließend muss ein Prototyp erstellt werden, um die prinzipielle Durchführbarkeit
zu bestätigen und weitere Eigenschaften wie Ressourcenverbrauch sowie die Verarbei-
tungsgeschwindigkeit und Echtzeitfähigkeit ermitteln zu können. Im Folgenden sind diese
Punkte nochmals stichpunktartig aufgeführt.
Teil 1: Segmentation
• Erstellung eines Anforderungsprofils
• Wahl eines für das FPGA prinzipiell gut geeigneten Segmentationsverfahrens für
Fernerkundungsdaten
• Optimierung des Verfahrens im Hinblick auf eine möglichst günstige FPGA-Imple-
mentation
• Abschätzung der benötigten Ausführungszeit, der Echtzeitfähigkeit und der Qua-
lität des Segmentationsverfahrens
• Vergleich des Verfahrens mit alternativen Methoden, hinsichtlich der Segmentati-
onsqualität, der Laufzeit, der Echtzeitfähigkeit und des Ressourcenverbrauchs
• Implementierung eines Prototypen auf einer FPGA Plattform zur Ermittlung der
Verarbeitungsgeschwindigkeit, Echtzeitfähigkeit und des Ressourcenverbrauchs
4Segmentationsprozess, CCL
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Teil 2: Connected Component Labeling
• Erstellung eines Anforderungsprofils
• Wahl eines für das FPGA prinzipiell gut geeigneten CCL Verfahrens für die An-
wendung in der Fernerkundung
• Optimierung des Verfahrens im Hinblick auf eine möglichst günstige FPGA-Imple-
mentation
• Abschätzung der benötigten Ausführungszeit und Echtzeitfähigkeit des CCL Ver-
fahrens
• Vergleich der Laufzeit und Echtzeitfähigkeit mit der ursprünglichen und mit alter-
nativen Methoden
• Implementierung eines Prototypen auf einer FPGA Plattform zur Ermittlung der
Verarbeitungsgeschwindigkeit, Echtzeitfähigkeit und des Ressourcenverbrauchs
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1.5 Gliederung der Arbeit
Kapitel 1: Einleitung Im Einleitungskapitel wird auf die Motivation welche hinter die-
se Arbeit steht und auf den Bereich On-Board Bilddatenverarbeitung, in welchem
diese Arbeit angesiedelt ist, eingegangen. Abschließend wird die wissenschaftliche
Zielsetzung und der Aufbau dieser Arbeit erläutert.
Kapitel 2: Bildsegmentation In diesem Kapitel wird zuerst dargelegt, was unter der
Segmentation eines Bildes zu verstehen ist. Anschließend werden aufgrund des Um-
feldes, des Einsatzgebietes und der Zielsetzung, Anforderungen an die Segmenta-
tionsmethode abgeleitet. Im Weiteren wird eine Übersicht über gängige Segmen-
tationsverfahren und Hardware-, insbesondere FPGA-Implementationen, gegeben.
Ausgehend vom Anforderungsprofil wird nun eine Methode gewählt, welche als
Grundlage der FPGA-Implementation verwendet werden soll.
Kapitel 3: Gap-Segmentation In diesem Kapitel wird das Gap-Segmentationsverfah-
ren vorgestellt, welches im Rahmen dieser Arbeit entwickelt wurde. Die grundsätz-
lichen Prozessierungsschritte werden näher erläutert, insbesondere die kantener-
haltende Gap-Glättung. Anschließend wird auf den grundlegenden Aufbau eines
FPGAs und dessen Programmierung eingegangen. Es wird näher dargestellt, wie
der Gap-Glättungsprozess auf dem FPGA implementiert wurde. Zum Schluss wird
aufgezeigt, welche Leistung mit der FPGA-Implementation erzielt werden kann,
auch im Vergleich zu einer Softwareimplementation.
Kapitel 4: Qualitätsuntersuchung In diesem Kapitel wird erläutert, wie die qualita-
tive Leistung eines Segmentationsverfahrens bestimmt werden kann. Anschließend
werden (optimale) Parameter für das Gap-Segmentationsverfahren ermittelt und
seine qualitative Leistungsfähigkeit bestimmt. Es wird ebenfalls ein Vergleich mit
alternativen Segmentationsverfahren durchgeführt. Zum Schluss wird demonstriert,
wie sich die mit der Qualitätsuntersuchung gewonnenen Ergebnisse auf reale Daten
übertragen lassen.
Kapitel 5: Connected Component Labeling In diesem Kapitel wird dargestellt, wie
das CCL großer komplexer Bilder auf einem FPGA durchgeführt werden kann.
Zuerst wird dargelegt, was unter CCL zu verstehen ist und es werden gängige
Verfahren vorgestellt. Ausgewählte Verfahren werden auf ihre Eignung untersucht.
Im Weiteren wird der Algorithmus vorgestellt, welcher in dieser Arbeit entwickelt
wurde. Im diesem Rahmen wird auch bewiesen, dass dieser Algorithmus fehlerfrei
ist. Anschließend wird dargelegt, wie das CCL Verfahren auf einem FPGA imple-
mentiert werden kann, und genau untersucht, welche Verarbeitungszeit für das CCL
benötigt wird. Um die Leistungsfähigkeit der FPGA Lösung einschätzen zu können,
wurde ebenfalls ein Vergleich mit einer Softwareimplementation des verwendeten
CCL-Verfahrens durchgeführt.
Kapitel 6: Schlussbemerkung Abschließend werden die Ergebnisse zusammengefasst,
ein kurzer Ausblick gegeben, und ein Fazit gezogen.
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2.1 Segmentierung von Bilddaten
Unter einer Bildsegmentation versteht man die flächenhafte Gliederung eines Bildes [13,
14, 15]. Die Bildpunkte werden anhand vorgegebener Kriterien zu Regionen, den Segmen-
ten, zusammengefasst. Jeder Bildpunkt wird einem Segment zugeordnet. Die Segmente
überdecken folglich das gesamte Bild und überlappen sich nicht. Zusätzlich wird in den
allermeisten Fällen gefordert, dass ein Segment eine örtlich zusammenhängende Region
darstellt. Im mathematischen Sinne ist eine Segmentation eines Bildes eine Partitionie-
rung des Ortsraumes, wobei zusätzlich gefordert wird, dass die einzelnen Komponenten
zusammenhängend sind. Eine exakte Definition wird in Abschnitt 4.2 gegeben.
Die Kriterien, nach denen eine Segmentation durchgeführt werden soll, sind je nach An-
wendung entsprechend zu wählen. Sie beruhen in den allermeisten Fällen auf Homogenitäts-
und Heterogenitätsmerkmalen. Eines der gebräuchlichsten Merkmale, welches auch in
dieser Arbeit verwendet wird, ist das Merkmal des mittleren Grauwerts. Die Bildpunkte
eines Segments sollen ähnliche Grauwerte besitzen und sich von den Grauwerten benach-
barter Segmente signifikant unterscheiden.
Das Ergebnis einer Bildsegmentation lässt sich auf unterschiedlichste Arten darstellen.
Eine der häufigsten Darstellungsarten ist es, den Rand der einzelnen Segmente anzu-
geben, beispielsweise in Form eines Polygonzugs. Hierbei können die Bildpunkte jedoch
noch nicht direkt den einzelnen Segmenten zugeordnet werden. Mithilfe eines zusätzli-
chen Verarbeitungsschrittes, dem Connected Component Labeling, kann eine Labelmaske
erstellt werden. Hierbei wird jedem Bildpunkt ein Zahlenwert zugeordnet, welcher einein-
deutig seiner Zusammenhangskomponente, dem Segment, entspricht. Dieser Zahlenwert
wird auch als Label oder Index bezeichnet. Dies ist auch die in dieser Arbeit verwendete
Darstellungsform, da hierdurch unmittelbar abgelesen werden kann, welchem Segment
ein Bildpunkt zugeordnet ist. Diese Information wird für viele weiterführenden Verarbei-
tungsschritte benötigt, beispielsweise für eine Objekterkennung.
In Abbildung 2.1 ist eine Segmentation einer panchromatischen WorldView-1 Szene in der
Nähe von Peking gezeigt. Auf der linken Seite befindet sich das Satellitenbild. Hierauf
sind unterschiedliche Bildbereiche, wie Ackerflächen, Wasserflächen, Stadtbereiche, ein
Fluss und einzelne Gebäudekomplexe zu erkennen. Diese Bildbereiche lassen sich in erster
Linie dadurch unterscheiden, dass ihre Bildpunkte ähnliche Grauwerte besitzen, welche
sich größtenteils signifikant von ihrer Umgebung unterscheiden. Sie genügen daher dem
Kriterium des mittleren Grauwertes, nach welchem in diesem Beispiel segmentiert wurde.
Auf der rechten Seite ist die Labelmaske dargestellt. Die Segmente sind hierauf unter-
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Abbildung 2.1: Segmentation einer panchromatischen World View 1 Szene, links die Sa-
tellitenbildaufnahme, rechts die Labelmaske
schiedlich eingefärbt1. Es ist zu erkennen, dass die Segmente örtlich zusammenhängende
Regionen bilden. Beispielsweise zerfällt der Fluss in zwei Segmente, da er durch eine
Brücke getrennt wird.
Viele Bildbereiche, wie Wasserflächen, Ackerflächen und Gebäudekomplexe werden sub-
jektiv betrachtet gut separiert. Einige wurden jedoch vom subjektiven Standpunkt aus
weniger gut segmentiert. Beispielsweise gibt es ein Vielzahl von kleinen Segmenten, die
auf den ersten Blick störend wirken.
2.2 Was ist eine gute Segmentation?
In Abbildung 2.2 finden sich zwei weitere Segmentationsergebnisse der WorldView-1 Sze-
ne aus Abbildung 2.1.
Abbildung 2.2: Weitere Segmentationen der WorldView-1 Szene aus Abbildung 2.1
Hierauf sind deutlich weniger Segmente vorhanden, die subjektiv störend wirken. Außer-
1Aufgrund der beschränkten Anzahl an darstellbaren Farbwerten ist verschiedenen Segmenten teilweise
der gleiche Farbwert zugeordnet
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dem scheinen die zwei Segmentationen insgesamt etwas gröber zu sein. Eine geeignete
Segmentation dieser Szene ist natürlich anwendungsabhängig. Hier jedoch stößt man auf
zwei fundamentale Probleme der Bildsegmentation:
1. Was ist eine gute Segmentation (in Abhängigkeit einer Anwendung)?
2. Wie erhalte ich diese Segmentation?
Diese Fragen stellen sich bei jeder Segmentationsaufgabe und ein generelles Verfahren,
diese zu behandeln, gibt es bis jetzt nicht. Schon der erste Punkt stellt in vielen Fällen
eine fast unlösbare Aufgabe dar. Denn auch wenn man eine konkrete Anwendung im
Auge hat, hat man oftmals nur eine grobe Vorstellung wie das gewünschte Segmenta-
tionsergebnis auszusehen hat. Und überdies muss ein möglichst exaktes und konkretes
Segmentationskriterium formuliert werden, welches diese Vorstellung widerspiegelt. In
der Praxis wendet man daher oft verfügbare Segmentationsmethoden an und überprüft
ihre Eignung. Da die in dieser Arbeit entwickelte Segmentationsmethode ein Grundla-
genwerkzeug für verschiedenste Anwendung ist, soll nach einem Kriterium segmentiert
werden, welches möglichst allgemein angewendet werden kann. Ein sehr grundlegendes
Kriterium ist der mittlere Grauwert, der auch in dieser Arbeit verwendet wird. Andere
Kriterien, basierend auf Rauigkeits- oder Texturmerkmalen, können behandelt werden,
indem ihr Rauigkeits- oder Texturmaß in einem Grauwertbild codiert wird.
Mit der in dieser Arbeit vorgestellten Segmentationsmethode lassen sich auch Bilder mit
mehreren Kanälen bearbeiten, denn beim der Segmentation ist nur die Differenz der
Grauwerte benachbarten Bildpunkten entscheidend. Anstatt den Betrag der Grauwert-
differenz zu verwenden, kann bei mehrkanaligen Bildern der Betrag einer Vektordifferenz
herangezogen werden.
Für eine objektive Qualitätsanalyse, welche in dieser Arbeit durchgeführt werden soll,
ist ein exakt definierter Gütebegriff notwendig. In Kapitel 4.3 wird auf die in diesem
Abschnitt aufgeworfenen Fragen näher eingegangen. Um aber überhaupt eine geeignete
Segmentationsmethode bereitstellen zu können, müssen die an diese Methode gestellten
Anforderungen möglichst exakt formuliert werden.
2.3 Anforderungen an die Segmentationsmethode
Aufgrund des Umfeldes, des Einsatzgebiets und der Zielsetzung ergeben sich, wie in den
vorherigen Abschnitten bereits angesprochen, drei grundlegende Anforderungen:
1. Automatische Segmentation einkanaliger Fernerkundungsbilder
2. Erfüllung grundlegender Echtzeitanforderung
3. Eignung für eine FPGA-Implementation
Ausgehend von diesen Punkten werden im Folgenden konkrete Anforderungen abgeleitet.
Der erste wichtigste Punkt ist, welche Daten verarbeitet werden müssen und welche An-
forderungen an das Resultat gestellt werden. Die Segmentationsmethode soll einzelne
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Bildbereiche aufgrund räumlicher Merkmale für spätere Verarbeitungsschritte aus einer
Gesamtszene herauslösen. Diese Merkmale sollen möglichst grundlegend und allgemein
sein, um an die Bedürfnisse möglichst vieler Anwendungen angepasst werden zu kön-
nen. Wie im vorherigen Abschnitt bereits aufgezeigt, ist ein grundlegendes Merkmal,
nach dem Bildbestandteile voneinander getrennt werden können ihr mittlerer Grauwert.
Die Segmentationsmethode soll daher benachbarte Bildpunkte, welche einen ähnlichen
Grauwert haben, zusammenfassen und Bildpunkte, die sich signifikant im Grauwert un-
terscheiden, trennen. Wichtig ist hierbei zu bemerken, dass das Merkmal des mittleren
Grauwerts von den Absolutwerten der Bildpunkte eines Segments unabhängig ist. Eine
Einteilung aufgrund absoluter spektraler Merkmale wird üblicherweise im Rahmen einer
Bildklassifikation durchgeführt. Die Methode muss aufgrund des Anspruches nach einer
universellen Verwendbarkeit prinzipiell auch von der Größe, Form und Anzahl der Seg-
mente unabhängig sein. Der Segmentationsprozess muss wegen des geplanten Einsatzfel-
des vollständig automatisch durchgeführt werden können. Außerdem soll die Möglichkeit
bestehen auch Satellitenaufnahmen mit einer hohen Anzahl an Bildpunkten zu verar-
beiten. Als Anhaltspunkt wurden panchromatische Landsat-7 Szenen herangezogen, bei
welchen über 10000*10000 Bildpunkte verarbeitet werden müssen. Es wurde außerdem
davon ausgegangen, dass acht Bit zur Darstellung eines Bildpunkts ausreichend sind,
um den spektralen Dynamikumfang bei ausreichender spektraler Auflösung darstellen zu
könne. Die Farbtiefe kann jedoch bei der in dieser Arbeit vorgestellten Methode, falls
benötigt, beliebig angepasst werden.
Der zweite Punkt ist die Echtzeitanforderung. Um Echtzeitkriterien nachweislich erfül-
len zu können, muss auf alle Fälle eine obere Schranke für die Laufzeit der Methode
bekannt sein. Natürlich werden auch Anforderungen an die Höhe der Laufzeit gestellt.
Diese ist von der gewünschten Anwendung abhängig. Jedoch ist es wichtig, eine vernünf-
tige Größenordnung anzugeben, um die Entwicklung in die richtige Richtung zu führen.
Der Fokus liegt auf der Bilddatenverarbeitung und nicht auf Videoprozessierung. Nach
Abwägung verschiedener möglicher Einsatzszenarien und des technisch Möglichen, wurde
festgesetzt, dass der Gesamtprozess der Segmentation mit realistischen Hardwareanfor-
derungen bei moderater Bildgröße2 in wenigen Sekunden und bei sehr großen Bildern3
in wenigen Minuten abgeschlossen werden sollte.
Der dritte Punkt ergibt sich aus der Anforderung, dass die Methode auf einem FPGA
möglichst performant und ressourcenschonend implementiert werden soll. Eine hohe Ver-
arbeitungsleistung auf einem FPGA ist in erster Linie durch parallele Datenverarbeitung
zu erreichen. Daher sollte sich die Methode gut parallelisieren lassen. Ein Voraussetzung
für eine Parallelisierung ist, dass sich die Gesamtaufgabe in möglichst viele Teilaufgaben
zerlegen lässt, die unabhängig voneinander bearbeitet werden können.
Ein weiterer wichtiger Punkt im Hinblick einer FPGA-Implementation ist, dass der Pro-
grammverlauf möglichst statisch sein sollte, denn das Programm muss mit allen seinen
möglichen Programmabläufen auf dem FPGA abgebildet werden. Für jede Programm-
verzweigung wird ein Schaltkreis benötigt. Verzweigungen welche selten oder überhaupt




nicht benutzt werden, sollten vermieden werden. Für den Entwickler bedeutet dies, mög-
lichst keine if- oder switch- Anweisungen zu verwenden, insbesondere falls sie komplexe
Ausdrücke enthalten.
Dies führt direkt auf den letzten Punkt, der Komplexität der verwendeten Verfahren.
Das verwendete Verfahren sollte mit möglichst wenigen und möglichst einfachen Rechen-
operationen umsetzbar sein. Zur Implementation einer Divisionseinheit oder einer Wur-
zelberechnungseinheit beispielsweise sind große Schaltnetzwerk nötig, welche auf einem
FPGA realisiert werden müssten. Erschwerend kommt hinzu dass sich komplexe Rechen-
operation negativ auf die maximale Taktfrequenz, mit welchem das FPGA betrieben
werden kann, auswirken. Komplexe Rechenoperationen sollten daher soweit es möglich
ist vermieden werden. Zusammenfassend sind folgende Anforderungen herausgearbeitet
worden:
• Segmentation von Grauwertbilder mit einer Farbtiefe von acht Bit, nach dem Merk-
mal des mittleren Grauwerts
• Unabhängigkeit von Form, Größe und Anzahl der Segmente
• Vollständig automatischer Ablauf
• Fähigkeit prinzipiell sehr große Bilder verarbeiten zu können
• Eine obere Schranke der Laufzeit der Methode muss bekannt sein
• Die maximale Gesamtlaufzeit der Methode soll bei kleineren Bildern maximal einige




• Keine komplexen Rechenoperationen
Dies sind die Punkte, welche bei der Wahl einer geeigneten Segmentationsmethode zu
beachten sind. Diese Punkte stehen größtenteils auch in Konkurrenz zueinander. Es muss
letztendlich ein Kompromiss zwischen der Qualität, der Verarbeitungszeit und des Res-
sourcenverbrauchs gefunden werden. Im nächsten Abschnitt werden die gängigsten Seg-
mentationsverfahren vorgestellt.
2.4 Segmentationsverfahren
In diesem Abschnitt soll eine Übersicht über grundlegende Segmentationsverfahren gege-
ben werden, wie sie beispielsweise in [16] und vielen anderen Veröffentlichungen zu finden
sind. Außerdem erfolgt eine erste Abschätzung, inwieweit diese Verfahren prinzipiell die
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Kriterien, welche im letzten Abschnitt formuliert wurden, erfüllen.
Schwellenwertverfahren
Eine der am häufigsten benutzten Methoden stellen Schwellenwert-basierte Segmentati-
onsverfahren dar. Bei diesen Verfahren erfolgt zuerst eine Einteilung des Farbraumes4
eines Bildes in verschiedene Klassen. Die einzelnen Bildpunkte werden dann ausschließ-
lich aufgrund ihres Farbwertes der entsprechenden Klassen zugeordnet und benachbarte
Bildpunkte, die der gleichen Klasse angehören, zu einem Segment zusammengefasst. Die
Klasseneinteilung des Farbraums erfolgt in vielen Fällen durch die Vorgabe vordefinierter
Schwellenwerte. Da die Segmentation des Bildes von den absoluten Farbwerten abhängig
ist, kommt diese Methode aufgrund der gestellten Anforderungen (Abschnitt 2.3) nicht
in Frage. Es kann jedoch die Farbverteilung des Bildes herangezogen werden, um eine
speziell an das Bild angepasste Klasseneinteilung des Farbraums vorzunehmen. Hier-
zu werden je nach Einsatzgebiet allgemeine Klassifikationsmethoden wie das k-Means
Clustering herangezogen, aber auch spezielle Verfahrensweisen, wie die Otsu-Methode
[17], welche bei bimodalen Segmentationsproblemen5 verwendet wird. Diese Verfahren
funktionieren gut, falls zur Segmentation einige wenige Klassen im Farbraum ausreichen
und diese sich signifikant unterscheiden. Falls viele Bildbereiche vorhanden sind, welche
ähnliche mittlere Grauwerte besitzen, kann, wie bereits in [16] gezeigt, kein vernünfti-
ges Ergebnis mehr erzielt werden. Da dies auf viele Anwendungen in der Fernerkundung
zutrifft, kommt diese Art von Methoden in dieser Arbeit nicht in Betracht. Dies könnte
zwar durch lokale Schwellwertverfahren, bei denen das Bild in mehrere Bereiche eingeteilt
und die Schwellenwerte jeweils für eine Region bestimmt werden oder noch dynamischere
Schwellenwertverfahren abgemildert werden. Aufgrund der hohen Komplexität wird auf
derartige Verfahren jedoch nicht näher eingegangen.
Regionorientierte Verfahren:
Die zweite große Klasse von Segmentationsverfahren stellen regionorientierte Verfahren
dar. Benachbarte Bildpunkte, welche ähnliche Eigenschaften aufweisen, werden dabei
zu Regionen zusammengefasst. Hierzu wird der Ortsraum eines Bildes oft als (math.)
Graph aufgefasst, wobei die einzelnen Bildpunkte den Knoten des Graphen entsprechen.
Haben benachbarte Bildpunkte ähnliche Eigenschaften, werden sie zusammengefasst. Der
Unterschied verschiedener Vertreter dieser Klasse beruht auf den verwendeten Ähnlich-
keitseigenschaften, insbesondere ihrer Lokalität. Die einfachsten Verfahren vergleichen
benachbarte Bildpunkte bezüglich eines gewählten Kriteriums, zum Beispiel ihrer Grau-
wertdifferenz, direkt miteinander. Aufgrund ihrer Lokalität eignen sich derartige Verfah-
ren vom technischen Standpunkt aus hervorragend für eine FPGA-Implementation, sind
aber andererseits sehr störanfällig. Weniger empfindlich sind Methoden, welche kleine
Umgebungen der Bildpunkte, zum Beispiel den Mittelwert eines 3 × 3-Bildfensters, zur
Bestimmung der Zusammengehörigkeit heranziehen. Diese eignen sich aufgrund ihrer ho-
4als Farbraum wird in dieser Arbeit der Zielbereich einer Bildfunktion bezeichnet (vgl. Abschnitt 4.2.1).





hen Lokalität und eines fest vorgegebenen Untersuchungsbereichs ebenfalls gut für eine
FPGA-Implementation.
Zu den globalen und weitaus dynamischeren Verfahren zählen beispielsweise die bekann-
ten Region Growing Verfahren. Bei diesen wird ausgehend von vorgegebenen Startregio-
nen ein Wachstumsprozess eingeleitet, welche durch Hinzunahme geeigneter Bildpunkte
schrittweise erweitert werden. Als Eignungskriterium werden beispielsweise die Mittel-
werte der bereits gebildeten Regionen herangezogen. Diese Verfahren sind jedoch sehr
stark von der Wahl der Startregionen abhängig. Es gibt daher wiederum Verfahren, die
selbständig günstige Startregionen bestimmen.
Ein anderes globales regionorientiertes Verfahren ist das sogenannte Split and Merge
Verfahren. Hier wird, im Gegensatz zu Region Growing Verfahren die Anfangsannah-
me getroffen, dass der gesamte Ortsraum des Bildes ein Segment bildet. Anschließend
wird die Zulässigkeit dieser Annahme, beispielsweise durch Berechnung der Standart-
abweichung, überprüft. Trifft sie nicht zu, wird das Segment in Untersegmente zerlegt,
standardmäßig in vier Quadrate. Mit diesen Segmenten wird anschließend ebenso verfah-
ren. Ist keine weitere Zerlegung des Bildes mehr sinnvoll, werden analog Segmente welche
eine hohe Ähnlichkeit aufweisen zusammengefasst.
Aufgrund ihrer Dynamik sind solche Verfahren nur eingeschränkt für eine FPGA-Imple-
mentation geeignet. Der Vorteil globaler Methoden ist jedoch, dass sie im Gegensatz zu
lokalen Methoden weniger störanfällig sind, und auch lokal stärker strukturierte Flächen
zusammengefasst werden können.
Kantenorientierte Verfahren
Die dritte große Klasse von Segmentationsmethoden stellen kantenorientierte Verfahren
dar. Im Gegensatz zu den regionorientierten Verfahren, bei denen Bildpunkte in erster
Linie anhand bestimmter Homogenitätskriterien zu Regionen zusammengefasst werden,
erfolgt hier eine Trennung von Bildpunkten vornehmlich nach Heterogenitätsmerkmalen.
Meistens werden hierzu die Kanten zum Beispiel mit einem Sobel-Operator oder mithil-
fe des Canny-Algorithmus [18] bestimmt. Ein Nachteil kantenorientierter Verfahren ist,
dass die Kantendetektion meistens auf sehr lokalen Kriterien beruht und bereits kleine
Lücken in den Kantenzügen genügen, damit zwei benachbarte Regionen zusammenwach-
sen. Daher werden oftmals nach einer Kantenextraktion Kantenverfolgungsalgorithmen
angewendet, um diese Lücken zu schließen.
Modellbasierte Verfahren:
Bei diesen Verfahren steht ein a-priori Wissen über die möglicherweise auftretenden
Segmente zur Verfügung. Zu bekannten Vertreter dieser Klasse gehören das Template-
Matching oder die Hough-Transformation. Da kein a-priori Wissen vorausgesetzt werden
kann, können diese Art von Verfahren in dieser Arbeit nicht verwendet werden.
In vielen Fällen können Segmentationsverfahren nicht eindeutig einer dieser drei Klassen
zugeordnet werden, da sie mehr oder weniger ausgeprägte Charakteristika verschiedener
Klassen besitzen.
Abschließend sollen noch drei moderne Methoden erwähnt werden, welche sowohl kanten-
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als auch regionbasierte Merkmale besitzen. Die Wasserscheidesegmentation [19], die Mean-
Shift Segmentation [20] und Segmentationsmethoden beruhend auf dem Mumford-Shah
Modell [21, 22, 23, 24]. Die Wasserscheidesegmentation und die Mean-Shift Segmentation
beruhen im Wesentlichen auf Gradientenabstiegsverfahren. Das Mumford-Shah Modell
stellt eine Formulierung des Merkmals des mittleren Grauwertes als Energiefunktion dar.
Das Ziel ist es, diese zu minimieren. Auf dieses Modell wird in Kapitel 4.2.5 näher einge-
gangen. Aufgrund der hohen Komplexität wurden diese Methoden in dieser Arbeit nicht
weiter herangezogen.
2.5 Hardware/FPGA-Implementationen
In der Literatur finden sich nur wenige Hardwareimplementationen, welche den Seg-
mentationsprozess komplett durchführen. In der 2004 erschienen Arbeit von Neuen-
hahn et al. [25] wurde eine Implementation eines Wasserscheidesegmentationsverfahrens
auf einer experimentellen Plattform für Videoprozessierung, basierend auf einem Altera
APEX20K400 FPGA, vorgestellt. Hiermit konnte eine Echtzeitverarbeitung eines Vi-
deostroms mit einer Bildgröße von 352*288 Pixel mit 20 Bildern pro Sekunde (FPS)
durchgeführt werden. Auf die genaue Umsetzung und die Leistungsfähigkeit dieses Ver-
fahrens wurde in dieser Arbeit nicht näher eingegangen.
In der 2005 erschienen Arbeit von Bannister et al. [26] wurde eine FPGA-Implementation
einer Segmentationsmethode, welche auf dem Modell von Bayes6 beruht, vorgestellt. Das
Ziel war es, die Methode, welche für die Segmentation eines Bildes von 256*256 Pixel auf
einem Intel Pentium4@2.4GHz Prozessor acht Minuten benötigt, zu beschleunigen. Es
stellte sich jedoch heraus, dass einige Teile des Algorithmus ungeeignet für eine FPGA-
Implementation sind. Diese Verarbeitungsschritte wurde daher auf einem PC ausgelagert.
Aufgrund der Komplexität des Designs, konnte selbst auf einem damals relativ leistungs-
fähigen Virtex-2 FPGA nur eine Taktfrequenz von 57MHz erreicht werden. Insgesamt
lief die finale Implementation in etwa 40% langsamer als die Softwareversion und die
gewünschte Beschleunigung konnte nicht erreicht werde.
In der Arbeit von Yamaoka et al. [29] (2006) wurde eine FPGA-Implementation eines
Bildsegmentationsverfahrens vorgestellt, welches Teil eines Echtzeit-Objektverfolgungs-
systems ist. Mit diesem System können gleichzeitig über 200 Objekte in einem Videostrom
der Auflösung 80*60 Pixel verfolgt werden. Bei einer Taktfrequenz von 20MHz konn-
ten 30 Bilder pro Sekunde verarbeitet werden. In [30, 31] (2005, 2010) werden ebenfalls
FPGA-Implementationen von Segmentationsmethoden in diesem Anwendungsfeld vorge-
stellt. Eine genaue Einschätzung der Leistungsfähigkeit dieser Segmentationsmethoden
war allerdings nicht möglich.
In [32] (2011) wird die Implementation eines Mean-Shift Filters vorgestellt, der als Grund-
lage einer Segmentation benutzt werden kann. Dieser wurde auf einem relativ leistungsfä-
higen Xilinx Virtex-4 implementiert. Auch dieses Verfahren wurde für Videoprozessierung
konstruiert, und es konnten bei einer Frequenz von 138,8MHz, bei einer Bildgröße von
6Standartmodell der Stochastik, welche auf der Bayes-Formel zur Berechnung bedingter Wahrschein-
lichkeiten beruht [27, 28]
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768*512 Pixel, mehr als 50 FPS erreicht werden. Das in dieser Arbeit beschriebene Ver-
fahren ist relativ komplex. Es wurden keine genauen Angaben über die Filterleistung
gemacht.
Ein weitaus größere Anzahl an Veröffentlichungen findet sich zum Thema Kantenextrak-
tion. In [33] ist beispielsweise eine Implementation des Sobel-Operators gezeigt, in [34, 35]
findet man Umsetzungen des komplexeren Canny-Filters. Aufgrund ihrer Lokalität sind
diese Filter hervorragend für eine FPGA-Implementation geeignet, sie stellen allerdings
nur einen Teil des Segmentationsprozesses dar.
Leider konnte keiner dieser Ansätze direkt benutzt werden. Das lag in erster Linie daran,
dass ihre Leistungsfähigkeit und Eignung sich anhand der vorhandenen Informationen nur
ungenügend abschätzen ließ und die Systeme nicht verfügbar waren. In den meisten Fällen
findet sich außerdem nur eine mehr oder minder grobe Beschreibung der Implementation,
ein Nachbauen ist also nicht ohne Weiteres möglich.
Die hier vorgestellten Methoden wurden außerdem bis auf [26] im Hinblick auf eine Vi-
deoprozessierung entworfen, welche andere Ansprüche stellt. Sie lieferten jedoch wertvolle
Hinweise, wobei [25] und [26] der hier vorliegenden Problemstellung am nächsten kamen.
2.6 Wahl einer geeigneten Segmentationsmethode
In den letzten beiden Abschnitten wurde eine Übersicht über grundlegende Segmenta-
tionsverfahren und Beispiele von FPGA-Implementationen gegeben. Es gibt viele Ver-
fahren, von denen die meisten in Software realisiert und nicht für Fernerkundungsan-
wendungen entwickelt wurden. Eine Einschätzung ihrer Eignung fällt sehr schwierig aus.
Ein Hauptgrund hierfür ist, dass diese Verfahren nicht zur Verfügung standen und erst
implementiert hätten werden müssen.
In dieser Arbeit wurde ein Segmentationsverfahren von Jahn [36, 37] als Grundlage ver-
wendet. Die Gründe hierfür sind, dass dieses in der Doktorarbeit von Halle [38] ausführ-
lich beschrieben und speziell für die Anwendung auf Fernerkundungsbilddaten, auch im
Rahmen einer möglichen On-Board Datenverarbeitung und der Realisierung auf einer
parallelen Prozessierungseinheit, untersucht und ausgewählt wurde. Dies entspricht der
geforderten Zielsetzung und es wurde davon ausgegangen, dass diese Methode grund-
sätzlich geeignet ist. Aufgrund der guten Dokumentation konnte überprüft werden, dass
die vorgestellte Segmentationsmethode, wie im Folgenden beschrieben, fast alle der in
Abschnitt 2.3 gestellten Anforderungen erfüllt.
Das Segmentationsverfahren gehört der Klasse der regionorientierten Verfahren an. Es
wird eine Segmentation von Grauwertbildern nach dem Merkmal des mittleren Grauwerts
durchgeführt und ein Zusammenhangsgraph erzeugt. Durch diesen wird, wie in Abbildung
2.3 dargestellt, der Zusammenhang direkt benachbarter Bildpunkte codiert.
Das Verfahren ist unabhängig von den absoluten Grauwerten, von der Form und Anzahl
der Segmente. Es ist außerdem ein lokales Verfahren, welches auf einem 3× 3-Bildfenster
arbeitet. Es ist laut den Untersuchungen aus [38] trotzdem unempfindlich gegenüber Stö-
rungen, wie beispielsweise Bildrauschen. Diese Eigenschaft wurde in den Arbeiten von























Abbildung 2.3: Beispiel eines Zusammenhangsgraph, die Grautöne dienen nur zur Ver-
anschaulichung
monstriert. Die Störunempfindlichkeit wird durch eine im ersten Schritt durchgeführte
kantenerhaltende Glättung erreicht, bei welcher teilweise über 50 hintereinander folgende
Filterläufe ausgeführt werden. Da aber eine Verarbeitung von einem Pixel pro Takt, wie
später auch gezeigt wird, möglich erscheint, wurde davon ausgegangen, dass mit geeigne-
ter Hardware leicht über 50 Filterläufe pro Sekunde bei einem Bild von 1000*1000 Pixel
durchgeführt werden könnten und dadurch die Anforderungen an die Verarbeitungsge-
schwindigkeit erfüllt würden. Da die Laufzeit eines Filterlaufs unabhängig vom Bildinhalt
ist, und die Anzahl der Filterläufe fest vorgegeben werden kann, kann die Gesamtlaufzeit
des Segmentationsprozesses exakt angegeben werden.
Die Methode läuft außerdem vollkommen automatisch ab, und es können ohne Einschrän-
kung7 auch sehr große Bilder verarbeitet werden.
Das einzige Problem ist die technische Umsetzung. Der Programmablauf ist sehr statisch.
Einige Verarbeitungsschritte sind jedoch sehr komplex. Es werden außerdem zur Berech-
nung Dezimalzahlen verwendet und einige relativ verschachtelte Ausdrücke wie t
2
t2+x2 ,
welche für eine FPGA-Implementation nicht wünschenswert sind. Eine genau Darstellung
dieses Verfahrens findet sich im Abschnitt 4.6.1. Es wurde daher letztendlich von dieser
Methode ausgehend eine Methode entwickelt, die besser für eine FPGA-Implementation
geeignet ist.




Im letzten Kapitel wurde erklärt, was unter einer Bildsegmentation zu verstehen ist, wel-
che Anforderung an ein Segmentationsverfahren gestellt werden, welche grundlegenden
Verfahrensweisen es gibt, und es wurde eine Übersicht über existierende Hardwareimple-
mentationen gegeben. Schließlich wurde eine Segmentationsmethode ausgewählt, welche
als Grundlage dient, jedoch aufgrund ihrer Komplexität, selbst für eine Implementation
nicht in Frage kam.
In diesem Kapitel wird nun das im Rahmen dieser Arbeit entwickelte sogenannte Gap-
Segmentationsverfahren vorgestellt, welches speziell für eine FPGA-Implementation ent-
wickelt wurde. Kern dieses Verfahrens ist eine kantenerhaltende Glättung, die sogenannte
Gap-Glättung. Im Folgenden wird der gesamte Segmentationsprozess vorgestellt und an-
schließend auf die einzelnen Prozessschritte näher eingegangen.
3.1 Der Segmentationsprozess im Ganzen
In diesem Abschnitt wird die gesamte Prozesskette des Gap-Segmentationsprozesses vor-
gestellt. Es sollen, wie spezifiziert, Grauwertbilder bearbeitet werden und als Ergebnis
eine Labelmaske ausgegeben werden. Die Prozesskette besteht aus mehreren Verarbei-
tungsschritten, welche in Abbildung 3.1 schematisch dargestellt werden. In Abbildung











Abbildung 3.1: Schematische Darstellung des Segmentationsprozesses
Das Gesamtverfahren besteht, wie in Abbildung 3.1 zu erkennen ist, aus drei Verarbei-




(b) (c) (d) (e)
Abbildung 3.2: Stufen des Segmentationsprozess: a) Eingabebild, b) Glättungsfilter (Stu-
fe 1), c) Glättungsfilter (Stufe 2), d) Zusammenhangsgraph, e) Labelmas-
ke
1. Glättungsfilter
In diesem Schritt sollen lokale Störungen, wie Rauschen und Textur entfernt wer-
den, wobei Kanten möglichst erhalten oder sogar verstärkt werden sollen. Es hat
sich, wie in Abschnitt 4.5.1 gezeigt wird, als günstig herausgestellt zwei Filterstufen
zu verwenden. Diese müssen allerdings miteinander harmonieren und speziell auf-
einander abgestimmt werden. Erst mithilfe des Testverfahrens, welches in Kapitel 4
vorgestellt wird, konnte dies erreicht werden. Es wurde zuerst eine zweimalige Vor-
filtrierung mit einem gewöhnlichen 3 × 3-Mittelwertfilter durchgeführt. Hierdurch
konnte, wie in Abbildung 3.2(b) ersichtlich, ein Großteil des Rauschens entfernt
werden, allerdings auf Kosten der Kantenschärfe. Im zweiten Filterschritt wird die
eigentliche kantenerhaltende Glättung durchgeführt, wodurch, wie in 3.2(c) zu er-
kennen ist, sogar eine Kantenschärfung eintritt. Dieser Schritt wird Gap-Glättung
genannt1.
Die kantenerhaltende Glättung ist der zeitaufwendigste Schritt in der Prozesskette,
stellt jedoch den Kern des Segmentationsprozesses dar. In Abschnitt 3.2.1 wird ein
erster Eindruck vermittelt, wie wichtig dieser Prozessierungsschritt ist.
2. Segmentationsstufe
Bei der Segmentationsstufe wird, aus einem Grauwertbild der Zusammenhangs-
1näheres siehe Abschnitt 3.2.2
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graph2 erzeugt. Das Ergebnis dieses Schrittes, welches in Abbildung 3.2(d) dar-
gestellt ist, zeigt die Codierung dieses Graphen in einem 8-Bit Graustufenbild. In
dieser Arbeit wird hierfür ein sehr einfaches regionorientiertes Verfahren benutzt,
bei dem zwei direkt benachbarte Bildpunkte verbunden werden, wenn ihre Grau-
wertdifferenz kleiner als ein vorgegebener Schwellwert ist.
3. Connected Component Labeling
Beim Connected Component Labeling wird aus den lokalen Zusammenhangsdaten
der globale Zusammenhang ermittelt. Aus dem Zusammenhangsgraph, im Beispiel
Abbildung 3.2(d), kann aus den Grauwerten direkt abgelesen werden, ob zwei be-
nachbarte Punkte zusammengehören. Um aber angeben zu können, ob zwei ent-
fernte Bildpunkte im gleichen Segment liegen, ist ein weiterer Prozessierungsschritt
nötig, das Connected Component Labeling. Das Ergebnis ist eine Labelmaske, in
Abbildung 3.2(e) dargestellt, bei welchem alle Bildpunkte eines Segments mit ei-
nem eineindeutigen Label versehen wurden. Auf das verwendete Verfahren wird in
Kapitel 5 detailliert eingegangen.
In Abbildung 3.2(e) kann überdies beobachtet werden, dass kleine Segmentationsfehler,
zum Beispiel an der unteren linken Ecke des inneren Segments, aufgetreten sind. Eine
genauere Analyse dieses Fehlverhaltens, wird in Kapitel 4 durchgeführt. Im den folgenden
Abschnitten werden diese einzelnen Prozessschritte genauer beschrieben.
3.2 Glättungsfilter
3.2.1 Kantenerhaltende Glättung
Die Glättung eines Bildes ist ein entscheidender Schritt. Hierbei wird das Bildrauschen
und die Textur entfernt, wie in Abbildung 3.3 zu erkennen ist.
(a) Orginal (b) Geglättet
Abbildung 3.3: Synthetisches Testbild, vor und nach einer kantenerhaltenden Glättung
Obwohl sich das innere Segment vom äußeren in Bezug auf die Grauwertdifferenz deut-




Glättung, die zwei verschiedenen Grauwertbereiche nicht unterschieden werden. Betrach-
tet man jedoch im Gegensatz dazu das Histogramm der geglätteten Szene 3.4(b) sind





































Abbildung 3.4: Histogramm der Grauwerte des originalen und geglätteten Testbildes aus
Abbildung 3.3
Bei der Betrachtung des Profiles der Grauwerte einer Bildzeile, dargestellt in Abbildung
3.5, ergibt sich ein ähnliches Bild. Im Profil des ungefilterten Testbildes (Abbildung
3.5(a)), sind im Gegensatz zum geglätteten Bild (Abbildung 3.5(b)), weder Kanten noch



































Abbildung 3.5: Zeilenprofil der Grauwerte des originalen und geglätteten Testbildes aus
Abbildung 3.3, Zeile 30
Zur Glättung kam die selbst entwickelte kantenerhaltende Gap-Glättung zum Einsatz.




(a) 2x (b) 4x (c) 8x (d) 16x
Abbildung 3.6: Testszene, Glättung mit einem 3× 3-Mittelwertfilter, 2-16 Filterläufe
3.2.2 Gap-Glättung
In diesem Abschnitt wird die Verfahrensweise, auf welcher die Gap-Glättung beruht, be-
schrieben. Die Gap-Glättung ist, wie bereits erwähnt, ein lokaler Filter, der auf einem
3×3-Bildfenster arbeitet. Sie stützt sich in erster Linie auf Ganzzahlberechnungen. Kom-
plexere arithmetische Operationen, bis auf eine einzige Division, werden nicht benötigt.
Die Gap-Glättung ist daher gut für eine FPGA-Implementation geeignet. Im Gegensatz
zu Standardfiltern, wie Mittelwertfiltern und Gauß-Filtern, deren Verfahren unabhän-
gig vom Bildinhalt ist, wird bei der Gap-Glättung zuerst eine Analyse der Quell-Daten
durchgeführt. Anschließend wird der eigentliche Filterprozess ausgeführt.
Es erfolgt zuerst eine Abschätzung, welche Bildpunkte einer 3 × 3-Umgebung im glei-
chen Segment liegen könnten, also ähnliche Grauwerte haben. In Abbildung 3.7 sind als
Beispiel zwei Bereiche zu sehen, die einen hohen Grauwertunterschied aufweisen. Im Ana-
lyseschritt der Gap-Glättung sollen diese zwei Bereiche erkannt werden, und es soll eine
Trennung dieser erfolgen. Beim eigentlichen Glättungsvorgang wird dann nur innerhalb
der einzelnen Bereich geglättet. Signifikante Kanten, wie im gerade genannten Beispiel,
bleiben hierbei vollständig erhalten.
Bei dem Analyseschritt der Gap-Segmentation wird das Grauwerthistogramm jedes 3×3-
Bildfensters untersucht. Es wird angenommen, dass entweder eine unimodale oder eine
bimodale Grauwertverteilung, wie in Abbildung 3.8 zur Veranschaulichung dargestellt,
vorliegt.
Es soll nun festgestellt werden, welche Verteilung vorliegt. Dies ist ein aufwendiger
Schritt, da über die Grauwertverteilung keine Annahmen gemacht werden können, außer
dass bei einer bimodalen Verteilung signifikante Grauwertunterschiede vorhanden sein
sollten. Einfache Schwellenwertverfahren, können daher nicht ohne weiteres verwendet
werden.
Einen Ausweg stellen Clustermethoden dar. Clustermethoden versuchen Strukturen in
Datenbeständen zu entdecken, um die Daten zu partitionieren, ohne auf Vorwissen an-
gewiesen zu sein3.





Abbildung 3.7: links 3× 3-Umgebung eines Bildpunktes, rechts zum Zentralpunkt gehö-
rige Nachbarn
1: 2:
Abbildung 3.8: links unimodale Verteilung, rechts bimodale Verteilung
der sogenannten Gap-Detektion. Die Bildpunkte des 3×3-Filterfensters werden aufgrund
ihres Grauwertes in zwei Cluster eingeteilt, einem Cluster Cdunkel der dunklen Pixel und
einem Cluster Chell der hellen Pixel. Unterscheiden sich diese beiden Cluster signifikant
voneinander, wird angenommen, dass eine bimodale Verteilung vorliegt, falls nicht, dass
eine unimodale Verteilung vorliegt. Liegt eine bimodale Verteilung vor, wird anschließend
nur über die Bildpunkte des Clusters, welcher den Zentralpunkt enthält, gemittelt.
Liegt eine unimodale Verteilung vor, wird über alle Bildpunkte des 3× 3-Fensters gemit-
telt. In diesem Fall entspricht die Gap-Glättung einer gewöhnlichen 3 × 3-Mittelwertfil-
trierung. Durch entsprechende Parametereinstellungen kann die Gap-Glättung deswegen
auch als reiner Mittelwertfilter verwendet werden. Sie ist daher für Filterstufe-1 und -2
verwendbar. Im Folgenden wird das Prinzip der Gap-Detektion erklärt.
Gap-Detektion
Die Gap-Detektion arbeitet nach folgendem Prinzip: Die neun Grauwerte werden zuerst
der Größe nach sortiert. Es ergibt sich dann für unimodale und bimodale Verteilungen
eine Charakteristik, wie sie in Abbildung 3.9 dargestellt ist. Danach werden die Abstän-
de benachbarter Grauwerte berechnet und der größte Abstand bestimmt. Unterscheidet
sich der größte Abstand nicht wesentlich von den anderen, wird von einer unimodalen,
anderenfalls von einer bimodalen Verteilung ausgegangen. In Abbildung 3.9(b) tritt bei-
36
3.2 Glättungsfilter





































Abbildung 3.9: Darstellung der nach Größe geordneten Grauwerte (vertikal Balken [|])
eines 3×3-Bildfensters, wobei die di (i = 1, ..., 8) die Differenzen benach-
barter Grauwertstufen bezeichnen.
Gap-Glättungsalgorithmus im Detail
Das Gap-Glättungsverfahren ist ein lokaler Filter, welcher auf einem 3 × 3-Bildfenster
arbeitet, wie er in Abbildung 3.10 dargestellt ist. Die Pi entsprechen hier den Grauwerten




Abbildung 3.10: 3× 3-Bildfenster
Im Algorithmus der Gap-Glättung treten drei Parameter auf: Sensibilität, Kantenschärfe
und minimaler Glättungsschwellwert (g1, g2, g3).
Die Sensibilität beschreibt, wie ausgeprägt die bimodale Charakteristik der Grauwerte
des 3×3-Bildfenster sein muss, damit von einer bimodalen Verteilung ausgegangen wird.
Je höher der Wert, desto stärker muss der bimodale Charakter sein. Die Kantenschärfe
beschreibt, wie stark über Kanten hinweg geglättet werden soll. Dies ist ein wichtiger
Wert, der Einfluss auf die Kantenschärfe hat. Es hat sich herausgestellt, dass 1,5 ein
geeigneter Wert ist. Der minimale Glättungsschwellwert stellt sicher, dass selbst bei sehr
kleinen Grauwertunterschieden eine Glättung durchgeführt wird. Beispielsweise haben
die Werte (1 1 1 1 2 2 2 2 2) eine sehr ausgeprägte bimodale Charakteristik5. Die Werte
können in zwei Klassen eingeteilt werden. Trotzdem soll bei einem derart kleinen Grau-
wertunterschied normalerweise eine Glättung erfolgen.
Es ist nicht ohne weiteres möglich,geeignete Werte für die Parameter (g1, g2, g3) zu er-
mitteln. Erst mithilfe der in Kapitel 4 gezeigten Testmethoden, konnte dies vernünftig
4bei einer 8 Bit Darstellung




Bei der Gap-Glättung Gap(g1, g2, g3) werden folgende Einzelschritte durchgeführt:
Algorithmus Gap(g1,g2,g3) :
(g1, g3 ∈ (R ≥ 0), g2 ∈ (R > 0))
1. Sortierung
(P1, ...P9) 7→ (Ps(1), ..., Ps(9)) so dass Ps(1) ≦ Ps(2)... ≦ Ps(9)
2. Differenzenbildung zum Nachbarn
(Ps(1), ..., Ps(9)) 7→ (d1, ..., d8), di = Ps(i+1) − Ps(i)
3. Bestimmung des größten Abstandes
dm = max(d1, ..., d8) wobei m ∈ {1, ..., 8}
















, g3) falls Verteilung = bimodal
+ inf sonst








wobei auf ganz Zahlen gerundet wird7
6Abschnitt 4.5
7bis einschließlich x,5 wird abgerundet
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Es hat sich herausgestellt, dass es besser ist, zur Glättung nicht direkt die einzelnen
Cluster Cdunkel und Chell zu verwenden, sondern wie im Schritt 7 vorzugehen. Es sei be-
merkt, dass falls g3 ≥ 255, die Gap-Glättung einem gewöhnlichen 3 × 3-Mittelwertfilter
entspricht8. Zum besserem Verständnis wird im Folgenden der Glättungsprozess an ei-
nem Beispiel durchgeführt:
Anfangsvoraussetzung:
(g1, g2, g3) = (1.5, 1.5, 4)
(P1, ..., P9) = (1, 4, 3, 6, 1, 3, 50, 5, 57)
1. Sortierung
(1, 4, 3, 6, 1, 3, 50, 5, 57) 7→ (1, 1, 3, 3, 4, 5, 6, 50, 57)
2. Differenzenbildung zum Nachbarn
(1, 1, 3, 3, 4, 5, 6, 50, 57) 7→ (0, 2, 0, 1, 1, 1, 44, 7)
3. Bestimmung des größten Abstands
dm = d7 = 44
4. Bestimmung des Durchschnitts der Abstände ohne den maximalen Abstand
davg =







dm = 44, davg =
12
7 , g1 = 1.5
44 ≥ 1.5 ∗ 127 ⇒ bimodale Verteilung
6. Schwellwertberechung
g2 = 1.5, g3 = 4,Verteilung = bimodal




Pi = (1, 4, 3, 6, 1, 3, 50, 5, 57), |Pi − P5| = (0, 3, 2, 5, 0, 2, 49, 4, 56), Schwellwert = 29
Pi mit|Pi − P5| ≤ 29 : (1, 4, 3, 6, 1, 3, 5), Anzahl = 7
⇒ Presult = 1+4+3+6+1+3+57 = 237
gerundet
= 3




Nach der Glättung folgt, wie in Abschnitt 3.1 dargestellt, der Segmenationsprozess. Hier-
bei wird der lokale Zusammenhang ermittelt. Dieser wird in einem 8-Bit Grauwertbild
codiert. Es gibt sehr viele verschiedene Möglichkeiten dies durchzuführen. In Abschnitt
2.4 wurde eine Übersicht über verschiedene Verfahren gegeben. Wie bereits in Abschnitt
3.1 erwähnt, wird ein einfaches regionorientiertes Verfahren verwendet, um Komplexität
zu vermeiden. Es ist ein sehr lokales Verfahren, daher sehr störanfällig. Es sollte deswegen
nur in Verbindung mit einer vorangehenden Glättung benutzt werden.
Es werden direkt benachbarte Bildpunkte verbunden, deren Grauwertdifferenz sich höchs-
tens um einen vorgegebenen Schwellenwert unterscheidet. Zur Berechnung des lokalen
Zusammenhangs eines Bildpunkts wird seine 3× 3-Umgebung benötigt. Der Zusammen-
hangscode wird folgendermaßen berechnet, wobei t ∈ N der Schwellwert ist und µ die





δi(t) ∗ 2(i−1) +
9∑
i=6




1 |µ(Pi)− µ(P5)| ≤ t
0 sonst
Beispielsweise beträgt der Zusammenhangscode, falls P4, P5, P7, P8, P9 verbunden sein
sollen9 (wie in Abbildung 3.7):
23 + 25 + 26 + 27 = 8 + 32 + 64 + 128 = 232
3.4 FPGA-Implementation
In diesem Abschnitt wird auf die FPGA-Implementation der Gap-Glättung eingegangen.
Auf die Darstellung des Segmentationschrittes wird verzichtet, da er standardmäßig, ähn-
lich wie ein 3 × 3-Mittelwertfilter umgesetzt werden kann. Der Vorgang des Connected
Component Labeling wird aufgrund des Umfanges, und da es als eigenständiges Thema
angesehen wird, in Kapitel 5 separat besprochen. Zuerst wird jedoch auf den grundlegen-
den Aufbau eines FPGAs und dessen Programmierung eingegangen, um einen tieferen
Einblick in die Thematik zu ermöglichen.
3.4.1 Prinzipieller Aufbau eines FPGAs
Ein FPGA ist ein programmierbarer Logikbaustein mit dem sich digitale Schaltungen
implementieren lassen. Der zentrale Bestandteil eines FPGAs sind die sogenannten Lo-
gikblöcke, mit denen elementare Logikfunktionen und Speicheroperationen realisiert wer-
den können. Durch Zusammenschaltung dieser kann prinzipiell jede digitale Schaltung
9d.h. δi(t) = 1 genau für i = 4, 7, 8, 9.
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erzeugt werden. Genauer kann prinzipiell jeder Zustandsautomat nachgebildet werden
und daher kann jede berechenbare Funktion implementiert werden.
LB LB LB LB
LB LB LB LB
LB LB LB LB

























Abbildung 3.11: Schematische Darstellung eines a) FPGAs b) Logik Blocks
Ein Logikblock enthält wie in Abbildung 3.11(b) dargestellt, eine Look-Up Table (LUT)10
und mindestens ein Flipflop (FF). Außer den Logikblöcken gibt es weitere Blöcke, wie
Eingangs-/Ausgangs-Blöcke11 , mit denen sich Verbindungen, beispielsweise zu externen
Speicherbausteinen, seriellen Schnittstellen, oder USB-Anschlüssen herstellen lassen. Vie-
le Funktionen lassen sich aufgrund ihrer Schaltungskomplexität nur sehr ineffizient durch
Logikblöcke realisieren. Deswegen finden sich auf modernen FPGAs zusätzlich viele Spe-
zialblöcke, wie Speicherbausteine, digitale Signalprozessoren oder sogar komplette CPU-
Einheiten.
Einen großen Teil des FPGAs macht das programmierbare Schaltnetzwerk aus, durch
welches die einzelnen Blöcke miteinander verbunden werden. Die Verschaltung hat einen
großen Einfluss auf die Komplexität einer Schaltung, deren Schaltgeschwindigkeit und
damit maximal erreichbarer Taktfrequenz. Es kann vorkommen, obwohl für eine Schal-
tung genügend Logikblöcke zur Verfügung stehen, dass diese nicht implementiert werden
kann, da die Logikblöcke durch das Schaltnetzwerk nicht wie benötigt verbunden wer-
den können. Zusätzlich zum Schaltnetzwerk gibt es noch ein spezielles Netzwerk, durch
welches Taktsignale synchron an alle Blöcke verteilt werden können12. Dies ist über die
Digital Block Management Blöcke (DCMs), mit deren Hilfe Taktsignale erzeugt werden
können, mit einem externen Taktgeber verbunden.
Es sei erwähnt, dass dies nur eine sehr vereinfachte Darstellung eines modernen FPGAs
ist. Genauere Informationen findet man in Lehrbüchern wie [39] oder in der Dokumentati-
on der Hersteller. Der in dieser Arbeit verwendete Xilinx Spartan-3E XC3S1200E FPGA
10gewöhnlich eine 4- oder 6-Input LUT
11engl. IO-Blocks (IOBs)
12hierbei müssen unterschiedliche Leitungslängen ausgeglichen werden
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besitzt beispielsweise 17344 Logikblöcke13, 28 * 18Bit Multiplizierer, 504 kBit Blockram
und 8DCMs [40].
Das FPGA selbst ist auf einer Leiterplatine, dem Board, mit einer Vielzahl anderer Bau-
teile, wie einem externen Taktgeber, externen Speicherbausteinen, Schnittstellen, LED-
Anzeigen, Schaltern und vielen weiteren Bauteilen verbunden. In Abbildung 3.12 ist das
Digilent Nexys2 Board, welches in dieser Arbeit verwendet wurde, dargestellt.
(a) (b)
Abbildung 3.12: a) Nexys 2 Board, b) Schematische Darstellung, Abbildung entnommen
aus der Produktbeschreibung des Digilent Inc. Nexys 2 Board zu finden
auf http://www.digilentinc.com14
Auf den Nexys 2 Board in Abbildung 3.12(a) findet sich in der Mitte das Sparten-3E
FPGA. Darüber ist ein 16MByte großer RAM Baustein angebracht, welcher über ei-
ne 16Bit Speicheranbindung mit dem Spartan-3E FPGA verbunden ist und mit ma-
ximal 12,5MHz15 betrieben werden kann. Rechts neben dem FPGA befindet sich der
Taktgeber. Auf der linken Seite ist ein VGA-Ausgang, eine serielle Schnittstelle und ein
USB-Anschluss angebracht. Im unteren Teil befinden sich zahlreiche Schalter und eine
LED-Anzeige. Dieses Board dient als Testplattform für die im Rahmen dieser Arbeit
erstellten Algorithmen. Für spätere Anwendungen sollte ein für die Bildverarbeitung
besser geeignetes Board verwenden werden, das insbesondere eine höhere Speicherband-
breite zwischen FPGA und RAM zur Verfügung stellt. Leistungsfähigere FPGAs wie
der Spartan-6 oder FPGAs der Virtex Reihe stellen außerdem eine weitaus höhere An-
zahl an Ressourcen16 zur Verfügung und können aufgrund leistungsfähigerer Architektur
und feineren Fertigungstechnik höher getaktet werden. Beispielsweise stellt der Spartan-6
13jeder Logikblock beinhaltet eine 4-Lut und 1 FF
15im SRAM-Modus
16in erster Linie mehr Logikblöcke, Blockram, DSPs und IO-Ports
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XC6SLX150 laut [41] 92152 Logikblöcke17, 4872 kBit Blockram und 180 DSP Blöcke zur
Verfügung, also um den Faktor sechs mehr Ressourcen als das hier verwendete Spartan-3E
FPGA.
3.4.2 Konfiguration eines FPGAs
Im letzten Abschnitt wurde der Aufbau eines FPGAs beschrieben. In diesem Abschnitt
wird nun vorgestellt, wie es konfiguriert werden kann. Zur eigentlichen Beschreibung wur-
de die höhere Hardwarebeschreibungssprache Handel-C [42] benutzt. Handel-C wurde
entwickelt, um Algorithmen, die in der Hochsprache C entwickelt wurden, auf möglichst
direktem Weg auf einem FPGA umsetzen zu können. Ihr Syntax entspricht der Program-
miersprache C und wurde um ein paar Schlüsselwörter erweitert, welche auf FPGA spe-
zifische Gegebenheiten eingehen und außerdem paralleles Programmieren ermöglichen.
Andere bekannte Hardwarebeschreibungssprachen, welche aber auf einer niedrigeren Ab-
straktionsebene arbeiten, sind VHDL und VERILOG.
Handel-C ist eine streng taktbasierte Sprache18. In jedem Takt kann einer oder mehreren
Variablen genau ein Wert zugewiesen werden. Für alle anderen Operationen werden keine
zusätzlichen Takte benötigt. In 3.13 ist der Quelltext eines einfachen Programms gezeigt.














Abbildung 3.13: Handel-C Beispielcode
In der ersten Zeile werden fünf 8-Bit Variablen deklariert. Wird das Programm ausge-
führt wird im ersten Takt der Variablen a der Wert 5 und der Variablen b der Wert 3
zugewiesen. Dies kann parallel ausgeführt werden, da diese Operationen unabhängig sind
und wird durch das Schlüsselwort par signalisiert. Im zweiten Takt wird der Variablen c
der Wert a + b zugewiesen und der Variablen d der Wert a ∗ b. Diese Operationen sind
ebenfalls unabhängig und können parallelisiert werden. Für die Berechnung von a∗b und
a + b wird kein weiterer Takt benötigt. Zur Berechnung der Variablen e allerdings sind
17wobei jeder Logikblock eine 6-Input Lut und ein FF enthält
18Ein ein Takt entspricht einem Schaltzyklus. Die Frequenz mit welchem das FPGA betrieben wird
entspricht der Anzahl der Takte pro Sekunde.
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die Werte der vorherigen Berechnung notwendig, die Operation kann daher nicht paralle-
lisiert werden, und muss im dritten Schritt ausgeführt werden. Hier haben die Variablen
dann die Werte Werte c = 8, d = 15 und e = 23.
Beim übersetzen eines Programmes mit einem Handel-C Compiler, wird eine Netzliste19
erzeugt. In diesem als Logiksynthese bekannten Schritt, wird vereinfacht ausgedrückt
beschrieben, wie der Programmablauf durch Logikblöcke realisiert werden kann. Es findet
sich hier die Beschreibung darüber, wie Logikblöcke20 konfiguriert und verschaltet werden
müssen. Es werden hier normalerweise noch keine genauen Angaben gemacht, welche
Logikblöcke auf dem FPGA genau verwendet werden sollen und insbesondere nicht, wie
die Verschaltung dieser explizit zu realisieren ist. Zur physikalische Realisierung wird eine
Place-and-Root Electronic Design Automation (P&R EDA) Software herangezogen.
Beim P&R entscheidet sich, ob eine Schaltung auf einem ausgewählten FPGA überhaupt
umgesetzt werden kann und wie hoch das FPGA maximal getaktet werden kann. Die
Komplexität der im Quelltext des Programmes verwendeten Ausdrücke spielt hierbei
eine entscheidende Rolle. In Handel-C benötigt die Berechnung eines Ausdrucks immer
einen Takt, jedoch entscheidet die Komplexität des Ausdruckes, wie lange ein Takt dauern
muss, in anderen Worten, wie hoch die maximal erreichbare Taktfrequenz des FPGAs
ist. Die insgesamt zur Ausführung eines Programmes benötigte Zeit, ergibt sich aus dem
Quotienten der benötigten Takte durch die Frequenz (benötigte TakteFrequenz ).
Daher ist es oft sinnvoll, komplexere Ausdrücke in mehrere weniger komplexe zu zerle-
gen. Auch wenn das Programm dann mehr Takte benötigt, kann aufgrund der höheren
Taktgeschwindigkeit eventuell eine kürzere Laufzeit erreicht werden.
Das Ergebnis des P&R ist eine Konfigurationsdatei, mit welcher das FPGA konfiguriert
werden kann. In dieser Arbeit werden SRAM basierte FPGAs verwendet, die beliebig
oft (re-)konfigurieren werden können, jedoch bei Spannungsverlust ihre Funktionalität
verlieren. Auf den Boards von SRAM FPGAs finden sich aber normalerweise FLASH
Speicherzellen, in welchen die Konfiguration dauerhaft gespeichert werden kann. Das
FPGA wird bei einer Aktivierung dann automatisch konfiguriert. Die Konfiguration ei-
nes SRAM basierte FPGAs benötigt gewöhnlicherweise einige Sekunden. Es gibt aber
auch FPGAs die ihre Konfiguration dauerhaft behalten, jedoch nicht mehr rekonfiguriert
werden können.
3.4.3 Programmiertechniken
In den letzten zwei Abschnitten wurde erklärt, wie ein FPGA aufgebaut ist und wie es
konfiguriert werden kann. In diesem Abschnitt werden Techniken vorgestellt, mit denen
ein für ein FPGA geeignetes Programm erstellt werden kann. Nach [12, 43] gibt es drei
verschiedene Prozessierungsmodelle, um Bilddaten zu verarbeiten: Datenstromverarbei-
tung21, Oﬄine-Prozessierung und Hybrid-Prozessierung. Bei der Datenstromverarbeitung
wird ein Bilddatenstrom, gewöhnlich im Rasterformat, verarbeitet. Es kann nur auf die
Daten, welche sich gerade im Datenstrom befinden, zugegriffen werden. Alle anderen Da-
19in der Regel im Electronic Design Interchange Format (EDIF) dargestellt




ten, welche zu einer Berechnung benötigt werden, müssen zwischengespeichert werden.
Dieser Modus eignet sich insbesondere für pixelbasierte Methoden. Durch Zwischenspei-
cherung vorangegangener Zeilen können auch fensterbasierte Filter prozessiert werden.
Globale und dynamische Verarbeitungsschritte, bei welchen ein Zugriff auf einen großen
eventuell erst zur Laufzeit bekannten Datenbereich ermöglicht werden muss, eignen sich
für eine Datenstromverarbeitung nicht. Durch eine Datenstromverarbeitung kann jedoch
eine sehr hohe Verarbeitungsgeschwindigkeit (Pixeldurchsatz22) erreicht werden. Bei der
Oﬄine-Prozessierung wird meistens das gesamte Eingangsbild und Ausgangsbild in ei-
nem Bildspeicher zwischengespeichert, um beliebig darauf zugreifen zu können. Diese
Verfahrensweise wird normalerweise angewendet um globale und dynamische Methoden
zu realisieren. Der Nachteil ist, dass ein Bildzwischenspeicher (Framebuffer) benötigt
wird, und oftmals die Verarbeitungsgeschwindigkeit nicht erreicht wird, wie es mit ei-
ner Datenstromverarbeitung möglich wäre. Bei der Hybrid-Prozessierung werden beide
Verfahrensweisen verwendet. Bei der Prozessierung eines Bilddatenstroms werden hier
oft komplette Bilder zwischengespeichert. Sie wird meistens eingesetzt, wenn eine Daten-
stromverarbeitung nicht komplett durchgeführt werden kann, oder nur an einigen kriti-
schen Stellen erforderlich ist. Bei der Gap-Glättung erfolgt eine hybride Prozessierung.
Der Gap-Glättungsfilter ist zwar vollkommen auf Datenstromverarbeitung ausgelegt. Da
jedoch für eine Glättung mehrere Filterdurchläufe nötig sind, muss das Ergebnis nach
jedem Filterlauf zwischengespeichert werden. Die Datenstromverarbeitung wird meistens
mittels Fließbandverarbeitung23 realisiert. Hierbei wird eine Aufgabe, wie in Abbildung
3.14(a) dargestellt, in mehrere Teilaufgaben aufgeteilt, die wie auf einem Fließband nach-
einander abgearbeitet werden. Die Verarbeitungsdauer einer Dateneinheit, die sogenannte
Latenz, wird dadurch im allgemeinen nicht verkürzt, sondern eher erhöht. Jedoch ermög-
licht die Fließbandverarbeitung, den simultanen Betrieb aller Verarbeitungseinheiten,
wodurch insgesamt eine höhere Verarbeitungsleistung erreicht wird.








Abbildung 3.14: Parallele Datenverarbeitung: a) Datenstromverarbeitung b) SIMD
Dies ist eine Form von Multiple Instruction Multiple Data (MIMD). Eine weitere Form




der parallelen Datenverarbeitung ist Single Instruction Multiple Data (SIMD) (Abbil-
dung 3.14(b)). Ein Verarbeitungsschritt wird gleichzeitig mehrfach ausgeführt. Um dies
Durchzuführen, werden mehrere gleichartige Verarbeitungseinheiten benötigt. Beide Me-
thoden können auch kombiniert werden. Zur Übersicht ist in Abbildung 3.15 die Flynn
Kategorisierung der parallelen Datenverarbeitung abgebildet.
Single data Multiple data
Single Instruction SISD SIMD
Multiple Instruction MISD MIMD
Abbildung 3.15: Flynns Kategorisierung der parallelen Datenverarbeitung [44]
3.4.4 Implementation des Gap-Glättungsalgorithmus
Im Folgenden wird beschrieben, wie das Gap-Glättungsverfahren auf einem FPGA um-
gesetzt wurde. Beim Gap-Glättungsfilter konnte eine Datenstromverarbeitung realisiert
werden. Hierzu werden viele Verarbeitungsstufen benötigt. Eine Übersicht der Implemen-














Abbildung 3.16: Gap-Smoothing Implementation, Aufbau
Der Kern sind die Gap-Glättungseinheiten. Diese führen eine Datenstromverarbeitung
durch. Sie verarbeiten jeweils einen 3 × 3-Bildblock. Mit jeden Takt nehmen sie einen
Pixelwert entgegen und liefern alle neun Takte einen Pixelwert aus. In der Abbildung
sind drei Gap-Glättungseinheiten dargestellt, welche parallel betrieben werden (SIMD).
Alle drei Takte kann daher ein Pixelwert ausgeben werden. Werden neun Gap-Glät-
tungseinheiten parallel betrieben, kann in jedem Takt ein Pixelwert ausgegeben wer-
den. Die Speicherverwaltungseinheit und Packeinheit kümmern sich darum, den Gap-
Glättungseinheiten die Eingangsdaten zur Verfügung zu stellen und die prozessierten
Daten abzutransportieren (Abbildung 3.17).
Jede Gap-Glättungseinheit besteht aus zahlreichen Untereinheiten, und diese wiederum
aus zahlreichen weiteren Untereinheiten (Abbildung 3.18).
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Abbildung 3.18: a) Gap-Glättungseinheit, b) Gap-Detektionseinheit
Die Module sind untereinander durch sogenannte channels24 verbunden. Jedes Modul
verfügt über eine Datenflusssteuerung. Der Datenfluss kann angehalten und fortgesetzt
werden. Versiegt der Eingangsdatenstrom oder können die prozessierten Daten nicht ab-
geführt werden, wird der Betrieb erst dann wieder aufgenommen, wenn die entsprechende
Ressource wieder zur Verfügung steht. Bei einer ungesteuerten Fließbandverarbeitung ist
dies nicht möglich. Die Pipeline muss bei Prozessierungsbeginn erst vollständig geladen
werden, bevor gültige Ergebnisse produziert werden, und der Datenfluss kann nicht ein-
fach unterbrochen werden. Der Vorteil einer flussgesteuerten Pipeline ist eine höhere
Flexibilität, der Nachteil, ein erhöhter Hardwareverbrauch für benötigte Zwischenspei-
cherstufen. Jedes zur Prozessierung verwendete Register muss gepuffert werden.
3.4.5 Performanz/Hardwareverbrauch der Gap-Glättung
Durch die Datenstromverarbeitung und den parallelen Betrieb mehrerer Glättungsein-
heiten kann eine sehr hohe Verarbeitungsleistung erreicht werden. Der Prototyp, der
auf dem Nexys2-Board implementiert wurde und drei Gap-Glättungseinheiten verwen-
24Handel-C Ausdruck: entspricht einem FIFO über den eine synchrone Kommunikation zwischen Mo-
dulen (auch unterschiedlicher Taktbereiche) ermöglicht wird
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det, benötigt acht Takte pro Pixel. Wie sich später herausstellte werden ungefähr 70
Filterdurchläufe benötigt, um sehr starkes Rauschen behandeln zu können, und 35 Fil-
terdurchläufe, für mittelhohe Rauschstufen. In Abbildung 3.19 ist eine Übersicht über
die Dauer der Glättung bei verschiedenen Implementationen gegeben.
Bildgröße 1000 * 1000 10000 * 10000
70 Läufe 35 Läufe 70 Läufe 35 Läufe
Hardware
Implementation auf Nexys-2 Board (Spartan3E @ 12.5 MHz) 44,8 sec 22,4 sec 75 min 37 min
Implementation* 3 Takte/Pixel @ 12,5MHz 16,8 sec 8,4 sec 28 min 14 min
Implementation* 3 Takte/Pixel @ 50,0MHz 4,2 sec 2,1 sec 7,0 min 3,5 min
Implementation* 3 Takte/Pixel @ 100,0MHz 2,1 sec 1,1 sec 3,5 min 1,75 min
Implementation* 1 Takte/Pixel @ 12,5MHz 5,6 sec 2,8 sec 9,4 min 4,7 min
Implementation* 1 Takte/Pixel @ 50,0MHz 1,4 sec 0,7 sec 2,4 min 1,2 min
Implementation* 1 Takte/Pixel @ 100,0MHz 0,7 sec 0,35 sec 1,2 min 36 sec
Software
Core2Duo @ 2.8GHz** - 1 Kern 39,88 sec 22,4 sec 67 min 34 min
Core2Duo @ 2.8GHz** - 2 Kerne 21,13 sec 10,57 sec 36 min 18 min
Abbildung 3.19: Hochrechnung Geschwindigkeit Gap-Glättung, * Simulation mit dem
MentorDK-Simulator (aufgrund des Speicherinterfaces auf dem Nexy2-
Board nicht umsetzbar), **genau Bezeichnung: Intel Core2 Duo CPU
T9600 @ 2.8GHz
Der Prototyp, welcher auf dem Nexys-2 Board umgesetzt wurde, benötigt für 70 Läufe
bei einem 1000*1000 Bild ungefähr 45 Sekunden. Selbst mit 12,5MHz wird dabei un-
gefähr die Leistung einer ausgewachsenen CPU25 erreicht . Dies liegt in erster Linie an
der Sortierung und Maximumsbestimmung welche bei der Gap-Glättung durchgeführt
werden müssen (Schritt 1 und 3). Ohne diese benötigt die CPU nur 3,8 Sekunden (1
Kern) bzw. 2 Sekunden (2 Kerne). Diese Sortierung kann mittels Hardware sehr effizient
durchgeführt werden. Ein Datenstrom kann blockweise sortiert werden. Mit jedem Takt
wird ein Wert aufgenommen und ein Wert ausgegeben.
Die FPGA-Implementation auf dem Nexys-2 Board erfüllt nicht die Anforderung, dass
der Gesamtprozess bei kleinen Bildgrößen26 in einigen Sekunden und bei größeren Bil-
dern27 in wenigen Minuten abgeschlossen sein muss. Auf einer leistungsfähigeren Platt-
form kann der Glättungsprozess weitaus schneller ausgeführt werden. Wie in der Abbil-
dung 3.20 gezeigt, können auf einem Spartan-6 FPGA Taktraten bis 100MHz erreicht
werden. Auf einem Spartan-6 FPGA stehen außerdem genug Ressourcen zur Verfügung,
um neun Gap-Glättungseinheiten zu implementieren. Damit könnte ein Pixel pro Takt
verarbeitet werden.
Bei einer Bildgröße von 1000*1000 Bildpunkten reicht eine Implementation mit drei Glät-
tungseinheiten und einer Taktfrequenz von 50MHz aus um auch eine Gap-Glättung mit
70 Filterdurchläufen in unter fünf Sekunden durchführen zu können. Bei extrem großen
Bildgrößen, beispielsweise 10000*10000 Bildpunkten ist eine Implementation mit neun
25Intel(R) Core(TM)2 Duo CPU T9600 @ 2.8GHz, termal design power (TDP) 35W
26< 2000 ∗ 2000
27∼ 10000 ∗ 10000
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Glättungsstufen sinnvoll. Bei einer Taktfrequenz von 100MHz werden für 70 Filterläufe
1,2 Minuten benötigt. Diese Leistung würde den Laufzeitanforderungen genügen. Mit
leistungsfähigen FPGAs, wie der Xilinx Virtex-6,-7 Modellreihe, ist es jedoch durchaus
im Bereich des Möglichen eine Leistungssteigerung um den Faktor zehn zu realisiert28.
Dadurch könnte selbst ein 10000*10000 Pixel großes Bild in unter zehn Sekunden verar-
beitet werden, und eine Videoprozessierung mit 14 Bilder pro Sekunde bei einer Bildgröße
von 1000*1000 Pixel verwirklicht werden.
In Abbildung 3.20 ist der benötigte Hardwareverbrauch dargestellt. Auf einem Xilinx
Spartan-3E FPGA benötigt eine Gap-Glättungsfilter mit drei Glättungseinheiten in etwa
43% der verfügbaren Logikblöcke. Auf einem mittelgroßen Xilinx Spartan-6 XCSLX75
Chip werden hierfür rund 12% der verfügbaren Logikblöcke benötigt. Es wäre daher noch
genug Platz für andere Funktionseinheiten vorhanden. Auf einem Spartan-6 XC6SLX150
Chip, der ungefähr doppelt so viele Logikblöcken wie der Spartan-6 XCSLX75 besitzt, be-
nötigen neun Glättungseinheiten, ungefähr 18% der verfügbaren Logikblöcke. Es dürften
auch in diesem Fall noch genug Ressourcen für weitere Aufgaben zur Verfügung stehen.
Spartan-3E Spartan-6
Benötigte/Verfügbare Slices* 3786/8672 (43 %) 1492/11662 (12 %)
Benötigte/Verfügbare 4 bzw. 6-input LUTs 4442/17344 (25 %) 3930/46648 (8 %)
Benötigte/Verfügbare FF 4877/17344 (28 %) 5268/93296 (4 % )
Benötigte/Verfügbare DSP-Blöcke 3/28 (2 %) -/172
Benötigter/Verfügbarer Block-RAM -/28*18 kbit -/172*18 kbit
Maximale Frequenz 89MHz 119MHz
Abbildung 3.20: Hardwareverbrauch der FPGA-Implementierung der Gap-Glättung, drei
Glättungseinheiten, Plattformen: Xilinx Spartan-3E xc3s1200e-5fg320,
speedgrade -5, Xilinx Spartan-6 SC6SLX75-FGG484, speedgrade -3, bei-
de ISE 14.7, Design Goal balanced; * eine Spartan-3 Slice enthält zwei
4-input Luts und zwei FlipFlops, wogegen eine Spartan-6 Slice vier 6-
input LUTS und acht FlipFlops enthält
28auf den (mittel-)großen Virtex-6,-7 Modellen können bei einem Hardwareverbrauch von unter 75%





Die Bewertung eines Segmentationsprozesses hinsichtlich der Qualität des Segmentations-
ergebnisses ist sehr hilfreich sowohl für den späteren Nutzer, als auch für den Entwickler.
Für den Entwickler kann sie wertvolle Hinweise zur Optimierung und Weiterentwicklung
der Segmentationsmethode liefern. Einem Nutzer kann hierdurch ermöglicht werden, eine
für seine Anwendung geeignete Segmentationsmethode auszuwählen, diese vernünftig zu
implementieren, und das Verhalten dieser Methode abschätzen zu können.
4.1.1 Ziele
Die folgenden Fragestellungen waren der Anlass, im Rahmen dieser Arbeit eine qualita-
tive Bewertung des Gap-Segmentationsverfahrens durchzuführen:
a) Parameterbestimmung
Die Durchführung einer detaillierten Qualitätsuntersuchung entstand aus der Notwen-
digkeit geeignete Parameter zu finden. Bei dem im Abschnitt 3.1 vorgestellten Gap-
Segmentationsprozess treten insgesamt sechs Parameter auf:
1. Filterstufe 1: X1 ∗Mittelwertfilter 3× 3
2. Filterstufe 2: X2 ∗Gap-Glättung(g1,g2,g3)
3. Segmentationsstufe: Segmentationsschwellenwert t
Die Parameter X1,X2 bezeichnen die Anzahl der entsprechenden Filterläufe. Es stellt
sich hier die Frage, ob es einen optimalen Wert gibt. Da die Anzahl der Filterläufe natür-
lich direkt Einfluss auf die Laufzeit des Segmentationsprozesses hat, sollte die minimale
Anzahl der Läufe bestimmt werden, mit der eine vernünftige Qualität erreicht werden
kann. Die Parameter g1, g2 und g3 der Gap-Glättung sind in Kapitel 3.2.2 und der Seg-
mentationsschwellenwert t in Kapitel 3.3 beschrieben worden.
b) Bestimmung der qualitativen Leistungsfähigkeit
Ein vor allem für den späteren Anwender wichtiger Punkt ist, die qualitative Leistungs-
fähigkeit der hier vorgestellten Segmentationsverfahren einschätzen zu können. Welche
qualitativen Ergebnisse sind bei unterschiedlich guten und schlechten Bedingungen zu
erwarten? Wie störanfällig ist das Segmentationsverfahren und wie wirken sich unter-
schiedliche Arten von Störungen aus? Wie gut muss die Bildqualität sein, um gute Er-
gebnisse zu erhalten, und ab wann beginnt das Verfahren zu versagen. Des weiteren ist
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es sehr hilfreich, untersuchen zu können, wie sich Segmentationsmethoden im Allgemei-
nen verhalten und von welchen Größen sie besonders abhängig sind. Um diese Fragen
beantworten zu können, muss zunächst geklärt werden, wie man die qualitative Leis-
tungsfähigkeit einer Segmentation überhaupt vernünftig bestimmen kann.
c) Vergleich mit alternativen Verfahren
Zuletzt sollte die Gap-Segmentation mit alternativen Verfahren verglichen werden, um die
generelle Leistungsfähigkeit diese Verfahrens einzuschätzen. Gibt es bessere und schlech-
tere Verfahren? Inwieweit unterscheiden sich verschiedene Verfahren? Lohnt sich der Auf-
wand komplexerer Algorithmen? Was sind Vor- und Nachteile unterschiedlicher Verfah-
ren (Stichwort: Komplexität vs. Geschwindigkeit vs. Qualität)? Insbesondere sollte ein
Vergleich mit der Jahn-Methode erfolgen, von welcher die Gap-Segmentation abgeleitet
wurde (Abschnitt 2.6).
4.1.2 Problematik und genereller Ablauf
In diesem Abschnitt soll geklärt werden, welche Schritte notwendig sind, um eine quali-
tative Segmentationsbewertung durchführen zu können und welche Fragen hierbei gelöst
werden müssen. Um eine vernünftige qualitative Segmentationsbewertung durchführen
zu können, muss vorab geklärt werden, welche Fragen mit einer Segmentationsbewer-
tung beantwortet werden sollen. Die Fragestellung leitet sich aus der Zielsetzung ab,
welche im vorhergehenden Abschnitt aufgeführt wurde. Anschließend muss geklärt wer-
den, welche Anforderungen an den Bewertungsprozess selbst gestellt werden müssen, um
diese Fragestellung vernünftig beantworten zu können (Abschnitt 4.1.3).
Ist geklärt, was mit einer Bewertung bezweckt und welchen Anforderung diese genügen
soll, muss eine geeignete Bewertungsmethode gefunden werden. Die schwierigste Aufga-
be, die bewältigt werden muss, um eine vernünftige qualitative Segmentationsbewertung
durchführen zu können, ist es ein Maß für die Güte einer Segmentation zur Verfügung
zu stellen. Dafür gibt es jedoch kein Standardverfahren und viele Wissenschaftler gehen
sogar davon aus, dass dieses Unterfangen aussichtslos ist [15, 45]. Um überhaupt ein
Maß für die Güte einer Segmentation konstruieren zu können, müssen zwei grundlegende
Fragen geklärt werden.
• Was ist die Güte eines Segmentationsergebnisses und,
• wie kann dieses ermittelt werden?
Im Abschnitt 4.2 wird auf diese Fragen näher eingegangen. Es wird dargestellt, wie der
Begriff der Güte einer Segmentation mathematisch exakt definieren werden kann, und
es werden erste Folgerungen davon abgeleitet. In dieser Arbeit wird das Kriterium des
mittleren Grauwertes verwendet. Segmente sollen bezüglich ihres Grauwertes möglichst
einheitlich sein, und sich von den mittleren Grauwerten benachbarter Segmente mög-
lichst signifikant unterscheiden. Dies ist keine exakte Beschreibung. Eine Modellierung
des Begriffs des mittleren Grauwerts stellt das Mumford- und Shah-Modell [23] dar. Im
Abschnitt 4.2.5 wird auf dieses Modell näher eingegangen. Aufgrund der Komplexität
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und des daraus resultierenden Aufwands dieses Verfahren umzusetzen und der Schwie-
rigkeit die Ergebnisse dieses Modelles zu interpretieren, wurde dieses Modell jedoch nicht
direkt zur Segmentationsbewertung herangezogen.
In Abschnitt 4.1.4 werden verschiedene Methoden zur Durchführung einer Segmenta-
tionsbewertung vorgestellt und dargelegt, welcher Weg in dieser Arbeit eingeschlagen
wurde, und weshalb. In dieser Arbeit wurde, vor allem auf Grund der guten Interpretier-
barkeit, der Weg der überwachten Segmentationsbewertung gewählt. Das Ergebnis der
Segmentation wird dabei mit einer vorgegebenen idealen Segmentation (Mustersegmen-
tation) verglichen. Um dies durchzuführen wird, wie in Abschnitt 4.2.7 genau dargelegt,
folgendes benötigt:
• eine Testmenge, bestehend aus Testbildern und den dazugehörigen Mustersegmen-
tationen
• ein Vergleichskriterium, um die Segmentationsergebnisse mit den Mustersegmenta-
tionen vergleichen zu können
Ein vernünftiges Bewertungsverfahren, mit dem zwei Segmentationen verglichen werden
können, wird in Abschnitt 4.3 vorgestellt. Es werden grundlegende Eigenschaften die-
ser Bewertung abgeleitet. Anhand von Beispielen wird gezeigt, dass dieses Kriterium
dem subjektiven Empfinden genügt (Abschnitt 4.3.5 und 4.3.6). Im Anschluss wird in
Abschnitt 4.4 dargelegt, welche Testdaten verwendet wurden. Die Wahl eines geeigne-
ten Testdatensets1 ist ein wesentlicher Schritt im überwachten Bewertungsprozess, denn
hierdurch wird festgelegt, nach welchem Kriterium die Bewertung durchgeführt wird und
welche Störgrößen Einfluss auf die Bewertung haben.
Mithilfe dieses Bewertungsverfahrens wird nun in Abschnitt 4.5 die Gap-Segmentations-
methode genauer untersucht. Im Abschnitt 4.5.1 werden zuerst (optimale) Parameter für
die Gap-Segmentation ermittelt. Daraufhin wird die qualitative Leistungsfähigkeit, mit
Hilfe der im Abschnitt 4.5.5 eingeführten Charakteristik einer Segmentationsmethode, er-
mittelt. In diesem Rahmen wird auf Besonderheiten der Gap-Segmentation eingegangen
(Abschnitt 4.5.6) und das Verhalten der Gap-Segmentation unter erschwerten Bedin-
gungen untersucht (Abschnitt 4.5.8), wodurch eine weitere Optimierung des Verfahrens
durchgeführt werden konnte (Abschnitt 4.5.9).
In Abschnitt 4.6 wird das Gap-Segmentationsverfahren mit drei alternativen Ansätzen
verglichen, um die absolute qualitative Leistungsfähigkeit des Verfahrens einschätzen
zu können, insbesondere mit der Jahn-Segmentation, welche als Grundlage der Gap-
Segmentation diente. Als Abschluss dieses Kapitels wird im Abschnitt 4.7 noch die Gap-
Segmentation einer einer realer Satellitenszene analysiert und untersucht, inwieweit sich
die bei der Qualitätsanalyse gewonnenen Erkenntnisse auf reale Daten übertragen lassen.
4.1.3 Anforderungen an eine Bewertung
An den qualitativen Bewertungsprozess einer Segmentationsmethode werden folgende
Anforderungen gestellt:
1bestehend aus Testbildern und den dazugehörigen Mustersegmentationen
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Die erste und zweifelsfrei wichtigste Anforderung, welche an den Bewertungsprozess ge-
stellt werden muss, ist, dass eine vernünftige Ermittlung der qualitativen Leistungsfähig-
keit einer Segmentationsmethode stattfindet. Außerdem sollte die Bewertung objektiv
sein, so dass das Bewertungskriterium und die quantitative Bestimmung dieses Krite-
riums präzise definiert und exakt nachvollziehbar ist. Dies spielt für das Verständnis,
für die Interpretation und die (wissenschaftliche) Verwertbarkeit eine entscheidende Rol-
le. Außerdem sollten die Ergebnisse der Bewertungsmethode aussagekräftige Ergebnisse
liefern, und daher möglichst verständlich und einfach zu interpretieren sein. In vielen
Arbeiten werden oft unterschiedlichste Gütebegriffe verwendet und in einer Tabelle oder
einem Graph zusammengetragen. Deren Bedeutung wird meistens nur unzureichend er-
klärt. Dann ist es schwierig, die Ergebnisse überhaupt einzuordnen und zu beurteilen.
Letztendlich sollte das Bewertungsverfahren mit möglichst wenig Aufwand durchführbar
sein, um den Bewertungsprozess zu erleichtern.
4.1.4 Verschiedene Bewertungsmethoden
Nach [15] gibt es, wie in Abbildung 4.1 dargestellt, folgende grundsätzliche Vorgehens-
weisen zur Bewertung der Güte einer Segmentation.
Das wichtigste Unterscheidungsmerkmal ist, ob eine Bewertungsanalyse subjektiv oder
objektiv erfolgt. Unter subjektiver Bewertung versteht man gewöhnlich die visuelle Be-
gutachtung des Segmentaktionsergebnisses durch einen oder mehrere Experten. Objekti-
ve Bewertungen werden normalerweise nach einer Bewertungsregel maschinell ohne den
direkten Einfluss eines Menschen durchgeführt.
Objektive Bewertungen können dahingehend unterschieden werden, dass das Gesamtsys-
tem welches die Segmentierung enthält, untersucht wird (Systemweite Bewertung), oder
ob eine direkte Bewertung des Segmentationsschrittes vorgenommen wird.
Bei der direkten Bewertungen wird entweder die Methode selbst untersucht (Analytische
Bewertung) oder es werden die Ergebnisse der Methode untersucht (Empirische Bewer-
tung). Es gibt zwei Klassen von empirischen Messmethoden.
Bei unüberwachten Methoden wird das Segmentationsergebnis ausschließlich anhand von
vorgegebenen Kriterien beurteilt. Bei überwachten Methoden erfolgt ein Vergleich mit
einem vorgegebenen Segmentationsergebnis (Mustersegmentation).
Es ist zu bemerken, dass das hier vorgestellte Schema zur Grob-Charakterisierung ver-
schiedener Bewertungsmethoden verwendet werden kann. Ein Bewertungsverfahren weist
im allgemeinen Charakteristika mehrerer Kategorien auf2.




Subjektive Bewertung Objektive Bewertung
Systemweite Bewertung Direkte Bewertung
Analytische Bewertung Empirische Bewertung
Überwachte Bewertung Unüberwachte Bewertung
Abbildung 4.1: Schematische Klassifikation von Segmentationsbewertungsmethoden,
nach [15]
Anhand der Anforderungen an das Bewertungsverfahren, welche im letzten Abschnitt
aufgestellt wurden, erfolgte eine Einschätzung der Eignung dieser Verfahren. Eine visu-
elle Interpretation durch einen Experten kommt in dieser Arbeit aufgrund der nur sehr
schwer sicherzustellenden Objektivität der Messergebnisse, der zeitaufwändigen Durch-
führung und der Schwierigkeit dritter Personen diese Ergebnisse genau einschätzen und
reproduzieren zu können nicht in Betracht.
Da die Segmentationsmethode als Modul für verschiedenste Anwendungen entwickelt
wurde, ist eine systemweite Untersuchung nicht möglich. Sie wird aber spätestens bei
einem Einsatz der Segmentationsmethode durch den Benutzer durchgeführt werden.
Eine analytische Untersuchung scheidet aufgrund fehlender Methodik ebenfalls aus.
Die unüberwachte Bewertung ist ein komplexes und nur spärlich erforschtes Themen-
gebiet [15]. Es existieren große Schwierigkeiten, geeignete Kriterien zu finden und diese
dann zu bewerten. Daher wurde auch von Verwendung derartiger Bewertungsverfahren
abgesehen.
Letztendlich wurde entschieden, eine überwachte Bewertung durchzuführen. Der Hauptent-
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scheidungsgrund liegt darin, dass bei einer überwachten Bewertung die Interpretation und
damit die Auswertung der Ergebnisse im Vergleich zu den anderen Verfahren bei weitem
einfacher und am gewinnbringendsten erschien.
In den folgenden Abschnitten wird die in dieser Arbeit verwendete Bewertungsmethodik
vorgestellt.
4.2 Theoretische Grundlagen
In diesem Abschnitt wird die Grundlage gelegt, um den Begriff der Güte einer Segmen-
tation exakt formulieren zu können. Zunächst wird kurz erklärt, wie ein Bild definiert
werden kann, was genau eine Bildsegmentation ist, was die Güte eine Segmentation ist
und wie diese bestimmt werden kann.
4.2.1 Definition eines Bildes
In Folgenden wird eine mathematische Definition des Bildbegriffs gegeben. Dies ist für
eine exakte Formulierung der Begriffe innerhalb dieses Kapitels hilfreich.
Definition 1 (Bild) Ein Bild ist eine Abbildung
µ : Ω→ F
wobei Ω ⊆ Rn,F ⊆ Rm mit n,m ∈ N. Dabei wird Ω als der Ortsraum des Bildes und F
als der Farbraum des Bildes bezeichnet. n ist die Dimension des Ortsraumes und m die
Dimension des Farbraumes.
Bildräume werden folgendermaßen bezeichnet.
Bemerkung 1 (Bildräume) Sei ein Ortsraum Ω und ein Farbraum F vorgegeben. Die
Menge aller Bilder über Ω und F werden mit
Bild(Ω,F)
bezeichnet, oder, wenn der Farbraum unerheblich oder im Kontext nicht benötigt wird,
vereinfacht mit
Bild(Ω)
In dieser Arbeit werden ausschließlich zweidimensionale Bilder, sowohl im Ortsraum als










wobei h ∈ N die Bildhöhe, b ∈ N die Bildbreite, m die Dimension des Farbraums und
DNi ∈ N der maximale Wert des i-ten Farbkanals ist. Hierbei ist
[a, b]N = {x ∈ N|a ≤ x ≤ b}, a, b ∈ N
ein (diskretes) Intervall natürlicher Zahlen von a bis b. Ein monochromatisches Bild (d.h.
m = 1) mit einer 8-Bit Quantisierung (Farbtiefe) hat dann die Form
µ : [0, b]N × [0, h]N → [0, 255]N (= [0, 28 − 1]N), h, b ∈ N
Dies ist die Beschreibung eines Bildes, welche dieser Arbeit zugrunde gelegt wurde. Ab-
schließend sei bemerkt, dass ein Bild auch auf viele andere Arten beschrieben werden
kann. Ein Bild kann auch als Zufallsvariable, wie sie in der Wahrscheinlichkeitstheorie
verwendet wird, aufgefasst werden. Konkret wäre ein Bild hier eine Funktion von
µ : (Ω, ξΩ, P )→ (F, ξF)
wobei (Ω, ξΩ, P ) ein reeller oder diskreter Maßraum und (F, ξF) ein reeller oder diskre-
ter Meßraum wäre. Der Vorteil dieser Beschreibung liegt darin, dass die ganze wahr-
scheinlichkeitstheoretische/stochastische Maschinerie direkt verwenden werden könnte,
beispielsweise die Testtheorie, die Signaltheorie oder die Informationstheorie. Die wahr-
scheinlichkeitstheoretische Beschreibung ist eine Erweiterung des hier gewählten Begrif-
fes und, falls benötigt, kann darauf zurückgriffen werden. Auch würde ein Vektorfeld auf
einer Mannigfaltigkeit eine Erweiterung des Bildbegriffs darstellen. Aufgrund der Kom-
plexität wurde aber darauf verzichtet, einen allgemeineren Bildbegriff von Grund auf zu
verwenden. Eine derartige Darstellung wird in dieser Arbeit auch nicht benötigt. Es folgt
ein Einschub über lokale Eigenschaften eines Bildes.
4.2.2 Lokale Eigenschaften
In diesem Abschnitt wird der Begriff der Lokalität eines Bildes eingeführt. Es sei bemerkt,
dass in dieser Arbeit unter Lokalität immer die Lokalität bezüglich des Ortsraumes ver-
standen wird.
Definition 2 (Einschränkung eines Bildes) Sei µ ∈ Bild(Ω,F) ein Bild und Ω′ ⊆
Ω. Die Einschränkung von µ auf Ω′, ist das Bild µ|Ω′ ∈ Bild(Ω′,F) mit der Eigenschaft
∀x ∈ Ω′ µ(x) = µ|Ω′(x)
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Der Begriff lokale Bildeigenschaft, wie er in dieser Arbeit bereits schon häufiger verwendet
wurde, kann folgendermaßen exakt definiert werden.
Definition 3 (Eigenschaften von Bildern und Lokalität) Sei ein Bildraum
Bild(Ω,F) gegeben.
• Eine Bildeigenschaft auf Bild(Ω,F) ist eine Abbildung
E : Bild(Ω,F)→M
Dabei ist M eine beliebige Menge, der sogenannte Merkmalsraum.
• Sei Ω′ ⊆ Ω. Die Eigenschaft E ist lokal auf Ω′ genau dann, wenn eine Eigenschaft
E′ : Bild(Ω′,F)→M existiert, so dass
∀µ ∈ Bild(Ω,F) E′(µ|Ω′) = E(µ)
Hierdurch wird ausgedrückt, dass die Information, welche zur Bestimmung einer Bildei-
genschaft E benötigt wird, bereits in Ω′ vorhanden ist. Hiermit endet der Einschub über
die Lokalität.
4.2.3 Partition einer Menge
Ein weiterer, im Hinblick auf Segmentation wichtiger Begriff ist die Partition einer Menge.
Definition 4 (Partition) Eine Partition einer Menge M ist eine Menge P , deren Ele-
mente nichtleere, disjunkte Teilmengen von M sind, so dass jedes Element von M in
genau einem Element von P enthalten ist. In anderen Worten
• P ⊂ P(M)
• ∀m ∈ P m 6= ∅
• ∪m∈P m =M [Gesamtheit]
• ∀m,n ∈ P m ∩ n = ∅ [Exklusivität]
Die Menge aller Partitionen über M wird mit Part(M) bezeichnet.





Im Folgenden wird eine exakte mathematische Formulierung des Begriffes der Bildseg-
mentation gegeben.
Definition 5 (Segmentation) Sei µ : Ω −→ F ein Bild. Eine Segmentation S von µ
ist eine Partition des Ortsraumes Ω. Die Menge aller Segmentationen über Ω wird mit
Seg(Ω) bezeichnet.
Es sei bemerkt, dass Part(Ω) nach Definition exakt Seg(Ω) entspricht. Da aber von
Segmentationen und nicht Partitionen gesprochen werden soll, wird die Schreibweise
Seg(Ω) verwendet.
Es ist zu bemerken, dass der Begriff der Segmentation von µ zuerst einmal nur vom
Ortsraum Ω abhängt und nicht von der Bildfunktion µ. Die Abhängigkeit zu µ kommt
erst durch das Setzen von Segmentationskriterien ins Spiel.
Definition 6 (Segmentationskriterium) Ein Segmentationskriterium ist durch seine
Gütefunktion
K : Bild(Ω)× Seg(Ω)→ R
gegeben. Hier wird die Vereinbarung getroffen, dass große K Werte für eine höhere Güte
stehen.
K(µ, s) beschreibt die Güte der Segmentation s des Bildes µ im Hinblick auf das gewählte
Kriterium. Je größer dieser Wert, desto besser ist die Segmentation bezüglich des gewähl-
ten Kriteriums. Dies ist ein sehr entscheidender Begriff und zeigt auf, wie ein Kriterium,
nach dem segmentiert werden soll, überhaupt beschrieben werden kann. Es ist wich-
tig, dass der Güte einer Segmentation eine Zahl (Skalar) zugewiesen wird, denn Zahlen
können verglichen werden (<,>,=). Sollen mehrere Segmentationskriterien herangezogen
werden, müssen diese daher mit einer geeigneten Funktion in die Form von Definition 6
gebracht werden, beispielsweise durch eine gewichtetet Summe
∑
i λi ∗Ki, λi ∈ R.
Das optimale Segmentationsergebnis zu finden kann nun als Optimierungsproblem for-
muliert werden.
Definition 7 (Optimale Segmentation) Sei eine Bildfunktion µ : Ω→ F, ein Krite-
rium K und eine Segmentation S ∈ Seg(Ω) vorgegeben. Dann ist
S optimal ⇐⇒ ∀S′ ∈ Seg(Ω) K(µ, S′) ≤ K(µ, S)
unter der Voraussetzung, dass höhere K Werte ein höhere Güte darstellen.
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Hier wird schon deutlich, dass in den meisten Fällen von dem einen optimalen Segmen-
tationsergebnis überhaupt nicht gesprochen werden darf. Bei Bildern mit endlich vielen
Bildpunkten gibt es zwar mindestens eine optimale Segmentation3, es könnte jedoch
mehrere geben.
Es ist außerdem sehr wichtig zu bemerken, dass von Güte eines Segmentationsergeb-
nisses nur im Zusammenhang mit einem Kriterium gesprochen werden kann. Eine in
diesem Zusammenhang wichtige Erkenntnis ist, dass jede Segmentationsmethode4 selbst
ein Kriterium darstellt.
Bemerkung 2 Sei ein Bildraum Bild(Ω) vorgegeben. Außerdem sei M : Bild(Ω) →
Seg(Ω) eine Segmentationsmethode. M definiert dann ein Kriterium,
KM (µ, S) :=
{
1 falls S = M(µ)
0 sonst
unter welchem M immer ein optimales Segmentationsergebnis liefert.
Diese Bemerkung scheint zuerst unsinnig, sie verdeutlicht jedoch, dass zu jeder Segmen-
tationsmethode ein Kriterium existiert, unter welchem dieses optimale Ergebnisse liefert.
Bei Vergleichen von Methoden werden oft Verfahren unter Kriterien verglichen, die die
gewählte Methode begünstigen. Es wird hieraus dann oft geschlossen, dass das gewünsch-
te Verfahren allgemein besser als andere Verfahren ist. Im Folgenden wird das Kriterium
des mittleren Grauwertes mittels der in diesem Abschnitt bereitgestellten Begriffe dar-
gestellt.
4.2.5 Modellkriterien
Dieser Abschnitt dient dazu, einen theoretischen Einblick zu gewähren und zu zeigen,
wie das Merkmal des mittleren Grauwerts exakt formuliert werden kann.
Die Angabe eines Segmentationskriteriums in der im letzten Abschnitt dargestellten
Schärfe (Definition 6) ist eine schwierige Aufgabe. Eines der allerersten Segmentations-
kriterien ist in [16] zu finden - "Regions of an image segmentation should be uniform
and homogeneous with respect to some characteristic such as gray tone or texture. Region
interiors should be simple and without many small holes. Adjacent regions of a segmenta-
tion should have significantly different values with respect to the characteristic on which
they are uniform. Boundaries of each segment should be simple, not ragged, and must be
spatially accurate". Dies ist eine grobe, allgemeingültige Beschreibung. Auch das in dieser
Arbeit verwendete Kriterium des mittlerem Grauwertes ist hiervon abgeleitet - Grauwer-
te eines Segments sollen möglichst einheitlich (Homogenität) sein und sie sollen sich von
den Grauwerten anderer Segmente möglichst signifikant unterscheiden (Heterogenität).




Wie kann das Kriterium des mittleren Grauwertes präzisiert werden? Ein mathemati-
sches Modell des mittleren Grauwertes wird durch das Mumford- und Shah-Modell [23]
gegeben, welches im Folgenden in Form eines Segmentationskriteriums dargestellt wird.
Beispiel 1 (Mumford- und Shah-Modell) Sei µ : Ω ⊂ R2 → R eine beschränkte
Bildfunktion (d.h. Ω beschränkt). Das Mumford- und Shah-Modell lässt sich durch drei
Teilkriterien beschreiben.
K1(µ, S, µ0) =
∫
Ω
(µ− µ0)2 dxdy (Gesamtabstand)
K2(µ, S, µ0) =
∫
Ω−SRand
| ▽ µ20| dxdy (Homogenität der Segmente)
K3(µ0, S) = |SRand| (Seperationsgrad)
wobei µ0 : Ω → R ∈ Bild(Ω,R) ein Kopplungsparameter ist, und SRand die Menge der
Randpunkte der Segmente ist (x ∈ SRand ⊂ Ω⇔ ∀offenen Umgebungen von x (Ux) ∃y ∈
Ux so dass x und y in verschiedenen Segmenten liegen). Dann kann ein Segmentations-
kriterium, basierend auf dem Mumford- und Shah-Modell, folgendermaßen definiert wer-
den.
K(µ, S) = − inf{K1(µ, S, µ0) + λK2(µ, S, µ0) + νK3(µ0, S) | µ ∈ Bild(Ω)}
Hierbei sind λ, ν ∈ R beliebig wählbare Parameter.
Das Kriterium ist für im Ortsraum kontinuierliche Bilder (d.h. Ω ⊂ R) gegeben. Diskrete
Bilder (d.h. Ω ⊆ N2) können durch eine Einbettung von Ω in R2, beispielsweise durch
Darstellung der Bildpunkte als Kacheln, ebenfalls behandelt werden.
Die Teilkriterien K1,K2 und K3 bilden zusammen ein Maß für die Einheitlichkeit der
Grauwerte eines Segments, und für die Signifikanz der Differenz der Grauwerte unter-
schiedlicher benachbarter Segmente.
Dieses Verhalten kann über die Parameter λ, ν gesteuert werden. Über λ kann die Ge-
wichtung der Homogenität und über ν die Gewichtung der Heterogenität geregelt werden.
Setzt man λ = 0, ν ≥ 0 wird auf die Homogenität keine Rücksicht genommen und es
wird versucht die Heterogenität zu maximieren. Die Heterogenität wird maximiert, wenn
nur ein einziges Segment gebildet wird. Umgekehrt wird, falls λ > 0, ν = 0, die Homoge-
nität maximiert. Im Falle eines diskreten Bilds wäre eine Segmentation, in welcher jeder
Punkt ein eigenes Segment darstellt, ein optimales Ergebnis.
Da die Güte der Segmentation ausschließlich aus scharf definierten Kriterien abgeleitet
werden kann, gehört es der Klasse der unüberwachten Segmentationskriterien an (Ab-
schnitt 4.1). Hat man jedoch eine Gütefunktion K, wie zum Beispiel das Mumford- und
61
4 Qualitätsuntersuchung
Shah-Modell, zur Verfügung, kann eine Segmentationsbewertung, wie im folgenden Ab-
schnitt beschrieben, durchgeführt werden. Auf das Mumford- und Shah-Modell speziell
wird aber in dieser Arbeit nicht mehr explizit eingegangen, da dessen Anwendung für
eine erste Segmentationsbewertung bei weitem den Rahmen gesprengt hätte.
4.2.6 Gütebestimmung einer Segmentationsmethode
In diesem Abschnitt wird dargestellt, wie mithilfe eines Segmentationskriteriums, welches
im letzten Abschnitt eingeführt wurde, die Güte einer Segmentationsmethode bestimmt
werden kann, welche Mittel dafür notwendig sind.
Zur Gütebestimmung benötigt man ein Segmentationskriterium K und eine Menge von
Testbildern.
Definition 8 Sei ein Bildraum Bild(Ω) gegeben. Eine (gewichtete) Testmenge ist eine
Familie Tλ = {(µi ∈ Bild(Ω), λi ∈ R)i∈I}
Durch die λi können die Testbilder unterschiedlich gewichtet werden. Wird dies nicht
benötigt, werden die Gewichte weglassen. Die Gesamtgüte einer Segmentationsmethode
kann dann folgendermaßen bestimmt werden
Definition 9 (Güte einer Segmentationsmethode) Sei Tλ = {(µi ∈ Bild(Ω), λi ∈
R)i∈I} eine gewichtete endliche Testmenge und K ein Kriterium auf Bild(Ω). Sei
M : Bild(Ω) → Seg(Ω) eine Segmentationsmethode auf Bild(Ω). Die Güte GTλ,K der
Segmentationsmethode M über Bild(Ω), bezüglich des Kriteriums K und der Testmenge





Normalerweise wird hierbei eine normierte Gewichtung verwendet, d.h.
∑
i∈I λi = 1.
Wichtig ist, dass von der Güte einer Segmentation nur in Zusammenhang mit der (ge-
wichteten) Testmenge und dem Segmentationskriterium gesprochen werden kann. Da bei
der Bewertung ein vorgegebenes Kriterium K verwendet wird, welches einer Segmenta-
tion direkt eine Güte zuweist, entspricht dies im Grunde einer unüberwachten Segmen-
tationsbewertung (Abschnitt 4.1).
4.2.7 Überwachte Segmentationsbewertung
Zur Durchführung einer Segmentationsbewertung wird, wie im letzten Abschnitt darge-
stellt, ein Segmentationskriterium und eine Testmenge benötigt. Die größte Schwierig-
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keit besteht darin, ein geeignetes Segmentationskriterium K zu finden, zu formulieren
und auszuwerten zu können. Ein geeignetes Segmentationskriterium steht in den meisten
Fällen nicht zur Verfügung. Es kann jedoch konstruiert werden, wenn man sich zu den
Testbildern Mustersegmentationen5 vorgibt und eine Vergleichsfunktion zur Verfügung
steht, mit der die Segmentationsergebnisse mit der Mustersegmentation verglichen wer-
den können. Dieses Vorgehen kann der überwachten Segmentationsbewertung zugeordnet
werden (Abschnitt 4.1.4).
Um eine überwachte Segmentationsbewertung durchführen zu können, wird zu jedem
Testbild eine Mustersegmentation benötigt.
Definition 10 (Bewertete (gewichtete) Testmenge) Eine bewertete (gewichtete)
Testmenge auf Bild(Ω) ist eine Familie
Tλ,S := {(µi ∈ Bild(Ω), Si ∈ Seg(Ω), λi ∈ R)i∈I}
Die Si sind Mustersegmentationen zu µi, und λi ∈ R Gewichtsparameter. Spielt die
Gewichtung keine Rolle, spricht man von einer bewerteten Testmenge TS.
Im Weiteren wird eine Funktion benötigt, mit der ein Vergleich zweier Segmentationen
durchgeführt werden kann.
Definition 11 (Vergleichsfunktion) Sei der Ortsraum Ω gegeben. Ein Vergleichsfunk-
tion auf Seg(Ω) ist
v : Seg(Ω) × Seg(Ω)→ R
Es wird die Vereinbarung getroffen, dass größere Werte von v für eine höhere Überein-
stimmung stehen.
Ist eine Vergleichsfunktion gegeben, kann ein Kriterium KTS ,v auf der bewerteten Test-
menge TS konstruiert werden.
Definition 12 Sei TS = {(µi ∈ Bild(Ω), Si ∈ Seg(Ω))i∈I} eine bewertete Testmenge
und v : Seg(Ω) × Seg(Ω) → R eine Vergleichsfunktion auf Seg(Ω). Dann ist auf der
Testmenge T = {(µi ∈ Ω)i∈I} folgendermaßen ein Segmentationskriterium gegeben




Hiermit kann, wie in Definition 4.2.6 dargestellt, die Güte einer Segmentationsmethode
auf einer bewerteten Testmenge bestimmt werden.
Definition 13 (Überwachte Bewertung einer Segmentationsmethode) Sei
Tλ,S = {(µi ∈ Bild(Ω), Si ∈ Seg(Ω), λi ∈ R)i∈I} eine endliche (bewertete) gewichtete
Testmenge und v : Seg(Ω)× Seg(Ω)→ R eine Vergleichsfunktion.
Sei M : Bild(Ω)→ Seg(Ω) eine Segmentationsmethode. Die Güte GTλ,S ,v der Segmenta-
tionsmethode M über Bild(Ω), bezüglich der bewerteten gewichteten Testmenge Tλ,S und








Es ist sehr wichtig festzuhalten, dass der Gütebegriff untrennbar von einer bewerteten
(gewichteten) Testmenge und einer Vergleichsfunktion ist.
Dies ist auch der Weg, der in dieser Arbeit eingeschlagen wird. In dem folgenden Ab-
schnitt 4.3 wird zuerst eine Vergleichsfunktion konstruiert, und in Abschnitt 4.4 die
bewertete (gewichtete) Testmenge vorgestellt.
4.3 Bewertungsverfahren
Wie in Abschnitt 4.1.4 dargelegt, soll eine überwachte qualitative Segmentationsbewer-
tung durchgeführt werden. Hierzu wird das Ergebnis einer Segmentation mit einer vor-
gegebenen Mustersegmentation verglichen. Um dies durchführen zu können, wird eine
Funktion benötigt, mit welcher zwei Segmentationen verglichen werden können.
In diesem Abschnitt wird die Vergleichsfunktion
SAEQ : Seg(Ω)× Seg(Ω)→ (0, 1]
eingeführt, mit der die Übereinstimmung zweier Segmentationen bestimmt werden kann.
Je höher der Wert desto größer ist die Übereinstimmung. Im folgenden Abschnitt wird
diese Funktion definiert und es werden erste Folgerungen dieser Funktion abgeleitet.
Daran anschließend wird diese Funktion anhand von Beispielen betrachtet und gezeigt,
dass damit eine sinnvolle Qualitätsmessung ermöglicht wird (Abschnitt 4.3.5 und 4.3.6).
4.3.1 Grundlegende Begriffe
Um die Prinzipien, auf denen SAEQ beruht, verstehen zu können, wird der Begriff der
Verfeinerung einer Segmentation benötigt. Eine Segmentation eines Bildes ist nichts an-
deres als eine Zerlegung des Ortsraumes in Teilbereiche. Eine Verfeinerung ist nun, um-
gangssprachlich ausgedrückt, eine feinere Zerlegung.
64
4.3 Bewertungsverfahren
Ein Segmentation entspricht, wie in Abschnitt 4.2.1 definiert, einer Partition des Orts-
raumes eines Bildes. Die Partition ist ein zentraler Begriff aus der mathematischen Men-
genlehre. Die Folgenden zwei Abschnitte wurden aufgrund größerer Allgemeinheit und
Übersichtlichkeit mengentheoretisch formuliert. Es sollte jedoch keine Mühe erforderlich
sein, um die entsprechenden Begriffe auf die Segmentation eines Bildes zu übertragen.
Definition 14 (Verfeinerung) Seien P1, P2 Partitionen einer Menge M . Dann ist P1
eine Verfeinerung von P2, wenn gilt
∀m ∈ P1 ∃n ∈ P2 m ⊆ n
Dann schreibt man P1 ≤ P2, und falls P1 6= P2, auch P1 < P2.
Im Falle einer Segmentation ist M = Ω der Ortsraum eines Bildes und P1, P2 zwei
Segmentationen. In Abbildung 4.2 ist ein Beispiel zur Veranschaulichung dargestellt.
(a) (b) (c)
Abbildung 4.2: Verfeinerung einer Segmentation/Partition, (a) >(b) > (c)
Hierauf sind drei verschiedene Partitionen eines Hauses dargestellt. In Abbildung 4.2(a)
ist nur der Grobumriss zu erkennen, wogegen in Abbildung 4.2(b) das Dach extra darge-
stellt ist. In Abbildung 4.2(c) ist das Haus noch feiner aufgelöst. Durch Herausnehmen
der Details6 erhält man Abbildung 4.2(b). Daher ist das Haus in Abbildung 4.2(c) eine
Verfeinerung des Hauses in Abbildung 4.2(b). Ebenso ist das Haus in Abbildung 4.2(b)
eine Verfeinerung dessen in Abbildung 4.2(a). Das Haus in Abbildung 4.2(c) ist dann
natürlich auch eine Verfeinerung des Hauses in Abbildung 4.2(a). Dies und noch weitere
elementare Gesetzmäßigkeiten, die sich direkt aus der Definition ablesen lassen, finden
sich in folgender Bemerkung.
6dies entspricht dem Gelb Färben der Türen und Fenster in Abbildung 4.2(c)
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Bemerkung 3 Seien P1, P2, P3 Partitionen einer Menge. Dann gilt
• P1 ≤ P1 (Reflexivität)
• P1 ≤ P2 und P2 ≤ P3 =⇒ P1 ≤ P3 (Transitivität)
• P1 ≤ P2 und P2 ≤ P1 =⇒ P1 = P2 (Antisymmetrie)
Eine Verfeinerung bildet daher eine Halbordnung auf den Partitionen einer Menge Part(M),
(P(M),≤) genannt. Jedoch ist (P(M),≤) im Allgemeinen keine Totalordnung, d.h.
∃P1, P2 ∈ P(M), so dass weder P1 ≤ P2 noch P2 ≤ P1 gilt. Die Häuser in Abbildung
4.3 können beispielsweise, durch Umfärben nicht ineinander übergeführt werden. Es gilt
daher weder (a) ≤ (b) noch (a) ≥ (b).
(a) (b)
Abbildung 4.3: Zwei Segmentationen/Partitionen für die weder (a) ≤ (b) noch (a) ≥ (b)
zutrifft
Im Zusammenhang mit einer Segmentation wird auch oft von Übersegmentation und
einer Untersegmentation gesprochen. Diese Begriffe sind folgendermaßen zu verstehen:
Bemerkung 4 Seien S, S1, S2 Segmentationen eines Bildes B, wobei S das gewünschte
Segmentationsergebnis darstellen soll. Man sagt dann S1 ist eine (reine) Übersegmenta-
tion von B, falls S1 ≤ S und S2 ist eine (reine) Untersegmentation von B, falls S ≤ S2.
In der Praxisanwendung ist dies ein viel zu strenger Begriff, denn es wird fast nie ei-
ne Verfeinerung im strengen Sinne, wie in Definition 14 dargelegt, auftreten. Es wird
Üblicherweise von einer Verfeinerung Sfein von S gesprochen, wenn es eine Verfeinerung
S˜fein von S im strengen Sinne gibt, die Sfein sehr ähnlich ist. Für die Begriffe Unter- und
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Übersegmentation gilt dies entsprechend. Ähnlich bedeutet hier, dass die Vergleichsfunk-
tion SAEQ(S˜fein, Sfein) hohe Werte annimmt. Die Grundlagen für die Vergleichsfunktion
SAEQ werden im folgenden Abschnitt gelegt.
4.3.2 Segmentationsgenauigkeit SA
In [46] wird eine sogenannte SA-Funktion (Segmentation Accuracy) verwendet, um die
Qualität eins Segmentationsergebnisses abschätzen zu können7. Diese Funktion stellt die
Grundlage der Vergleichsfunktion SAEQ dar.
Definition 15 Sei M eine endliche Menge, P eine Partition von M und a ⊆M,a 6= ∅








wobei der Betrag |m| einer endlichen Menge m die Anzahl der Elemente von m ist.
Es ist leicht einzusehen, dass SA wohldefiniert ist8. Etwas schwieriger ist es folgende
Behauptung abzuleiten.
Satz 1 Sei M eine endliche Menge, P eine Partition von M und a 6= ∅, a ⊆ M eine
Teilmenge von M . Dann gilt
a) SA(a|P ) ∈ (0, 1]
b) SA(a|P ) = 1⇔ ∀m ∈ P ist m ∩ a = ∅ oder m ⊆ a
Beweis: Dass SA(a|P ) > 0 folgt aus der Tatsache, dass eine Menge m ∈ P existiert,
so dass m ∩ a 6= ∅9. Dass SA(a|P ) ≤ 1 ergibt sich aus folgender Ungleichung:









|a ∩m| ≤ 1|a| ∗ |a| ≤ 1
Betrachtet man dieser Ungleichung genauer, kann, wie im Folgenden dargestellt, Aussage
7diese Funktion geht wahrscheinlich auf [47] zurück
8da keine Division durch 0 auftreten kann




SA(a|P ) = 1⇔ ∀(m ∈ P, (m ∩ a) 6= ∅) : |a ∩m||m| = 1⇔
∀(m ∈ P, (m ∩ a) 6= ∅) : |a ∩m| = |m| ⇔
∀(m ∈ P, (m ∩ a) 6= ∅) : m ⊆ a⇔ ∀m ∈ P ist m ∩ a = ∅ oder m ⊆ a 
Aus Aussage b) des obigen Satzes kann eine sehr interessante Folgerung abgeleitet werden:
Satz 2 Sei M eine endliche Menge und P1, P2 zwei Partitionen von M . Dann gilt
P1 ≤ P2 ⇐⇒ ∀a ∈ P2 (SA(a|P1) = 1)
Beweis: Aus Aussage b) des obigen Satzes und der Definition der Partition und Ver-
feinerung folgt:
∀a ∈ P2 SA(a|P1) = 1⇔ ∀a ∈ P2 ∀m ∈ P1 ist m ∩ a = ∅ oder m ⊆ a⇔ P1 ≤ P2 
Mit dem SA-Begriff aus Definition 15 können zwei Partitionen (Segmentationen) noch
nicht direkt miteinander verglichen werden. Um dies zu ermöglichen wurde in [46] SA
auf ganze Partitionen ausgeweitet.









SA(a|P1) ∗ |a||M | ∈ R
SA(.|.) besitzt folgende Eigenschaften.
Satz 3 Seien P1, P2 zwei Partitionen einer endlichen Menge M. Dann gilt
a) SA(P2|P1) ∈ (0, 1]
b) SA(P2|P1) = 1⇔ P1 ≤ P2
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Beweis: Aussage a) folgt direkt aus Satz 1 a). Aussage b) folgt schnell aus Satz 2, denn
es gilt
SA(P2|P1) = 1⇔ ∀a ∈ P2 SA(a|P1) = 1 Satz 2⇐==⇒ P1 ≤ P2 
Ist nun SA(.|.) ein geeignetes Mittel, um zwei Partitionen P1, P2 zu vergleichen? Nein,
denn laut Satz 3b kann, falls P1 feiner ist als P2, keine Aussage mehr gemacht werden,
da Sa(P2|P1) dann immer 1 ist. In [46] wurde deswegen zusätzlich zu SA(.|.) die Anzahl
der auftretenden Segmente verglichen. Dies ist aber eine sehr unbefriedigende Lösung,
da zwei unterschiedliche Kriterien benötigt werden, um Segmentationen vergleichen zu
können. Dies erschwert die Interpretation ungemein. Ein viel schwerwiegender Punkt
ist jedoch, dass diese Vorgehensweise, nicht dem subjektiven Empfinden entspricht. In
Abbildung 4.4 ist beispielsweise SA([b]|[a]) = SA([c]|[a]) = 1, da [b] ≤ [a] und [c] ≤ [a].
Sowohl Abbildung 4.4(b) und 4.4(c) bestehen aus fünf Segmenten. Nach der Bewertung,
gegeben durch SA(.|.) und der Anzahl der Segmente, unterscheiden sich 4.4(b) und 4.4(c)
demnach im gleichen Maße von 4.4(a). Dies ist aber vom subjektiven Eindruck her sicher
nicht der Fall, da die zusätzlichen Segmente in 4.4(b) von der Fläche her viel größer sind
als in 4.4(c). In dieser Arbeit wurde daher eine andere Möglichkeit gesucht, die Bewertung
mit SA(.|.) zu erweitern.
(a) (b) (c)
Abbildung 4.4: Beispiel SA(.|.): SA([b]|[a]) = SA([c]|[a]) = 1, #[b] = #[c] = 5
4.3.3 SAEQ Vergleichsfunktion
Die SA-Funktion liefert, wie im letzten Abschnitt dargestellt, noch keine zufriedenstellen-
de Segmentationsbewertung, da Verfeinerungen nicht genauer betrachtet werden können
(Satz 3b). Daher wurde die SA-Funktion durch eine Symmetrisierung zu der SAEQ-
Funktion erweitert.
Definition 17 Sei M eine endliche Menge, P1, P2 zwei Partitionen von M . Dann sei
SAEQ(P2, P1) :=
√
SA(P1|P2) ∗ SA(P2|P1) ∈ R
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SAEQ besitzt folgende Eigenschaften.
Satz 4 Sei M eine endliche Menge, P1, P2 zwei Partitionen von M . Dann ist
a) SAEQ(P1, P2) ∈ (0, 1]
b) SAEQ(P1, P2) = SAEQ(P2, P1)
c) SAEQ(P1, P2) = 1⇔ P1 = P2
Beweis: Aussage a) folgt direkt aus Satz 3a, 3b folgt direkt aus der Definition und Aus-
sage c) folgt aus Satz 3b und der Tatsache, dass die Verfeinerung antisymmetrisch ist.

All dies sind Eigenschaften, welche diese Bewertung sehr sinnvoll erscheinen lassen. Es
gibt eine feste Skala (Satz 4a), die Vergleichsfunktion SAEQ ist, wie gängige Abstandsbe-
griffe, symmetrisch (Satz 4b). Der wichtigste Punkt ist jedoch die Definitheit (Satz 4c),
also die Eigenschaft, dass bei exakter Übereinstimmung, und nur dann, der Maximalwert
angenommen wird, d.h. SAEQ(P1, P2) = 1. Es kann also davon ausgegangen werden, dass
ein SAEQ-Wert nahe 1 eine hohe Übereinstimmung der Partitionen (Segmente) wider-
spiegelt. Dies war bei der SA-Funktion, wie in Abbildung 4.4 gezeigt, subjektiv nicht
der Fall. Die subjektive Güte der SAEQ Funktion muss jedoch noch untersucht werden
(Abschnitt 4.3.5).
Bemerkung 5 Allgemein könnte die SAEQ Vergleichsfunktion auch definiert werden als
SAEQ(P1|P2) = f(SA(P1|P2), SA(P2|P1))
wobei f(x,y) eine Funktion sein soll, die sowohl in x als auch y monoton steigend ist. Hier
wird das geometrische Mittel f(x, y) =
√
x ∗ y verwendet, denn dieses wirkt beruhigend
auf Werte nahe eins.
0, 99 ∗ 0, 99 = 0.9801..
√
0, 99 ∗ 0, 99 = 0, 99
0, 98 ∗ 0, 98 = 0, 9601..
√
0, 98 ∗ 0, 98 = 0, 98
0, 97 ∗ 0, 97 = 0, 9409..
√
0, 97 ∗ 0, 97 = 0, 97
Einen tieferen Grund für die Verwendung der Wurzel gibt es jedoch nicht.
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Mithilfe von SAEQ ist es möglich die Übereinstimmung zweier Segmentationen anzuge-
ben. Für eine Qualitätsuntersuchung wird jedoch, wie in Abschnitt 4.1.2 beschrieben, ein
Gütebegriff einer Segmentation benötigt.
Definition 18 Sei M eine endliche Menge M und P eine Partition von M . Durch P
wird folgendermaßen eine Norm auf der Menge der Partitionen gebildet
|Q|SAEQP := SAEQ(P,Q) ∈ R
Sei Sopt ∈ Seg(Ω) eine Mustersegmentation eines Bildes. Die Norm |.|SAEQSopt bildet dann
ein Gütekriterium, welches beschreibt inwieweit ein beliebige Segmentation S der Mus-
tersegmentation Sopt entspricht.
Die Norm |.|SAEQP hat folgende Eigenschaften.
Bemerkung 6 Sei M eine endliche Menge und P eine ausgezeichnete Partition von M .
Seien P1, P2, P3 drei beliebige Partitionen von M dann gilt
a) |P1|SAEQP ≤ |P1|
SAEQ
P (Reflexivität)



















Beweis: Beide Aussagen folgen direkt aus der Definition 18.10 
Es ist jedoch folgender wichtiger Punkt zu beachten.
Bemerkung 7 Im allgemeinen gilt nicht!!!
|P1|SAEQP = |P2|
SAEQ
P ⇒ P1 = P2
Die Norm |.|SAEQP partitioniert daher die Menge der Partitionen auf M .




Definition 19 Seien M eine endliche Menge und P,Q Partitionen von M . Dann sei
[Q]
SAEQ





die Äquivalenzklasse von Q bzgl. der Ordnung |.|SAEQP .
Es gilt insbesondere Q ∈ [Q]SAEQP und [P ]
SAEQ
P = {P}. Diese Äquivalenzklassen ent-
sprechen Güteklassen von SAEQ. Sie geben unter anderem wieder, wie unterschiedliche
Fehlerarten relativ zueinander gewichtet werden. Sie stellen ein weiteres wichtiges Krite-
rium dar, an welchem überprüft werden kann ob SAEQ ein vernünftiger Gütebegriff ist.
In Abschnitt 4.3.6 wird hierauf genauer eingegangen.
4.3.4 SAEQ Beispielrechnung
In diesem Abschnitt soll an einem praktischen Beispiel gezeigt werden, wie die SAEQ
Funktion berechnet werden kann. Hierzu werden die in Abbildung 4.5 dargestellten Seg-
mentationen Sbimodal, Sunimodal verwendet.
(a) (b)
Abbildung 4.5: Test-Segmentationen a) Sbimodal, b) Sunimodal,
Bildgröße 60 x 60 Pixel, inneres Viereck 34 x 34 Pixel,
Anzahl Segmente: Sbimodal 2, Sunimodal 1
Es soll nun |Suni|SAEQS = SAEQ(Suni, S) berechnet werden. Hierfür müssen zuerst die
einzelnen Segmente bezeichnet werden:
S := Sbimodal = {saußen, sinnen}, Suni := Sunimodal = {sges}
sinnen ist hier das innere Viereck (hell), saußen das innere Viereck umgebende Segment




|sges| = 60 ∗ 60 = 3600, |sinnen| = 34 ∗ 34 = 1156
und
|saußen| = |sges| − |sinnen| = 60 ∗ 60− 34 ∗ 34 = 2444
Nun kann mit der Berechnung begonnen werden:




















|sinnen| ∗ |sges| +
|sges ∩ saußen|2














Daher ist SA(Suni|S) = 1. Dieses Ergebnis hätten mit Satz 3b) sofort eingesehen werden
können, da S < Suni eine Verfeinerung ist. Weiterhin gilt:





























4.3.5 Subjektive Bewertung von SAEQ
In den letzten Abschnitten wurden die SAEQ Funktion eingeführt und einige theoretische
Aussagen abgeleitet. Ob diese Funktion aber für eine Qualitätsanalyse geeignet ist, ist
hierdurch noch nicht gezeigt. In diesem Abschnitt wird eine subjektive Bewertung von
SAEQ vorgenommen. Diese ist sehr wichtig, um einschätzen zu können, ob die SAEQ
Norm für eine Qualitätsanalyse geeignet ist. In der Abbildung 4.6 sind zunächst Beispie-
le mit unterschiedlichen SAEQ Werten dargestellt. Zusätzlich zum Gesamtqualitätsmaß
|.|SAEQS sind hier zusätzlich die SA(.|S) und SA(S|.)Werte angegeben. Ein großer SA(S|.)
und ein kleiner SA(.|S) Wert ist ein Indiz für eine hohe Übersegmentation, umgekehrt
für eine hohe Untersegmentation11 .
Die SAEQ Norm scheint im Einklang mit dem subjektiven menschlichen Eindruck zu
sein. In Abbildung 4.6(a) wird ein SAEQ Wert von eins angenommen, die Segmentation
entspricht infolgedessen der Mustersegmentation12. SAEQ Werte über 0,97 liefern visuell
betrachtet sehr gute Ergebnisse, SAEQ Werte über 0,9 machen bis auf kleinere Störungen
einen guten Eindruck. SAEQ Werte im 0,8 Bereich zeigen bereits erhebliche Störungen.
Das innere Segment ist allerdings noch gut zu erkennen. Unter einem SAEQ Wert von
0,8 wird es kritisch, große Störungen treten auf. Im Falle von Abbildung 4.6(g) fehlt
das mittlere Segment völlig, bei Abbildung 4.6(h) ist das mittlere Segment noch gut zu
erkennen, aber der Rand zerfällt völlig und bei Abbildung 4.6(i) ist kaum noch etwas zu
erkennen.
Dass Abbildung 4.6(g) besser gewertet wird als Abbildung 4.6(h), widerspricht dem vi-
suellen Eindruck. Das liegt daran, dass dem inneren Segment subjektiv eine sehr hohe
Bedeutung zugemessen wird, bezüglich der SAEQ Norm aber beide Segmente gleichwertig
sind.
Aufgrund des hohen SA(S|.) Wertes ist zu erkennen, dass in den meisten Bildern eine
Übersegmentation vorliegt. Nur im Falle von Abbildung 4.6(g) tritt am hohen SA(.|S)
Wert erkennbar eine Untersegmentation auf. Auch hier stimmt der visuelle Eindruck mit
dem gemessenen überein.
An diesen Beispielen ist zu erkennen, dass weder der SA(S|.)Wert noch der SA(.|S)
Wert alleine für eine Qualitätsbestimmung ausreichen. Würde nur der SA(S|.) Wert ver-
wendet werden, würde Abbildung 4.6(i) höher als Abbildung 4.6(c) bewertet. Würde im
Gegensatz nur der SA(.|S) Wert verwendet werden, würde Abbildung 4.6(g) höher als
Abbildung 4.6(d) bewertet werden. Beides stände im völligen Widerspruch zum subjek-
tiven visuellen Eindruck.
Es ist zu bemerken, dass der konkrete SAEQ Wert von der zugrunde liegenden Mus-
tersegmentation abhängt. Der relative Eindruck bleibt aber erhalten. Es wird sich aber
später zeigen, dass die SAEQ Norm für erste Untersuchungen sehr gut geeignet ist. Im
Vergleich zu einer visuellen Untersuchung können viel genauere und objektivere Aussagen
getroffen werden. Es wurden Ergebnisse erzielt, die mit einer subjektiven Begutachtung
nicht gewonnen hätten werden können.







SA(.|S) = 1, 000000,









































Abbildung 4.6: Beispiele für verschiedene SAEQ Bewertungsstufen
4.3.6 Äquivalenzklassen von SAEQ
Im letzten Abschnitt haben wir Beispiele mit unterschiedlichen SAEQ Werten betrachtet
und festgestellt, dass die Bewertung in dieser Hinsicht vernünftig zu sein scheint. In
Abbildung 4.7 werden nun verschiedene Beispiele mit vergleichbarer Güte vorstellen. Ziel






SA(.|S) = 0, 994070,




SA(.|S) = 0, 987575,




SA(.|S) = 0, 996451,




SA(.|S) = 0, 910578,




SA(.|S) = 0, 933810,




SA(.|S) = 0, 906102,




SA(.|S) = 0, 578563,




SA(.|S) = 0, 571868,




SA(.|S) = 0, 702824,
SA(S|.) = 0, 800753
Abbildung 4.7: Relativer Vergleich verschiedener SAEQ Bewertungen
Sind die |.|SAEQS Werte nahe eins, stimmen die Ergebnisse noch mit der natürlichen Emp-
findung überein, d.h. die Segmentierungen mit SAEQ Werten auf dem gleichen Niveau
hinterlassen einen vergleichbaren (subjektiven) Qualitätseindruck. Bei den Beispielen mit
SAEQ Werten unter 0,75 verliert man jedoch das Gefühl, was gut oder schlecht ist. Dass
die Segmentationen in den Abbildungen 4.7(g) - 4.7(i) qualitativ gleichwertig sind, ist
nicht mehr ganz so leicht nachzuvollziehen. Bei Betrachten der SA(.|S) und SA(S|.)
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Werte fällt auf, dass sowohl in Abbildung 4.7(g) als auch in Abbildung 4.7(h) eine star-
ke Übersegmentation vorliegt, wohingegen in Abbildung 4.7(i) weder eine ausgeprägte
Untersegmentation noch Übersegmentation stattfindet. Dass Abbildung 4.7(i) aber be-
züglich SAEQ genauso gewichtet wird, liegt an der Symmetrie der SAEQ Vergleichs-
funktion. Dies bedeutet, dass nicht nur die Abweichung von der Mustersegmentation
bestimmt wird, sondern die Abweichungen voneinander. Würde zum Beispiel in Abbil-
dung 4.7(h) davon ausgegangen, dass das fehlerhafte Bild die Mustersegmentation, und
S das gestörte Bild darstellt, dann würde ein massiver Informationsverlust vorliegen.
Gerade bei hohen SAEQ Werten stimmt aber das subjektive Empfinden und ein Unter-
schied zwischen den Qualitätsstufen ist gerade dort deutlich zu erkennen. Die |.|SAEQS
Norm eignet sich daher auf alle Fälle gut für eine erste Qualitätsuntersuchung. Dies gilt
im Besonderen, wenn ein einzelnes Verfahren untersucht wird13. Denn hier tritt in den
meisten Fällen oft die gleiche Fehlerart auf14.
4.4 Testdaten
Mithilfe der Vergleichsfunktion SAEQ kann, wie in den letzten Abschnitten aufgezeigt, ei-
ne Segmentationsbewertung durchgeführt werden, indem die Abweichung des Ergebnisses
einer Segmentationsmethode von einem Musterergebnis, bezüglich einer Testdatenmenge
ermittelt wird. Diese Testdatenmenge hat einen großen Einfluss auf das Bewertungser-
gebnis, und muss daher sorgfältig ausgewählt werden. Die Wahl der Testmenge und der
dazugehörigen Mustersegmentationen entscheiden ebenfalls im großem Maße darüber,
nach welchem Segmentationskriterium eine Bewertung durchgeführt wird15, und welche
Bildstörungen in die Bewertung einfließen16. In dieser Arbeit wird, wie in Abschnitt 2.3
begründet, das Kriterium des mittleren Grauwerts verwendet. Daher sollte sich dieses
Kriterium anhand des Testdatensets überprüfen lassen.
Es sei angemerkt, dass hier nicht überprüft werden soll, wie geeignet ein Segmentations-
kriterium für eine bestimme Aufgabe ist. Dies ist eine andere Frage. Die Fragen, nach der
Eignung eines Segmentationskriteriums und wie gut nach diesem Kriterium segmentiert
wird, wird leider oft vermischt.
4.4.1 Testmodell
Die Grundlage der Testdatenmenge stellt das in Abbildung 4.8 gezeigte und bereits wohl-
bekannte Testbild dar.
Aus den folgenden Gründen wurde entschieden, ein synthetisches Testmodell, bestehend
aus einem Vordergrundobjekt und einem Hintergrundobjekt, zu verwenden. Der erste
Punkt ist, dass eine Mustersegmentation zur Verfügung steht. Hier ist es eindeutig klar,
wie nach dem Merkmal des mittleren Grauwerts segmentiert werden muss. Es kann ge-
zeigt werden, dass die Mustersegmentation, bei einer vernünftigen Parameterwahl, auch
13Beispielsweise im Falle einer Parameterbestimmung
14vgl. Abbildungen 4.7(d) und 4.7(h)
15vgl. Abschnitt 4.2.7, Definition 12




Abbildung 4.8: Grundlegendes Testmodell: a) Testbild b) Mustersegmentation
Gesamtgröße 60× 60 Pixel, inneres Viereck 34× 34 Pixel
die einzige optimale Lösung des Mumford- und Shah-Modells (Abschnitt 4.2.5) darstellt.
Dagegen ist es in den meisten Fällen schwierig, eine geeignete Mustersegmentation einer
realen Szene zu erzeugen. Hierbei ist oft überhaupt nicht ersichtlich, wie nach Merkmal
des mittleren Grauwertes segmentiert werden soll.
Der zweite wichtige Punkt ist, dass das Testmodell auf die wesentlichsten Charakteristika
beschränkt ist, die zur Untersuchung des Segmentationskriteriums (mittlerer Grauwert)
benötigt werden. Erst hierdurch wird eine gezielte Interpretation der Messergebnisse er-
möglicht und dadurch die Grundlage für ein tieferes Verständnis geschaffen. Da im Test-
bild nur zwei Segmente auftreten, kann beispielsweise sehr eindeutig abgeleitet werden,
wie hoch die Grauwertdifferenz zweier benachbarter Bildbereiche sein muss, damit eine
Separation dieser stattfindet (Abschnitt 4.5.5). Auf realen Satellitenszenen mit vielen
Bereichen unterschiedlichen mittleren Grauwertes kann dies nicht erfolgen.
Der dritte Punkt ist, dass Störgrößen gezielt eingefügt, exakt beschreiben und modifiziert
werden können. Auf realen Szenen sind im Allgemeinen verschiedenste Arten von Stö-
rungen vorhanden. Der Einfluss einzelner Störgrößen kann dann nur noch eingeschränkt
analysiert werden, auch weil sich die Stärke dieser Störung nicht ohne weiteres verändern
lässt.
Der vierte und letzte Punkt, welcher für die Verwendung eines einfachen synthetischen
Testmodells spricht, ist, dass sich die Testergebnisse relativ leicht interpretieren und mit
relativ geringem Aufwand reproduzieren lassen. Dies erleichtert Anwendern und Wissen-
schaftlern, die Leistungsfähigkeit einer Segmentationsmethode einzuschätzen und eine
Bewertung bei vergleichbaren Testbedingungen durchzuführen zu können.
4.4.2 Störmodell
Ein Störmodell, basierend auf Gaußrauschen und dem Verschmieren der Kanten durch
einen 3× 3 Mittelwertfilter wurde angewendet, um reale Bedingungen zu simulieren. Es
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wurden auch reale Satellitenszenen analysiert (Abschnitt 4.7) und gezeigt, dass dieses
Störmodell eine gute Näherung realer Bedingungen darstellt.
4.4.3 Testbilder
Auf dem Testbild finden sich zwei Segmente, ein Viereck in der Mitte und dessen Um-
randung. Das mittlere Viereck hat eine Größe von 34 × 34 Bildpunkten und das ganze
Bild eine Größe von 60 × 60 Bildpunkten. Die Grauwertdifferenz zwischen dem inneren
Viereck und dem Hintergrund wurde zwischen 0 und 64 Grauwertstufen variiert. Drei
Störmodelle wurden verwendet
1. Modell A
a) Versehen des Testmodells mit Gaußrauschen
2. Modell B
a) Versehen des Testmodells mit Gaußrauschen
b) Anschließend zweimalige Filterung mit einem 3× 3 Mittelwertfilter
3. Modell C
a) Zweimalige Filterung des Testmodells mit einem 3× 3 Mittelwertfilter
b) Anschließend Hinzufügen von Gaußrauschen
Im zweiten und dritten Modell wurde ein gewöhnlicher 3 × 3-Mittelwertfilter (Tiefpass)
verwendet, um die Bildkanten zu verschmieren. In dieser Weise sollten Nachbarschaftsef-
fekte an den Kanten simuliert werden. Zur Größenangabe des Gaußrauschens wurde die




Bei den Messungen stellte sich heraus, dass nicht nur die Stärke des Rauschens eine Rolle
spielt, sondern im großen Maße auch die konkrete Verteilung des Rauschens. Rauschen
der gleichen Stärke kann günstig oder ungünstig verteilt sein. In Abschnitt 4.5.5 wird hier-
auf näher eingegangen. Aus diesem Grund wurden pro Messpunkt mithilfe des Rausch-
generators jeweils 129 verschiedene Versionen eines Testbildes erzeugt. Jeder Messwert
entspricht dem Mittel der über die 129 Versionen gewonnenen Messwerte.
In der formalen Darstellung (Abschnitten 4.2.7) entspricht die bewertete gewichtet Test-
menge, welche zur Bestimmung eines Messpunktes verwendet wurde, folgendem Term:
T 1
129




Hierbei sind µi die mithilfe des Rauschgenerators erzeugten Testbilder, Ω = 60 × 60 ist
der Ortsraum, F = [0, 255]N der Farbraum und S die Mustersegmentation (Abbildung
4.8(b)).
Beispiele der Störmodelle sind in Abbildung 4.9 dargestellt.
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(a) Modell A32-128 (b) Modell B32-128 (c) Modell C32-128
(d) Modell A32-576 (e) Modell B32-576 (f) Modell C32-576
Abbildung 4.9: Beispiele der Störmodelle A/B/C bezüglich einer mittleren (Varianz: 128)
bzw. hohen (Varianz: 576) Rauschstufe und einer Grauwertdifferenz der
Bildbereiche von 32 Grauwertstufen.
4.5 Gap-Segmentation
4.5.1 Parameterbestimmung - Übersicht
In diesem Abschnitt wird eine Parameterbestimmung für den Gap-Segmentationsalgo-
rithmus vorgenommen. Wie bereits in Abschnitt 4.1.1 aufgezeigt, besteht das Gap-Seg-
mentationsverfahren aus drei Teilschritten:
1. Filterstufe 1: X-mal Mittelwertfilter 3× 3
2. Filterstufe 2: X-mal Gap-Glättungsfilter g1,g2,g3
3. Segmentationsstufe: Schwellwert t
Es wird untersucht, wie viele Vorfiltrierungs- und Hauptfiltrierungsläufe (Filterstufe 1, 2)
für ein zufriedenstellendes Ergebnis notwendig sind. Der Gap-Glättungsfilter ist außer-
dem von den drei Parametern g1, g2, g3 (Abschnitt 3.2.2) abhängig, welche vernünftig ge-
wählt werden sollten. Auch muss ein geeigneter Schwellwert t für die Segmentationsstufe
(Abschnitt 3.3) festlegt werden. Da diese Parameter voneinander abhängig sein könnten,
müsste eine 6-dimensionale Parameteruntersuchung17 durchgeführt werden. Diese Unter-
17Läufe Vorfilter, Läufe Hauptfilter, g1 , g2 , g3 , t
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suchung sollte außerdem jeweils für die in Abschnitt 4.4 dargestellten Testszenarien A,
B und C vorgenommen werden, um ihre Eignung unter unterschiedlichen Bedingungen
analysieren zu können. Da dies einen viel zu hohen Aufwand bedeuten würde, wird ein
anderer Ansatz gewählt. Es wird von zwei Parametereinstellungen ausgegangen, einer
empfindlicheren Einstellung und einer moderaten Einstellung:
Filtereinstellung a): 2 × Mittelwertfilter 3 × 3; 15× Gap-Glättung 1.5, 1.5, 2; Seg-
mentationsschwellwert 1 (hohe Empfindlichkeit)
Filtereinstellung b): 2 × Mittelwertfilter 3 × 3; 15 × Gap-Glättung 1.5, 1.5, 4; Seg-
mentationsschwellwert 1 (moderate Empfindlichkeit)
Diese haben sich unter vielen im Vorfeld untersuchten Stichproben als günstig erwiesen.
Es werden nun, von diesen Filtereinstellungen ausgehend, jeweils einzelne Parameter ab-
geändert, mit dem Ziel zu überprüfen, ob diese Parameter vernünftig gesetzt wurden oder
es bessere Alternativen gibt. Diese Parameteruntersuchung wurde zuerst an Testszenario
A durchgeführt. Anschließend wurde überprüft, inwieweit diese Parameter auch für die
Testszenarien B und C sinnvoll sind (Abschnitt 4.5.8). Es wurden hiervon ausgehend
weitere Verbesserungen vorgenommen. Die finalen Filtereinstellungen sind in Abschnitt
4.5.9 zu finden.
4.5.2 Läufe Vorfilter - Filterstufe 1
Im Folgenden wird der Einfluss der Vorfilterläufe18 auf die Segmentationsqualität un-
tersucht. In Abbildung 4.10 ist das Untersuchungsergebnis für die Modell-A32 Testreihe
(Filtereinstellung b) dargestellt. Die Qualität der Segmentation (SAEQ) ist in Abhän-
gigkeit verschiedener Rauschstufen19 und der Anzahl der Vorfilterläufe aufgetragen.
Es stellte sich heraus, dass eine Vorfiltrierung einen großen Einfluss auf das Testergebnis
hat und auf jeden Fall sinnvoll ist20. Mit zweimaliger Vorglättung kann bei moderaten
Rauschstufen (bis 400) ein sehr guter SAEQ Wert nahe eins erreicht werden. Erst bei
höheren Rauschstufen (ab 400) wird mit einer 3- oder 4- fachen Vorglättung ein besseres
Ergebnis erzielt. Es wird, auch bei niedrigen Rauschstufen, maximal ein SAEQ Wert von
0,95 erreicht. Die Qualität nimmt generell bei höheren Rauschstufen, wie zu erwarten,
ab.
Diese Untersuchung wurde ebenfalls anhand der Modelle A16, A32, B16, B32, C16,
C32 Testbildern21 bezüglich den Filtereinstellungen a und b durchgeführt. Bei allen an
Modell-A durchgeführten Untersuchungen ergibt sich das eben aufgezeigte Bild. Mit 2-
facher Vorglättung kann bei niedrigen und moderaten Rauschstufen ein sehr gutes Er-
gebnis erzielt werden. Die Modell-B Testbilder unterscheiden sich von den Modell-A
Bildern dadurch, dass bei ihnen, um die Kanten zu verschmieren, eine 2 - fache 3 × 3-
Mittelwertfilterung vorgenommen wurde22. Dies entspricht einer zweifachen Vorfiltrie-
18Filterstufe 1, 3× 3-Mittelwertfilter
19Abschnitt 4.4







































Abbildung 4.10: Vorfilterläufe, Modell-A32, Filtereinstellung b, x Anzahl der Vorfilter-
läufe
rung. Die Ergebnisse des Modells A mit (X = x+2) entsprechen daher denen des Modells
B mit (X = x). Es ist daher nicht verwunderlich, dass in Modell-B bei null Filterläufen
das beste Ergebnis erreicht wurde. Bei den Modell-C Testbildern, wurde ebenfalls mit
zwei Vorfiltrierungsläufen, bei geringen und moderaten Rauschstufen, sowohl bei den
Filtereinstellungen a und b insgesamt eine sehr gutes Ergebnis erzielt.
Es wurde entschieden, zwei Vorfiltrierungsläufe auszuführen, da nur hierdurch bei Modell-
A und Modell-C sehr gute Qualität bei niedrigen und moderaten Rauschstufen erreicht
werden konnte. In Abschnitt 4.5.9 wird die Filterleistung durch weitere Optimierungen
noch weitaus verbessert. Hierdurch konnten auch die Nachteile der 2 - fachen Vorglättung,
welche in erster Linie im Modell-B Testszenario auftraten, beseitigt und auch bei höheren
Rauschstufen gute Ergebnisse erzielt werden.
4.5.3 Läufe Hauptfilter - Filterstufe 2
Im vorherigen Abschnitt wurde der Einfluss der Vorfilterläufe auf die Segmentationsqua-
lität untersucht. Im Folgenden wird der Einfluss der Hauptfilterläufe auf die Segmenta-
tionsqualität untersucht. Es soll in erster Linie die minimale Anzahl der Läufe, welche
für ein gutes Segmentationsergebnis notwendig ist, bestimmt werden. Dies ist wichtig,
da die Anzahl der Hauptfilterläufe einen großen Einfluss auf die Gesamtlaufzeit des Seg-
mentationsprozesses hat.
Außerdem stellt sich die Frage, ob nach Erreichen eines optimalen Segmentationsergeb-
nisses weitere Filterläufe einen negativen Einfluss auf die Segmentationsqualität haben
oder nicht. In dieser Arbeit wird in diesem Zusammenhang über die Stabilität eines
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Filters bezüglich seiner Läufe gesprochen. Beispielsweise ist ein gewöhnlicher Mittelwert-
filter bezüglich seiner Läufe nicht stabil, da das Bild mit jedem zusätzlichen Filterlauf
immer weiter verwaschen wird bis letztendlich das gesamte Bild einen einheitlichen Grau-
wert annehmen würde (Abbildung 3.6).
Die Segmentationsqualität wurde in Abhängigkeit von den Hauptfilterläufen und den
Rauschstufe untersucht. Beispielsweise ist, bezüglich den Modell-A32 Testbildern und
Filtereinstellung b, auf Abbildung 4.11 auf den ersten Blick zu erkennen, dass mit einer
steigenden Zahl an Hauptfilterläufen die Segmentationsqualität zunimmt, bis sie ein Ma-
ximum erreicht hat. Die Qualität bleibt ab diesen Punkt maximal, die Gap-Glättung ist




































Abbildung 4.11: Haupftfilterläufe, Modell A32, Filtereinstellung b
Es wurden ebenfalls die Testmodelle A16, A32, B16, B32, C16, C32 bei den Filtereinstel-
lungen a und b auf die Auswirkung der Hauptfilterläufe untersucht. Bei allen Testsze-
narien wird in den meisten Fällen, auch bei hohen Rauschstufen, ab 15 Durchläufen die
maximal erreichbare Qualität erzielt. Bei niedrigen Rauschstufen, bis 128, reichen teilwei-
se schon fünf Läufe aus. Fünf Läufe liefern jedoch bei mittleren und höheren Rauschstufen
bei weitem kein optimales Ergebnis. Daher wurde entschieden, 15 Hauptfilterdurchläufe
durchzuführen, da dies einen guten Kompromiss zwischen der Geschwindigkeit und der
Qualität darstellt.
4.5.4 Weitere Parameter
Die Parameter der Gap-Glättung, g1 , g2 , g3 (Abschnitt 3.2.2), wurden ebenfalls un-
tersucht. Es hat sich herausgestellt, dass die Parameter g1 = 1, 5, g2 = 1, 5, g3 =
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2 und g3 = 4, welche auch bei den Filtereinstellungen a und b verwendet wurden, eine
gute Wahl darstellen.
Dies trifft auch auf den Schwellwert der Segmentation t = 1 zu. Obwohl man geneigt ist
anzunehmen, dass dieser viel zu gering und daher eigentlich sehr störanfällig sein sollte,
hat sich t = 1 als günstiger Wert erwiesen. Durch Erhöhung des Segmentationsschwell-
wertes kann die Empfindlichkeit der Segmentation gesenkt werden. Hierdurch kann einer
möglichen Übersegmentation entgegengewirkt werden.
Eine Schwierigkeit hierbei ist, dass für jede Änderung des Segmentationsschwellwertes
wieder eine komplette Parameteruntersuchung durchgeführt werden müsste, da eventu-
ell eine Abhängigkeit zu anderen Parametern besteht. Außerdem ist nicht unbedingt
gesagt, dass ein anderer Segmentationsschwellwert ebenso gut mit den anderen Para-
metern harmoniert. Für einen Einsatz in der Praxis wird empfohlen, die sehr gut har-
monierenden und dokumentierten finalen Filtereinstellungen, wie sie in Abschnitt 4.5.9
vorgestellt werden, zu verwenden. Die Änderung der Empfindlichkeit einer Segmentation
wird durch eine im Vorfeld durchgeführte Kontrastspreizung/-senkung des Eingangsbil-
des erreicht. Für diese Aufgabe kann eine einfache affine Transformation verwendet wer-
den, µneu(P ) = a ∗ µalt(P ) + b, wobei a, b ∈ R die Transformationsparameter darstellen.
Da diese Operation lokal ist23, kann sie einfach, ohne Geschwindigkeitsverlust, als eine
weitere Vorfilterstufe in das Gesamtsystem integriert werden24.
4.5.5 Empfindlichkeit
In den letzten Abschnitten wurde eine Parameterbestimmung durchgeführt. Es wurde
jedoch noch keine Aussage über die Leistungsfähigkeit der Gap-Segmentationsmethode
getroffen. Dies soll nun in diesem Abschnitt nachgeholt werden.
Es muss zuerst geklärt werden, was unter dem Begriff Leistungsfähigkeit einer Segmenta-
tionsmethode zu verstehen ist. In der Literatur wird dieses Thema leider nur sehr dürftig
behandelt, doch es konnte Inspiration in einem anderen Themengebiet, der Messtechnik,
gefunden werden. In diesem spielt die Empfindlichkeit, beispielsweise eines Messgeräts,
eine entscheidende Rolle und gibt Auskunft darüber, wie stark ein Eingangssignal sein
muss, damit es erkannt werden kann. In dieser Arbeit wird nach dem Merkmal des mitt-
leren Grauwerts segmentiert - die Bildpunkte eines Segments sollen ähnliche Grauwerte
besitzen und sich von den Grauwerten benachbarter Segmente möglichst signifikant un-
terscheiden (Abschnitt 2.3).
Was liegt nun näher, als zu untersuchen, wie die Segmentationsqualität von der Differenz
der Grauwerte zweier benachbarter Bildbereiche abhängt und insbesondere ab welcher
Grauwertdifferenz eine Trennung stattfindet. Konkret wurde die Segmentationsqualität in
Abhängig der Grauwertdifferenz zwischen dem inneren und äußeren Bereich der Testbil-
der untersucht. In dieser Arbeit wird in diesem Zusammenhang von der Empfindlichkeit,
aber auch von der (Filter-)Kennlinie oder (Filter-)Charakteristik einer Segmentations-
methode gesprochen.




Die (Filter-)Charakteristik der Gap-Segmentationsmethode, bezüglich des Modell-A Test-
szenarios und den Filtereinstellungen a und b (Abschnitt 4.5.1) findet sich in den Ab-
bildungen 4.12 und 4.13. Bei beiden Filtereinstellungen steigt die Segmentationsqualität
mit Zunahme der Grauwertdifferenz, bis auf den Sonderfall der Rauschstufe 0 (kein Rau-
schen). Bei höheren Rauschstufen wird außerdem ein schlechteres Ergebnis erzielt als






































Abbildung 4.12: Empfindlichkeitscharakteristik der Gap Segmentation, Filtereinstellung
a
Bei Rauschstufe 0 tritt überraschenderweise bei beiden Parametereinstellungen ein unre-
gelmäßiges Verhalten auf. Auf diese Besonderheit wird in Abschnitt 4.5.6 näher eingegan-
gen. Auch ist der Unterschied zwischen den Filtereinstellungen a und b erkennbar. Bei
der empfindlicheren Filtereinstellung a wird bei kleinen Rauschstufen bei einer Grauwert-
differenz ab 10 aufwärts sehr gute Qualität erreicht, wogegen bei Parametereinstellung b
hierfür Grauwertdifferenz ab 15 benötigt werden. Dagegen kann mit Parametereinstellung
b ab Rauschstufe 256 eine deutlich höhere Segmentationsqualität erzielt werden.
Die Empfindlichkeit ist natürlich von der Rauschstufe und der Kantenschärfe25 abhän-
gig. Je schwieriger die Bedingungen sind26, desto schlechter werden die Ergebnisse. Die
Empfindlichkeit einer Segmentationsmethode gibt insbesondere darüber Auskunft, wie
groß die Grauwertdifferenz bei einer gewissen Rauschstufe und Kantenschärfe sein muss,
damit ein gutes Segmentationsergebnis erreicht wird. Hierdurch kann die Leistungsfähig-
keit einer Segmentationsmethode eingeschätzt werden. Somit kann untersucht werden, in
25simuliert durch Modell A, B oder C







































Abbildung 4.13: Empfindlichkeitscharakteristik der Gap Segmentation, Filtereinstellung
b
welchem Bereich die Segmentationsmethode einsetzbar ist und ab wann sie versagt.
Der Kurvenverlauf der Empfindlichkeit einer Segmentationsmethode, bezüglich einer
Rauschstufe, kann in drei Bereiche eingeteilt werden:
1. Nicht sensibler Bereich
2. Übergangsbereich
3. Maximaler Bereich
Auf diese drei Bereiche wird am Beispiel der Empfindlichkeitscharakteristiken in Abbil-
dung 4.12 und 4.13 genauer eingegangen.
Nicht sensibler Bereich
Der nicht sensible Bereich definiert sich dadurch, dass hier der Grauwertunterschied für
eine Trennung der zwei Bereiche des Testbildes zu gering ist. Der innere und der äu-
ßere Bereich werden nicht getrennt. Dies äußert sich, wie in Abschnitt 4.3.4 berechnet,
durch einen konstanten SAEQ-Wert von ungefähr 0,75. Bezüglich der Rauschstufe 128
nimmt der nicht sensible Bereich bei Filtereinstellung a (Abbildung 4.12) Werte zwischen
0 - 10 und Filtereinstellung b (Abbildung 4.13) zwischen 0 - 15 an. Es ist auch deutlich
zu erkennen, dass der nicht sensible Bereich sich bei höheren Rauschstufen ausweitet,
mit anderen Worten, die Empfindlichkeit sinkt. Bei sehr hohen Rauschstufen wachsen
die Segmente im nicht sensiblen Bereich nicht nur zusammen, sondern es treten zusätz-
lich weitere Störungen auf. Dies hat zur Folge, dass der SAEQ-Wert beispielsweise unter
86
4.5 Gap-Segmentation
Filtereinstellung a (Abbildung 4.12) bei den Rauschstufe 256, 576 und 1024 unter 0,75
rutscht.
Übergangsbereich
Als Übergangsbereich wird der Bereich bezeichnet, welcher den nicht sensiblen Bereich
in den Bereich stabiler maximaler Qualität überführt.
Der Beginn und die Länge des Übergangsbereiches sind von der Rauschstufe abhängig.
Sowohl bei Filtereinstellung a als auch b (Abbildung 4.12 und 4.13) ist deutlich zu er-
kennen, dass der Übergangsbereiches bei höheren Rauschstufen erheblich breiter wird.
Interessant ist außerdem, dass innerhalb des Übergangsbereiches der Kurvenverlauf der
Filtercharakteristik beinahe geradlinig ansteigt und keinen komplexen Verlauf hat.
Im Übergangsbereich kann kein zuverlässiges Segmentationsergebnis erzielt werden, da
die Segmentationsqualität in diesem Bereich sehr stark von der räumlichen Verteilung des
Rauschens abhängt. Um dies verstehen zu können, sei daran erinnert, dass ein Messwert
das Mittel einer Testreihe, bestehend aus 129 Testbildern, darstellt27. Im Übergangs-
bereich schwanken die SAEQ-Werte innerhalb einer Testreihe sehr stark. Als Beispiel
soll die Filtercharakteristik bei Filtereinstellung a (Abbildung 4.12) herangezogen wer-
den. Bei Rauschstufe 64 liegt der SAEQ-Wert bei der Grauwertdifferenz 12, im unteren
Übergangsbereich. Die ersten fünf Testbilder dieser Testreihe haben die SAEQ-Werte
0,74, 0,74, 0,74, 0,98 und 0,96. Das innere Viereck wird hierbei, wie in Abbildung 4.14
dargestellt, in den ersten drei Fällen nicht erkannt.
(a) (b) (c) (d) (e)
Abbildung 4.14: Segmentationsergebnisse der ersten fünf Testbilder einer Testreihe, wel-
che im Rahmen der Bestimmung der Filtercharakteristik bezüglich Fil-
tereinstellung a bei einer Grauwertdiffrenz von 12 und einer Rauschstufe
von 64 durchgeführt wurde.
Was ist nun unter der räumlichen Abhängigkeit des Rauschens zu verstehen? Zur Ver-
deutlichung ist in Abbildung 4.15 das dritte und vierte Bild der Testreihe abgebildet.
Beide Bilder gehören der gleichen Rauschstufe an. Bei Betrachten von Abbildung 4.15
kann festgestellt werden, dass beim linken Bild die unteren Kante des inneren Bereichs
deutlich verwaschener ist als beim rechten Bild. Dies führt, anhand der geglätteten Bil-
der (Abbildung 4.16) gut zu erkennen, zu einer Brückenbildung. Der innere und äußere
Bereich werden hierüber verbunden.





Abbildung 4.15: zwei Modell-A Testbilder, Grauwertdifferenz 12, Rauschstufe 64
(a) (b)
Abbildung 4.16: Ergebnis einer Gap-Glättung der Testbilder aus Abbildung 4.15, Filter-
eineinstellung a
Wahrscheinlichkeit, ob eine Trennung der Bildbereiche des Testbildes stattfindet, sehr
stark von den Grauwertdifferenzen abhängig. Betrachtet sei hier, wie im obigen Beispiel,
die Empfindlichkeit bei Parametereinstellung a (Abbildung 4.12), nun nicht bei einer
Grauwertdifferenz von 12, sondern von 13. Grauwertdifferenz 13 befindet sich im oberen
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Übergangsbereich. Die ersten fünf Testbilder der Testreihe haben die SAEQ-Werte 0,98,
0,97, 0,98, 0,98 und 0,98. Wie Abbildung 4.17 ersichtlich werden alle inneren Vierecke
erkannt.
Abbildung 4.17: Segmentationsergebnisse der ersten fünf Testbilder einer Testreihe, wel-
che im Rahmen der Bestimmung der Filtercharakteristik bezüglich Fil-
tereinstellung a bei einer Grauwertdiffrenz von 13 und einer Rauschstufe
von 64, durchgeführt wurde.
Maximaler Bereich
Dieser Bereich schließt sich dem Übergangsbereich an. In diesem Bereich wird maximale
Segmentationsqualität erreicht, welche natürlich von der Rauschstufe und der Filterein-
stellungen abhängig ist. Eine interessante Erkenntnis ist, dass die Segmentationsqualität
ab einer gewissen Grauwertdifferenz einen maximalen Wert erreicht und nicht mehr ab-
fällt. Je höher die Rauschstufe, desto höher ist die Grauwertdifferenz, die hierfür nötig ist.
Bei Parametereinstellung b (Abbildung 4.13) beginnt der maximale Bereich bei Rausch-
stufe 256 ungefähr bei 25 und nimmt einen SAEQ-Wert von ungefähr 0,98 an, wogegen
er bei Rauschstufe 8 bei ungefähr 16 beginnt und einen SAEQ-Wert nahe 0,99 annimmt.
Es sei am Ende dieses Abschnittes darauf hingewiesen, dass die Filtercharakteristik der
Gap-Segmentation anhand zweier Parametereinstellungen besprochen wurde. Der sehr
klar abgegrenzte Verlauf, der eine klare Unterteilung in die drei vorgestellten Berei-
che möglich macht, ist charakteristisch für die Gap-Segmentation. Wie in Abschnitt
4.6 gezeigt, haben die meisten Segmentationsmethoden im Großen und Ganzen ähnli-
che Filtercharakteristiken. In vielen Fällen können die einzelnen Bereiche jedoch nicht
mehr in dieser Deutlichkeit unterteilt werden und haben eine komplexere Form. Der
Übergangsbereich ist bei einigen beispielsweise ziemlich breit und hat keinen gradlinig
steigenden Verlauf. Oft wird auch nur in einem kleinen Grauwertbereich maximale Filter-
qualität erreicht. Die Empfindlichkeit ist außerdem nicht nur von der Rauschstufe und der
verwendeten Segmentationsmethode abhängig, sondern auch im starken Maße von der
Kantenschärfe28. Auf die Filtercharakteristik der Gap-Segmentationsmethode bezüglich
Modell B und C wird in Abschnitt 4.5.8 genauer eingegangen. Im folgenden Abschnitt
wird jedoch zuerst auf das sonderbare Verhalten bei Rauschstufe 0 eingegangen.
28hier: Modell A,B und C
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4.5.6 Das Noise 0 Phänomen
Eine Besonderheit des Gap-Filters tritt bei Rauschstufe 0 (kein Rauschen) auf. Wie
in Abbildung 4.13 zu erkennen, treten bei einzelnen isolierten Grauwertdifferenzstufen
anormale Zustände auf. Ansonsten haben die Kurven die im vorherigen Abschnitt be-
schriebene Charakteristik. Die erste Anomalie findet sich bei einer Grauwertdifferenz von
14. In Abbildung 4.18 sind die Segmentationsergebnisse der Grauwertdifferenzen 13, 14,
15 und 16 dargestellt. Bei den Grauwertdifferenzen 13, 15 und 16 wird der innere Be-
reich sehr gut erkannt, bei 14 allerdings überhaupt nicht. Der Grund hierfür ist, dass bei
Grauwertdifferenz 14 im Gegensatz zu 13, 15, 16 über die Kanten des inneren Vierecks









Abbildung 4.18: Segmentationsergebnisse von Modell-A Testbilder der Rauschstufe 0, die









Abbildung 4.19: Geglättete Modell-A Testbilder der Rauschstufe 0, die dazugehörige Seg-
mentationsergebnisse sind in Abbildung 4.18 dargestellt
Um dies besser zu verstehen, ist es hilfreich vier weitere Singularitäten zu untersuchen.
Deren Segmentationen sind in Abbildung 4.20 dargestellt. Die dazugehörigen geglätteten
Bilder sind in Abbildung 4.21 zu finden. Hier ist zu erkennen, dass sich an den Rändern
der zwei Bildbereiche Zwischenzustände bilden. Diese bilden sich auch bei der am Anfang
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des Abschnitts gezeigten Singularität29. Die Graustufendifferenz zwischen den Bildberei-
chen beträgt in diesem Fall 14. Diese Differenz ist aber so gering, dass es anstatt zur









Abbildung 4.20: Segmentationsergebnisse von Modell-A Testbildern der Rauschstufe 0,










Abbildung 4.21: Geglättete Modell-A Testbilder der Rauschstufe 0, die dazugehörige Seg-
mentationsergebnisse sind in Abbildung 4.20 dargestellt
Um besser verstehen zu können, wie solche Zwischenstufen zustande kommen, müsste
der Algorithmus der Gap-Segmentation genauer untersucht werden, was in dieser Arbeit
jedoch nicht berücksichtigt wurde, da dieser Fall in der Praxis keine Rolle spielt. Denn in-
teressanterweise verschwindet dieser Effekt schon bei der geringsten Rauschstufe, welche
untersucht wurde.
4.5.7 Signalrauschabstand
Bis jetzt wurden alle Untersuchungen bezüglich absoluter Rauschstufen durchgeführt.
Wird stattdessen, bei der Filtercharakteristik einer Segmentationsmethode, der Signal-
29zweites Bild von links, Abbildung 4.18 beziehungsweise 4.19
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rauschabstand betrachtet, führt dies zu einem in Abbildung 4.22 dargestellten Ergebnis.






























Modell A, Mittelwertfilter 3x3 2x, Gap 1.5 1.5 4 15x, Schwellwertsegmentation 1
Signalrauschabstand 1 / 0.00
Signalrauschabstand 1 / 0.25
Signalrauschabstand 1 / 0.35
Signalrauschabstand 1 / 0.50
Signalrauschabstand 1 / 0.75
Signalrauschabstand 1 / 1.00
Abbildung 4.22: Filtercharakteristik bezüglich des Signalrauschabstand, Modell-A, Fil-
tereinstellung b
Im Gegensatz zur einer Filtercharakteristik, welche sich auf absolute Rauschstufen be-
zieht, hat diese keinen einfach zu interpretierenden Verlauf mehr. Der nicht sensible
Bereich und der Übergangsbereich sind hierauf zwar ebenfalls zu finden, an den maxi-
malen Bereich schließt sich jedoch ein wieder abfallender Bereich an. Die Darstellung
der Filtercharakteristik bezüglich des Signal-Rauschabstands wird daher in dieser Arbeit
nicht weiter verwendet.
4.5.8 Weiche Kanten
Die Charakteristik einer Segmentationsmethode wurde bis jetzt nur für das Modell-A
Testszenario ermittelt. Modell-A ist, wie in Abschnitt 4.4 dargestellt, ein Modell mit
harten Kanten. In realen Anwendungen treten jedoch nicht nur harte Kanten, sondern in
vielen Fällen auch weiche Grauwertübergänge zwischen verschiedenen Bildbereichen auf.
Weiche Grauwertübergänge zwischen Bildbereichen werden hier auch als weiche Kanten






bezeichnet. Anhand Modell-B und Modell-C wurde der Einfluss weicher Kanten auf das
Segmentationsergebnis untersucht.
Der Unterschied der Filtercharakteristik zu Modell-A bei Filtereinstellung b, wie sie in
Abbildung 4.13 dargestellt wurde, ist in Abbildung 4.23 deutlich zu erkennen. Sowohl
beim Modell-B als auch Modell-C können sehr hohe SAEQ Ergebnisse nahe 1,0 nur
noch in einem kleinen Bereich erzielt werden. An diesen, jetzt sehr schmalen maximalen
Bereich, schließt sich der sogenannte abfallende Bereich an, der sich bei einem SAEQ











































































Abbildung 4.23: Filtercharakteristiken bei Filtereinstellung b
(a) Orginal (b) Geglättet (c) Segmentiert
Abbildung 4.24: Die verschiedenen Verarbeitungsstufen eines Modell-B Testbildes bei de-
nen der Randbereich nicht wie gewünscht separierter wird, sondern sich
Zwischenstufen bilden
Dass in weiten Teilen kein sehr gutes Ergebnis erzielt werden kann, ist darauf zurück-
zuführen, dass der Randbereich, wie in Abbildung 4.24 dargestellt, nicht mehr wie ge-
wünscht separiert wird, sondern sich Zwischenstufen bilden. Das Grund hierfür ist, dass
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nach der zweifach durchgeführten Vorfiltrierung31 mit dem 3×3-Mittelwertfilter die wei-
chen Kanten noch weiter verschmiert werden. Der anschließende Gap-Glättungsprozess32
kann den Ursprungsverlauf der Kante dann nicht mehr vollständig wiederherstellen.
Im folgenden Abschnitt wird vorgestellt, wie hier eine deutliche Verbesserung erzielt
werden kann.
4.5.9 Kombinationsglättung - Finale Parametereinstellungen
Die Segmentationsqualität kann, insbesondere bei den Modellen B und C, deutlich erhöht
werden, wenn die oben durchgeführte Filterprozedur, bestehend aus 2-maliger Vorfiltrie-
rung und 15-maliger Hauptfiltrierung, mehrmals hintereinander ausgeführt wird.
Es hat sich allerdings als Vorteil herausgestellt, bei der erstmaligen Durchführung auf
die Vorfiltrierung zu verzichten. Dies führt zu deutlichen Verbesserungen bei Modell-B,
aber auch bei Modell-C. Wird der Gap-Filterprozess 4-mal hintereinander ausgeführt,
aber beim ersten Lauf auf die Vorfiltrierung verzichtet, wird dies hier als Combo 3.5x
Gap-Glättung bezeichnet. Analog wird die 2-malige Ausführung des Gap-Filterprozesses,
mit Verzicht auf die Vorfiltrierung beim ersten Lauf, als Combo 1.5x Gap-Glättung be-
zeichnet. Der gesamte Segmentationsprozess wird entsprechend als Combo 1.5x Gap-
Segmentation (Filtereinstellung b) bezeichnet.
In Abbildung 4.25 ist die Filtercharakteristik einer Combo 3.5x Gap-Segmentation (Fil-
tereinstellung b) bezüglich Modell-B und Modell-C dargestellt. Betrachtet man Abbil-










































































Abbildung 4.25: Combo 3.5x Gap-Segmentation, Filtereinstellung b, links Modell-B,
rechts Modell-C
Bei Modell-B und Modell-C wird nun bei niedrigeren und moderaten Rauschstufen durch-
weg eine gute bis sehr gute Qualität erreicht33. Beeindruckend ist, dass selbst im Falle von
31entspricht Filterstufe 1
32entspricht Filterstufe 2
33entspricht einer SAEQ ≥ 0, 95
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Modell-C bei hohen Rauschstufen34 zufriedenstellende Ergebnisse erzielt werden konnten.
Das Testergebnis der Filtereinstellung a bezüglich Modell C findet sich in Anhang Ab-
bildung 7.1. Bei niedrigen und moderaten Rauschstufen ist, wie hier festgestellt werden
konnte, durchwegs eine Combo 1.5x Glättung ausreichend. Folgende Filtereinstellungen
haben sich als günstig erwiesen:
1. Moderate Rauschstufen (bis 128): Combo 1.5x, 2 x Mittelwertfilter 3x3, 15 x
Gap-Glättung 1.5 1.5 2, Segmentationsschwellwert 1
2. Hohe Rauschstufen (bis 1024): Combo 3.5x, 2 x Mittelwertfilter 3x3, 15 x
Gap-Glättung 1.5 1.5 4, Segmentationsschwellwert 1
Der Nachteil der Combo-Glättung ist jedoch, dass eine hohe Anzahl an Filterläufen be-
nötigt wird. Bei einer Combo 3.5x Filtrierung werden 3 ∗ 2 Vorfilterläufe und 4 ∗ 15
Hauptfilterläufe benötigt, also 66 Filterläufe. Bei einer Combo 1.5x Filterung werden
immerhin 32 Filterläufe benötigt. Da mit einer FPGA-Implementation, bei einer Szene
mit 1000*1000 Bildpunkten jedoch 100 Filterläufe pro Sekunde durchgeführt werden kön-
nen35, kann bei kleineren Szenen durchaus eine Bearbeitungszeit von unter einer Sekunde
erreicht werden. Bei extrem großen Szenen mit beispielsweise 10000*10000 Bildpunkten
kann bei dieser Konfiguration immerhin noch ein Filterlauf pro Sekunde durchgeführt
werden, was eine Bearbeitung unter zwei Minuten ermöglicht. Die Anforderungen an
die Bearbeitungszeit, welche in Abschnitt 2.3 gestellt wurden, können daher eingehalten
werden.
4.6 Vergleich mit verwandten Verfahren
In den bisherigen Abschnitten dieses Kapitels wurden Parametereinstellungen für das
Gap-Segmentationsverfahren ermittelt und die qualitative Leistungsfähigkeit anhand der
in Abschnitt 4.5.5 eingeführten Filtercharakteristik ermittelt. Im Folgenden wird ein Ver-
gleich mit drei verwandten Verfahren durchgeführt. Zuerst wird begründet, warum diese
Verfahren herangezogen wurden:
Jahn-Segmentationsverfahren:
Das Gap-Segmentationsverfahren beruht auf einer von Jahn [37] entwickelten Segmenta-
tionsmethode36. Die Gap-Segmentation wurde im Hinblick einer FPGA-Implementation
entworfen. Allerdings sollte sich eine zu der Methode von Jahn vergleichbare Segmenta-
tionsqualität erzielen lassen. Dies soll in diesem Abschnitt überprüft werden.
Schwellenwertsegmentation:
Das Gap-Segmentationsverfahren beruht, wie im Abschnitt 3.1 beschrieben, auf dem
34entspricht einer Varianz von 576 und 1024




Gap-Glättungsverfahren (Filterstufe 2). Es kann als dynamisches Schwellenwertverfah-
ren bezeichnet werden. Die 3 × 3-Umgebung jedes Bildpunktes wird analysiert und ein
Schwellenwert abgeleitet37. Zur eigentlichen Glättung werden nun nur die Punkte der
Umgebung herangezogen, deren Differenz vom Zentralpunkt kleiner als der Schwellen-
wert ist.
Es stellt sich die Frage, welche Verbesserung durch die Verwendung eines dynamisch er-
mittelten Schwellwerts erzielt wird. Lohnt sich dieser Aufwand überhaupt? Es wird daher
untersucht, was passiert, wenn anstatt des aufwendig dynamisch ermittelten Schwellen-
werts ein konstanter Wert verwendet wird.
Bilateral-Median Segmentation:
Der Segmentationsprozess dieser Methode entspricht dem der Gap-Segmentation, abge-
sehen davon, dass die Filterstufe 1 (Mittelwertfilter) durch einen Bilateralfilter und die
Filterstufe 2 (Gap-Glättung) durch einen Medianfilter ersetzt wurde.
Es soll untersucht werden, wie sich die Gap-Glättung im Vergleich zu einer alternati-
ven kantenerhaltenden Glättungsmethode verhält. Diese Untersuchung wurde in erster
Linie im Hinblick auf eine Softwareimplementation durchgeführt. Weder das bei der Jahn-
Segmentation verwendete Glättungsverfahren, noch das Gap-Glättungsverfahren sind für
eine Softwareimplementation wirklich geeignet. Es soll untersucht werden, inwieweit diese
durch ein alternatives Verfahren, welches für eine Softwareimplementation besser geeig-
net ist, ersetzt werden können.
Es ist wichtig zu erwähnen, dass die drei Verfahren und das in dieser Arbeit entwickelte
Verfahren eine Segmentation nach dem Merkmal des mittleren Grauwerts durchführen.
Die Qualitätsuntersuchung und damit auch der Vergleich wird nach diesem Merkmal
durchgeführt38. Es wurde ebenfalls versucht, für jedes Verfahren optimale Filtereinstel-
lungen zu ermitteln. Bei der Parameterbestimmung wurde ähnlich wie bei der Gap-
Segmentation vorgegangen.
Zuerst werden die drei Verfahren vorgestellt. Anschließend folgt in Abschnitt 4.6.4 ein
Vergleich mit dem Gap-Segmentationsverfahren. Für eine genau Beschreibung der in
diesem Abschnitt verwendeten (mathematischen) Bezeichnungen sei auf Abschnitt 4.2.1
und 4.2.2 verwiesen.
4.6.1 Jahn-Segmentation
Auf das auf Jahn [37] beruhende und in der Arbeit von Halle [38] verwendete Segmen-
tationsverfahren, welches als Grundlage für die Gap-Segmentation diente, soll im Fol-
genden eingegangen werden. Vom Aufbau her entspricht das Jahn-Verfahren der Gap-
Segmentationsmethode. Es wird zuerst ebenfalls eine kantenerhaltende Glättung durch-
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i=j γtB (|µ(Pj)−µ(PZ )|)
∗ α(l) falls Pi 6= PZ
α(l)
∑9
j=1 γtB (|µ(Pj)−µ(PZ )|)







1 falls x = 0
0 sonst




der Durchschnitt der drei kleinsten Werte von |µ(Pi)− µ(PZ)|, Pi ∈ B.
Mit B wird das 3 × 3-Filterfenster40, mit PZ := P5 der zentrale Bildpunkt des Fensters
bezeichnet. Das Eingangsbild wird wieder durch seine Bildfunktion µ dargestellt. Eine
genaue Definition der hier verwendeten Begriffe ist in Abschnitt 4.2.1 und 4.2.2 zu finden.
Die Filtrierung wird mehrfach durchgeführt, wobei die Variable l die Nummer des Laufes
darstellt. Zur Stabilisierung des Filters wurde der Konvergenzfaktor α(l) = 4 ∗ (0.95)l
verwendet. Folgende Eigenschaften wurden ermittelt:
1. γt(0) = 1
2. limt→∞ γt(x) = 1
3.
∑9
i=1 λi(µ|B)l = α(l) + (1− α(l)) = 1
4. liml→∞ α(l) = 0
5. liml→∞ λi(µ|B)l =
{
0 falls Pi 6= PZ
1 sonst
Es sei bemerkt, dass bei großem l laut Punkt 5 keine weitere Glättung mehr durchgeführt
wird. Für Näheres sei auf die Arbeit von Halle und Jahn verwiesen. Halle hat angedeutet,
dass er bei stark verrauschten Bildern anstelle des tWertes eine Mittlung aller tWerte in
einem 11× 11 Fenster verwendet hat. Dies wurde in seiner Arbeit jedoch nur angerissen
und deswegen hier auch nicht durchgeführt. Allerdings wurde in Halles Arbeit keine
Vorfiltrierung durchgeführt, mit welcher bei hohen Rauschstufen eine deutlich bessere




Beim nachfolgenden Segmentationsschritt werden zwei benachbarte Punkte Pi, Pj ver-
bunden, falls ihr Zusammenhangsgrad
γtB(Pi),ǫ(|µ(Pj)− µ(Pi)|) ≥ δ
und
γtB(Pj ),ǫ(|µ(Pi)− µ(Pj)|) ≥ δ
größer als eine vorgegebene Schwelle δ ist. Es sei bemerkt, dass B(P ) der Bildblock mit
Mittelpunkt P ist und
γtB ,ǫ(x) := γmax{tB ,ǫ}(x)
ist. Der Parameter ǫ sorgt dafür, dass bei kleinen Grauwertdifferenzen keine Trennung
durchgeführt wird. Wie bei Halle wurde δ = 0, 5 und ǫ = 5 gesetzt. Es wurde eine
mit der Gap-Segmentation vergleichbare Parameteruntersuchung durchgeführt. Folgende
Filtereinstellungen wurden ermittelt:
1. Moderate Rauschstufen (bis 128)41: 30× Jahnglättung, Jahnsegmentation
(wobei δ = 0, 5 und ǫ = 5)
2. Hohe Rauschstufen (bis 1024)41: 2× Mittelwertfilter 3× 3, 30× Jahnglättung,
Jahnsegmentation (wobei δ = 0, 5 und ǫ = 5)
4.6.2 Schwellenwertsegmentation
Die Gap-Segmentation beruht auf dem Gap-Glättungsverfahren. Das Gap-Glättungs-
verfahren ist ein dynamischer Schwellenwertfilter. Zuerst wird anhand der 3×3-Umgebung
eines Bildpunkts ein geeigneter Schwellenwert ermittelt und anschließend auf dieser Um-
gebung eine Schwellenwertglättung durchgeführt. Im Algorithmus aus Kapitel 3.2.2 wird
die Schwellenwertglättung im Schritt 7 durchgeführt. Die Schritte 1-6 werden benötigt
um den Schwellwert zu ermitteln. Dieser Vorgang wurde auch als Gap-Detektion be-
zeichnet. Die Anzahl der benötigten Schritte und deren Analyse macht deutlich, dass,
dass die Gap-Detektion ein sehr aufwendiger Vorgang ist. Die Frage, die sich stellt, ist,
welche Vorteile die Gap-Detektion bringt und ob es eventuell ausreicht, einfach global
einen statischen Schwellwert zu setzen. Daher wurde einfach die Gap-Glättung durch
einen statischen Schwellenwertglättungsfilter ersetzt, und untersucht, wie viel Einfluss









1 falls | µ(Pi)− µ(PZ) |≤ C
0 falls | µ(Pi)− µ(PZ) |> C
41die Angabe entspricht der Varianz der Rauschstufe
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und C ≥ 0 der gewählte Schwellwert ist. B bezeichnet hier wieder das 3× 3-Filterfenster
und µ die Bildfunktion. Bei diesem Verfahren wird nur über Werte gemittelt, welche vom
zentralen Punkt PZ von B eine Grauwertdifferenz kleiner oder gleich dem Schwellwert C
haben. Als Vorfilter (Filterstufe 1) wurde, wie beim Gap-Segmentationsprozess ebenfalls,
ein 3×3-Mittelwertfilter verwendet. Es wurde eine Parameteruntersuchung durchgeführt,
bei der sich folgende Einstellungen als sinnvoll herausstellten:
1. Moderate Rauschstufen (bis 128)42: 2 ×-Mittelwertfilter 3 × 3, 15× Schwel-
lenwertglättung C = 3, Segmentationsschwellenwert 1
2. Hohe Rauschstufen (bis 1024)42: 2 × Mittelwertfilter 3 × 3, 15× Schwellen-
wertglättung C = 6, Segmentationsschwellenwert 1
Filtereinstellung 1 ist für leichtes bis mittelschweres Rauschen geeignet, wohingegen Fil-
tereinstellung 2 für mittelschweres bis starkes Rauschen optimiert wurde.
Eine weitere Verbesserung der Schwellenwertglättung, wie sie mit der Kombinationsglät-
tung bei der Gap-Glättung erreicht wird, ist leider nicht gelungen. Es findet zwar eine
Verbesserung im maximalen Bereich statt, aber auch eine Verschlechterung im abfallen-
den Bereich. Bei der Kombinationsglättung ist anscheinend die dynamische Steuerung
der Gap-Glättung von erheblicher Bedeutung.
4.6.3 Bilateral-Median Segmentation
Bei der Bilateral-Median Segmentation wurde anstatt des Gap-Glättungsverfahrens ein
auf einer bilateralen Filterung basiertes Verfahren verwendet. Der Bilateralfilter ist ein
gewichteter Glättungsfilter, welcher zur Berechnung der Gewichte λi(µ|B) sowohl die Ab-
stände der Bildpunkte im Ortsraum, als auch im Farbraum heranzieht [48]. Konkret wird
als Filterstufe 1 ein Bilateralfilter, als Filterstufe 2 ein Median Filter verwendet. Diese
Filter sind in vielen Software-Bibliotheken, wie zum Beispiel OpenCV [49], enthalten.
Sie eignen sich daher hervorragend für eine Softwareimplementation. Als Filterkern wird








c(ǫ, Pi) ∗ s(δ, µ(Pi))∑9
i=1(c(ǫ, Pi) ∗ s(δ, µ(Pi))
Die Funktion c ist die Gewichtung der Abstände der Bildpunkte bezüglich der Position
im Ortsraum
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Die Funktion s ist die Gewichtung der Abstände der Bildpunkte bezüglich des Farbraums









Hierbei sind ǫ, δ > 0 Gewichtungsparameter. Zur Differenzenbildung im Ortsraum wird
die euklidische Abstandsfunktion verwendet
d(Pi, PZ) =
√
[(Pi)x − (PZ)x]2 + [(Pi)y − (PZ)y]2
Mit (P )x bzw. (P )y werden hierbei die x bzw. y Koordinate des Bildpunktes P bezeichnet.
Zur Differenzbestimmung im Farb-/Grauwertraum wird Standartbetrag verwendet
σ(µ(P1), µ(P2)) = |µ(P1)− µ(P2)|
B bezeichnet hier wieder das 3× 3 Filterfenster und µ die Bildfunktion.
Über den Parameter ǫ wird der Einfluss des Ortsraums, über den Parameter δ der Einfluss
des Farbraums gesteuert. Je höher der ǫ bzw. δ Wert gesetzt wird, desto höher wird die
Ortsraum- bzw. Farbraumabhängigkeit.
Als Vorfilter wurde ein 3 × 3-Medianfilter verwendet. Dieser berechnet den Median der
Grauwerte eines 3 × 3 Bildfensters und gibt diesen aus. Es stellte sich bei der Para-
meteruntersuchung heraus, dass die Kombination dieser beider Filter sehr vorteilhafte
Auswirkungen auf die Segmentationsqualität hat43. Die Glättung erfolgt daher immer in
Kombination, erst wird eine Bilateralfiltrierung und anschließend eine Medianfiltrierung
durchgeführt. Diese Kombination wird dann gegebenfalls wiederholt44.
Durch die Parameteruntersuchung wurden folgende Einstellungen ermittelt:
1. Moderate Rauschstufen (bis 128)45: Combo 30×, 1 × Bilateralfiler 6 3 1, 1 ×
Medianfilter, Segmentationschwellenwert 1
2. Hohe Rauschstufen (bis 1024)45: Combo 30×, 1 × Bilateralfilter 6 3 1, 1 ×
Medianfilter, Segmentationschwellenwert 2
Es sei bemerkt, dass zwar bekannt ist, dass der Bilateralfilter ein kantenerhaltendes oder
zumindest kantenschonendes Verfahren ist. Dem Autor ist aber keine Arbeit bekannt, bei
welcher eine nur ansatzweise vergleichbare Untersuchung im Zusammenhang mit einer
Bildsegmentation durchgeführt wurde. Auch war dem Autor im vornherein nicht bekannt,
dass der Bilateralfilter sehr gut mit einem Median-Filter harmoniert. Diese Erkenntnis
konnte erst mit Hilfe des Testverfahrens ermittelt und (objektiv) belegt werden, ebenso
wie die Wahl günstiger Filtereinstellungen.
43es stellt insbesondere heraus, dass der Medianfilter mit dem Bilateralfilter besser als mit einem Mit-
telwertfilter harmoniert
44Combo 30× entspricht einer 30-malige Wiederholung
45Angabe entspricht Varianz der Rauschstufe
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4.6.4 Vergleich
In diesem Abschnitt wird ein Vergleich der qualitativen Leistungsfähigkeit der Jahnseg-
mentation, der Schwellenwertsegmentation, der Bilateral-Median-Segmentation und der
Gap-Segmentation durchgeführt. Die Filtercharakteristiken werden bezüglich folgender
Szenarien verglichen:
1. Moderate Rauschstufen (bis 128)45: Modell A, B, C
2. Hohe Rauschstufen (bis 1024)45: Modell A, B, C
Segmentation bei moderaten Rauschstufen
In diesem Szenario sollen die Segmentationsverfahren bei einer Anwendung auf Bilder
mit potentiell moderat auftretendem Bildrauschen untersucht werden. Dazu wurden die
Filtereinstellungen, welche in den letzten Abschnitten vorgestellt wurden, herangezogen:
Filtereinstellung 1:
1. Gap Segmentation: Combo 1.5×, 2 × Mittelwertfilter 3× 3, 15 × Gapglättung
1.5 1.5 2, Segmentationsschwellwert 1
2. Jahnsegmentation: 30 × Jahnglättung, Jahnsegmentation 0.5 5
3. Schwellwertsegmentation: 2 × Mittelwertfilter 3× 3, 15 × Schwellwertglättung
3, Segmentationsschwellwert 1
4. Bilateral-Median Segmentation: Combo 30×, 1 × Bilateralfilter 6 3, 1× Me-
dianfilter 3× 3, Segmentationsschwellwert 1
In den Abbildungen 4.26, 4.27 und 4.28 sind die Ergebnisse bezüglich der Testmodelle
A, B und C und der Rauschstufen 32 und 128 dargestellt.
Zuerst wird auf Modell-A eingegangen. Bei beiden Rauschstufen wird mit der Gap-
Segmentation und der Bilateral-Median Segmentation die beste Leistung erreicht. Bei
Rauschstufe 128 ist die Bilateral-Median Segmentation sogar einen bisschen besser. Die
Filtercharakteristiken dieser beiden Verfahren sind, wie hier festgestellt werden kann, au-
ßerdem sehr ähnlich. Mit dem Schwellwertverfahren kann, bei beiden Rauschstufen, nur in
einem sehr kleinen Bereich (Grauwertdifferenzen um 15) sehr gute Qualität erreicht wer-
den, welche danach abfällt. Mit der Jahn-Segmentation kann eine hohe Qualität erreicht
werden, jedoch wird die Empfindlichkeit der anderen Verfahren damit nicht erreicht.
Im Modell-B Testszenario schneidet die Gap-Segmentation am besten ab, dicht gefolgt
von der Jahn-Segmentation. Im maximalen Bereich wird optimale Qualität erreicht. Dies
ist ein Anzeichen dafür, dass weiche Kanten, sowohl mit der Gap-Glättung als auch mit
der Jahn-Glättung sehr gut geschärft werden können. Die Schwellenwertglättung und die
Bilateral-Median Glättung schneiden in diesem Fall weitaus schlechter ab.
Bei Modell-C erzielen die Gap-Segmentation und die Bilateral-Median Segmentation die
































































































Abbildung 4.27: Vergleich der Filtercharakteristiken bezüglich Modell-B
SAEQ = 0, 9 erreicht werden. Mit der Jahn Segmentation wird eine sichtbar geringere
Empfindlichkeit erreicht und mit der Schwellenwertsegmentation kann kein vernünftiges
Ergebnis mehr erzielt werden.
Segmentation bei hohen Rauschstufen
Nun wird davon ausgegangen, dass potentiell hohe Rauschstufen (bis 576) vorliegen kön-
nen. Es wurden daher folgende Filtereinstellungen gewählt:
Filtereinstellung 2:
1. Gap Segmentation: Combo 3.5×, 2 × Mittelwertfilter 3× 3, 15 × Gapglättung
1.5 1.5 4, Segmentationsschwellwert 1
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Abbildung 4.28: Vergleich der Filtercharakteristiken bezüglich Modell-C
2. Schwellwertsegmentation: 2 × Mittelwertfilter 3× 3, 15 × Schwellwertglättung
6, Segmentationsschwellwert 1
3. Jahnsegmentation: 2 × Mittelwertfilter 3× 3, 30 × Jahnglättung, Jahnsegmen-
tation 0.55
4. Bilateral-Median Segmentation: Combo 30×, 1 × Bilateralfilter 6 3, 1× Me-
dianfilter 3× 3, Segmentationsschwellwert 2
Die Filtercharakteristiken dieser vier Segmentationsverfahren wurden anhand der Test-
modelle A, B und C bei einer hohen 576 Rauschstufe und einer niedrigen 64 Rauschstufe















































Abbildung 4.29: Vergleich der Filtercharakteristiken bezüglich Modell-A
Die Gap-Segmentation, die Jahn-Segmentation und die Bilateral-Median Segmentation
weisen bezüglich Modell-A, vergleichbare Filtercharakteristiken auf. Bei Rauschstufe 64,
103
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wird ab einer Grauwertdifferenz von 25 Graustufen ein fast perfektes Ergebnis erreicht.
Mit der Schwellenwertsegmentation wird nur in einem kleinen Bereich eine gute Qualität
erzielt.
Bei Modell-B ergibt sich ein ähnliches Bild. Nur die Jahn-Segmentation schneidet hier
schlechter ab. Die Bilateral-Median und Gap-Segmentation sind auf einem ähnlichen
Niveau.
Bei Modell-C ändert sich jedoch das Bild. Hier erreicht die Schwellenwertglättung, gefolgt
von der Gap-Glättung die beste Empfindlichkeit, insbesondere im Fall der Rauschstufe
576. Bei Rauschstufe 64 erreicht die Gap-Detektion bei hohen Rauschstufen zwar ei-
ne geringfügig bessere Qualität, bei Rauschstufe 576 ist die Schwellenwertglättung aber
überraschenderweise erkennbar empfindlicher. Mit den anderen Verfahren wird eine deut-


































































































Mit der Gap-Segmentation wird in fast allen Testszenarien eine oft bessere Segmentati-
onsqualität als mit der Jahn-Segmentation erreicht. Das Ziel, eine vergleichbare Segmen-
tationsqualität zu erreichen, konnte daher erfüllt werden.
Bei harten Kanten (Modell-A) und weichem Rauschen (Modell-B) wird mit der Gap-
Segmentation ein teilweise erheblich besseres Ergebnis als mit der Schwellwertsegmenta-
tion erzielt. Dies liegt daran, dass bei den Kanten eine bei Weitem sauberer Trennung
erfolgt46. Dies belegt, dass die (aufwendige) dynamische Schnellwertberechnung, welche
bei der Gap-Glättung durchgeführt wird, einen deutlich positiven Einfluss hat und für
ein sehr gutes Ergebnis benötigt wird.
Bei schwierigen Bedingungen (Modell-C) erfolgt auch bei der Gap-Segmentation keine
saubere Trennung der Kanten, und es kann keine Verbesserung zum (statischen) Schwell-
wertverfahren erreicht werden. Bei Rauschstufe 576 ist das Schwellwertverfahren sogar
empfindlicher. An dieser Stelle sei aber erwähnt, dass bei der sehr hohen Rauschstufe 1024
mit der Gap-Segmentation, im Gegensatz zur Schwellenwertsegmentation, noch eine zu-
friedenstellende Segmentation möglich ist47. Dies legt nahe, dass zur Behandlung von
extrem großen Rauschstufen dynamische Verfahren nötig sind. Es zeigt sich jedoch, dass
eine grobe Segmentation auch mit einem einfachen Schwellwertverfahren erzielt werden
kann. Der Randbereich wird zwar im Allgemeinen nicht mehr so exakt aufgelöst wie bei
den dynamischeren Verfahren, dies wird jedoch von vielen Anwendungen nicht benötigt.
Mit der Bilateral-Median Segmentation konnte in den meisten Fällen ein mit der Gap-
Segmentation vergleichbares Ergebnis erzielt werden. Für eine Softwareimplementation
stellt sie daher in den meisten Fällen eine brauchbare Alternative dar48.
4.7 Reale Beispiele
In diesem Abschnitt soll untersuchen werden, inwieweit sich die an de Testmodellen
gewonnen Erkenntnisse auf reale Daten übertragen lassen.
4.7.1 Anwendung der Filtercharakteristik
Für diese Untersuchung wurde eine Landsat7 ETM+ [50] panchromatische Szene (Abbil-
dung 4.33) mit einer räumlichen Auflösung von 15m und einer spektralen Bandbreite von
0, 52 − 0, 90µm herangezogen. Die Szene zeigt ein landwirtschaftlich genutztes Gebiet.
Sie wurde mit dem Gap-Segmentationsverfahren segmentiert49. Das Segmentationsergeb-
nis ist in Abbildung 4.34 dargestellt. Diese Segmentation wird in diesem Abschnitt mit
Seg1 bezeichnet.
46Abbildung 4.32
47Auf derartig hohe Rauschstufen wird in dieser Arbeit allerdings nicht eingegangen.
48es sei hier jedoch erwähnt dass in Software weitaus modernere Verfahren existieren (Abschnitt 2.4).
Inwieweit diese aber überhaupt Leistungsfähiger sind, wurde in dieser Arbeit nicht untersucht.
49Filtereinstellung 2, hohe Rauschstufen (Abschnitt 4.5.9)
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(a) Gap-Glättung (b) Gap-Segmentation
(c) Schwellwertglättung (d) Schwellwertsegmentation
Abbildung 4.32: Exemplarischer Vergleich des Gap-Verfahrens und des (statischen)
Schwellenwertverfahrens anhand eines Modell A50-32 Testbildes, beide
Verfahren Filtereinstellung 1
Es wurde anhand von fünf Fallbeispielen untersucht, inwieweit sich das Segmentations-
ergebnis mithilfe der in Abschnitt 4.5 gewonnenen Filtercharakteristik erklären lässt.
Dazu wurden sowohl der Mittelwert, als auch die Varianz der Verteilung der Grauwerte,















Abbildung 4.33: Landsat 7 ETM+ panchromatische Szene. Landwirtschaftlich genutztes
Gebiet in der Nähe von Bitterfeld.
Fallbeispiel 1
Index Segmente Mittlerer Grauwertabstand Maximale Varianz Zsh.50
1.1 S28, S33 |76, 6 − 62, 8| = 13, 8 (13, 9)2 = 193, 21 (S28) ja
1.2 S28, S25 |76, 6 − 84, 4| = 7, 8 (14, 1)2 = 198, 81 (S25) ja
1.3 S25, S38 |84, 4 − 81, 0| = 3, 4 (21, 0)2 = 441, 00 (S38) ja
1.4 S22, S28 |119, 4 − 76, 6| = 42, 8 (13, 9)2 = 193, 21 (S28) nein
1.5 S13, S25 |27, 9 − 84, 4| = 56, 5 (15, 9)2 = 252, 81 (S13) nein
1.6 S25, S31 |84, 4 − 121, 8| = 37, 4 (19, 7)2 = 388, 09 (S31) nein
Eine Trennung benachbarter Grauwertbereiche erfolgt bei der Gap-Segmentation (Filter-
stellung 2), auch bei sehr guten Bedingungen51 erst ab einer Grauwertdifferenz von 20.
Eine Trennung der Testfälle 1.1-1.3 kann daher überhaupt nicht erfolgen. Ab einer Grau-
wertdifferenz von 30 erfolgt eine Trennung auch bei schwierigen Bedingungen52. Daher
ist es nicht verwunderlich, dass in den Testfällen 1.4-1.6 eine Trennung stattfindet.
50Zusammenhängend (Zsh) bedeutet hier, dass die zwei Testbereiche SXX bezüglich der Segmentation
Seg1 in einem Segment liegen
51Modell-A, (Abbildung 7.2)















Abbildung 4.34: Segmentationsergebnis Seg1 der Szene aus Abbildung 4.33
Fallbeispiel 2
Index Segmente Mittlerer Grauwertabstand Maximale Varianz Zsh.
2.1 S40, S41 |132, 5 − 156, 9| = 24, 4 (17, 6)2 = 309, 76 (S28) nein
Da im Fallbeispiel 2.1 die Grauwertdifferenz mit 24,4 zwischen 20 und 30 liegt, reicht die
Grauwertdifferenz alleine nicht aus, um die Trennung der Segmente erklären zu können.
Diese Situation muss daher genauer betrachtet werden. Würde man Modell-C verwen-
den, liegt die Grauwertdifferenz 24,4 bei Rauschstufe 256 im unteren Übergangsbereich53.
Eine Trennung ist daher unwahrscheinlich. Bei Betrachten der Kante zwischen den Be-
reichen S40, S41 kann aber festgestellt werden, dass diese relativ hart ist und damit eher
Modell-A entspricht. In Modell-A wird bei einer Grauwertdifferenz von 25 bei Rausch-
stufe 256 ein SAEQ Wert von 0,95 erreicht (Abbildung 7.2). Dieser Wert liegt im oberen






Index Segmente Mittlerer Grauwertabstand Maximale Varianz Zsh.
3.1 S6, S11 |199, 0 − 198, 7| = 0, 3 (11, 8)2 = 139, 24 (S6) ja
Nach der Differenz der mittleren Grauwerte müssen die zwei Segmente zusammenhän-
gen. Interessant ist dieses Beispiel aber in der Hinsicht, dass die Segmente S6, S11 durch
eine dunkle Linie räumlich getrennt werden. Diese ist für diese Filtereinstellung aber zu
schwach ausgeprägt, um zu einer Trennung der Segmente zu führen. Es ist eine berechtig-
te Frage, wie breit eine Trennlinie in Abhängigkeit von Grauwertdifferenz, Rauschstufe
und Kantenschärfe sein müsste, um zwei Grauwertbereiche mit gleichem mittleren Grau-
wert zu trennen. Diese Fragestellung ist ein guter Anknüpfungspunkt für weiterführende
Arbeiten.
Fallbeispiel 4
Index Segmente Mittlerer Grauwertabstand Maximale Varianz Zsh.
4.1 S8, S14 |119, 5 − 129, 4| = 9, 9 (16, 5)2 = 272, 25 (S14) nein
4.2 S8, S42 |119, 5 − 151, 4| = 39, 9 (15, 2)2 = 231, 06 (S 8) nein
4.3 S14,S42 |129, 4 − 151, 4| = 22, 0 (16, 5)2 = 272, 25 (S14) ja.
Nach der mittleren Grauwertdifferenz dürfte bei Testfall 4.1 keine Trennung der Bereiche
S8 und S14 stattfinden. Bei genauerer Betrachtung des Randbereiches fällt jedoch eine
linienförmige Störung an der Segmentgrenze auf. Diese wird teilweise auch als eigenes
Segment gewertet. Der Testbereich S42 liegt in einem relativ schwach ausgeprägten Teil
der Störung. Trotzdem liegt zwischen den Bereichen S42 und S8 eine Grauwertdifferenz
von 39,9 vor. Nach der Filtercharakteristik sollte daher eine Trennung stattfinden. Zwi-
schen den Bereiche S42 und S14 tritt jedoch nur eine Grauwertdifferenz von 22,0 auf. Da
der Übergang zwischen diesen Bereichen relativ verwaschen ist, dürfte es sinnvoll sein,
die Model-C Filtercharakteristik heranzuziehen54. Bei dieser liegt die Grauwertdifferenz
22 bei einer 256 Rauschstufe im unteren Übergangsbereich (∼= SAEQ 0, 8). Eine Tren-
nung ist daher laut der Modell-C Filtercharakteristik unwahrscheinlich und erklärt den
Zusammenhang der Bereiche S14 und S42.
Fallbeispiel 5
Index Segmente Mittlerer Grauwertabstand Maximale Varianz Zsh.
5.1 S32, S36 |211, 5 − 165, 9| = 45, 6 (15, 3)2 = 234, 09 (S36) ja
Nach den mittleren Grauwerten müssten die Bereiche S32, S36 getrennt sein. Sie sind
es jedoch nicht. Das Problem ist, dass der Rand sehr undeutlich ist und beide Segmen-
te ineinander überführt. Der Übergang der zwei Bereiche ist dem ersten Eindruck nach






Mithilfe der Filtercharakteristik, des mittleren Grauwertabstandes und der Varianz der
Grauwerte (Rauschstufe) kann in vielen Fällen bereits recht gut abgeschätzt werden,
wann eine Trennung der Bildbereiche auftritt und wann nicht (Fallbeispiel 1). In Grenz-
fällen ist es sinnvoll die Kantenschärfe der Betrachtung hinzuzufügen (Fallbeispiel 2 und
5). Auch der Einfluss von Störungen lässt sich begründen (Fallbeispiel 4). Es gibt jedoch
auch Fälle, bei denen sich das Verhalten nicht eindeutig abschätzen lässt (Fallbeispiel 3).
Hier wären weitere Untersuchungen von Nöten, welche im Rahmen dieser Arbeit nicht
durchgeführt wurden.
4.7.2 Vergleich verschiedener Segmentationen
Im Abbildung 4.35 ist ein weiteres Segmentationsergebnis der Szene aus Abbildung 4.33
dargestellt. Diese Segmentation wird mit Seg2 bezeichnet. Es soll im Folgenden anhand
Seg1 und Seg2 aufgezeigt werden, wie verschiedene Segmentationsergebnisse verglichen
werden können.
Abbildung 4.35: Segmentationsergebnis (Seg2 ) der Szene aus Abbildung 4.33, Filter-
einstellungen: Combo 3.5 2×, Mittelwertfilter 3 × 3, Gap-Glättung
1.5 1.5 2 15×, Schwellwertglättung 1
Bei genauerer Betrachtung fällt auf, dass sich Seg1 und Seg2 in einigen Bereichen deutlich
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unterscheiden. Dieser Eindruck wird durch einen SAEQ(Seg1, Seg2)-Wert von ungefähr
0, 75 bestätigt.
Stellt nun die eine Segmentation eine Unter- oder Übersegmentation der anderen dar?
Um dies zu überprüfen können die SA-Werte55 herangezogen werden:
SA(Seg1|Seg2) = 0.63, SA(Seg2|Seg1) = 0, 89
Aus diesen Werten kann abgelesen werden, dass Seg2 tendenziell eine Verfeinerung von
Seg1 ist56. Es kann jedoch nicht von einer reinen Verfeinerung gesprochen werden57.
Für eine genauere Analyse ist es hilfreich, die im Folgenden definierten lokalen SA-,
SAEQ-Werte zu betrachten.
Definition 20 (Lokale SA,SAEQ-Werte) Sei M eine endliche Menge, P1, P2 ∈
Part(M) zwei Partitionen von M und x ∈M .
• Der lokale SA(P2, P1)-Wert SAx(P2, P1), an der Stelle x wird definiert als
SAx(P2|P1) := SA(P2(x)|P1) ∈ (0, 1]R
• Der lokale SAEQ-Wert SAEQx(P2, P1) an der Stelle x wird definiert als
SAEQ,x(P2, P1) :=
√
SAx(P2|P1) ∗ SAx(P1|P2) ∈ (0, 1]R
P1(x) ∈ P1 ist hierbei das eindeutige Element der Partition P1, welches x enthält. Für
P2(x) gilt dies entsprechend.
Die lokalen SA- und SAEQ-Werte können skaliert und bildlich dargestellt werden.
Bemerkung 8 (SA-, SAEQ-Bilder) Seien S1, S2 ∈ Seg(Ω) zwei Segmentationen.
• Ein SA-Bild bezüglich S1 und S2 ist ein Bild µSA(S1|S2) : Ω → [0, 255]N ,wobei
der Grauwert jedes Bildpunktes x folgendermaßen definiert ist
µSA(S1|S2)[x] := round(SAx(S1|S2) ∗ 255)
• Ein SAEQ-Bild bezüglich S1 und S2 ist ein Bild µSAEQ(S1, S2) : Ω→ [0, 255]N,
wobei der Grauwert jedes Bildpunktes folgendermaßen definiert ist
µSAEQ(S1, S2)[x] := round(SAEQ,x(S2, S1) ∗ 255)
55Abschnitt 4.3.2
56Abschnitt 4.3.2, Satz 3
57Abschnitt 4.3.1, Bemerkung 4
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Ein SAEQ-Bild eignet sich sehr gut, um festzustellen, an welchen Stellen sich zwei Seg-
mentationen unterscheiden. In Abbildung 4.35 ist das SAEQ(Seg1, Seg2)-Bild darge-
stellt. In den hellen Bereichen stimmen die Segmentationen größtenteils überein. In den
dunkleren Bereichen treten größere Unterschiede auf.
Abbildung 4.36: SAEQ-Vergleichsbild der Segmentationen Seg1 und Seg2
Mit Hilfe der SA(Seg1|Seg2)- und SA(Seg2|Seg1)-Bilder kann nun überprüft werden, an
welchen Stellen eine Segmentation feiner ist als die andere, und umgekehrt. In Abbildung
4.37 finden sich die SA-Bilder der Segmentationen Seg1 und Seg2.
Es gilt hier folgende Regel58:
• µSA(Seg1|Seg2)[x] dunkel, µSA(Seg2|Seg1)[x] hell =⇒ an der Stelle x ist Seg2 eine
Verfeinerung von Seg1
• µSA(Seg2|Seg1)[x] dunkel, µSA(Seg1|Seg2)[x] hell =⇒ an der Stelle x ist Seg1 eine
Verfeinerung von Seg2
Bei Betrachten der SAEQ-Bilder fällt auf, dass µSA(Seg2|Seg1) im Großen und Ganzen
sehr hell ist und µSA(Seg1|Seg2) an vielen Stellen sehr dunkle Bereiche aufweist. Dies
bestätigt die Aussage, dass Seg2 tendenziell eine Verfeinerung von Seg1 ist. Jedoch gibt
58Abschnitt 4.3.2, Satz 2
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(a) µSA(Seg1|Seg2) (b) µSA(Seg2|Seg1)
Abbildung 4.37: SA-Vergleichsbild der Segmentationen Seg1 und Seg2
es auch einige dunklere Bereiche in Seg1, welche aber auch in Seg2 dunkel sind. In diesen
Bereichen unterscheiden sich die Segmentationen wesentlich in ihrer Struktur59.
59Abschnitt 4.3.1, Abbildung 4.3
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5.1 Einleitung
Die Bestimmung der Zusammenhangskomponenten eines Bildes, das sogenannte Connec-
ted Component Labeling (CCL), ist ein grundlegender Verarbeitungsschritt in der Bild-
analyse. Er folgt in natürlicher Weise unmittelbar auf eine Bildsegmentation [51]. Wird
bei einer Bildsegmentation der Zusammenhang benachbarter Bildpunkte ermittelt, wer-
den beim CCL die zusammengehörigen benachbarten Bildpunkte zu einem Bildbereich1
zusammengefasst, indem sie mit einem eindeutigen gemeinsamen Kennzeichen (Label)
versehen werden. Einzelne Bildbereiche können hierdurch angesprochen und voneinander
unterschieden werden [52]. CCL stellt damit den Übergang von einer pixelbasierten auf
eine objektbasierte Betrachtungsweise dar. Eine detaillierte Beschreibung der Aufgaben
des CCL wird im nächsten Abschnitt gegeben.
Das Connected Component Labeling wird für viele Bildanalyseverfahren, insbesondere
im Bereich der Objekterkennung, benötigt[53, 54]. Es sei beispielsweise die Erkennung
und Analyse von Schiffen, Häusern oder Personen genannt, welche für viele zukünftige
On-Board Anwendungen von zentraler Bedeutung ist.
Im Rahmen dieser Arbeit soll, wie im Abschnitt 1.4 aufgeführt, eine CCL-Methode be-
reitgestellt werden, welche vorteilhaft auf einer FPGA-Plattform implementiert werden
kann und mit welcher Fernerkundungsdaten prozessiert werden können. Dabei soll das
Verfahren in hohem Maße echtzeitfähig sein. Die Anforderungen, die an die CCL-Methode
gestellt werden, werden in Abschnitt 5.4.1 ausführlich dargestellt. Zusammengefasst sol-
len große komplexe Bildszenen in wenigen Sekunden prozessiert werden können.
Diese Anforderungen unterscheiden sich von denen fast aller publizierten Hardware- und
FPGA-basierten Verfahren. Der Fokus dieser Verfahren liegt in aller erster Linie darin,
Bilder mit niedriger Auflösung und Komplexität mit einer möglichst hohen Bildwieder-
holrate prozessieren zu können [55]. Dies sind wichtige Voraussetzungen, um eine Ob-
jekterkennung in Videoanwendungen durchführen zu können, wie sie bei automatischen
Überwachungsaufgaben, optischer Personenerkennung und in der Robotik eingesetzt wird
[51].
Dieses Kapitel ist folgendermaßen aufgebaut. Zuerst werden unterschiedliche bekannte
CCL-Verfahren vorgestellt (Abschnitt 5.3). Anschließend wird eine Anforderungsanalyse
durchgeführt und untersucht welche Methode prinzipiell den Anforderungen am nächs-
ten kommt. Insbesondere soll die Methode performant auf einem FPGA umgesetzt wer-
den können (Abschnitt 5.4). Ausgehend von diesem Verfahren wird ein spezielles, an
das FPGA angepasstes Verfahren vorgestellt (Abschnitt 5.5). Anhand einer Prototyp-
1Segment, Objekt
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Implementation wird gezeigt wie dieses Verfahren auf einem FPGA realisiert werden kann
(Abschnitt 5.6), welcher Ressourcenverbrauch (5.6.4) notwendig ist, und welche Leistung
erzielt werden kann (Abschnitt 5.6.3). Um die Verarbeitungsgeschwindigkeit der FPGA-
Implementation besser einschätzen zu können, wird zum Schluss ein Vergleich zu einer
Softwareimplementationen durchgeführt (Abschnitt 5.6.5).
5.2 Grundlage
Die Aufgabe eines CCL-Verfahrens ist es, den Zusammenhangskomponenten eines Bil-
des eine eindeutige Identifikationsnummer zuzuordnen [56, 57]. In der Literatur werden
meistens CCL-Verfahren auf Binärbildern behandelt, bei welchen ausschließlich die Vor-











































Abbildung 5.1: links Binärbild, rechts gelabeltes Bild
Im Rahmen dieser Arbeit ist jedoch der allgemeine Fall wichtig, bei dem wie auf ei-
ner Landkarte jeder Bildpunkt einem Bereich zugeordnet wird (Abbildung 5.2). Zwei
benachbarte Bildpunkte haben im allgemeinen Fall die Freiheit zusammenhängend zu
sein oder auch nicht. Diese Freiheit ist bei einer Binärdarstellung nicht gegeben. Eine
(multimodale) Zerlegung, wie in Abbildung 5.2 gezeigt, kann bei einem Binärbild nicht
auftreten.
Zwei beliebige Bildpunkte werden genau dann zusammenhängend genannt, wenn es einen
Weg über zusammenhängende benachbarte Bildpunkte gibt, der sie verbindet (Abbildung
5.3). Zusammenhängende Bildpunkte bilden eine Zusammenhangskomponente. Wie in
den Abbildungen 5.1 und 5.2 ersichtlich, wird jedem Bildpunkt eine Nummer zugewie-
sen, so dass Bildpunkte in der gleichen Zusammenhangskomponente die gleiche Num-
mer, Bildpunkte in verschiedenen Zusammenhangskomponenten verschiedene Nummern
bekommen.
Es wird außerdem zwischen dem 4- und 8-Zusammenhang unterschieden [58]. Beim 4-
Zusammenhang darf der Weg nur über die oberen, unteren, links, und rechts gelege-

















































































































































































































Abbildung 5.3: Zusammenhang zwischen zwei Punkten
gonal gelegenen Nachbarn (Abbildung 5.4) verlaufen. Es sei darauf hingewiesen, dass
sich der 4- und 8-Zusammenhang unterscheiden. 4-Zusammenhangskomponenten stim-
men im Allgemeinen nicht mit den 8-Zusammenhangskomponenten übereinstimmen. In
Abbildung 5.5 sind zwei Flächen dargestellt, welche durch eine Diagonale getrennt wer-
den. Die zwei Flächen sind bezüglich des 4-Zusammenhangs getrennt, bezüglich des 8-
Zusammenhangs aber zusammenhängend. Die Diagonale ist außerdem nur bezüglich des
4-Zusammenhangs zusammenhängend. Eine Zerlegung, bei der die zwei Flächenstücke
getrennt werden und die Diagonale ein Segment darstellt, entspricht weder dem 4- noch
dem 8-Zusammenhang (Abbildung 5.5(d)).
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Abbildung 5.4: links: 4-Nachbarn des Zentralpunktes, rechts: 8-Nachbarn des Zentral-













































































(d) weder 4- noch 8-
Zusammenhang
Abbildung 5.5: Unterschied 4-, 8-Zusammenhang
5.3 Verfahren
Es gibt verschiedene CCL-Verfahren, von denen im Folgenden die gängigsten vorgestellt
werden. Dabei liegt der Fokus in erster Linie auf Methoden, welche bereits auf einer
Hardware- oder FPGA-Plattform umgesetzt wurden.
Eine schöne allgemeine Kategorisierung verschiedenster CCL-Verfahren findet sich bei
Wu et al. [52] und moderne Softwarelösungen bei Lacassagne und Zavidovique [53].
5.3.1 Multipass Verfahren
Beim Multipassverfahren werden mehrere Bilddurchläufe benötigt. Ein erstes Verfahren
wurde 1966 von Rosenfeld und Pfaltz [56] vorgestellt. Dieses ist aber relativ umständlich
und rechenaufwendig. Eine Weiterentwicklung dieses Verfahrens wurde 1981 von Haralick
[59] präsentiert. Ein Binärbild wird dabei spaltenweise zuerst von oben links bis unten
rechts mit einer Vorwärtsmaske und anschließend von unten rechts bis oben links mit
einer Rückwärtsmaske durchlaufen (Abbildung 5.6). Dem zentralen Bildpunkt der Maske
wird dabei der kleinste Index, aller mit ihm zusammenhängenden Nachbarn der Maske,
zugeordnet. Falls kein bereits indizierter Bildpunkt in der Maske mit ihm verbunden ist,
wird ihm ein neuer, noch nicht benutzter Index zugeordnet. Die Anzahl der Durchläufe
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Abbildung 5.6: linkes Bild: oben links Vorwärtsmaske, unten rechts Rückwärtsmaske,
schwarz Zentralpunkt; rechtes Bild: Scandurchlauf, links Vorwärtsscan,
rechts Rückwärtsscan
ist vom Bildinhalt abhängig. In Abbildung 5.7 dargestellten Beispiel wird genau ein


























Abbildung 5.7: links Binärbild, in der Mitte Label nach Vorwärtsscan, rechts Label nach
Rückwärtsscan
Eine FPGA-Implementation dieses Verfahrens zur Prozessierung eines Videostroms mit
einer Bildgröße von 256*256 Bildpunkten wurde 1999 von Crookes und Benkrid [60] vor-
gestellt. Bei einer Taktfrequenz von 76MHz konnten um die 70 Durchläufe pro Sekunde
durchgeführt werden. Laut Autoren wurden durchschnittlich zwei Läufe für einen La-
belvorgang benötigt und folglich konnten 35 Bilder pro Sekunde verarbeitet werden. Es
wird allerdings in einer 2003 veröffentlichten Arbeit von Suzuki et al. [61] bereits darauf
hingewiesen, dass mit diesem Verfahren vor allem bei größeren und komplexeren Bildern
im Durchschnitt viel mehr als zwei Durchläufe pro Bild benötigt werden. Das Verfahren
wurde in dieser Arbeit daher um eine eindimensionale Lookup-Tabelle erweitert. Dieses
Verfahren benötigte bei 2314 untersuchten Binärbildern mit einer Bildgröße von 512*512
Bildpunkten maximal vier Durchläufe. Es konnte aber nicht ausgeschlossen werden, dass
mehr als vier Läufe gebraucht werden. Über eine Hardware-Implementation dieses Ver-
fahrens ist nichts bekannt.
Aufgrund der Einfachheit des Verfahrens und des statischen Programmverlaufes wäre
das von Crookes und Benkrid verwendete Verfahren jedoch sehr gut für eine FPGA-
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Implementation geeignet. Dieses Verfahren wird daher in Abschnitt 5.4.3 einer genaueren
Untersuchung unterzogen um festzustellen wie viele Läufe bei größeren und komplexeren
multimodalen Labelingproblemen benötigt werden.
5.3.2 Two-Pass Verfahren
Das Verfahren und dessen Entwicklung
Bei klassischen Two-Pass Verfahren benötigt man im Gegensatz zu Multipassverfahren
genau zwei Bilddurchläufe und einen Zwischenschritt. Die ersten bekannten Versionen
eines Two-Pass Verfahrens findet sich in einer 1966 veröffentlichten Publikation von Ro-
senfeld und Pfaltz [56]. Im ersten Schritt wird das Bild, wie beim Multipassverfahren,
zeilenweise mit einer Maske durchlaufen. Die Masken für den 4- und 8-Zusammenhang
sind in Abbildung 5.8 dargestellt.
Abbildung 5.8: von links nach rechts: Maske für den 4-Zusammenhang, Maske für den
8-Zusammenhang, Bilddurchlauf der Maske beim ersten und zweiten Lauf
Dem zentralen, ausgezeichneten Punkt der Maske wird, wie bei Multipass-Verfahren, der
kleinste Index der mit ihm verbundenen Punkte der Maske zugeordnet. Ist kein Punkt in
der Maske mit ihm verbunden, wird dem ausgezeichneter Punkt ein neuer Index zugeord-
net. Tritt nun der (Konflikt-)Fall ein, dass zwei oder mehr Punkte der Maske miteinander
verbunden sind, diesen aber verschiedene Indizes zugeordnet sind, werden diese Indizes
als zusammengehörig in einer Äquivalenztabelle2 vermerkt. Nach Durchlaufen des ersten
Schrittes haben Bildpunkte in verschiedenen Zusammenhangskomponenten verschiedene
vorläufige Indizes (Prälabels). Falls Konfliktfälle aufgetreten sind, besitzen die Bildpunk-
te einer Zusammenhangskomponente aber noch unterschiedliche vorläufige Indizes.
Diese werden im zweiten Durchlauf gleichgesetzt. Um dies durchzuführen, wird in ei-
nem Zwischenschritt die Equivalenztabelle ausgewertet und eine Lookup-Tabelle erstellt,
welche den vorläufigen Indizes ihre finalen Indizes zuordnet. Bei dem in Abbildung 5.9
gezeigten Beispielfall treten zwei Konfliktfälle, M1 und M2 auf.
Der kritische Punkt bei diesem Verfahren ist die Auswertung und Größe der Merge-
Tabelle. Treten viele Konfliktfälle und vorläufige Indizes auf, was gerade bei größeren
Bildern mit komplexem Bildinhalt der Fall ist, kann mit dem ursprünglichen Verfahren










































Abbildung 5.9: oben links: Binärbild, oben rechts: Ergebnis nach dem ersten Bilddurch-
lauf, bei dem 2 Konfliktfälle M1 und M2 aufgetreten sind, unten links:
Äquivalenztabelle nach dem ersten Lauf und die Lookup-Tabelle nach
Auswertung der Äquivalenztabelle (Zwischenschritt), unten rechts: Er-
gebnis nach dem zweiten Bilddurchlauf
werden. Daher wurden viele Algorithmen entwickelt, welche auf dem ursprünglichen Ver-
fahren aufbauen. Eine ausführliche Beschreibung des klassischen Verfahrens und weiterer
darauf aufbauender Verfahren findet man im Lehrbuch Computer and Robot Vision von
Robert M. Harlick und Linda G. Shapiro von 1992 [13]. Aber auch in neueren Arbeiten
wie zum Beispiel von Rachakonda et al. [62] werden Verfahren vorgestellt mit welchen,
wie in Abschnitt 5.4.3 gezeigt wird, bei komplexen Bildern keine zeitnahe Verarbeitung
möglich ist. Ein Durchbruch gelang erst mit der Verwendung von Union-Find Datenstruk-
turen3 wie sie unter anderem in den Arbeiten von Samet und et al. [54, 64] Mitte der 1980
Jahre vorgestellt wurden. Fast alle modernen Two-Pass Verfahren (wie in [53]) verwenden
Union-Find Datenstrukturen mit der auch die Auflösung sehr großer Äquivalenztabellen,
wie in Abschnitt 5.4.3 gezeigt wird, mit der heutigen verfügbaren Rechenleistung, in
Sekundenbruchteilen möglich ist.
3abstrakte Datenstruktur zur Verwaltung von Partitionen einer Menge [63]
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Hardware/FPGA-Implementationen
Aufgrund der Bedeutungen von CCL für viele Anwendungen, beispielsweise im Bereich
der Robotik und insbesondere der daraus ergebenden Anforderung, CCL auf einem Vi-
deostrom durchführen zu müssen, wurden Hardware/FPGA-Lösungen entwickelt. Im Fol-
genden werden einige von diesen vorgestellt.
In der Arbeit von Rackakonda von 1995 [62] wurde ein (klassisches) Two-Pass Verfah-
ren für eine rekonfigurierbare Computerplattform (Splash 2), bestehend aus neun Xilinx
XC4010 FPGAs, vorgestellt. Das System wurde zur Videoprozessierung entwickelt und
sollte Binärbilder mit einer Größe von 512*512 Bildpunkten mit 30 FPS verarbeiten kön-
nen. Um 30 FPS erreichen zu können, wurden auf diesem System zwei CCL-Einheiten
integriert, welche die Bilder des Videostroms abwechselnd bearbeiteten. Es wurde hier
schon darauf hingewiesen, dass die Verarbeitungsgeschwindigkeit sehr stark vom Bildin-
halt abhängig ist. Treten viele Konfliktfälle auf, konnte der Labeling Schritt nicht mehr
in den für 30 FPS notwendigen 0,033 Sekunden durchgeführt werden. Aufgrund der
Einfachheit des bei diesem Verfahren verwendeten Algorithmus wurde dieser für eine
Implementation in Betracht gezogen. Es wurde daher genau untersucht, wie sich die-
ses CCL-Verfahren bezüglich multimodalen labelings auf großen Bildern mit komplexen
Bildinhalt verhält. Diese Untersuchung findet sich in Abschnitt 5.4.3. Es stellte sich aber
leider heraus, dass es bei größeren Bilder mit komplexen Bildinhalt viel zu langsam ist.
Ein weiteres auf einer rekonfigurierbaren Computerplattform umgesetztes Two-Pass Ver-
fahren wurde 2003 von Schmidt und Koch [65] vorgestellt. Das System (ACE-V) be-
stand aus einer rekonfigurierbaren Berechnungseinheit (einem Xilinx Virtex 1000 FPGA),
welche über einen Bus mit einer konventionellen CPU 4 verbunden wurde. Das CCL-
Verfahren ist in dieser Arbeit jedoch nicht ganz korrekt dargestellt. Das FPGA wurde mit
36MHz betrieben. Ein Binärbild der Größe 512*512 Pixel konnte in 15ms (66 FPS) gela-
belt werden. Leider wurde nicht genauer beschrieben, wie viele Labels und Konfliktfälle
maximal auftreten durften. Es wurde allerdings ein Vergleich mit einer Softwareumset-
zung des Algorithmus auf einem AMD Athlon XP 1533MHz durchgeführt. Sie stellten
fest, dass obwohl die CPU mit 42, 6× der Taktfrequenz des FPGAs lief, sie nur um
Faktor 1,16 schneller war. Dies lässt darauf schließen, dass das Two-Pass Verfahren im
Vergleich zu einer CPU sehr effizient auf einem FPGA durchgeführt werden kann. Diese
Aussage konnte bei einem Vergleich des in dieser Arbeit entwickelten CCL-Verfahrens
mit Softwareverfahren nur teilweise bestätigt werden (Abschnitt 5.6.5).
Jablonski und Gorgon stellten 2004 eine FPGA-Implementation eines Two-Pass Verfah-
rens vor5. Eine Besonderheit dieser Arbeit ist, dass das Verfahren mit Handel-C imple-
mentiert wurde, welches auch in dieser Arbeit verwendet wurde. Sie bemerkten, dass, um
die gewünschte Leistung zu erzielen, nicht genügend Speicherbandbreite zur Verfügung
stand, um die Äquivalenztabelle im RAM unterzubringen. Sie mussten diese daher im in-
ternen Block-RAM des FPGAs unterbringen. Da dieser aber sehr begrenzt ist, mussten
sie die maximale Anzahl möglicher Zusammenhangskomponenten auf 4095 beschrän-
ken. Mithilfe von zwei CCL-Einheiten, welche parallel betrieben wurden, konnten sie
4Sun microSPARC-II RISC
5RC-1000 PP Board (Virtex XCV1000BG560-6 FPGA)
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schließlich einen Videostrom von Binärbildern der Größe von 512× 512 Bildpunkten mit
ungefähr 60 FPS prozessieren6. Es fehlt leider eine genau Beschreibung des Verfahren,
insbesondere wie die Auflösung der Äquivalenztabelle durchgeführt wurde.
Um ebenfalls Speicherengpässen zu entgehen und den Labeling Prozess selbst zu be-
schleunigen, entwickelten Appiah et al. eine 2008 vorgestelltes Two-Pass Verfahren [66],
welches zuerst eine Lauflängenkodierung eines binären Bildes vornimmt und anschlie-
ßend das Labeling durchführt. Der Algorithmus wurde ebenfalls mithilfe der Hardware-
beschreibungssprache Handel-C entwickelt und auf einem Virtex-4 FPGA 7 implemen-
tiert. Bei einer Taktfrequenz von 50MHz konnten sie einen Videostrom bestehend aus
Binärbilder der Größe 640*480 mit ungefähr 79 FPS labeln. Sie bemerkten, dass das
Verfahren stark vom Bildinhalt abhängig ist. Auch mussten sie ebenfalls die Anzahl der
maximalen auftretenden Objekte auf 4095 beschränken8, um die Äquivalenztabelle im
Block-RAM unterbringen zu können. Sie verglichen die Performance ihres Algorithmus
mit einer mit MATLAB erstellten Softwareimplementation, welche auf einem Intel Pen-
tium 4 2.8GHz mit 2.0GByte SDRAM ausgeführt wurde. Mit der FPGA-Lösung konnte
eine Leistungssteigerung um etwa Faktor fünf gegenüber der MATLAB-Implementation
erreicht werden9.
5.3.3 One-Pass Verfahren
One-Pass Verfahren benötigen, im Gegensatz zu Multipass- und Two-Pass Verfahren nur
einen Bilddurchlauf. Es wird gewöhnlich nur von einem One-Pass Verfahren gesprochen,
wenn eine Verarbeitung im Rasterformat stattfindet10.
Mit einem One-Pass Verfahren kann jedoch, ohne Einschränkung an den Bildinhalt, keine
Labelmaske erzeugt werden. Zur Erklärung stelle man sich ein Bild vor, auf dem ein großes
U abgebildet ist. Wird das Bild zeilenweise eingelesen, ist in den ersten Zeilen noch nicht
klar, ob die beiden vertikalen Linien des Us (| |) zusammengehören oder nicht. Dies
kann frühestens in der Bildzeile entschieden werden, in der die beiden Linien verbunden
werden.
Der Vorteil von One-Pass Verfahren ist jedoch, dass sie im Gegensatz zu Two-Pass Ver-
fahren theoretisch doppelt so schnell ausgeführt werden können 11 und im Besonderen,
dass kein Bildzwischenspeicher (Framebuffer) benötigt wird.
6dies entspricht vier Takte pro Pixel
7Modell: XC4VLX160, Celoxica RC340 Board
8tatsächlich ist der Wert der maximal auftreten Segmente von der Struktur der Segmente abhängig und
im schlimmsten Fall kann nicht einmal ein Segment verarbeitet werden. Der Grund hierfür ist die
Lauflängenkodierung, welche zur Darstellung beispielsweise von Segmente mit vielen kleinen Löchern
nicht geeignet ist.
9es sei jedoch bemerkt, dass die in dieser Arbeit entwickelte Softwareimplementation weitaus leistungs-
fähiger ist und sich dieses Ergebnis daher nicht in dieser Höhe auf Softwarelösungen verallgemeinern
lässt (Abschnitt 5.6.5)
10Verfahren, bei denen die Bildpunkte dynamisch angesprochen werden, wie z.B. Region-Growing Ver-
fahren (Abschnitt 5.3.4: Sonstige Verfahren), werden gewöhnlich nicht als One-Pass-Verfahren be-
zeichnet, auch wenn sie nur einen Bilddurchlauf benötigen.
11da nur ein Bilddurchlauf benötigt wird
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Eine FPGA-Implementation eines One-Pass Verfahren, bei welcher eine Labelmaske ge-
neriert wird, wurde 2008 vorgestellt [57]. Das Verfahren kann nur eine spezielle Klasse
von Bildern12 korrekt verarbeitet. Das Besondere an dieser Arbeit ist, dass eine Da-
tenstromverarbeitung des CCL verwirklicht wird, bei welcher eine Labelmaske erzeugt
wird. Auf einem Altera-Stratix-EP1S24-FPFA wurde damit bei einer Taktfrequenz von
60MHz ein Videostrom13 von binären-Bildern der Größe von 2048*2048 Pixeln mit 14
FPS gelabelt14.
Muss keine Labelmaske erstellt werden, sondern nur bestimmte Objekteigenschaften,
wie Anzahl der Objekte, die Objektgröße, eine Objektbox (Bounding-Boxes) oder der
Objektschwerpunkt ermittelt werden, ist dies ebenfalls in einem Bilddurchlauf möglich.
In einer Reihe von Veröffentlichungen von Bailey und Johnston [67, 68] wurde 2008 ein
Verfahren und dessen FPGA-Implementation vorgestellt, mit welcher die Anzahl der Ob-
jekte eines Binärbildes bestimmt werden kann. Es gelang ihnen eine Datenstromverarbei-
tung durchzuführen. Konfliktfälle wurden nach jeder Bildzeile aufgelöst. Die Auflösung
der Konfliktfälle erfolgte in der Zeilenaustastlücke (analoger) Videosignale, welche in ih-
rem Falle ungefähr 20% - 25% der Länge einer aktiven Zeile entsprach. Bei komplexen
Bildinhalten war diese Zeit jedoch in vielen Fällen bei weitem nicht ausreichend15. Das
Verfahren wurde auf einem RC100 Entwicklunsgbord von Celoxica, welcher auf einem
Spartan-II XC2s200 FPGA basiert, umgesetzt. Sie verwendeten die Hardwarebeschrei-
bungssprache Handel-C. Aufgrund der beschränkten Ressourcen mussten sie die maxima-
le Anzahl der Labels auf 512 beschränken. Einen Videostrom, bestehend aus Binärbilder
der Bildgröße 640*480 Pixel, konnten sie mit durchschnittlich 60 FPS prozessieren. Leider
fanden sich keine genauen Angaben, welchen Einfluss die Bildbeschaffenheit auf die Lauf-
zeit des Verfahrens hat. In [55] wurde 2013 eine Weiterentwicklung dieses Verfahrens und
seine FPGA-Implementation vorgestellt, mit welchem ein extrem hoher Datendurchsatz
von um die 3GPixeln16 erreicht werden konnte17.
In [69] wurde 2011 ein zu Bailey und Johnston vergleichbares Verfahren vorgestellt mit
welchen Objektboxen in binären Bildern ermittelt wurden. Ein Videostrom, bestehend
aus binären Bilddaten der Größe 800*600, konnte ebenfalls mit extrem hohen Geschwin-
digkeiten (580 FPS) prozessiert werden. Sie verglichen ihre FPGA-Implementation mit
einer Softwareimplementation, mit welchem sie gegenüber einem 3.18 GHz Dual Core
Xeon eine Leistungssteigerung um den Faktor vier erreichten. Gegenüber einer auf dem
FPGA integrierten PowerPC CPU, welcher mit 300MHz betrieben wurde, erreichten sie
sogar eine Steigerung um den Faktor 215.
12sogenannte k-Concave Bilder. Zur Bestimmung des Labels eines Bildpunktes ist es bei k-Concave
Bildern ausreichend, alle Bildzeilen vor diesem und k-Zeilen nach diesem zu betrachten.
1310-Conkave Bilder
14dies entspricht ungefähr einem Takt pro Bildpunkt
15zur Auflösung der Konfliktfälle wäre ungefähr mehr als das doppelte der verfügbaren Zeit benötigt
worden.
16dies entspricht 2861 FPS bei einer Bildgröße von 1024*1024
17diese hohe Geschwindigkeit wurde in erster Linie dadurch erreicht, dass ein Bild in bis zu über 35




Neben den One-, Two- oder Multipass-verfahren existiert noch eine Vielzahl weiterer
CCL-Verfahren, von welchen im Folgenden die bekanntesten Methoden vorgestellt wer-
den.
Einen großen Anteil an diesen haben Region-Growing und Contour-Tracing (CT) Verfah-
ren. Diese haben gemein, dass die Bildobjekte nacheinander gelabelt werden. Da das Bild
hierbei jedoch nicht mehr im Rasterformat bearbeitet werden kann, treten bei diesen Ver-
fahren sehr viele verteilte Speicherzugriffe auf. Daher sind diese nur eingeschränkt für eine
FPGA-Implementation zu empfehlen. Eine FPGA-Implementation eines CT-Verfahrens
wurde 2007 veröffentlicht [70]. Trotz einer Taktfrequenz von 67MHz erzielten sie mit
diesem Verfahren, selbst bei kleinen Bildern der Größe 320*240 Pixel, nur eine mäßige
Bildwiederhohlrate von 25 FPS. Außerdem war die maximale Anzahl der Objekte auf 61
beschränkt.
Eine eher exotische Art von CCL-Verfahren stellen hoch-parallele Verfahren dar. Bei
diesen werden binäre Bilder in Netzstrukturen abgelegt18. Anschließend folgt eine pixel-
parallele Verarbeitung. In [71] wurde 1988 ein derartiges Verfahren für den „NASA God-
dard Space Flight Center’s massively parallel processor“ vorgestellt. Ein Bild mit einer
Größe von 128*128 Pixeln konnte in ungefähr 94,6ms (∼ 10 FPS) gelabelt werden. Die-
se Berechnung wurde parallel auf 16384 Prozessorkernen durchgeführt, wobei für jedes
Pixel ein Kern verwendet wurde. Ein ähnliches Verfahren wurde in [72] 1996 vorgestellt.
In dieser Arbeit wurde ein Spezialchip entwickelt, um die Netzstruktur in Hardware
abzubilden. Im darauf folgenden Jahr wurde in [73] ein Verfahren vorstellt, dass nicht
mehr pixel-parallel arbeitete, aber immerhin noch 128 Prozessierungselemente verwen-
dete, und ein Bild der Größe 128*128 Pixel in 0,992ms (∼ 1008 FPS) labeln konnte.
Ein großer Nachteil dieser Verfahren ist, dass mit vertretbarem Hardwareaufwand nur
sehr kleine Bilder behandelt werden können19. Da die Bilddaten im Allgemeinen sequen-
tiell vorliegen, wird beim Laden und Entladen eines Bildes außerdem der größte Teil des
Geschwindigkeitsvorteils zunichte gemacht20. Die vorgestellten Implementationen dieser
hoch-parallelen Verfahren sind nicht mehr zeitgemäß. Aber hoch-parallelisierte Architek-
turen dieser Art finden ihre natürliche Fortsetzung in GPU-Implementationen [74, 75,
76]. Die Verarbeitungsgeschwindigkeit ist hier ebenfalls vom Bildinhalt abhängig. Bei-
spielsweise werden mit der 2011 in [75] vorgestellten Implementation auf einer NVIDIA
TESLA C1016, zum labeling von Binärbild der Größe 2048*2048 Pixel, zwischen 10 und
40ms benötigt (∼ 40 − 100 FPS).
Im den nächsten Abschnitt wird die Frage gestellt, welche Methode, im Rahmen dieser
18Pixel werden in den Knotenpunkten des Netzes abgelegt
19da für jeden Bildpunkt ein Netzknoten benötigt wird
20Anmerkung des Autors: Vom akademischen Standpunkt aus ist diese Art von Verfahren aus folgen-
dem Grund trotzdem sehr interessant. Da die hierbei benötigte zweidimensionale Netzarchitektur
der Logikblockanordnung auf einem FPGA entspricht, könnte man eine Schaltung realisieren, wel-
che das CCL eines kompletten Bildes in wenigen Takten durchführt. Dies entspräche einem 2D-
Berechnungsschema und es stellt sich die Frage, in welchem Rahmen dies umgesetzt werden könnte.
Eine weitere interessante Frage, die sich in dieser Hinsicht stellt, ist, ob das (menschliche) Gehirn
CCL in ähnlicher Weise durchführt.
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Arbeit, prinzipiell am ehesten für eine FPGA-Implementation in Frage kommt. Dazu
muss aber zuerst ein Anforderungsprofil entwickelt werden.
5.4 Wahl eines geeigneten Verfahrens
5.4.1 Anforderungen
Die Aufgabe von CCL-Verfahren ist es, wie in Abschnitt 3.1 dargestellt, anhand eines
lokalen Zusammenhanggraphen eine Labelmaske zu erstellen. Aufgrund des Einsatzge-
bietes ergeben sich folgende Anforderungen21:
• Die Verarbeitung von Einzelbildern
• Allgemeines multimodales Labeling muss durchführbar sein22
• Die Erzeugung eines Indexbildes
• Die Unabhängigkeit des Verfahrens von Form, Größe und Anzahl der Segmente
• Sehr große Bilder müssen verarbeitet werden können23
• Die maximale Laufzeit der Methode muss bekannt sein
• Die maximale Laufzeit der Methode soll bei kleineren Bildergrößen unterhalb einer
Sekunde betragen, bei größeren Bildgrößen im Bereich weniger Sekunden liegen24
• Die Laufzeit sollte möglichst unabhängig vom Bildinhalt sein
• Ein vollständig automatischer Ablauf
• Das Verfahren sollte möglichst geeignet für eine FPGA-Implementation sein25
• Ein möglichst geringer Ressourcenverbrauch
Die Hardwareimplementationen, welche im letzten Abschnitt vorgestellt wurden, sind in
erster Linie für die Verarbeitung von Videodatenströmen ausgelegt. Die Verarbeitung von
Videodaten stellt andere Anforderungen als eine Einzelbildverarbeitung. Bildsequenzen
sollen mit möglichst hohem Durchsatz bearbeitet werden können. Die Einzelbilder sind
von geringerer Größe26 und in allen bekannten Fällen ist nur ein Labeling an Binärbil-
dern vorgenommen worden27. Um Bilder in ausreichender Geschwindigkeit28 bearbeiten
21Abschnitt 5.1
22Abschnitt 5.2
23mit einer Größe von mehr als 10000*10000 Bildpunkten
24kleine Bilder: ∼ 1024 ∗ 1024, große Bilder ∼ 10000 ∗ 10000
25insbesondere sollten die Datenverarbeitungsoperationen möglichst lokal und statisch sein (Abschnitt
2.3)
26bei den Beispielimplementationen unter 2048*2048 Pixel
27i.a.W. kein multimodales Labeling
28in den meisten Fällen ∼ 30 FPS
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zu können, mussten außerdem in den meisten Fällen Einschränkungen bei der Beschaf-
fenheit des Bildes in Kauf genommen werden29. Deswegen konnte keines der vorgestellten
Verfahren ohne eine Anpassung verwendet werden.
Es erfolgte zuerst eine grobe Einschätzung, welche Verfahren aus der Literatur prinzipi-
ell den Anforderungen genügen. Die geeignetsten Verfahren wurden daraufhin genauer
untersucht. Zu Analysezwecken, wurden diese Verfahren in Software implementiert. Es
wurden Anpassungen vorgenommen, um die Bearbeitung großer Bilder und multimodales
Labeling zu ermöglichen, ohne dass Einschränkungen an den Bildinhalt gestellt werden
müssen. Es wurde darauffolgend an Beispielfällen untersucht, ob der Labelvorgang in
ausreichender Zeit durchgeführt werden kann, und wie stark die Verarbeitungszeit vom
Bildinhalt abhängig ist. Außerdem wurde getestet, wie viel Speicher für den Labelvor-
gang benötigt wird, und inwiefern sich diese Verfahren für eine FPGA-Implementation
eignen.
5.4.2 Testdaten
In diesem Abschnitt werden zunächst die Testdaten vorgestellt, welche zur Analyse der
CCL-Verfahren benutzt wurden. Es wurden sowohl synthetische Testdaten als auch reale
Daten in Form von Wolkenmasken verwendet.
Synthetische Testdaten
Zur Erstellung der synthetischen Testdaten wurden die in Abbildung 5.10 ausgewähl-
ten Muster verwendet. Diese Muster werden aneinandergereiht, um Testbilder von einer
Größe von 50*50 bis 16384*16384 Pixel zu erstellen. In Abbildung 5.11 ist zur Veran-
schaulichung ein Testbild und dessen Indexbild dargestellt.
Jedes Testmuster besitzt Eigenarten mit denen jeweils spezielle Aspekte untersucht wer-
den sollen. Anhand der weißen Testbilder soll das Verhalten bei Bildern mit sehr nied-
riger Komplexität untersucht werden, in anderen Worten die minimale Laufzeit ermittelt
werden30.
Das Dreieck-Bild besteht aus zwei großen Objekten. Daran soll überprüft werden, wie
sich die Verfahren bei Bildern mit wenigen, aber großen Segmenten verhalten.
Bei den Diagonal-1 beziehungsweise Diagonal-2 Testbildern treten bei Two-Pass Ver-
fahren bezüglich des 4- bzw. 8-Zusammenhangs die meisten Konfliktfälle auf31.
Mit den Labyrinth-Bildern soll getestet werden, wie die CCL-Verfahren auf viele,
sehr verschachtelte Segmente reagieren. Im Unterschied zum Labyrinth-1 Bild sind
im Labyrinth-2 die Teillabyrinthe miteinander verbunden. Dies führt zu einer höheren
Verschachtlung - insbesondere sind die Segmente noch stärker ineinander verschlungen.
29Beispielsweise eine maximale Anzahl an Objekten.
30Bemerkung: die Bilder auf denen CCL mit der minimalen Laufzeit ausgeführt werden können sind
vom Verfahren und dessen Umsetzung abhängig. Tatsächlich stellt sich in Abschnitt 5.6.5 , heraus,
dass die minimale Laufzeit nicht immer bei den weißen Testbildern eintritt. Jedoch wurden bei den
weißen Testbilder immer die mit geringsten Laufzeiten erreicht.
31Abschnitt 5.6.3 wird darauf näher eingegangen
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(a) Weiß (16*16) (b) Dreieck (16*16) (c) Diagonal 1 (16*16)
(d) Diagonal 2 (16*16) (e) Labyrinth 1 (50*50) (f) Labyrinth 2 (50*50)
Abbildung 5.10: Synthetische Testmuster, Größenangabe in Pixel
(a) Labyrinth 2 Testbild (256*256) (b) Labyrinth 2 Indexbild (50*50)
Abbildung 5.11: links: Synthetisches Testbild der Größe 256*256 Bildpunkte, rechts: La-
belmaske des Testmusters
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Reale Testdaten
Zusätzlich zu den synthetischen Testdaten wurde ein Datensatz von 365 binären Wol-
kenmasken verwendet32. Die einzelnen Wolkenmasken haben ungefähr ein Größe von
8000*8000 Bildpunkten33. In Abbildung 5.12 ist eine dieser Wolkenmaske abgebildet.
Anhand der Wolkenmasken sollte untersucht werden, wie sich die CCL-Verfahren bei
realistischen Daten verhalten. Hervorzuheben ist hierbei, dass sich die Wolkenmasken
stark in der Anzahl ihrer Wolkenpixel und in ihrer Struktur unterscheiden34 .
Abbildung 5.12: Wolkenmaske einer Landsat-ETM Satellitenszene, Orginalgröße
8151*7191 Bildpunkte, weiß Wolke, schwarz nicht Wolke und Rand
5.4.3 Eignung verschiedener CCL-Verfahren
Das Ziel in diesem Abschnitt ist festzustellen welche CCL-Methode die gestellten Anfor-
derungen am ehesten erfüllt.
Vorauswahl
Nach der groben Einschätzung der in Abschnitt 5.3 vorgestellten Verfahren wurde, unter
Berücksichtigung der in Abschnitt 5.4.1 gestellten Anforderungen, der Schluss gezogen,
dass Multi- und Two-Pass Methoden am ehesten für eine FPGA-Implementation in
Frage kommen.
32Die Daten wurden mit dem ACCA-Wolkendetektionsalgorithmus (freundlicherweise von Matthias Eder
zur Verfügung gestellt) aus Landsat ETM Daten extrahiert
33die Bildgrößen georeferenzierter Landsat-Bilder sind im Allgemeinen nicht vollkommen konstant. Al-
lerdings spielt der geringere Unterschied bei diesen Untersuchungen keine wesentliche Rolle.
34da die Wolkenbedeckung auf den Testbildern sehr variabel ist
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Die Begründung hierfür ist, dass FPGA-Implementationen wie das Multi-Pass Verfahren
von Crookes und Benkrid35 und das Two-Pass Verfahren von Jablonski und Gorgon36
den gewünschten Vorstellungen ab nächsten kamen.
Single-Pass Methoden wie die von Bailey et al.37, obwohl sehr gut für eine Hardware-
/FPGA-Implementation geeignet, schieden aus, da mit den vorgestellten Verfahren ent-
weder keine Labelmaske erzeugt werden kann und/oder starke Einschränkungen bei der
Komplexität der Bilder hingenommen werden müssen. Ein Anpassung dieser Verfahren
an die gestellten Anforderungen schien im Vergleich zu Multipass- bzw. Two-Pass Ver-
fahren unverhältnismäßig aufwändig und daher nicht sinnvoll. Insbesondere da davon
ausgegangen werden kann, dass eine Implementation, falls überhaupt möglich38, überaus
komplex werden würde.
Von den sonstigen Verfahren wurden nur Region-Growing Verfahren in Betracht ge-
zogen. Die anderen Verfahren waren schlicht zu speziell, um mit vertretbaren Aufwand an
die Anforderungen angepasst werden zu können. Aufgrund des dynamischen Speicherzu-
griffes sind auch Region-Growing Verfahren vom technischen Standpunkt eher ungeeignet
für eine FPGA Umsetzung 39, insbesondere im Vergleich mit einer CPU-Implementation.
Es wurde trotzdem ein Region-Growing Verfahren untersucht um diese Verfahren einord-
nen zu können.
In Folgenden werden nun die Verfahren, welche dem ersten Eindruck nach am besten
geeignet sind, näher untersucht. Sie wurden derart modifiziert, dass sie ein multimodales
Labeling40 von großen Bildern durchführen können.
Laufzeitverhalten von Multi-Pass Verfahren
Als sehr geeignet für eine FPGA-Implementation erschien das Multipass-Verfahren wel-
ches in der Arbeit von Crookes und Benkrid[60] verwendet wurde41. Es hat den Vorteil,
dass es ein sehr statisches Verfahren ist, bei dem keine dynamischen Speicherzugriffe
notwendig sind und nur ein relativ einfach umzusetzender Verarbeitungsschritt benö-
tigt wird42. Dieses Verfahren lässt sich außerdem fast ohne Modifikation dahingehend
erweitern, so dass multimodales Labeling durchführt werden kann. Es kann daher davon
ausgegangen werden, dass sich dieses Verfahren mit geringem Aufwand und Ressourcen-
verbrauch auf einem FPGA umsetzen lässt. Es muss aber geklärt werden, inwiefern dieses
Verfahren in der Lage ist, große Bilder mit komplexen Bildinhalten zu verarbeiten43.
Die Anzahl der Läufe, welche für das Labeling der synthetischen Testbilder benötigt




38Bemerkung: natürlich unter den gegebenen Umständen
39Bemerkung: Nur wenige Programmteile können parallelisiert werden
40s. Abschnitt 5.2
41Abschnitt 5.3.1
42d.h. das Verfahren kann mit einer sehr kleinen Logik realisiert werden, die mit hoher Taktfrequenz
ausgeführt werden kann.
43i.a.W. wie viele Läufe nötig sind um das CCL abzuschließen
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extrem vom Bildinhalt abhängig ist. Die Treppenstufen, welche im Diagonal-2* Testbild
44 auftreten, stellen das schlimmste Szenario dar. Die Bildhöhe in Pixeln entspricht hier
in etwa der Anzahl der Läufe. Aber nicht nur in diesem speziellen Fall werden sehr viele
Läufe benötigt, sondern auch bei den Labyrinth-2 Bildern wird eine sehr hohe Anzahl an
Läufen benötigt.
Syn. Testbilder Anzahl der Läufe
Bildhöhe/breite in Pixel 50 512 1024 2048 4096 8192 16384
Weiß 2 2 2 2 2 2 2
Diagonal 1 4 4 4 4 4 4 4
Diagonal 2 2 2 2 2 2 2 2
Diagonal 2* 47 509 1021 2045 4093 8189 -
Dreieck 2 2 2 2 2 2 2
Labyrinth 1 23 23 23 25 23 23 23
Labyrinth 2 23 186 363 745 1479 2943 5889
Abbildung 5.13: Multipass-Verfahren, Synthetische Testbilder, Anzahl der benötigten
Filterläufe
Es wurde auch die Anzahl der Läufe ermittelt, welche bei den realen Testdaten benötigt
werden (Abbildung 5.14). Es stellt sich heraus, dass auch hier die Anzahl der Läufe je













Abbildung 5.14: Mulitpassverfahren, Wolkenmasken, Anzahl der benötigten Filterläufe
44−90 deg gedrehtes Diagonal-2 Bild (aufgrund der spaltenweiser Verarbeitung der Bildpunkte)
131
5 Connected Component Labeling
Wird davon ausgegangen, dass 100 FPS bei Bildern der Größe 1000*1000 Pixel erreicht
werden können, werden für die 300 Läufe des 8681*7941 großen realen Testbildes ungefähr
3:30 Minuten benötigt. Dies ist aber bei weitem nicht der schlimmste anzunehmende Fall,
der auftreten kann. Für das Labyrinth-2 Bild dieser Größe würden ungefähr 33 Minuten,
und für das Diagonal-2* Bild ungefähr 94 Minuten benötigt.
Laufzeitverhalten von Two-Pass Verfahren
Als nächstes wurde ein Two-Pass Verfahren untersucht, welches in [62] und [77] Anwen-
dung fand. Der Grund hierfür war, dass dieses Verfahren in diesen Arbeiten relativ gut
beschrieben ist und fast ohne Modifikationen auf multimodales Labeling erweitert werden
konnte. Der Pseudo-Programmcode dieses Algorithmus, in welchem auch die Speicher-
zugriffe markiert sind, findet sich in Anhang Abbildung 7.4.
Anhand der Anzahl der Speicherzugriffe auf den Arbeitsspeicher wurde abgeschätzt, wie
viele Takte eine FPGA-Implementation für das Labeling eines Bildes benötigt45.
In Abbildung 5.15 und 5.16 finden sich die Ergebnisse der Laufzeituntersuchung für die
synthetischen beziehungsweise realen Testdaten.
Syn. Testbilder Durchschnittliche Anzahl der Takte pro Pixel
Bildhöhe/Breite in Pixel 50 512 1024 2048 4096 8192 16384
Weiß 4,00 4,00 4,00 4,00 4,00 4,00 4,00
Dreieck 4,38 4,38 4,38 4,38 4,38 4,38 4,38
Diagonal 1 264 322 ∗ 102 130 ∗ 103 522 ∗ 103 209 ∗ 104 - -
Diagonal 2 4,00 4,00 4,00 4,00 4,00 4,00 4,00
Labyrinth 1 14 892 359 ∗ 101 145 ∗ 102 580 ∗ 102 - -
Labyrinth 2 14 1025 407 ∗ 101 164 ∗ 102 657 ∗ 102 - -
Abbildung 5.15: Durchschnittliche Anzahl der Takte pro Bildpunkt des auf [62] basierten
Two-Pass Verfahrens (4 Zusammenhang), welche für die synthetischen
Testbilder benötigt werden. Bei „-“ wurde aufgrund der hohen Laufzeit
des Algorithmus die Messung abgebrochen.
Das Ergebnis ist eindeutig, dieses Two-Pass Verfahren ist nicht für größere, komplexere
Bilder geeignet. Es können extrem hohe Laufzeiten auftreten. Dies liegt daran, dass
zur Auflösung eines jeden Konfliktfalles die gesamte Lookup-Tabelle durchlaufen werden
muss46. Die Laufzeit summiert sich dann sehr schnell, gerade wenn sehr viele Konfliktfälle
auftreten und die Lookup-Tabelle Tabelle sehr viele Einträge besitzt.
Wird angenommen, dass 100 ∗ 106 (100MHz) Takte pro Sekunde ausgeführt werden
können, wird für das weiße synthetische Testbild der Größe 4096*4096 Pixel ungefähr 0,7
Sekunden benötigt. Für das Labyrinth-2 Testbild werden jedoch 87 Stunden und für das
Diagonal-1 Testbild sogar 16 Tage benötigt. Aber auch für das reale Testbild werden im
45Bemerkung: Es wurde hierbei davon ausgegangen, dass pro Takt ein Speicherzugriff erfolgen kann. Für
eine erste Abschätzung scheint diese Annahme gerechtfertigt.
46vgl. Programmzeile 69-72, Abbildung 7.4
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Abbildung 5.16: Two Pass Klassik, 4 Zusammenhang, Wolkenmasken, Durchschnittliche
Anzahl der Takte pro Pixel
schlimmsten Fall, welcher im Test aufgetreten ist, durchschnittlich 8000 Takte pro Pixel
benötigt. Das heißt, dass der Labelvorgang für das 8681*7941 Pixel große Testbild erst
nach ungefähr 91 Minuten abgeschlossen ist.
Daher ist ein weiteres Two-Pass Verfahren untersucht worden, welches zur Auflösung
von Konfliktfällen Union-Find Datenstrukturen verwendet47. Wie in Abbildung 5.17 und
5.18 zu erkennen ist, ist dieses Verfahren geeignet, um große und komplexe Bilder zu
verarbeiten.
Syn. Testbilder Durchschnittliche Anzahl der Takte pro Pixel
Bildgröße in Pixel (quadratisch) 50 512 1024 2048 4096 8192 16384
Weiß 4,00 4,00 4,00 4,00 4,00 4,00 4,00
Dreieck 4,07 4,01 4,00 4,00 4,00 4,00 4,00
Diagonal 1 5,77 5,98 5,98 6,00 5,99 6,00 6,00
Diagonal 2 4,00 4,00 4,00 4,00 4,00 4,00 4,00
Labyrinth 1 4,34 4,34 4,35 4,35 4,35 4,35 4,35
Labyrinth 2 4,35 4,38 4,38 4,38 4,38 4,39 4,39
Abbildung 5.17: Durchschnittliche Anzahl der Takte pro Pixel eines auf Union-Find
Datenstrukturen basierenden Two-Pass Verfahrens (4-Zusammenhang),
welche für die synthetischen Testbilder benötigt werden.
47im Grunde entspricht das Verfahren dem in [53] beschrieben Verfahren von Rosenfeld (Abschnitt 2.2.1)
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Abbildung 5.18: Durchschnittliche Anzahl der Takte pro Bildpunkt eines auf Union-Find
Datenstrukturen basierenden Two-Pass Verfahrens, welche für die realen
Testbilder benötigt werden.
Für das Labeling werden für ein Bild der Größe 8192*8192 Pixel maximal 4.1 Sekunden
benötigt, falls 100 ∗ 106 Takte pro Sekunde (100 MHz) ausgeführt werden können. Für
ein Bild der Größe 1024*1024 werden maximal 0,063 Sekunden (15 FPS) benötigt.
Diese Werte werden aber nur erreicht, wenn bei jeden Takt ein Speicherzugriff ausgeführt
werden kann. Dies bedeutet, dass alle Operationen des Algorithmus parallel zu den Spei-
cherzugriffen durchgeführt werden müssen. Um dies zu realisieren, muss eine geeignete
Darstellungsform für die Union-Find Datenstruktur gefunden werden. In Abschnitt 5.5
wird eine Möglichkeit vorgestellt.
Laufzeit eines Region-Growing Verfahrens
Zum Schluss wurde ein einfaches Region-Growing Verfahren untersucht48. Aber wie be-
reits angedeutet, stellte sich bereits bei der Softwareimplementation heraus, dass Region-
Growing Verfahren aufgrund ihrer vielen dynamischen Speicherzugriffe nicht besonders
gut für ein FPGA-Implementation geeignet sind. Trotzdem wurde die Untersuchung fort-
geführt, um darzustellen wie Region-Growing Verfahren im Vergleich zu den anderen Ver-
fahren abschneiden. Der Pseudo-Programmcode des Algorithmus ist in der Abbildung 7.5
zu finden.
Wie bei den Two-Pass Verfahren wurde anhand der Anzahl Speicherzugriffe auf den
48dieses Verfahren beruht auf dem Single-Linkage Region Growing Verfahren ( [13], S.525) und wurde
modifiziert um multimodales Labeling durchführen zu können.
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Arbeitsspeicher abgeschätzt wie viele Takte eine FPGA-Implementation für das Labeling
eines Bildes benötigt. Allerdings ist diese Schätzung sehr optimistisch und es kann eher
davon ausgegangen werden, dass eine reale Umsetzung doppelt so viel Takte benötigt49.
Die Ergebnisse, welche in Abbildung 5.19 und 5.20 dargestellt sind, zeigen, dass große
komplexe Bilder durchaus mit einem Region-Growing-Verfahren bearbeitet werden kön-
nen. Da aber weitaus mehr Takte als bei dem Two-Pass Verfahren (beruhend auf Union-
Find Datenstrukturen) benötigt werden und aufgrund der voraussichtlich sehr aufwendi-
gen Portierung auf ein FPGA, wurde von der weiteren Verwendung abgesehen.
Syn. Testbilder Durchschnittliche Anzahl der Takte pro Pixel
Bildhöhe/breite in Pixel 50 512 1024 2048 4096 8192 16384
Weiß 9,92 9,99 10,00 10,00 10,00 10,00 10,00
Dreieck 9,86 9,99 9,99 10,00 10,00 10,00 10,00
Diagonal 1 7,90 7,99 8,00 8,00 8,00 8,00 8,00
Diagonal 2 5,50 5,50 5,50 5,50 5,50 5,50 5,50
Labyrinth 1 8,46 8,55 8,54 8,54 8,54 8,54 8,54
Labyrinth 2 8,44 8,53 8,52 8,52 8,52 8,53 8,53
Abbildung 5.19: Durchschnittliche Anzahl der Takte pro Pixel des Region-Growing Ver-
fahrens (4-Zusammenhang), welche für die synthetischen Testbilder be-
nötigt werden.
5.5 Ein Two-Pass Algorithmus basierend auf Union-Find
Datenstrukturen
In der Voruntersuchung welche in den vorangegangenen Abschnitten durchgeführt wurde,
hat sich herausgestellt, dass Two-Pass CCL-Verfahren basierend auf Union-Find Daten-
strukturen die beste Wahl für eine FPGA-Umsetzung darstellen50.
Es hat sich herausgestellt, dass mit der Union-Find Datenstruktur eine schnelle Ver-
arbeitung, auch komplexer Bilder, möglich ist. Die Herausforderung liegt insbesondere
darin, eine geeignete Darstellungsweise der in diesem Verfahren verwendeten Union-Find
Datenstruktur zu finden, welche gut für eine FPGA Umsetzung geeignet ist.
5.5.1 Herausforderungen
Wie bereits in Abschnitt 5.3.2 beschrieben, werden bei klassischen Two-Pass Verfahren
drei Verarbeitungsschritte durchgeführt. Zuerst wird ein erstes Labeling51 durchgeführt,
49Aufgrund der hohen Dynamik des Verfahrens ist es schwierig Rechenoperationen hinter Speicherzu-
griffen zu verstecken
50in Hinblick auf die in Abschnitt 5.4.1 gestellten Anforderungen
51i.a.W. der erste Lauf(Pass)
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Abbildung 5.20: Durchschnittliche Anzahl der Takte pro Pixel des Region-Growing Ver-
fahrens (4-Zusammenhang), welche für die realen Testbilder benötigt
werden.
bei dem den Bildpunkten vorläufige Indizes zugeordnet werden. Während dieses Pro-
zesses kann es jedoch vorkommen, dass zwei verschiedenen Indizes der gleichen Zusam-
menhangskomponente zugeordnet werden (Labeling-Konflikt). Die Zusammengehörigkeit
dieser Indizes wird in einer Äquivalenztabelle52 vermerkt. Mithilfe dieser Äquivalenzta-
belle wird nach Durchführung des ersten Laufes eine Lookup-Tabelle erstellt, bei welcher
jedem vorläufigen Label ein finales Label zugeordnet ist. Schließlich werden mit Hilfe die-
ser Lookup-Tabelle im zweiten Lauf allen Bildpunkten ihre finalen Labels zugeordnet53.
Mit einer geschickten Verwendung von Union-Find Datenstrukturen kann dieser Schritt
aber in ausreichend kurzer Zeit durchgeführt werden.
Ein kritischer Punkt in diesem Zusammenhang ist die Größe der Äquivalenztabelle und
der Lookup-Tabelle. Diese Größe ist abhängig von der maximalen Anzahl der Labels55
welche auftreten kann. Im allgemeinen Fall56 kann jeder Bildpunkt eine eigene Zusam-
menhangskomponente darstellen. Es werden folglich maximal Bildhöhe ∗ Bildbreite
52auch Merge-Tabelle genannt
53Die Lookup-Tabelle, kann auch während der ersten Phase erstellt und aktualisiert werden. Eine Äqui-
valenztabelle wird dann nicht benötigt. Das (klassische) Two-Pass Verfahren, welches in der Vorunter-
suchung (Abschnitt 5.4.3) analysiert wurden, führt das Labeling auf diese Weise durch54. Die größte
Herausforderung stellt die Erstellung der Lookup-Tabelle dar. Beim ersten näher untersuchten Two-
Pass Verfahren, wird, falls viele Konfliktfälle auftreten, sehr viel Zeit benötigt, um dies durchzuführen
(Abschnitt5.4.3
55i.a.W der maximalen Anzahl an Zusammenhangskomponenten
56Abschnitt 5.2
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Labels benötigt. Die Bit-Tiefe eines Labels muss daher mindestens
⌈log2(Bildhöhe * Bildbreite)⌉ Bit
betragen57.
Die maximale Anzahl der Konfliktfälle, welche auftreten können, ist:
0, 5 ∗ Bildhöhe ∗ Bildbreite
Sie wird beim 4-Zusammenhang beim Diagonal-1 Testbild und beim 8-Zusammenhang
beim Diagonal-2-Testbild erreicht58. In der Äquivalenztabelle müssen für jeden Konflikt-
fall die zwei zusammengehörigen Labels gespeichert werden59. Die Äquivalenztabelle hat
daher eine maximale Größe von:
2 ∗ 0, 5 ∗ Bildhöhe ∗ Bildbreite ∗ ⌈log2(Bildhöhe ∗ Bildbreite)⌉ Bit
Dies entspricht genau der Größe der Lookup-Tabelle, in welcher für jedes potentiell auf-
tretende Label einen Eintrag vorgehalten werden muss60:
Bildhöhe ∗ Bildbreite ∗ ⌈log2(Bildhöhe ∗ Bildbreite)⌉ Bit
Dies entspricht außerdem genau der Größe des Labelmaske, bei welchem jedem Bildpunkt
ein Index zugeordnet wird.
Die Äquivalenztabelle, die Lookup-Tabelle und die Labelmaske haben demzufolge einen
gleich hohen Speicherverbrauch. In Abbildung 5.21 ist der benötigte Speicherverbrauch
dargestellt, in Abhängigkeit einiger ausgewählter Bildgrößen.
Bildhöhe/breite 50 512 1024 2048 4096 8192 16384
Größe in kBit 30 4719 20972 92275 402654 1744831 7516193
Größe in MB 0,004 0,6 2,7 12 51 219 940
Bittiefe in Bit 12 18 20 22 24 26 28
Abbildung 5.21: Größe der Äquivalenztabelle, der Lookup-Tabelle und der Labelmaske,
Bildhöhe/breite in Pixel, Werte gegebenenfalls aufgerundet
Alle bekannten Two-Pass-Verfahren welche auf FPGA/Hardware umgesetzt wurden, be-
nötigen eine Äquivalenztabelle und/oder eine Lookup-Tabelle und eine Labelmaske. Der
benötigte Speicherverbrauch wächst bei größeren Bildern stark an. Dies ist insbesondere
ungünstig, da es bei FPGA-Implementationen sinnvoll ist, wenn auf die Äquivalenztabel-
le, die Lookup-Tabelle und die Labelmaske unabhängig voneinander zugegriffen werden
kann61. Dies ermöglicht eine höhere Verarbeitungsgeschwindigkeit und vereinfacht die
Implementation.
57⌈.⌉ ist die Aufrundungsfunktion
58Abbildung 5.10
59Abbildung 5.9
60dies entspricht der maximalen Anzahl an Label die auftreten können
61um eine parallele Datenverarbeitung zu ermöglichen
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Um dies zu ermöglichen wurden in [78] die Äquivalenztabelle und die Lookup-Tabelle im
Block-RAM des FPGAs untergebracht. Aber obwohl nur ein binäres Labeling durchge-
führt wurde und trotz der relativ kleiner Bildgrößen62, war dies nur durch Einschränkun-
gen möglich63. Es konnten nur Bilder, bei denen eine beschränkte Anzahl an Konfliktfäl-
len64 und Labels65 auftraten, fehlerfrei bearbeitet werden.
Derartige Einschränkungen können aufgrund des Anforderungsprofils nicht hingenom-
men werden. Es wurde daher ein anderer Ansatz gewählt. Das im Folgenden vorgestellte
Verfahren benötigt zur Durchführung des CCL nur die ohnehin benötigte Labelmaske.
Dies spart wertvollen Speicherplatz, und es kann ohne Ausnahmen jeder Fall bearbeitet
werden66.
5.5.2 Der Algorithmus
Im Folgenden wird das im Rahmen dieser Arbeit entwickelte, speziell an die Anforderun-
gen angepasste Two-Pass-Single-Storage-Verfahren (TPSS) vorgestellt.
Grundlegende Begriffe
Zur Beschreibung des TPSS-Verfahrens werden im Folgenden einige grundlegende Be-
griffe eingeführt. Eine genaue Beschreibung des Bildbegriffes, der hierzu verwendet wird,
ist in Abschnitt 4.2.1 zu finden.
Um das Verfahren beschreiben zu können, müssen zuerst die Ein- und Ausgangsdaten67
spezifiziert werden:
• Ω = [0, h]N × [0, b]N
• µzsh : Ω→ [0, 255]N
• µaddr : Ω→ Ω
• µindex : Ω→ [1,#Ω]N68
Mit Ω wird der Ortsraum eines Bildes bezeichnet, wobei h die Bildhöhe und b die Bild-
breite in Pixel ist69.
62640*480 Bildpunkte
63der Grund hierfür ist, dass auch auf 2014 verfügbaren FPGAs nur wenige MB an Block-RAM zur
Verfügung stehen (bei der Low-Mid-FPGAs wie Xilinx-Spartan-6 Reihe maximal 0,5MB [41], bei
Hochleistungs-FPGAs wie der Xilinx-Virtex-7 Reihe maximal 68MB [79].
64die Anzahl wurde nicht genannt
65maximal 4095 Labels
66i.a.W allgemeines Labeling kann durchgeführt werden
67in diesem Fall Ein- und Ausgangsbilder
68Mit #Ω wird die Anzahl der Segmente von Ω bezeichnet, in diesem Fall also die Anzahl der Pixel des
Bildes.
69da das Intervall bei 0 beginnt hat das Bild tatsächlich eine Höhe bzw. eine Breite von h+1 und b+1.
Aufgrund der Übersichtlichkeit wird in Zusammenhang mit h und b trotzdem von Bildhöhe bzw.
Bildbreite gesprochen.
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Die lokalen Nachbarschaftsbeziehungen70 sind im (lokalen) Zusammenhangsbild µzsh ko-
diert (Abschnitt 3.3). Auf deren Grundlage wird das Labeling durchgeführt. Die Nach-
barschaftsbeziehungen werden gewöhnlicherweise durch eine im Vorfeld durchgeführte
Bildsegmentation ermittelt (Abschnitt 3.1).
Das Ergebnis des 1-Laufes ist die vorläufige Labelmaske µaddr. Das Spezielle an diesem
Verfahren ist jedoch, dass hier keine vorläufigen Labels abgespeichert werden, sondern
die Position eines ausgezeichneten Bildpunktes einer Zusammenhangskomponente. Dieser
ausgezeichnete Punkt ist der erste Punkt einer Zusammenhangskomponente, welcher
gelabelt wurde.
Das finale Ergebnis beim Labeling ist die Labelmaske µindex, bei welcher jeder Zusam-
menhangskomponente ein Index zugeordnet ist, und jeder Bildpunkt mit dem Index seiner
Zusammenhangskomponente indiziert ist.
Zur Übersicht folgt eine formale Beschreibung des Labelvorgangs.Der gesamte Labelpro-
zess
TPSS : µzsh 7→ µindex
unterteilt sich bei TPSS in genau zwei Teilschritte, den ersten und den zweiten Lauf.
1-Lauf : µzsh 7→ µaddr
2-Lauf : µaddr 7→ µindex
Es sei hier bemerkt, dass zur Speicherung der Bilder µaddr und µindex die gleiche Daten-
struktur71 verwendet werden kann72. Beim zweiten Lauf kann µaddr durch µindex ersetzt
werden. Sie können sich damit einen gemeinsamen Speicherbereich teilen. Eine Äquiva-
lenztabelle und eine Look-Up Tabelle werden beim TPSS-Verfahren nicht benötigt.
Ein wichtiger Punkt ist, wie bereits angesprochen wurde, eine für die Prozessierung geeig-
nete Datenstruktur zu finden, mit welcher der Zusammenhang der Bildpunkte möglichst
effizient ermittelt und dargestellt werden kann. Es wird eine Union-Find Datenstruktur
verwendet, die sich im Allgemeinen sehr gut zur Verwaltung der Zusammenhangskompo-
nenten eines Graphen eignet. Der entscheidende Punkt ist, diese Datenstruktur möglichst
effizient zu implementieren.
Zur Darstellung der Union-Find Datenstruktur werden verkettete Listen verwendet, die
im Folgenden dargestellt werden.
Definition 21 Sei P ∈ Ω ein Bildpunkt. Dann ist auf natürliche Weise auf µaddr eine
Folge (Pn)n∈N mit Startpunkt P gegeben.
P0 := P, Pn+1 := µaddr(Pn)
70lokaler Zusammenhang
71ein zweidimensionales Array
72da #Ω = #[1,#Ω]N
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Ausgeschrieben sieht dies folgendermaßen aus:
P0 := P 7−→ P1 := µaddr(P ) 7−→ P2 := µaddr(P1) 7−→ P3 := µaddr(P2) 7−→ ...
Es sei bemerkt, dass eine derartige Folge immer unendlich viele Folgeglieder hat. Es gibt
aber ein Äquivalent zu endlichen Folgen.
Definition 22 Eine Folge (Pn)n∈N, deren Glieder ab einem bestimmten Glied überein-
stimmen, d.h.
∃n ∈ N Pn+i = Pn ∀i ≥ 0
wird stationäre Folge genannt. Das kleinste n ∈ N für das dies gilt, wird Tiefe der sta-
tionären Folge genannt.
Bemerkung 9 Sei P ∈ Ω ein Bildpunkt, dessen Folge auf µaddr stationär ist. Das erste
stationäre Element dieser Folge wird mit head(P ) bezeichnet.
Der Kopf einer endlich verketteten Liste auf µaddr kann auch folgendermaßen rekursiv
definiert werden (C-Syntax):
head(P ) = (µaddr(P ) == P ) ? P : head(µaddr(P ))
Es sei aber bemerkt, dass durch Zyklusbildung nicht stationäre Folgen auf µaddr auftreten
können. Beispielsweise:
P0 7−→ P1 7−→ P2 7−→ P3 7−→ P0 7−→ P1 7−→ ...
Zyklen dürfen bei TPSS-Verfahren allerdings nicht vorkommen.
Um den Algorithmus angeben zu können, wird eine Ordnungsrelation auf dem Ortsraum
eines Bildes benötigt.
Definition 23 Seien Ω = [0, h]N × [0, b]N und P = (Px, Py), Q = (Qx, Qy) ∈ Ω zwei
Punkte. Dann ist
P < Q :⇐⇒ Px < Qx oder (Px = Qx und Py < Qy)
Hierdurch wird auch das Maximum max(P,Q) und Minimum min(P,Q) definiert.
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Erster Lauf des TPSS-Verfahrens
Im diesem Abschnitt wird der Algorithmus für den ersten Lauf des TPSS-Verfahrens
1-Lauf : µzsh 7→ µaddr
angegeben. Der lokale Zusammenhang ist durch µzsh gegeben. Der Zusammenhang zweier
benachbarter Punkte P,Q ∈ Ω wird folgendermaßen dargestellt:
con(P,Q) :=
{
1 falls P, Q zusammenhängend
0 sonst
Sei M ⊂ Ω eine Menge von Punkten. Dann wird die Menge aller mit P zusammenhän-
genden Punkte der Menge M folgendermaßen bezeichnet:
conM (P ) := {Q ∈M | con(P,Q) = 1} ⊂ Ω
Im weiteren Verlauf entspricht M den Umgebungsmasken, welche in Abbildung 5.8 gra-
phisch dargestellt sind. Jede nachdem, ob nach 4- oder 8-Zusammenhang gelabelt wird,
muss eine andere Maske verwendet werden.
M4 = {Poben, Plinks}, M8 = {Poben, Plinks, Poben−links, Poben−rechts}
Bei der Ausführung des Algorithmus kann es im Randbereich des Ortsraumes Ω zu Un-
stimmigkeiten kommen, falls ein Bildpunkt, der angesprochen werden soll, nicht mehr
im Bildbereich Ω liegt. Daher wird sowohl für den ersten als auch zweiten Lauf folgende
Vereinbarung getroffen.
Bemerkung 10 (Konvention (Rand))
con(P,P) := 0 falls P /∈ Ω
Dabei sind mit P alle Nachbarn von P gemeint, also
 ∈ {oben, unten, links, rechts, oben-links, oben-rechts, unten-links, unten-rechts}.
Die Algorithmen werden außerdem zeilenweise, von links-oben nach rechts-unten ausge-
führt (Abbildung 5.8).
Definition 24 (Raster) Sei Ω = [0, h − 1]N × [0, b − 1]N und h die Bildhöhe und b die
Bildbreite.73 Dann sei (Pi)i∈N ∈ Ω eine Folge von Punkten derart, dass gilt:
Pi = ((Pi)x, (Pi)y), i = (Pi)x ∗ (h+ 1) + (Pi)y für i = 0, ..., (b ∗ h)− 1
Jeder Punkt in Ω entspricht dann genau einem Pi.
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Im ersten Lauf wird µaddr berechnet. Die Punkte (Pi)
b∗h−1
i=0 werden nacheinander bear-
beitet. Für jeden Punkt werden folgende Operationen ausgeführt:
Fall 1 - Falls conM (P ) = ∅:
µaddr(P ) := P
Fall 2 - Falls conM (P ) 6= ∅:
µaddr(P ) := min{head(Q) | Q ∈ conM (P )}
∀Q ∈ conM (P ) µaddr(head(Q)) := min{head(Q) | Q ∈ conM (P )}
Abbildung 5.22: Erster Lauf des TPSS-Verfahrens
FürM ist je nach gewünschtem Zusammenhang, wie bereits erwähnt, entweder die Maske
M4 oder M8 zu verwenden. Der Algorithmus für den 4-Zusammenhang kann, wie in
Abbildung 5.23 gezeigt, dargestellt werden.
Algorithmus Pass 1 (4 Zusammenhang):
Fall 1 - Falls con(P,Plinks) = con(P,Poben) = 0:
µaddr(P ) := P
Fall 2 - Falls con(P,Plinks) = 1 und con(P,Poben) = 0:
µaddr(P ) := addr(Plinks)
Fall 3 - Falls con(P,Plinks) = 0 und con(P,Poben) = 1:
µaddr(P ) := addr(Poben)
Fall 4 - Falls con(P,Plinks) = con(P,Poben) = 1:
µaddr(P ) := min(head(Plinks), head(Prechts))
µaddr(head(Plinks)) := min(head(Plinks), head(Poben))
µaddr(head(Poben)) := min(head(Plinks), head(Poben))
Abbildung 5.23: Erster Lauf des TPSS-Verfahrens bezüglich des 4-Zusammenhangs
Zweiter Lauf des TPSS-Verfahrens
Im zweiten Lauf wird mit Hilfe des Ergebnisses des ersten Laufes74, das finale Indexbild
µindex erstellt:
2-Lauf : µaddr 7→ µindex
Der Algorithmus ist in Abbildung 5.24 abgebildet. Die Bildpunkte werden, wie beim
ersten Lauf, zeilenweise von links-oben nach rechts-unten bearbeitet (Definition 24). Für
73Bemerkung: Hier ist die tatsächliche Bildhöhe und Bildbreite von Bedeutung.
74µaddr
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jeden Punkt werden folgende Operationen ausgeführt. index := 0 ist hierbei die Index-
Variable, die vor Beginn des zweiten Laufes auf 0 gesetzt wird. Außerdem sei erinnert,
dass die Konvention (Rand - Bemerkung 10) auch hier herangezogen wird.
Fall 1 - Falls µaddr(P ) = P :
µindex(P ) := index
index := index+ 1
Fall 2 - Falls µaddr(P ) 6= P :
µindex(P ) := µindex(µaddr(P ))
Abbildung 5.24: Zweiter Lauf des TPSS-Verfahrens
Dieser Algorithmus ist sowohl für den 4- als auch 8-Zusammenhang gültig. Nach Ab-
schluss des zweiten Laufes ist das TPSS-Verfahren abgeschlossen.
5.5.3 Wohldefiniertheit des TPSS-Algorithmus
In diesem Abschnitt wird die Wohldefiniertheit des Algorithmus überprüft. Das heißt,
dass jede Operation ordnungsgemäß, in endlich vielen Schritten ausgeführt werden kann.
Im Folgenden wird gezeigt, dass der erste Lauf wohldefiniert ist, und dass er von einer
eventuell bestehenden Vorbelegung von µaddr unabhängig ist. Das heißt, dass µaddr nicht
initialisiert werden muss.
Satz 5 (Wohldefiniertheit des ersten Laufs des TPSS-Verfahrens)
1. Wird der Algorithmus in der Reihenfolge (Raster)75 ausgeführt und wird Konventi-
on (Rand)76 befolgt, ist er wohldefiniert. Dies bedeutet, dass für alle P ∈ Ω gilt, dass
µaddr(P ) ∈ Ω und head(P ) ∈ Ω. Dies schließt die Wohldefiniertheit von head(P )
mit ein, also dass P der Startpunkt eine stationäre Kette in µaddr ist.
2. Für alle P ∈ Ω gilt µaddr(P ) ≤ P und µaddr(P0) = P0
3. Der Algorithmus ist von der Anfangsbelegung von µaddr unabhängig.
Beweis: Dieser Satz wird für den 4-Zusammenhang bewiesen. Für den 8-Zusammenhang
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Beweis Aussage 1 und 2:
Induktionsvoraussetzung: Sei i < b ∗ h. Es muss gezeigt werden, dass unter der Vor-
aussetzung, dass für alle Pj mit j < i, µaddr(Pj) ∈ Ω, head(Pj) ∈ Ω und µaddr(Pj) ≤ Pj,
dies auch für Pj mit j = i gilt. Hierzu werden die verschiedenen Fälle des Algorithmus
einzeln untersucht. Es ist leicht einzusehen, dass immer nur genau ein Fall eintritt.
Induktionsschritt:
Zum ersten Fall: Pi wird ab jetzt mit P bezeichnet. Da P ∈ Ω gilt natürlich auch
µaddr(P ) := P ∈ Ω. Außerdem ist P → addr(P ) := P eine endliche Kette und daher
head(P ) = P ∈ Ω.
Zum zweiten Fall: Da Plinks < P , gilt nach Induktionsvoraussetzung µaddr(Plinks) ∈ Ω
und head(Plinks) ∈ Ω. Also gilt dies auch für µaddr(P ) := µaddr(Plinks). Außerdem ist
P > Plinks > µaddr(Plinks).
Zum dritten Fall: Der dritte Fall verhält sich genauso wie der zweiten Fall.
Nun zum vierten Fall: Da Plinks < P und Poben < P , folgt aus der Induktionsvor-
aussetzung µaddr(Plinks) bzw. µaddr(Poben) ∈ Ω und head(Plinks) bzw. head(Poben) ∈ Ω.
Dann ist auch µaddr(P ) := min(head(Plinks), head(Poben)) ∈ Ω,
µaddr(head(Plinks)) := min(head(Plinks), head(Poben)) ∈ Ω und
µaddr(head(Poben)) := min(head(Poben), head(Poben)) ∈ Ω.
Da head(min(head(Plinks), head(Poben)) = min(head(Plinks), head(Poben)) ∈ Ω ist auch
head(µaddr(P )) ∈ Ω, head(µaddr(head(Plinks))) ∈ Ω und head(µaddr(head(Poben))) ∈ Ω.
Damit ist der Induktionsschritt gezeigt.
Da außerdem µaddr(P ) := min(head(Plinks), head(Poben)) ≤ head(Plinks) bzw. head(Poben),
und head(Plinks) ≤ Plinks < P und head(Poben) ≤ Poben < P , ist auch µaddr(P ) ≤ P .
Damit ist der Induktionsschritt zweite Aussage des Satzes gezeigt.
Beweis Induktionsanfang: Die Gültigkeit des Induktionsanfangs wird durch eine ge-
nauere Untersuchung des Punktes P0 = (0, 0) gezeigt. Nach der oben getroffenen Kon-
vention ist con(P0, Poben) = con(P0, Plinks) = 0. Es tritt also der erste Fall ein, und
daher ist µaddr(P0) = P0 = (0, 0) ∈ Ω. Hiermit ist der Induktionsbeweis beendet, und die
Aussagen 1 und 2 gezeigt.
Beweis Aussage 3:
Da in allen Schritten nur auf Einträge in µaddr zugegriffen wurde, welche in einem vor-
herigen Schritt schon gesetzt wurden, trifft auch diese Behauptung zu.
Der zweite Lauf ist wohldefiniert, wenn die folgenden Voraussetzungen zutreffen:
A) ∀P ∈ Ω µaddr(P ) ≦ P
B) µaddr(P0) = µaddr((0, 0)) = (0, 0)
Diese sind nach erfolgreicher Durchführung des ersten Laufes erfüllt (Satz 5).
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Satz 6 (Wohldefiniertheit des zweiten Laufs des TPSS-Verfahrens)
a) Gelten die obigen Voraussetzungen, und wird der Algorithmus in Reihenfolge (Ras-
ter)77 durchlaufen, ist der Algorithmus wohldefiniert und unabhängig von der Vor-
belegung von µindex.
b) Die Indizierung weißt keine Lücken auf, das heißt:
∃max ∈ N so dass µindex(Ω) = [0,max]N78
Insbesondere ist max der größte Index ist, welcher auftritt.
Beweis: Für den Startpunkt P0 tritt aufgrund der Voraussetzung B der erste Fall des Al-
gorithmus ein79. Aufgrund der Voraussetzung A und der Verarbeitungsreihenfolge (Ras-
ter) wird im zweiten Fall nur auf Indizes zugegriffen, welche in einem früheren Schritt
schon gesetzt wurden. Daraus ergibt sich die Wohldefiniertheit und die Unabhängigkeit
von der Vorbelegung von µindex.
Aussage B folgt aus der Tatsache, dass die Indizierung bei 0 beginnt, dass neue Index-
Werte nur im ersten Fall gesetzt werden, und hierbei die Variable index genau um eins
erhöht wird.
5.5.4 Semantik des TPSS-Algorithmus
Im letzten Abschnitt wurde gezeigt, dass der TPSS-Algorithmus wohldefiniert ist, also
fehlerfrei ausgeführt werden kann. Jetzt wird gezeigt, dass er tut, was er tun soll.
Satz 7 Es gelten die gleichen Voraussetzungen wie in Satz 580. Seien P,Q ∈ Ω. Dann
gilt nach dem Abschluss des ersten Laufs:
head(P ) = head(Q)⇐⇒ P, Q zusammenhängend
Beweis: Dieser Satz wird für den 4-Zusammenhang bewiesen. Für den 8-Zusammenhang
kann er analog durchgeführt werden. Zuerst wird gezeigt, dass für alle P ∈ Ω die Punkte
77Definition 24
78allgemein gilt: ∃max,min ∈ N so dass µindex(Ω) = {µindex(P ) | P ∈ Ω } = [min,max]N. Hier ist
min der kleinste Index, der auftritt. Bei der Definition des 2.Laufes wurde festgelegt, dass min = 0.
Es kann hier jedoch ohne Einschränkung ein beliebiger Startwert min ∈ N gewählt werden.
79Abbildung 5.24
80d.h. Reihenfolge (Raster)[Def. 24] und Konvention (Rand)[Bem. 10]
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P und µaddr(P ) zusammenhängend sind. Da
P 7→ µaddr(P ) =: P1 7→ µaddr(P1) =: P2 7→ ... 7→ head(P )
kann hieraus sofort gefolgert werden, dass P und head(P ) zusammenhängend sind.
Der Beweis, dass P und µaddr(P ) zusammenhängend sind, erfolgt durch Induktion. Sei
i < b∗h. Unter der Voraussetzung, dass für alle Pj mit j < i die Punkte µaddr(Pj) und Pj
zusammenhängend sind, muss gezeigt werden, dass dies auch für j = i gilt. Dazu werden
alle 4 Fälle welche im Algorithmus des ersten Laufes81 auftreten können untersucht.
Tritt der erste Fall ein, folgt dies sofort, da jeder Punkt mit sich selbst zusammen-
hängt. Tritt der zweite Fall ein, sind P und Plinks zusammenhängend. Da Plinks und
µaddr(Plinks) nach Induktionsvoraussetzung zusammenhängend sind, sind es auch P und
µaddr(P ) := µaddr(Plinks). Für den dritte Fall gilt dies ebenso.
Tritt der vierte Fall ein, sind P , Plinks und Poben zusammenhängend. Nach der Induk-
tionsvoraussetzung, der Definition von head(P ) und der Tatsache dass µaddr(P ) ≤ P ,
folgt, dass Plinks und head(Plinks) zusammenhängend sind. Ebenfalls gilt dies für Poben
und head(Poben). Daher sind auch P und µaddr(P ) := min{head(Plinks), head(Poben)}
zusammenhängend.
Hiermit ist der Induktionsschritt gezeigt. Da µaddr(P0) = P082, ist die Induktionsvor-
aussetzung erfüllt, und es gilt ∀P ∈ Ω, dass µaddr(P ) und P zusammenhängend sind.
Damit sind auch P und head(P ) zusammenhängend, und es gilt [head(P ) = head(Q) =⇒
P, Q zusammenhängend].
Nun muss noch [head(P ) = head(Q) ⇐= P, Q zusammenhängend] bewiesen werden.
Seien P,Q ∈ Ω zusammenhängende Punkte. Es existiert daher ein 4-Weg83 zwischen P
und Q. Seien V,W ∈ Ω zu P beziehungsweise Q benachbarte Punkte. Zuerst eine kurze
Feststellung: V = Plinks, V = Poben oder P = Vlinks, P = Voben. Das gleiche gilt für
W und Q. Überprüft man die vier Fälle des Algorithmus, stellt man fest, dass immer
head(V ) = head(W ) gilt. Da dies für alle benachbarten Punkte auf dem 4-Weg zwischen
P und Q zutrifft, folgt insbesondere auch head(P ) = head(Q). Hiermit ist die Aussage
gezeigt.
Satz 8 Es gelten die gleichen Voraussetzungen wie in Satz 6. Seien P,Q ∈ Ω. Dann gilt
nach dem Abschluss des zweiten Laufs:
µindex(P ) = µindex(Q)⇐⇒ P, Q zusammenhängend
Beweis: Seien P und Q zusammenhängend. Dann folgt aus Satz 7, dass head(P ) =
head(Q). Außerdem ist nach Definition des Kopfes µaddr(head(P )) = head(P ).
81Abbildung 5.23
82nach Satz 5
83d.h. keine diagonalen Wegverläufe
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Zuerst sei die durch µaddr induzierte Folge mit Startpunkt P dargestellt:
P → µaddr(P )→ µaddr(µaddr(P ))→ ...→ (µaddr)n(P ) = head(P )
Nach Satz 5 ist µaddr(P ) ≤ P . Die Punkte dieser Folge werden daher beim zweiten Lauf,
von hinten abgearbeitet.84.
Bei head(P ) tritt der erste Fall ein, und es wird eine neuer Wert für µindex(head(P ))
gesetzt. Der zweite Punkt der Folge, welcher bearbeitet wird, ist (µaddr)n−1(P ). Hier tritt
der zweite Fall in Kraft und:
µindex((µaddr)
n−1(P )) := µindex(µaddr((µaddr)
n−1(P ))) = µindex(head(P ))
Führt man dies weiter, folgt µindex(P ) = µindex(head(P )). Da nach Voraussetzung
head(P ) = head(Q), folgt daraus µindex(P ) = µindex(Q) und damit:
µindex(P ) = µindex(Q)⇐= P, Q zusammenhängend
Es bleibt jetzt noch zu zeigen, dass, falls µindex(P ) = µindex(Q), P und Q zusam-
menhängend sind. Es gilt, wie gerade gezeigt wurde, µindex(P ) = µindex(head(P )) und
µindex(Q) = µindex(head(Q)). Daher ist auch µindex(head(Q)) = µindex(head(P )).
Bei allen Punkten P für die head(P ) = P gilt (Kopfpunkt), tritt im zweiten Lauf immer
der 1.Fall ein. Zwei verschiedene Kopfpunkte haben daher verschiedene Indizes. Falls
µindex(P ) = µindex(Q), muss daher auch head(P ) = head(Q) zutreffen. Nach Satz 7 sind
dann P und Q zusammenhängend. Die Aussage ist hierdurch gezeigt.
5.6 Implementation des TPSS-Algorithmus
In diesem Abschnitt wird anhand von Modellimplementationen aufgezeigt, wie der TPSS-
Algorithmus auf einem FPGA implementiert werden kann. Anschließend wird ein Lauf-
zeitmodell vorgestellt, mit welchem die Laufzeit verschiedener Modelle taktgenau berech-
net werden kann85. Abschließend wird die FPGA-Implementation mit einer Softwareim-
plementation verglichen, um die Leistungsfähigkeit der FPGA-Implementation besser
einschätzen zu können.
5.6.1 Modellimplementationen
In diesem Abschnitt wird gezeigt, wie das TPSS-Verfahren auf einem FPGA realisiert
werden kann. Das Ziel ist es, das TPSS-Verfahren möglichst vorteilhaft an die FPGA-
Architektur anzupassen, um eine hohe Leistung bei einem möglichst geringen Ressour-
cenverbrauch zu gewährleisten.86 Eine genaue Beschreibung des FPGA und wie es kon-
figuriert wird findet sich in Abschnitt 5.6.4.
84d.h. head(P ) zuerst
85mit Hilfe dieses Laufzeitmodell wird im Weiteren genau aufgezeigt, in welchem Maße der TPSS-
Algorithmus vom Bildinhalt abhängig ist und was die Gründe hierfür sind.
86die wichtigste Voraussetzung hierfür ist jedoch, dass der Algorithmus des (CCL-)Verfahrens gut für
eine FPGA-Implementation geeignet ist. Dies ist der Grund warum das TPSS-Verfahren entwickelt
wurde.
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Datenstromverarbeitung
Eine sehr hohe Leistung kann erreicht werden, wenn es gelingt, eine Datenstromverar-
beitung87 durchzuführen, bei welcher ein Bildpunkt pro Takt verarbeitet werden kann.
Dies ist aus den folgenden Gründen jedoch nur eingeschränkt möglich.
Da der zweite Lauf erst nach der Durchführung des ersten Laufs durchgeführt werden
kann, ist eine Datenstromverarbeitung des Gesamtprozesses nicht möglich. Das Ergebnis
des ersten Laufs muss zwischengespeichert werden. Beim ersten und zweiten Lauf konnte
jedoch annähernd eine Datenstromverarbeitung realisiert werden, mit welcher pro Takt
näherungsweise ein Bildpunkt verarbeitet werden kann.88
Das annähernd bezieht sich darauf, dass sowohl beim ersten und zweiten Lauf aufgrund
der Konfliktfälle89 eigentlich keine Datenstromverarbeitung möglich ist, da hier unvor-
hersehbare, erst während der Laufzeit ermittelte Operationen durchgeführt werden müs-
sen90. Treten keine Konfliktfälle auf, könnte allerdings eine reine Datenstromverarbeitung
durchgeführt werden91.
Es wurde daher folgender Ansatz gewählt. Es wird eine Datenstromverarbeitung durchge-
führt. Bei einem Konfliktfall wird jedoch die Datenstromverarbeitung unterbrochen und
der Konflikt aufgelöst. Anschließend wird die Datenstromverarbeitung fortgesetzt. Die
Datenstromverarbeitung muss daher, möglichst ohne Zeitverlust, gestoppt und gestartet
werden können.
Speicheranbindung
Die Anbindung des externen RAMs spielt eine große Rolle hinsichtlich der Performance
der Implementation. Das TPSS-CCL-Modul, das in dieser Arbeit entwickelt wurde, kann
je nach Konfiguration ein oder zwei Speicherkanäle mit einer Bit-breite von 16Bit - 32Bit
nutzen. Die Leistungsfähigkeit des TPSS-CCL Moduls wurde bezüglich vier verschiedener
(Modell-)Speicheranbindungen untersucht. Informationen über diese Modellimplementa-
tionen sind in Abbildung 5.25 aufgelistet.
Je nach Modell stehen ein oder zwei Speicherbereiche, auf welche gleichzeitig zugegriffen
werden kann, zur Verfügung. Bei allen Modellen wird davon ausgegangen, dass das Quell-
bild µzsh im Speicher abgelegt ist und das Ergebnisbild µindex ebenfalls in den Speicher
geschrieben wird.92
Modell-1 entspricht der Version, welche auf dem Nexys-2 Bord94 implementiert wer-
87Abschnitt 3.4.3
88der TPSS-Verfahren benötigt demzufolge ungefähr zwei Takte pro Bildpunkt (Abschnitt 5.6.4, Abbil-
dung 5.33)
89Abschnitt 5.3.2
90Abschnitt 5.5.2, Abbildung 5.22 und 5.24, jeweils Fall 2
91es wäre dann sogar nur der erste Lauf nötig
92Die Eingangsdaten µzsh könnten auch von einer externen Quelle pixelweise in der Reihenfolge Raster
(Definition 24) eingespeist werden. Dann entfällt in allen Modellen die Speicherung des Bildes µzsh.
Die Labelmaske µindex kann auch pixelweise abgeführt werden. Im zweiten Lauf muss aber potentiell
ein Zugriff auf alle bereits berechneten Indizes bestehen93. Die Labelmaske µindex muss daher auf
alle Fälle abgespeichert werden.
94Abschnitt 3.4.1
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den konnte95. Modell-2 und -3 konnten aufgrund der schmalen Speicheranbindung
des RAMs an das Spartan-3E FPGAs nicht auf dem Nexy-2-Board umgesetzt werden.
Modelle-2 und -3 wurden jedoch mithilfe der Simulationsumgebung, welche DK-Design
Suite96 zur Verfügung stellt, getestet. Da sich außerdem nur die Speicheranbindung än-
dert97, kann davon ausgegangen werden, dass sich die Modelle ohne Probleme auf anderen
FPGA-Plattformen synthetisieren lassen.
Bei Modell-2, -3 und -4 wird vorausgesetzt, dass pro Speicherzugriff ein Bildpunkt
in µaddr beziehungsweise µindex gelesen und geschrieben werden kann98. Beim Modell-
1 wird davon ausgegangen, dass zum Lesen und Schreiben eines Bildpunktes in µaddr
beziehungsweise µindex zwei Speicherzugriffe (2 * 16Bit) nötig sind99.
Bei Modell-1,-2,-4 können sich µaddr und µindex den Speicherplatz teilen100. Beim
Modell-3 ist dies nur möglich, falls zwei unabhängige Speicherzugriffe gleichzeitig auf
µaddr bzw. µindex durchgeführt werden können101. Dies kann beispielsweise mithilfe eines
Dual-Port-RAM realisiert werden102. Ansonsten müssen µaddr und µindex auf verschiede-
nen Speicherbausteinen untergebracht werden.
Bei Modell-3 können zwei Speicherzugriffe unabhängig voneinander durchgeführt wer-
den. Das Modell-3 entspricht dem Szenario, für welches das TPSS-CCL-Modul entwickelt
wurde. Erst wenn die Eingangsdaten und Ausgangsdaten gleichzeitig zugeführt und ab-
geführt werden können, kann die Datenstromverarbeitung ihr volles Leistungspotential
entfalten.
DasModell-4 entspricht dem (Software-)Modell, welches für die erste Einschätzung des
in Abschnitt 5.4.3 untersuchten, auf Union-Find-Datenstrukturen beruhenden TPSS-
Verfahrens, implementiert wurde. Es ist mit Modell-2 vergleichbar. Allerdings wird bei
Modell-4 davon ausgegangen, dass die Laufzeit des Verfahrens ausschließlich von der An-
zahl der Speicherzugriffe abhängt. Dies impliziert, dass alle Operationen des Verfahrens
parallel zu den Speicherzugriffen durchgeführt werden können. Wie später gezeigt wird,
ist dies bei Modell-2 näherungsweise gelungen.
95auf dem Nexys-2-Board kann pro Takt ein 16Bit Speicherwert auf den externen RAM geschrieben
und gelesen werden
96Handel-C Entwicklungsumgebung (Abschnitt 3.4.2)
97das TPSS-CCL Modul ist in allen Modellen dasselbe
98dies entspricht einer Speicheranbindung von ⌈log2(Bildhöhe * Bildbreite)⌉ Bit, gewöhnlich 24/32 Bit.
Konkrete Werte finden sich in Abbildung 5.21
99mit einer 16Bit Speicheranbindung ließen sich maximal Bilder der Größe 256*256 Pixel mit einem
Speicherzugriff bearbeiten.
100da beim zweiten Lauf µindex von der Vorbelegung unabhängig ist und zur Berechnung von µindex(P ),
bezüglich nur µaddr(P ) benötigt wird.
101notwendig beim 2-Lauf (Abbildung 5.24, Fall 2)
102Ideal wäre es natürlich, wenn zur Speicherung von µaddr bzw. µindex der interne (Dual-Port-)Blockram
eines FPGAs verwendet werden könnte. Dies ist mit den meisten heutigen FPGAs leider nur für
kleine Bildgrößen möglich (Abschnitt 5.5.1). Modell-3 könnte dann außerdem mit nur einer einzigen
Speicheranbindung umgesetzt werden. Da laut Anforderungsprinzip große Bilder verarbeitet werden
sollen, wurde dieser Ansatz in der vorliegenden Arbeit nicht weiterverfolgt. Bei Videoanwendungen
könnte dies aber sinnvoll sein.
103Speicheranbindung abhängig von Größe des Bildes, 24 Bit bei Bildgrößen bis 4096*4096 Pixel, 32 Bit
bei Bildgrößen bis 65536*65536 Pixel
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Modell 1 2 3 4
Speicherzugriffe pro Takt (R/W)103 1 * 16Bit 1 * 24/32Bit 2 * 24/32Bit 1 * 24/32Bit
Abbildung 5.25: Übersicht der (externen) Speicheranbindung der Testmodelle
5.6.2 Laufzeitmodell
Im diesen Abschnitt soll die Laufzeit der Modellimplementationen taktgenau ermittelt
werden. Die Laufzeit ist, wie bereits bei der Voruntersuchung gezeigt, von der Bildbe-
schaffenheit abhängig104. Es soll geklärt werden, inwieweit und weshalb die Laufzeit vom
Bildinhalt abhängig ist, und jeweils die maximale und durchschnittliche Laufzeit der
Modellimplementationen abgeleitet werden.
Um dies durchführen zu können, musste der erste und zweite Lauf näher untersucht wer-
den. Da nur Modell-1 auf einem FPGA implementiert wurde, wurde ein Laufzeitmodell
entwickelt, mit welchem für jedes Modell, für beliebige Bildgrößen und Bilder bezüglich
4- und 8-Zusammenhangs, die zu erwartende Laufzeit bestimmt werden kann.
Erster Lauf
Beim ersten Lauf treten zwei Arten von Bildpunkten auf. Sie werden schnelle bezie-
hungsweise langsame Pixel genannt. Bei den schnellen Pixeln ist eine Datenstromver-
arbeitung möglich. Bei den langsamen Pixeln muss die Datenstromverarbeitung unter-
brochen und eine Ausnahmebehandlung durchgeführt werden. Für eine genauere Unter-
suchung sei auf die detaillierte Darstellung des ersten Laufes in Abbildung 5.26 verwiesen.
In den folgenden Fällen treten schnelle und langsame-Pixel auf:
• Schnelle Pixel: Fall 1, Fall 2, Fall 3, Fall 4.1
• Langsame Pixel: Fall 4.2
Um im Fall 3 und Fall 4.1 ebenfalls eine Datenstromverarbeitung durchführen zu können,
muss eine komplette Zeile von µaddr zwischengespeichert werden105. Der Zeilenpuffer hat
abhängig von der Bildgröße folgende Größe:
Bildbreite ∗ ⌈log2(Bildhöhe ∗ Bildbreite)⌉ Bit
Der Speicherverbrauch für ein paar ausgewählte Bildgrößen findet sich in Abbildung 5.27.
Der Spartan-3E XC3S1200E, welcher auf dem Nexys-2 Testboard verbaut ist, stellt 663
kBit Block-RAM zur Verfügung. Für eine Bildgröße von 1024 ∗ 1024 Pixel, welche zu
Analysezwecken benutzt wurde, konnte der Zeilenpuffer daher ohne Probleme im Block-
RAM untergebracht werden. Bei modernen, leistungsfähigeren FPGAs106, steht Block-
104Abschnitt 5.4.3
105um auf µaddr(Poben) ohne weiteren Speicherzugriff zugreifen zu können
106beispielsweise der Xilinx Spartan 6 oder Xilinx Virtex 6 Baureihe
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Algorithmus 1 Lauf (detailliert, 4-Zusammenhang):
Fall 1 - Falls con(P,Plinks) == con(P,Poben) == 0
µaddr(P ) := P
Fall 2 - Falls con(P,Plinks) == 1 und con(P,Poben) == 0
µaddr(P ) := addr(Plinks)
Fall 3 - Falls con(P,Plinks) == 0 und con(P,Poben) == 1
µaddr(P ) := addr(Poben)
Fall 4 - Falls con(P,Plinks) == con(P,Poben) == 1
Fall 4.1 - Falls µaddr(Plinks) == µaddr(Poben)
µaddr(P ) := µaddr(Plinks)
Fall 4.2 - Falls µaddr(Plinks) 6= µaddr(Poben)
Fall 4.2.1 - Falls head(Plinks) == head(Poben)
µaddr(P ) := head(Plinks)
Fall 4.2.2 - Falls head(Plinks) < head(Poben)
µaddr(P ) := head(Plinks)
µaddr(head(Poben)) := head(Plinks)
Fall 4.2.3 - Falls head(Plinks) > head(Poben)
µaddr(P ) := head(Poben)
µaddr(head(Plinks)) := head(Poben)
wobei: head(P ) := (µaddr(P ) == P ) ? P : head(µaddr(P ))
Abbildung 5.26: Der erste Lauf, detailliert, 4-Zusammenhang
RAM in der Größenordnung von einigen MBit zur Verfügung. Eine Zeilenpufferung stellt
daher auch bei sehr großen Bildern kein Problem dar107.
Zweiter Lauf
Es folgt eine Analyse des zweiten Laufes. Die hierzu verwendete detaillierte Darstellung
des Algorithmus ist in Abbildung 5.28 zu finden.
Die Bildpunkte können hier wiederum in langsame und schnelle Pixel eingeteilt wer-
den:
• Schnelle Pixel: Fall 1, Fall 2.1, Fall 2.2
107Um Missverständnisse zu vermeiden: der Block-RAM heutiger FPGAs reicht aus, um eine Zeilenpuf-
ferung durchzuführen, jedoch wie bereits erwähnt in den meisten Fällen nicht, um ein gesamtes Bild
zwischenzuspeichern.
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Bildhöhe/breite 50 512 1024 2048 4096 8192 16384
Größe in kBit 0,6 10 21 45 99 213 459
Bits pro Pixel 12 18 20 22 24 26 28
Abbildung 5.27: Größe des Zeilenpuffers, Werte aufgerundet
Algorithmus zweiter Lauf (detailliert, 4 Zusammenhang)
Fall 1 - Falls µaddr(P ) = P
µindex(P ) := Neuer Index
Fall 2 - Falls µaddr(P ) 6= P
Fall 2.1 - Falls µaddr(P ) == µaddr(Plinks)
µindex(P ) := µindex(Plinks)
Fall 2.2 - Falls µaddr(P ) == µaddr(Poben)
µindex(P ) := µindex(Poben)
Fall 2.3 - Sonst
µindex(P ) := µindex(µaddr(P ))
Abbildung 5.28: Der zweite Lauf, detailliert, 4 Zusammenhang
• Langsame Pixel Fall 2.3
Bei den schnellen Pixeln kann eine Datenstromverarbeitung durchgeführt werden108. Bei
den langsamen Pixeln muss die Datenstromverarbeitung unterbrochen und eine Sonder-
behandlung durchgeführt werden.
Berechnung der Laufzeit
Die Anzahl der Takte, welche zur Verarbeitung eines Bildpunktes benötigt werden, lassen
sich folgendermaßen berechnen. Sei P ∈ Ω. Die Anzahl der Takte welche für die Verar-
beitung von P benötigt werden, wird mit Takte(P) bezeichnet.
Erster Lauf:
• Takte(Schnelles-Pixel) := clocksfast1
• Takte(Langsames-Pixel) := clocksslow + clocksmerge(Plinks, Poben)
wobei:
• clocksmerge(Plinks, Poben) := findhead(Plinks)+findhead(Poben)+δrelableCase∗clocksrelabel
108Um im Fall 2.2 ebenfalls eine schnelle Verarbeitung durchführen zu können, muss eine Zeilenpufferung
von µaddr und µindex durchgeführt werden.
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• findhead(P ) := depth(P ) ∗ clocksfindHeadPerDepth
• depth(P ) := Tiefe der Folge Pn+1 := µaddr(Pn) mit Startpunkt P
• δrelableCase := 0 im Fall 4.2.1, δrelableCase := 1 im Fall 4.2.2, 4.2.3,
Zweiter Lauf:
• Takte(Schnelles Pixel) := clocksfast2
• Takte(Langsames Pixel) := clockslookup
Die von den Modellen abhängigen Parameter sind fett dargestellt. Sie sind in Abbildung
5.29 zu finden.
Modell 1 2 3 4
Speicherzugriffe pro Takt (R/W) 16Bit 24/32Bit 2 * 24/32Bit 24/32Bit
clocksfast1 3 2 1 2
clocksslow 8 5 4 3
clocksfindHeadPerDepth 3 2 2 1
clocksrelabel 1 0 0 1
clocksfast2 4 2 1 2
clockslookup 7 4 3 3
Takte pro Pixel 7 + ∆ 4 + ∆ 2 + ∆ 4 + ∆
Abbildung 5.29: Parameter zur Taktberechnung
Bei einem Konfliktfall (langsames Pixel) wird eine weitaus höhere Anzahl an Takten
benötigt, als für die schnellen Pixel, bei denen eine Datenstromverarbeitung möglich ist.
Beispielsweise wird für den ersten Lauf im Modell-2 für die Bearbeitung eines schnellen
Pixels zwei Takte benötigt, für die Bearbeitung eines langsamen Pixels werden mindestens
5+ 1 ∗ 2+1 ∗ 2 = 7 Takte benötigt. Daher ist in erster Linie die Anzahl der Konfliktfälle
für die Verarbeitungsgeschwindigkeit entscheidend. Beim Modell-3 kann im ersten und
zweiten Lauf ein schneller Bildpunkt pro Takt verarbeitet werden.
Interessant ist auch ein Vergleich zwischen Modell-2 und Modell-4. Modell-4 ist das theo-
retische Modell, bei dem davon ausgegangen wurde, dass alle Operationen parallel zu den
ohnehin benötigten Speicherzugriffen stattfinden109. Das Modell-2 entspricht einer rea-
len Implementation. Bei den schnellen Pixeln gleicht sie Modell-4. Bei den langsamen
Pixeln ist es nicht vollständig gelungen, jede Operation parallel zu einem Speicherzugriff
durchzuführen. Dies liegt daran, dass bei den langsamen Pixeln dynamische, erst zur
Laufzeit bestimmte Operationen durchgeführt werden, welche sich nicht ohne weiteres
hinter Speicherzugriffen verstecken lassen.
109i.a.W eine optimale Implementation
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Analyse der Testbilder
In der Abbildung 5.30 ist dargestellt, zu welchem Prozentsatz schnelle und langsame
Pixel bei den synthetischen Testbilder auftreten. Zusätzlich ist die Tiefenverteilung110
der Punkte P ∈ µaddr dargestellt, welche bei der Ermittlung des Kopfs head(P ) auftritt.
Dies ist ein weiter Grund, weshalb die Laufzeiten des TPSS-Verfahrens vom Bildinhalt
abhängig sind. Da sich eine maximale Suchtiefe von 3 ergibt, wurde auf eine Pfadkom-
pression verzichtet, welche bei Union-Find Datenstrukturen verwendet werden kann, um
die Find(x)-Operation zu beschleunigen.
Wie die Laufzeit für den 8-Zusammenhang berechnet werden kann, findet sich in Anhang
Abbildung 7.6 und die Analyse der synthetischen Daten in Anhang Abbildung 7.7. Es
ergeben sich keine wesentlichen Unterschiede im Vergleich zum 4-Zusammenhang.
Testbilder Weiß Dreieck Diagonal 1 Diagonal 2 Labyrinth 1 Labyrinth 2
Erster Lauf
Anteil schneller Pixel (in %) 100,00 99,90 50,30 100,00 91,71 89,83
Anteil langsamer Pixel (in %) - 0,10 49,71 0,00 8,30 10,17
Suchtiefe der findhead(P ) Operation111 Tiefenverteilung in Prozent
1 - 75,05 100,00 - 81,32 75,52
2 - 24,95 - - 17,50 22,19
3 - - - - 1,17 2,29
>3 - - - - - -
Zweiter Lauf
Anteil schneller Pixel (in %) 99,71 99,56 50,05 0,80 57,97 57,97
Anteil der zeilengepufferten Pixel (in %) 0,29 0,34 0,24 0,20 30,49 30,49
Anteil der langsamen Pixel (in %) - 0,10 49,71 0,00 11,54 11,54
Abbildung 5.30: Analyse der synthetischen Testbilder, Bildgröße 1024*1024 Pixel, 4-Zu-
sammenhang
5.6.3 Modelllaufzeiten
In Abbildung 5.31 ist dargestellt, wie viele Takte pro Bildpunkt im Durchschnitt für die
synthetischen Testbilder112 benötigt werden. Der Bildinhalt hat wie erwartet Einfluss auf
die Bearbeitungsgeschwindigkeit. Beim weißen Testbild treten keine Konfliktfälle auf113.
Die Datenstromverarbeitung wird daher nicht unterbrochen, und es kann die höchste
Verarbeitungsleistung erreicht werden.
Es sei darauf hingewiesen, dass die Bildgröße bei den synthetischen Testbildern nur einen
vernachlässigbaren Einfluss auf die durchschnittliche Laufzeit pro Bildpunkt hat114.
110Definition 22
111dies entspricht der Größe depth(P ) im Laufzeitmodell der ersten Laufs, welche zur Berechnung von
findhead(P ) benötigt wird.
112bzgl. 4-Zusammenhang, 8-Zusammenhang (Abbildung 7.8)
113Anteil schneller Pixel 100%
114kleinere Abweichungen können aufgrund des geringfügig unterschiedlichen Anteils schneller und lang-
samer Pixel, bei Testbildern des gleichen Typs unterschiedlicher Größe, auftreten (bei Bildern der
Größe ≥ 512 ∗ 512 Pixel: ±0, 01 Takte). Der Grund hierfür ist, dass die Testmuster aus denen die
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Beim Diagonal-1 Bild treten die meisten Konfliktfälle auf115. Zum Prozessierung dieses
Bildes wird daher die meiste Zeit benötigt. Bezüglich Modell-3 wird im Vergleich zum
weißen Bild ungefähr die 2, 5-fache Zeit benötigt.
Im Normalfall bewegt sich die Verarbeitungsgeschwindigkeit nahe an den optimalen Wer-
ten. Selbst bei den sehr komplexen Labyrinth-Bildern erhöht sich die Laufzeit nur unge-
fähr um 35%.
Die Laufzeiten, welche bezüglich den realen Testdaten ermittelt wurden, sind in Abbil-
dung 5.32 dargestellt116. Sie bewegen sich nahe den optimalen Werten.
Das Ergebnis der Laufzeituntersuchung ist, dass die Laufzeiten in Regel sehr stabil sind.
Im Normalfall bewegen sie sich nahe an den optimalen Werten. Auch bei den sehr komple-
xen Labyrinth-Bildern bleibt die Erhöhung mit ungefähr 35% der Laufzeit im Rahmen.
Nur bei den Diagonalbildern erhöht sich die Laufzeit teilweise um mehr als 200%. Sie
stellen allerdings auch die Worst-Case Szenarien des TPSS-Verfahrens dar und dürften
für reale Anwendungen kaum eine Rolle spielen117. Ein weiteres Ergebnis dieser Un-
tersuchung ist, dass die Laufzeit nur geringfügig davon abhängig ist, ob nach 4- oder
8-Zusammenhang gelabelt wird118.
Testbilder
Durchschnittliche Takte pro Pixel
Model 1 Model 2 Model 3 Model 4
Weiß 7,00 4,00 2,00 4,00
Dreieck 7,01 4,01 2,01 4,00
Diagonal 1 12,97 7,48 5,48 5,99
Diagonal 2 7,00 4,00 2,00 4,00
Labyrinth 1 8,19 4,65 2,65 4,35
Labyrinth 2 8,22 4,74 2,74 4,38
Abbildung 5.31: Modelllaufzeiten synthetischer Testbilder, Bildgröße 1024*1024, 4-Zu-
sammenhang
5.6.4 FPGA-Implementation
Die FPGA-Implementation des TPSS-CCL-Verfahren119 wurde mithilfe der höheren Hard-
warebeschreibungssprache Handel-C120 umgesetzt. Die Implementation des Verfahrens
synthetischen Testbilder zusammengebaut sind, am Bildrand unterschiedlich abgeschnitten werden.
115Anteil schneller Pixel 50%
116bezüglich 4-Zusammenhang, 8-Zusammenhang siehe Abbildung 7.9
117Die Diagonal-1 bzw. -2 Bilder stellen das Worst-Case-Szenarien bei Two-Pass Verfahren bezüglich des
4- bzw. 8-Zusammenhangs dar. Dies liegt daran, dass bei diesen Bildern die maximal mögliche Zahl
an Konfliktfällen auftritt (Abbildung 5.30 bzw. Abbildung7.7)























Abbildung 5.32: Modelllaufzeiten realer Testbilder bezüglich 4-Zusammenhangs, Bemer-
kung: die Modell-2 Laufzeiten sind in dieser Abbildung kaum sichtbar,
da sie sich mit den Modell-4 Laufzeiten überlagern.
erfolgte in sechs Stufen (Opt-0,1,2,3,4,5). Opt-5 ist die finale Implementation und ent-
spricht je nach Speicheranbindung Modell-1,-2 oder -3. Wie in Abbildung 5.33 darge-
stellt, wurde die Anzahl der Takte, welche durchschnittlich für die Prozessierung eines
Bildpunkt benötigt werden, in jedem Schritt verringert. Technische Details zu den Im-
plementationen der einzelnen Versionen sind in Abbildung 5.33 zu finden.
Zuerst wurde ein Prototyp TPSS-Verfahren in der Programmiersprache C (Software)
implementiert. Opt-0 entspricht einer 1:1 Portierung dieses Codes auf FPGA. Dies kann
mit Handel-C ziemlich gut bewerkstelligt werden.
Bei Opt-1 wurden einige erste Handel-C spezifische Optimierungen an den Kontrollstruk-
turen vorgenommen. Beispielsweise wurden for-Schleifen durch while-Schleifen ersetzt,
wodurch die Erhöhung der Schleifenindizes parallel zu den Verarbeitungsschritten erfol-
gen konnte, und einige Schleifen wurden sogar komplett entfernt121. Hierdurch konnte
121durch Loop-Unrolling, Bemerkung: bei Schleifen mit sehr wenigen mit zur Compilezeit feststehen-
der Anzahl an Durchläufen, ist es oft sinnvoll diese auszuformulieren. Das heißt den Schleifenkörper
zu entfernen und die Operationen direkt anzugeben. Bei Software kann dies durch Einsparung der
Schleifenkontrollstruktur zu höherer Geschwindigkeit führen und wird normalerweise vom Compiler
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Version (Bit-tiefe µindex) Opt-0 Opt-1 Opt-2 Opt-5 (Modell-1) Opt-5* (Modell-3, simuliert)
Weiß 26,94 25,94 8,97 7,00 2,00
Dreieck 2 26,96 25,97 8,99 7,01 2,01
Diagonal 1 35,37 33,87 17,41 1,.97 5,48
Diagonal 2 33,86 32,37 7,47 7,00 2,00
Labyrinth 1 37,70 36,63 10,86 8,05 2,65
Labyrinth 2 38,09 37,02 11,24 8,25 2,74
Abbildung 5.33: Messergebnisse der durchschnittlichen Anzahl der benötigten Takte pro
Pixel, alle Messungen bis auf Opt-5* wurden auf dem Nexys-2-Prototyp
Bord durchgeführt, die Opt-5* Werte entsprechen den Modellwerten
aus Abbildung 5.31, bei Opt-5 kann ein 16Bit Speicherzugriff pro Takt
durchgeführt werden, bei Opt-5* können zwei 2*32Bit Speicherzugriffe
pro Takt durchgeführt werden
zwar die Takteffizienz nicht wesentlich erhöht werden, die Komplexität des Designs wur-
de dadurch jedoch verringert, und es kann daher wesentlich höher getaktet werden122.
Der Quellcode der Opt-1 Implementation, entspricht, bis auf den oben genannten eher
formalen Änderungen, jedoch noch dem Quellcode der C-Implementation. Auch am Al-
gorithmus selbst wurden keine Änderungen durchgeführt.
Bei Opt-2 wurde der original C-Code soweit es geht parallelisiert. Dieser Schritt ist
bereits relativ aufwendig. Die Takteffizienz konnte, in erster Linie durch ein Veränderung
der Reihenfolge der Befehlsausführung123, enorm gesteigert werden. Allerdings entspricht
diese Version im Grunde noch der Softwareversion. Eine Datenflussverarbeitung wird
hier nicht durchgeführt, es erfolgt maximal ein Speicherzugriff pro Takt. Auch wenn
mehrere Speicherzugriffe pro Takt möglich wären, könnten sie nicht genutzt werden.
Die Komplexität des Designs steigt im Vergleich zu Modell-2, was sich in einer etwas
niedrigeren maximalen Taktfrequenz niederschlägt124.
Eine weitere Effizienzsteigerung konnte nur durch eine Umstellung auf eine Datenstrom-
verarbeitung erzielt werden. Die Umstellung auf eine Datenstromverarbeitung war sehr
aufwendig, und wurde in mehreren Schritten (Opt-3,4,5) durchgeführt. Die Takteffizi-
enz kann hierdurch aber nochmals erheblich gesteigert werden. Pro Lauf kann nun bei
entsprechender Speicheranbindung ein Bildpunkt pro Takt bearbeitet werden125. Das
CCL-Modul, welches in dieser Arbeit entwickelt wurde, entspricht der Opt-5 Version.
Bei Opt-5 wird eine gesteuerte Datenstromverarbeitung durchgeführt. Daher muss jedes
selbstständig durchgeführt. Bei FPGA-Implementation kann ebenfalls durch Einsparung der Kon-
trolllogik die Komplexität des Designs verringert und die maximal erreichbare Taktgeschwindigkeit
erhöht werden. Bei Handel-C wird dieser Schritt nicht automatisch vom Compiler durchgeführt, da
die Funktionseinheiten im Schleifenkörper, welche bei jedem Schleifendurchlauf wiederverwendet wer-
den können, nun mehrfach generiert werden müssten. Ob dies sinnvoll ist, sollte bei jeder Schleife
einzeln entschieden werden.
122Abbildung 5.34
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Arbeitsregister gepuffert werden. Dies und die hierfür benötigte zusätzliche Steuerlogik
führen im Vergleich zu Opt-2 zu einem ungefähr doppelt so hohen Hardwareverbrauch126 .
Auf größeren FPGA, wie dem Xilinx Virtex-6 spielt dies jedoch keine wesentlich Rolle127.
Auch die Komplexität der Schaltung wirkt sich beim Spartan-3E und Spartan-6 FPGA
auf eine im Vergleich zu Opt-2 niedrigere maximale Taktfrequenz auf. Da aber bereits mit
einem Xilinx Spartan-6 mehr als 100MHz erreicht werden können, wurde kein weiterer
Optimierungsschritt mehr vorgenommen128 .
Version (Bittiefe µindex) Opt-0 Opt-1 Opt-2 Opt-5
Xilinx Spartan 3E, xc3s1200e-5fg320, speedgrade -5, min runtime
Slices (8.672) 1111 (12%) 917 (10%) 1099 (12%) 1928(22%)
Multipler(28) 1 (3%) 1 (3%) - -
Bock-RAM (28 * 18 kBit) - - - 6/28 (21%)
Max. Frequenz in MHz 99 101 91 69
ISE Level of Logic 11 7 8 15
Xilinx Spartan 6, SC6SLX75-FGG484, speedgrade -3, min runtime
Slices (11.662) 498 (4%) 464 (3%) 447 (3%) 998 (8%)
Multipler (132) - - - -
Block-RAM (172 * 18 kBit) - - - 6 (3 %)
Max. Frequenz in MHz 118 143 109 102
ISE Level of Logic 5 6 5 7
Xilinx Virtex 6, XC6VLX240T-FF1156, speedgrade -3, min runtime
Slices (37.680) 522 (1%) 395 (1%) 458 (1%) 976 (2%)
Multipler() - - - -
Block-RAM (416 * 36 kBit) - - - 3 ( 1 %)
Max. Frequenz in MHz 187 214 178 185
ISE Level of Logic 5 5 4 7
Abbildung 5.34: Daten zur FPGA-Implementation, Component Labeling inklusive
Speichermanagement, Modell-1, Bildgröße 1024 ∗ 1024 Pixel, 4-
Zusammenhang
Auf Abbildung 5.35 ist zum Vergleich der Energieverbrauch der FPGA-Implementationen
unter unterschiedlichen Bedingungen dargestellt. Das komplette Bord, auf dem das FPGA
aufgebracht ist, hat natürlich einen höheren Stromverbrauch129 . Der Verbrauch eines
Bords, das im Weltraum zum Einsatz kommen könnte, konnte im Rahmen dieser Arbeit
nur abgeschätzt werden. Der gesamte Energieverbrauch eines speziell angepassten Bords
mit beispielsweise Xilinx Spartan-6 bzw. Xilinx Virtex-6 FPGAs dürfte jedoch unter fünf
126Abbildung 5.34
127es wird daher davon ausgegangen, dass das CCL-Modul auf einer zukünftigen Plattform ohne Ein-
schränkung umgesetzt werden kann
128die Xilinx Spartan-6 Reihe ist der Nachfolger der Xilinx Spartan-3 Reihe und ist leistungsmäßig am
unteren Ende der Xilinx FPGA Familie angesiedelt
129zusätzliche Bauteile wie Speicher und I/O-Schnittstellen
158
5.6 Implementation des TPSS-Algorithmus
beziehungsweise zehn Watt liegen.
Stromverbrauch Spartan 3E @ 65Mhz Spartan 6 @ 100Mhz Virtex 6 @ 185Mhz
0 Grad (normal) 0,37 0,52 1,49
0 Grad (maximal) 0,45 0,58 2,72
25 Grad (normal) 0,39 0,56 1,82
25 Grad (maximal) 0,50 0,67 3,61
50 Grad (normal) 0,42 0,63 2,28
50 Grad (maximal) 0,56 0,88 5,03
85 Grad (normal) 0,47 (Warnung) 0,78 3,10 (Warnung)
85 Grad (maximal) 0,65 (Warnung) 1,18 50,24 (Fehler)
Abbildung 5.35: FPGA Implementierung, Stromverbrauch, Kommerziell, Component
Labeling inklusive Speichermanagement, Modell-3, Bildgröße 1024*1024
Pixel, 4 Zusammenhang, ISE XPowerAnalyzer (Virtex ISE 12.1, alle an-
deren ISE 13.1)
5.6.5 Leistungsfähigkeit, Vergleich mit Software-Implementationen und
Fazit
Um die Leistungsfähigkeit der FPGA-Implementationen des TPSS-Verfahrens einschät-
zen zu können, wurde ein Vergleich mit einer Softwareimplementierung des TPSS-Verfahrens
durchgeführt. Die Softwareimplementation wurde zuerst auf einem leistungsfähigen Intel
Core2Duo@2.80 GHz130 ausgeführt. Diese CPU kommt aufgrund des Energieverbrauchs
für einen On-Board Einsatz jedoch nicht in Frage. Sie wurde jedoch herangezogen, um
die Performance, welche auf einem FPGA beziehungsweise einer relative leistungsfähigen
CPU erzielt werden kann, zu vergleichen.
Die CPU Leistung, die auf einem Satelliten zur Verfügung gestellt werden kann, entspricht
eher der eines eingebetteten Systems131, wie dem ARM1176JZF-S@700MHz, welches auf
der RaspberryPi Plattform [80] verbaut ist, oder der eines weitaus leistungsfähigeren
ARM® Cortex A9, welcher Teil des Xilinx Zynq-7000 ist. Das besondere an Xilinx Zynq
ist, dass dieses eingebettete System ein FPGA enthält, dass dazu benutzt werden soll,
rechenaufwendige Schritte in Hardware auszulagern132. Dieses System wird auch beim
derzeit laufenden DLR Projekt OBC-NG verwendet, dessen Ziel es ist, eine moderne
On-Board Computerplattform zu entwickeln [83]. Zu Testzwecken stand ein ZedBoard133
zur Verfügung, welches auf dem Xilinx Zynq®-7000 SoC XC7Z020-1 basiert.
Die Ergebnisse dieses Vergleichs finden sich in Abbildung 5.36. Die Leistungs der FPGA-
Implementation genügt den Anforderungen, dass kleine Bilder innerhalb einer Sekunde
130Thermal Design Power (TDP) 35W, Wert für die thermische Verlustleistung
131System on a Chip (SoC)
132Ein gute Übersicht über die Xilinx Zynq Familie findet sich in [81], und als Beispiel wie ein Sobel-
Kantendetektionsfilter auf dem FPGA implementiert werden kann ist in [82] demonstriert.
133Hergestellt wird das ZedBoard unter anderem von Digilent, Dokumentation siehe [84]
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und größere innerhalb weniger Sekunden gelabelt werden können134. Selbst mit einer
Model-1@12.5MHz Implementation kann ein Bild der Größe 1024*1024 Pixel unter einer
Sekunde bearbeitet werden. Mit einer Modell-3@100MHz Implementation kann ein sehr
großes Bild mit 16384 ∗ 16384 Bildpunkten in ungefähr 7 Sekunden gelabelt werden.
Interessant ist, dass mit einer Modell-3@12.5MHz Implementation in etwa die Leistung
des ARM1176JZF-S@700MHz erzielt werden kann und dass es zwei zu 100% ausgelastete
relativ moderne ARMCortex-A9@667MHz Kerne benötigt, um in etwa die Leistung einer
Modell-3@100MHz Implementation zu erreichen.
Die Mehrkernleistung wurde gemessen, indem ganze Bilder auf verschiedenen Kernen
gelabelt wurden. Die Softwareimplementation des TPSS-Verfahren bietet bis dato keine
Mehrkernunterstützung. Zum Labeling eines einzigen Bildes kann daher nur ein Kern
herangezogen werden. Es ist nicht ohne größere Modifikationen möglich eine Software-
version des TPSS-Verfahren mit Mehrkernunterstützung zu implementieren und es ist
fraglich, welcher Leistungsgewinn hierdurch überhaupt erreicht werden könnte.
Der schon etwas ältere Intel T9600@2.80GHz135 spielt in einer eigenen Liga und ist be-
reits mit einem Kern (2-3)-mal schneller als eine Modell-3@100MHz Implementation.
Man bedenke jedoch, dass dieser für Notebooks entwickelte Prozessor einen Leistungs-
verbrauch von bis zu 35 Watt hat (TDP) und eine FPGA-Implementation, beispielsweise
auf einem Xilinx Spartan-6 FPGA, weniger als einen Watt benötigt136.
In dieser Untersuchung wird auch deutlich, inwieweit das TPSS-Verfahren vom Bildinhalt
abhängig ist. Beim Diagonal-1 Testbild, demWorst-Case Szenario des TPSS-CCL Verfah-
rens bezüglich des 4-Zusammenhanglabelings, kommt es teilweise zu einem Einbruch der
Leistung um Faktor 3 sowohl bei den Software, als auch den FPGA-Implementationen.
Auch bei den sehr komplexen Labyrinth-Bildern müssen Einbußen in der Leistung hin-
genommen werden. Andererseits zeigt sich, dass das Verfahren bezüglich der Laufzeit
relativ stabil ist, und mit dem TPSS-CCL Verfahren, auch unter ungünstigsten Umstän-
den, eine hohe Verarbeitungsleistung erzielt werden kann.
Das Fazit, das hier gezogen werden kann ist erstens, dass die FPGA-Implementation des
TPSS-Verfahrens die in Abschnitt 5.4.1 gestellten Anforderungen erfüllt, insbesondere
auch sehr große Bilder in wenigen Sekunden bearbeitet werden können. Zweitens, dass mit
einer Modell-3@100MHz Implementation sogar Videoverarbeitung bis zu einer Bildgröße
von 1024*1024 Pixel möglich ist, eingeschränkt sogar bis zu einer Größe von 4096*4096
Pixel. Drittens, dass eine Softwareimplementation des TPSS-CCL Verfahrens mit einer
voll ausgelasteten modernen Low-Power CPU wie ein ARM Cortex-A9@667 MHz CPU
eine ähnliche Leistung erzielen kann wie eine Modell-3@100MHz Implementation. Das
System ist hierbei jedoch zu 100% ausgelastet, wohingegen auf einer FPGA-Plattform
parallel noch weitere Aufgaben bearbeitet werden könnten.
Bei einer Plattform wie dem Xilinx Zynq, bei der die Wahl besteht, das Labeling in
Hardware oder Software zu implementieren, kann eine Umsetzung des CCL-Verfahrens
134Abschnitt 5.4.1
135Einführungsdatum 14. Juli 2008
136Abbildung 5.35
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in Hardware dass Gesamtsystem entscheidend entlasten. Bei größeren Bildern und Video-
anwendung wird man um eine Hardwareimplementation in vielen Fällen nicht herumkom-
men, gerade da neben dem Labeling im Normalfall viele weitere Aufgaben durchgeführt
werden müssen.
Letztendlich konnte mit der FPGA-Implementation des TPSS-CCL Verfahrens gezeigt
werden, dass auch das Labeling großer, komplexer Bilder137 sehr performant mit einer
FPGA Lösung bewältigt werden kann. Es wurde außerdem detailliert dargestellt, in wel-
chem Maße dieses CCL-Verfahren vom Bildinhalt abhängig ist, und eine Begründung
hierfür gegeben.
137beliebige Bildstruktur, beliebig viele Segmente, und Erzeugung einer Labelmaske (Abschnitt 5.2)
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Bilder pro Sekunde
Bildgröße in Pixel (quadratisch) 50 512 1024 2048 4096 8192 16384
Testbilder Notebook Dell Latitude E6: Intel T9600@2.80GHz, One Thread
Weiß 84, 7 ∗ 103 806 162 40,0 9,90 2,24 0,42
Dreieck 83, 3 ∗ 103 833 166 38,5 9,80 2,48 0,51
Diagonal 1 83, 3 ∗ 103 758 150 13,4 2,86 0,69 0,16
Diagonal 2 12, 5 ∗ 104 126 ∗ 101 197 49,5 12,3 2,60 0,625
Labyrinth 1 29, 4 ∗ 103 318 66,5 16,4 4,18 1,00 0,235
Labyrinth 2 29, 4 ∗ 103 301 65,5 15,9 3,96 1,01 0,235
Testbilder FPGA: Model-3@100MHz
Weiß 20, 0 ∗ 103 191 47,7 11,9 2,99 0,75 0,19
Dreieck 18, 8 ∗ 103 189 47,5 11,9 2,98 0,75 0,19
Diagonal 1 7, 85 ∗ 103 70.5 17,4 4,34 1,08 0,27 0,075
Diagonal 2 20, 0 ∗ 103 191 47,7 11,9 2,98 0,75 0,19
Labyrinth 1 15, 0 ∗ 103 144 36,0 8,98 2,25 0,56 0,14
Labyrinth 2 15, 0 ∗ 103 140 34,8 8,67 2,17 0,54 0,14
Testbilder FPGA: Model-3@12.5MHz
Weiß 2, 50 ∗ 102 23,8 5,96 1,49 0,373 0,0931 0,0233
Dreieck 2, 35 ∗ 102 23,7 5,94 1,49 0,373 0,0931 0,0233
Diagonal 1 9, 82 ∗ 102 8,73 2,18 0,543 0,136 0,0339 0,00847
Diagonal 2 2, 50 ∗ 102 23,8 5,96 1,49 0,373 0,0931 0,0233
Labyrinth 1 1, 88 ∗ 102 18,1 4,50 1,12 0,281 0,0701 0,0175
Labyrinth 2 1, 88 ∗ 102 17,4 4,35 1,08 0,271 0,0677 0,0169
Testbilder FPGA: Model-1@12.5MHz
Weiß 714 6,81 1,70 0,426 0,106 0,0266 0,00665
Dreieck 693 6,79 1,70 0,425 0,106 0,0266 0,00665
Diagonal 1 406 3,69 0,919 0,230 0,0574 0,0143 -
Diagonal 2 714 6,81 1,70 0,426 0,106 0,0266 0,00655
Labyrinth 1 618 5,91 1,48 0,369 0,0921 0,0230 -
Labyrinth 2 618 5,81 1,45 0,362 0,0904 0,0226 -
Testbilder RaspberryPi: ARM1176JZF-S@700MHz (ARMv6)
Weiß 4, 63 ∗ 102 25,3 6,08 1,21 0,261 - -
Dreieck 4, 35 ∗ 102 25,8 6,09 1,24 0,262 - -
Diagonal 1 4, 67 ∗ 102 12,7 2,92 0,694 0,162 - -
Diagonal 2 5, 46 ∗ 102 29,4 7,35 1,73 0,489 - -
Labyrinth 1 3, 62 ∗ 102 17,3 3,61 0,776 0,164 - -
Labyrinth 2 3, 62 ∗ 102 16,9 3,49 0,738 0,156 - -
Testbilder ZedBoard: Dual ARM Cortex-A9 MPCore@667MHz (ARMv7), One Thread
Weiß 12, 8 ∗ 103 88,2 21,6 5,08 1,19 - -
Dreieck 11, 9 ∗ 103 86,7 21,1 4,97 1,16 - -
Diagonal 1 13, 0 ∗ 103 47,5 9,13 2,04 0,464 - -
Diagonal 2 16, 8 ∗ 103 117 29,0 7,10 1,74 - -
Labyrinth 1 7, 72 ∗ 103 58,7 13,4 2,98 0,671 - -
Labyrinth 2 7, 68 ∗ 103 57,7 13,1 2,88 0,646 - -
Testbilder ZedBoard: Dual ARM Cortex-A9 MPCore@667MHz (ARMv7), Two Threads
Weiß (12, 7 + 12, 7) ∗ 103 84,3 + 84,4 21,2 + 21,2 5,08 + 5,08 1,17 + 1,17 - -
Dreieck (12, 4 + 11, 8) ∗ 103 84,6 + 82,6 20,2 + 20,2 5,01 + 4,99 1,17 + 1,17 - -
Diagonal 1 (13, 2 + 12, 8) ∗ 103 36,9 + 36,9 8,45 + 8,42 1,98 + 1,98 0,447 + 0,446 - -
Diagonal 2 (18, 3 + 18, 2) ∗ 103 104 + 105 26,9 + 26,6 6,85 + 6,83 1,63 + 1,62 - -
Labyrinth 1 (7, 68 + 7, 60) ∗ 103 55,9 + 55,9 12,8 + 12,8 2,89 + 2,89 0,618 + 0,618 - -
Labyrinth 2 (7, 72 + 7, 69) ∗ 103 56,2 + 56,1 12,4 + 12,4 2,77 + 2,76 0,594 + 0,591 - -
Abbildung 5.36: 4 Zusammenhang Labeling, Vergleich verschiedener Plattformen; Soft-
ware Plattformen: Notebook Dell Latitude E6: Intel T9600@2.80GHz,
4.0GB DDR3, TPM 35W, gcc 4.7.1, compiler options O3, mtune na-
tive, 64bit; RaspberryPi Model-B: ARM1176JZF-S (700MHz), 512MB
RAM, 3.5W, gcc, compiler options -march=armv6 -mfpu=vfp -mfloat-
abi=hard; Zed Board: Xilinx Zynq-7000 SoC XC7Z020-1, 512MB




Diese Arbeit wurde, als Teil der Gruppe On-Board-Classification, am Deutschen Zentrum
für Luft- und Raumfahrt durchgeführt. Es sollen Verfahren zur Bewertung optischer
Fernerkundungsdaten an Bord eines Satelliten bereitgestellt werden.
Ein wichtiger Schritt in der Verarbeitungskette stellt das Verfahren der Bildsegmentation
dar. Dieser Schritt ist jedoch gerade bei großen Datenmengen sehr rechenaufwendig.
Deshalb ist eine zeitnahe Durchführung auf einem gewöhnlichen On-Board Computer nur
eingeschränkt möglich. Eine Möglichkeit, die Prozessierung selbst großer Datenmengen
zeitnahe durchzuführen zu können, stellt die Implementation dieses Verfahrens auf einem
FPGA dar.
In dieser Arbeit wurde aufgezeigt, wie eine Methode zur Bildsegmentation auf einem
FPGA implementiert werden kann, mit welcher auch sehr große und komplexe Daten-
mengen, wie sie in der Fernerkundung vorkommen, zeitnahe prozessiert werden können.
Das Augenmerk wurde vor allem darauf gelegt, dass die Segmentation nach einem mög-
lichst allgemeinen Kriterium erfolgt, um sie in möglichst vielen verschiedenen Anwen-
dungsszenarien verwenden zu können. Um die Wiederverwendbarkeit weiter zu erhöhen,
wurde ein modulares Entwicklungskonzept verfolgt. Der Kern der Segmentationsmetho-
de, die kantenerhaltende Gap-Glättung, kann für viele Aufgaben, bei denen es sinnvoll
ist ein Bild (kantenerhaltend) zu glätten, separat verwendet werden. Auch das ebenfalls
in dieser Arbeit entwickelte, speziell auf FPGA zugeschnittene Connected Component
Labeling Modul, dass in der Lage ist sehr große und komplexe Bilder zu prozessieren,
kann separat eingesetzt werden.
Gerade bei bei einem On-Board Einsatz, ist das Laufzeitverhalten der Prozessierungsein-
heiten oft von entscheidender Bedeutung.Das Laufzeitverhalten, der in dieser Arbeit vor-
gestellten Verfahren, wurde daher genauestens analysiert. Im Falle des CCL-Verfahrens,
dessen Laufzeit vom Bildinhalt abhängig ist, wurde hierzu sogar ein Laufzeitmodell entwi-
ckelt, mit welchem die Laufzeit taktgenau bestimmt werden kann. Um die Leistungsfähig-
keit der FPGA-Implementationen einordnen zu können, erfolgte außerdem ein Vergleich
mit verschiedenen Softwareimplementationen.
Das Besondere der in dieser Arbeit entwickelten Verarbeitungseinheiten ist insbesonde-
re, dass sie darauf ausgelegt sind, große komplexe Bilder, wie sie in der Fernerkundung
häufig auftreten, zeitnah verarbeiten zu können. Das unterscheidet sie von fast allen
Hardwareimplementationen in diesem Bereich1, welche vorrangig zur Prozessierung eines
Videodatenstroms entworfen wurden und in erster Linie darauf ausgelegt sind, Bilder mit
1i.a.W. Bildsegmentation und CCL
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moderater Bildgröße und beschränkter Bildkomplexität, jedoch mit einer hohen Bildwie-
derholrate prozessieren zu könne.
Ein weiterer Schwerpunkt dieser Arbeit ist die Bewertung der Qualität von Segmenta-
tionsverfahren. Diese wurde zur Entwicklung des Segmentationsprozesses benötigt. Mit
Hilfe der in dieser Arbeit entwickelten Testmethode gelang es jedoch außerdem, die Leis-
tung des Segmentationsverfahrens besser einschätzen und darstellen zu können und einen
Vergleich mit alternativen Verfahren durchzuführen. Die hierzu entwickelte Theorie und
Methodik lässt sich im Allgemeinen zur Bewertung von Segmentationsverfahren verwen-
den und liefert daher einen wissenschaftlichen Beitrag in diesem Feld.
Im nächsten Abschnitt wird auf die Einzelergebnisse der Arbeit genauer eingegangen.
6.2 Zusammenfassung und Ergebnisse
Die in Abschnitt 1.4 gestellten (wissenschaftlichen) Fragestellungen wurden in den vier
Kapiteln – Bildsegmentation, Gap-Segmentation, Qualitätsuntersuchung und Connected-
Component Labeling – erörtert.
Es wurden folgende Ergebnisse erzielt:
Kapitel 2: Bildsegmentation
In diesem Kapitel wurde aufgezeigt, wie eine Bildsegmentation, welche für viele Anwen-
dungen in der Fernerkundung geeignet ist, auf einem FPGA durchgeführt werden kann.
Dazu wurde zuerst dargelegt, was unter der Segmentation eines Bildes und der Güte
einer Segmentation zu verstehen ist. Anschließend wurden, anhand der (wissenschaftli-
chen) Zielsetzung, Anforderungen an die Segmentationsmethode abgeleitet (Abschnitt
2.3). Die Segmentation sollte nach dem Merkmal des mittleren Grauwertes erfolgen. Sie
muss vollständig automatisch durchgeführt werden. Außerdem sollte die Segmentations-
methode von der Form, Größe und Anzahl der Segmente unabhängig sein. Es sollen
außerdem sehr große Bilder verarbeitet werden können. Damit ein Einsatz bei echtzeit-
kritischen Anwendungen erfolgen kann, sollte die Laufzeit der Methode möglichst genau
abgeschätzt werden können. Es wurde ebenfalls die Zielsetzung getroffen, dass kleine
Bilder2 in wenigen Sekunden und großen Bilder3 in wenigen Minuten bearbeitet werden
können.
Ausgehend von diesem Anforderungsprofil wurden Segmentationsmethoden auf ihre prin-
zipielle Eignung untersucht. Zu dieser Untersuchung wurden ebenfalls bereits existierende
Hardware-/FPGA-Implementationen herangezogen.
Die Hauptproblematik, welche bei der Eignungsuntersuchung auftrat, war, dass die meis-
ten der Verfahren nicht im Hinblick auf Fernerkundungsanwendungen entwickelt wurden.
Da in den meisten Fällen auch keine Implementation (z.B. Softwarevariante) der Verfah-
ren zur Verfügung standen und die Algorithmen in den meisten Fällen nur ungenügend
dokumentiert wurden, war eine zufriedenstellende Einschätzung oftmals nicht möglich.
2< 2000 ∗ 2000 Bildpunkte
3∼ 10000 ∗ 10000 Bildpunkte
164
6.2 Zusammenfassung und Ergebnisse
Auch wurden fast alle Hardware/FPGA-Implementationen zur Bearbeitung eines Vide-
odatenstroms entworfen, nicht zur Verarbeitung von großen und komplexen Einzelbildern.
Es fand sich jedoch eine Arbeit von Halle [38], in welcher ein Segmentationsverfahren
von Jahn [36] ausführlich beschrieben und speziell für die Anwendung auf Fernerkun-
dungsbilddaten, auch im Rahmen einer möglichen On-Board Datenverarbeitung und der
Realisierung auf einer zukünftigen parallelen Prozessierungseinheit, untersucht wurde.
Dieses Verfahren entsprach fast allen Anforderungen. Nur sind viele Schritte des Algo-
rithmus für eine FPGA-Implementation ungeeignet (Abschnitt 2.6). Es wurde daher, von
dieser Methode ausgehend, die Gap-Segmentationsmethode entwickelt, welche speziell im
Hinblick einer FPGA-Implementation entworfen wurde.
Kapitel 3: Gap-Segmentation
In diesem Kapitel wird das Gap-Segmentationsverfahren vorgestellt, welches im Hinblick
einer möglichst günstigen FPGA-Implementation entwickelt wurde. Außerdem wurden
die Ausführungszeit und der Ressourcenverbrauch verschiedener Modellimplementatio-
nen ermittelt.
Der Segmentationsprozess besteht aus drei wesentlichen Verarbeitungsschritten:
1. (Vor-)Filterstufe
2. Segmentationsstufe
3. Connected Component Labeling
In der (Vor-)Filterstufe werden lokale Variationen der Grauwerte4 entfernt. Im Gegen-
satz zu einem gewöhnlichen Glättungsfilter bleiben jedoch die Bildkanten größtenteils
erhalten und werden nicht verwaschen (Abschnitt 3.2.1). Es hat sich als günstig her-
ausgestellt, zwei Filterstufen zu verwenden, einen gewöhnlichen Mittelwertfilter und ein
kantenerhaltenden Filter (Gap-Glättungsfilter).
In der Segmentationsstufe wird der lokale Zusammenhang benachbarter Bildpunkte er-
mittelt. Es wurde ein sehr einfaches regionorientiertes Verfahren benutzt, bei dem zwei
direkt benachbarte Bildpunkte verbunden werden, wenn ihre Grauwertdifferenz kleiner
als ein vorgegebener Schwellwert ist.
Beim sogenannten Connected Component Labeling wird aus dem lokalen Zusammen-
hangsdaten der globale Zusammenhang ermittelt. Es wird eine Labelmaske erstellt, bei
welcher jedem Segment ein Index zugeordnet wird (Kapitel 5).
Den rechenaufwendigsten Schritt des Gap-Segmentationsverfahrens stellt die kantener-
haltende Gap-Glättung dar, welche in dieser Arbeit speziell in Hinblick einer FPGA-
Implementation entworfen wurde. Um die Kanten zu erhalten, wird zuerst die 3 × 3-
Umgebung eines Bildpunktes analysiert (Gap-Detektion) und nur über Bildpunkte ge-
mittelt, welche einen ähnlichen Grauwert haben (Abschnitt 3.2.2). Dieser Schritt ist
komplex, beruht jedoch auf Operationen, welche sehr gut in Hardware umgesetzt wer-
den konnten. Es werden ausschließlich 12-Bit Ganzzahloperationen verwendet, und bis
4Bsp: lokale Störungen, Rauschen, Textur
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auf eine Division ausschließlich Additionen und einige wenige Multiplikationen benötigt
(Abschnitt 3.2.2). Den Kern der Gap-Detektion stellen Sortiereinheiten dar, bei welchen
jeweils acht Zahlen eines Datenstroms, der Größe nach sortiert werden. Dieser Schritt
kann in Hardware, im Gegensatz zu einer Softwarelösung, sehr effizient durchgeführt
werden.
Beim gesamten Gap-Glättungsprozess konnte eine Datenstromverarbeitung durchgeführt
werden (Abschnitt 3.4). Werden neun Glättungseinheiten parallel betrieben, kann ein
Bildpunkt pro Takt verarbeitet werden.
Auf einem Spartan6-FPGA@100MHz kann der gesamte Gap-Segmentationsprozess eines
Bildes mit 10000∗10000 Pixel in weniger als 112 Minuten verarbeitet werden, wogegen ein
Intel Core2Duo@2.8GHz hierfür ungefähr 36 Minuten benötigt. Dies ist umso Beeindru-
ckender, wenn der Energieverbrauch betrachtet wird, der bei der FPGA-Implementierung
ungefähr bei einem Watt liegt, wohingegen die CPU mehr als 30 Watt benötigt.
Kapitel 4: Qualitätsuntersuchung
In diesem Kapitel wurde aufgezeigt, wie die qualitative Leistungsfähigkeit eines Segmen-
tationsverfahrens bestimmt werden kann. Mit Hilfe des in dieser Arbeit entwickelten
Bewertungsverfahren, konnten (optimale) Parameter und die qualitative Leistungsfähig-
keit des Gap-Segmentationsprozesses ermittelt werden, und die Gap-Segmentation mit
alternativen Segmentationsverfahren verglichen werden.
Es war kein Standardverfahren bekannt mit welchem eine (qualitative) Segmentations-
bewertung durchgeführt werden konnte. Auch fand sich in der Literatur keine geeignete
Methode, welche direkt eingesetzt werden konnte. Es musste daher ein Bewertungsver-
fahren entwickelt werden. Die größte Herausforderung, die bewältigt werden musste, war,
den Begriff der Güte einer Segmentation exakt zu definieren und eine Methode anzuge-
ben, mit welcher diese ermittelt werden kann (Abschnitt 4.1.2).
Es wurden folgende Anforderungen an die Segmentationsbewertung gestellt. Sie soll-
te objektiv, und möglichst einfach durchführbar sein. In erster Linie sollte jedoch eine
hinreichende Qualitätsbestimmung ermöglicht werden, deren Ergebnisse möglichst gut
interpretiert werden können (Abschnitt 4.1.3). Es wurden verschiedene Arten der Bewer-
tung auf ihre Eignung untersucht, und ermittelt, dass sich eine überwachte Bewertungs-
methode, vor allem auf Grund der guten Interpretationsmöglichkeit, am besten eignet
(Abschnitt 4.1.4)5
Um beschreiben zu können, wie dieser Vergleich durchgeführt wurde, musste zuerst exakt
definiert werden, was unter einem Bild, einer Segmentation und der Güte einer Segmen-
tation überhaupt zu verstehen ist (Abschnitt 4.2). Anschließend wurde die SAEQ Ver-
gleichsfunktion vorgestellt, mit welcher zwei Segmentationen verglichen werden können
(Abschnitt 4.3). Es wurde vom theoretischen Standpunkt aus und an Beispielen gezeigt,
dass dieses Verfahren geeignet ist.
Es stellte sich im Rahmen der Untersuchung als günstig heraus, synthetische Testbilder
zu verwenden (Abschnitt 4.4). Die Gründe hierfür waren, dass eine Mustersegmentation
5Bei der überwachten Bewertung wird das Segmentationsergebnis mit einer Mustersegmentation ver-
glichen.
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zur Verfügung stand, exakt beschreibbare Störungen auf-modelliert werden konnten und
sich die Testergebnisse sehr gut interpretieren ließen. Mit realen Szenen war dies nicht
möglich.
Mit Hilfe dieser Testmethode konnten optimale Parameter ermittelt werden (Abschnitt
4.5). Es wurde gezeigt, dass die Kombination von zwei Filterstufen sehr nützlich ist.
Außerdem konnte die Anzahl der minimalen Filterläufe bestimmt werden, welche für ein
gutes Segmentationsergebnis benötigt werden.
Es wurde der Begriff der Empfindlichkeit einer Segmentationsmethode eingeführt, mit
dem die Leistungsfähigkeit der Segmentationsmethode bestimmt werden kann. Es konnte
genau beschrieben werden, welchen Einfluss der Kontrast, die Rauschstufe und die Kan-
tenschärfe auf ein Segmentationsergebnis haben. Ohne die, in dieser Arbeit, entwickelten
Bewertungsmethoden hätten derartige Ergebnisse nicht erzielt werden können.
Es wurde außerdem ein Vergleich mit alternativen Segmentationsmethoden durchgeführt
(4.6). Es konnte gezeigt werden dass die Gap-Segmentationsmethode leistungsfähiger ist
als die zugrundeliegende Jahn-Segmentation. Es wurde auch gezeigt, dass das dynamische
Gap-Segmentationsverfahren im Vergleich zu statischen Verfahren Vorteile hat und daher
als sinnvoll anzusehen ist.
Zuletzt wurde anhand einer panchromatischen Landsat-7 Szene demonstriert, dass die
mit den synthetischen Testdaten gewonnenen Ergebnisse auf reale Daten übertragbar sind
(Abschnitt 4.7). Die Ergebnisse der Segmentation konnten in vielen Fällen erklärt werden.
Es wurde außerdem an realen Daten gezeigt, wie die Bewertungsmethode herangezogen
werden können, um verschiedene Segmentationsergebnisse vergleichen und analysieren
zu können.
Es sei abschließend darauf hingewiesen, dass die in diesem Abschnitt entwickelte und
angewandte Bewertungsmethode aus folgendem Grund entwickelt wurde: Es fand sich in
der Literatur keine geeignete Methode, mit welcher objektiv, gut interpretierbare Aussa-
gen getroffen werden konnten. Dass fängt damit an, dass in fast allen Arbeiten nur grob
dargestellt wird, was den unter der Güte einer Segmentation überhaupt zu verstehen ist,
und vor allem überhaupt nicht klar war, wie diese exakt beschrieben werden kann. Ein
weiteres Hindernis welches bei der Bewertung auftrat, war dass die in der Literatur ver-
wendeten Methoden, meistens kaum interpretierbar sind, i.a.W. sich daraus nur schwer
Erkenntnisse ableiten lassen. In der Arbeit wurde daher, eine Bewertungsmethode welche
sich in der Literatur fand analysiert, und dahingehend erweitert, dass mit dieser Metho-
de eine vernünftige, gut interpretierbare Bewertung durchgeführt werden kann. Zuletzt
stellt sich die Frage, was bei der Bewertung einer Segmentation gezeigt werden soll. Zum
Beleg der Güte einer Segmentationsmethode werden oft nur Beispiele gezeigt. Dies ist
wichtig, doch ist es damit kaum möglich vorherzusagen, wie sich die Methode in einer an-
deren Situation verhält. In dieser Arbeit wurde daher ein anderer Ansatz gewählt, um die
Leistungsfähigkeit einer Segmentationsmethode darzustellen. Es wurde zuerst eindeutig
festgestellt, welche Eigenschaft einer Segmentationsmethode überhaupt bewertet werden
soll. Ein nach Meinung des Autors sehr wichtiges Leistungskriterium einer Segmenta-
tionsmethode ist, wie groß der Grauwertunterschied, bei einer vorgegeben Rauschstufe
sein muss, damit zwei Objekte möglichst gut getrennt werden können. Eine Bewertung
nach dieser Charakteristik fand sich in der Literatur ebenfalls nicht. Der Messaufbau
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wurde derart gewählt, dass diese Charakteristik möglichst gut bestimmt werden kann.
Dies ist der Grund warum synthetische Messbilder verwendet wurden. Insgesamt wird
eine Bewertungsmethodik vorgestellt, die so in der Literatur noch nicht zu finden war,
und zum Test beliebiger Segmentationsmethoden verwendet werden kann. Diese Arbeit
leistet daher einen großen Beitrag im Feld der Segmentationsbewertung, und zeigt ins-
besondere eine Möglichkeit auf, wie eine erste Bewertung einer Segmentationsmethode
durchgeführt werden kann.
Kapitel 5: Connected Component Labeling
In diesem Kapitel wurde eine Connected Component Labeling Methode vorgestellt, wel-
che vorteilhaft auf einer FPGA Plattform implementiert werden kann. Das Verfahren
wurde aufgrund des Einsatzschwerpunktes, der On-Board Bildbewertung von Fernerkun-
dungsbildern in Echtzeit, darauf ausgelegt, Fernerkundungsbilder mit komplexen Inhal-
ten labeln zu können.
Es wird ein Indexbild erstellt, bei dem jedem Segment/Bildbereich ein Index zugeordnet
wird. Es können sehr große Bilder gelabelt werden. Es gibt keine Einschränkung an den
Bildinhalt, d.h. an die Form, Größe und Anzahl der auftretenden Segmente. Dadurch
unterscheidet sich dass in dieser dieser Arbeit entwickelte CCL-Modul von existieren-
den Hardware/FPGA-Lösungen, welche im Hinblick einer Videoprozessierung entworfen
wurden.
Es wurden mehrere Verfahren untersucht. Dabei hat sich die Two-Pass Methode, basie-
rend auf Union-Find Datenstrukturen, als die geeignetste herausgestellt. Daher wurde
ein speziell an diese Anforderungen angepasster Two-Pass Algorithmus entwickelt, und
dessen korrekte Arbeitsweise bewiesen.
Der Algorithmus konnte vorteilhaft auf einem FPGA implementiert werden. Es wur-
den mehrere Versionen entworfen, in Abhängigkeit der parallel durchführbaren Speicher-
zugriffe. Es konnte größtenteils eine Datenstromverarbeitung durchgeführt werden, mit
welcher eine hohe Verarbeitungsleistung erreicht wurde.
Die Verarbeitungsleistung wurde anhand mehrerer Modellszenarien abgeschätzt. Kön-
nen zwei 24Bit Speicherzugriffe durchgeführt werden, kann ein Bild mit 8192 ∗ 8192
Bildpunkten auf einem FPGA, das mit 100MHz betrieben wird, in ungefähr zwei Se-
kunden gelabelt werden. Es können 8 Bilder mit 2048 ∗ 2048 Bildpunkten und mehr als
30 Bilder mit 1024 ∗ 1024 Bildpunkten pro Sekunde verarbeitet werden. Eine derartige
Implementation könnte auf einem (low-cost) Spartan 6 FPGA realisiert werden, wobei
der Ressourcenverbrauch bei mittelgroßen bis großen Modellen zwischen 5% - 10% liegt.
Auf größeren FPGAs, wie dem Virtex 6 FPGAs, liegt der Ressourcenverbrauch bei weit
unter 3% und es können Taktraten weit über 150MHz erzielt werden. Steht nur ein 24Bit
Speicherzugriff pro Takt zur Verfügung, wird ungefähr die doppelte Zeit benötigt. Aber
auch dies ist für die meisten Anwendungen völlig ausreichend.
Es wurde ebenfalls ein Vergleich mit einer Softwareimplementation durchgeführt, wobei
sich herausstellte, dass mit einer FPGA-Implementation, welche mit 12,5MHz betrie-
ben wird, bereits die Leistung eines RaspberryPi erreicht wird, welches mit 700MHz
getaktet ist. Auf einer geeigneteren FPGA-Plattform, wie beispielsweise einem Xilinx
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Spartan-6, kann das CCL-Modul mit über 100MHz betrieben werden, und es wird eine
höhere Leistung erbracht, als mit zwei zu 100% ausgelastete Kernen des relativ modernen
ARM Cortex-A9@667MHz. Mit dieser Leistungsuntersuchung kann abgeschätzt werden,
inwiefern eine Softwareimplementation ausreicht, oder ob eine FPGA-Implementation
notwendig ist.
6.3 Fazit und Ausblick
Das Hauptziel, den rechenaufwendigen Segmentationsprozess auf einem FPGA umzuset-
zen, konnte erreicht werden.
Der gesamte Prozess kann selbst bei sehr großen Bildern6, mit vertretbarem Hardwa-
reaufwand, in weniger als 112 Minuten durchgeführt werden. Kleinere Bilder
7 können in
weniger als einer Sekunde bearbeitet werden. Der Energieverbrauch einer zukünftigen
Verarbeitungseinheit, basierend auf FPGA, dürfte unter drei Watt liegen.
Das Besondere an dieser Arbeit ist, dass große komplexe Daten bearbeitet werden können.
Im Gegensatz dazu sind Verfahren in der Literatur in aller erster Linie darauf ausgelegt
Videodaten zu bearbeiten. Die Einzelbilder sind hierbei weitaus kleiner und weniger
komplex.
Es konnte letztendlich gezeigt werden, dass die grundlegenden Verarbeitungsschritte, die
Segmentation und das Connected Component Labeling, welche für viele Bildanalysever-
fahren benötigt werden, an Bord eines Satelliten mit vertretbarem Aufwand durchgeführt
werden können. Selbst große Datenmengen, wie sie in der Fernerkundung üblich sind, kön-
nen verarbeitet werden. Dies wäre mit einer gewöhnlichen Softwareimplementation nur
schwerlich zu erreichen.
Ein besonderer Wert wurde auf die Qualitätsanalyse des Segmentationsverfahrens ge-
legt. Das Problem, das hierbei auftrat, bestand darin, dass keine Methode zur Verfügung
stand, mit der die Qualität analysiert werden konnte. Es musste daher eine eigene Me-
thode entwickelt werden, welche in dieser Arbeit ausführlich behandelt wurde. Mit dieser
Methode konnte die (qualitative) Leistungsfähigkeit einer Segmentationsmethode auf eine
Art und Weise charakterisiert werden, wie sie ohne die Testmethode niemals gewonnen
hätte werden können. Ein Anwender kann hiermit die Leistungsfähigkeit einschätzen.
Auch können mit dieser Methode verschiedene Verfahren objektiv verglichen werden.
Dies ist eine Besonderheit dieser Arbeit, wie sie der Autor in dieser Art und Weise nicht
in der Literatur gefunden hat.
Einige der in dieser Arbeit entwickelten Module und Methoden, sollen in zukünftigen
Projekten der Gruppe On-Board-Classification, wie der On-Board Schiffsdetektion, Ver-
wendung finden. Eine Frage die sich hierbei stellen wird, ist, wie sich die leistungsfä-
higen FPGA-basierten Verarbeitungsmodule, möglichst gewinnbringend in ein Gesamt-
system integrieren lassen. Besonderes Augenmerk wird hierbei auf das effiziente Zusam-
menspiel zwischen den FPGA- und den Softwarekomponenten gelegt werden müssen.
Gerade in Verbindung mit den neuartigen sehr leistungsfähigen eingebetteten hybriden
6∼ 10000 ∗ 10000 Bildpunkte
7∼ 1000 ∗ 1000 Bildpunkte
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CPU-/FPGA-Plattformen, wie der Xilinx Zynq-7000 Reihe [81], könnten sich hier vie-
le neue Möglichkeiten ergeben, und Anwendungen, welche bisher aufgrund mangelnder

































































































































































































































Abbildung 7.3: Modell-C, Combo 3.5x, Gap Glättung links Filtereinstellung a, rechts
Filtereinstellung b
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1 int hoehe = #Bi ldhoehe ;
2 int b r e i t e = #B i l db r e i t e ;
3 int Lut[#max_nr_of_labels ] //#
4 int img_seg [ hoehe ] [ b r e i t e ] ; //Labelmaske
5 extern uchar img_zsh [ hoehe ] [ b r e i t e ] ;
6 /∗ l o ka l e r Zusammenhang es Bi l d e s i s t h i e r c od i e r t
7 3x3 Umgebung von c
8 c : Zen t r a l e r Punkt
9
10 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
11 ∗ 1 ∗ 8 ∗ 32 ∗
12 ∗ 2 ∗ c ∗ 64 ∗
13 ∗ 4 ∗ 16 ∗ 128∗
14 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
15
16 B e i s p i e l :
17 ∗
18 ∗ c : mit ob igen und l i nken nachbaren verbunden : zsh ( c ) = 2 + 8
19 ∗/
20 int l abe l_cen t ra l , l abe l_ l e f t , label_top , NewLabel = 0 ;
21 uchar zsh , con_left , con_top ;
22
23 // Ers t e r Lauf
24 for ( i =1; i<hoehe ; i++)
25 {
26 for ( j =1; j<b r e i t e ; j++)
27 {
28 zsh = img_zsh [ i ] [ j ] //mem_read
29
30 i f ( zsh == #background_code)
31 {




36 con_left = ( zsh & 2) >> 1 ;
37 con_top = ( zsh [ i ] [ j ] & 8) >> 4 ;
38
39 l a b e l_ l e f t = img_seg [ i ] [ j −1] ;
40 label_top = img_seg [ i −1] [ j ] ;
41
42 i f ( con_left == 0 && con_top == 0) l abe l_c en t ra l = NewLabel++;
43 else i f ( con_left == 1 && con_top == 0) l abe l_c en t ra l = l a b e l_ l e f t ;
44 else i f ( con_left == 0 && con_top == 1) l abe l_c en t ra l = label_top ;
45 else i f ( con_left == 1 && con_top == 1 && (Lut [ l a b e l_ l e f t ] == Lut [ label_top ] )
46 {
47 l abe l_c en t ra l = l a b e l_ l e f t ;
48 }
49 else i f ( con_left == 1 && con_top == 1 && (Lut [ l a b e l_ l e f t ] != Lut [ label_top ] )
50 {
51 min_label = min( Lut [ l a b e l_ l e f t ] , Lut [ label_top ] ) ;
52 max_label = max( Lut [ l a b e l_ l e f t ] , Lut [ label_top ] ) ;
53 l abe l_c en t ra l = min_label ;
54 for ( k=0; k<=Newlabel ; k++)
55 {








64 // Zwei ter Lauf
65 for ( i =1; i<hoehe ; i++)
66 {
67 for ( j =1; j<b r e i t e ; j++)
68 {




Abbildung 7.4: Pseudo-Programmcode eines (klassischen) Two-Pass-Verfahrens ange-
lehnt an das in [77] beschriebene Verfahren, 4-Zusammenhang
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1 int hoehe = #Bi ldhoehe ;
2 int b r e i t e = #B i l db r e i t e ;
3 int img_seg [ hoehe ] [ b r e i t e ] ; // l ab e l image
4 extern uchar img_zsh [ hoehe ] [ b r e i t e ] ; // zsh image
5
6 in i t_stack ( stack ) ;
7
8 int act_label =1;
9 for ( i =0; i<hoehe ; i++)
10 {
11 for ( j =0; j<b r e i t e ; j++)
12 {
13 uchar zsh_code = img_zsh [ i ] [ j ] ; //mem_read
14
15 //Check i f background
16 i f ( zsh_code == zsh_background_code )
17 {





23 index = img_label [ i ] [ j ] ; //mem_read
24
25 // Already Labeled Case
26 i f ( index != 0) continue ;
27
28 put_neighbours_to_stack ( . . . ) ; // see funct i on
29
30 img_label [ i ] [ j ]= act_label ; //mem_write
31
32 while ( stack−>s t a c k l e v e l != 0)
33 {
34 stack_width = stack−>data_widht [ stack−>s t a c k l e v e l ] ; //mem_read
35 stack_height = stack−>data_height [ stack−>s t a c k l e v e l ] ;
36 stack−>st ack l e v e l −−;
37
38 zsh_code = img_zsh [ stack_height ] [ stack_width ] ; //mem_read





44 put_neighbours_to_stack ( zsh_code , pos_x , pos_y , act_label , stack )
45 {
46 i f ( ( zsh_code & code_top ) == code_top )
47 {
48 act_index = img_label [ pos_y ] [ pos_x ] ; //mem_read
49
50 i f ( act_index == 0) //Not l abe ld yet
51 {
52 put_on_stack (pos_x , pos_y−1, stack ) ; // see funct i on





58 i f ( ( zsh_code & code_bottom) == code_bottom)
59 i f ( ( zsh_code & code_right ) == code_right )
60 i f ( ( zsh_code & code_ l e f t ) == code_ l e f t )
61
62 //Analog 8 connected only
63 i f ( ( zsh_code & code_upper_left ) == code_upper_left )
64 i f ( ( zsh_code & code_bottom_left ) == code_bottom_left )
65 i f ( ( zsh_code & code_upper_right ) == code_upper_right )
66 i f ( ( zsh_code & code_bottom_right ) == code_bottom_right )
67 }
68
69 put_to_stack( posx , posy , stack )
70 {
71 stack−>s t a c k l e v e l++;
72 stack−>data_height [ stack−>s t a c k l e v e l ] = posy ; //mem_write
73 stack−>data_widht [ stack−>s t a c k l e v e l ] = posx ;
74 }
Abbildung 7.5: Pseudo-Programmcode des zu Testzwecken implementierten Region-
Growing-Verfahrens, 4-Zusammenhang
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Laufzeitanalyse Algorithmus erster Lauf (detailliert, 8 Zusammenhang))
Fall 1 - Falls conM8(P ) = ∅
µaddr(P ) := P
Fall 2a - Falls µaddr(conM8(P )) = {a} (einelementig)
µaddr(P ) := a
Fall 2b - Falls #(µaddr(conM8(P ))) > 1
µaddr(P ) := min{head(Q) | Q ∈ conM8(P )}
∀Q ∈ conM8(P ) µaddr(Q) := min{head(Q) | Q ∈ conM8(P )}
1. Schnelle Pixel: Fall 1, Fall 2a
2. Langsame Pixel: Fall 2b
3. Takte(Schnelles-Pixel) := clocksfast1
4. Takte(Langsames-Pixel) := clocksslow + clocksmerge(conM8(P ))
wobei:
• clocks_merge(conM8(P )) :=
∑
Q∈conM8(P )
findhead(P ) + relabel(conM8(P ))
• findhead(P ) := depth(P ) ∗ clocksfind_head_per_depth
• depth(P ) : Tiefe der Kette in mit Anfangspunkt P in µaddr
• relabel(conM8(P )) := (#conM8(P )− 1) ∗ clocksrelabel
• Parameter: clocksfast1, clocksslow, clocksfind_head_per_depth, clocksrelabel ent-
sprechen denen des 4-Zusammenhangs (siehe Abbildung 5.29)
Bemerkung: Der 2-Lauf ist bezüglich 4- und 8-Zusammenhang identisch.
Das Laufzeitmodell des 2-Laufs ist in Abschnitt 5.6.2 zu finden.
Abbildung 7.6: Berechnung der Anzahl der Takte, welche für die Berechnung eines Bild-
punktes benötigt werden, 8-Zusammenhang
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7 Anhang
Testbilder Weiß Dreieck Diagonal 1 Diagonal 2 Labyrinth 1 Labyrinth 2
Erster Lauf
Anteil schneller Pixel (in %) 100,00 99,95 100,00 50,34 91,71 87,84
Suchtiefe der findhead(P ) Operation Tiefenverteilung in Prozent
1 - 100,00 - 100,00 81,32 79,19
2 - - - - 17,50 55,53
3 - - - - 1,17 3,26
Zweiter Lauf
Anteile schnelle Pixel (in %) 99,71 99,66 50,05 50,05 59,03 59,03
Abbildung 7.7: Analyse der synthetischen Testbilder, Bildgröße 1024*1024, 8-Zusammen-
hang
Testbilder
Durchschnittliche Takte pro Pixel
Model 1 Model 2 Model 3 Model 4
Weiß 7,00 4,00 2,00 4,00
Dreieck 7,01 4,00 2,00 4,00
Diagonal 1 7,00 4,00 2,00 4,00
Diagonal 2 12,96 7,48 5,48 5,99
Labyrinth 1 8,08 4,65 2,65 4,35
Labyrinth 2 8,29 4,78 2,78 4,38
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