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Abstract
By employing the Deimling fixed point index theory, we consider a class of second-order nonlinear differential systems with
two parameters (λ, µ) ∈ R2+ \ {(0, 0)}. We show that there exist three nonempty subsets of R2+ \ {(0, 0)}: Γ ,∆1 and∆2 such that
R2+ \ {(0, 0)} = Γ ∪∆1 ∪∆2 and the system has at least two positive periodic solutions for (λ, µ) ∈ ∆1, one positive periodic
solution for (λ, µ) ∈ Γ and no positive periodic solutions for (λ, µ) ∈ ∆2. Meanwhile, we find two straight lines L1 and L2 such
that Γ lies between L1 and L2.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The interesting problem on the existence of periodic solutions of ordinary differential systems has been extensively
studied (cf. [1–6]). Among the various methods used in the study of this problem, the fixed point theorem is one of
the most popular [7–9]. Recently, there are a few papers on this field using the Deimling fixed point index theorem
[10,11]. However, to our best knowledge, few are about the high-order differential systems.
Let R+ = {x ≥ 0 : x ∈ R} and R2+ = R+ × R+.
In this paper, we consider the following second-order nonlinear differential system with two parameters:{
u′′(t)+ a1(t)u(t) = λb1(t) f1(u(t), v(t)),
v′′(t)+ a2(t)v(t) = µb2(t) f2(u(t), v(t)), t ∈ R, (1.1)
where (λ, µ) ∈ R2+ \ {(0, 0)}, ai (t) and fi (i = 1, 2) satisfy the properties:
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(H1) ai (t) is continuous and positive for t > 0, ai (t + ω) = ai (t) and maxt∈[0,ω]{ai (t)} < (piω )2 (i = 1, 2);
(H2) fi (x, y) is nonnegative and continuous (i = 1, 2);
(H3) bi (t) is continuous, nonnegative, ω-periodic and
∫ ω
0 bi (s)ds > 0 (i = 1, 2).
The most important step in using the fixed point index theory is to obtain the required fixed point mapping. Since
it is difficult to obtain the fixed point mapping of (1.1) directly, we first transform (1.1) into an equivalent periodic
boundary value problem:
u′′(t)+ a1(t)u(t) = λb1(t) f1(u(t), v(t)),
v′′(t)+ a2(t)v(t) = µb2(t) f2(u(t), v(t)), t ∈ [0, ω],
u(0) = u(ω), u′(0) = u′(ω),
v(0) = v(ω), v′(0) = v′(ω).
(1.2)
In this paper, for any (a, b) and (c, d) in R2, we say that (a, b) ≥ (c, d) if a ≥ c and b ≥ d. Furthermore, if at least
one of the inequalities a ≥ c and b ≥ d is strict, then we say that (a, b) > (c, d). Additionally, we always assume
that
(H4) fi (u, v) is nondecreasing about (u, v) and fi (0, 0) > 0 (i = 1, 2);
(H5) f1∞ := limu+v→∞ f1(u,v)u+v = ∞ and f2∞ := limu+v→∞ f2(u,v)u+v = ∞.
Under the above conditions, we give the following main results.
Theorem 1.1. Assume (H1)–(H5) hold. Then there exists a continuous curve Γ in R2+ \ {(0, 0)}; Γ separates
R2+ \ {(0, 0)} into two disjoint parts ∆1 (bounded and open) and ∆2 (unbounded and open) such that (1.1) has
at least two positive ω-periodic solutions for (λ, µ) ∈ ∆1, at least one positive ω-periodic solution for (λ, µ) ∈ Γ
and no positive ω-periodic solutions for (λ, µ) ∈ ∆2 respectively.
Different from the previous results, we not only prove the existence of Γ , but also point out the approximate
location of Γ in R2+ \ {(0, 0)} by the following results.
Theorem 1.2. Assume (H1)–(H5) hold. Then there exist two straight parallel lines L1 and L2 such that Γ lies between
L1 and L2 in R2+ \ {(0, 0)}.
This paper is organized as follows: in Section 2, we obtain the fixed point mapping of the periodic boundary value
problem (1.2) and introduce fixed point theorems; the lemmas are given in Section 3, and based on the lemmas, we
prove Theorem 1.1; Section 4 is about the proof of Theorem 1.2 and contains an example to support our results. Note
that part 4 is special in this paper.
2. Preliminaries
By the transformation, it is sufficient to study the existence of positive solutions of (1.2) in this paper.
Different from the ordinary boundary value problems, we cannot write the Green function and the fixed point
mapping of (1.2) to obtain the conditions of existence of positive solutions. Therefore, we first consider the following
second-order linear differential system
u′′(t)+ M1u(t) = λh1(t),
v′′(t)+ M2v(t) = µh2(t), t ∈ [0, ω],
u(0) = u(ω), u′(0) = u′(ω),
v(0) = v(ω), v′(0) = v′(ω),
(2.1)
where Mi = maxt∈[0,ω]{ai (t)} (i = 1, 2). Additionally, let mi = mint∈[0,ω]{ai (t)} (i = 1, 2). Clearly, 0 < mi ≤
Mi <∞ (i = 1, 2) since ai (t) is continuous, positive and ω-periodic.
Let X = C([0, ω], R). Then X and X2 = X × X are two Banach spaces with ‖u‖1 = maxt∈[0,ω] |u(t)| and
‖(u, v)‖2 = ‖u‖1 + ‖v‖1. Define K1 = {(u, v) : u(t), v(t) ≥ 0}, Ωr = {(u, v) ∈ K1 : ‖(u, v)‖2 < r} and
∂Ωr = {(u, v) ∈ K1 : ‖(u, v)‖2 = r}. It is easy to prove that K1 is a cone in X2.
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Let βi = √Mi (i = 1, 2) and take
γi = cosβi (t −
ω
2 )
2βi sin
βiω
2
, t ∈ [0, ω].
Define Gi (t, s) (i = 1, 2) by
Gi (t, s) =
{
γi (t − s), 0 < s ≤ t ≤ ω,
γi (ω + t − s), 0 < t ≤ s ≤ ω.
Clearly,
∫ ω
0 G1(t, s)ds = 1M1 ,
∫ ω
0 G2(t, s)ds = 1M2 and
0 <
cos β1ω2
2β1 sin
β1ω
2
≤ G1(t, s) ≤ 1
2β1 sin
β1ω
2
,
0 <
cos β2ω2
2β2 sin
β2ω
2
≤ G2(t, s) ≤ 1
2β2 sin
β2ω
2
.
Let
Tλ,µ(h1(t), h2(t)) = (T1λh1(t), T2µh2(t)),
where
T1λh1(t) = λ
∫ ω
0
G1(t, s)h1(s)ds, T2µh2(t) = µ
∫ ω
0
G2(t, s)h2(s)ds.
It is easy to show that Tλ,µ(h1(t), h2(t)) > (0, 0) for (h1(t), h2(t)) > (0, 0). And by the properties of Gi (t, s) and
hi (t), Tλ,µ is completely continuous. Also, by simple computation and the maximum principle, we establish our first
lemma.
Lemma 2.1. For any h1(·), h2(·) ∈ C([0, ω], R+\{0}), (u(t), v(t)) = Tλ,µ(h1(t), h2(t)) is a unique positive solution
of (2.1). Meanwhile, ‖T1λ‖ = λM1 and ‖T2µ‖ =
µ
M2
.
Secondly, we study the following linear system corresponding to (1.2)
u′′(t)+ a1(t)u(t) = λh1(t),
v′′(t)+ a2(t)v(t) = µh2(t), t ∈ [0, ω],
u(0) = u(ω), u′(0) = u′(ω),
v(0) = v(ω), v′(0) = v′(ω).
(2.2)
Let B1u(t) = 1λ (M1 − a1(t))u(t) and B2v(t) = 1µ (M2 − a2(t))v(t). Clearly, ‖B1‖ ≤ 1λ (M1 − m1) and ‖B2‖ ≤
1
µ
(M2 − m2). Then, from Lemma 2.1, we have
u(t) = T1λh1(t)+ T1λB1u(t), v(t) = T2µh2(t)+ T2µB2v(t).
Since ‖T1λB1‖ ≤ ‖T1λ‖‖B1‖ ≤ 1M1 (M1 − m1) < 1 and ‖T2µB2‖ ≤ ‖T2µ‖‖B2‖ ≤ 1M2 (M2 − m2) < 1, we have
u(t) = (I − T1λB1)−1T1λh1(t), v(t) = (I − T2µB2)−1T2µh2(t).
Let
Pλ,µ(h1(t), h2(t)) = (P1λh1(t), P2µh2(t)),
where
P1λh1(t) = (I − T1λB1)−1T1λh1(t), P2µh2(t) = (I − T2µB2)−1T2µh2(t).
Then we can make the following conclusion.
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Lemma 2.2. For any h1(·), h2(·) ∈ C([0, ω], R+\{0}), (u(t), v(t)) = Pλ,µ(h1(t), h2(t)) is a unique positive solution
of (2.2); Pλ,µ(h1(t), h2(t)) is completely continuous and satisfies
T1λh1(t) ≤ P1λh1(t) ≤ M1m1 ‖T1λh1‖1,
T2µh2(t) ≤ P2µh2(t) ≤ M2m2 ‖T2µh2‖1.
Proof. By expansions of P1λ and P2µ,
P1λ = (I − T1λB1)−1T1λ = (I + T1λB1 + (T1λB1)2 + · · · + (T1λB1)n + · · ·)T1λ
= T1λ + T1λB1T1λ + (T1λB1)2T1λ + · · · + (T1λB1)nT1λ + · · · , (2.3)
P2µ = (I − T2µB2)−1T2µ = (I + T2µB2 + (T2µB2)2 + · · · + (T2µB2)n + · · ·)T2µ
= T2µ + T2µB2T2µ + (T2µB2)2T2µ + · · · + (T2µB2)nT2µ + · · · , (2.4)
P1λ and P2µ are completely continuous since T1λ and T2µ are completely continuous. Thus Pλ,µ is completely
continuous. From (2.3) and (2.4), we get
P1λh1(t) ≥ T1λh1(t), P2µh2(t) ≥ T2µh2(t),
P1λh1(t) ≤ M1m1 ‖T1λh1‖1, P2µh2(t) ≤
M2
m2
‖T2µh2‖1.
The proof is completed. 
Let Qλ,µ(u(t), v(t)) = Pλ,µ(b1(t) f1(u(t), v(t)), b2(t) f2(u(t), v(t))). Since Pλ,µ is completely continuous, Qλ,µ
is completely continuous by the continuity of bi (t) and fi (u(t), v(t)) (i = 1, 2). Also, from the definition of Tλ,µ,
the expansion of Pλ,µ and (H4), Tλ,µ and Pλ,µ are nondecreasing about (u, v) and (λ, µ) respectively. Additionally,
Pλ,µ is continuous about (λ, µ).
Lemma 2.3. (u(t), v(t)) is a positive solution of (1.2) if and only if (u(t), v(t)) is a positive fixed point of Qλ,µ.
The approach of this paper is based on the following fixed index theorems.
Theorem A (Deimling [12], Guo and Lakshmikantham [13] and Krasnoselskii [14]). Let E be a Banach space and
K a cone in E. For r > 0, define Kr = {u ∈ K : ‖u‖ < r}. Assume that T : K r → K is completely continuous such
that T x 6= x for x ∈ ∂Kr = {u ∈ K : ‖u‖ = r}.
(i) If ‖T x‖ ≥ ‖x‖ for x ∈ ∂Kr , then i(T, Kr , K ) = 0;
(ii) If ‖T x‖ ≤ ‖x‖ for x ∈ ∂Kr , then i(T, Kr , K ) = 1.
Theorem B (Guo and Lakshmikantham [13]). Let E be a Banach space and K a cone in E. For r > 0, define
Kr = {u ∈ K : ‖u‖ < r}. Assume that T : K r → K is completely continuous such that T x 6= x for
x ∈ ∂Kr = {u ∈ K : ‖u‖ = r}. Then the i(T, Kr , K ) satisfies the following conditions
(i) If U1,U2 are two subsets of Kr and open in K and satisfy U1 ∩U2 = φ and Tu 6= u for any u ∈ K r \ (U1 ∪U2).
Then
i(T, Kr , K ) = i(T,U1, K )+ i(T,U2, K ).
(ii) If i(T, Kr , K ) 6= 0, then T has at least one fixed point in Kr .
In order to apply Theorems A and B, let K2 = {(u, v) ∈ K1 : u(t)+ v(t) ≥ α‖(u, v)‖2}, where α = lL and
l = min
{
cos β1ω2
2β1 sin
β1ω
2
,
cos β2ω2
2β2 sin
β2ω
2
}
,
L = max
{
M1
m1
1
2β1 sin
β1ω
2
,
M2
m2
1
2β2 sin
β2ω
2
}
.
It is easy to see that K2 is a cone in X2.
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Lemma 2.4. Qλ,µ(K1) ⊂ K2.
Proof. From Lemma 2.2, we have
Q1λ(u(t), v(t)) = P1λ(b1(t) f1(u(t), v(t))) ≥ T1λ(b1(t) f1(u(t), v(t)))
= λ
∫ ω
0
G1(t, s)b1(s) f1(u(s), v(s))ds
≥ λl
∫ ω
0
b1(s) f1(u(s), v(s))ds
and
Q1λ(u(t), v(t)) = P1λ(b1(t) f1(u(t), v(t))) ≤ M1m1 ‖T1λ(b1(·) f1(u, v))‖1
= λM1
m1
max
t∈[0,ω]
∫ ω
0
G1(t, s)b1(s) f1(u(s), v(s))ds
≤ λL
∫ ω
0
b1(s) f1(u(s), v(s))ds.
Therefore
Q1λ(u(t), v(t)) ≥ lL ‖Q1λ(u, v)‖1 ≥ α‖Q1λ(u, v)‖1.
Similarly, we have
Q2µ(u(t), v(t)) ≥ lL ‖Q2µ(u, v)‖1 ≥ α‖Q2µ(u, v)‖1.
So Q1λ(u(t), v(t))+ Q2µ(u(t), v(t)) ≥ α‖Q1λ(u, v)‖1 + α‖Q2µ(u, v)‖1 = α‖Qλ,µ(u, v)‖2.
This completes the proof. 
3. Proof of Theorem 1.1
Define∑
= {((λ, µ), (u, v)) ∈ R2+ \ {(0, 0)} × K1 : (u, v) = Qλ,µ(u, v)},∧
=
{
(λ, µ) ∈ R2+ \ {(0, 0)} : ∃(u, v) > (0, 0) s.t. ((λ, µ), (u, v)) ∈
∑}
.
In this section, through establishing some lemmas, we prove Theorem 1.1.
Lemma 3.1.
∧
is not empty.
Proof. From Lemma 2.4, Qλ,µK1 ⊂ K2. For any R > 0, there exist λ0 > 0 and µ0 > 0 such that
‖Q1λ0(u, v)‖1 + ‖Q2µ0(u, v)‖1 < R, (u, v) ∈ ∂ΩR,
which implies ‖Qλ0,µ0(u, v)‖2 < ‖(u, v)‖2 for (u, v) ∈ ∂ΩR . (H4) tells us that
fi (u, v)
u + v ≥
fi (0, 0)
u + v 7→ ∞, u + v 7→ 0, (u, v) ∈ K2, i = 1, 2.
Then we can find 0 < r < R such that
f1(u, v) >
1
αlλ0
∫ ω
0 b1(s)ds
(u + v),
f2(u, v) >
1
αlµ0
∫ ω
0 b2(s)ds
(u + v), (u, v) ∈ ∂Ωr .
Through direct computation, ‖Qλ0,µ0(u, v)‖2 > ‖(u, v)‖2 for (u, v) ∈ ∂Ωr . It follows from Theorems A and B that
Qλ0,µ0 has at least one fixed point in ΩR \ Ωr , that is,
∧
is not empty. The proof is complete. 
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Lemma 3.2. If (λ1, µ1) ∈∧ and (0, 0) < (λ,µ) ≤ (λ1, µ1), then (λ, µ) ∈∧.
Proof. Suppose (u1(t), v1(t)) be the fixed point of Qλ1,µ1 . Then we have
u1(t) = Q1λ1(u1(t), v1(t))
= P1λ1b1(t) f1(u1(t), v1(t)) ≥ T1λ1b1(t) f1(u1(t), v1(t))
= λ1
∫ ω
0
G1(t, s)b1(s) f1(u1(s), v1(s))ds
≥ λ
∫ ω
0
G1(t, s)b1(s) f1(u1(s), v1(s))ds > 0,
and
v1(t) = Q2µ1(u1(t), v1(t))
= P2µ1b2(t) f2(u1(t), v1(t)) ≥ T2µ1b2(t) f2(u1(t), v1(t))
= µ1
∫ ω
0
G2(t, s)b2(s) f2(u1(s), v1(s))ds
≥ µ
∫ ω
0
G2(t, s)b2(s) f2(u1(s), v1(s))ds > 0.
So (u1(t), v1(t)) and (0, 0) are the upper solution and lower solution of Qλ,µ respectively. Since Qλ,µ is
nondecreasing and compact (Qλ,µ is completely continuous), we can find (u(t), v(t)) satisfying (0, 0) <
(u(t), v(t)) ≤ (u1(t), v1(t)) such that (u(t), v(t)) is a fixed point of Qλ,µ. The proof of Lemma 3.2 is complete. 
Let
∧
1 = {λ > 0 : ∃µ ≥ 0 s.t. (λ, µ) ∈
∧} and∧2 = {µ > 0 : ∃λ ≥ 0 s.t. (λ, µ) ∈∧}. Clearly,∧ ⊂∧1×∧2.
Lemma 3.3.
∧
is bounded above.
Proof. It is sufficient to show that
∧
1 and
∧
2 are both bounded above.
Firstly, we prove that
∧
1 is bounded above.
Suppose that
∧
1 be unbounded, then there exists a sequence {(λn, µn)} ∈
∧
such that limn→∞ λn = ∞. Let
(un, vn) is the fixed point of Qλn ,µn . Thus, un(t)+ vn(t) ≥ α‖(un, vn)‖2 for t ∈ [0, ω]. From Lemma 2.2, we have
un(t) ≥ λn
∫ ω
0
G1(t, s)b1(s) f1(un(s), vn(s))ds, t ∈ [0, ω].
(H5) tells that we can choose R1 > 0 and η1 > 0 such that f1(u, v) ≥ η1(u + v) for u + v ≥ R1. Let
η2 = min0≤u+v≤R1 f1(u,v)u+v . Take η = min{η1, η2}. Then for any (un, vn), we have
f1(un(t), vn(t)) ≥ η(un(t)+ vn(t)), n = 1, 2, 3, . . . .
Therefore
‖un‖1 ≥ λnlηα
∫ ω
0
b1(s)ds‖(un, vn)‖2 ≥ λnlηα
∫ ω
0
b1(s)ds‖un‖1,
which implies λnlηα
∫ ω
0 b1(s)ds ≤ 1. This contradicts with limn→∞ λn = ∞.
Similarly, we can show that
∧
2 is bounded above. The proof of Lemma 3.3 is complete. 
Since
∧
1 and
∧
2 are bounded, we can define λ
∗ = sup{λ : λ ∈ ∧1} and µ∗ = sup{µ : µ ∈ ∧2}. Clearly,
0 < λ∗ <∞ and 0 < µ∗ <∞.
Lemma 3.4. (λ∗, µ∗) ∈∧.
Proof. Suppose the sequence (λn, µn) satisfies (λn, µn) 7→ (λ∗, µ∗) as n 7→ ∞ and (λk, µk) ≤ (λk+1, µk+1) for any
positive integer k. Also, we assume that (un, vn) is the fixed point of Qλn ,µn . So un(t)+ vn(t) ≥ α‖(un, vn)‖2.
Claim. (un, vn) is bounded for any n.
Otherwise, we can find a subsequence {(uni , vni )} of {(un, vn)} such that limni→∞ ‖(uni , vni )‖2 = ∞, where
(uni , vni ) is the fixed point of Qλni ,µni .
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(H5) tells that there exist R > 0 and η > 0 such that f1(u, v) ≥ η(|u| + |v|) for |u| + |v| > R. Since
limni→∞ ‖(uni , vni )‖2 = ∞, there must be a N ∈ {ni : i = 1, 2, 3, . . .} such that uN (t) + vN (t) > R. We choose
appropriate R, η and N such that λN > 0 and
λNαηl
∫ ω
0
b1(s)ds > 1.
Thus, we obtain
‖uN‖1 ≥ uN (t) ≥ T1λN b1(t) f1(uN (t), vN (t))
= λN
∫ ω
0
G1(t, s)b1(s) f1(uN (s), vN (s))ds
≥ λN lαη
∫ ω
0
b1(s)ds(‖vN‖1 + ‖uN‖1) > ‖uN‖1,
which is a contradiction. This proves that {(un, vn)} is bounded.
Let
(xn, yn) = Qλn ,µn (un, vn)− Qλ∗,µ∗(un, vn),
since limn→∞ Qλn ,µn = Qλ∗,µ∗ , then limn→∞(xn, yn) = (0, 0) uniformly on [0, w].
On the other hand, by using the compactness of Qλ∗,µ∗ and the boundness of sequence {(un, vn)}, we see that
there exists a convergent subsequence {Qλ∗,µ∗(un j , vn j )}, where (un j , vn j ) is the fixed point of Qλn j ,µn j . Suppose
lim j→∞ Qλ∗,µ∗(un j , vn j ) = (u0, v0). Thus
lim
j→∞(un j , vn j ) = limj→∞ Qλn j ,µn j (un j , vn j ) = limj→∞[Qλ∗,µ∗(un j , vn j )+ (xn j , yn j )] = (u0, v0).
By the continuity of Pλ,µ(u, v) about (u, v) and (λ, µ), it is clear that (u0, v0) is the fixed point of Qλ∗,µ∗ . This
completes the proof. 
Lemma 3.4 Implies that
∧ =∧1×∧2.
Lemma 3.5. There is no fixed point of Qλ,µ for any (λ, µ) > (λ∗, µ∗) and there is at least one fixed point of Qλ∗,µ∗ .
Proof. From the construction of
∧
and Lemmas 3.1–3.4, we can obtain this result directly.
Let∏
θ
=
{
(λ, µ) ∈
∧
: µ
λ
= tan θ, λ 6= 0
}
, θ ∈
(
0,
pi
2
)
,∏
0
=
{
(λ, µ) ∈
∧
: λ 6= 0, µ = 0
}
,
∏
pi
2
=
{
(λ, µ) ∈
∧
: λ = 0, µ 6= 0
}
.
It is easy to see that
∧ = ∪θ∈[0, pi2 ]∏θ . For fixed θ ∈ [0, pi2 ], let (λ(θ), µ(θ)) = sup{(λ, µ) ∈ ∏θ }. By similar
arguments with Lemmas 3.1–3.5, we can obtain
(i) (λ(θ), µ(θ)) ∈∏θ for any θ ∈ [0, pi2 ];
(ii) for any θ ∈ [0, pi2 ] and any (λ, µ) ∈
∏
θ , if (0, 0) < (λ, µ) ≤ (λ(θ), µ(θ)), then Qλ,µ has at least one positive
fixed point;
(iii) for any θ ∈ [0, pi2 ] and any, if (λ, µ) > (λ(θ), µ(θ)) and µλ = tan θ , then Qλ,µ has no positive fixed point.
Define
Ψ(θ) = (λ2(θ)+ µ2(θ))1/2, θ ∈
[
0,
pi
2
]
,
Γ =
{
(λ(θ), µ(θ)) : (λ2(θ)+ µ2(θ))1/2 = Ψ(θ), θ ∈
[
0,
pi
2
]}
.
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Clearly, if Ψ(θ) is continuous about θ ∈ [0, pi2 ], then Γ is a continuous curve in R2+ \ {(0, 0)} which separates
R2+ \ {(0, 0)} into two parts ∆1 (bounded) and ∆2 (unbounded). Moreover, ∆1, ∆2 and Γ satisfy that Qλ,µ has at
least one positive fixed point for (λ, µ) ∈ ∆1 ∪ Γ and no positive fixed point for (λ, µ) ∈ ∆2 respectively. 
Lemma 3.6. Ψ(θ) is continuous about θ ∈ [0, pi2 ].
Proof. Here we only prove the result when θ ∈ (0, pi2 ). The case θ = 0 and θ = pi2 can be showed similarly. Suppose
Ψ(θ) is discontinuous. Then there exists ε0 > 0 such that, for any δ > 0, |λ(θ)− λ(θ1)| ≥ ε0 or |µ(θ)−µ(θ1)| ≥ ε0
for |θ − θ1| < δ. Without loss of generality, we assume that θ1 < θ and λ(θ1) ≤ λ(θ) − ε0. Note that µ(θ) > µ(θ1)
in this case. From (iii), for (λ(θ1)+ ε0/2, µ(θ1)) > (λ(θ1), µ(θ1)), Qλ,µ has no positive fixed point.
But, on the other hand, since (λ(θ1)+ ε0/2, µ(θ1)) < (λ(θ)− ε0/2, µ(θ)) < (λ(θ), µ(θ)), Qλ,µ has at least one
positive fixed point for (λ(θ)− ε0/2, µ(θ)). From (ii), for (λ(θ1)+ ε0/2, µ(θ1)), Qλ,µ has at least one positive fixed
point. we arrive at a contradiction. So Ψ(θ) is continuous about θ .
Lemma 3.7. For any (λ, µ) ∈ ∆1, Qλ,µ has at least two positive fixed points.
Proof. Let (λ1, µ1) ∈ Γ and (u1, v1) be the positive fixed point for (λ1, µ1). We consider the case that (λ, µ) <
(λ1, µ1). Here, without loss of generality, let λ < λ1.
By the uniform continuity of fi (i = 1, 2) on a compact set, there exists ε0 > 0 such that for any 0 < ε < ε0, for
i = 1, 2, we have
fi (u1(t)+ ε, v1(t)+ ε)− lL fi (u1(t), v1(t)) < min
{
l
L
f1(0, 0)
λ1 − λ
λ
,
l
L
f2(0, 0)
µ1 − µ
µ
}
.
Thus, from the assumption (H4), we can prove that
λ
∫ ω
0
b1(s) f1(u1(s)+ ε, v1(s)+ ε)ds = λ
∫ ω
0
b1(s)
[
f1(u1(s)+ ε, v1(s)+ ε)− lL f1(u1(s), v1(s))
]
ds
+ l
L
λ
∫ ω
0
b1(s) f1(u1(s), v1(s))ds
≤ l
L
f1(0, 0)(λ1 − λ)
∫ ω
0
b1(s)ds − lL (λ1 − λ)
∫ ω
0
b1(s) f1(u1(s), v1(s))ds
+ l
L
λ1
∫ ω
0
b1(s) f1(u1(s), v1(s))ds
= l
L
(λ1 − λ)
∫ ω
0
b1(s)[ f1(0, 0)− f1(u1, v1)]ds + lL λ1
∫ ω
0
b1(s) f1(u1(s), v1(s))ds
≤ l
L
λ1
∫ ω
0
b1(s) f1(u1(s), v1(s))ds.
Similarly, we can obtain
µ
∫ ω
0
b2(s) f2(u1(s)+ ε, v1(s)+ ε)ds ≤ lLµ1
∫ ω
0
b2(s) f2(u1(s), v1(s))ds.
Let
K3 = {(u, v) : −ε < u(t) < u1(t)+ ε,−ε < v(t) < v1(t)+ ε}.
Clearly, K3 is bounded and open and nonempty since (0, 0) and (u1, v1) are in K3. And Qλ,µ is completely continuous
on K2 ∩ K3 since Qλ,µ is completely continuous on K2. Suppose there exist (u, v) ∈ ∂K3 and q ∈ [0, 1] such that
qQλ,µ(u(t), v(t)) = (u(t), v(t)).
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Since (u, v) ∈ ∂K3, there must be t0 ∈ [0, ω] such that u(t0) = u1(t0)+ ε. Therefore,
u(t0) = qP1λb1(t0) f1(u(t0), v(t0)) ≤ qLλ
∫ ω
0
b1(s) f1(u(s), v(s))ds
≤ qLλ
∫ ω
0
b1(s) f1(u1(s)+ ε, v1(s)+ ε)ds
≤ qlλ1
∫ ω
0
b1(s) f1(u1(s), v1(s))ds
< q(u1(t0)+ ε) ≤ u1(t0)+ ε = u(t0),
which is a contradiction. So ‖Q1λ(u, v)‖1 < ‖u‖1 for (u, v) ∈ ∂K3. Similarly, we have ‖Q2µ(u, v)‖1 ≤ ‖v‖1 for
(u, v) ∈ ∂K3. Thus, ‖Qλ,µ(u, v)‖2 < ‖(u, v)‖2 for (u, v) ∈ ∂K3. It follows from Theorems A and B that
i(Qλ,µ, K2 ∩ K3, K2) = 1.
(H5) tells that there exist R f > 0 and η > 0 such that fi (u, v) ≥ η(u + v) for u + v ≥ R f . We choose
R > max{‖(u1 + ε, v1 + ε)‖2, R fα } and η > 0 satisfies
αλlη
∫ ω
0
b1(s)ds > 1.
Thus, for (u, v) ∈ ∂ΩR , we have u(t)+ v(t) ≥ α‖(u, v)‖2 ≥ R f . So
Q1λ(u(t), v(t)) = P1λb1(t) f1(u(t), v(t)) ≥ λl
∫ ω
0
b1(s) f1(u(s), v(s))ds
≥ αληl
∫ ω
0
b1(s)ds‖(u, v)‖2 > ‖(u, v)‖2.
Therefore,
‖Qλ,µ(u, v)‖2 ≥ ‖Q1λ(u, v)‖1 > ‖(u, v)‖2, (u, v) ∈ ∂ΩR .
From Theorems A and B, we have
i(Qλ,µ, K2 ∩ ΩR, K2) = 0,
and
i(Qλ,µ,ΩR \ K 3, K2) = −1.
From the above argument, for (0, 0) < (λ, µ) < (λ1, µ1), Qλ,µ has at least two positive fixed points in K3 and
ΩR \ K 3. Since (λ1, µ1) is any element in Γ , Lemma 3.7 is proved. 
From the above arguments, we directly obtain Theorem 1.1.
4. Proof of Theorem 1.2 and an example
In this section, we prove Theorem 1.2 and give an example to support our results.
From the assumption (H4) and (H5), we have
0 ≤ lim
u+v→0
u + v
fi (u, v)
≤ lim
u+v→0
u + v
fi (0, 0)
= 0,
and
lim
u+v→∞
u + v
fi (u, v)
= 0.
Therefore
lim‖(u,v)‖2=R→0
R
max
‖(u,v)‖2=R
fi (‖u‖1, ‖v‖1) = 0,
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and
lim‖(u,v)‖2=R→∞
R
max
‖(u,v)‖2=R
fi (‖u‖1, ‖v‖1) = 0.
This implies that there exists R1 > 0 such that
R1
max{ max
‖(u,v)‖2=R1
f1(‖u‖1, ‖v‖1), max‖(u,v)‖2=R1 f2(‖u‖1, ‖v‖1)}
= max
R>0
R
max{ max
‖(u,v)‖2=R
f1(‖u‖1, ‖v‖1), max‖(u,v)‖2=R f2(‖u‖1, ‖v‖1)}
.
Then we have the following lemmas.
Lemma 4.1. Assume (H1)–(H5) holds. Then there exists a straight line L1 such that (1.1) has at least two positive
ω-periodic solutions for any (λ, µ) > (0, 0) under L1.
Proof. We take the straight line L1 as follows
L1 =
(λ, µ) ∈ R2+ \ {(0, 0)} : λ
∫ ω
0
b1(s)ds + µ
∫ ω
0
b2(s)ds
= R1
L max{ max
‖(u,v)‖2=R1
f1(‖u‖1, ‖v‖1), max‖(u,v)‖2=R1 f2(‖u‖1, ‖v‖1)}
 .
For any (u, v) ∈ ∂ΩR1 and any (λ, µ) under the straight line L1, we have
‖Qλ,µ(u, v)‖2 ≤ λL
∫ ω
0
b1(s) f1(u(s), v(s))ds + µL
∫ ω
0
b2(s) f2(u(s), v(s))ds
≤ λL max
‖(u,v)‖2=R1
f1(‖u‖1, ‖v‖1)
∫ ω
0
b1(s)ds
+µL max
‖(u,v)‖2=R1
f2(‖u‖1, ‖v‖1)
∫ ω
0
b2(s)ds < R1 = ‖(u, v)‖2.
On the other hand, from Lemma 3.7, there exists R > R1 > 0 such that
‖Qλ,µ(u, v)‖2 > ‖(u, v)‖2, (u, v) ∈ ∂ΩR .
Thus, from Theorems A and B, we have
i(Qλ,µ,ΩR1 , K2) = 1, i(Qλ,µ,ΩR \ Ω R1 , K2) = −1.
The above argument and the assumption (H4) tell that Qλ,µ has at least two positive fixed points in ΩR1 and ΩR \Ω R1
for any (λ, µ) under L1. That is, (1.1) has at least two positive ω-periodic solutions in ΩR1 and ΩR \ Ω R1 for any
(λ, µ) under L1.
Since
lim
u+v→0
fi (u, v)
u + v = ∞, fi∞ = ∞,
then there exist d1, d2 > 0 such that
d1 = min
u+v=R,R>0
f1(u, v)
u + v , d2 = minu+v=R,R>0
f2(u, v)
u + v . 
Lemma 4.2. Assume that (H1)–(H5) hold. Then there exists a straight line L2 such that (1.1) has no positive ω-
periodic solution for any (λ, µ) above L2.
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Proof. We take L2 as
L2 =
{
(λ, µ) ∈ R2+ \ {(0, 0)} : λ
∫ ω
0
b1(s)ds + µ
∫ ω
0
b2(s)ds = 1lαmin{d1, d2}
}
.
We say that Qλ,µ has no positive fixed points for any (λ, µ) > (0, 0) above the straight line L2. Otherwise, suppose
(u1, v1) is a positive fixed point of Qλ,µ for some (λ1, µ1) above L2, then we have
‖(u1, v1)‖2 = ‖Qλ,µ(u1, v1)‖2
≥ lλ1
∫ ω
0
b1(s) f1(u1(s), v1(s))ds + lµ1
∫ ω
0
b2(s) f2(u1(s), v1(s))ds
= lλ1
∫ ω
0
b1(s)
f1(u1(s), v1(s))
u1(s)+ v1(s) (u1(s)+ v1(s))ds
+ lµ1
∫ ω
0
b2(s)
f2(u1(s), v1(s))
u1(s)+ v1(s) (u1(s)+ v1(s))ds
≥ lλ1d1
∫ ω
0
b1(s)(u1(s)+ v1(s))ds + lµ1d2
∫ ω
0
b2(s)(u1(s)+ v1(s))ds
≥ lαmin{d1, d2}
[
λ1
∫ ω
0
b1(s)ds + µ1
∫ ω
0
b2(s)ds
]
‖(u1, v1)‖2 > ‖(u1, v1)‖2,
which is a contradiction. The proof is complete. 
Remark. Following from Lemmas 4.1 and 4.2, the inequality
R1
L max{ max
‖(u,v)‖2=R1
f1(‖u‖1, ‖v‖1), max‖(u,v)‖2=R1 f2(‖u‖1, ‖v‖1)}
<
1
lαmin{d1, d2}
would be true. In fact,
R1
L max{ max
‖(u,v)‖2=R1
f1(‖u‖1, ‖v‖1), max‖(u,v)‖2=R1 f2(‖u‖1, ‖v‖1)}
= max{
1
d1
, 1d2
}
L
= 1
L min{d1, d2} <
1
lαmin{d1, d2} .
Proof of Theorem 1.2. From the above lemmas, we can easily establish that there exist two parallel straight lines L1
and L2 such that Γ lies between L1 and L2. And here we give the forms of L1 and L2. The proof of Theorem 1.2 is
complete. 
Example 4.3. We consider the following second-order differential equations:
u′′(t)+
( pi
2ω
)2
u(t) = λb1eu(t)+v(t),
v′′(t)+
( pi
2ω
)2
v(t) = µb2e u(t)+v(t)2 , t ∈ R,
(4.1)
where b1 > 0 and b2 > 0. Clearly, a1(t) = a2(t) = ( pi2ω )2 and bi (i = 1, 2) satisfy (H1) and (H3) and f1(u, v) = eu+v
and f2(u, v) = e u+v2 meet the assumptions (H2), (H4) and (H5). From Theorem 1.1, we can find a continuous curve Γ
such that Γ separates R2+ \ {(0, 0)} into two disjoint parts∆1 (bounded and open) and∆2 (unbounded and open) such
that (4.1) has at least two positive ω-periodic solutions corresponding to (λ, µ) ∈ ∆1, at least one positive periodic
solution for (λ, µ) ∈ Γ and no positive periodic solutions for (λ, µ) ∈ ∆2 respectively.
Furthermore, by computation, we can obtain l = ω
pi
, L =
√
2ω
pi
and α =
√
2
2 . Thus L1 and L2 have the form as
follows:
L1 =
{
(λ, µ) ∈ R2+ \ {(0, 0)} : λb1 + µb2 =
1√
2epiω2
}
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and
L2 =
{
(λ, µ) ∈ R2+ \ {(0, 0)} : λb1 + µb2 =
2
√
2
epiω2
}
.
From Theorem 1.2, we can conclude Γ lies between L1 and L2.
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