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A data graph is obtained from a data structure by masking out the specific data items 
at nodes of the structure and concentrating only on linkages in the structure. Concerning 
structural uniformities of data graph, A. L. Rosenberg has proved that addressable data 
graphs can be implemented by “relative addressing.” But arbitrarily given data graphs 
do not always have such uniformities. Thus, the principal aim of this paper is to iind some 
tools for approximating those graphs with no uniformities by addressable ones. Here, we 
adopt the notion of onto-homomorphism to formulate the approximation problem of 
data graphs and conduct a partially ordered set theoretic approach to the problem. The 
investigations reveal a necessary and sufficient condition on which an arbitrarily given 
data graph can be approximated by some “addressable” one. 
1. INTRODUCTION 
A data graph is obtained from a data structure by masking out the specific data items 
at the nodes of the structure and concentrating only on the linkages in the structure. 
Structural uniformities in data graphs can often be exploited for systematic access of 
nodes in the graph, facilitating implementation of the graph in a computer. From this 
viewpoint, A.L. Rosenberg conducted his extensive studies on data graphs [l, 21 and 
proved that addressable data graphs, considered as having uniform structure, can be 
implemented by relative addressing. But this is not the case for an arbitrarily given data 
graph, so it comes into our interest to provide some means for approximating non- 
addressable data graphs, i.e., those with no uniformities, by addressable ones. 
We propose here to formulate the approximation problem of data graphs using the 
notion of onto-homomorphism and present a partially ordered set theoretic approach to 
the problem: We first characterize data graphs by right-congruence relations on the free 
monoid A* generated by a set II of atomic linkage symbols. Then we prove that the set 
of data graphs constitutes a partially ordered set under an order defined by onto-homo- 
morphism on the set of data graphs. On the other hand, the set of right-congruence 
relations on rl* is also a partially ordered set under an order defined by the inclusion 
relation on (1” x ./l*. Proving that these two are isomorphic to each other and revealing a 
fine structure of the set of right-congruence relations, we present a necessary and sufficient 
condition for approximating an arbitrarily given data graph by some addressable ones, 
that is, a condition for the existence of some addressable data graphs which are onto- 
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homomorphic images of the given data graph or of which the given data graph is an 
onto-homomorphic image. 
The ideas described here were first presented at the meeting of the Technical Group 
on Automata and Languages, the Institute of Electronics and Electrical Communication 
Engineers of Japan [3] and also at the 2nd USA-Japan Computer Conference [4]. 
2. FUNDAMENTAL CONCEPTS OF DATA GRAPH 
2.1. Dejinition of Data Graph 
The definition of data graph presented here is a modification of Rosenberg’s [l]. Let 
C be a denumerable set of nodes corresponding to data items, let (1 be a finite set of atomic 
link symbols, and let (1” denote the free monoid generated from fl. Each element of (1” will 
be called a link symbol sequence or simply a word. 
Consider a mapping 
S:A+[C+C], (1) 
where [C --f C] is the set of all partiaE transformations over C. The mapping 6 determines 
the atomic link transformation S(a): C + C for each a in fl. Then we extend the domain 
of mapping 6 from /l to /I* as follows: 
S(E) = 1, for the null sequence E, (2) 
where lo denotes the identity mapping over C, and 
S(x . a) = S(x) 0 S(a) for xcfl* and aEfl, (3) 
where . and 0 stand for the concatenation of symbol sequences and the composition of 
mappings, respectively. In the following, . and o will be omitted but no ambiguity will be 
introduced. We will also use the notation S(c, X) for any x in (1” and any c in C to indicate 
cS(x), i.e., S(x)(c). The graphical meaning of S(c, X) is a node to be accessed from the node c 
along the path represented by the link symbol sequence x. 
The three entities C, A, and 6 define a graph, which may be countably infinite, in such 
a way that if S(c, a) = c’ then an arc with label a, running from node c to node c’, is 
determined. The graph is said to be strongly connected if the following strongly-connected- 
ness condition holds: 
vc, Vc’ E c, [3x E A*, S(c, x) = c’]. (4) 
A data graph is a strongly connected graph, which may be finite or countably infinite, 
with a distinguished node c,, E C, called the entrance node. Formally, 
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DEFINITION 1. A data graph r is a quadruple 
r = cc, 4 6, co), (5) 
where C is a countable set of nodes, fl is a finite set of atomic link symbols, 6 is a mapping 
from /f to [C - C] which satisfies the strongly-connectedness condition, and c, E C is the 
entrance node. 
In the following, we will make our discussions for a fixed set /I of atomic link symbols 
and will use the symbol r to denote the set of all data graphs over fl. 
Remark 1. Our definition of data graph is slightly different from Rosenberg’s defini- 
tion [l] in the following two points: (1) our definition specifies the entrance node, and(2) it 
distinguishes atomic link symbols from atomic link transformations. Rosenberg has not 
adopted the notion of entrance node to avoid the case where the entrance node does differ 
from a root node defined in his paper [l].’ Certainly different specification of entrance node 
brings a given graph into different data graph. But it is quite natural to consider graphs 
with different entrance nodes, which are the starting points to access each node in the 
graphs, as representing different accessing schemes. Furthermore, specifying the entrance 
node and distinguishing the atomic link symbols from the atomic link transformations 
give us the advantage that each node can be associated with a uniquely defined subset of 
atomic link symbol sequences, which allow one to access the node from the entrance node. 
By virtue of this advantage we are able to characterize data graphs in terms of relations 
over A*. This characterization will provide us with a new tool to reveal many properties 
of data graphs, and will play an important role in our approximation theory of data 
graphs. 
Remark 2. Our data graph defined above may be considered as an incompletely 
specified transition table of an automaton with countable number of states [5]. This 
suggests a possibility of studying the theory of data graphs in concomitance with the theory 
of automata. 
Next, we introduce the notions of homomorphism and onto-homomorphism concerning 
data graphs. 
DEFINITION 2. Let r = (C, (1, 6, co) and r’ = (C’, /l, S’, ci) be two data graphs. 
A mapping h: C + C’ is called a homomorphism from I’ to I” if the following conditions 
are satisfied? 
(a) h(c,) = I$. 
(b) For Va E fl and Vc E C, 
0) S(c, a) E C - S’(h(c), a) E h(C), 
(ii) S(c, a) E C 3 h(S(c, a)) = S’(h(c), a). 
(6) 
(7) 
1 A. L. Rosenberg, a private communication. 
? In the following, we shall often use symbols S- and o to denote the logical implication and 
logical equivalence, respectively. 
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If a homomorphism h is a mapping from C onto C’, then it will be called onto-homomor- 
phism. Furthermore, if it is onto and one-to-one, then it will be called isomorphism. A data 
graph P is said to be homomorphic, onto-homomorphic, or isomorphic to P, if there 
exists homomorphism, onto-homomorphism, or isomorphism from I’to r’, respectively. 
It should be noted that in the usual definition of homomorphism it is sufficient to have 
only the condition h(S(c, a)) = 6’(h( ), ) c a instead of (b) in Definition 2. Condition (b) 
comes from the fact that the link transformation mappings S(X), where x is in /I*, are 
partial transformations on C. 
2.2. Uniformity of Data Graph 
In this section, we define some kind of uniformity of data graphs and remark some 
fundamental results concerning the uniformity. First we describe some conventions, which 
will be used throughout this paper. 
For a node c in C, V(c) means the subset of link symbol sequences in /l* for which 
S(c, X) is defined, that is, 
V(c) = {x 1 x e cl* and S(c, X) c C}. (8) 
By writing S(X) = S(y) we mean that S(X) and S(y) are equal to each other as sets of 
pairs. In other words, S(x) = S(y) if and only if, for any c in C, S(c, X) = S(c, y), or both 
of S(c, X) and S(c, y) are undefined. 
DEFINITION 3. A data graph r = (C, (1, 6, c,,) is said to be rooted if the following 
condition holds: 
v5 VY E W,), [@II ,4 = %I , y) =+ S(x) = q y)] * (9) 
The class of all rooted data graphs is denoted by lYr . 
Remark 3. Note that there can be a data graph which is rooted in the sense of 
Rosenberg’s definition, but not rooted in the sense of our Definition 2. This comes from 
the specification of the entrance node. For example, consider the data graph presented in 
Example 2, which is rooted when err is chosen as the entrance node as in the example. 
It is obvious that changing the entrance node to caa destroys our rootedness condition. 
But, this does not mean that the class of rooted data graphs is narrowed. Indeed, the class 
of data graphs of which entrance nodes coincide with roots of Rosenberg [l] does just 
coincide with that of rooted data graphs defined by Rosenberg. 
DEFINITION 4 (Rosenberg [l]). Let r = (C, (1, 6, cO) be a data graph. An addressing 
scheme for I’ is a total function 
a: c -+ s(A*) (10) 
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such that 
(4 
(b) 
&I) = L2 9 
for all a E fl and c E C, if 6(c, a) E C then a@(~, a)) = a(c) S(a). 
(11) 
(12) 
We say that I’ is addressable if it admits an addressing scheme. 
Some fundamental results concerning the rooted data graphs have been obtained in 
Ref. [I]. They are summarized in the following proposition: 
PROPOSITION 1 (Rosenberg [I]). 7% f II e o owing three statements for a data graph r are 
equivalent: 
(1) The data graph I’ can be realized by a relative addressing scheme. 
(2) 7% data graph I’is addressable. 
(3) The data graph I’ is rooted. i 
The formal definition of relative addressing scheme is formulated in Ref. [l]. 
This proposition motivates our development of an addressable approximation theory of 
data graphs in this paper. This point will again be referred to later. 
3. CHARACTERIZATION OF DATA GRAPHS BY 
RIGHT-CONGRUENCE RELATION OVER (1* 
A relation R over (1” is a subset of (1” x A* and whenever (x, y) is in R we write 
x R y. A relation R which is (i) reflexive, (ii) symmetric, and (iii) transitive is called an 
equivalence relation. The R-equivalence class containing x is denoted by R[x]; that is, 
R[x] ={yjyEA*andxRy}. (13) 
A relation R satisfying the following condition 
xRy 3 tlz~A*, [xzRyz] (14) 
is said to be right-invariant. An equivalence relation R which is right-invariant is called 
a right-congruence relation. A left-congruence relation can be defined similarly. A relation 
which satisfies the right- and the left-congruence conditions simultaneously is called a 
congruence relation. 
Now, denote the set of all right-congruence relations over A* by Br and define the 
following mapping #: 9,. + W,: For R E 2&. , 
W) = 1(x, Y) I x R Y or x9 Y I PreJix W4h (15) 
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wherepre$x (R[E]), called as thepre$x set of R[E], is defined by 
The relation #(R) of (15) can be shown to be a right-congruence relation, hence in 9S’r ,
as follows. 
(1) The reflexivity and symmetry of #(R) are obvious. 
(2) To establish transitivity, say that x #(R) y and y $(R) x, and consider the 
following cases. 
(a) x R y and y R z: then x R .z so x $(R) z since R is transitive. 
(b) x, y, x #preJix (R[E]). Then x 4(R) 2: by (15). 
(c) x Ry and y, x $prejix (R[E]). Then x $pre$x (R[E]), so that x 4(R) z. For 
assume that x Epe$x(R[E]). It follows that, 
for some WEA*, [xwR~]. 
But since A is right-invariant, 
so that 
xw Ryw 
ywR~ 
by transitivity of R, so y Eprejix (R[E]), a contradiction. 
(3) Finally, the right-invariance of I/J(R) is immediate from the right-invariance of R 
and the definition of pre$x (R[E]). 
Thus, the mapping 9 is well defined. 
We write Q for the image of # with domain 9?r , i.e., 
The mapping 1,4 naturally defines an equivalence relation w4 over 9&. by 
R, -fi & - WI) = WJ (17) 
and the equivalence class of wB containing R in W, , denoted -*[RI, is: 
wd [R] = {R’ / R’ E 9?V and R wlb R’). (18) 
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Then, Q is a set consisting of representatives of the quotient set Br/-$ , as the reader 
can verify. 
In the following, we shall characterize data graphs by right-congruence relations, that is, 
we shall show that if we identify a data graph with any other one to which it is isomorphic 
there exists a one-to-one mapping between the set I’ of data graphs and the set Q of 
right-congruence relations over A* defined above. 
It is pertinent here to note that this characterization of data graph corresponds to an 
extension of the characterization of finite automata through the right-congruence relation 
[Sj to incompletely specified automata with countably infinite states. The reader will find 
that this part of the development culminates in Theorem 1. 
DEFINITION 5. (i) Define a mapping 1: I’ + Q as follows: For any r = (C, A, 6, c,,) 
in r, 
1 (r) = {(x, y) 1 S(c, , X) = S(c, , y) or neither S(c, , X) nor S(c, , y) is in C}. (19) 
(ii) Define a mapping T : Q + r as follows: 
For any R in Q, 
T (4 = (CR 3 -4 6, ,4> 
where 
(1) CR = {R[x] ! x EP~$X (RCcl)), 
(20) 
(21) 
(22) 
(3) cR = R[E]. 
The mappings 1 and T are well defined as explained below. 
ASSERTION 1. For any data graph T, I(T) zs a right-congruence relation such that 
4(uY = J-(r)* 
Proof. It is clear from the definition of (19) that I(r) is an equivalence relation. 
Moreover, I(r) is right-invariant as shown by the following: 
For any x and y in A*, 
x I(r) Y * S(c, 4 = S(co , y) or Sh j 4 % j y) $ C, 
5 Vz: E A*, [S(c, , xz> = @co , ~2) or S(c, xz), W, , y.4 $ Cl, 
=s- vz E A*, [xz I(r)yz]. 
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Thus, l(r) is a right-congruence relation. Finally, the definition implies that LI* -prefix 
(l(r)[c]) is an equivalence class of l(r) and thus #(l(r)) = I(r). 1 
ASSERTION 2. For any R in Q, T(R) is a datagraph. 
Proof, Since R is a right-congruence relation, the mapping 6, is well defined. More- 
over, 6, satisfies the strong-connectedness condition. Thus, T(R) satisfies the conditions 
of Definition 1. 1 
Now, we have come to the position to prove that Q characterizes I’. First, we should 
remark that for a data graph r, prefix (l(r)[c]) is the set of x such that S(c, , x) is in C. 
That is, 
LEMMA 1. For each datagraph l’ = (C, A, 6, c,J, 
Proof. By definition of V and by strongly-connectedness of r. 4 
On the other hand, it is clear from Definition 5 that for each R in Q and for each x in 
prefix (R[E]), SR(R[c], x) is in CR when cR = R[E] is taken as the entrance node of the 
data graph T(R). 
Now we have the following theorem: 
THEOREM 1. (I) For any R in Q, 
UT(R)) = R. 
(II) For any r in r, T( I(T)) is isomorphic to l7 
Proof. (I) If R is in Q then by the definition of 1 we have the following. 
For any x and y in A*, 
&@[~I, x) = SdR[~l, Y) E CR 
x Ii’ o neither S,(R[c], x) nor S,(R[c], y) 1 
or 
is in CR 
* x ICTPVY (by the definition of I). 
(II) For a data graph r, let l(r) be written as R, , which is in Q by Assertion 1. 
According to (20) we write 
T(lVX = TP,) = (CR. 9 4 SR, > R&l)- 
Define a mapping h: CRs + C by: 
VW) = @o y-4 for all x EpreJix (RJE]). 
This mapping h can be proved to be an isomorphism from T(R,) to r as follows: 
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(1) It is clear that h(R,[e]) = S(c, l ) = c,, . 
(2) For any a in A and R,[x] E C’s, , 
(9 SR~(&M 4 E CRY * %bl E CR, 
9 xa 6 prejix (R,[E]) 
-z- S(c, , xa) E c (by Lemma 1) 
CJ qq%l > x), a) E c 
SC- va[~l), 4 E c 
(ii) ~i&W, 4 E CRY 
3 htp&l> 4 = &I[4 (by (22)) 
* h(sRg(R,[xl, a)) = h(R,[xal) 
= S(c, ) xa) 
= V(% , 4, 4 
= S(h(R,[x]), a) (by the defimticn of h). 
Thus, we have proved that the mapping h is a homomorphism from T(R,) to l? 
Furthermore h is one to one and onto as shown below: 
(3) For any %I3 %M in cR , g 
Thus, h is one to one. 
(4) For any c in C, there exists x in A* such that S(c, , x) = c by the strongly- 
connectedness of r. This x is in prefix (R&c]) by Lemma 1, then R,[x] E CR. . Therefore, 
for any c in C, 
=c+l, V4R,[4) = S(c, x) = c] 
implying that h is onto. 
Thus, we have completed the proof of the theorem. 1 
This theorem says that if the isomorphic data graphs are considered to be identical, 
1 and T are the inverse mappings of each other and then they are bijections. This fact 
implies that the set Q of right-congruence relations characterizes the set I’ of data graphs. 
Throughout the following we identify a data graph with one to which it is isomorphic. 
EXAMPLE 1. Consider a data graph r of Fig. 1, which is usually called an infinite 
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binary tree. Here C = (1, 2, 3 ,... >, fl = (a, b, } c an cO = 1. 6 will be easily read in the d 
figure. l(r) is a right-congruence relation as explained below: 
First, define a relation R on fl* by 
xRy<+$ =i for any x and y in /l*, 
where B is such a sequence that when we apply the rewriting rules3 ac -+ E and bc --f E 
to the sequence X, we eventually have the sequence x to which any more applications of 
FIG. 1. An infinite binary tree r. The double circle means the entrance node. 
these rules are impossible. Clearly R is the right-congruence relation. It will be easily seen 
that 
i(r) = W). 
The data graph T( I(P)) derived from r of Fig. 1 is shown in Fig. 2, where each 
node @ corresponds to the right-congruence class I(~)[x]. A glance at Figs. 1 and 2 
gives us an intuitive illustration of Theorem 1. 1 
Building upon Theorem 1, we proceed to characterize the uniformity of data graphs. 
Consider the following condition for R in Q. 
r-condition: -JR] contains at least one congruence relation Rcong . By Qr we denote 
the subsets of Q whose elements satisfy the r-condition. 
First we present the following two lemmas concerning QT and rr . 
LEMMA 2. For any R in Q,. , T(R) is rooted, i.e., 
T(QJ C r, . (24) 
3 This rewriting system is a general replacement system with the Church-Rosser property[6], 
which asserts that 2 is uniquely determined independently of the application order of the rules. 
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Proof. Let R be any member of Qr . By r-condition there exists a congruence relation 
Rcong such that R wIL Rcong . For this RC,n, we can construct a data graph T(#(Rcong)) = 
(C 4 6 Whmd4 according to (ii) of Definition 5. This data graph can be proved 
to be rooted as follows: 
I I I I 
I I I I 
I I I I 
FIG. 2. T(l(r)). 
For any x andy in V($(R,,,,)[E]) = prefix ($(Rcong)[~]) (cf. Lemma 1 and Theorem l(I)), 
we can deduce: 
W(R~OII~)[~I~ 4 = WPc~nd[~l~ Y> 
* WGon~)[~l = ~XRcond~l 
* &ond4 = &ng[~l (by the definition of 4) 
* V x E A*, [&n&~] = &on&y]] 
3 V x E A*, W&md~~l = ~(Rcond~~ll 
* V WLmd[~l E C> P%,VGon~)[~lXl, 4 = W(Rcon,)L4zl, r)l 
proving that T($(&,s) is rooted. 
On the other hand, R -I1 Rcong implies R = #(Rcong). Thus, T(R) is rooted. 1 
The following is the converse of Lemma 2. 
LEMMA 3. For any r in I’,. , there exists R in Q, such that T(R) is isomorphic to r. 
That is, 
r7 C T(Q,)- (25) 
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Proof. For a data graph r in I’,. , we define a relation R, over A* by 
vx, vy E A*, [X&-Y -W = S(y)l. 
R, is clearly a congruence relation. 
We can also prove that R, -& I(r) as follows: 
x E V(c,) - S(c, , x) E c 
* b E/l* -Lpqc, , XY) = qc, 41 
0 3y E A* [S(xy) r S(c)] 
o 3y E A*, [xy Rr l ] 
9 x ~pre$x (R,[c]). 
This result, together with Lemma 1, asserts that 
(26) 
(by strongly-connectedness) 
(by rootedness) 
(by definition of R,) 
PreJx (WI) = z%J~ U(~)H)- (27) 
Next, for any x, y in prejx (Rr[c]), 
x R-Y 0 %4 = S(Y) (by definition of R,) 
* @, , x) = qc, ,Y> (by rootedness) 
*x -LpJY. (281 
From (27) and (28), R, wIG l(r), i.e., #(R,) = l(P) holds. Since T(l(r)) is isomorphic 
to r by (II) of Theorem 1, l(#(R,)) is isomorphic to I’. Then we conclude that #(Rr) is 
the desired right-congruence relation R in Q, such that T(R) is isomorphic to l? 1 
By combining Lemmas 2 and 3 we have: 
THEOREM 2. rr = T(Q,). I 
Recalling Theorem 1 we can rewrite this theorem by: 
THEOREM 2’. Urv) = QT. I 
These theorems are analogous to Theorem 1, saying that each rooted data graph can be 
characterized by a member of Q,. . 
Exploiting again the relation R, defined by (26), we can prove the following corollary. 
COROLLARY 1. Let 9, denote the set of all congruence relations over A*. Then, 
Q, = YY%)- 
Proof. It is clear from definitions of 4 and Q,. that #(Se,) C Q,. . The converse 
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Qr C I/J(~J can be proved as follows: From an arbitrarily given R in Q,. we can derive a 
rooted data graph T(R) by Lemma 2. For this T(R), we define a congruence relation 
R r(R) as in (26). Then we know from the proof of Lemma 3 that R = l(T(R)) w4 RTcR) . 
Thus, R is contained in $(9,). 4 
EXAMPLE 2. Define a relation RO by 
R, = {(x, y) 1 x = y or x, y E {E, ab, cd} or x, y E (a, UC, ad}} 
and denote the congruence closure of R,, by R, i.e., R = TO(R,,).~ Then, T(#(R)) can be 
illustrated as shown in Fig. 3, where each node w corresponds to #(R)[w]. 
Consider a rooted data graph shown in Fig. 10 of Rosenberg [I], that is, a data graph 
r = (C, 4 6 Cll), where C = {cij 1 ;,j = 1,2, 3 ,... }, /1 = {a, 6, c, d}, and 6: /l--t 
[C -+ C] is determined by 
qcij 2 4 = ci+1.j 
s(Cij 9 c> = %.j+l if i=l 
= Cij otherwise 
S(cij , b) = Ci-1.j , where i > 1, 
and 
wij 9 4 = ci,j-1 if i = 1, where j > 1, 
= Qj if i > 1, where j > 1. 
As easily known from. Fig. 3 and the above definition, we can prove that T(#(R)) is 
isomorphic to r. Conversely, we can also prove that I(r) = #(R). 1 
Discussions similar to Theorem 2 lead to characterization of three other uniformities 
of data graphs defined by Rosenberg [I]: 
A data graph r = (C, fl, 6, c,,) is said to be deep-rooted if the following condition holds: 
VT vy E V(c,), P(x) = S(Y) or %4 fl S(Y) = 41. (29) 
A data graph r is said to be free-rooted if the following condition holds: 
vx, vy E V(c,), vu E II, [S(x) = S(yu) or S(x) n S(yu) = 41. (30) 
A data graph I’ is said to be universally rooted if the following condition is satisfied: 
vc E c, vx, vy E V(c), MC, 4 = &,Y) * w = S(Y)]. (31) 
4 7 and 0 are the operations to give the transitive closure and right- and left-invariant closure of a 
relation R, . Thus, d(RO) is the minimal congruence relation containing R. , since R, is already 
reflexive and symmetric. As for details, refer to the begining part of Chapter 5 of this paper. 
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a 
b 
c d 4 
d- 
a 
E 1 
b 
FIG. 3. The data graph T(#(R)) of Example 2. 
These definitions are somewhat different from Rosenberg’s because of our definition of 
data graphs. But they are essentially the same. Recall Remark 3. By rd , 1’1 , and lYU , we 
denote the classes of deep-rooted, free-rooted, and universally rooted data graphs, 
respectively. 
Consider the following three conditions for R in Q: 
dr-condition: R satisfies the r-condition and for Vx, Vy, Vz E pre$x (R[E]), 
zxRzy =s xRy. (32) 
jr-condition: R satisfies the r-condition and for Vx, Vy, Vx ~prefix (R[E]) and Va E A, 
xxRzya 3 xRya. (33) 
w-condition: R satisfies the r-condition and for Vx, Vy E A*, 
xyR< +yxR~. (34) 
BY Qdry QfTy and QyTp we denote the subsets of Q whose elements satisfy the dr-, jr-, 
and ur-condition, respectively. 
THEOREM 3. (i) I(lYd) = Qdr and epuiwahtly rd = T(Qdr). 
(ii> .l(rJ = Qrr and equivalently rr = T(Q&. 
(iii) l-(r,) = QUr and equivalently ru = T (Q,J. [ 
The proof of Theorem 3 is sufficiently similar to that of Theorem 2 so that the proof 
is omitted. 
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4. PARTIAL ORDER RELATIONS OVER I’ AND Q 
In the preceding chapter, we have characterized data graphs in terms of right-congruence 
relations over A* and we have also characterized several uniformities of data graphs in 
terms of congruence relations with respective properties. In this chapter, we will prove 
that the partially ordered set I’ with an order -+ defined by onto-homomorphism on I? is 
isomorphic to the partially ordered set Q with an order < defined from the inclusion 
relation _C of right-congruence relations. This result will provide a useful tool to develop 
our approximation theory of data graphs. 
DEFINITION 6. The relation ---f over I’ is defined as follows: For any r, and r, in r, 
r, -+ r, o There is an onto-homomorphism from r, to I’, . 
DEFINITION 7. The relation < over Q is defined as follows: 
For any R, and R2 in Q, 
R, < R, -C=S R, C R, and pre$x (RJE]) = prefix (R,[E]). 
It can easily be checked that both relations -+ and < are reflexive, antisymmetric, and 
transitive, therefore they are partial orders .5 This means that r and Q constitute partially 
ordered sets (I’, +) and (Q, <) under the orders --f and <, respectively. 
Figures 4 and 5 are provided for the sake of the intuitive understanding of -+ and <. 
a 
b 
FIG. 4. An illustrative example for the order +. 
For r, and ra in Fig. 4, if an h: r, + r, is defined so that h(dJ = ci for all i and 
h(4’) = ~3 , then h is an onto-homomorphism and thus ra + I’, . 
Figure 5 illustrates the order <. Suppose RI and R, are given as partitions of A*. Two 
classes A* - preJix (RJc]) and A* -prefix (R,[E]) are equivalence classes of R, and R, , 
respectively. R, < R, means that these two classes are same and R, is a refinement of R, . 
j Recall Theorem 1. Here all isomorphic data graphs are considered identical. 
571/17/I-2 
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A” - prefti(R1[El) A” - prefis(Rn[e’l) 
Rl R2 
FIG. 5. An illustration of the order <. 
THEOREM 4. The partially ordered sets (I’, --+) and (Q, <) are isomorphic. That is, 
(r, --> si (Q, <I. (35) 
Proof. We have already observed in Theorem 1 that the mapping 1 (or T) is a 
bijection between r and Q. Thus, it is sufficient to show that for any RI , R, E Q, 
R, G Rs + T (RI) --+ T(k). 
Recall the definition of the mapping T from Definition 5, and put T(R,) = 
(C-1 34 8, , WI) and T(h) = (‘A 3 4 6, > R&l). 
(i) Proof of T(R,) -+ T(R,) 3 RI < R,: T(Rl) + T(R,) implies that there 
exists an onto-homomorphism from T(R1) to T(R,), which will be denoted by h. For 
any x in A*, we have 
x ~pyefix Kkl) 0 R&l E CI 
- WW~ 4 E G 
0 URd4 4 E G (since h(R,[c]) = R,[E]) 
0 R&l E G 
o x E prejix (R,[E]). 
That is, pre$x (R,[E]) = preJix (R,[E]) and then A* -prefix (RJE]) = A* - pref;x (R,[c;l), 
which is an equivalence class of R, and R, since both relations are in Q. 
Furthermore, for x, y l prefix (RJE]), we have 
x 4 Y * WW, 4 = WU4 Y> E G 
- W,(W3, 4) = 4MWl~ Y>> E C, 
* Wd4 4 = WW, Y) E C-8 
* R&l = UYI 
* xR,y. 
Thus, R, is a refinement of RI , i.e., RI C R, , and so (i) is proved. 
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(ii) Proof of RI < R, 2 T(R,) + T(R,): Define a mapping h: C, ---f Cs by 
for all x E fl*. 
m[4 = WI 
This mapping h is well defined, since the premise of (ii) asserts that 
and 
The following arguments prove that the mapping h is an onto-homomorphism: 
(1) From RI < R, , we have 
implying that h is onto. 
(2) The conditions for homomorphism given by (6) and (7) in Definition 2 are 
satisfied as shown below: 
(4 WU4~ 4 E G * xa E PyeJx VW) 
9 xa E prejx (RJE]) 
9 W&l, 4 = W@&l)~ 4 E G 
(b) If 6,(R,[x], a) is in C, , 
WdWl, 4) = WM4) = R&4 
and 
Thus, 
Theorem 4 says that the mathematical structure of the partially ordered set (I’, +) is 
identical to that of (Q, <). This allows us to reveal the fine structure of (I’, -) through 
investigation of that of (Q, <). 
5. STRUCTURE ANALYSIS OF (Q, <) 
In this chapter we shall reveal some fine structure of (Q, <). For this purpose, it is 
necessary to have some knowledge concerning properties of relations over A*. Let 9 be 
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the set of all relations over A*, i.e., all subsets of fl* x A*. We define the operations 
*, x , and -l on L?%’ as follows: For any relations R, , R, and R, 
(1) R, . R, = &T Y> I 3 z~A*,xRrzandxR,y}, 
(2) 4 0 & = {(xu, YV) I x .Rl y and u R2 4, 
(3) R-l = {(Y, 4 I x RY). 
Also define next two special relations of ~22’. 
(4) 1 = 1(x, 4 I x E A”>, 
(5) 0 = {(x, y) / x,y EA*} = A* x A*. 
These operations and relations are used to define the following mappings p, u, T, & , 0, , 
andBon& 
(6) p(R) = R u 4 
(7) o(R) = R u R-l i 
(8) T(R) = (JLl Ri, where Ri = Rm for any i > 0, 
(9)s B,(R) = R u I @ R = I @ R, 
(10) B,(R) = R u R @I = R @I, 
(11) B(R)=RuIORuROIu~OROI=~~RRO. 
LEMMA 4. For any R in 92, 
+JWN) = 4ww 
is the equivalence closure of R, i.e., the minimal equivalence relation containing R. 1 
LEMMA 5. For any R in W, 
(i) T(O,.(u(p(R)))) is the right-congruence closure of R, 
(ii) 7(&(+(R)))) is the left-congruence closure of R, and 
(iii) r(e(u(p(R)))) is the congruence closure of R. i 
LEMMA 6. For any R in 9, if R is a right- (left-) invariant relation, then r(R) is also 
right- (left-) invariant. 1 
Concerning proofs and discussions for these lemmas, refer to, e.g., Ref. [7]. 
Now, we define a subset ~2 of P(d*), power set of (1*, as follows: 
Sz = {w I WC/l*, REQ,prefx(R[~]) = A* -CO) (36) 
6 Note that the second equalities in (9), (lo), and (11) come from the fact E E A*. 
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and we also define a subset QW of Q for each w in L2 as follows: 
Qw = (A 1 R E Q, prejix (R[c]) = A” - CO}. (37) 
Then, we can prove the following theorem. 
THEOREM 5. The partially ordered set (Q, <) is the direct sum of (Qw , <). Moreover, 
(Qw , <) is isomorphic to (Q,,, , C). That is, 
(9 Q = Uwp~ Qu , 
(ii) If wI # w1 then Qw, n Qw = 4. 
(iii) If w1 # w2 then for R, E 8, , & E Qw, > neither R, < RR, nor R, < R, holds. 
(iv) For any w in fin, 
Proof. (ii) and (iv) are obvious from the definitions of J2 and QW . Since Qw C Q for 
any w E Sz, uwEp QW Z Q is clearly true. Conversely, for any R in Q, there exists an w in L2 
such that Qw determined by w involves R. That is, for any R in Q there is QW such that R 
is in QW . This implies Q C lJWES) Qw . Thus, (i) is proved. 
Finally, (iii) can be proved as follows: Suppose RI < R, or R, < RI . This implies 
pre$x (R,[E]) = prejx (R,[E]) and then R, , R, E Qw for w = A* - prefix (RJE]), a 
contradiction. 1 
The assertion (iv) of Theorem 5 states that we can identify (QW , C) with (QW , <). 
Thus, we will analyze the structure of (QW , C), instead of (QW , <), to reveal some finer 
structure of the latter. In the following we consider an arbitrary fixed w in 52. 
THEOREM 6. Every subset M of Qw has a least upper bound sup M in (Qw , C). Thus, 
(Qw , C) is a complete upper semilattice. 
Proof. For any subset M of QW , define R, by 
R, = u R. 
REM 
Then the equivalence closure of RM given by 
is sup M. This can be demonstrated by showing 
(9 #W E Qu p 
(ii) T(R,) E U(M), h w ere U(M) is the set of all upper bounds of M in (QU , c), 
and 
(iii) T(R,) = min U(M). 
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Proof of (i). Th e relation R, is right-invariant because of the definition. So, with 
Lemma 6, we know that T(R~) is also right-invariant. Thus, it is sufficient to show that 
prejix (T(R,)[E]) = A* - w and t,b(~(R~)) = T(R,). 
Suppose an x be in prefix (~(Rd[c]). For this x, 
3y E A*, [XY +bfM) 61. 
Then by the definition of 7, we have 
3Wl , 3w, )..., 3w, f .A*, PY R M w, 9 ~1 R, w, ,..., w, RA., ~1 
for some n > 0. From the construction of R, by (38), there must be an R in M such that 
w, R E. Thus, we know 
(a) w, EpreJx (R[E]) = A* - W. 
On the other hand, for any i (2 < i < n), if wi-r RMruWi and wi E A* - w, then there 
exists an R in &I such that wiel R Wi . Thus, 
(b) w,EA*- w implies wiPI E A* - w. 
From (a) and (b), weknowthatxyEA*--andsoxEA*--. 
Conversely, suppose that x is in A* - w. Then, for all R in Qw , we have 
imp1 y ing 
3yEA*, xy R E. 
Of course this is true for any R in M. Thus the definitions of R, and 7 assert that 
xy T(R,) E. Thus, x is in prejix (T(R~)[c]). 
Next, since #(T(R~)) C T(R,) is clear from the definition of 4, the only necessity for 
the proof of t,b(~(R,)) = T(R~) is o s t h ow the converse $(T(R~)) C d,R,). This is asserted 
as follows: For any x, y in A*, 
x #(T(R,)) y * x, y E A* - p&c (+?&1) or x dRd Y 
=a X,YEuJ or x T&W) Y
=t=- x R,y or x T(RM)Y 
5 x T(RM)Y- 
We can easily confirm (ii) by noting that R C T(R,) holds for any R in M because of 
the definitions of 7 and RM. 
Proof of (iii). Suppose that x r(R,) y for any x and y in A* - w. Then, from the 
definitions of 7 and RM we have 
3R, ,..., 3R, E M, 3w, ,..., ~~,-~EA*,[xR~~~,~~R,~,,...,~,,R,YI 
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for some n > 1. Then for any R in U(M), 
holds. 
x R w1 , w1 R w2 ,..., w,,-~ R y 
Since R is a right-congruence relation, we obtain 
xRy. 
Thus, for any R in U(M), we know that 
T(R,) C R 
and together with the fact (ii) we can conclude that 
T(R~) = min U(M). 1 
This theorem says that (Qw , -C) has a property similar to that of a complete lattice. But, 
generally it is not even a lattice. In fact, we can show an example of (Qw , C) which is not 
even a lower semilattice. 
LEMMA 7. (QW, -C) is a lower semilattice if and only if 
V& , VR, E Qw, [R, n R2 E QJ. 
It is clear from Theorem 6 that the above condition is also necessary and sufficient 
condition for (Q. , Z) to be a lattice. 
Proof of Lemma 7. The sufficiency is clear from the well-known fact that for any 
RI and R, in Qo, R, n R, is the maximal right-congruence relation being included 
in both of RI and R, . 
The necessity is proved as follows: The property of R, n R, just described above 
means that there exists no right-congruence relation R in Q and so in Q,,, such that 
R _C R, , R C R, , and R, n R, $ R. So, if the greatest lower bound inf (RI , R2) for R, , R, 
exists, it must be refinement of R, n R, . Suppose R, n R, is not in Qw . Then pre$x 
((RI n R2)[4 f pre$x VW). Th ere ore f for any candidate R for inf (RI , R,), pre$x 
(R[E]) # prejix (RI[e]), i.e., R 4 QW holds. This leads to the conclusion that if inf (R, , R,) 
exists in QW then R, n R, must be in QW . 1 
This lemma may be interpreted as saying that if inf (R, , R,) exists in QW then it is 
just RI n R, . Now we use this result to show an example of (Q. , C) which is not a lower 
semilattice. 
EXAMPLE 3. Let w = A* - {a, 6}*. Consider R, and R, in Q corresponding to data 
graphs r, and I’, shown in Fig. 6, i.e., R, = JJrr) and R, = I(T’J. 
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Then we can easily observe that R1 and R, are in Qw and also know that 
Thus, (R, n R&E] = {E}, which implies R1 n R, 6 QW . By Lemma 7, we know this 
(Qw , C) is not a lower semilattice and hence not a lattice. 1 
COROLLARY 2. There exists (Q,,, , C) which is not a lower semilattice. 1 
However, for any R in Qw there always exists a complete lattice containing R in (Qw , C). 
To show this, the next lemma is helpful. 
r, 1 
r*: 
b 
a 
FIG. 6. Two data graphs I’, and r, used in Example 3. 
LEMMA 8. Let E be a subset of A*. Then, for some right-congruence relation R, E is the 
R-equivalence class containing 6, i.e., R[E], ifandonly if the following condition (A) holds. 
(38) 
Condition @): I . (it,‘7 ;:, :y E E, Vv E A*, [xv E E 9 yv E E] 
Proof. If E = R[.s] for some right-congruence relation R, then E clearly satisfies 
Condition (A). 
Conversely, suppose that E satisfies Condition (A). Define an equivalence relation RE by 
R,={(x,y)jx,y~Eorx=y,x,y~A*}=E~E~I (39) 
and let B be the right-congruence closure of RE , i.e., 
E = +Wb(WN = @WE)). 
’ (ii) in the presence of (i) is equivalent to the statement that E is closed under concatenation and 
left quotient. 
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Then, we can prove that e[~] = E, i.e., 8 is a desired right-congruence relation, as 
follows: 
(i) Proof of R[E] C E: For any x E n *, if x 8 E then, from the definition of 8 and r, 
we have 
3w1 )..., 3w, E A”, [x = wo I, Wl 7 Wl &(R,) wz ,...> wn WE) cl 
for some n > 0. Here, recall the definitions of eV and RE and observe that for each i if 
wi-r B,(R,) wi and wi E E then wiml = pv, wi-r = qv for some v in A* and for some 
p, q such that p, q E E or p = q. In the case of p = q, it is clear that wi-r = wi E E. 
Otherwise, if p and q are in E, then we have wi-i = pv E E by Condition (A). Therefore, 
x E E holds. 
(ii) Proof of E CZ?[e]: For any XE/~*, x E E implies x R, E. Then x B E since 
R, C R by the definition of 8, , 7, and R. 1 
Let R, be an arbitrary element in QW and E be R[E]. Use E to define a subset QE of Qw 
bY 
Q.e = {R I R E Qw , R[d = El. 
Then, we can prove the following theorem by using Theorem 6 and Lemma 8: 
THEOREM 7. For any R, E QW , the partially ordered subset (Qe , C), where E = Ro[c], 
contains R, and constitutes a complete lattice. The minimal element of (QE , C) is I/J($), 
where $ = -r(O,(R,)) and RE = {(x, y) 1 x,y e E OP x = y, x, y E A*}. The maximal 
element is l? such that for any x, y in A*, 
xRy okYEA*, [XVEE-yv~E]. WY 
Proof. It is clear from the definition of QE that QE contains R, . 
In order to prove that (Qc , C) constitutes a complete lattice, we have to prove that 
(i) For any M C QE , sup M exists in QE and 
(ii) min QE exists. 
Proof of(i). Theorem 6 asserts that sup M = -r(RM) (cf. (38)) for any subset M of Qw . 
Hence, it is sufficient to show that T(R,) E Qe for any MC QE . 
For any x in A*, if x is in T(R,+,,)[E] then the definition of the mapping 7 implies 
Fiw, )..., 3w, E A*, [x = w. R, wl, w1 R, w2 ,..., w, R, <] 
for some n > 0. Thus, the statement x E E can be derived by the following inferences 
(a) and (b): 
(a) w,R~M =z- ~REM,w,Rc S- w,EE; 
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(b) For each i, 
wi-1 R, wi and wi E E a 3R E M, [w~-~ R wi , wi R c] 
=+- wiwl E E. 
Conversely, if x is in E then for any R in M, x R 6. Thus, by the definition of RM, 
we know x R, E and so by the definition of r, we obtain x E ~(R,)[rl. 
Thus it is shown that T(R,)[E] = E, i.e., T(R~) E QE . 
Proof of (ii). We demonstrate #(B) = min QE . For this purpose, we show first (a) 
#(B) E QE and then (b) that I/($) is minimal. 
(a) Since RE C #(I?), we have E = RE[e] C #(l?)[c]. Conversely, for any x E A*, 
x #@, E * x $%(Rd) E 
=c- 3w, ,..., 3w, E Ll*, 
Lx = wo WE) ~1 , w, U&) wz >..., wn Wh) 4 for some n > 0. 
Here observe that by the definition of 8, if wiml t’,(RE) wi and wi is in E then 
324, w, 3v E A*, [wiel = u’v, wi = uv, u’ R, u] 
and by the definition of RE , 
u’ = u or u’, u E E. 
In the former case, clearly wi-i = wi and then wi-i E E. In the latter case, since 
E = Ro[<], u’ R, u is true and thus u’v R, uv holds because R, is right-invariant. Further- 
more, since uv = wi E E and then uv R, E, u’v R, E holds. This means u’v = wi-i E E. 
Thus x E E. 
From above discussions we obtain the result #(@[cl = E, implying #J(R) E QE . 
Next, we show (b) the minimality of $(R), i.e., z&Z) C R for all R E QE . 
Let R be an arbitrary element of QE . Then, for any x E A* - prejix (E), we know 
+(I?)[x] = Rp] = A* -prefix (E) 
by the virtue of (a) and the definition of 4. Next, for any x, y in prefix (E), 
x@) Y * XZY 
* x +w%)) Y 
=s- 3w, )...) 3w, E A”, 
[x = wo w?F) Wl , Wl f%(&) w2 ,*-*, %a ww rl, for some n > 0. 
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Here observe that, for each i, 
Wi-1 O,(RE) Wi * Wi-1 = $0, Wi = qV 
forsomep,q,vsuchthatp,qeEorp=q,andvEA* 
*PRq 
*pe,Rqv 
=c- wiwl R wi . 
Therefore, we have 9(R) C R for all R E QE . Thus, the results of (a) and (b) prove (ii). 
The above proof of (ii) also establishes that 4(R) = min QE . 
It remains to show max QE = 8. We can easily check that l? is reflexive, symmetric, 
transitive, and right-invariant. This implies that R is a right-congruence relation. 
First R E QE will be shown. For any x in (1*, x R E implies 
VW E A*, [WEE -WEE]. 
Especially for v = E we have 
Because the statement E E E is true, then x E E is also true. Thus, a[~] _C E. Conversely, 
if x E E then x R E and so x E a[,], since E satisfies Condition (A) in Lemma 8. So, 
E C R[E]. Thus, a[,] = E is true. Furthermore, for any x, y not inprejix (a[,]), R[e] = E 
means 
Thus, x R y by (40). F rom these results, we know #(a) = i?, i.e., R E QE . 
Last, the maximality of R, i.e., VR E QE , R C R can be shown as follows: For any 
x,yinA*andanyRinQ,, 
xRy => Vv~A*,xvRyv 
~VVEA*,[XVEE~XVRE~~VRE~~VEE] 
=F- xay. 
Thus, max QE = R is proved. 1 
Theorems 5,6, and 7, and Corollary 2 reveal a fine structure of (Q, <). 
For further explanation of the structure of (Q, <) and also for the aim of giving 
relation between the results obtained here and next chapter, we present an example of 
partially ordered set (I’m , -) of data graphs, which is isomorphic to some (Qw , <). 
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a 
a 
a 
t 
I 
I 
t 
--- I--- 
FIG. 7. (r, , -+) of Example 4. 
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By Theorems 4 and 5, such a r, is obtained by J?, = T(Q,) = {T(R) ] R E QJ, and 
Qw is given as _L(I’,). 
EXAMPLE 4. Suppose /I = {a, b} and w = 4. Then, Fig. 7 shows a part of (rw, +) 
pictorially. 1 
6. ONTO-HOMOMORPHIC ADDRESSABLE APPROXIMATION OF DATA GRAPH 
Recall Proposition 1 (due to Rosenberg [l]) in Section 2.2, which states that a data 
graph r can be realized by the relative addressing scheme iff it is addressable, or equiv- 
alently iff it is rooted. Rosenberg [l] has also proved that there exist nonaddressable data 
graphs, implying existence of data graphs which can not be implemented by the relative 
addressing scheme. Thus, it becomes our interest to find some tools for approximating 
nonaddressable data graphs by addressable ones. For this purpose, we must have some 
formalism to formulate the notion of the approximation. One of the natural ways to do 
this is to use onto-homomorphisms of data graphs. 
Let r, and r, be two data graphs. If there exists an onto-homomorphism from r, to r, , 
then r, can be used in place of I’, in the sense that in r, we can realize all accessing 
behaviors which will be found in I’, . In this sense we may consider that r, , with some 
redundancies, approximates r, . On the other hand, if some loss of information is allowed, 
r, can be used in place of r, in the sense similar to the above. We will call the latter 
type I approximation and the former type II approximation. 
These considerations motivate the following definition: 
DEFINITION 8. Let r, and r, be two data graphs. If there exists an onto-homomor- 
phism from r, to r, , we say that r, type I approximates r, (or r, approximates r, from 
above) and r, type II approximates I’, (or r, approximates PI from below). We employ the 
symbol --+ for onto-homomorphism. 
Before illustrating this definition, we should refer to the concept of uniform self- 
insertability, which provides us with an intuitive tool for checking addressability of data 
graphs: Let r = (C, fl, 6, E,,) be a data graph. A total mapping 19: C+ C is said to be a 
self-insertion of r if for all a E /I and for all c E C, S(c, a) E C implies e(s(c, a)) = 8(0(c), a). 
If for any c E C, there exists a self-insertion 8, such that 0,(c,) = c, then the data graph r 
is said to be uniformly self-insertable. Rosenberg [2] has proved that a data graph is 
addressable if and only if it is uniformly self-insertable. We can easily check uniform 
self-insertability, and so addressability, of a given data graph. 
Now, we show examples of addressable approximations. 
EXAMPLE 5. Consider two data graphs r, and r, in Fig. 4. Then there exists an 
onto-homomorphism h from r, to r,: h(dJ = c i f or all di (i # 3) and h(da) = h(dj) = ca . 
Thus, r, approximates r, from above i.e., r, is a type I approximation of r, . 
On the other hand, I’, is a type II approximation of r, . Note that r, is uniformly self- 
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insertable, i.e., addressable, while I’s is not rooted, i.e., not addressable, for S(d, , ab) = dI. 
but S(ab) # 1, since S(di , ab) = d3 # di . 1 
EXAMPLE 6. Consider two data graphs I’, and r, depicted in Fig. 8. Define a mapping 
h as follows: For each i, 
h(~~i+~) = d2i-2i-z+k if i > 3 and 2i-1 + 2i-2 < k < 2i 
= d,i,, otherwise 
h is an onto-homomorphism from r, to I’, . Thus, r, is a type II approximation of 
while I’, is a type I approximation of r, . Here we should note that r, is free-rooted 
r2 is not rooted. 1 
r 
b:; 
FIG. 8. The data graphs r, and r, for Example 6. 
The following proposition is the direct result of the above example. 
PROPOSITION 2. An onto-homomorphism can not generally preserve rootedness, deep- 
rootedness, or free-rootedness of data graphs. 1 
But, the following proposition is true. 
PROPOSITION 3. Any onto-homomorphism preserves universally-rootedness of data 
graphs. I 
This proposition can easily be verified by using the fact [I] that for any universally 
rooted data graph r = (C, (1, 6, c,,), S(V(C)) = (S(X) j x E A*, 3c E C, [S(c, X) E C]) 
constitutes a group under the operation of functional composition. 
Remark 4. Examples 5 and 6 present nontrivial examples of approximation to non- 
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addressable data graphs, i.e., they show that type I and type II addressable approximations 
really exist. Besides, to speak informally, a data graph having such addressable approxima- 
tion of any type can be implemented nearly in the relative addressing scheme. Looking 
upon r, of Example 6 from this viewpoint, we realize that r2 may be implemented 
nearly in the relocatable addressing scheme, because r, is free-rooted. Thus, in due 
course, approximations by deep-rooted, free-rooted, and universally rooted data graphs 
come into our interests. But approximations in these cases are now open problems. 
Finally, we should note that the type II approximation by a universally rooted data 
graph has very little meaning because Proposition 3 asserts that onto-homomorphism 
preserves universally-rootedness and thus we can not find any nonuniversally rooted data 
graph which is an onto-homomorphic image of some universally rooted data graphs. This 
means that any data graph that can be approximated from below by some universally 
rooted data graphs is already universally rooted. 
Definition 8 will be interpreted in terms of the partially ordered set (I’, -+) of data 
graphs as follows: The set of all data graphs r’ which approximate a given r from above 
is the set U(r) = {r’ / r+ r>, i.e., it is a set of all the upper bounds of r in (I’, +). 
The set of lower bounds L(r) = {r’ 1 r’ --f r} is the set of all data graph I” which 
approximate from below. 
Denote two sets of data graphs, each containing all data graphs approximating a given r 
from above and from below, respectively, by Apx,(r) and Apxrr(r). That is, 
Apx,(r) = u(r), 
Apx,,m = w. 
(41) 
(42) 
We also denote the union U(r) u L(r) by Apx(r), i.e., 
Apx(r) = u(r) u L(r) (43) 
Now we proceed to reveal the conditions on which an arbitrarily given data graph r 
is approximated by some addressable one. The possibility of addressable approximation 
can be defined as follows: 
DEFINITION 9. Any data graph I’ is said to have addressable approximations, if 
It is the direct result from Theorems 4 and 5 that Apx(r) is included in rW = T(Q,) 
with w = (1* - prejix (l(r)[,]), the set of data graphs corresponding to QW . That is, 
THEOREM 8. For any data graph r E r, 
4=(r) c r, , 
where w = A* - PY+X LL(Wl) and r, = T(Q,). I 
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Thus we can restrict ourselves to only the partially ordered subset (r. , -P) of (I’, +) 
in studying approximations based upon Qw . In the following, we shall further restrict our 
consideration to rE = T(QE) with E = i(r)[e], which is a subset of r,,, . 
We begin our discussion on the conditions for addressabIe approximations by presenting 
the following lemma: 
LEMMA 9. For any E _C A*, there exists a congruence relation R whose equivalence class 
R[c] equals E zf and only if the following Condition (B) holds: 
Condition (B)’ ! (i) E E E, and (ii) Vx, Vy E E, Vu, Vv E A*, [uxv E E * UYV E E] 
Proof. The proof is quite similar to that of Lemma 8 except we shold use 
instead of .lj in the lemma. Thus, we leave the proof to the reader. 1 
This lemma asserts that if a subset E of A* satisfies Condition (B), then 
Concerning QE n QT we can prove the following theorem. 
THEOREM 9. Suppose that a subset E of A* satisfies Condition (B). Then, a subset 
Mcong of QE defined by 
M tong = Qe n Qp (45) 
constitutes a complete lattice under the order C. That is, (M eong , Z) is a complete sublattice 
of (QE , C). The minimal element of (M eong , C) is #(R,) and the maximal element is 8, such 
that: for any x andy in A*, 
xl&y *vu, VVEA”, [UXVEE~U~VEE]. (46) 
Proof. Because the proof is similar to that of Theorem 7, we only outline the proof 
that T(R,) is in M,,ng for any subset M of Mcong , where RM is given by (38). Because any 
R in M is also in Q,. , there exists a congruence relation R’ such that R -$ R’. By using 
such R’ we construct R,’ as follows: 
R:, = u R’. 
REM 
(47) 
Clearly RM ’ is a reflexive, symmetric and right- and left-invariant relation, so its con- 
gruence closure is equal to 7(RM’). On the other hand, 7(R,) can be proved to be equal to 
$(T(R,‘)), and it belongs to QE as shown in Theorem 7. Then 7(RM) must be in Meon,. 
Minimality of (cl($) and maximality of 8, are verified in a way similar to Theorem 7. 1 
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From the above results, the structure of (QE , -C) f or satisfying Condition (B) can 
schematically represented as shown in Fig. 9. 
Here we should note that, even if a subset E of A* satisfies Condition (B), max QE does 
not always coincide with max Mcong . The same is true for min QE and min Mcong . 
These facts are verified by showing counterexamples. 
FIG. 9. An illustration of the structure of (QJ , L). 
EXAMPLE 7. Consider two data graphs r, and r, depicted in Fig. 10. It is easy to see 
that r, is addressable while r, is not. It is also easy to check l(rJ[e] = I(r,)[,]. Thus, 
if -L(rJ 1 ’ t k E 1s a en as E, then JJrl) and L(rJ are in QE and l(.Z”,) belongs to Mcong . 
Furthermore it can be observed that there is no addressable data graph which is an 
onto-homomorphic image of I’,, except r, itself. Thus, l(r,) is max Mcong , but 
ma QE is I(G). I 
Later, Fig. 11 of Example 8 will show an example of inequality of min QE and 
min Mcong . 
By combining the results of the previous chapter and those obtained thus far in this 
chapter, we can easily deduce the necessary and sufficient condition for the addressable 
approximation to data graph. First we restate Theorem 9 togather with Lemma 9 in 
terms of data graphs. Let r be an arbitrarily given data graph. From this r we construct 
a complete lattice (I?, , -+) containing r by taking I(r)[c] as E. Then, lYe contains 
addressable data graphs if and only if E satisfies Condition (B). And in this case there 
exist the maximal and the minimal elements in lYcong = I?, n I?? = T(M,,,,). 
First noticing the data graph I(&) = maxr,,,p = l(max Mcong), we have the 
following theorem: 
THEOREM 10. An arbitrarily given data graph I’ can be approximated from above by 
571/17/r-3 
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FIG. 10. The data graphs used in Example 7. 
some addressable data graph in the complete lattice (I’, , -+) determined by E = l(I’)[c] if 
and only if Condition (B) and the condition 
-L(r) c 8, 
hold. 1 
Next by considering the data graph T(#($,)) = min rcong = T(min MC,,), we have 
the result concerning the type II approximation. 
THEOREM 11. An arbitrarily given data graph r can be approximated from below by 
some addressable data graph in the complete lattice (I’, , -+) determined by E = JJF)[c] if 
and only if Condition (B) and the condition 
e$, c -L(r) 
hold. 1 
Finally, the following example will serve as a good illustration of our approximation 
theory of data graphs. 
EXAMPLE 8. Given a data graph r, in Fig. 11, then we have 
E = N’d~l 
=~~I~~~*,I~I,+I~~~=I~I,,~~~IYI,+IYI~~I~I,~~~~~~~~~~~~~~~ 
where ) x la denotes the number of occurrences of a in the word x in A*. 
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Figure 11 shows a part of the complete lattice (I’, , +) determined by E. This E can 
easily be verified to satisfy Condition (B). In this case, we also know max rE = 
max I? tong - - J’, . Thus, r, has a type I addressable approximations. On the other hand, 
we also know r, + r, , r, = min rcong and thus r, can be approximated from below by 
r, , an addressable data graph. 1 
Remark 5. Theorems 10 and 11 give us the necessary and sufficient condition for the 
addressable approximation. But, we have not yet solved problems concerning the 
optimality of the addressable approximation, i.e., what addressable data graph “optimally” 
approximates a given nonaddressable one. 
7. CONCLUSION 
In this paper, we have first characterized data graphs and their uniformities by right- 
congruence relations on A*. And we have proceeded to reveal a fine structure of the 
partially ordered set of data graphs through investigations on the partially ordered set 
constituted by relations on A*. These partially ordered set theoretic studies have naturally 
led us to find the conditions for the possibility of addressable approximation of data 
graphs. 
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