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ABSTRAKT
Prˇedmeˇtem te´to diplomove´ pra´ce bylo vybrat a implementovat metody urcˇene´ pro detekci
a sledova´n´ı osob v komercˇn´ıch aplikac´ıch. Vy´sledne´ rˇesˇen´ı bylo voleno jako kombinace
modern´ıch pˇr´ıstupu˚ a metod, s ktery´mi pˇriˇsel vy´zkum a vy´voj posledn´ı doby. Algorit-
mus je schopen vytva´ˇret trajektorie pohybu osob ve vnitˇrn´ıch prostora´ch budov, a to
i v pˇr´ıpadeˇ cˇa´stecˇne´ho nebo u´plne´ho zakryt´ı sledovany´ch objekt˚u. Sce´na je sn´ıma´na
statickou kamerou umozˇnˇuj´ıc´ı pˇr´ımy´ pohled na sledovane´ osoby. Vybrane´ metody jsou
implementova´ny v programove´m jazyce C# s vyuzˇit´ım funkc´ı knihovny OpenCV. Vy´stup
algoritmu je zobrazova´n ve vytvoˇrene´m uzˇivatelske´m rozhran´ı.
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ABSTRACT
The aim of the master thesis is to derive and implement image porcessing methods
for people detection and tracking in images or videos. The overall solution was chosen
as a combination of modern approaches and methods which were recently presented.
The proposed algorithm is able to create trajectory of the person moving in indoor
building spaces even under influence of full or partial occlusion for a short period of
time. The scene of interest is surveyed by a static camera having direct view on targets.
Selected methods are implemented in C# programming language based on OpenCV
library. Graphical user interface was created to show the final output of algorithm.
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U´VOD
Problematika pocˇı´tacˇove´ho videˇnı´ v dnesˇnı´ dobeˇ pronika´ sta´le hloubeˇji do beˇzˇne´ho lidske´-
ho zˇivota. Cˇloveˇk, at’ uzˇ chce nebo nechce, se kazˇdy´m dnem dosta´va´ vı´ce a vı´ce pod drob-
nohled visua´lnı´ch kamer. Od aplikacı´ typu zabezpecˇenı´ prostor budov nebo monitoring
pohybu osob ve meˇstech se pocˇı´tacˇove´ videˇnı´ velkou rychlostı´ dosta´va´ do le´karˇstvı´, mar-
ketingu nebo doma´cnostı´. Drˇı´ve bylo sledova´nı´ osob zajisˇteˇno opera´torem pozorujı´cı´m
nespocˇet monitoru˚ zobrazujı´cı´mi ru˚zne´ prostrˇedı´, od venkovnı´ch prostor, po chodby a haly
interie´ru˚. Na´roky kladene´ na opera´tora jsou vysoke´. Tato pra´ce vyzˇaduje vysokou koncen-
traci a v kriticky´ch situacı´ch mu˚zˇe dojı´t k selha´nı´ lidske´ho faktoru. Postupem cˇasu a dı´ky
vysoky´m na´roku˚m na obsluhu, dosˇlo k nahrazenı´ opera´tora vy´konny´mi vy´pocˇetnı´mi jed-
notkami spojeny´ch s inteligentnı´mi kamerami a jiny´m hardwarem, ktery´ mu˚zˇe i nemusı´
interagovat se sledovany´mi objekty. Tyto syste´my jsou schopny zaznamena´vat a analy-
zovat obrazy z te´meˇrˇ neomezene´ho mnozˇstvı´ kamer a na za´kladeˇ zı´skany´ch dat reagujı´
na podneˇty a uda´losti z vencˇı´. Aplikace tohoto typu jsou hojneˇ nasazova´ny k zajisˇteˇnı´
bezpecˇnosti a chodu letisˇt’, na´drazˇnı´ch hal, verˇejny´ch prostor meˇst nebo i ke komercˇnı´mu
vyuzˇitı´, jako jsou syste´my optimalizace prodeje z anglicke´ho point-of-sales (POS).
POS aplikace jsou dnes vyuzˇı´va´ny k marketinkove´mu pru˚zkumu hypermarketu˚, super-
marketu˚, ale i mensˇı´ch obchodu˚. Nahrazujı´ cˇasto nama´have´ a cˇasoveˇ na´rocˇne´ pru˚zkumy
prova´deˇne´ z du˚vodu zvy´sˇenı´ zisku˚ obchodu˚, ale i k zlepsˇenı´ pohodlı´ za´kaznı´ka. V teˇchto
aplikacı´ch se cˇasto jedna´ o pocˇı´ta´nı´ osob v jednotlivy´ch sektorech obchodu, pru˚zkum
prodejnosti produktu˚, zjisˇt’ova´nı´ vhodne´ho umı´steˇnı´ produktu˚ v prostora´ch obchodu, ale
take´ naprˇı´klad zabezpecˇenı´ proti kra´dezˇi a monitorova´nı´ pohybu osob v pro neˇ urcˇeny´ch
prostora´ch.
Vizua´lnı´ sledova´nı´ osob s sebou prˇineslo mnoho vy´hod. Odpada´ nutnost prˇı´me´ inter-
akce s cˇloveˇkem, jako je nosˇenı´ ru˚zny´ch senzoru˚ a zarˇı´zenı´, ktere´ je za´rovenˇ nepohodlne´.
K tomu bylo vyvinuto neˇkolik syste´mu˚ a algoritmu˚.
Tato pra´ce se zaby´va´ vy´vojem a implementacı´ algoritmu˚ urcˇeny´ch pro robustnı´ sle-
dova´nı´ osob, vhodne´ prˇedevsˇı´m pro marketingove´ u´cˇely. Cely´ syste´m by v idea´lnı´m
prˇı´padeˇ meˇl by´t schopen sledovat neomezeny´ pocˇet osob, zaznamena´vat jejich trajek-
torii pohybu, smeˇr pohledu, kde se zastavı´ a co si koupı´. Algoritmus by meˇl by´t natolik
robustnı´, aby se dal pouzˇı´t s jizˇ fungujı´cı´m kamerovy´m syste´mem v ktere´mkoliv obchodeˇ.
Da´le budou rozebra´ny proble´my spojene´ s detekova´nı´m osob, ktere´ jsou v pru˚beˇhu sle-
dova´nı´ cˇa´stecˇneˇ nebo u´plneˇ zakryty prˇeka´zˇkou v pohledu kamery.
Kapitola 1 popisuje modernı´ algoritmy uzˇı´vane´ pro detekci osob jak ve staticky´ch, tak
i dynamicky´ch snı´mcı´ch. Tyto metody byly vybra´ny z mnozˇstvı´ soucˇasny´ch prˇı´stupu˚, s
ktery´mi prˇisˇel vy´voj poslednı´ doby. Kapitola obsahuje teoreticke´ poznatky od segmentace
obrazu klasicky´mi metodami subtrakce pozadı´, porovna´va´nı´ obrazu s ulozˇeny´m vzorem,
samotnou detekci osob azˇ po algoritmy urcˇene´ k sledova´nı´ detekovany´ch objektu˚. Kapi-
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tola 2 popisuje vsˇechny metody uzˇite´ prˇi zpracova´nı´ te´to pra´ce. Jsou zde shrnuty algoritmy
s popisem jednotlivy´ch parametru˚ a jaky´m zpu˚sobem tyto parametry ovlivnˇujı´ vy´slednou
detekci, jaka´ jsou omezenı´ a jejich cˇasova´ na´rocˇnost. V kapitole 4 je popsa´na samotna´
implementace vybrany´ch algoritmu˚ v programove´m prostrˇedı´ C#. Popis programu obsa-
huje vy´vojove´ diagramy, ktere´ zna´zornˇujı´ strukturu a chod programu. V kapitole 5 jsou
shrnuty dosazˇene´ vy´sledky programu prˇi beˇhu s testovacı´mi daty porˇı´zeny´mi v prostora´ch
Kolejnı´ 4 nebo z verˇejneˇ dostupny´ch databa´zı´.
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1 SOUCˇASNE´ METODY DETEKCE OSOB
V dnesˇnı´ dobeˇ se sta´le cˇasteˇji vyskytujı´ aplikace, kde je trˇeba detekovat jednu, cˇi vetsˇı´
pocˇet osob. Tyto syste´my cˇa´stecˇneˇ nahrazujı´ cˇinnost cˇloveˇka a naleznou sve´ uplatneˇnı´ v
sˇiroke´m spektru aplikacı´. V te´to kapitule budou probra´ny metody a prˇı´stupy k detekci,
ktere´ prˇinesl vy´voj poslednı´ doby. Algoritmy se ve sve´ podstateˇ lisˇı´ ve zpu˚sobu zpra-
cova´nı´ obrazovy´ch dat a v jejich na´sledne´m popisu. Sce´na mu˚zˇe by´t snı´ma´na z jedne´
nebo vı´ce kamer, kamer staticky´ch nebo pohyblivy´ch, s pevny´m ohniskem, zoomem a
dalsˇı´ch. Zpracova´nı´ dat, segmentace a popis jizˇ za´visı´ na zvoleny´ch metoda´ch. Kombi-
nacı´ jednotlivy´ch metod lze dosa´hnout vy´sledku˚ s velkou u´speˇsˇnostı´ detekce a velkou
odolnostı´ proti chyba´m.
Vytvorˇit robustnı´ algoritmus detekujı´cı´ lidskou postavu v sekvencı´ch snı´mku˚ mu˚zˇe by´t
velice komplikovany´ proble´m. Jednoduchy´ model lidske´ postavy lze vytvorˇit za podmı´nky,
zˇe se osoba nacha´zı´ ve staticke´ sce´neˇ a v prˇı´me´m pohledu smeˇrem od nebo ke kamerˇe.
Toto vsˇak v prˇı´padeˇ rea´lny´ch sce´n nelze zarucˇit a rˇesˇenı´ se znacˇneˇ komplikuje. Prˇi po-
hybu se tvar, v prˇı´padeˇ osob silueta, meˇnı´ v za´vislosti na smeˇru pohybu a rychlosti.
U´loha detekce se skla´da´ z vytvorˇenı´ a naucˇenı´ takove´ho modelu lidske´ postavy, ktery´
bude vu˚cˇi teˇmto zmeˇna´m invariantnı´. Pokud je toto splneˇno, model je pouzˇit k vytvorˇenı´
klasifika´toru objektu [6],[13],[15],[16],[19].
Cˇasto se proces detekce skla´da´ z na´sledujı´cı´ch operacı´:
• extrakce pozadı´/poprˇedı´,
• extrakce objektu,
• klasifikace objektu,
• sledova´nı´ objektu,
• vhodna´ reakce na detekovany´ objekt.
Mnoho dnesˇnı´ch prˇı´stupu˚ klasifikuje objekt jako osobu tak, zˇe se nejprve testuje, zdali
nalezeny´ objekt obsahuje vy´znamne´ rysy lidske´ho oblicˇeje. Objekt je klasifikova´n jako
cˇloveˇk v prˇı´padeˇ, zˇe byl v sekvenci snı´mku˚ lidsky´ oblicˇej nalezen vı´ce jak jednou. Jak
je zna´mo, lidsky´ oblicˇej je snadno rozlisˇitelny´m rysem lidske´ho teˇla cozˇ vede k velice
spolehlive´mu detektoru.
Dalsˇı´ metody jsou zalozˇeny na takzvane´m appearance modelu, cozˇ znamena´, zˇe se
pro nalezeny´ region hleda´ nejle´pe vyhovujı´cı´ model. Tento model mu˚zˇe by´t reprezen-
tova´n daty v 2-D nebo 3-D prostoru. Pokud model s urcˇitou prˇesnostı´ vyhovuje, objekt je
klasifikova´n jako lidska´ postava. Dalsˇı´ skupinou jsou metody extrahujı´cı´ vy´znamne´ rysy
objektu. Extrahovane´ rysy tvorˇı´ prˇı´znakovy´ prostor, ktery´ je opeˇt porovna´va´n s naucˇeny´mi
heterogennı´mi daty. Klasifikace je cˇasto prova´deˇna uzˇitı´m metod umeˇle´ inteligence (neu-
ronove´ sı´teˇ, geneticke´ algoritmy, Support Vector Machine (da´le SVM) atd.). Nejlepsˇı´ho
vy´sledku lze dosa´hnout vhodnou kombinacı´ vy´sˇe zmı´neˇny´ch metod. Tato rˇesˇenı´ jsou pak
13
nazy´va´na hybridnı´mi metodami, ktere´ jsou cˇasto vy´pocˇetneˇ velmi na´rocˇne´ [9].
1.1 Subtrakce pozadı´
Skoro kazˇdy´ detekcˇnı´ algoritmus obvykle zacˇı´na´ detekcı´ pohybu v obraze a tı´m extrakcı´
pohyblivy´ch regionu˚. Jednou z nejjednodusˇsˇı´ch a cˇasto pouzˇı´vany´ch metod je metoda
subtrakce pozadı´. Tato metoda je limitova´na tı´m, zˇe vyzˇaduje jak statickou kameru, tak i
staticke´ pozadı´. V praxi podmı´nku nemeˇnne´ho pozadı´ v podstateˇ nelze splnit a to pu˚sobı´
jiste´ proble´my.
Subtrakce pozadı´, z anglicke´ho Background Subtraction (da´le BGS), je prvnı´m du˚le-
zˇity´m krokem v mnoha aplikacı´ch pocˇı´tacˇove´ho videˇnı´. Existuje mnoho metod s ru˚zny´mi
postprocessing technikami s cı´lem zlepsˇit jejich vy´kon. Spolecˇnou vlastnostı´ kazˇde´ho al-
goritmu je explicitnı´ model pozadı´. Jako pozadı´ je obvykle povazˇova´n kazˇdy´ staticky´ nebo
periodicky se pohybujı´cı´ objekt, jehozˇ pohyb zu˚sta´va´ staticky´ resp. periodicky´ prˇes peri-
odu za´jmu. Objekty v poprˇedı´ jsou pote´ detekova´ny jako rozdı´l aktua´lnı´ho snı´mku a mo-
delu. Z toho vyply´va´, zˇe jaka´koliv zmeˇna v pozadı´ nebo osveˇtlenı´ mu˚zˇe pu˚sobit proble´my.
Snahou je tedy sestavit natolik robustnı´ BGS algoritmus, ktery´ je schopen tyto vlivy eli-
minovat a aktualizovat tak model pozadı´. Pro real time aplikace musı´ by´t samozrˇejmeˇ
vy´pocˇetnı´ na´rocˇnost dostatecˇneˇ nı´zka´, aby bylo umozˇneˇno zvla´dnout i na´sledny´ post-
processing masky poprˇedı´. Pote´ na´sleduje klasifikace objektu˚ jako je cˇloveˇk, dı´teˇ, zvı´rˇe,
automobil aj., a to podle tvaru, barvy, pohybu nebo jine´ho vy´znamne´ho rysu.
Na na´sledujı´cı´m obra´zku je zna´zorneˇn blokovy´ diagram u´loh, ktery´ nejcˇasteˇji sleduje
tuto posloupnost: preprocesing, model pozadı´, detekce poprˇedı´ a postprocessing. Shrnutı´
preprocesing metod viz [12].
Obr. 1.1: Blokovy´ diagram BGS algoritmu [12].
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1.1.1 Prˇehled pouzˇı´vany´ch metod
Vytvorˇenı´ modelu pozadı´ je steˇzˇejnı´ cˇa´stı´ algoritmu. Urcˇuje, jaky´m zpu˚sobem bude model
pozadı´ definova´n a aktualizova´n. Techniky vytvorˇenı´ modelu jsou rekurzivnı´ a nerekur-
zivnı´. Vı´ce k jednotlivy´m technika´m viz [10].
Rekurzivnı´ metody:
• Running Gaussian Average (RGA)
• Gaussian Mixture Model (GMM)
• GMM with adaptive number of Gaussians (AGMM)
• Aproximated Median Filtering (AMF)
Nerekurzivnı´ metody:
• Media´nova´ filtrace
• Mediod filtering
• Eigenbackgrounds (EigBG)
Detekce poprˇedı´ definuje, ktere´ pixely z nove´ho snı´mku nena´lezˇı´ modelu pozadı´. Me-
tody, postra´dajı´cı´ statisticky´ za´klad (AMF, Mediod, EigBG), klasifikujı´ novy´ pixel jako
cˇa´st poprˇedı´ vzˇdy, kdyzˇ je splneˇno
|It (x,y)−Bt (x,y)|> T, (1.1)
kde je It vstupnı´ obraz, Bt model pozadı´ a T je uzˇivatelem definovany´ pra´h. Nejveˇtsˇı´
nevy´hodou je, zˇe pro vsˇechny pixely platı´ jeden pra´h. Metody zalozˇene´ na statisticke´m
za´kladeˇ (RGA, GMM, AGMM, Median) klasifikujı´ pixely patrˇı´cı´ poprˇedı´ podle
p(Ict |B
c
t )< T
c = ηψc, (1.2)
kde c je libovolny´ barevny´ kana´l. Pra´h T c je roven odhadovane´ odchylce, ψc, tak aby
bylo zajisˇteˇno, zˇe pixel bude klasifikova´n jako poprˇedı´ v prˇı´padeˇ, zˇe je odchylka mimo
pravdeˇpodobnostnı´ rozlozˇeni [10].
Obr. 1.2: Blokovy´ diagram BGS algoritmu s mozˇny´m rˇeteˇzcem prˇedzpracova´nı´ [10].
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1.1.2 Pokrocˇila´ metoda subtrakce
”
Codebook“
Mnoho rea´lny´ch sce´n cˇasto obsahuje objekty jejichzˇ pohyb nelze snadno popsat. Jedna´
se naprˇı´klad o stromy pohybujı´cı´ se ve veˇtru, pohybujı´cı´ se za´clony, rotujı´cı´ ventila´tory,
atd. V takovy´chto sce´na´ch se za´rovenˇ cˇasto meˇnı´ sveˇtelne´ podmı´nky, cozˇ je zpu˚sobeno
naprˇı´klad pohybujı´cı´mi se mraky nebo dalsˇı´mi jevy.
Metoda, jezˇ eliminuje tyto vlivy, prˇirˇazuje jednotlive´mu pixelu nebo skupineˇ pixelu˚
v obraze se´rii modelu˚, sestaveny´ch za periodu cˇasu. Takto zı´skany´ model se vyporˇa´da´ s
docˇasny´mi zmeˇnami, to vsˇak za cenu vysoke´ pameˇt’ove´ a cˇasove´ na´rocˇnosti. Pozˇadavkem
real time aplikace je samozrˇejmeˇ co nejmensˇı´ cˇasova´ na´rocˇnost, proto nenı´ tento prˇı´stup
prˇı´lisˇ vhodny´. Pro tento u´cˇel byla vyvinuta metoda, jezˇ se adaptivnı´m metoda´m subtrakce
velice prˇiblizˇuje. Tato metoda formuje ko´dovanou tabulku z anglicke´ho
”
codebook“, jezˇ
ko´duje informaci zı´skanou z okolı´ pixelu jako rozsah hodnot jednotlivy´ch kana´lu˚ RGB
prostoru.
Takto zvoleny´ model se vyporˇa´da´ s pixely, jejichzˇ intenzita se dramaticky´ meˇnı´ (listy
a veˇtve stromu˚ meˇnı´cı´ intenzitu strˇı´daveˇ s intenzitou oblohy v pozadı´). V prˇı´padeˇ RGB
prostoru je ko´dovana´ tabulka sestavena´ z na´sledujı´cı´ch rozsahu˚ hodnot. Pokud se hodnota
blı´zˇı´ hodnoteˇ pozorovane´ v cˇase t − 1, pak je modelova´na jako odchylka k dane´ skupineˇ
barev. V opacˇne´m prˇı´padeˇ je pixelu prˇirˇazena nova´ skupina barev, ktera´ je s nı´m spojena.
Na tuto metodu lze pohlı´zˇet jako na skupinu shluku˚ plovoucı´ v RGB prostoru, kde kazˇdy´
shluk reprezentuje pravdeˇpodobnost se kterou patrˇı´ pozadı´. Pro RGB prostor je ko´dovana´
tabulka tvorˇena shluky v 3-D prostoru (kazˇda´ slozˇka RGB). V porovna´nı´ s metodami
subtrakce pozadı´ vyuzˇı´vajı´cı´ pru˚meˇrova´nı´ je metoda ”coodebook” odolna´ vu˚cˇi zmeˇna´m
intenzit prˇes vetsˇı´ cˇasovou periodu. Model za´rovenˇ obsahuje vı´ce prahu˚ a je tak imunnı´
vzhledem k sˇumu obrazu. Pixel je klasifikova´n jako poprˇedı´ vzˇdy, kdyzˇ nena´lezˇı´ ani do
jednoho naucˇene´ho shluku modelu [1].
Průběh Kódovaná tabulka „codebook“
H
od
n
ot
y
H
od
n
ot
y
Čas Čas
Obr. 1.3: Pru˚beˇh intenzity pixelu (obra´zek vlevo). Ko´dovana´ tabulka ”coodebook” uka-
zujı´cı´ rozsahy hodnot intenzit (obra´zek vpravo). V pru˚beˇhu ucˇenı´ je novy´ shluk
”
blok“
vytvorˇen vzˇdy, kdyzˇ dojde k vy´razne´ zmeˇneˇ intenzity (nastavene´ prahy). Tento blok po-
malu naru˚sta´ tak, aby pokryl sousednı´ hodnoty (prˇevzato z [1]).
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1.2 Detektor zalozˇeny´ na porovna´va´nı´ se vzorem
Jednou z metod detekce, na ktery´ch stavı´ tato pra´ce, je detektor zalozˇeny´ na porovna´va´nı´
objektu˚ se vzorem. Metoda vyuzˇı´va´ meˇrˇenı´ stupneˇ podobnosti hledane´ho objektu s prˇedem
danou sˇablonou z anglicke´ho Template matching. Za´kladem je posuvne´ okno o velikosti
sˇablony, ktere´ je prˇes obraz posouva´no viz obra´zek 1.4. Hodnota vy´stupnı´ho pixelu uda´va´
mı´ru shody, jakou objekt odpovı´da´ sˇabloneˇ na dane´ pozici. Jednotlive´ metody korelace
jsou shrnuty nı´zˇe.
Korelace
Šablona
x,y x,y
Vstupní obraz Výstupní obraz
I(x,y) R(x,y)
x’,y’
Obr. 1.4: Porovna´va´nı´ sˇablony se vzorem. Pro vsˇechny pixely vstupnı´ho obrazu je
spocˇı´ta´na mı´ra podobnosti okolı´ tohoto pixelu s danou sˇablonou.
V na´sledujı´cı´m popisu metod korelace je pouzˇito znacˇenı´ I pro vstupnı´ obraz, T pro
vzor a R vy´stupnı´ obraz. Jednou z cˇasto uzˇı´vany´ch metod je metoda hleda´nı´ nejmensˇı´ho
rozdı´lu cˇtvercu˚. Tato metoda vracı´ 0 prˇi pozitivnı´ shodeˇ. Hodnota ru˚zna´ od nuly naopak
snizˇuje pravdeˇpodobnost shody podle na´sledujı´cı´ rovnice
Rsq di f f (x,y) = ∑
x′,y′
[
T
(
x′,y′
)
− I
(
x+ x′,y+ y′
)]2
, (1.3)
kde x′ a y′ znacˇı´ sourˇadnice vzoru. Dalsˇı´ metodou je metoda korelace, ktera´ vracı´ hodnotu
blı´zkou nule prˇi male´ pravdeˇpodobnosti shody. Velka´ hodnota naopak zvysˇuje pravdeˇpo-
dobnost shody podle rovnice 1.4
Rccorr (x,y) = ∑
x′,y′
[
T
(
x′,y′
)
I
(
x+ x′,y+ y′
)]2
. (1.4)
Dalsˇı´m mozˇny´m vylepsˇenı´m vy´sˇe popsany´ch metod je metoda, jezˇ porovna´va´ vzor
relativneˇ k jeho strˇednı´ hodnoteˇ a vstupnı´ obraz relativneˇ k jeho strˇednı´ hodnoteˇ podle
na´sledujı´cı´ch rovnic
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Rccorr (x,y) = ∑
x′,y′
[
T ′
(
x′,y′
)
I′
(
x+ x′,y+ y′
)]2
,
T ′
(
x′,y′
)
= T
(
x′,y′
)
−
1
(w.h)∑x′′,y′′ T (x
′′,y′′)
,
I′
(
x+ x′,y+ y′
)
= I′
(
x+ x′,y+ y′
)
−
1
(w.h)∑x′′,y′′ I (x+ x
′′,y+ y′′)
, (1.5)
kde x′′ a y′′ jsou pomocne´ indexy uzˇite´ prˇi vy´pocˇtu strˇednı´ hodnoty jak vzoru, tak i
vstupnı´ho obrazu, w je sˇı´rˇka a h vy´sˇka vzoru. Podle rovnice 1.5 nasta´va´ shoda prˇi hod-
noteˇ 1 a neshoda prˇi -1. Na´vratova´ hodnota blı´zka´ 0 znamena´, zˇe na pozici x,y nenı´ zˇa´dna´
korelace (neu´plne´ vystrˇedeˇnı´ vzoru a objektu).
Pro kazˇdou vy´sˇe zmı´neˇnou metodu existuje jejich normalizovana´ verze. Tyto normali-
zovane´ verze poma´hajı´ redukovat neprˇesnosti vznikle´ prˇi rozdı´lny´ch sveˇtelny´ch podmı´n-
ka´ch vzoru a vstupnı´ho obrazu. Normalizace je provedena podeˇlenı´m vy´sˇe zmı´neˇny´ch
rovnic normalizacˇnı´m koeficientem, ktery´ je pro vsˇechny metody stejny´ a je da´n na´sledujı´-
cı´m vy´pocˇtem
Z (x,y) =
√
∑
x′,y′
T (x′,y′)2 ∑
x′,y′
I (x+ x′,y+ y′)2. (1.6)
Nevy´hodou teˇchto metod je jejich zrˇejma´ vy´pocˇetnı´ na´rocˇnost a silna´ za´vislost na
meˇrˇı´tku a natocˇenı´. To lze cˇa´stecˇneˇ eliminovat postupem, kdy je vstupnı´ obraz prohleda´va´n
pro ru˚zna´ meˇrˇı´tka a u´hly natocˇenı´ vzoru, to vsˇak za cenu velky´ch vy´pocˇetnı´ch na´roku˚. V
prˇı´padeˇ detekce osob lze tuto metodu uzˇı´t pouze v omezene´m meˇrˇı´tku.
Dalsˇı´ nevy´hodou je i samotna´ inicializace metody, kdy je trˇeba rucˇneˇ nebo jiny´m
zpu˚sobem oznacˇit a zı´skat objekt za´jmu. Metodu lze take´ vylepsˇit naprˇı´klad online pru˚meˇ-
rova´nı´m zı´skany´ch vzoru˚. Kazˇdy´ na´lez je tedy uskutecˇneˇn pro x prˇedchozı´ch vzoru˚ patrˇı´cı´
te´muzˇ objektu.
1.3 Detektor Viola&Jones s vyuzˇitı´m AdaBoost
Tato metoda stavı´ na algoritmu AdaBoost a aplikacı´ filtru˚ posunutı´ podle Viola&Jones
na za´kladeˇ Haarovy´ch vlnek. Kombinuje znalost modelu pohybu s modelem vzhledu po-
hybujı´cı´ch se objektu˚. Takto natre´novany´ detektor je vylepsˇenı´m algoritmu pro detekci
oblicˇeju˚ ve staticky´ch sce´na´ch.
Jak jizˇ bylo rˇecˇeno, detektor vyuzˇı´va´ jednoduchy´ch obde´lnı´kovy´ch filtru˚ zobrazeny´ch
na obra´zku 1.5. Pu˚vodnı´ algoritmus pro staticke´ obrazy byl upraven tak, aby ho bylo
mozˇne´ vhodny´m aplikova´nı´m filtru˚ pouzˇı´t i na pohyblivy´ch, po sobeˇ jdoucı´ch snı´mcı´ch.
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Obr. 1.5: Prˇı´klad jednotlivy´ch obde´lnı´kovy´ch filtru˚ [17].
Informace o pohybu je zı´ska´na rozsˇı´rˇenı´m pu˚vodnı´ch filtru˚ pro detekci oblicˇeju˚. Vy´hodou
obde´lnı´kovy´ch filtru˚ Viola&Jones je invariantnost vu˚cˇi zmeˇneˇ velikosti a natocˇenı´. Posu-
nutı´m filtru˚ ve zna´zorneˇny´ch smeˇrech jsou zı´ska´ny na´sledujı´cı´ obrazy (viz. obra´zek 1.6):
∆ = abs(It − It+1)
U = abs(It − It+1 ↑)
D = abs(It − It+1 ↓)
R = abs(It − It+1 →)
L = abs(It − It+1 ←), (1.7)
kde sˇipky naznacˇujı´ smeˇr posunutı´ filtru a It , It+1 jsou vstupnı´ obrazy. Z teˇchto obrazu˚
je zı´ska´na informace o pohybu. Aplikova´nı´m vhodne´ho filtru pouze na vstupnı´ obraz It
zı´ska´va´me informaci o vzhledu. Jednotlive´ vy´pocˇty jsou prova´deˇny metodou integra´lnı´ho
obrazu, cˇı´mzˇ je zarucˇena rychla´ evaluace.
Obr. 1.6: Prˇı´klad aplikace ru˚zneˇ posunuty´ch filtru˚ na dvou vstupnı´ch obrazech velmi
male´ho rozlisˇenı´. Obrazy ∆,U,D,R a L jsou vy´stupem posunute´ho filtru odpovı´dajı´cı´m
smeˇrem [17].
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Z mnozˇstvı´ filtrovany´ch obrazu˚ je sestavena kaska´da slaby´ch klasifika´toru˚, ktere´ pote´
formujı´ jeden silny´, oddeˇlujı´cı´ pozitivnı´ na´lezy od negativnı´ch. Takto vytvorˇeny´ klasi-
fika´tor je invariantnı´ vu˚cˇi zmeˇneˇ rozlisˇenı´ a natocˇenı´. Za´rovenˇ dosahuje velmi vysoke´
prˇesnosti detekce. Rychlost detekce pro velmi male´ rozlisˇenı´ (20x15px) je uda´va´na 4fps
[17].
1.4 Normalizovany´ obrazovy´ gradient HOG
Jedna´ se o prˇı´znakovy´ detektor vyuzˇı´vajı´cı´ loka´lneˇ normalizovane´ho obrazove´ho gradi-
entu z anglicke´ho Histogram of Oriented Gradient (HOG). Tento deskriptor mu˚zˇe by´t
staticky´ nebo dynamicky´. Staticky´ deskriptor poslouzˇı´ prˇi detekci ve staticky´ch snı´mcı´ch,
zatı´mco dynamicky´ vyuzˇı´va´ informaci o pohybu objektu a je pouzˇı´va´n prˇi detekci v sek-
venci snı´mku˚. Klasifika´torem prˇı´znakove´ho prostoru je jednoduchy´ kaska´dovy´ SVM.
1.4.1 Princip algoritmu
Metoda vyhodnocuje loka´lneˇ normalizovany´ histogram obrazove´ho gradientu. Za´kladnı´
mysˇlenkou je fakt, zˇe je cˇasto le´pe vzhled objektu popsat pomocı´ loka´lnı´ho meˇrˇenı´ gra-
dientu nebo smeˇru hran. Implementace takove´ho deskriptoru je dosazˇena tak, zˇe je ob-
raz rozdeˇlen na mensˇı´ spojena´ podokna, prˇes ktera´ je histogram smeˇru gradientu˚ nebo
smeˇr hran sestavova´n. Kazˇde´ bunˇce odpovı´da´ rozlozˇenı´ gradientu˚ nebo hran v 1-D ob-
lasti. Kombinaci teˇchto histogramu˚ reprezentuje vy´sledny´ deskriptor. Pro veˇtsˇı´ odolnost
vu˚cˇi zmeˇna´m sveˇtelny´ch podmı´nek a eliminaci chyb vznikly´ch stı´ny je kontrast bunˇky
loka´lneˇ normalizovany´. Normalizace histogramu je prova´deˇna prˇes vetsˇı´ bunˇky, nazy´vane´
”bloky”. Velikost bloku˚ je obvykle dvakra´t vetsˇı´ nezˇ velikost bunˇky. K normalizaci jed-
notlivy´ch buneˇk uvnitrˇ bloku je pouzˇita hodnota mı´ry intenzity prˇes cely´ blok. Touto nor-
malizacı´ je dosazˇeno po cˇa´stech spojite´ho kontrastu obrazu a invariantnost vu˚cˇi zmeˇna´m
osveˇtlenı´ a stı´nu˚m.
Rozdeˇlenı´m detekcˇnı´ho okna do sı´teˇ prˇekry´vajı´cı´ch se normalizovany´ch bloku˚ a pouzˇi-
tı´m kombinovane´ho prˇı´znakove´ho vektoru k natre´nova´nı´ linea´rnı´ho SVM, vede na rˇeteˇzec
detekce podle obra´zku 1.7 [3].
Obr. 1.7: Rˇeteˇzec extrakce prˇı´znaku˚ a na´sledna´ detekce podle [3].
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1.4.2 Extrakce prˇı´znaku˚
K sestavenı´ vy´sledne´ho deskriptoru se hojneˇ uzˇı´va´ metoda SIFT z anglicke´ho Scale In-
variant Feature Algorithm, ktera´ je za´kladem mnoha obrazovy´ch detektoru˚. Vy´sledkem
SIFT algoritmu je na meˇrˇı´tku neza´visly´ deskriptor vy´znamny´ch bodu˚. Dı´ky svy´m prˇedno-
stem je SIFT hojneˇ pouzˇı´va´n v mnoha detekcˇnı´ch algoritmech [8].
Kombinace HOG/SIFT s sebou prˇina´sˇı´ neˇktere´ vy´hody. Prˇi vy´beˇru nejlepsˇı´ho prˇı´znaku
zohlednˇuje tu hranu nebo gradient, nesoucı´ jedinecˇnou informaci vzhledem ke sve´mu
okolı´. Za´rovenˇ je nutne´, aby byl algoritmus odolny´ vu˚cˇi maly´m zmeˇna´m vlivem translace
a rotace cˇa´stı´ lidske´ho teˇla. Tento prˇı´stup za´rovenˇ teˇzˇı´ z toho, zˇe je lidska´ postava v mnoha
prˇı´padech ve vzprˇı´mene´ pozici. Lehke´ pohyby koncˇetin z cˇa´sti eliminuje hrubsˇı´ prosto-
rove´ vzorkova´nı´ a loka´lnı´ fotometricka´ normalizace.
Na obra´zku 1.8 je zna´zorneˇn jednoduchy´ deskriptor o velikosti 2x2 vytvorˇeny´ ze vzoru˚
v poli o velikosti 8x8. K dosazˇenı´ invariance vu˚cˇi natocˇenı´ je sourˇadnicovy´ syste´m a
prˇı´slusˇne´ gradienty orientova´ny relativneˇ k vy´znamne´mu bodu. Gaussova va´hovacı´ funkce
s rozptylem σ rovny´m polovineˇ sˇı´rˇky deskriptoru je pouzˇita k upravenı´ velikosti gradientu˚
jednotlivy´ch bodu˚. To je ilustrova´no modrou kruzˇnicı´ na leve´ straneˇ obra´zku. Va´hovacı´
okno eliminuje zmeˇny v deskriptoru vznikle´ vlivem posunutı´ okna a za´rovenˇ da´va´ mensˇı´
va´hu gradientu˚m, ktere´ jsou da´le od strˇedu deskriptoru.
Vpravo na obra´zku 1.8 je zna´zorneˇn deskriptor vy´znamne´ho bodu. V tomto prˇı´padeˇ
je vytvorˇen smeˇrovy´ histogram prˇes okolı´ o velikosti 4x4. Takto zvolene´ okolı´ dovoluje
i vy´znamny´m posunu˚m v pozici gradientu˚. Kazˇde´ pole deskriptoru obsahuje smeˇrovy´
histogram, jehozˇ velikosti sˇipek odpovı´dajı´ velikosti odpovı´dajı´cı´ch vstupnı´ch gradientu˚.
Gradient vpravo, jezˇ se posune azˇ o 4 vzorky, bude sta´le prˇispı´vat stejne´mu histogramu
vpravo [8].
Obr. 1.8: SIFT deskriptor vy´znamny´ch bodu˚. Vlevo velikost a smeˇr gradientu˚, vpravo
normalizovany´ histogram jednotlivy´ch oblastı´ va´hovany´ gaussovy´m oknem [3].
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1.4.3 Vy´pocˇet obrazovy´ch gradientu˚
Vy´kon detektoru silneˇ za´visı´ na kvaliteˇ vypocˇteny´ch gradientu˚ obrazu. Bylo doka´za´no,
zˇe klasicke´ ja´dro masky nahrazujı´cı´ prvnı´ derivaci [−1,0,1] pro vertika´lnı´ a [−1,0,1]T
pro horizonta´lnı´ hrany, dokazovalo nejlepsˇı´ch vy´sledku˚. Pouzˇitı´m veˇtsˇı´ch masek nebo
aplikova´nı´ Gaussova vyhlazenı´ vzˇdy snı´zˇilo vy´kon detektoru [3].
1.4.4 Sestavenı´ histogramu
Kazˇdy´ pixel obrazu, respektive gradientu, prˇispı´va´ svou va´hou k dane´mu smeˇrove´mu his-
togramu tak jako v kapitole 1.4.2. Jednotlive´ histogramy zahrnujı´ prˇı´speˇvek odpovı´dajı´cı´ch
gradientu˚ prˇı´slusˇne´ bunˇky. Bunˇky samotne´ mohou by´t pravou´hle´ nebo kruhove´. Hodnoty
u´hlu˚ histogramu jsou rovnomeˇrneˇ rozprostrˇeny od 0 do 180 stupnˇu˚, nebo od 0 do 360,
v za´vislosti na typu gradientu ”signed”, nebo ”unsigned”. Pro detekci osob nejle´pe vy-
hovuje uzˇitı´ unsigned typu gradientu. Mı´ra, jakou bude gradient prˇispı´vat do prˇı´slusˇne´m
histogramu gradientu, je urcˇena funkcˇnı´ za´vislosti jeho velikosti [2],[3].
1.4.5 Normalizace a tvar deskriptoru
Aby byl detektor odolny´ vu˚cˇi zmeˇna´m osveˇtlenı´ a kontrastu, je velikost gradientu loka´lneˇ
normalizova´na. Toho je dosazˇeno seskupenı´m buneˇk do veˇtsˇı´ch, prostoroveˇ spojeny´ch
bloku˚. Vy´sledny´ deskriptor je tedy vektor vsˇech slozˇek normalizovane´ bunˇky ze vsˇech
bloku˚ detekcˇnı´ho okna. Bloky se za´rovenˇ prˇekry´vajı´, cozˇ znamena´, zˇe kazˇda´ bunˇka prˇispı´-
va´ do fina´lnı´ho dekriptoru vı´ce nezˇ jednou.
Existujı´ dva tvary bloku˚: pravou´hly´ (R-HOG) a kruhovy´ (C-HOG). R-HOG jsou ob-
vykle cˇtvercove´ elementy tvorˇı´cı´ cˇtvercovou mrˇı´zˇku, reprezentujı´cı´ trˇi parametry. Prvnı´
parametr je pocˇet buneˇk bloku, dalsˇı´m pocˇet pixelu˚ bunˇky a poslednı´m pocˇet kana´lu˚ his-
togramu. Optima´lnı´ velikost bunˇky je 3x3 pixelu˚, 6x6 pixelu˚ uvnitrˇ bunˇky a 9 kana´lu
histogramu. R-HOG deskriptory jsou podobne´ SIFT deskriptoru˚m s urcˇity´mi vy´jimkami.
R-HOG je pocˇı´ta´n prˇes jemnou mrˇı´zˇku pro dane´ meˇrˇı´tko, bez normalizace podle domi-
nantnı´ch u´hlu˚ gradientu˚ a implicitneˇ ko´duje prostorovou informaci relativneˇ k detekcˇnı´mu
oknu. SIFT deskriptor je pocˇı´ta´n prˇes hrubou mrˇı´zˇku danou na meˇrˇı´tku neza´visly´mi vy´zna-
mny´mi body, s rotacı´ podle dominantnı´ho zastoupenı´ u´hlu˚ gradientu˚ a obsahujı´ informaci
o dane´m okolı´ vy´znamne´ho bodu. Stejneˇ jako v kapitole 1.4.2, jsou prˇı´speˇvky pixelu˚
blı´zky´ch hrana´m va´hovany´ gaussovy´m 2-D oknem [2],[3].
C-HOG jsou dvou typu˚. Prvnı´ typ obsahuje jednu centrovanou bunˇku, zatı´mco druhy´
je slozˇen z vı´ce buneˇk. Dalal a Triggs ve sve´ pra´ci pouzˇili pouze prvnı´ typ dosahujı´cı´
stejny´ch vy´sledku˚ jako druhy´, slozˇiteˇjsˇı´ C-HOG deskriptor. Nejlepsˇı´ch vy´sledku˚ dosaho-
val C-HOG deskriptor ve tvaru podle obra´zku 1.9 vpravo.
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Obr. 1.9: Varianty navrhovane´ho HOG deskriptoru. Vlevo R-HOG/SIFT, uprostrˇed C-
HOG , vpravo C-HOG s plnou centra´lnı´ bunˇkou [2].
Pro lepsˇı´ vy´sledky je vektor nenormalizovany´ch histogramu˚ bloku normalizova´n. Tato
normalizace zlepsˇuje vy´kon algoritmu a snizˇuje procento falesˇny´ch poplachu˚ (false-positi-
ves). Dalal a Triggs ve sve´ pra´ci otestovali cˇtyrˇi ru˚zne´ metody normalizace. U´plny´m vy-
necha´nı´m normalizace dojde k vy´razne´mu zhorsˇenı´ vy´konu detektoru [3].
Proces tvorby deskriptoru je zna´zorneˇn na obra´zku 1.10. Uvazˇujeme-li R-HOG deskrip-
tor s prˇekrytı´m jednotlivy´ch bloku˚, da´vajı´ koeficienty natre´novane´ho linea´rnı´ho SVM
mı´ru, jakou jednotlive´ bunˇky prˇispı´vajı´ k vy´sledne´mu rozhodnutı´. Na obra´zku 1.10 b), f) je
videˇt, zˇe nejvy´znamneˇjsˇı´ bunˇky jsou ty ktere´ se nacha´zejı´ v oblasti hlavy, ramen a dolnı´ch
koncˇetin. Podobneˇ, obra´zek 1.10 c), g), zvy´raznˇuje gradienty uvnitrˇ postav (prˇedevsˇı´m ty
vertika´lnı´).
Na na´sledujı´cı´m obra´zku 1.11 je zobrazen rˇeteˇzec operacı´, vykona´vajı´cı´ statickou ex-
trakci prˇı´znaku˚. V prˇı´padeˇ, zˇe se jedna´ o pohyblive´ snı´mky, je vhodne´ zkombinovat me-
tody staticke´ho a dynamicke´ho HOG deskriptoru. Gradient obrazu je v dynamicke´m HOG
Obr. 1.10: HOG detektor zalozˇeny´ prˇedevsˇı´m na kontura´ch lidske´ho teˇla (hlava, ramena a
dolnı´ koncˇetiny). (a) Pru˚meˇrny´ gradient tre´novacı´ho vzoru. (b) Kazˇdy´ ”pixel”zna´zornˇuje
maxima´lnı´ pozitivnı´ va´hu SVM v bloku centrovane´m na dane´m pixelu. (c) Stejne´ pro
negativnı´ va´hy SVM. (d) Testovacı´ obra´zek. (e) R-HOG deskriptor testovacı´ho obra´zku.
(f,g) R-HOG deskriptor va´hovany´ podle pozitivnı´ch a negativnı´ch SVM vah [3].
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nahrazen opticky´m tokem v sekvenci po sobeˇ jdoucı´ch snı´mku˚. Histogram je vytvorˇen z
velikosti a smeˇru opticke´ho toku. Extrakce prˇı´znaku˚ je tedy podobna´ staticke´mu HOG.
Obr. 1.11: Celkovy´ pohled na rˇeteˇzec extrakce prˇı´znaku˚. Detekcˇnı´ okno je tazˇeno prˇes
mrˇı´zˇku prˇekry´vajı´cı´ch se bloku˚. Kazˇdy´ blok obsahuje bunˇky, jejichzˇ hodnoty gradi-
entu prˇispı´vajı´ do orientovane´ho histogramu gradientu˚. Histogramy jsou loka´lneˇ normali-
zova´ny a sloucˇeny do jednoho prˇı´znakove´ho vektoru (prˇevzato z [2])
1.5 Klasifikace objektu s vyuzˇitı´m HOG deskriptoru
Poslednı´m krokem detekce s vyuzˇitı´m HOG deskriptoru je konecˇna´ klasifikace objektu.
V tomto prˇı´padeˇ se jedna´ o dichotomickou klasifikacˇnı´ u´lohu cˇloveˇk/necˇloveˇk. K tomuto
u´cˇelu je mozˇno vyuzˇı´t klasifika´tor zalozˇeny´ na ucˇenı´ s ucˇitelem. Dalal a Trigs ve sve´
pra´ci pouzˇili jednoduchy´ klasifika´tor vyuzˇı´vajı´cı´ podpu˚rne´ vektory, z anglicke´ho
”
Support
Vector Machine“ (SVM), natre´novany´ pomocı´ SVMlight (implementova´no v OpenCV).
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1.5.1 SVM klasifika´tor
Principem tohoto klasifika´toru je obvykle linea´rneˇ neseparabilnı´ prostor prˇı´znaku˚ (deskri-
ptor) transformovat pomocı´ transformacˇnı´ funkce do prostoru s vysˇsˇı´ dimenzı´. V tomto
transformovane´m prostoru je pote´ mozˇno prove´st separaci prˇı´znaku˚ pomocı´ nadroviny
nebo mnozˇinou nadrovin. Parametry te´to nadroviny urcˇujı´ pomocne´ vektory, ktere´ jsou v
pru˚beˇhu ucˇenı´ prˇizpu˚sobova´ny.
Linea´rnı´ SVM hledajı´ nadrovinu 〈w,x〉+ b = 0, ktera´ maximalizuje vzda´lenost od
bodu˚ z linea´rneˇ separovatelne´ tre´novacı´ mnozˇiny. Tre´novacı´ mnozˇina je reprezentova´na
vektory {(x1,y1),(x2,y2), ...,(xn,yn)}, kde xi je dany´ tre´novacı´ vzor a yi ∈ {−1,+1} je
jeho identifika´tor trˇı´dy. Proble´m hleda´nı´ nadroviny tedy spocˇı´va´ v hleda´nı´ w a b tak, aby
byla vzda´lenost mezi paralelnı´mi nadrovinami co nejveˇtsˇı´ a za´rovenˇ sta´le separovala data
tak, jak ukazuje obra´zek 1.12.
Obr. 1.12: Hleda´nı´ nadroviny v 2-D separabilnı´m prostoru.
Rˇesˇenı´ vede na prˇı´mou u´lohu hleda´nı´ maxima´lnı´ vzda´lenosti mezi trˇı´dami podle na´sle-
dujı´cı´ rovnice
(w,b) = argmin
w,b
1
2
||w||2. (1.8)
Po vyrˇesˇenı´ rovnice 1.8 je zı´ska´n vektor w a pra´h b, jenzˇ urcˇuje hledanou nadrovinu.
Tuto prˇı´mou u´lohu je vsˇak le´pe prˇeve´st na tzv. dua´lnı´ u´lohu a hledat cˇı´sla αi, i = 1, ...,n,
ktera´ jsou rˇesˇenı´m u´lohy
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αi = argmax
αi
l
∑
i=1
αi−
1
2
∑
i=1
l
∑
j=1
αiα jyiy j〈xi,x j〉 , (1.9)
za podmı´nky
αi ≥ 0, i = 1,2, ...,n,
n
∑
i=1
αiyi = 0.
V tomto prˇı´padeˇ se tedy neupravuje vektor w, ale pouze rea´lna´ cˇı´sla, ktera´ jsou da´ny
podpu˚rny´mi vektory αi.
1.5.2 Tre´nova´nı´ SVM
Tre´nink ucˇicı´ho algoritmu patrˇı´ k nejdu˚lezˇiteˇjsˇı´m cˇa´stem detektoru˚. Se sˇpatneˇ natre´nova-
ny´m klasifika´torem roste mnozˇstvı´ falesˇny´ch alarmu˚ (false-positives), nebo naopak vu˚bec
nedojde k detekci objektu.
Du˚lezˇitou cˇa´stı´ je rozdeˇlenı´ vstupnı´ch dat (obrazu˚) tak, aby tvorˇila vzory s pozitivnı´m
na´lezem (pozitivnı´ obraz) a vzory neobsahujı´cı´ objekt za´jmu, naprˇ. lidske´ postavy. Vy´beˇr
tre´novacı´ch dat je slozˇity´ a zdlouhavy´ proces. Cˇa´st pozitivnı´ch obrazu˚ zastihuje osoby
te´meˇrˇ za idea´lnı´ch podmı´nek ve vzprˇı´mene´m, cˇelnı´m, nebo zadnı´m pohledu. Pro lepsˇı´
natre´nova´nı´ detektoru je mozˇne´ vybrat pozitivnı´ obrazy z rea´lny´ch sce´n, vyrˇı´znutı´m ob-
jektu za´jmu. Osoby v teˇchto snı´mcı´ch jizˇ nejsou zachyceny v idea´lnı´ pozici. K takto vy-
brany´m pozitivnı´m snı´mku˚m je jesˇteˇ mozˇne´ vytvorˇit zrcadloveˇ obra´cene´ kopie.
Nedı´lnou soucˇa´stı´ takove´to databa´ze jsou i testovacı´ obrazy. Tyto obrazy nesmı´ by´t
vstupem tre´novacı´ho algoritmu a slouzˇı´ k jeho otestova´nı´.
K dispozici je mnozˇstvı´ databa´zı´ obsahujı´cı´ takto rozdeˇlena´ tre´novacı´ data. Mezi
nejzna´meˇjsˇı´ patrˇı´ volneˇ sˇirˇitelna´ databa´ze MIT pedestrian dataset, ke stazˇenı´ [http://cbcl.
mit.edu/software-datasets/PedestrianData.html]. Tento dataset obsahuje obra´zky s rozlisˇe-
nı´m 64x128 px s postavami ve vzprˇı´mene´m postoji a prˇı´me´m pohledu. Rea´lne´ sce´ny jsou
vsˇak rozmanite´ na po´zy osob. Pro vytvorˇenı´ robustnı´ho detektoru je trˇeba mnohem rozma-
niteˇjsˇı´ch vstupnı´ch dat. Pro tento u´cˇel byl vytvorˇen dataset INRIA, ktery´ obsahuje osoby
ve vzprˇı´mene´ pozici a v ru˚zny´ch po´za´ch. Dataset INRIA je opeˇt volneˇ stazˇitelny´m na
[http://pascal.inrialpes.fr/data/human/].
Cˇa´st tre´nova´nı´ nebude da´l v te´to pra´ci rozebı´ra´na, protozˇe se jedna´ o komplexnı´ a
zdlouhavy´ proces. Vı´ce o samotne´m procesu tre´nova´nı´ a softwaru SVMlight na stra´nka´ch
[http://svmlight.joachims.org/].
26
1.5.3 Zhodnocenı´ detekce postav zalozˇene´ na HOG
Pro zhodnocenı´ vy´konu algoritmu je trˇeba prˇedem definovat parametry a vlastnosti snı´ma-
ne´ sce´ny. V prˇı´padeˇ detekce osob ve vnitrˇnı´ch prostora´ch je snı´macı´ zarˇı´zenı´ cˇasto umı´steˇ-
no v podstropove´ vy´sˇce tak, aby bylo zajisˇteˇno co nejveˇtsˇı´ pokrytı´ snı´mane´ sce´ny. Osoba
se ve veˇtsˇineˇ prˇı´padu˚ pohybuje v blı´zkosti nebo ve strˇednı´ vzda´lenosti od snı´macı´ho
zarˇı´zenı´. Rozlisˇujı´ se tedy objekty blı´zke´, strˇedneˇ vzda´lene´ a vzda´lene´. V mnozˇstvı´ apli-
kacı´ se osoba nacha´zı´ ve strˇedneˇ azˇ blı´zke´ vzda´lenosti ke kamerˇe. Velikost, kterou osoba
zaujı´ma´ v obraze v pixelech, je u´meˇrna´ vzda´lenosti ke kamerˇe. Prˇi rozlisˇenı´ kamery
640 x 480 zaujı´ma´ strˇedneˇ vzda´lena´ osoba 100 a vı´ce pixelu˚ na vy´sˇku zatı´mco osoba
v kratsˇı´ vzda´lenosti zaujı´ma´ prˇiblizˇneˇ 130 pixelu˚ a vı´ce. Dalsˇı´m faktorem, ktery´ je trˇeba
prˇi srovna´nı´ bra´t v potaz je procento vznikle´ho prˇekrytı´. Ve vnitrˇnı´ch prostora´ch je osoba
cˇasto zacloneˇna jinou procha´zejı´cı´ osobou, ve venkovnı´ch prostora´ch naopak cizı´mi ob-
jekty jako jsou naprˇı´klad projı´zˇdeˇjı´cı´ auta, stromy nebo znacˇky.
HOG detektor vy´razneˇ prˇekona´va´ detektory implementujı´cı´ Haarovy vlnky, PCA-
SIFT a tvarem orientovane´ detektory (shape context). Du˚kladne´ srovna´nı´ provedli Dalal
a Triggs ve sve´ pra´ci za pouzˇitı´ Recall-Precision (RP) a Average-Precesion (AP) krˇivek.
Srovna´nı´ bylo provedeno na vytvorˇene´m datasetu s 2300 oznacˇeny´ch osob. HOG detektor
dosahoval nejlepsˇı´ch vy´sledku˚ na mensˇı´, azˇ strˇednı´ vzda´lenosti s minima´lnı´m prˇekrytı´m
[2],[3],[4].
1.6 Sledova´nı´ objektu˚
Cı´lem trasovacı´ho algoritmu je vytvorˇit cˇasovou trajektorii pohybu sledovane´ho objektu
na za´kladeˇ jeho pozice v kazˇde´m snı´mku. Trasovanı´ je da´le rozdeˇleno do dvou sku-
pin. Prvnı´ skupinu tvorˇı´ algoritmy, ktere´ pracujı´ cˇisteˇ s regionem nalezeny´m neˇktery´m
z detekcˇnı´ch mechanismu˚. Lokace tohoto regionu za´visı´ pouze na aktua´lnı´m meˇrˇenı´ a
prˇesnosti detekcˇnı´ho algoritmu. Druhou skupinu tvorˇı´ slozˇiteˇjsˇı´ probabilisticke´ algoritmy,
ktere´ na za´kladeˇ znalosti pozice v minule´m kroku, estimujı´ pozici objektu v kroku na´sledu-
jı´cı´m. Spolecˇny´m rysem teˇchto skupin je reprezentace objektu, ktera´ cˇisteˇ za´visı´ na pouzˇi-
te´m detektoru. Typ pohybu a mozˇne´ deformace, ktere´ objekt podstupuje, limituje zvoleny´
model reprezentujı´cı´ objekt. Pokud je zna´ma pouze sourˇadnice na´lezu, jedna´ se o prosty´
translacˇnı´ pohyb. Parametricke´ pohybove´ modely jsou uzˇity v prˇı´padeˇ, zˇe je zna´m geome-
tricky´ tvar objektu. Takovy´to objekt je oznacˇova´n jako pevny´. Slozˇiteˇjsˇı´ modely objektu,
jako je silueta nebo kontura, patrˇı´ mezi nejprˇesneˇjsˇı´ reprezentace. V takove´mto prˇı´padeˇ
mohou by´t pouzˇity jak parametricke´, tak i neparametricke´ modely specifikujı´cı´ jejich po-
hyb [18].
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Obr. 1.13: Strom deˇlenı´ jednotlivy´ch sledovacı´ch algoritmu˚ [18]
1.6.1 Proble´m korespondence
Prˇi pohybu objektu v sekvenci snı´mku˚ mohou nastat na´sledujı´cı´ prˇı´pady:
• Dojde k prˇekrytı´ objektu˚
• Dojde ke ztra´teˇ informace o pozici objektu s na´sledny´m objevenı´m se na jine´m
mı´steˇ
• Ve sledovane´ sce´neˇ se nacha´zı´ vı´ce objektu˚, cˇı´mzˇ vznika´ proble´m nejednoznacˇnosti
prˇirˇazenı´
• Chyby vznikle´ prˇi snı´ma´nı´ (rozmaza´nı´ objektu prˇi rychlejsˇı´ch pohybech - vznik
novy´ch objektu˚)
• Chyby vznikle´ prˇi detekci objektu
V prˇı´padeˇ detekce osob v davu mu˚zˇe snadno nastat situace, kdy dojde ke krˇı´zˇenı´ tra-
jektoriı´ a tı´m i prˇekry´va´nı´ objektu˚. Tyto situace je mozˇne´ rˇesˇit neˇkolika zpu˚soby. Pro
urcˇenı´ korespondence odpovı´dajı´cı´ho bodu v sekvenci snı´mku˚ je mozˇne´ vyuzˇı´t znalost o
velikosti, rychlosti a smeˇru pohybu. Pokud naprˇı´klad dojde ke krˇı´zˇenı´ trajektoriı´ prˇi po-
hybu osob, da´ se prˇedpokla´dat, zˇe tyto objekty zachovajı´ pu˚vodnı´ smeˇr a rychlost. Ve 3D
sce´neˇ navı´c objekty meˇnı´ svou velikost prˇi pohybu smeˇrem k nebo od snı´macı´ho zarˇı´zenı´.
Tyto zmeˇny lze vyuzˇı´t prˇi urcˇova´nı´ korespondence objektu v na´sledujı´cı´m snı´mku [11].
Dalsˇı´m zpu˚sobem je ve vzhledu nebo pohybu objektu nale´zt vy´znamnou informaci,
ktera´ poslouzˇı´ k identifikaci. Prˇi identifikaci stejne´ osoby na na´sledujı´cı´m snı´mku mohou
poslouzˇit prˇı´znaky jeho vzhledu (appearance features). Protozˇe s nejveˇtsˇı´ pravdeˇpodobno-
stı´ nedojde ke zmeˇneˇ vzhledu lidske´ho zevneˇjsˇku v sekvenci po sobeˇ jdoucı´ch snı´mku˚,
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lze te´to informace vyuzˇı´t. Uzˇitı´m barevne´ kamery lze naprˇı´klad urcˇit barevny´ histogram
sledovane´ osoby. Pokud histogram objektu na na´sledujı´cı´m snı´mku nekoresponduje s his-
togramem prˇedchozı´ho objektu, s nejveˇtsˇı´ pravdeˇpodobnostı´ se nejedna´ o tute´zˇ osobu.
1.6.2 Kalmanu˚v filtr
Urcˇenı´ pozice objektu (meˇrˇenı´) je cˇasto zatı´zˇeno chybou vzniklou sˇumem. V takove´mto
prˇı´padeˇ je mozˇne´ pouzˇı´t statisticke´ metody sledova´nı´ objektu. Stav syste´mu, v tomto
prˇı´padeˇ pozice objektu, je predikova´na na za´kladeˇ meˇrˇenı´ a zna´me´ho modelu sˇumu.
Kalmanu˚v filtr byl vyvinut v 60. letech k filtraci sˇumu v elektricky´ch signa´lech a sve´
uplatneˇnı´ nalezl i v aplikacı´ch pocˇı´tacˇove´ho videˇnı´. Jedna´ se o dynamicky´ filtr. Du˚lezˇitou
soucˇa´sti Kalmanova filtru je znalost modelu syste´mu, na jehozˇ za´kladeˇ je vytvorˇena pre-
dikce na´sledujı´cı´ho stavu. Predikce prˇı´sˇtı´ho stavu, tedy oblast dana´ sourˇadnicemi strˇedu,
prˇı´padneˇ i velikostı´ objektu, vyznacˇuje pravdeˇpodobny´ vy´skyt objektu. Stav filtru je v
kazˇde´m kroku aktualizova´n ze zı´skane´ho meˇrˇenı´. Nenı´ tedy trˇeba uchova´vat historicka´
data. Pokud nenı´ mozˇne´ stav filtru aktualizovat (ztra´ta objektu), pokracˇuje se v predikci
pro dalsˇı´ krok. Prˇi opeˇtovne´m nalezenı´ objektu je provedena korekce soucˇasne´ polohy (na
za´kladeˇ predikce a meˇrˇenı´) [1][11].
1.6.3 Aplikace Kalmanova filtru
V souvislosti s Kalmanovy´m filtrem hovorˇı´me o trˇech typech pohybu. Dynamicky´ pohyb
je takovy´, u ktere´ho lze na za´kladeˇ znalosti stavu syste´mu v okamzˇiku t jednoznacˇneˇ urcˇit
na´sledujı´cı´ stav syste´mu v cˇase t + 1. Druhy´m pohybem je pohyb rˇı´zeny´, jehozˇ smeˇr a
rychlost je zna´ma´, avsˇak o stavu syste´mu nejsou dostatecˇneˇ prˇesne´ informace. S tı´mto
pohybem se lze setkat u roboticky´ch syste´mu˚. Poslednı´ kategoriı´ pohybu je nahodily´ po-
hyb. Nahodily´ pohyb obsahuje sˇum jehozˇ prˇı´speˇvky nejsou zna´my a nepodle´hajı´ zˇa´dne´mu
rˇı´zenı´.
Prˇedpokla´dejme tedy, zˇe se jedna´ o druh Gaussova sˇumu (nahodila´ chu˚ze) nebo o
sˇum jezˇ lze jako Gaussu˚v modelovat. Da´le prˇedpokla´dejme zˇe x je stav, z je meˇrˇenı´, w
je procesnı´ sˇum a v je sˇum meˇrˇenı´. Sˇum w a v je neza´visly´ na stavech a meˇrˇenı´. Pak
dosta´va´me [1]
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xk+1 = Axk +wk
zk = Hxk + vk
wk ≈ N (0,Qk)
vk ≈ N (0,Rk)
Pk = E
[
eke
T
k
]
,ek = xk −Xk
Pk = E
[
eke
T
k
]
,ek = xk−Xk, (1.10)
kde P je kovariacˇnı´ matice. Kalmanu˚v filtr predikuje stav x v cˇase k+1, prˇicˇemzˇ opravuje
predikci uzˇitı´m meˇrˇenı´ z v tomto cˇase, podle na´sledujı´cı´ch rovnic
Aktualizace stavu (predikce):
xk+1 = AkXk
Pk+1 = AkPkA
T
k +Qk, (1.11)
Aktualizace meˇrˇenı´ (korekce):
Kk = PkH
T
k
(
HkPkH
T
k |Rk
)−1
Xk = Xk +Kk
(
zk−HkXk
)
Pk = (I−KkHk)Rk, (1.12)
kde K je Kalmanu˚v zisk a velicˇiny s pruhem jsou predikovane´ hodnoty. Detailnı´ odvozenı´
rovnic vy´sˇe v [1].
Kalmanu˚v filtr je trˇeba inicializovat. V cˇase t=0 nezna´me prˇedchozı´ stav syste´mu.
Proto se jako stavove´ promeˇnne´ pouzˇijı´ hodnoty aktua´lnı´ho meˇrˇenı´. Za´rovenˇ se inicializujı´
matice sˇumu a Kalmanova zisku. Tyto budou v pru˚beˇhu vy´pocˇtu˚ postupneˇ meˇneˇny.
Na obra´zku 1.14 jsou zna´zorneˇny jednotlive´ kroky vy´pocˇtu kalmanovy´ch matic. Pre-
dikce nove´ho stavu se skla´da´ z kroku aktualizace a predikce novy´ch hodnot.
Jak jizˇ bylo rˇecˇeno, Kalmanu˚v filtr je urcˇen pro linea´rnı´ syste´my. Nejveˇtsˇı´ vy´hodou v
oblasti sledova´nı´ objektu v pocˇı´tacˇove´m videˇnı´ je schopnost predikce. V prˇı´padeˇ zˇe do-
jde ke ztra´teˇ informace o poloze objektu, Kalmanu˚v filtr predikuje novou pozici s urcˇitou
pravdeˇpodobnostı´. Za´rovenˇ vna´sˇı´ do syste´mu dynamiku, to znamena´, zˇe vy´sledna´ trajek-
torie pohybu nenı´ zasˇumeˇna´. Na´hradou Kalmanova filtru mu˚zˇou by´t Particle filtry nebo
nelinea´rnı´ rozsˇı´rˇenı´ Kalmanova filtru (Extended Kalman Filter).
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Predikce:
1. Predikce stavového vektoru
2. Predikce kovariační matice
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Korekce:
1. Výpočet Kalmanova zisku
2. Aktualizace měření
3. Výpočet kovariační matice
Inicializace Kalmanova filtru
odhad         a          .
1
ˆ
-kP1ˆ -kx
Obr. 1.14: Jednotlive´ kroky vy´pocˇtu kalmanova algoritmu.
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2 VYBRANE´ METODY
V te´to kapitole budou popsa´ny jednotlive´ metody, ktere´ byly pro tuto aplikaci vybra´ny a
implementova´ny. Prˇi zpracova´nı´ je uzˇito teoreticky´ch poznatku˚ z kapitoly 1, jezˇ obsahuje
souhrn modernı´ch prˇı´stupu˚, ktere´ prˇinesl vy´zkum poslednı´ doby. Ja´dro detekcˇnı´ho algo-
ritmu tvorˇı´ HOG detektor a linea´rnı´ SVM klasifika´tor viz kapitola 1.4. Detekce osob je
prova´deˇna pro kazˇdy´ snı´mek sledovane´ sce´ny. Vy´stupem detektoru je ohranicˇene´ okno
na´lezu, jezˇ je popsa´no jeho sourˇadnicemi, vy´sˇkou a sˇı´rˇkou. V aplikacˇnı´ vrstveˇ nad detek-
torem jsou da´le pouzˇity metody, ktere´ zvy´sˇili spolehlivost trasova´nı´ pohybu objektu˚. Cely´
algoritmus tedy tvorˇı´ kombinace ru˚zny´ch prˇı´stupu˚.
Aktuální snímek
Předzpracování
HOG detektor
-získání deskriptoru
-klasifikace SVM
BGS
-subtrakce pozadí
-uložení vzoru osoby
Pozitivní 
detekce?
Ne
Ano
Template Matching
-porovnávání se vzorem
-korekce měření
Kalman tracker
-sestavení trajektorie
Obr. 2.1: Diagram vola´nı´ jednotlivy´ch metod
Diagram na obra´zku 2.1 zna´zornˇuje veˇtvenı´ programu a uzˇitı´ jednotlivy´ch metod.
HOG detektor da´va´ pocˇa´tecˇnı´ odhad pozice objektu. V prˇı´padeˇ zˇe detektor selzˇe a za´rovenˇ
byl objekt v prˇedchozı´ch snı´mcı´ch detekova´n, zastupujı´ detektor metody porovna´va´nı´ se
vzorem a trasova´nı´
”
blobu˚“. Blobem je kazˇdy´ pohyblivy´ region, objekt, jezˇ neodpovı´da´
modelu pozadı´. Vy´stup detektoru˚ je da´le zpracova´va´n algoritmem trasova´nı´, ktery´ sesta-
vuje vy´slednou trajektorii pohybu objektu. Pro trasova´nı´ byl zvolen linea´rnı´ Kalmanu˚v
filtr. Tento filtr do syste´mu vnesl potrˇebnou dynamiku a umozˇnil tak sledovat objekty,
jejichzˇ meˇrˇenı´ bylo na kra´tkou dobu ztraceno.
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2.1 Histogram orientovane´ho gradientu
Nejdu˚lezˇiteˇjsˇı´m prvkem a stavebnı´m blokem algoritmu je zvoleny´ detektor. Detektor na
za´kladeˇ Histogramu orientovane´ho gradientu je od pocˇa´tku sve´ho vzniku koncipova´n pro
detekci osob. Lze ho vsˇak uzˇı´t k detekci dalsˇı´ch objektu˚, ktere´ v pru˚beˇhu sledova´nı´ nemeˇnı´
svu˚j tvar. Tento detektor byl vybra´n vzhledem k jeho snadne´ implementaci a celkove´
robustnosti rˇesˇenı´. Vy´kon a vy´sledky detektoru vy´razneˇ prˇekona´va´ soucˇasne´ prˇı´stupy [4].
Mezi vy´hodami detektoru je i samotna´ implementace v knihovneˇ OpenCV.
V na´sledujı´cı´ch kapitola´ch budou popsa´ny jednotlive´ operace HOG detekcˇnı´ho algo-
ritmu. Jak jizˇ bylo rˇecˇeno v kapitole 1.4, metoda vyhodnocuje vhodneˇ normalizovany´ his-
togram gradientu˚ zı´skany´ch pro detekcˇnı´ okno, ktere´ je po obraze posouva´no. Vy´stupem
detektoru je vektor deskriptoru, jehozˇ slozˇky tvorˇı´ dane´ histogramy sestavene´ pro kazˇdou
pozici detekcˇnı´ho okna. Vy´kon a rychlost detekce silneˇ za´visı´ na parametrech detektoru
a vstupnı´m rozlisˇenı´ obrazu.
Cely´ rˇeteˇzec detekce se skla´da´ z na´sledujı´cı´ch operacı´:
• Globa´lnı´ normalizace jasu
• Kalkulace gradientu˚
• Sestavenı´ va´hovane´ho histogramu gradientu˚
• Loka´lnı´ normalizace kontrastu
• Sestavenı´ deskriptoru z jednotlivy´ch bloku˚
2.1.1 Parametry detektoru
Kvalitu deskriptoru a tı´m i jeho na´slednou klasifikaci urcˇujı´ parametry, ktere´ popisujı´
okno deskriptoru a jeho posun po obraze. V implementaci algoritmu bylo pouzˇito okno o
velikost 128x64 px. Velikost okna proporciona´lneˇ odpovı´da´ velikosti osob. Okno s teˇmito
rozmeˇry lze za´rovenˇ snadno deˇlit mocninami dvou na jednotlive´ bloky. Velikost bloku
tedy bude 2nx2n. Pro u´cˇel aplikace byla velikost bloku zvolena 16x16 px. To je kompromis
mezi rychlostı´ a vy´konem detektoru. Tento blok je da´le rozdeˇlen na jednotlive´ bunˇky, pro
ktere´ je sestavova´n histogram orientovane´ho gradientu. Tyto bunˇky majı´ velikost 8x8px a
uda´vajı´ krok bloku.
V prˇı´padeˇ detekce ru˚zneˇ veliky´ch objektu˚ je deskriptor nutne´ sestavovat pro ru˚zna´
meˇrˇı´tka detekcˇnı´ho okna. Toto meˇrˇı´tko je dalsˇı´m parametrem detektoru a uda´va´ kolikra´t se
zveˇtsˇı´ detekcˇnı´ okno v dalsˇı´m pru˚chodu obrazem. V samotne´m algoritmu byl pouzˇit koe-
ficient scale = 1.13. Tato hodnota byla urcˇena experimenta´lneˇ opeˇt jako kompromis mezi
vy´konem a rychlostı´ algoritmu. Prˇi zmensˇenı´ hodnoty koeficientu scale na scale = 1.05,
rychlost algoritmu klesa´ prˇiblizˇneˇ 2x. Proble´mem detekce pro ru˚zna´ meˇrˇı´tka je, zˇe vznika´
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neˇkolik prˇekry´vajı´cı´ch se detekovany´ch regionu˚. Tyto regiony cˇasto na´lezˇı´ jednomu ob-
jektu a je nutne´ je seskupit v jeden. Seskupenı´ je provedeno na za´kladeˇ podobnosti regionu˚
a jejich lokace. Velikost a lokace vy´sledne´ho regionu je da´na jako pru˚meˇr vsˇech deteko-
vany´ch oblastı´.
16
16
blok
buňka
8
64
128
Obr. 2.2: Detekcˇnı´ okno rozdeˇlene´ na jednotlive´ bloky 16x16px vlevo. Vpravo blok
rozdeˇlen na bunˇky o velikosti 8x8px.
2.1.2 Velikost obrazu a rychlost algoritmu
Vstupem algoritmu je RGB obraz o velikosti 640x480 pixelu˚. Tento rozmeˇr je typicky´
pro mnoho kamer. Protozˇe je deskriptor porˇizova´n pro cely´ obraz, jeho velikost vy´razneˇ
ovlivnˇuje rychlost algoritmu. Pozˇadavkem aplikace je samozrˇejmeˇ i jejı´ real time beˇh.
Parametry deskriptoru a velikost vstupnı´ho obrazu byly voleny tak, aby byla detekce co
nejspolehliveˇjsˇı´ pro ru˚zna´ meˇrˇı´tka detekovany´ch objektu˚. Velikost vstupnı´ho obrazu je
pro zrychlenı´ zmensˇena. Za´rovenˇ je trˇeba, aby byla odezva detektoru pozitivnı´ jak pro ob-
jekty v poprˇedı´, tak i v pozadı´ sledovane´ sce´ny. Jak bylo rˇecˇeno v kapitole 1.5.3, detektor
dosahuje nejlepsˇı´ odezvy pro strˇedneˇ vzda´lene´ a blı´zke´ objekty. Obraz tedy lze zmensˇovat
pouze do meze dane´ typem sledovane´ sce´ny.
Tabulka 2.1 ukazuje nameˇrˇene´ rychlosti algoritmu pro ru˚zna´ rozlisˇenı´. Vstupnı´ obraz
byl upraven tak, aby postava na neˇm zaujı´mala stejnou velikost v px pro vsˇechna testovacı´
rozlisˇenı´. Rychlost algoritmu klesa´ linea´rneˇ se zveˇtsˇujı´cı´m se rozlisˇenı´m obrazu. Scale
faktor v tabulce nı´zˇe znamena´, kolikra´t je vstupnı´ obraz zmensˇen oproti pu˚vodnı´ velikosti
640x480 px. Obra´zek 2.3 zobrazuje zpracova´vane´ obrazy s ohranicˇeny´m objektem na´lezu.
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a) 320x240 b) 448x336 c) 512x384 d) 576x432 e) 640x480
Obr. 2.3: Rychlost algoritmu pro ru˚zna´ rozlisˇenı´ vstupnı´ho obrazu.
Obra´zek 2.3 Scale faktor Rozlisˇenı´ Rychlost
a) 0,5 320x240 px 76 ms
b) 0,7 448x336 px 172 ms
c) 0,8 512x384 px 384 ms
d) 0,9 576x432 px 397 ms
e) 1,0 640x480 px 432 ms
Tab. 2.1: Pru˚meˇrne´ rychlosti detekce pro dana´ rozlisˇenı´ (metoda HOG).
V navrhovane´ aplikaci byl vstupnı´ obraz zmensˇen na rozlisˇenı´ 480x360. Tomu od-
povı´da´ scale faktor 0,75 a rychlost 220ms. Toto rozlisˇenı´ bylo voleno jako kompromis
mezi rychlostı´ algoritmu a pozitivnı´mi detekcemi objektu po cele´ sce´neˇ. Schopnost de-
tekce pro dana´ rozlisˇenı´ silneˇ za´visı´ na typu sledovane´ sce´ny, tedy v jake´ vzda´lenosti se
detekovany´ objekt nacha´zı´. Rozlisˇenı´ obrazu lze v aplikaci meˇnit. Rychlost algoritmu byla
testova´na na sestaveˇ Windows 7 x64, Intel Core i5 2,67GHz, OpenCV 2.3.1.
2.1.3 Normalizace jasu
Prvnı´m krokem detekce je normalizace jasu vsˇech kana´lu RGB obrazu. Jedna´ se o cˇasto
pouzˇı´vanou korekci, kdy jsou jasove´ hodnoty jednotlivy´ch kana´lu˚ prˇepocˇı´ta´ny podle gama
krˇivek. V tomto prˇı´padeˇ je gama krˇivka stejna´ pro vsˇechny kana´ly. Tato korekce snizˇuje
na´chylnost vu˚cˇi rozdı´lny´m sveˇtelny´m podmı´nka´m. Obra´zek 2.4 ukazuje gama korekce
obrazu pro hodnoty gama = 0.5,1 a 2 s jejich odpovı´dajı´cı´mi gama krˇivkami. Gama ko-
rekce je prova´deˇna podle na´sledujı´cı´ho vztahu
R(x,y) = I (x,y)gama , (2.1)
kde I odpovı´da´ vstupnı´mu obrazu a R je obraz vy´stupnı´. Gamma korekce je prova´deˇna
pro hodnoty gama = 2, cˇı´mzˇ dojde k zvy´sˇenı´ kontrastu obrazu [2],[3].
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gama = 1/2 originál - gama = 1 gama = 2
Obr. 2.4: Gama korekce s prˇı´slusˇny´mi jasovy´mi krˇivkami.
2.1.4 Vy´pocˇet gradientu˚
Prˇed vypocˇtenı´m gradientu˚ v jednotlivy´ch osa´ch obrazu x,y nenı´ vstupnı´ obraz zˇa´dny´m
zpu˚sobem zpracova´va´n (s vy´jimkou gama korekce). Kvalita vypocˇteny´ch gradientu˚ silneˇ
ovlivnˇuje vy´kon detektoru. Gradienty jsou pocˇı´ta´ny pomocı´ jednoduche´ sobelovy masky
reprezentujı´cı´ prvnı´ derivaci. Vy´sledne´ gradienty a jejich smeˇry zna´zornˇuje obra´zek 2.5.
V tomto prˇı´padeˇ jsou gradienty pocˇı´ta´ny pro obraz o rozlisˇenı´ 128x64px [3].
a) b) c)
Obr. 2.5: Vy´pocˇet velikosti a smeˇru gradientu˚. a) origina´lnı´ obraz, b) absolutnı´ hodnoty
gradientu˚, c) velikost a smeˇr gradientu˚ pro cˇa´st hlavy a ramen
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2.1.5 Sestavenı´ histogramu gradientu˚ pro detekcˇnı´ okno
Po vypocˇtenı´ gradientu˚ a normalizaci obrazu na´sleduje sestavenı´ jejich histogramu˚. Jak
jizˇ bylo rˇecˇeno, algoritmus stavı´ na pohyblive´m detekcˇnı´m okneˇ. Toto detekcˇnı´ okno je
rozdeˇleno na jednotlive´ bloky, pro ktere´ je va´hovany´ histogram sestavova´n. Obra´zek 2.6
zobrazuje vstupnı´ obrazy a jı´m odpovı´dajı´cı´ histogram gradientu˚ pro jednotlive´ bloky. De-
tekcˇnı´ okno o velikosti 128x64px je rozdeˇleno na bloky, jejichzˇ velikost je 8x8px. Jednot-
live´ gradienty, tedy ty gradienty prˇı´slusˇejı´cı´ bloku, prˇispı´vajı´ svojı´ va´hou do vy´sledne´ho
9 kana´love´ho histogramu. Histogramy na obra´zku jsou pro zjednodusˇenı´ pocˇı´ta´ny pouze
pro jeden kana´l obrazu (sˇedoto´novy´ obraz). Lepsˇı´ch vy´sledku˚ dosahuje deskriptor vsˇech
kana´lu barevne´ho syste´mu RGB. Vy´sledny´ deskriptor je vektor hodnot jednotlivy´ch his-
togramu˚.
Velikost okna a bloku˚ byla volena experimenta´lneˇ. Hruby´ krok rozdeˇlenı´ bloku˚ zpu˚so-
buje selha´nı´ detekce v prˇı´padeˇ vzda´leny´ch objektu˚, ktere´ jsou vu˚cˇi pozadı´ nekontrastnı´.
To je da´no nevy´raznou zmeˇnou jednotlivy´ch obrysovy´ch gradientu˚.
Obr. 2.6: Sestavenı´ histogramu˚ gradientu˚ pro detekcˇnı´ okno o velikosti 128x64px. Pro
zjednodusˇenı´ je histogram sestavova´n pro sˇedoto´novy´ obraz.
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2.1.6 Normalizace histogramu˚ bloku
Histogramy sestavene´ v jednotlivy´ch blocı´ch detekcˇnı´ho okna nejsou nijak normalizova´ny.
Normalizace je prova´deˇna metodou L2-norm, respektive jejı´ modifikovanou verzı´ L2-
Hys. Necht’ je v nenormalizovany´ vektor deskriptoru bloku, ||v||k jeho k-ta´ normalizo-
vana´ slozˇka a ε mala´ konstanta pro osˇetrˇenı´ deˇlenı´ nulou (ε = 1e−2). Potom je L2-norm
normalizacˇnı´ konstanta n f da´na vztahem
n f =
v√
||v||22 + ε
2
, (2.2)
na´sledova´na orˇezem maxima´lnı´ch hodnot v na hodnotu 0.2. Vektor deskriptoru je zpeˇtneˇ
renormalizova´n cozˇ da´va´ modifikovanou normalizacˇnı´ metodu L2-Hys. Tato normali-
zace zvysˇuje vy´konnost detektoru. Normalizacˇnı´ metoda L2-Hys je implementova´na v
OpenCV [1],[2],[3],[14].
Vy´sledny´ vektor deskriptoru je zı´ska´n sestavenı´m vsˇech normalizovany´ch histogramu˚
jednotlivy´ch bloku˚ pro cele´ detekcˇnı´ okno.
2.2 Trasovacı´ algoritmus s vyuzˇitı´m Kalmanova filtru
Pro trasova´nı´ pohybu detekovany´ch osob je pouzˇit algoritmus jehozˇ ja´drem je jednoduchy´
linea´rnı´ Kalmanu˚v filtr viz kapitola 1.6.2. Tento algoritmus byl vybra´n z du˚vodu jeho jed-
noduche´ implementace a celkove´ robustnosti rˇesˇenı´. V prˇı´padeˇ selha´nı´ detekce Kalmanu˚v
filtr predikuje pravdeˇpodobnou pozici objektu aktualizacı´ stavove´ho vektoru. Z vy´stupu
Kalmanova filtru, tedy predikovane´ pozice a velikosti objektu, je sestavena vy´sledna´ tra-
jektorie jednoduchy´m spojenı´m vsˇech bodu˚ na´lezu patrˇı´cı´ sledovane´ osobeˇ, jak ukazuje
na´sledujı´cı´ obra´zek 2.8. V tomto testovacı´m obra´zku je nasimulova´no prˇekrytı´ objektu.
Cˇerveny´ ra´mecˇek zna´zornˇuje vy´stup detektoru, modry´ je predikovana´ pozice.
Obr. 2.7: Vy´sledna´ trajektorie pohybu s uka´zkou selha´nı´ detektoru (simulace).
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Obr. 2.8: Vy´sledna´ trajektorie pohybu s uka´zkou selha´nı´ detektoru (Rea´lna´ data).
V testovacı´ch snı´mcı´ch porˇı´zeny´ch v prostora´ch budovy Kolejnı´ 4 se cˇasto sta´valo,
zˇe byl sledovany´ objekt zacloneˇn at’ uzˇ podpeˇrny´mi sloupy nacha´zejı´cı´ se v prˇı´stupove´
hale nebo jinou osobou procha´zejı´cı´ v poprˇedı´. Bez vyuzˇitı´ Kalmanova filtru nebylo
mozˇno sestavit kompletnı´ trajektorii pohybu prˇes celou sledovanou sce´nu. Na obra´zku
2.8 jsou zna´zorneˇny situace, kdy dojde k ztracenı´ a opeˇtovne´mu nalezenı´ sledovane´ osoby.
Cˇerveny´ ra´mecˇek je opeˇt vy´stup detektoru, modry´m je naznacˇena estimovana´ pozice Kal-
manovy´m filtrem. Trajektorie je zobrazena jako plna´ cˇervena´ cˇa´ra [5],[20].
2.3 Metody uzˇite´ pro zvy´sˇenı´ robustnosti syste´mu
Odezva HOG detektoru obcˇas selzˇe. Proto bylo nutne´ implementovat metody detekce,
ktere´ zvy´sˇı´ celkovou robustnost rˇesˇenı´. Jednou z mozˇnostı´ je sledova´nı´ pohyblivy´ch re-
gionu˚ v obraze. U tohoto rˇesˇenı´ vsˇak nasta´va´ proble´m v prˇı´padeˇ, kdy se jednotlive´ separo-
vane´ regiony spojı´ v jeden. Ke spojenı´ jednotlivy´ch regionu˚ dojde naprˇı´klad prˇi krˇı´zˇenı´ tra-
jektoriı´ jednotlivy´ch osob nebo sledova´nı´ veˇtsˇı´ho pocˇtu osob blı´zko sebe. V tomto prˇı´padeˇ
nelze jednoznacˇneˇ definovat pozici osoby v obraze.
Druhy´m rˇesˇenı´m je mozˇnost ukla´da´nı´ jednotlivy´ch vzoru˚ osob v pru˚beˇhu detekce
a pote´ je porovna´vat se vstupnı´m obrazem. Tuto metodu je trˇeba inicializovat, cozˇ je
prova´deˇno samotny´m HOG detektorem. Prˇi pozitivnı´m na´lezu docha´zı´ k postupne´mu
ukla´da´nı´ vzoru˚, podle ktery´ch je v prˇı´padeˇ vy´padku HOG detektoru prova´deˇno porovna´-
va´nı´ se vzorem. Tato metoda ma´ v prˇı´padeˇ nestaticky´ch snı´mku˚ sve´ nevy´hody. Pohyb-
livy´ objekt totizˇ meˇnı´ svu˚j vzhled a pozici, zatı´mco vzor zu˚sta´va´ tak, jak byl porˇı´zen prˇi
poslednı´ pozitivnı´ odezveˇ HOG detektoru.
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2.3.1 Kombinace metod subtrakce pozadı´ a porovna´va´nı´ se vzorem
Subtrakce pozadı´ je prova´deˇna pro kazˇdy´ snı´mek sledovane´ sce´ny metodou popsanou v
kapitole 1.1.2. Vy´stupem metody je bina´rnı´ obraz obsahujı´cı´ pohyblive´ regiony. Teˇchto
regionu˚ je da´le vyuzˇito v kombinaci s vy´stupem metody porovna´va´nı´ se vzorem.
V pru˚beˇhu detekce je kazˇda´ detekovana´ osoba ulozˇena do databa´ze vzoru˚. Prˇi selha´nı´
HOG detekce nasta´va´ situace, kdy detektor zastupujı´ dveˇ vy´sˇe zmı´neˇne´ metody. Aby
nedosˇlo k vy´razne´mu zpomalenı´ algoritmu, je kolem kazˇde´ osoby vytva´rˇena veˇtsˇı´ ob-
last. Tato oblast vznika´ upravenı´m vy´stupu Kalmanova filtru tak, zˇe pokry´va´ veˇtsˇı´ cˇa´st ve
smeˇru prˇedpokla´dane´ho pohybu osoby. Tento vy´rˇez ukazuje obra´zek 2.9.
Obr. 2.9: Zveˇtsˇena´ oblast pro porovna´va´nı´ se vzorem s trajektoriı´ pohybu (cˇervena´).
Vy´stup Kalmanova filtru (modra´).
Dalsˇı´m krokem pokrocˇile´ detekce je prohleda´va´nı´ te´to oblasti a hleda´nı´ maxima pro
dany´ vzor. K tomu je vyuzˇita normovana´ korelace jak je popsa´no v kapitole 1.2. Tato me-
toda vykazovala na testovacı´ch videı´ch nejveˇtsˇı´ u´speˇsˇnost. Mı´ra shody kazˇde´ho pixelu se
akumuluje v pomocne´m obraze. Z tohoto pomocne´ho obrazu je metodou hleda´nı´ maxima
navra´cena hodnota v mı´steˇ nejveˇtsˇı´ shody.
Obra´zek 2.10 zobrazuje hledany´ vzor vlevo, uprostrˇed prohleda´vanou oblast a vy-
tvorˇene´ akumulovane´ pole, vpravo pote´ vy´sledek detekce po nalezenı´ maxima v po-
mocne´m poli. Maximum je v pomocne´m poli zna´zorneˇno cˇerveny´m krˇı´zˇkem. Nalezene´
sourˇadnice jsou posunuty relativneˇ vu˚cˇi cele´mu obrazu. Absolutnı´ pozice je da´na jako
soucˇet sourˇadnic vy´rˇezu a nalezene´ho maxima v akumulovane´m poli.
Tato metoda selha´va´ v prˇı´padeˇ sˇpatne´ho urcˇenı´ prˇedpokla´dane´ pozice a velikosti vy´rˇe-
zu s hledanou osobou. Pokud se osoba ve vy´rˇezu nenacha´zı´, metoda vzˇdy vra´tı´ tu pozici,
kde bylo nalezeno maximum v pomocne´m akumulovane´m poli. Prˇi te´to situaci je trˇeba
zajistit, aby bylo trasova´nı´ provedeno pouze pro tu osobu, ktera´ se po dane´ trase pohybuje.
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vzor oblast výřezu nalezený regionmaxima
max = 0,68
min = -0,23
max(x,y) = (27;2)
min(x,y) = (97;0)
Obr. 2.10: Algoritmus porovna´va´nı´ obrazu se vzorem.
Proto je vy´stup detektoru porovna´va´nı´ se vzorem da´le korelova´n se zı´skany´m poprˇedı´m
metodou subtrakce
”
Codebook“.
V prˇı´padeˇ zˇe detektor vra´tı´ pozici tam, kde se v dane´m okamzˇiku nenacha´zı´ zˇa´dny´
pohyblivy´ objekt, algoritmus tuto odezvu jednodusˇe ignoruje. Tı´m je zajisˇteˇno sledova´nı´
objektu, ktery´ se ve sce´neˇ pohybuje a za´rovenˇ patrˇı´ sledovane´ osobeˇ. Tuto situaci ilustruje
obra´zek 2.11. Sˇpatna´ odezva detektoru je da´na prˇedevsˇı´m proto, zˇe byl vzor porˇı´zen s
velmi vy´razny´m pozadı´m, ktere´ tvorˇı´ bı´ly´ podpeˇrny´ sloup. Z toho tedy vyply´va´, zˇe je
metoda porovna´va´nı´ se vzorem nejen za´visla´ na meˇrˇı´tku objektu, ale take´ na jeho pozadı´.
Hledany´ vzor na obra´zku vlevo neodpovı´da´ skutecˇne´mu meˇrˇı´tku.
vzor výstup detektoru popředí
Obr. 2.11: Selha´nı´ detektoru prˇi porovna´va´nı´ se vzorem.
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2.3.2 Subtrakce pozadı´ metodou Codebook
Metoda Codebook je z hlediska vy´pocˇetnı´ na´rocˇnosti velmi rychla´ a pro danou apli-
kaci naprosto dostacˇujı´cı´. Ve vnitrˇnı´ch prostora´ch za norma´lnı´ch okolnostı´ nedocha´zı´ tak
cˇasto ke zmeˇna´m sveˇtelny´ch podmı´nek. Proto nenı´ trˇeba pozadı´ modelovat slozˇity´m a
vy´pocˇetneˇ na´rocˇny´m modelem (GMM, AGMM). Aktualizace modelu pozadı´ je prova´deˇna
jednou za 20 snı´mku˚. Cˇas, ktery´ uplyne mezi jednotlivy´mi aktualizacemi, silneˇ za´visı´ na
podmı´nka´ch panujı´cı´ch ve sledovane´ sce´neˇ. Rychle meˇnı´cı´ se pozadı´ vyzˇaduje cˇasteˇjsˇı´
aktualizaci modelu.
Zı´skane´ poprˇedı´ obsahuje mnoho sˇumu. Toho je trˇeba se zbavit. Segmentace poprˇedı´
spocˇı´va´ v aplikova´nı´ jednoduchy´ch morfologicky´ch operacı´ jako je eroze na´sledovana´
dilatacı´. Rozdı´l mezi vhodneˇ a nevhodneˇ zpracovany´m poprˇedı´m ukazuje obra´zek 2.12.
Subtrahovane´ poprˇedı´ slouzˇı´ jako maska, podle ktere´ je urcˇeno, zdali se v okolı´ po-
slednı´ zna´me´ pozice vyskytuje pohyblivy´ region, ktery´ patrˇı´ dane´ osobeˇ. V tomto prˇı´padeˇ
mu˚zˇe nastat proble´m prˇi krˇı´zˇenı´ trajektoriı´ osob nebo sledova´nı´ skupiny lidı´. Bylo by
vhodne´ bra´t v u´vahu smeˇr a rychlost pohybu segmentovane´ho poprˇedı´. Korekce Kalma-
nova filtru pote´ bude provedena pouze pro ty detekovane´ regiony, ktere´ se v cˇase t − 1
pohybovaly stejny´m smeˇrem a stejnou rychlostı´ jako v cˇase t.
Obr. 2.12: Obraz sˇpatneˇ segmentovane´ho poprˇedı´ vlevo s provedenı´m morfologicky´ch
operacı´ vpravo.
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3 POUZˇITY´ HARDWARE A TESTOVACI´ DATA
V prvnı´ fa´zi projektu byla tato pra´ce navrhovana´ pro uzˇitı´ externı´ho kamerove´ho zarˇı´zenı´.
Jednalo se o kameru MODI AdoSpy s jednou kamerou prˇehledovou a druhou detailnı´.
Typ zpracova´vane´ aplikace vsˇak takto slozˇite´ zarˇı´zenı´ nevyzˇaduje a je mozˇne´ ho nahradit
libovolnou web kamerou s rozlisˇenı´m 640x480px. V idea´lnı´m prˇı´padeˇ by meˇl by´t algo-
ritmus schopen beˇhu s libovolny´m snı´macı´m zarˇı´zenı´m, avsˇak za podmı´nky barevne´ho
snı´ma´nı´ sledovane´ sce´ny. U porˇizovacı´ch zarˇı´zenı´ je vhodne´ zajistit nemeˇnne´ parametry
snı´manı´ jako je clona, pocˇet snı´mku˚ za sekundu a vyva´zˇenı´ bı´le´. Algoritmus byl testova´n
prˇi pouzˇitı´ klasicke´ integrovane´ web kamery notebooku, externı´ho fotoapara´tu CANON
a za pomocı´ verˇejny´ch databa´zı´ obsahujı´cı´ testovacı´ data.
3.1 Vy´voja´rˇska´ stanice
Cela´ aplikace byla vyvı´jena a testova´na na sestaveˇ s procesorem Intel R© CoreTM i5,
CPU M480, 2,67GHz, 4GB RAM s nainstalovany´m syste´mem Windows 7 Professional
(Service Pack 1) a vy´vojovy´m prostrˇedı´m Microsoft Visual Studio 2010. Vesˇkere´ vy´pocˇty
jsou vykona´va´ny pouze na procesoru. Vy´pocˇetnı´ vy´kon mu˚zˇe by´t v dalsˇı´ch fa´zı´ch projektu
soustrˇedeˇn i na procesor graficke´ karty.
3.2 Kamera MODI
Syste´m MODI AdoSpy je unika´tnı´ kompaktnı´ elektro-opticky´ syste´m umozˇnˇujı´cı´ prˇehle-
dove´ sledova´nı´ velky´ch ploch a za´rovenˇ velmi rychle´ porˇizova´nı´ detailnı´ch snı´mku˚ a sek-
venci snı´mku˚ z teˇchto ploch. Tento syste´m obsahuje dveˇ kamery. Jedna je prˇehledova´
a druha´ detailnı´. Detailnı´ kamera je schopna ve sledovane´ sce´neˇ rychle zachytit velke´
mnozˇstvı´ detailnı´ch snı´mku, dı´ky konstrukcˇnı´mu rˇesˇenı´ snı´ma´nı´ prˇes odrazove´ pohyb-
live´ zrca´tko. Tento syste´m nalezne sve´ uplatneˇnı´ prˇi u´loha´ch detekce oblicˇeju˚ cˇi osob ve
velky´ch prostora´ch.
V te´to fa´zi pra´ce nenı´ kamera MODI soucˇa´stı´ implementovane´ho algoritmu. Tato ka-
mera mu˚zˇe by´t v budoucnu pouzˇita naprˇı´klad prˇi urcˇova´nı´ smeˇru pohledu osob. Snı´mky
zı´skane´ prˇehledovou kamerou mohou by´t zpracova´va´ny navrzˇeny´m algoritmem, jehozˇ
vy´stupem budou sourˇadnice detekovany´ch objektu˚. Na za´kladeˇ zı´skany´ch sourˇadnic mu˚zˇe
detailnı´ kamera porˇizovat prˇesneˇjsˇı´ snı´mky teˇchto pozic obsahujı´cı´ potrˇebne´ informace,
ktere´ mohou by´t da´le zpracova´va´ny.
Vy´sledny´ algoritmus nebyl se syste´mem MODI zkousˇen ani testova´n.
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Obr. 3.1: Kamera MODI AdoSpy
3.3 Fotoapara´t Canon Powershot
Pro porˇizovanı´ testovacı´ch sekvencı´ v prostora´ch budovy Kolejnı´ 4 byl pouzˇit fotoapara´t
Canon PowerShot S3 IS. Fotoapara´t je opatrˇen objektivem s ohniskovou vzda´lenostı´ 6.00
- 72.00 mm. S tı´mto zarˇı´zenı´m bylo porˇı´zeno celkem 6 video sekvencı´ ve forma´tu AVI o
rozlisˇenı´ 640x480 px, rychlostı´ 30 snı´mku˚ za sekundu prˇi ru˚zne´ ohniskove´ vzda´lenosti.
Z teˇchto sekvencı´ byly vybra´ny u´seky, ktere´ jsou svy´m zpu˚sobem zajı´mave´ z pohledu
testovanı´ aplikace.
3.4 Zpracova´nı´ testovacı´ch dat
Pro lepsˇı´ pra´ci s testovacı´mi daty byly porˇı´zene´ AVI soubory rozdeˇleny na sekvence po
sobeˇ jdoucı´ch snı´mku˚ ve forma´tu jpg o stejne´m rozlisˇenı´ jako porˇı´zene´ video (640x480
px). Vy´sledne´ soubory nebyly da´le nijak upravova´ny. Prˇi testova´nı´ bylo nutne´ simulovat
real time beˇh aplikace a zpracova´nı´ obrazu˚. Toho bylo docı´leno jednoduchy´m prˇeskakova´-
nı´m urcˇite´ho pocˇtu snı´mku˚. Pocˇet prˇeskocˇeny´ch snı´mku˚ je da´n dobou trva´nı´ jedne´ progra-
move´ smycˇky. Pokud je algoritmus schopen zpracovat v pru˚meˇru 4 snı´mky za sekundu,
vstupnı´m obrazem bude kazˇdy´ 8. snı´mek.
3.5 Verˇejneˇ dostupne´ testovacı´ data
Algoritmus je testova´n jak na vlastnı´ch sekvencı´ch tak i na sekvencı´ch, ktere´ jsou verˇejneˇ
dostupne´. Prvnı´ sekvence snı´mku˚ byla porˇı´zena v ra´mci projektu
”
EC Funded Caviar
project“, ktery´ obsahuje mnozˇstvı´ videı´ za ru˚zny´ch podmı´nek a sce´na´rˇu˚. Data jsou k dis-
pozici na stra´nka´ch projektu http://homepages.inf.ed.ac.uk/rbf/CAVIAR/. Z pohledu tes-
tova´nı´ navrhovane´ aplikace jsou zajı´mava´ data sekvencı´
”
Lisbon Sequences“, ktere´ obsa-
hujı´ obrazy koridoru obchodnı´ho domu. Tuto sce´nu zachycuje obra´zek 3.3. Dalsˇı´mi daty
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jsou snı´mky
”
i-Lids“, ktere´ byly porˇı´zeny v prostora´ch Londy´nske´ho metra prima´rneˇ pro
u´cˇel testova´nı´ algoritmu detekujı´cı´ opusˇteˇne´ zavazadlo. Dataset je verˇejneˇ dostupny´ na
stra´nka´ch projektu http://tna.europarchive.org/20100413151426/scienceandresearch.hom
eoffice.gov.uk/hosdb/cctv-imaging-technology/i-lids/index.html.
Obr. 3.2: Testovacı´ snı´mky porˇı´zene´ v budoveˇ Kolejenı´ 4.
Obr. 3.3: Testovacı´ snı´mky CAVIAR vlevo, i-Lids vpravo.
45
4 IMPLEMENTACE DETEKCˇNI´HO ALGORITMU
Algoritmus je implementova´n za pouzˇitı´ programovacı´ho jazyka C# v prostrˇedı´ Microsoft
Visual Studio 2010. Pro zpracova´nı´ u´loh pocˇı´tacˇove´ho videˇnı´ byla zvolena otevrˇena´, mul-
tiplatformnı´ knihovna OpenCV 2.3.1. Knihovna nynı´ obsahuje vı´ce jak 2500 funkcı´, ktere´
pokry´vajı´ rozsa´hlou oblast pocˇı´tacˇove´ho videˇnı´. Hlavnı´ vy´hodou knihovny je mozˇnost
pouzˇitı´ vsˇech cˇa´stı´ ke komercˇnı´mu vyuzˇitı´, s velice rozsa´hlou podporou ze strany pro-
grama´toru˚ a uzˇivatelu˚. Protozˇe je knihovna OpenCV psa´na v jazyce C/C++, bylo nutne´
pouzˇı´t wrapper knihovnı´ch funkcı´.
4.1 OpenCVSharp 2.3.1
OpenCVSharp je multiplatformnı´ wrapper pod licencı´ GNU Lesser GPL urcˇeny´ pro .NET
Framework a je psa´n v jazyce C#. Programa´tor tak mu˚zˇe pouzˇı´vat veˇtsˇinu funkcı´ i v pro-
gramovy´ch prostrˇedı´ch C#, VB.NET, atd. OpenCVSharp zabaluje vı´ce funkcı´ nezˇ ostatnı´
dostupne´ wrappery, jako je SharperCV a OpenCVDotNet. Ko´d tohoto wrapperu je snadno
cˇitelny´ a i prˇes mensˇı´ podporu ma´ solidnı´ za´kladnu uzˇivatelu˚.
Knihovna je slozˇena z neˇkolika komponent (knihoven). Stavebnı´m blokem je dyna-
micka´ knihovna ”OpenCVSharp.dll”, ktera´ zabaluje vsˇechny za´kladnı´ konstanty, struk-
tury, vy´cˇtove´ typy, trˇı´dy a jejich metody z knihovny OpenCV. Pokud je v programu vola´na
neˇktera´ z funkcı´, musı´ by´t tato knihovna k projektu prˇipojena. Dalsˇı´ du˚lezˇitou knihovnou
je ”OpenCVSharpExtern.dll”. Tato knihovna se musı´ nacha´zet ve stejne´m adresa´rˇi jako
je spustitelny´ soubor .exe programu. Dalsˇı´mi knihovnami jsou ”OpenCVSharp.Blob.dll”,
”OpenCVSharp.MachineLearning.dll”, ”OpenCVSharp.CPlusPlus.dll” nebo ”OpenCV-
Sharp.Extensions.dll”. Prˇi implementaci je vyuzˇita pouze knihovna ”OpenCVSharp.C-
PlusPlus.dll”, ktera´ umozˇnˇuje vola´nı´ a psanı´ ko´du stejneˇ jako je to v C++.
4.2 Struktura programu
Prˇi programova´nı´ bylo vyuzˇito vlastnostı´ objektoveˇ orientovane´ho programova´nı´. Pro tes-
tova´nı´ algoritmu bylo vytvorˇeno jednoduche´ graficke´ uzˇivatelske´ rozhranı´ GUI z ang-
licke´ho
”
Graphical User Interface“, obsahujı´cı´ navigacˇnı´ tlacˇı´tka pro rˇı´zenı´ chodu pro-
gramu. Na´hled obrazu s mozˇnostı´ vykreslova´nı´ pru˚beˇhu a vy´stupu algoritmu je zobra-
zova´n v prave´ cˇa´sti aplikacˇnı´ho rozhranı´. Toto okno zaujı´ma´ veˇtsˇinu plochy GUI.
Program je strukturova´n do trˇı´d, ktere´ pomocı´ svy´ch metod zajisˇt’ujı´ vykona´va´nı´ jed-
notlivy´ch cˇa´stı´ programu. Byla vytvorˇena jedna hlavnı´ trˇı´da CvClass, ktera´ slouzˇı´ jako
interface mezi GUI a s ostatnı´mi trˇı´dami sdı´lı´ neˇktere´ du˚lezˇite´ objekty a promeˇnne´. Hlavnı´
trˇı´da obstara´va´ styk s periferiemi, docha´zı´ zde k deklaraci a inicializaci programovy´ch
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promeˇnny´ch, za´rovenˇ jsou zde vola´ny jednotlive´ metody trˇı´d nizˇsˇı´ u´rovneˇ. Tyto trˇı´dy jsou
popsa´ny v dalsˇı´ch kapitola´ch.
Ja´drem algoritmu je samotny´ detektor, jehozˇ vy´pocˇty jsou prova´deˇny v samostatne´m
vla´kneˇ. V programu je pouzˇit mechanismus odchyta´va´nı´ vy´jimek. Prova´deˇnı´ algoritmu
tedy prˇi vznikly´ch chyba´ch nezhavaruje a je mozˇno ho ladit, prˇı´padneˇ pokracˇovat v prova´-
deˇnı´ dalsˇı´ch programovy´ch rutin.
4.3 Graficke´ uzˇivatelske´ rozhranı´
Pro snadne´ ovla´da´nı´ programu bylo vytvorˇeno jednoduche´ testovacı´ GUI. Prˇi spusˇteˇnı´
programu dojde k inicializaci vsˇech potrˇebny´ch komponent. Dojde k vytvorˇenı´ instance
hlavnı´ trˇı´dy CvClass a k vola´nı´ jeho konstruktoru. Aby byla zajisˇteˇna interakce uzˇivatele
s programem beˇhem jeho zpracova´va´nı´, je hlavnı´ Form obsluhova´n prˇi vyvola´nı´ prˇerusˇenı´
od cˇasovacˇe. Prˇi prˇerusˇenı´ za´rovenˇ dojde k vykreslenı´ na´hledu˚ jako bitmapy pomocı´ ob-
jektu PictureBox.
K ovla´da´nı´ programu slouzˇı´ tlacˇı´tka umı´steˇna´ vlevo od na´hledu obrazu. Vykreslova´nı´
jednotlivy´ch informacı´ do zobrazovane´ho na´hledu, jako je ohranicˇeny´ vy´stup detektoru,
Obr. 4.1: Programove´ GUI
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predikovana´ pozice, trajektorie pohybu, informace o objektu, informace o pocˇtu deteko-
vany´ch osob, je rˇı´zeno vlevo pomocı´ zasˇkrta´vacı´ch tlacˇı´tek. Ve spodnı´ cˇa´sti jsou v kompo-
nenteˇ Gridbox zobrazova´ny na´hledy nalezeny´ch osob. Zobrazovane´ na´hledy vsˇech osob
jsou pouzˇity prˇi detekci pomocı´ hleda´nı´ vzoru ve vstupnı´m obraze.
Obra´zek 4.1 ukazuje rozmı´steˇnı´ jednotlivy´ch komponent graficke´ho rozhranı´. K pro-
gramu lze prˇipojit externı´ snı´macı´ zarˇı´zenı´ pomocı´ tlacˇı´tka ”GetFromCam”. Algoritmy je
mozˇno otestovat pomocı´ externı´ch testovacı´ch obrazovy´ch sekvencı´, stisknutı´m tlacˇı´tka
”GetFromFile”. Tlacˇı´tkem ”GetFromVideo” lze nacˇı´st libovolny´ testovacı´ video soubor.
Cesty k souboru˚m musı´ by´t prˇedem definova´ny v konfiguracˇnı´m textove´m dokumentu,
ktery´ se nacha´zı´ v programove´m adresa´rˇi Debug(Release)\conf\. Tlacˇı´tko ”Display-
Img” slouzˇı´ k zmrazenı´ na´hledu videa, zatı´mco program pokracˇuje ve svy´ch vy´pocˇtech
na pozadı´. K spusˇteˇnı´ resp. vypnutı´ detekce slouzˇı´ tlacˇı´tko ”BodyDetect”. Prˇi vypnute´ de-
tekci program pokracˇuje v zobrazova´nı´ na´hledu a porˇizova´nı´ dalsˇı´ch snı´mku˚. Nechybı´ ani
mozˇnost ulozˇenı´ videa nebo obrazove´ sekvence do zvolene´ho forma´tu. Souborove´ cesty
jsou prˇedem da´ny prˇi inicializaci hlavnı´ trˇı´dy a nelze je definovat za beˇhu programu.
4.4 Prˇehled pouzˇity´ch trˇı´d
Trˇı´da Strucˇny´ popis
Class CvClass{} Interface mezi GUI a programem, obsluha HW (ka-
mery), vola´nı´ du˚lezˇity´ch funkcı´ zajisˇt’ujı´cı´ chod pro-
gramu, spra´va trˇı´d nizˇsˇı´ u´rovneˇ, obsahuje aktua´lnı´
obra´zek IplImage a pomocne´ promeˇnne´.
Class BodyDetect{} Implementuje metodu HOG detektoru a subtrakce po-
zadı´, implementuje funkci DetectMultiScale, vracı´
regiony na´lezu postav v poli CvRect[], inicializace a
vola´nı´ metod trˇı´dy Person.
Class KalmanTracker{} Implementuje sledovacı´ algoritmus zalozˇeny´ na Kal-
manoveˇ filtru, inicializace matic, vracı´ predikovanou
oblast, rˇesˇı´ sledova´nı´ v prˇı´padeˇ ztra´ty meˇrˇenı´.
Class Person{} Implementuje metodu porovna´va´nı´ se vzorem, obsa-
huje informace o objektu (pozice, velikost, rychlost
pohybu), obsahuje promeˇnne´ predikce, vola´nı´ traso-
vacı´ho algoritmu a jeho obsluha, kazˇdy´ nalezeny´ ob-
jekt ma´ svoji instanci trˇı´dy Person
Tab. 4.1: Strucˇny´ popis programovy´ch trˇı´d.
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Pro snazsˇı´ orientaci a vola´nı´ jednotlivy´ch funkcı´ jsou trˇı´dy koncipova´ny tak, zˇe v nich
docha´zı´ k obsluze a vy´pocˇtu˚m pouze jejich vlastnı´ch metod. Kazˇda´ trˇı´da ma´ za u´kol zpra-
covat pouze tu cˇa´st vy´pocˇtu˚, ke ktery´m je urcˇena. V programu mu˚zˇe existovat neˇkolik
instancı´ dany´ch trˇı´d. To za´visı´ na mnozˇstvı´ detekovany´ch objektu˚. Za´kladnı´ popis jednot-
livy´ch trˇı´d shrnuje tabulka 4.1.
4.4.1 CvClass
Jak jizˇ bylo rˇecˇeno, tato trˇı´da tvorˇı´ rozhranı´, mezi programovy´m GUI a jednotlivy´mi
funkcemi. Trˇı´da CvClass je ja´drem cele´ aplikace a je prova´deˇna v nekonecˇne´m cyklu.
Neˇktere´ jejı´ metody jsou prova´deˇny v samostatne´m vla´kneˇ, ktere´ je vytvorˇeno v trˇı´deˇ
Form1. Trˇı´da Form1 tvorˇı´ graficke´ rozhranı´ a docha´zı´ zde k inicializaci graficky´ch kompo-
nent. Trˇı´da obsahuje staticke´ promeˇnne´, pomocı´ ktery´ch je rˇı´zen chod programu. K teˇmto
promeˇnny´m je uzˇivateli umozˇneˇno prˇistupovat prˇes graficke´ rozhranı´ pomocı´ komponent
CheckBox. Hlavnı´ trˇı´da obstara´va´ take´ vykreslova´nı´ vsˇech informacı´ do zpracova´vane´ho
obrazu. Prˇi spusˇteˇnı´ aplikace dojde k vola´nı´ konstruktoru v cˇa´sti inicializace, kde lze na-
stavit s jaky´mi parametry se program spustı´. Mu˚zˇe existovat neˇkolik instancı´ te´to trˇı´dy.
Pocˇet instancı´ za´visı´ na mnozˇstvı´ prˇipojeny´ch kamer nebo jiny´ch snı´macı´ch zarˇı´zenı´. Pro
u´cˇely testova´nı´ je vytvorˇena pouze jedna instance. Docha´zı´ zde take´ k odchyta´nı´ vsˇech
vy´jimek a chybovy´ch hla´sˇenı´ ze vsˇech vrstev aplikace.
Jakmile dojde ke zvolenı´ volby ”GetFromCam”, ”GetFromFile” nebo ”GetFromVi-
deo” v GUI aplikace, inicializuje se prˇipojeny´ hardware nebo prˇı´slusˇne´ externı´ soubory.
Prˇı´padna´ chyba spojenı´ (kamera nenalezena) a chyba prˇi nacˇtenı´ souboru vyvola´ vy´jimku
s textem v komponenteˇ MessageBox.
Aplikace podporuje nacˇtenı´ video forma´tu˚ ve video kontejnerech ”MPG” a ”AVI”.
Externı´ sekvence snı´mku˚ mu˚zˇe by´t ve forma´tu typu ”jpg”, ”png” nebo ”bmp”. Cesta
k souboru s jeho na´zvem je definova´na v konstruktoru trˇı´dy. Na´zev souboru je progra-
moveˇ meˇneˇn v metodeˇ SetRWFileName(). Aplikace take´ umozˇnˇuje uzˇivateli sekvenci
jizˇ zpracovany´ch snı´mku˚ ukla´dat pod stejny´m na´zvem, do prˇedem definovane´ho adresa´rˇe.
Nejdu˚lezˇiteˇjsˇı´ cˇastı´ je vola´nı´ metod HOG detektoru. Prˇi te´to volbeˇ dojde k inicializaci
trˇı´dy BodyDetect. Jako parametr je konstruktoru prˇeda´na reference na aktua´lnı´ snı´mek
sledovane´ sce´ny. Reference je prˇeda´va´na z toho du˚vodu, zˇe se obra´zek v pameˇti prˇi vola´nı´
funkce GetFrameFromCam() nacha´zı´ sta´le na stejne´m pameˇt’ove´m mı´steˇ a nenı´ tedy trˇeba
v kazˇde´m cyklu operovat s mnozˇstvı´m prˇeda´vany´ch dat. Za´rovenˇ v syste´mu zu˚sta´va´ sta´le
jedna kopie snı´mku, ktera´ je i zobrazova´na v na´hledu.
Na obra´zku 4.2 je zobrazen jednoduchy´ vy´vojovy´ diagram aplikace s vola´nı´m jednot-
livy´ch trˇı´d a jejich metod. Beˇh programu je rˇı´zen v hlavnı´ trˇı´deˇ CvClass.
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Class CvClass {}
Public: IplImage Img
. . .
GetFrameFromCam()
GetFrameFromFile()
GetFrameFromVideo()
. . .
new BodyDetect(ref Img)
. . .
DrawOutputBoxes()
. . .
SaveSequence()
SaveVideoFile()
Class BodyDetect(){}
new HOGdetector()
SetSVMDetector()
. . .
GetForeground()
. . . 
CvRect[] HOG.DetectMultiscale()
If (object found)
Person.Add(CvRect)
If(Person is out of scene)
Person.Delete()
Class Person(){}
private: CvRect estimate;
private: CvRect measurement;
. . .
new KalmanTracker(CvRect init)
new Trajectory(CvPoint point)
. . .
TemplateMatching()
Kalman.Estimate()
estimate = Kalman.PositionEstim()
Class KalmanTracker(){}
KalmanFilterInit()
. . .
Kalman.predict()
Kalman.correct()
. . .
CvRect GetKalmanOutput()
User Interface:
Form()
. . .
Timer interrupt:
new Timer()
. . .
Time consuming alg.:
new Thread(BodyDetect) 
1
n
No person
n
1
Obr. 4.2: Vola´nı´ jednotlivy´ch trˇı´d programu
4.4.2 Trˇı´da BodyDetect
Steˇzˇejnı´ cˇa´stı´ algoritmu je pra´veˇ detekce osob ve videu. Ve trˇı´deˇ BodyDetect je imple-
mentova´n algoritmus detekce osob s vyuzˇitı´m metody HOG detektoru popsane´ v kapi-
tole 1.4. Zı´skany´ vektor deskriptoru je vstupem SVM klasifika´toru, ktery´ je natre´nova´n
podle 1.5.2. Protozˇe se jedna´ o vy´konny´ algoritmus, OpenCV ho prˇı´mo implementuje ve
svy´ch funkcı´ch i s naucˇeny´mi daty SVM klasifika´toru. Natre´novana´ data se nacha´zejı´ v
dodatecˇne´m xml souboru, ktery´ je soucˇa´stı´ distribuce OpenCV. Vy´vojovy´ diagram trˇı´dy
BodyDetect zna´zornˇuje obra´zek 4.3.
Prˇi inicializaci te´to trˇı´dy dojde k vola´nı´ konstruktoru HOG deskriptoru. Vstupem te´to
metody je zminˇovany´ xml soubor s naucˇeny´mi daty. V konstruktoru docha´zı´ k nastavenı´
parametru˚ detekce jako je velikost detekcˇnı´ho okna, provedenı´ gamma korekce a nor-
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Constructor: 
BodyDetect(IplImage img)
Initialization
. . .
new HOGDescriptor()
SetSVMdetector(DefaultPeopleDetector)
CvBGCodeBookModel CreateBGCodeBookModel() 
. . .
new myPerson()
public void GetBodyRegions(IplImage img)
. . .
this.doBackgroundSubtraction()
. . .
img.Resize(scale factor)
CvRect[] rect = HOG.detectMultiscale(img)
myPerson.Add(meas)
myPerson.PositionEstimation(meas)
myPerson.Estimated = true
additional opperations:
If(person_delete)this.myPerson.delete()
NO
YES
YES
foreach(CvRect meas in rect)
If(person_new) calculateCoverage(meas,estim)
myPerson.PositionEstimation(meas)
myPerson.Estimated = true
If(coverage>35%)
If(myPerson.MeasurementLost)
myPerson.Predic(meas)
Obr. 4.3: Vy´vojovy´ diagram trˇı´dy BodyDetect.
malizace histogramu. Hodnoty jednotlivy´ch parametru˚ za´visı´ na typu sledovane´ sce´ny a
vy´kon detektoru lze jejich zmeˇnou znacˇneˇ ovlivnit. Dalsˇı´m krokem je nastavenı´ klasi-
fika´toru vola´nı´m metody SetSVMDetector().
O detekci a na´sledne´ sledova´nı´ se stara´ metoda GetBodyRegion(). Na zacˇa´tku je
rozlisˇenı´ vstupnı´ho obrazu snı´zˇeno na velikost danou scale faktorem, jehozˇ hodnota se na-
stavuje v konstruktoru trˇı´dy. Tı´m dojde k vy´razne´mu snı´zˇenı´ cˇasu detekce, avsˇak u´speˇsˇnost
detekce zu˚stane zachova´na zmeˇneˇnı´m parametru˚ detekcˇnı´ho okna viz kapitola 2.1.2. V
knihovneˇ OpenCV je implementova´na funkce DetectMultiscale(), ktera´ vstupnı´ ob-
raz prohleda´va´ pro ru˚zne´ velikosti detekcˇnı´ho okna. Tı´m je zajisˇteˇna odolnost vu˚cˇi ru˚zneˇ
veliky´m objektu˚m (vprˇedu nebo vzadu) sledovane´ sce´ny. Vola´nı´ funkce je na´sledujı´cı´,
CvRect[] DetectMultiscale(Mat Img,double hitThreshold,
...CvSize winStride,CvSize padding,double scale,
...int groupThreshold);,
51
kde prvnı´ parametr je vstupnı´ obraz datove´ho typu Mat, snı´zˇenı´m nebo zvy´sˇenı´m druhe´ho
parametru dojde k zvy´sˇenı´ resp. snı´zˇenı´ pocˇtu falesˇny´ch alarmu˚, trˇetı´ parametr je veli-
kost bunˇky a cˇtvrty´m parametrem je velikost bloku. Pa´ty´ parametr typu double urcˇuje,
jaky´m na´sobkem bude detekcˇnı´ okno zveˇtsˇova´no. Poslednı´ parametr urcˇuje mez, kdy bu-
dou vı´cena´sobneˇ detekovane´ objekty sloucˇeny v jeden vy´sledny´. Funkce vracı´ pole typu
CvRect[] se sourˇadnicemi a velikostı´ na´lezu. Velikost detekovany´ch regionu˚ je jesˇteˇ
zveˇtsˇena, protozˇe velikost okna na´lezu navra´cena´ funkcı´ je o neˇco mensˇı´, nezˇ je samotny´
objekt. Velikost pole uda´va´ pocˇet nalezeny´ch osob.
Tvu˚rci knihovny OpenCV doporucˇujı´ tyto parametry ponechat podle jejich vzorovy´ch
prˇı´kladu˚. Nastavenı´ je samozrˇejmeˇ individua´lnı´ a silneˇ za´visı´ na typu sce´ny, prˇedevsˇı´m
pak na velikosti hledany´ch osob v pixelech.
V momenteˇ, kdy je odezva detektoru pozitivnı´, dojde k vytvorˇenı´ objektu˚ spojeny´ch
s dany´mi detekovany´mi osobami. Kazˇda´ osoba vlastnı´ instanci trˇı´dy Person, jezˇ obsa-
huje informace o sledovane´m objektu. Tato trˇı´da za´rovenˇ obstara´va´ samotne´ sledova´nı´.
Nova´ osoba je prˇida´na vzˇdy prˇi pozitivnı´ odezveˇ detektoru, avsˇak za prˇedem defino-
vany´ch podmı´nek. Instance trˇı´dy vznika´, kdyzˇ se v blı´zkosti nenacha´zı´ zˇa´dna´ jina´ osoba.
V prˇı´padeˇ zˇe se okno na´lezu prˇekry´va´ s jizˇ existujı´cı´ instancı´, je nova´ osoba prˇida´na
pouze tehdy, je-li velikost prˇekry´vajı´cı´ch se ploch mensˇı´ jak 50%. Aby bylo prˇida´va´nı´ a
odebı´ra´nı´ osob snadno proveditelne´, jsou tyto instance ukla´da´ny do datove´ho typu List.
S tı´mto seznamem libovolny´ch typu˚ lze pote´ pracovat jako se za´sobnı´kem.
Vytvorˇena´ instance trˇı´dy Person da´le existuje pouze v prˇı´padeˇ, zˇe se jedna´ o dveˇ po
sobeˇ jdoucı´ detekce na´lezˇejı´cı´ dane´mu objektu. Tı´m je osˇetrˇeno prˇida´nı´ objektu, ktery´ by
vznikl prˇi falesˇneˇ pozitivnı´ odezveˇ detektoru.
Tato trˇı´da obsahuje i metodu BGS(), jezˇ prova´dı´ subtrakci pozadı´ pomoci algoritmu
”Codebook”. Metoda je vola´na prˇi kazˇde´m pru˚chodu detektorem. Model pozadı´ je nutne´
inicializovat. Inicializace je provedena prˇi prvnı´ch deseti pru˚chodech. Vy´stupem metody
je segmentovany´ bina´rnı´ obraz reprezentujı´cı´ pohyblive´ regiony. Du˚lezˇity´m prvkem je i
interval mezi aktualizacemi modelu pozadı´. Tento interval cˇinı´ 40 snı´mku˚ a je za´visly´ na
podmı´nka´ch sce´ny.
4.4.3 Trˇı´da Person
Tato trˇı´da ma´ za u´kol spravovat a rˇı´dit u´lohu sledova´nı´. Prˇi zavola´nı´ konstruktoru te´to
trˇı´dy dojde k inicializaci Kalmanova filtru s prˇeda´nı´m pocˇa´tecˇnı´ polohy a velikosti ob-
jektu. Obsahuje vesˇkere´ informace o sledovane´m objektu, jako je jeho pozice a velikost.
Tyto parametry jsou uchova´va´ny ve dvou promeˇnny´ch typu CvRect. Jedna promeˇnna´
obsahuje data aktua´lnı´ho meˇrˇenı´ (detekovana´ pozice detektorem), tedy data nutna´ pro
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vy´pocˇet korekce Kalmanova filtru. Druha´ obsahuje predikovanou pozici, cozˇ je naopak
vy´stup Kalmanova filtru.
Tato trˇı´da rˇesˇı´ vytva´rˇenı´ trajektoriı´ pohybu osoby. Po celou dobu existence objektu
asociovane´ho s danou osobou docha´zı´ k ukla´da´nı´ sourˇadnic bodu˚ trajektoriı´ do fronty
typu Queue. Tyto body jsou pocˇı´ta´ny z predikovane´ pozice, jezˇ je vy´stupem Kalmanova
filtru.
Da´le je zde rˇesˇena pokrocˇila´ detekce osob s vyuzˇitı´m metody porovna´va´nı´ obrazu se
vzorem, ktera´ je kombinovana´ s informacemi ze zı´skane´ho poprˇedı´. Program tuto veˇtev
algoritmu prova´dı´ pouze prˇi selha´nı´ HOG detekce. Aktua´lnı´ vzor osoby je ukla´da´n do
promeˇnne´ typu fronta. Tento vzor byl porˇı´zen prˇi poslednı´m pozitivnı´m na´lezu HOG
detektoru a za´rovenˇ je pouzˇit prˇi vola´nı´ funkce Cv.MatchTemplate(), jejı´mzˇ prvnı´m
vstupnı´m parametrem je vy´rˇez obrazu s pravdeˇpodobny´m vy´skytem osoby a druhy´m je
dany´ vzor. Funkce vracı´ pole akumulovany´ch hodnot dane´ korelacı´, v neˇmzˇ je hleda´no
maximum viz kapitola 2.3.1. Vola´nı´ funkcı´ je na´sledujı´cı´,
Cv.MatchTemplate(CvArr img, CvArr template,
...CvArr result, MatchTemplateMethod method);
Cv.MinMaxLoc(CvArr acc_result,
...out double minval, out double maxval,
...out CvRect minloc, out CvRect maxloc);
Funkce Cv.MinMaxLoc() vracı´ maxima´lnı´ a minima´lnı´ hodnotu v akumulovane´m
poli s prˇı´slusˇny´mi sourˇadnicemi vy´skytu. Zı´skany´ region slouzˇı´ ke korekci Kalmanova
filtru pouze tehdy, prˇekry´va´-li se s pohyblivy´m regionem poprˇedı´. Veˇtvenı´ programu na-
znacˇuje vy´vojovy´ diagram na obra´zku 4.4.
V te´to trˇı´deˇ jsou osˇetrˇeny neˇktere´ situace, jejichzˇ vznik a na´sledky ovlivnˇovali chod
detekce a sledova´nı´. Prvnı´m takovy´m stavem je situace, kdy objekt mizı´ ze zorne´ho pole
kamery. Pokud se objekt jizˇ ve sce´neˇ nenacha´zı´, metoda vracı´ hodnotu, ktera´ zajistı´ ob-
slouzˇenı´ prˇı´slusˇne´ u´lohy. V tomto prˇı´padeˇ smaza´nı´ dane´ instance objektu. Dalsˇı´ vysky-
tujı´cı´ se situace u´zce souvisı´ s proble´mem korespondence objektu. Docha´zelo k tomu, zˇe
objekt zajisˇt’ujı´cı´ sledova´nı´ prˇeskocˇil na jinou osobu v jejı´ blı´zkosti. To znamena´, zˇe dojde
ke korekci hodnotami, jezˇ dane´mu objektu nena´lezˇı´. Vycha´zı´ se tedy z prˇedpokladu, zˇe
osoba pohybujı´cı´ se v cˇase t dany´m smeˇrem, pokracˇuje v tomto pohybu stejny´m smeˇrem
a stejnou rychlostı´ i v cˇasech t + 1. Objekt pak prˇijı´ma´ pouze ta meˇrˇenı´ (vy´stup HOG
detektoru) spadajı´cı´ do intervalu, ktery´ je da´n pu˚vodnı´m smeˇrem pohybu objektu. Toto
vsˇak nerˇesˇı´ pohyb skupiny osob stejny´m smeˇrem. V tomto prˇı´padeˇ algoritmus selha´va´.
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Constructor: 
Person Person(CvRect meas, CvSize imgSize)
Initialization
. . .
new KalmanTracker()
new MyTemplates()
new Trajectory() 
public void Position Estimation(CvRect meas, IplImage img, 
. . . IplImage foreground)
If (false detection) deletePerson();
If(HOG detection == possitive)
If(OutOfScene) this.delete
. . .
this.MatchTemplate(myTemplate)
Create image ROI
person = Cv.imageROI(img, meas)
. . .
MyTemplate.Add(person)
Trajectory.Add(point)
. . .
Kalman.KalmanEstimate(meas)
additional opperations:
this.CheckMovementDirection()
this.CreateTemplateROI()
This.GetBlobs(foreground)
. . .
Foreach(blob in foreground)
area = blobIntersectWithTemplateMatch()
If(area > 65%)
Kalman.Correct() Kalman.Predict()
NO
NO
YES
YES
Obr. 4.4: Vy´vojovy´ diagram trˇı´dy Person.
4.4.4 Trˇı´da KalmanTracker, implementace Kalmanova filtru
Vy´hodou Kalmanova filtru je jeho implementace a rychlost maticovy´ch vy´pocˇtu˚. Kal-
manu˚v filtr je implementova´n v knihovneˇ pocˇı´tacˇove´ho videˇnı´ OpenCV. Samozrˇejmeˇ ne-
chybı´ ani podpora maticovy´ch pocˇtu˚, ktera´ znacˇny´m zpu˚sobem zjednodusˇuje implemen-
taci teˇchto algoritmu.
Prˇi implementaci algoritmu se vycha´zı´ z meˇrˇenı´ HOG detektoru. Detektor vracı´ u´daje
o pozici objektu spolu s jeho velikostı´, tedy rozmeˇry obde´lnı´ku (x,y,w,h). Dosta´va´me se
tedy k vektoru meˇrˇenı´ z, ktery´ vypada´ na´sledovneˇ
zk =


x
y
w
h

 , (4.1)
kde x, y jsou sourˇadnice na´lezu a w, h je sˇı´rˇka a de´lka okna. Stavovy´ vektor s uzˇitı´m
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rychlosti, tedy derivace polohy ma´ tvar,
xk =


x
y
w
h
x˙
y˙


. (4.2)
Linea´rnı´ zmeˇna pohybu:
xk+1 = Axk + vk (4.3)
Model meˇrˇenı´:
zk = Hxk +wk (4.4)
Po dosazenı´ za matici A a H dosta´va´me:

x(k+1)
y(k+1)
w(k+1)
h(k+1)
x˙(k+1)
y˙(k+1)


=


1 0 0 0 ∆t 0
0 1 0 0 0 ∆t
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1




xk
yk
wk
hk
x˙k
y˙k


+N (0,Q)


xobs
yobs
wobs
hobs

 =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0




xk
yk
wk
hk
x˙k
y˙k


+N (0,R) (4.5)
Sı´la Kalamanova filtru je pra´veˇ v ucˇineˇnı´ predikce i v prˇı´padeˇ vy´padku meˇrˇenı´. Prˇedchozı´
znalost pohybu, tedy prˇı´ru˚stek (∆x,∆y) ve smeˇru osy x a y, zpu˚sobı´ posunutı´ odhadu
do mı´sta, kde by se pravdeˇpodobneˇ objekt nacha´zel, kdyby nedosˇlo k jeho ztra´teˇ. Ztra´tu
meˇrˇenı´ lze prˇirovnat k takove´mu meˇrˇenı´, jehozˇ sˇum ma´ nekonecˇnou odchylku. V tomto
prˇı´padeˇ se stav syste´mu x v kroku k + 1 a kovariancˇnı´ matice P v kroku k + 1 meˇnı´
na´sledovneˇ [1],[7],
xk+1 = xk
Pk+1 = Pk (4.6)
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Vytvorˇenı´ Kalmanova filtru a jeho matic je provedeno vola´nı´m konstruktoru trˇı´dy
CvKalman na´sledovneˇ,
CvKalman CvKalman(int dyn_param, int meas_param,
...int control_param).
Podle vektoru˚ 4.1 a 4.2 jsou parametry konstruktoru velikosti vektoru˚ dyn_param = 6 a
meas_param = 4. Pocˇet rˇı´dı´cı´ch parametru˚ je 0.
Pokud je meˇrˇenı´ k dispozici, prˇedpokla´dana´ pozice objektu je zı´ska´na provedenı´m
predikce na´sledovanou korekcı´ filtru. Programoveˇ tedy vola´nı´m funkcı´:
CvMat CvKalman.Predict()
CvMat CvKalman.Corect()
Prˇi ztra´teˇ meˇrˇenı´:
Cv.Copy(kalman.CovariancePre,kalman.CovariancePost)
Cv.Copy(kalman.StatePre,kalman.StatePost).
Vliv na funkci a spra´vny´ odhad Kalmanova filtru ma´ nastavenı´ pocˇa´tecˇnı´ch parametru˚
tvorˇı´cı´ diagona´lu kovariacˇnı´ch matic procesnı´ho sˇumu Q, sˇumu meˇrˇenı´ R a kovariacˇnı´
matice P. Prvky hlavnı´ diagona´ly kovariacˇnı´ matice P da´vajı´ odhad chyby dane´ho stavu.
Pocˇa´tecˇnı´ hodnoty se obvykle nastavujı´ velke´ a uda´vajı´ mı´ru nejistoty pocˇa´tecˇnı´ho stavu.
Za beˇhu filtru jsou tyto hodnoty snizˇova´ny aktualizacı´ meˇrˇenı´. Pocˇa´tecˇnı´ hodnoty matic
Q a R byly nastavova´ny experimenta´lneˇ a to na na´sledujı´cı´ hodnoty.
kalman.ProcessNoiseCov.SetIdentity(1e-2) //matrix Q
kalman.MeasurementNoiseCov.SetIdentity(1e-3) //matrix R
kalman.ErrorCovPost.SetIdentity(10) //matrix P
Zmeˇnou pocˇa´tecˇnı´ch parametru˚ Q a R je ovlivneˇna rychlost konvergence a filtracˇnı´
schopnost algoritmu. Filtracˇnı´ schopnost vsˇak nenı´ ve funkci trasovacı´ho algoritmu prˇı´lisˇ
du˚lezˇita´. Jde prˇedevsˇı´m o spra´vnou predikci na´sledujı´cı´ho stavu v prˇı´padeˇ ztra´ty meˇrˇenı´.
Hodnoty parametru˚ jsou nastaveny s ohledem na rychlost zpracova´nı´ jednotlivy´ch snı´mku˚
a budou se lisˇit pro ru˚zne´ cˇasove´ odezvy implementovane´ho detektoru.
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4.5 Korespondence sledovany´ch objektu˚
S prˇiby´vajı´cı´mi objekty v obraze roste i pocˇet instancı´ Kalmanova filtru. Kazˇdy´ objekt
je tedy sledova´n zvla´sˇt’. Proble´mem je, jaky´m zpu˚sobem rozhodnout, ktery´ filtr (tracker)
na´lezˇı´ jake´mu objektu. Tato situace byla vyrˇesˇena na´sledujı´cı´m zpu˚sobem. Pro kazˇdy´ filtr
je spocˇı´ta´no procento prˇekrytı´ se vsˇemi nalezeny´mi objekty. Ten objekt, ktery´ pokry´va´
nejveˇtsˇı´ procento plochy odhadovane´ pozice objektu Kalmanovy´m filtrem, na´lezˇı´ prˇı´slusˇe-
jı´cı´mu meˇrˇenı´. Proces korespondence zobrazuje na´sledujı´cı´ obra´zek 4.5.
Na obra´zku 4.5 vlevo jsou zna´zorneˇny dveˇ osoby ohranicˇene´ obde´lnı´ky. Cˇerveny´
obde´lnı´k znacˇı´ vy´stup detektoru (meˇrˇenı´), modry´ obde´lnı´k patrˇı´ vy´stupu Kalmanova filtru
(predikce). Prvnı´ osoba (1) stojı´ na mı´steˇ, druha´ osoba (2) mı´jı´ stojı´cı´ osobu v poprˇedı´.
Vpravo je spocˇı´ta´na plocha, kterou pokry´vajı´ jednotliva´ meˇrˇenı´ predikovanou oblast filtru
1. Filtru koresponduje to meˇrˇenı´, ktere´ pokry´va´ nejveˇtsˇı´ plochu v procentech.
1
21
2
2 Směr pohybu osoby 2
100%
40%
Obr. 4.5: Rˇesˇenı´ proble´mu korespondence.
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5 INTERPRETACE VY´SLEDKU˚
Tato kapitola shrnuje dosazˇene´ vy´sledky algoritmu na testovacı´ch datech s popisem si-
tuacı´, kdy algoritmus selha´va´. Parametry detektoru (funkce DetectMultiscale()) jsou
nastaveny jako kompromis mezi rychlostı´ a schopnosti rozpoznat osoby po cele´ deteko-
vane´ sce´neˇ. V ra´mci jedne´ sce´ny zu˚sta´vajı´ parametry detektoru nemeˇnne´. Prˇı´loha A doku-
mentu obsahuje na´hledy vy´stupu trasovacı´ho algoritmu. Cˇerveny´ ra´mecˇek uda´va´ meˇrˇenı´,
modry´ ra´mecˇek je vy´stup Kalmanova filtru a cˇervena´ plna´ cˇa´ra naznacˇuje vy´slednou tra-
jektorii. Kazˇda´ rˇada v prˇilozˇene´ sekvenci obrazu˚ zobrazuje jednu situaci.
5.1 Odezva detektoru pro meznı´ velikosti osob
Pro zjisˇteˇnı´ meznı´ch velikostı´ osob v pixelech, ktere´ je detektor schopen rozpoznat, byla
namodelova´na sce´na viz obra´zek 5.1. Siluety osob vlozˇeny´ch do staticke´ho pozadı´, prˇed-
stavujı´ idea´lnı´ situaci. Velikost osob pro meznı´ prˇı´pady, tedy minima´lnı´ a maxima´lnı´
vy´sˇka se zachova´nı´m proporcı´, byla nastavena tak, zˇe detektor pro mensˇı´ resp. veˇtsˇı´ osoby
jizˇ nevra´tı´ pozitivnı´ na´lez. Modelova´ sce´na take´ ukazuje prˇı´pad, kdy nedojde k rozpozna´nı´
(pravy´ dolnı´ roh oba´zku 5.1). To je da´no tı´m, zˇe je detektor naucˇen na celou osobu ve
vzprˇı´mene´ pozici. Meznı´ velikosti v pixelech shrnuje na´sledujı´cı´ tabulka 5.1.
Meznı´ velikost Vy´sˇka Sˇı´rˇka Osoba cˇ.
Minima´lnı´ 136 px 68 px 0
Maxima´lnı´ 349 px 174 px 2
Tab. 5.1: Meznı´ velikost osob v pixelech pro modelovou sce´nu.
Obr. 5.1: Modelova´ situace pro zjisˇteˇnı´ meznı´ch parametru˚ velikosti osob v pixelech.
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Minima´lnı´ meznı´ velikost je da´na velikostı´ detekcˇnı´ho okna, ktera´ cˇinnı´ 128x64 px.
Maxima´lnı´ mozˇna´ velikost detekovane´ osoby je v idea´lnı´m prˇı´padeˇ trˇikra´t vetsˇı´. Vzhle-
dem k umı´steˇnı´ kamery vsˇak osoba maxima´lnı´ velikost nikdy nedosa´hne.
Parametry detektoru shrnuje na´sledujı´cı´ tabulka 5.2.
Parametr Hodnota
scale faktor 0,75
hit threshold -0,35
win stride 8x8 px
padding 16x16 px
scale 1,13
Tab. 5.2: Parametry detektoru prˇi zjisˇteˇnı´ meznı´ velikosti osob.
5.2 Selha´nı´ detektoru
Na rea´lny´ch datech porˇı´zeny´ch v prostora´ch sˇkoly a z verˇejneˇ dostupny´ch databa´zı´ se
sta´valo, zˇe algoritmus detekce selha´val. To bylo zaprˇı´cˇineˇno prˇedevsˇı´m nespra´vneˇ zvo-
leny´m u´hlem pohledu nebo nevhodnou ohniskovou vzda´lenostı´ objektivu. Osoby tedy
ve sce´neˇ zaujı´mali velikost mensˇı´, nezˇ je minima´lnı´ meznı´ velikost detektoru. Mozˇny´m
rˇesˇenı´m situace by bylo obraz prˇevzorkovat a zveˇtsˇit tak i osoby uvnitrˇ. To vsˇak za cenu
zvy´sˇene´ vy´pocˇetnı´ na´rocˇnosti algoritmu.
Prˇı´kladem takove´ sce´ny mu˚zˇe by´t testovacı´ sekvence SekvenceKolejni4/SEQ1 nebo
vsˇechny sekvence Caviar, kdy nedocha´zelo k detekci vzda´leny´ch osob. Soubory se nacha´zı´
na datove´m nosicˇi.
Obr. 5.2: Selha´nı´ detektoru pro postavy mensˇı´ jak meznı´ velikost.
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Selha´nı´ detektoru zachycuje obra´zek 5.2. Osoby nacha´zejı´cı´ se v leve´m hornı´m rohu
(nejda´le od kamery) nejsou zachyceny a jejich trajektorie pak nejsou spra´vneˇ sestaveny.
Proble´my pu˚sobı´ i prˇı´lisˇ tmave´ pozadı´ sledovane´ sce´ny. Detektor pak selzˇe v prˇı´padeˇ
detekce osoby oblecˇene´ v tmavy´ch barva´ch. Du˚vodem je fakt, zˇe silueta nenı´ dostatecˇneˇ
kontrastnı´ a hodnoty gradientu˚ nestacˇı´ k jejı´mu popsa´nı´.
5.3 Selha´nı´ trasovacı´ho algoritmu
5.3.1 Trasova´nı´ pohybu skupiny osob
Trasovacı´ algoritmus selha´va´ za prˇı´lisˇ vysoke´ho provozu. Jedna´ se o situace, kdy se sle-
dovanou sce´nou pohybuje velka´ skupina osob. Detektor je schopen detekce pouze osob
nacha´zejı´cı´ch se v poprˇedı´ skupiny. Odezva detektoru za´rovenˇ nenı´ stabilnı´ a docha´zı´ k
vynecha´nı´ neˇktery´ch jizˇ detekovany´ osob. To cˇinı´ proble´my prˇi aktualizaci Kalmanova
filtru a prˇi urcˇenı´ korespondence objektu.
Nejhorsˇı´m sce´na´rˇem trasova´nı´ je mnozˇstvı´ osob pohybujı´cı´ch se ru˚zny´mi smeˇry. V
tomto prˇı´padeˇ je limitujı´cı´ hlavneˇ rychlost odezvy detektoru. Na obra´zku 5.3 je zna´zorneˇno
selha´nı´ trasovacı´ho algoritmu prˇi pohybu skupiny osob na dvou ru˚zny´ch sce´na´ch. Vsˇechny
osoby se pohybujı´ jednı´m smeˇrem. Prˇi vynecha´nı´ detektoru v jednom snı´mku a objevenı´
nove´ho objektu v blı´zkosti posledneˇ zna´me´ pozice trasovacı´ algoritmus prˇebı´ra´ meˇrˇenı´
nejblizˇsˇı´ detekovane´ osoby. To je videˇt na vytvorˇeny´ch trajektoriı´ch, ktere´ prˇesneˇ ne-
sledujı´ danou osobu. Tato situace souvisı´ s korespondencı´ objektu. Proble´m by se dal
zjednodusˇit na sledova´nı´ cele´ho celku.
Parametry detektoru prˇi tomto testu byly stejne´ jako v tabulce 5.2.
Obr. 5.3: Selha´nı´ trasovacı´ho algoritmu prˇi detekci pohybu skupiny osob.
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5.3.2 Trasova´nı´ pohybu osob zacloneˇne´ prˇeka´zˇkou
Sledovana´ sce´na v idea´lnı´m prˇı´padeˇ neobsahuje zˇa´dne´ prˇeka´zˇky. V rea´lny´ch situacı´ch
vsˇak docha´zı´ k cˇa´stecˇne´mu nebo u´plne´mu zacloneˇnı´ osoby. Pokud osoba pokracˇuje stej-
ny´m smeˇrem a rychlostı´ jako prˇed prˇeka´zˇkou, algoritmus jednodusˇe predikuje podle po-
sledneˇ zna´me´ho pohybu. Nastane-li vsˇak situace, kdy se osoba k prˇeka´zˇce blı´zˇı´ jednı´m
smeˇrem a jiny´m smeˇrem naopak odcha´zı´, trasovacı´ algoritmus selzˇe. Takovou situaci
popisuje obra´zek 5.4, kde vrchnı´ cˇa´st ukazuje spra´vnou predikci pohybu a spodnı´ cˇa´st
selha´nı´ algoritmu.
Obr. 5.4: Selha´nı´ trasova´nı´ osoby zacloneˇne´ prˇeka´zˇkou.
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6 ZA´VEˇR
Tato pra´ce se zaby´va´ implementacı´ vhodne´ho algoritmu pro sledova´nı´ osob v komercˇnı´ch
aplikacı´ch. Jednotlive´ prˇı´stupy jsou shrnuty v prvnı´ch kapitola´ch te´to pra´ce. Pro detekci
byla vybra´na metoda orientovane´ho gradientu HOG, pomocı´ ktere´ je vytvorˇen deskrip-
tor, na jehozˇ za´kladeˇ je prova´deˇna na´sledna´ klasifikace. Tato metoda vyuzˇı´va´ takzvane´ho
detekcˇnı´ho okna, ktere´ je posouva´no prˇes prˇekry´vajı´cı´ se oblasti obrazu, v ktery´ch je
deskriptor vytva´rˇen. Vy´stupem je vektor deskriptoru pro vsˇechny pozice detekcˇnı´ho okna.
Jako klasifikacˇnı´ algoritmus slouzˇı´ linea´rnı´ klasifika´tor SVM, jehozˇ vstupem je pra´veˇ vy-
tvorˇeny´ vektor deskriptoru. Klasifika´tor je neza´visly´ na meˇrˇı´tku a umozˇnˇuje detekci po-
stav o obrazove´ velikosti od 64x128px do 175x296px. Schopnost detekce za´visı´ nejen
na parametrech detektoru, ale i na rozlisˇenı´ vstupnı´ho obrazu. Parametry a rozlisˇenı´ byly
voleny jako kompromis mezi vy´konem detektoru a rychlostı´ jeho odezvy. Mnozˇstvı´ osob
nacha´zejı´cı´ch se ve sce´neˇ neovlivnˇuje cˇas detekce, protozˇe je deskriptor vytva´rˇen prˇes
cely´ obraz.
Pro zvy´sˇenı´ vy´konu samotne´ho detekcˇnı´ho mechanismu byly implementova´ny me-
tody detekce porovna´va´nı´ obrazu se vzorem a subtrakce pozadı´. Metoda porovna´va´nı´
se vzorem nenı´ autoinicializacˇnı´. K jejı´ cˇinnosti je trˇeba zna´t dany´ vzor postavy, jezˇ je
porˇı´zen prˇi poslednı´ pozitivnı´ odezveˇ HOG detektoru. Tyto algoritmy tvorˇı´ v kombinaci s
HOG deskriptorem ja´dro detektoru postav.
Sledova´nı´ detekovany´ch osob zajisˇt’uje implementovany´ Kalmanu˚v filtr, jezˇ slouzˇı´ k
trasova´nı´ objektu˚. Tento prˇı´stup byl zvolen zejme´na proto, zˇe umozˇnˇuje predikovat pozici
objektu i prˇi kra´tkodobe´m selha´nı´ detektoru. Vy´stupem Kalmanova filtru je estimovana´
pozice objektu, z ktere´ je tvorˇena trajektorie pohybu. Algoritmus je schopen sledovat i
osoby, jezˇ jsou po kra´tkou dobu ztraceny prˇedmeˇtem v pohledu kamery. Trasovacı´ al-
goritmus vsˇak selha´va´ prˇi vytva´rˇenı´ trajektoriı´ veˇtsˇı´ skupiny lidı´. To je da´no prˇedevsˇı´m
nedostatecˇneˇ rychlou odezvou detekcˇnı´ho algoritmu, ktera´ cˇinı´ potı´zˇe prˇi aktualizaci Kal-
manova filtru. Program je prˇipraven i na prˇipojenı´ vı´ce porˇizovacı´ch zarˇı´zenı´.
Algoritmus je implementova´n v jazyce C# s vyuzˇitı´m funkcı´ knihovny OpenCV. Jako
interface mezi prostrˇedı´m C/C++ a C# byl pouzˇit wrapper OpenCVSharp, ktery´ zabaluje
funkce knihovny OpenCV. K programu bylo vytvorˇeno jednoduche´ graficke´ uzˇivatelske´
rozhranı´, ktere´ slouzˇı´ k rˇı´zenı´ chodu programu. Za´rovenˇ jsou zde zobrazova´ny na´hledy
obrazu s informacemi o pozici a trajektorii osob. Program umozˇnˇuje nacˇtenı´ testovacı´ch
dat z prˇilozˇeny´ch obrazovy´ch sekvencı´. Vy´stup algoritmu je mozˇno ukla´dat do obrazove´
sekvence nebo do video souboru.
Implementovany´ algoritmus byl testova´n na testovacı´ch datech zı´skany´ch z verˇejny´ch
databa´zı´, ale i na datech porˇı´zeny´ch v prostora´ch sˇkoly. Cˇa´sti zpracovany´ch testovacı´ch
dat se zakresleny´mi trajektoriemi obsahuje prˇı´loha te´to pra´ce.
Limitujı´cı´m faktorem je rychlost samotne´ho detektoru, ktera´ cˇinnı´ 3,4 fps. Ta vsˇak
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mu˚zˇe by´t zvy´sˇena rozdeˇlenı´m vy´pocˇetnı´ho vy´konu i na procesorove´ ja´dro graficke´ karty.
Knihovna OpenCV toto umozˇnˇuje v kombinacı´ s vy´pocˇetnı´ architekturou CUDA. Vy´stup
syste´mu mu˚zˇe by´t v dalsˇı´ch fa´zı´ch pra´ce zkombinova´n se statisticky´m ja´drem, ktere´ by
meˇlo za u´kol trajektorie vyhladit a vyhodnotit.
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SEZNAM SYMBOLU˚, VELICˇIN A ZKRATEK
POS Syste´m optimalizace prodeje – Point of Sales
HOG histogram orientovane´ho gradientu – Histogram of Oriented Gradient
SVM Support Vector Machine
BGS Subtrakce pozadı´ – Background Subtraciton
RGA Running Gaussian Average
RGA Running Gaussian Average
GMM model mixtury gaussia´nu˚ – Gaussian Mixture Model
AGMM GMM s adaptivnı´m pocˇtem gaussia´nu˚ – Adaptive GMM
AMF aproximovany´ media´novy´ filtr – Aproximated Median Filtering
RGB RGB barevny´ model – RGB color model
SIFT na meˇrˇı´tku neza´visly´ popis vy´znamne´ho bodu – Scale Invariant Feature Trasnform
RP srovna´vacı´ krˇivka – Recall-Precision
AP srovna´vacı´ krˇivka – Average-Precision
GPU graficky´ procesor – Graphic Processing Unit
AVI forma´t multimedia´lnı´ho kontejneru – Audio Video Interleave
GUI graficke´ uzˇivatelske´ rozhranı´ – Graphical User Interface
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A BEˇH ALGORITMU NA TESTOVACI´CH DATECH
A.1 Testovacı´ data Kolejnı´ 4, pohled 1
Obr. A.1: Aplikova´nı´ algoritmu na testovacı´ data zı´skane´ v budoveˇ Kolejnı´ 4, pohled 1.
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A.2 Testovacı´ data Kolejnı´ 4, pohled 2
Obr. A.2: Aplikova´nı´ algoritmu na testovacı´ data zı´skane´ v budoveˇ Kolejnı´ 4, pohled 2.
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A.3 Testovacı´ data Kolejnı´ 4, pohled 3
Obr. A.3: Aplikova´nı´ algoritmu na testovacı´ data zı´skane´ v budoveˇ Kolejnı´ 4, pohled 3.
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A.4 Testovacı´ data i-Lids, Londy´nske´ metro
Obr. A.4: Aplikova´nı´ algoritmu na testovacı´ data
”
i-Lids“, Londy´nske´ metro.
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A.5 Testovacı´ data Caviar, chodba na´kupnı´ho centra
Obr. A.5: Aplikova´nı´ algoritmu na testovacı´ data
”
Caviar“, na´kupnı´ centrum.
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B PRˇI´LOHA NA DATOVY´CH NOSICˇI´CH DVD
Soucˇa´stı´ tohoto dokumentu je i prˇı´loha vsˇech cˇa´stı´ pra´ce na datovy´ch nosicˇı´ch DVD. V
korˇenove´m adresa´rˇi prvnı´ prˇı´lohy se nacha´zı´ text diplomove´ pra´ce cerninDP.pdf. Vypra-
covany´ projekt v prostrˇedı´ Microsoft VS2010 spolu se vsˇemi potrˇebny´mi knihovnami
obsahuje adresa´rˇ Vypracova´nı´. Na druhe´m datove´m nosicˇi se nacha´zı´ vsˇechny testovacı´
sekvence a videa.
74
