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Capítulo 1 
 
 
 
INTRODUCCION 
 
La teoría de sistemas de Control por Modo Deslizante (CMD) representa una 
parte fundamental de la  teoría  de  sistemas  no  lineales  propuesta  en  la antigua 
Unión Soviética por S.V. Emelyanov del Institute of Control Sciences, Y. Itkis y 
V. A. Utkin (HUNG 1993, UTKIN 1977-1978, ITKIS 1976). Esta teoría consiste 
en el empleo de acciones de control conmutadas o discontinuas sobre  una  o  
varias  superficies  de  conmutación.  Uno  de  los  principales  inconvenientes 
asociados a la técnica de CMD es la intensa actividad que debe ejercer la señal de 
control, lo que resulta en la presencia de oscilaciones de  alta  frecuencia. La 
teoría de CMD se ha combinado con la teoría de sistemas inteligentes tales como 
lógica difusa, redes neuronales, razonamiento probabilístico,  algoritmos  
genéticos  y  teoría  del  caos  (KAYNAK  2001).  Tal combinación  persigue  
reducir  los  problemas  o  desventajas  existentes  en  la implantación del CMD 
aprovechando la sinergia existente entre las distintas teorías.  Por  su  parte,  el  
control  difuso,  está  fundamentado  en  la  teoría  de conjuntos  difusos  y  en  la  
lógica  difusa,  que  permite  convertir  una  estrategia de   control   lingüística,   
expresada   en   el   formato   de   reglas   difusas   “ Si– Entonces”, en una 
estrategia de control automático. El diseño de esta estrategia de control 
generalmente se aborda desde una perspectiva de ensayo y error con un alto grado 
de heurística. 
 
El control híbrido de CMD y control difuso se puede clasificar en dos grupos, por 
un lado aquellos que emplean  el control difuso para realizar una tarea  secundaria  
en  el  sistema  de  control,  como la entonación  de  los  parámetros del sistema de 
control en modo deslizante generalmente a través de algoritmos  de  adaptación  
(ERTUGRUL  2000,  BERSTECHER  2001),  modelaje  difuso  del  proceso  o  
planta  para  capturar  las  incertidumbres  y/o  no  linealidades presentes en el 
sistema (I SHIGAME 1993), empleo de una ley de control difuso  como  
complemento  a  la  ley  de  control  en  modo  de  deslizamiento (WANG  1996,  
HA  2001);  y  por otro  lado,  están  aquellos  en  los  que  se  emplea la lógica 
difusa de forma directa en el diseño de sistemas de CMD, bien sea aprovechando 
 2 
 
la similitud existente entre ambos sistemas, como sistemas de  control  difuso  en  
forma  diagonal y   CMD  (PALM  1996)  o  empleando  un mapeo  aproximado  
de  entrada/salida  del  control  en  modo  deslizante  por  lo que  se  denominan  
sistemas  de  control  en  modo  deslizante  difuso  o  “Fuzzy Sliding  Mode  
Control”  (FSMC)  (KIM  1995,  HWANG  1992).  Dentro  de  este mismo  grupo  
se  pueden  considerar  los  sistemas  que  emplean  la  teoría  de control en modo 
deslizante en el diseño de sistemas de control difuso, por lo que se denominan 
sistemas de control difuso por modo deslizante o “Sliding Mode Fuzzy Control ” 
(SMFC)  (WONG 2001, WU 1996). En el presente trabajo se propone un enfoque 
híbrido  utilizando las características del control por modos deslizantes y una 
técnica de control clásica supervisado por un control basado en reglas difusas para 
contrarrestar el efecto del ruido continuo o Chattering;  tal  formalismo integra de 
manera original, elementos de las teorías de CMD, control clásico y control difuso  
para  la  resolución  del  problema  de  seguimiento  de  una  señal  de referencia,  
tal  enfoque  permite  la  corrección  de  los  inconvenientes  inherentes a dichas 
teorías cuando se presentan de forma separada. 
A  continuación  se  expondrán  diversos  elementos  conceptuales, los  cuales, por 
su particular naturaleza, se encuentran dispersos en la literatura especializada, y de 
los cuales se nutre, en mayor o menor grado, el formalismo híbrido desarrollado. 
 
 3 
 
 
 
 
 
 
 
 
 
 
Capítulo 2 
 
 
 
ANALISIS TEÓRICO DE LAS TÉCNICAS 
DE CONTROL APLICADAS 
 
 
2.1 CONTROL POR ESTRUCTURAS VARIABLES 
 
El sistema de Control de Estructura Variable (VSC) con Modos Deslizantes (SM) 
se caracteriza por la facilidad con la que trata no linealidades e incertidumbres en 
los sistemas de control. 
Entre los sistemas susceptibles de aplicar la teoría del VSC se tienen: sistemas no 
lineales, sistemas con retraso, sistemas de gran escala, sistemas multivariables, 
etc. Aparte de su aplicación principal, que es la estabilización de sistemas, las 
técnicas del VSC comienzan a aplicarse al control de sistemas de seguimiento de 
movimientos, control óptimo y al control adaptativo. 
 
El SM es comparable al método de la asignación de autovalores, porque en los 
estados del sistema siguen la ecuación de la superficie de conmutación s(x) = 0, 
de forma similar al caso de asignación de los autovalores. Las diferencias son, en 
primer lugar, que este último método es solo aplicable a sistemas lineales y que 
los autovalores asignados dependen de los parámetros del sistema a controlar, 
mientras el controlador en el SM es insensible a variaciones en los parámetros del 
sistema original. 
Una segunda diferencia es que en el caso del SM se puede controlar el sistema 
mediante el uso de un Sistema de orden reducido (s(x) es siempre de un orden 
menor del orden del sistema controlado). 
 
Por último la asignación de autovalores es bastante sensible a las incertidumbres 
de los sistemas. 
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2.1.1 FUNDAMENTOS DEL VSC 
 
El siguiente ejemplo puede dar una idea básica del VSC. Dado el sistema de 
segundo orden: 
 
 
.. . .
( ) 0x a x b k x+ + + =
  (2.1) 
 
Si la ley de control kx se elige de forma que k cambie entre valores diferentes, 
modificando la estructura del sistema en lazo cerrado, se obtienen trayectorias 
diferentes de las que se podrán obtener con un valor de k fijo. Si se supone que el 
sistema no tiene amortiguamiento (a = 0) y que k toma los valores: 
   (2.2) 
   
El sistema en Lazo cerrado  tendría dos estructuras: 
 
..
0x ax+ =   (2.3) 
 
..
0x ax− =   (2.4) 
 
Las trayectorias en los dos casos se muestran en las figuras 2 (A) y (B) 
 
 
 
Figura 2. El sistema de Estructura Variable (ecuaciones (2.3) y (2.4)) 
 
 
En el caso de la ecuación (4), existe un único sub espacio estable definido por la 
siguiente ecuación: 
 
              (2.5) 
 
 
Utilizando esta línea y la línea x = 0, se divide el plano de fases en cuatro 
regiones, como se ve en la figura 2(C). Se elige el control de la siguiente forma: 
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          (2.6) 
 
Las trayectorias del sistema en cadena cerrada se muestran en la figura 3 y el 
sistema resultante es globalmente estable, a pesar de que los dos sistemas 
realimentados de los cuales se formó son críticamente estables e inestables 
respectivamente. 
 
Las respuestas de x(t) para condiciones iniciales en la región I y II se muestran en 
las figuras 4(A) 
y 4(B). 
 
En el ejemplo anterior, las trayectorias del sistema resultante con conmutación 
constan de trozos de las trayectorias de los sistemas realimentados sin 
conmutación. Es también posible obtener movimientos en el sistema con 
conmutación que no tengan relación con los sistemas sin conmutación de los 
cuales se forma. Por ejemplo, en el ejemplo anterior, el sistema no tiene 
necesariamente que conmutar sobre la línea definida Figura 3.  
 
 
 
Las trayectorias en cadena cerrada del sistema (ecuaciones (2.3) y (2.4)) 
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Figura 4. Las trayectorias del sistema como función de tiempo: (A) La condición 
inicial en la región I; (B) La condición inicial en la región II mediante la ecuación 
(5).  
Se puede hacer la conmutación sobre la línea 
 
 
             (2.7) 
 
Con el fin de entender el comportamiento del sistema sobre la línea de 
conmutación, es conveniente introducir dos líneas de conmutación como se ve en 
la figura 5, donde el sistema con trayectorias elípticas representado por la 
ecuación (3) conmuta sobre la línea l1 con c = c1, y el sistema (4) conmuta sobre 
la línea l2 con c = c2 (c1 > c2). 
 
Si (c1; c2) se hacen igual a c, entonces la trayectoria conmuta con una alta 
frecuencia sobre la línea 
s = cx + x = 0 resultando la línea zig-zag que se muestra en la figura 5. 
 
 
 
Figura 5. Condición deslizante 
 
 
2.1.2 DESARROLLOS EXISTENTES EN CONTROL DE 
ESTRUCTURA VARIABLE 
 
El enfoque del VSC con SM es uno de los métodos robustos de control empleados 
para manejar sistemas con incertidumbres del modelo (Chen and Chang, 1998) o 
cuando el conocimiento de sus parámetros no es exacto. Véanse (Klein and 
Maney, 1978) para aplicaciones, y (Emelyanov, 1959), (Emelyanov, 1967) y 
Utkin (Utkin, 1977) para los resultados teóricos principales. El control deslizante 
se considera como un Control robusto no lineal realimentado (Fillipov, 1964), 
(Utkin, 1978). Muchos otros trabajos sobre el VSC se encuentran en (Coleg, 
1956), (Emelyanov, 1959), (Flugge-Lotz, 1956), (Flugge-Lotz and Wunch, 1955), 
(Garret, 1961), (Letov, 1957), (Maslennikov, 1956), (Ostrovsky, 1956), 
(Ostrovsky, 1960), (Shigin, 1958), (Stout, 1956) y (Wunch, 1953). 
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Tras haber recorrido una larga historia de investigación y desarrollo, el VSC se ha 
establecido como método general de control. Su viabilidad es cada vez mas 
reconocida por los profesionales del control, aunque quedan todavía problemas 
por investigar. El VSC resulta muy atractivo para los ingenieros de control, ya que 
sus conceptos básicos son fáciles de comprender y ha dado un rendimiento 
satisfactorio en muchas áreas practicas de la electrónica industrial. El VSC es 
aplicable a muchos sistemas de control donde no están bien desarrollados otros 
métodos de diseño.  
Para sistemas de tiempo discreto con VSC, en la práctica, se logran solo modos 
cuasi-deslizantes debido a la limitación del tiempo de muestreo (Milosavljevic, 
1985). (Sira-Ramírez, 1991) investigó las condiciones de estabilidad y de 
convergencia para sistemas de control deslizante de tiempo discreto. (Furuta, 
1990) presentó un control deslizante de tiempo discreto basado en funciones 
discretas de Lyapunov. También presentó un control discreto del tipo VSC 
(Furuta, 1993) y su aplicación a la autosintonía de controladores. (Pieper and 
Goheen, 1993) han logrado modos cuasi-deslizantes en un modelo discreto de 
entrada/salida de fase no mínima. (Padeh and Tomizuka, 1993) propusieron un 
VSC de tiempo discreto para el accionamiento directo de un robot (Wu and Liu, 
1996b). En cuanto a las características de diseño de un VSC, es deseable 
simultáneamente: 
a- alcanzar el plano deslizante rápidamente. 
b- mantener la trayectoria cerca de el. 
c- reducir el número de conmutaciones entre estructuras. 
 
Sin embargo, alcanzar rápidamente el plano deslizante implica también obtener 
una salida rápida, a menos que se permitan unas conmutaciones frecuentes entre 
estructuras. En un esquema de control digital, la trayectoria partiría de la 
referencia, incrementándose con el periodo de muestreo (España et al., 1984). 
Los procedimientos sistemáticos de diseño de controladores deslizantes son bien 
conocidos en la literatura (Slotine and Li, 1991). Sin embargo, puede surgir el 
fenómeno del ruido continuo debido a la conmutación de alta frecuencia cerca de 
la superficie deslizante. La ley de control de conmutación deberá evitarse en 
muchas aplicaciones, como por ejemplo en los sistemas de servocontrol y de 
control de estructura de vibración, pero esto resulta difícil de lograr en la práctica 
(Chen and Chang, 1998). 
En (Wu and Liu, 1996b) y otros trabajos, se aplica el enfoque de la función de 
Lyapunov para determinar la condición de alcance. Para evitar el problema del 
ruido continuo que aparece en el VSC, se puede suavizar la discontinuidad de 
control mediante la definición de una capa límite de anchura 
 
 
2.2 DESCRIPCIÓN MATEMÁTICA DEL VSC CON SM 
 
2.2.1 Consideraciones generales 
 
En el VSC, los algoritmos de diseño incluyen la selección de las funciones 
deslizantes s(x) deseadas, esto es, la elección de sus parámetros. Posteriormente se 
 8 
 
implementa un control discontinuo que asegura la existencia de los modos 
deslizantes en cada punto del plano deslizante s(x) = 0. En la etapa final, el 
control debe dirigir los estados del sistema hacia el plano deslizante.  
En general, las dinámicas del VSC constan de dos condiciones: la condición de 
alcance y la condición 
Deslizante. En la primera, el objetivo es llegar al plano de conmutación en un 
tiempo finito desde cualquier punto. También se denomina modo no deslizante. 
La segunda parte se denomina el modo deslizante, durante el cual la trayectoria 
tiende asintóticamente al origen del espacio de estados. 
Los parámetros de la función de conmutación condicionan el comportamiento 
final del sistema durante el modo deslizante. 
Se pueden observar cuatro características del sistema de estructura variable: 
 
1- Como el origen del espacio de estados representa el estado de equilibrio del 
sistema, el SM representa el comportamiento del mismo durante el periodo 
transitorio. En otras palabras, la superficie que describe s(x) = 0 define la 
respuesta transitoria del sistema durante el SM. 
2- Durante el SM, las dinámicas de la trayectoria son de un orden menor que el 
orden del sistema original. 
3- Durante el SM, la dinámica de la trayectoria esta gobernada solamente por los 
parámetros que describen la función deslizante. 
4- El SM es una trayectoria que no es inherente a ninguna de las estructuras de 
control. 
Se explican a continuación los pasos a seguir para diseñar el VSC (Hung et al., 
1993). Se desea diseñar un controlador SM para un sistema de orden enésimo y de 
r entradas, representado en su forma canónica controlable por: 
 
              (2.8) 
 
La estructura del VSC viene determinada por una función s(x) que servirá de 
función de conmutación. La función de conmutación es lineal y de dimensión r, 
que se supone menor que n. Esto significa que: 
 
              (2.9) 
Donde  
 
  
Y 
 
  
 
 
 
Es constante decir  
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            (2.10) 
 
Siendo C una matriz arbitraria (r x n) elegida tal que s(x) = 0 defina un sistema 
dinámico estable de orden reducido. 
 
2.2.2 Condiciones del Alcance 
 
El siguiente paso en el diseño del VSC, incluye la elección de la estructura del 
control que satisfaga la condición de alcance. Existen varios enfoques para 
especificar la condición de alcance y condiciones suficientes para que el SM 
exista. Entre ellos están: 
Las condiciones propuestas en (Barbashin, n.d.), (Emelyanov, 1967) y (Utkin, 
1978): 
 
             (2.11) 
Y 
           (2.12) 
O también 
 
 2.13 
 
Una condición similar la propuso (Utkin, 1977): 
 
 
         (2.14) 
 
 
 
 
El enfoque de la función de Lyapunov. Se elige la función de Lyapunov: 
 
 
La condición global de alcance se da en (Itkis, 1976): 
 
 
 
2.2.3 La Ley de Control 
 
La ley de control del sistema de estructura variable se cambia cuando su estado 
cruza la línea de conmutación. En general, la entrada del control puede que no sea 
suave, e incluso a veces es discontinua durante la conmutación y puede excitar 
dinámicas no modeladas de alta frecuencia. 
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Durante las dos décadas anteriores, se han propuesto muchos métodos para 
suavizar la entrada de control. Véanse por ejemplo (Hwang and Tomizuka, 1994) 
y (Slotine  and Li, 1991). 
Si se considera el modelo representado por (2.8)-(2.10) para el diseño de la ley de 
control del VSC, se puede proceder al diseño de VSC con el control u(x) libre o 
preasignado. En cualquiera de los dos casos, el objetivo es satisfacer la condición 
de alcance. En el enfoque de la estructura libre, se puede resolver la estructura del 
control obligando a que la función de conmutación verifique cualquiera de las 
condiciones de alcance mencionadas anteriormente. En algunos casos, es 
conveniente preasignar la estructura del VSC y luego determinar los valores de las 
ganancias del controlador. Entre las estructuras preasignadas más populares, están 
las siguientes: 
 
1- Control tipo relé: el VSC para cada elemento del vector de control u toma la 
forma de relé. La ganancia del relé puede ser fija o dependiente del estado 
 
         (2.15) 
Los valores ik
+
 y ik
− se eligen para satisfacer la condición deseada de alcance. 
 
 
2- Realimentación lineal con ganancias conmutadas: 
La figura 6 muestra el esquema del VSC 
 
 
 
Figura 6. Control de Estructura Variable 
 
            (2.16) 
         (2.17) 
 
 
            (2.18) 
 
Los parámetros ψij; Xij se eligen para satisfacer la condición deseada de alcance. 
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3- La tercera estructura es una extensión de la anterior. El VSC para cada una de 
las r entradas se describe como sigue: 
          (2.19) 
 
Aumentar el control equivalente (Carlo et al., 1988). El método de control 
equivalente (Utkin, 1972a), (Utkin, 1972b) es una técnica que se utiliza para 
encontrar ecuaciones de los modos deslizantes ideales. En esta técnica, la derivada 
del vector s(x) a lo largo la trayectoria del sistema de (8) se iguala a cero y el 
sistema resultante se resuelve para el vector de control. Este control equivalente, 
si existe. Se sustituye en el sistema original (8). Las ecuaciones resultantes son las 
del SM ideal. 
 
El control VSC toma la forma 
 
 
Donde ue representa el control equivalente y deltau se añade para satisfacer la 
condición de alcance. Una forma común de deltau es el control tipo relé.  
Para que exista un SM, hay que aplicar las condiciones de alcance. La 
determinación del control u(x) incluye la solución de r pares de desigualdades 
 
         (2.20) 
 
 
 
Llamado bi al vector columna i-ésima de la matriz B, entonces 
 
                                                                  (2.21) 
 
Así la ecuación (2.21) consta de 2r desigualdades condicionales para 2r 
incógnitas. Las 2r incógnitas son señales de control,  y tienen 
un valor diferente para cada una de las dos condiciones diferentes. 
 
 
2.2.4 REDUCCIÓN DEL RUIDO CONTINUO (Chattering) 
 
Una de las características del diseño y análisis de sistemas de VSC es que la 
acción de control puede conmutar de un valor a otro de forma infinitamente 
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rápida. Sin embargo, en sistemas prácticos, el ruido  continuo es indeseable, 
porque es imposible conseguir el control de alta conmutación necesario en la 
mayoría de diseños de VSC, debido a muchas razones. Una de ellas es la 
existencia de un retardo en el cómputo del control. La segunda razón es la 
limitación de los actuadores físicos. El ruido continuo siempre ocurre en los 
modos deslizantes y en régimen permanente. En régimen permanente, el ruido 
continuo aparece como una oscilación de alta frecuencia alrededor del punto 
deseado de equilibrio y puede resultar una fuente de excitación de las dinámicas 
de alta frecuencia del sistema no modeladas (Flugge-Lotz, 1959), (Kwatny and 
Young, 1987) y (Slotine and Li, 1991). Por tanto, el ruido continuo debe 
eliminarse de modo que el control actúe adecuadamente. 
 
Existen distintas aproximaciones para eliminar el ruido continuo. En varios 
diseños del VSC, el control tiene términos similares a un relé. Las propiedades 
ideales de un relé son prácticamente imposibles de conseguir. Por ello un enfoque 
para reducir el ruido continuo es reemplazar el relé por una saturación 
(aproximación continua (Slotine and Sastry, 1983) y (Slotine, 1984)). Otro 
enfoque es el de (Li et al., 1997) y (Slotine and Li, 1991), que sugieren añadir una 
capa límite alrededor de la superficie de conmutación para alisar la discontinuidad 
del control como se ve en la figura 7. Dentro de esta capa, el control se elige para 
ser una aproximación continua de la función de conmutación. 
 
 
Figura 7. Estructura Variable con capa limite 
 
Otro método de continuación reemplaza el control (Ambrosino et al., n.d.), 
(Brierley and Longchamp, 1990) 
 
Por 
 
 
Siendo δ una constante positiva que hace que el control u sea continuo. 
 
Los enfoques de continuación eliminan el ruido continuo de alta frecuencia a 
cambio de perder la invarianza. Se puede mantener un alto grado de robustez con 
una capa límite de pequeña anchura, pero los retrasos significantes en los 
actuadores de control implican la necesidad de una amplia capa límite. Es 
interesante notar que los diferentes tipos de VSC son estables y sus trayectorias 
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están limitadas en una banda o zona en el espacio de estado. Si la anchura de la 
banda es suficientemente estrecha, las dinámicas dentro de la banda se denominan 
"modos cuasi deslizantes". La otra alternativa interesante para eliminar el efecto 
del “chattering” seria implementar un control supervisorio, encargado de 
determinar en cuando utilizar técnicas de control lineal o técnicas de control no 
lineal a partir de la información de las variables medibles, conformado por 
controladores en el segundo nivel lineales como controles pd, control por 
retroalimentación de variables de estado, control por retroalimentación de 
variables de estado con observador de estados, entre otros. Este es el objeto 
principal del desarrollo de este Proyecto. 
 
 
2.3 CONTROL POR REALIMENTACION DE VARIABLES DE 
ESTADO. 
  
Unos de las características atractivas del diseño de control utilizando el método 
del diseño de espacio de estados es que el mismo consiste en una secuencia 
independiente de pasos. Dichos pasos son los que describimos a continuación: 
  
Diseño de la ley de control: Se supone que se cuenta en todo momento con el 
valor de cada uno de los estados de la planta a controlar, y se determina la acción 
de control u (entrada de control a la planta) como una combinación lineal de los 
estados. Los coeficientes de esa “retroalimentación de estados” lo agrupamos en 
el vector que denominamos –K (ver figura 2.31). La determinación de K, para los 
sistemas controlables –mencionamos algo en el capítulo 6-, está unívocamente 
ligada a los autovalores del sistema retroalimentado y el problema se reduce en 
asignar un conjunto de autovalores que correspondan con una performance 
temporal satisfactoria en términos de tiempo de crecimiento, tiempo de 
establecimiento, porcentaje de sobrepaso, etc. 
  
 
 
Fig 2.31 Ley de control por retroalimentación completa de los estados. 
  
Construcción del observador: Es muy raro contar con “mediciones” de todos los 
estados de la planta, y por lo tanto es habitual no contar los valores de los estados 
de la planta para realizar la retroalimentación de estados que se mencionó en el 
paso anterior. Por lo tanto, es necesario construir un estimador o observador (los 
dos términos se refieren a exactamente a lo mismo), que en todo momento estime 
los estados de la planta a partir de la acción de control u que se ejerce sobre la 
planta y la medición y (salida de la planta). Veremos que siempre es posible 
realizar la construcción de dicho observador si el sistema es observable. 
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Combinación de la ley de control con el estimador: Una vez construído el 
observador, determinamos la acción de control u, alimentando la ley de control 
con los estados estimados de la planta: , en vez de utilizar los estados x 
propiamente dichos (ver figura 2.32).  Cabría preguntarse si la construcción del 
controlador de éste modo no cambia la posición de los polos del sistema 
retroalimentado. La respuesta a esta inquietud, es que así construído el 
controlador, el sistema retroalimentado conserva los polos definidos por la ley de 
control, con adición de los polos del estimador. 
 
  
 
Fig 2.32 Combinación de la ley de control con el estimador. 
  
Entrada de referencia: Con el controlador armado hasta el paso anterior, el 
sistema planta/controlador funciona correctamente como regulador: para volver al 
punto de equilibrio a partir de una condición inicial distinta a ese punto de 
equilibrio, o para el rechazo de perturbaciones. Distinto es el caso de pretender 
que la salida y del sistema, “siga” la evolución de una señal deseada de referencia 
r. El problema es cómo introducimos en el esquema anterior (figura 2), dicha 
señal. La manera más sencilla de realizarla es como se muestra en la figura 3, 
donde envés de introducir al estimador la señal medida y, se la alimenta con la 
diferencia entre la referencia y la medición (y-r). Esta forma de introducir la 
entrada a referencia es semejante a la que se utiliza en control clásico, pero como 
veremos no es la única manera de introducir la referencia en el sistema, y que hay 
maneras más convenientes que ésta. De la manera que el sistema ha sido 
retroalimentado, la posición de los polos de la función transferencia entre la 
referencia r y la salida y quedan completamente definidos. Veremos que según 
cómo introduzcamos esta señal de referencia r dentro del controlador, tendremos 
la capacidad de mover los ceros de la función de transferencia mencionada. 
  
 
Figura 2.33 Ejemplo de entrada de referencia. 
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2.3.1 Ley de control 
 
El primer paso en el método de diseño de control en variable de estado como se 
mencionó anteriormente es encontrar la ley de control de retroalimentación de una 
combinación lineal de las variables de estado. 
Esta combinación lineal la podemos expresar como el siguiente producto de 
vectores: 
  
                                                                       (2.22) 
  
Para la retroalimentación estamos asumiendo que disponemos de todos los 
elementos del vector de estado. En la práctica esta suposición es completamente 
poco probable, puesto que si tenemos la capacidad de medir todos los estados (no 
siempre es el caso ya que pueden existir estados que no se pueden medir), 
económicamente no tiene sentido, puesto que los sensores son unas de las partes 
más caras del lazo de control y tener que comprar un sensor para cada una de las 
variables de estado sabiendo que el problema se puede solucionar con uno solo de 
los sensores es un encarecimiento innecesario del sistema de control. 
Como vemos de la ecuación [1], si tenemos un sistema de orden n, el vector de 
incógnitas K es de n componentes. Por ser un sistema de orden n, también 
tenemos la capacidad de escoger la posición de n autovalores. Por lo tanto 
tenemos n grados de libertad (cada una de los componentes del vector K), para 
determinar las n posiciones de los autovalores del sistema. 
Sustituyamos la ley de retroalimentación (2.22) dentro de la ecuación de estado 
del sistema: 
  
                                                          (2.23) 
  
Y por lo tanto ahora con la retroalimentación de estados el sistema pasa a ser un 
sistema autónomo, cuya dinámica está regida por los autovalores de la matriz (A-
B.K); o sea los lugares del plano s que cumple con siguiente la ecuación 
característica: 
  
                                                                                      (2.24) 
  
Esta ecuación origina un polinomio Mónico de grado n. Escogiendo los nuevos 
autovalores del sistema en s1, s2, … sn, da origen también a un polinomio 
Mónico de grado n al cual llamamos αc(s): 
  
                                                                    (2.25) 
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Igualando coeficiente a coeficiente estos dos polinomios (2.24) y (2.25) 
obtenemos n ecuaciones, dentro de las cuales están nuestras n incógnitas (los 
elementos del vector K). De esta manera, resolviendo el sistema de ecuaciones de 
nxn, podemos obtener el vector de ganancias K de retroalimentación. 
El trabajo de ubicar las raíces de la ecuación característica lo veremos con mayor 
detenimiento en un próximo punto, pero generalmente esta tarea requiere de un 
proceso de iteración del diseñador. 
  
El procedimiento para determinar el vector K en sistemas de alto orden consistiría 
en hallar la matriz de transformación de estados T que lleve el sistema original a 
su forma canónica de controlabilidad. Ya en su nueva representación determinar 
el vector de retroalimentación Kc en esa representación, y finalmente llevar éste 
vector a su representación original a través de la matriz de transformación T. 
Observar que un sistema podemos siempre llevarlo a la forma canónica de 
controlabilidad si el sistema es controlable, y siempre podemos encontrar el vector 
de retroalimentación K si podemos llevarla a dicha representación. La inversa 
también se da, no podemos hallar el vector de retroalimentación K si el sistema no 
es controlable (por ende no podemos llevarlo a su representación en la forma 
canónica de controlabilidad). 
Éste método de hallar el vector de retroalimentación K se puede sistematizar y 
reducir a una simple fórmula, conocida como la fórmula de Ackermann, donde el 
vector de retroalimentación K (en la representación original del sistema) se 
determina como: 
  
                                                                         (2.26) 
  
Donde C es la matriz de controlabilidad que es: 
 y αc es el polinomio característico que define las raíces deseadas de la ley de 
control, que se evalúa en la matriz A del sistema (notar que para evaluar el 
polinomio en la matriz, todos los términos del polinomio deben ser matrices de 
nxn, y por lo tanto el término independiente debe multiplicarse por la matriz 
identidad de nxn). 
Cabe también remarcar que esta fórmula siempre puede evaluarse, siempre y 
cuando la matriz de controlabilidad C  sea invertible, y esto será así siempre que 
el sistema sea controlable. 
  
      Sabemos que cuanto más cercano el cero de la planta (z0) esté de los polos de 
la misma (s = -3 ó -4), el sistema será más “difícil de controlar”; esto se traduce 
que las componentes del vector K se hacen cada vez más grande (requiriendo un 
mayor esfuerzo de la acción de control). En el límite, cuando el sistema no es 
controlable, las componentes del vector K se hacen infinitas. 
-         Si requerimos también que el sistema actúe con mayor velocidad (que el 
tiempo de crecimiento sea más chico y por lo tanto que el n sea más grande), 
vemos que exigen también que las componentes del vector K sean más grande (en 
valor absoluto), y por lo tanto exigiendo también un mayor esfuerzo en la acción 
de control. 
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2.3.1.1 Elección de la ubicación de las raíces de la ley de control 
 
Por lo que acabamos de ver, el esfuerzo de control está relacionado con lo lejos 
que se hayan movido los polos originales de la planta, y por lo tanto es una 
competencia entre un mejor comportamiento de la respuesta dinámica del sistema 
y un menor esfuerzo de la acción de control requerida. 
Además, también tenemos que los ceros originales de la planta atraen a los polos, 
y por lo tanto se hace difícil apartar un polo de un cero que se encuentre cercano. 
Pero por otro lado, el comportamiento dinámico debido a un par de polo/cero 
cercanos se anulan mutuamente. En este sentido, conviene dejar este polo en su 
ubicación original y tratar de satisfacer los requerimientos de la respuesta 
dinámica moviendo los polos restantes. 
Entonces la filosofía de ubicar los polos de la ley de control consiste en reparar 
solo los defectos que tienen la respuesta de lazo abierto. 
 
Veremos tres metodologías distintas para elegir la ubicación de los polos de la ley 
de control, que son: 
-         Segundo orden dominante. 
-         Diseño de prototipos. 
-         Lugar geométrico de las raíces simétrico. 
  
 
Segundo orden dominante 
 
En este método, se eligen la posición de dos los polos de manera de satisfacer los 
requerimientos de la respuesta transitoria, como ser tiempo de crecimiento, tiempo 
de establecimiento, sobrepaso, etc. El resto de los polos se eligen que se 
encuentren alejados de éstos en un factor 4 para que no influyan en la respuesta 
transitoria, tratando de no moverlos demasiado, y tratando además de 
amortiguarlos. 
Si existen ceros en la planta original, como los mismos permanecen una vez 
cerrado el lazo de control, debería buscarse que los polos dominantes sean lo 
suficientemente lentos como para no ver la influencia de los ceros. En el caso de 
no ser posible, podría ubicarse uno de los polos restantes en la cercanía de ese 
cero para acotar su influencia sobre la respuesta transitoria. 
Un caso típico de sistemas a controlar, son algunos sistemas mecánicos que 
poseen modos de alta frecuencia poco amortiguados y un par de modos de cuerpo 
rígido, que son de baja frecuencia. Para estos tipos de sistemas se busca satisfacer 
los requerimientos de la respuesta transitoria con los modos de cuerpo rígido, y 
los modos vibratorios de alta frecuencia se los deja con la misma frecuencia (n) 
pero trasladándolos al eje real para amortiguarlos. 
  
 
Diseño de prototipo 
En este tipo de método, se ubican las n raíces de la ecuación características en 
lugares predeterminados según un conjunto de polinomios que satisfacen algún 
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tipo de criterio normalizado con alguna frecuencia típica que requerimos que el 
sistema tenga. 
Por ejemplo, Graham y Lathrop (1953) propusieron para plantas de distinto órden, 
cuál era el polinomio característico que minimizaba un cierto índice conocido 
como la Integral del Valor Absoluto del Error multiplicado por el tiempo (índice I. 
T. A. E. – siglas en inglés: Intergral Time Absolute Error) ante la presencia de un 
escalón a la entrada. 
En fórmulas, el índice I.T.A.E. se calcula como: 
  
                                                                                        (2.27) 
  
Los polinomios que Graham y Lathrop obtuvieron, fueron los siguientes, donde 
0 es la frecuencia de corte que habíamos mencionado: 
  
n Ubicación de los polos según el criterio ITAE 
1 
 
2 
 
3 
 
4 
 
5 
 
  
La respuesta de estos polinomios da en general con un sobrepaso. Si por los 
requerimientos de control se necesita que la respuesta no posea sobrepaso, 
entonces, se pueden utilizar los polinomios de Bessel de grado n: 
  
n Ubicación de los polos según polinomios de Bessel 
1 
 
2 
 
3 
 
4 
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Aunque con estos polinomios tenemos la ventaja de eliminar el sobrepaso, 
tenemos la desventaja de que la respuesta se torna algo más lenta en comparación 
con los polinomios según el criterio ITAE. 
Observaciones respecto a ésta metodología: la frecuencia que se utilice para 
definir los polinomios debe ser semejante a las frecuencias del sistema original (si 
se elige una frecuencia mucho mayor, esto provocará que el esfuerzo de control 
sea demasiado grande). Si el sistema original tiene polos muy alejados en 
frecuencia, es mejor dejarlos y aumentarles un poco la amortiguación. 
  
 
Lugar geométrico de las raíces simétrico 
 
Una técnica muy utilizada en la teoría de control óptimo, es la técnica del 
regulador cuadrático lineal óptimo (LQR en sus siglas en inglés). Una versión 
simplificada de dicha teoría que es de fácil aplicación es la siguiente: 
 
Planteo del problema: Buscar la ubicación de las raíces del sistema 
retroalimentado por variable de estado que minimice el siguiente funcional: 
  
                                                                                                          (2.28) 
  
Para el sistema: 
  
                                                                                             (2.29.a) 
             
  
donde ρ balancea el efecto del error z con la acción de control u. 
 
Observar que z no necesariamente es y la salida del sistema. La variable z, debe 
escogerse como un error que se quiere minimizar en conjunto con la acción de 
control, y dicho error se puede calcular como una combinación lineal de los 
estados de la planta. 
Kailath (1980) demostró que los polos de lazo cerrado que minimizan J son las 
raíces estables de la ecuación: 
  
                                                                             (2.29.b) 
  
donde G0(s) es la función de transferencia de la entrada u del sistema al error z, 
que está definida como: 
  
                                                               (2.30) 
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La ecuación [15] es la que define el lugar de las raíces simétrico respecto al eje 
imaginario respecto del parámetro variable ρ. 
  
Entonces, para un dado ρ se encuentran la ubicación deseada de las raíces que 
cumplan con los requerimientos de la respuesta transitoria, y luego, por ejemplo, 
con Ackermann se determina el vector de ganancias de retroalimentación de 
estados K. 
  
2.3.2 Diseño del estimador 
 
Normalmente en las plantas dinámicas que deseamos controlar no disponemos a 
cada instante de tiempo t con todas las variables de estados x para determinar la 
acción de control u = -K.x. Entonces, ¿cómo realizamos el control? 
La solución de este problema es mediante la construcción de un estimador (u 
observador indistintamente). 
Un observador se encarga en cada instante de tiempo t de “estimar” cuánto valen 
las variables de estado x en base de la salida de la planta y (medición) y la acción 
de control efectuada u. El resultado del observador lo llamaremos variable de 
estado estimada . 
Según el estimador determine el vector de variables de estado completo o solo un 
subconjunto del mismo, el estimador recibe el nombre de observador de orden 
completo u observador de orden reducido. 
Veamos a continuación la construcción de un observador de orden completo. 
  
2.3.2.1 Estimador de orden completo 
 
Un estimador consiste en realizar una “simulación” del sistema para determinar el 
valor de las variables de estado estimadas . Una opción para armar el mismo, 
utilizando únicamente la información de la acción de control u, es mediante la 
siguiente ecuación: 
  
                                 (2.31) 
  
ya que las matrices A y B son conocidas (ya que contamos con un modelo de la 
planta), y la acción de control u también puesto que es lo que nosotros 
determinamos y enviamos a la planta. El único problema con esto es que no 
conocemos la condición inicial de la que parte la planta real x(0), y así poner la 
misma a nuestra simulación. 
Analicemos con mayor detalle esto. La ecuación de estado de la planta real es: 
  
                                 (2.32) 
  
con condición inicial x(0). Supongamos que nuestra simulación parta de otra 
condición inicial que llamamos . Veamos entonces cómo evoluciona el error 
, restando la ecuación 18, la ecuación 17, obtenemos que: 
 21 
 
  
                       (2.33) 
  
con condición inicial . Esto es un sistema autónomo, cuya 
dinámica corresponde a la de los autovalores de la matriz A. Entonces, salvo que 
fortuitamente las condiciones iniciales del vector de variables de estado coincida 
con el estimado, el error evolucionará con un error que estará dado por los 
autovalores de A, o sea la dinámica de la planta a lazo abierto. Si la planta original 
es inestable, evidentemente esto no funcionará puesto que el error divergirá. Pero, 
además, siendo la planta original estable, este estimador tampoco tiene sentido, 
puesto que la ley de control la diseñamos generalmente para que el sistema 
responda más rápidamente que la planta original, y no podemos alimentar la ley 
de control con una estimación que tiene una dinámica igual a la de la planta. 
Entonces, ¿cómo resolvemos el problema? 
El problema lo resolvemos usando la regla habitual de control: “cuando tienes un 
problema, usa retroalimentación”. ¿y qué es lo que retroalimentamos? 
Disponemos de una información que no la hemos utilizado hasta el momento que 
es la información de la salida de la planta y, que comparándola con la salida que 
daría nuestra simulación lo utilizaremos para retroalimentar el estimador como 
muestra en línea punteada la siguiente figura: 
  
 
Figura 5. Esquema del estimador con retroalimentación. 
  
Entonces la ecuación del observador será en este caso: 
  
                                                                        (2.34) 
  
donde L es un vector columna de n componentes de ganancias proporcionales a 
determinar. Este vector L se elegirá de manera tal que el error de estimación 
converja de manera conveniente. 
Calculemos ahora como converge el error de estimación. Restando a la ecuación 
2.32 de la planta, la ecuación 2.34, obtenemos: 
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                                                                                            (2.35) 
  
Por lo tanto, si no hay error de modelado, el error de estimación convergerá con 
una dinámica que estará dada por la ecuación característica: 
  
                                                                                 (2.36) 
  
En la práctica, se puede comprobar que aún habiendo pequeños errores en el 
modelado, se pueden conseguir errores pequeños de estimación dada una 
adecuada elección del vector L. 
Por lo tanto, eligiendo la posición de n polos que definirán la dinámica de 
convergencia del error de estimación, podemos determinar el valor de las n 
componentes del vector L (es un problema de nxn). El problema es similar al de 
determinación del vector K para la ley de control. Entonces teniendo la ecuación 
característica deseada del estimador: 
  
                                                 (2.37) 
  
donde βi son las ubicaciones deseadas de los polos del estimador. Igualando 
coeficiente a coeficiente con la ecuación 2.36 determinamos los valores de los 
componentes del vector L. 
En este problema, siempre podemos determinar todos los componentes de L, si el 
sistema es observable (capacidad que tiene del sistema de observar todos los 
modos del sistema basándose en la medición y). 
Recordamos que la planta es observable, si y solo si, la matriz de observabilidad 
O: 
  
                                                                    (2.38) 
  
es de rango completo. 
También podemos aplicar la fórmula de Ackerman para resolver este problema, 
ya que los autovalores de una matriz son los mismos que los autovalores de la 
matriz traspuesta. Observando las matrices, en la fórmula de Ackerman hay que 
reemplazar la matriz A por su traspuesta, la matriz B por la matriz C traspuesta, y 
el vector K por el vector L traspuesto. Notar que de esta manera, la matriz que hay 
que invertir es la matriz de observabilidad traspuesta. 
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2.3.2.2 Estimador de orden reducido 
 
Si la salida del sistema es ya una de las variables de estado (si no lo es, se podría 
realizar una transformación de estado para que esto sí ocurriera), y además esta 
medición no es ruidosa, es completamente innecesario realizar una estimación de 
dicha variable. Si la señal de medición es ruidosa el observador de orden completo 
actuaría como filtro de dicha variable. 
Entonces, en el caso que la medición no es ruidosa es conveniente construir un 
estimador de dimensión menor que solo estime los estados no medidos. Para eso 
dividamos el vector de variables de estado en: xa los estados medidos; y xb los 
estados no-medidos (que son los que deseamos estimar): 
  
             
 Por lo tanto la representación por variables de estado podrá ser escrita como: 
  
                                (2.39a) 
                                                            (2.39 b) 
 Entonces la dinámica de las variables de estado no medidas es: 
  
                                                         (2.40) 
 y la dinámica de las variables de estado medidas (si hablamos de sistemas SISO 
es una sola variable): 
  
             
                                                                       (2.41) 
  
Por lo tanto la ecuación 2.40 juega el papel de las ecuaciones de estado, y la 
ecuación 2.41 la ecuación de salida, permitiendo realizar el siguiente paralelismo 
con el observador de orden completo: 
  
O. orden completo O. orden reducido 
x xb 
A Abb 
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B.u Aba.y+Bb.u 
y 
 
C Aab 
  
Con este paralelismo, armamos la ecuación del estimador: 
  
                  (2.42) 
  
Definiendo ahora el error de estimación de las variables de estado no-medidas 
como: 
  
                                      (2.43) 
  
Usando la ecuación 2.40 2.41 2.42 2.43 obtenemos cómo es la ecuación de la 
dinámica de éste error: 
  
 
 
 
                                                                                               (2.44) 
  
Y por lo tanto la ecuación característica que define los polos del estimador será: 
  
                                                                         (2.45) 
  
Que igualando coeficiente a coeficiente con la ecuación característica deseada 
determinamos los componentes del vector L. Notar que ahora L será un vector 
columna de la misma dimensión de xb (llamemos nb), y que el determinante de la 
ecuación 2.45 es de una matriz de nbxnb; por lo tanto ahora debemos elegir 
solamente la posición de nb polos. 
 
La ecuación 2.42 del estimador puede ser reescrita como: 
  
               (2.46) 
  
La presencia de la derivada temporal de la medición representa una dificultad, 
puesto que a pesar que la señal como dijimos previamente no es ruidosa, el poco 
ruido que tenga por el uso de su derivada se verá amplificado. Entonces, para la 
implementación de este observador es conveniente utilizar una variable auxiliar 
; e integro numéricamente con la siguiente ecuación: 
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             (2.47) 
  
y determino la estimación como: 
  
                                             (2.48) 
  
Las ecuaciones 2.47 y 2.48 son entonces en conjunto las ecuaciones del 
observador de orden reducido; donde la ecuación 2.47 juega el papel de la 
ecuación de estado (con dos entradas: u e y), y la ecuación 2.48 la ecuación de 
salida.    
  
Selección de los polos del estimador 
 
Las reglas son similares que las utilizadas para la selección de los polos de la ley 
de control. Generalmente los polos del estimador se eligen entre 2 a 6 veces más 
rápidos que los de la ley de control, así los polos de la ley de control quedan 
dominantes (polos más cercano al origen en el plano s). 
En caso que la medición sea muy ruidosa, debemos tratar que el vector de 
ganancias L sea de magnitudes pequeñas (confiar más en el modelo que en la 
medición), y esto resultará en polos del estimador que son más lentos y por lo 
tanto influirán más significativamente en la respuesta transitoria del sistema 
retroalimentado. En este caso, habrá que tomar un compromiso entre la reducción 
del ruido de la medición y la respuesta transitoria más lenta. 
Aunque en el estimador no exista el problema de “demasiado esfuerzo para el 
actuador” (en un principio, en el comienzo de los computadores el límite estaba en 
la precisión que éstos podían manejar, pero con la máquinas que existen hoy en 
día ese ya no es un límite), el hacerlo demasiado rápido trae como consecuencia 
una menor capacidad de filtrado de ruido. 
El equilibrio entre filtrado de ruido y la rapidez de los polos del estimador se 
puede optimizar. 
Supongamos tener un observador de orden completo, cuyas ecuaciones reiteramos 
acá: 
  
                                                                    (2.49) 
  
con el cual tratamos de estimar los estados de una planta que posee tanto 
perturbaciones en el modelo (w), como en la medición (v): 
  
                                                                              [2.50.a] 
                                                                                              [2.50.b] 
  
Como podemos observar de las ecuaciones, cuando tengo un L que es pequeño en 
magnitud, nos estamos apoyando más en el modelo y B1.w debería ser más 
pequeño que el ruido de medición v. Haciendo un razonamiento similar, cuando 
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tengo un L grande, nos estamos apoyando más en la medición que en el modelo, y 
por lo tanto debería tener un ruido en la medición v que sea pequeño, sin 
importarme mucho cuan grande sea la perturbación en el modelo w. 
La solución óptima a ésto es el lugar geométrico simétrico de las raíces dado por 
la ecuación: 
 
                                                                                   [2.51] 
  
donde q es el parámetro que varía en el lugar geométrico de las raíces y que es 
proporcional a la relación entre las varianzas (el cuadrado de la desviación 
standard) del ruido de medición v y de la perturbación del modelo w: . 
Mientras que la función de transferencia Ge(s), es la función de transferencia 
desde la perturbación w al ruido de la medición: 
  
                                                                [2.52] 
  
En función de cuanto valga la relación de las varianzas de ambas señales ruidosas, 
es que obtenemos la mejor opción para la ubicación de polos del estimador. Ellas 
serán las ubicaciones de las raíces estables del lugar geométrico simétrico de las 
raíces mencionadas. 
  
2.3.3 Diseño del regulador 
 
Combinemos ahora los resultados de haber diseñado la ley de control y el 
estimador. Por simplificación vamos a suponer que el observador que fue 
diseñado sea un estimador de orden completo, pero resultados similares a los que 
llegaremos se obtienen utilizando un observador de orden reducido. 
Como se podrá observar, en este caso si la planta original es de orden n, cuando 
realizamos la retroalimentación de estados con un observador de orden completo, 
el sistema retroalimentado es un sistema de orden 2.n. Por lo tanto debemos 
describir al sistema eligiendo ahora 2.n variables de estado. Elijamos como las n 
primeras variables de estado a las variables de estado de la planta original: x, y las 
restantes n variables los errores de estimación: . 
Empecemos a determinar las ecuaciones de estado del sistema extendido. De las 
ecuaciones de estado de la planta tenemos: 
  
             
                                                                           [2.53] 
  
Por otro lado, del estimador sabemos que el error de estimación responde a la 
siguiente dinámica: 
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                                                                                             [2.54] 
  
Y por lo tanto ya tenemos la descripción completa: 
  
                                                            [2.55] 
  
Donde ahora este sistema descripto por la ecuación 2.55 es un sistema autónomo, 
cuya ecuación característica es: 
  
                                                        [2.56] 
  
Y se puede demostrar matemáticamente que dicho determinante es: 
  
                          [2.57] 
  
Por lo tanto concluimos con algo que esperábamos que sucediera: el sistema 
retroalimentado tiene como autovalores (como polos), los polos de la ley de 
control en conjunto con los polos del estimador. 
Ahora bien, nunca nos preguntamos con la parte que armamos del compensador, 
cómo era su función de transferencia. Veamos cómo queda el sistema 
retroalimentado: 
  
 
Figura 6. Esquema del sistema retroalimentado con el regulador. 
  
Toda la parte recuadrada en línea punteada es lo que “armamos” para realizar el 
control, a la cual entra la señal y de medición, y sale determinado cuánto vale la 
acción de control. Las ecuaciones del compensador serán: 
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                                                                      [2.58] 
  
Reacomodando los términos: 
  
                                                                   [2.59] 
  
Y por lo tanto la ecuación de transferencia del compensador será: 
  
                                                [2.60] 
  
Que tendrá por polos las raíces de la ecuación característica: 
  
                                                                     [2.61] 
  
Cuyos valores nunca antes habían sido calculados. Notar que dichas raíces pueden 
ser inestables, y por lo tanto la función de transferencia del compensador será 
inestable y esto no puede ser posible porque originaría acciones de control 
divergentes (que no es deseado puesto que, o alcanzaríamos siempre alguna 
saturación en la acción de control, o quemaríamos el actuador: por ejemplo un 
motor). Entonces este cálculo es siempre una cosa a tener en cuenta para verificar 
el controlador construído. 
Queda como ejercicio para el lector el desarrollo de estas cuentas para el caso de 
un observador de orden reducido. 
 
2.3.4 Seguimiento a referencia 
 
Hasta ahora lo que hemos llegado a realizar del control nos sirve como regulador: 
mantener la planta en el punto de operación y no moverlo de ese punto. Este 
regulador también cumple la función de rechazar perturbaciones, esto es, ante el 
cambio de una entrada no controlada (una perturbación), lograr mantener el 
sistema en el punto de operación mencionado. 
El seguimiento a referencia es un problema distinto al de regulación, ya que 
supone la existencia de una señal de referencia r. El problema de seguimiento de 
referencia (o de servomecanismo) consiste en que la señal de salida y siga (copie) 
la evolución temporal de esta señal de referencia r (señal deseada para y). 
Entonces el problema consiste en ver cómo introducimos en el esquema de control 
diseñado hasta ahora, la señal de referencia r de modo que y trate de seguirla. 
Las ecuaciones que hemos desarrollado hasta ahora son las siguientes: 
  
 
 
Planta: 
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                                                                                              [2.62] 
  
Regulador: 
                                                                  [2.63] 
  
Existen dos maneras evidentes de introducir en el esquema de control la entrada 
de referencia (que no son las únicas, veremos que existen más). Esas dos formas 
son las que muestran las siguientes figuras: 
  
 
Figura 7. CASO A: Compensación en la retroalimentación. 
  
 
Figura 8. CASO B: Compensación en el lazo directo. 
  
Como se puede observar, ambos esquemas de control presentan los mismos polos 
de lazo cerrado (haciendo r = 0, ambos esquemas tienen los mismos polos que el 
regulador), pero no tienen los mismos ceros y por lo tanto la respuesta en el 
seguimiento de r serán distintos: 
CASO A: Un escalón en la entrada de referencia en este esquema excita de igual 
modo el estimador como a la planta, y por lo tanto no habrá un cambio en el error 
de estimación por la presencia de este escalón en la referencia. Esto significa que 
la función de transferencia de r a y debe tener ceros que cancelen los polos del 
estimador, así la respuesta del sistema así retroalimentado y con esta entrada de 
referencia tendrá como polos solo los polos de la ley de control, o sea las raíces de 
la ecuación característica: . 
CASO B: Un escalón en la entrada de referencia en este esquema excita al 
estimador (aparece un error de estimación) que se atenúa con la dinámica propia 
del estimador. Esto significa que las raíces tanto de la ley de control como las del 
estimador son excitadas en forma conjunta, o sea los polos serán las raíces de la 
ecuación característica: . 
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Es evidente después de este análisis que es más conveniente utilizar el esquema 
del caso A. 
Veamos ahora, la forma más general de introducir la señal de referencia r(t) en el 
regulador es sumando términos proporcionales a las ecuaciones del regulador: 
  
                                                        [2.64] 
  
Donde M es un vector columna de n componentes (n = es el orden del estimador), 
y N es un escalar (considerando un sistema SISO). 
De esta manera: 
No se afecta la estabilidad del sistema retroalimentado porque r(t) es una señal 
externa (los polos de lazo cerrado son los de la ley de control conjuntamente con 
los del estimador). 
Se afecta la respuesta transitoria. Dependiendo de donde se coloquen los ceros de 
la función de transferencia de r a y, según los valores de M y N, cambiaremos el 
comportamiento de la respuesta transitoria de y. 
  
Existen varias posibilidades para elegir los valores de M y N: 
1)      Que el error de estimación  sea independiente de r(t). 
2)      Que el control esté basado directamente en la comparación entre r e y, o sea 
esté basado en e = r – y. 
3)      Máxima libertad para ajustar la respuesta transitoria y estacionaria del 
sistema retroalimentado. 
  
Para el caso 1: 
Analicemos cómo es la dinámica del error de estimación: 
  
             
  
                                                                     [2.65] 
  
Por lo tanto, para que los cambios en el error de estimación no sean afectados por 
la señal r, M deberá ser igual a: M = B.N. 
De esta manera, la ecuación 50 queda: 
  
                       [2.66] 
  
Notar que este es el caso A mencionado anteriormente. 
Observar que si el actuador de la planta posee una saturación, conviene indicar 
también dicha saturación al estimador, así la saturación no afectará tampoco al 
error de estimación . 
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Queda todavía cómo determinar el valor de N, pero esto lo dejamos para más 
adelante, después de haber visto todos los casos. 
  
Para el caso 2: 
Esto es la única alternativa que disponemos cuando no se dispone de las señales r 
e y por separado, sino que se dispone solamente de la diferencia entre ambos. 
Ejemplo de ésto es por ejemplo el termostato en el control de temperatura de un 
ambiente. 
En este caso, eligiendo N = 0; y M = -L, conseguimos el objetivo: 
  
   [2.67] 
  
y como vemos las ecuaciones ahora solo dependen de e = y – r. Notar que éste es 
el caso B mencionado previamente. 
  
Para el caso 3: 
Para este caso, analicemos previamente que sucede con los ceros de transmisión 
de r a y, para el caso de no tener estimador. En este caso la acción de control u 
toma el valor: 
  
            u = -K . x + N . r                                                                                   [2.68] 
  
y por lo tanto las ecuaciones que gobiernan el sistema retroalimentado serán: 
  
                                                                       [2.69] 
  
Los ceros de la transmisión de r a y están dados por aquellos lugares del plano s 
que cumplen la siguiente ecuación: 
  
                                                               [2.70] 
  
Estas raíces son las mismas, si a una columna de la matriz la multiplicamos por 
una constante y se la sumamos a las otras columnas. Multipliquemos a la última 
columna por ki/N y sumemos a cada una de las i columnas (i de 1 a n). Entonces 
las raíces de la ecuación 56 son las mismas que las raíces de la siguiente ecuación: 
  
                                                                                [2.71] 
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Por lo tanto los ceros de transmisión de r a y no dependen del valor de K. Además 
podemos observar que estos ceros son los mismos ceros originales de la planta 
(son los ceros de u a y). 
Analicemos ahora el caso de tener un estimador. Los ceros que hay de r a y serán 
los ceros que hay entre r y u, más los ceros de u a y. Como por el análisis anterior 
sabemos que los ceros de u a y son los originales de la planta, nos queda por 
determinar si existe algún otro cero que se agregue en la transmisión de r a u(*). 
Para analizar esto, planteemos las ecuaciones del estimador/control: 
  
                                                         [2.72] 
  
(*) Otra manera de pensar esto: que exista un cero en la transmisión de r a u 
significa que para ese modo de excitación en r no tenemos ningún “movimiento” 
en u, esto implica que como u no se mueve, tampoco se moverá y. Entonces ese 
modo en r no “mueve” a la señal y y por lo tanto es un cero también de 
transmisión de r a y (la salvedad está cuando justo coincide con un polo de u a y, 
que en dicho caso se cancelarían). 
Veamos entonces los ceros que existen de r a u. Éstos serán las raíces del 
siguiente determinante: 
  
                                              [2.73] 
  
Conclusión: Tenemos n grados de libertad (n elementos del vector M/N), para 
asignar la posición de n ceros de transmisión de r a u (y por lo tanto de r a y), que 
son las raíces de γ(s). 
  
Consideraciones: 
• Para la respuesta dinámica, los ceros influyen en forma significativa en la 
respuesta transitoria a un escalón y por lo tanto generalmente se requerirá 
que los ceros se encuentren alejados 4 veces más que los polos dominantes 
del sistema, salvo que se quiera eliminar algún polo (estable) indeseable 
cancelándolo con uno de estos ceros. 
• Para la respuesta estática (o estacionaria), existe una relación entre la 
ubicación de polos y ceros de lazo cerrado con la precisión con que se 
sigue a una señal de referencia. Ejemplo de ello está la relación de Truxal 
para sistemas de tipo I, en donde el error de estado estacionario a una 
rampa es: 
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                                                                          [2.74] 
  
donde pi son la posición de los polos de lazo cerrado y zj son los ceros de los 
polos de lazo cerrado (con sus signos).  
Criterio de cómo utilizar esto: Si existen un par de cero/polo en la cual (pi – zj) es 
muy pequeño (y por lo tanto la influencia de este par sobre la respuesta transitoria 
es despreciable), pero además hacemos que (1/pi – 1/zj) sea considerablemente 
grande, podemos influir bastante en la constante de error estacionario sin afectar 
la parte transitoria. 
Se puede comprobar también que para sistema de tipo II, el error de estado 
estacionario a una parábola vale la siguiente relación: 
  
                                                         [2.75] 
  
donde nuevamente las variables que definen la relación tienen el mismo 
significado que para la ecuación [60]. La demostración de esta fórmula se 
encuentra descrita aquí. 
  
Observación: 
De , tenemos: 
a)      Para el caso 1: , cuyas raíces son 
los polos del estimador. Por lo tanto los ceros de transmisión de r a u se cancelan 
con los polos del estimador, confirmando resultados anteriores. 
b)      Para el caso 2: , y reemplazando en la ecuación 59 tenemos: 
  
                                                  [2.76] 
  
Posmultiplicando la última columna por C y sumándole a las n primeras 
columnas, y premultiplicando la última fila por B y sumándole a las primeras n 
filas, obtenemos: 
  
                                                                       [2.77] 
  
Por lo tanto, mirando esta última ecuación, los ceros que agrega el compensador 
están fijados por L y K, y no hay manera de ubicarlos en otro lugar (notar que los 
ceros que quedan son los ceros de haber tomado las ecuaciones originales de la 
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planta, y haber reemplazado el vector columna de entrada B por L y el vector fila 
de salida C por K).  
  
Resumen: 
 
La función de transferencia total de lazo cerrado será: 
  
                                                                                   [2.78] 
  
donde b(s) es el polinomio cuyas raíces definen los ceros de la planta (ceros de 
lazo abierto, que no se mueven); αc(s) y αe(s) son las ecuaciones características 
deseadas que se utilizaron para la ley de control y el estimador respectivamente; y 
finalmente γ(s) son los ceros elegidos por el diseñador de la entrada a referencia. 
  
Elección de la ganancia : 
Ahora es el tiempo de determinar la ganancia  para los tres métodos de 
selección de M. El objetivo de esta elección es ajustar la ganancia estacionaria 
final del sistema entre r e y de manera que la misma sea unitaria. 
a) Si elegimos el primer método, por el análisis que hemos hecho los estados 
estimados estacionarios son iguales a los estados reales estacionarios (puesto que 
el error de estimación tiende a cero). Por lo tanto podemos suponer que , 
y de esta manera evitar complicarme con las cuentas del compensador. 
Supongamos que ya en el estacionario, tanto la señal uss como los estados xss 
sean proporcionales a la señal de entrada r: uss  = Nu . r ; xss = Nx . r. Por otro 
lado sabemos que por las ecuaciones de la planta, en el estacionario debe 
cumplirse que (ya que de tratarse de un estacionario las derivadas temporales 
deben ser nulas): 
  
                                                                                         [2.79] 
  
Como en el estacionario queremos lograr que yss = rss, tenemos el siguiente 
conjunto de ecuaciones para determinar Nx y Nu: 
  
                                                                            [2.80] 
  
Eliminando rss de las ecuaciones, y reescribiendo en forma matricial: 
  
                                                                                       [2.81] 
  
Premultiplicando por la inversa de la primera matriz: 
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                                                                                   [2.82] 
  
Obtenidos Nx y Nu, calculamos  como: ; puesto que u es: 
  
       [2.83] 
  
b) Si elegimos el segundo método, el resultado es trivial; ya que debe ser = 0. 
c) Si elegimos el tercer método, elegimos  de manera tal que la ganancia total a 
lazo cerrado sea unitaria (como en el primer método). Las ecuaciones de todo el 
sistema son: 
  
                                      [2.84] 
  
donde  es el valor obtenido por el método 3 de . El sistema entonces 
tendrá una ganancia estacionaria de lazo cerrado igual a la unidad si se cumple 
que: 
  
                                       [2.85] 
  
Resolviendo esta ecuación 2.85, obtenemos el valor de  como: 
  
                             [2.86] 
  
Los análisis hechos en esta sección fueron realizados utilizando un observador de 
orden completo. 
 
Control Integral 
 
En control clásico es habitual el agregar compensadores con integradores puros, 
de manera que si el sistema está retroalimentado unitariamente, cambia el tipo de 
sistema por la cantidad de integradores puros que se hayan agregado. 
Para realizar esta misma práctica en control por variable de estado debemos 
aumentar la dimensión del estado del sistema. Supongamos que el sistema de la 
planta original sea: 
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                                                                                               [2.86] 
  
Entonces definimos una nueva variable de estado xI, cuya derivada sea la salida 
del sistema original: 
  
                                                                                                      [2.87] 
  
y por lo tanto . 
Entonces el sistema extendido quedaría expresado del siguiente modo: 
  
                                                                          [2.88] 
  
Y ahora envés de tener que determinar un vector de retroalimentación de 
ganancias de n componentes, tendrá que ser de n+1: ; que se 
determina en forma semejante a lo que hacíamos previamente, pero el sistema por 
resolver será de (n+1)x(n+1). 
El esquema de control agregando una entrada de referencia r será el siguiente: 
  
 
Figura 9. Esquema del sistema de control con acción integral. 
  
En el caso que no se tenga todas las variables de estado como medición, no existe 
problema de incorporar un estimador para alimentar al vector K, ya que para KI 
solo se necesita la medición (quedando un esquema con retroalimentación 
unitaria). 
 
2.4 CONTROL DIFUSO 
Introducción  
 La lógica difusa (Fuzzy Logic) ha surgido como una herramienta importante para 
el control de subsistemas y procesos industriales complejos, así como también 
para la electrónica de entretenimiento y hogar, sistemas de diagnóstico y otros 
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sistemas expertos. Aunque la lógica difusa se inventó en Estados Unidos, el 
crecimiento rápido de esta tecnología ha comenzado desde Japón y ahora 
nuevamente ha alcanzado USA y también Europa. La lógica difusa es todavía un 
boom en Japón, el número de cartas patentando aplicaciones aumenta 
exponencialmente. Principalmente se trata de aplicaciones más bien simples de 
lógica difusa.   
Lo difusa ha llegado a ser una palabra clave para vender. Los artículos 
electrónicos sin componentes difusos se están quedando gradualmente desfasados. 
Como una mordaza, que muestra la popularidad de la lógica difusa, cada vez es 
más frecuente un sello con "fuzzy logic" impreso sobre el producto. En Japón la 
investigación sobre lógica difusa es apoyada ampliamente con un presupuesto 
enorme. En Europa y USA se están realizando esfuerzos para alcanzar al 
tremendo éxito japonés. Por ejemplo, la NASA emplea lógica difusa para el 
complejo proceso de maniobras de acoplamiento.   
La lógica difusa es básicamente una lógica multievaluada que permite valores 
intermedios para poder definir evaluaciones convencionales como sí/no, 
verdadero/falso, negro/blanco, etc. Las nociones como "más bien caliente" o 
"poco frío" pueden formularse matemáticamente y ser procesados por 
computadoras. De esta forma se ha realizado un intento de aplicar una forma más 
humana de pensar en la programación de computadoras. La lógica difusa se inició 
en 1965 por Lotfi A. Zadeh, profesor de ciencia de computadoras en la 
Universidad de California en Berkeley.   
En esencia un controlador lógico difuso, contiene un algoritmo que es capaz de 
convertir una estrategia de control lingüística en una estrategia de control 
automático. Con la lógica difusa se pueden diseñar aplicaciones para que las 
máquinas respondan con mayor inteligencia a la imprecisión y a las condiciones 
del mundo exterior, con lo que se busca imitar el comportamiento humano. La 
creación de una máquina con lógica difusa, es forjar  un sistema experto, en donde 
el comportamiento de  la máquina, va a estar basado totalmente en el 
conocimiento del experto o de la persona que aporta sus conocimientos empíricos 
para el funcionamiento de ésta. El conocimiento del experto es el conocimiento 
empírico de cómo controlar el fenómeno, sin conocer ningún modelo del sistema 
a controlar.   
El introductor de la idea en la ingeniería actual fue Lotfi Zadeh, un profesor 
matemático iraní residente en los Estados Unidos que en 1965 en la Universidad 
de California en Berkeley, Zadeh publicó un reporte llamado Conjuntos difusos, 
donde presentó formalmente la teoría de estados multivaluados, y se introdujo el 
término difuso en la literatura técnica.   
Lotfi Zadeh expande la idea de los estados clásicos de lógica Booleana a los que 
nombró estados difusos. A diferencia de la lógica Booleana, la lógica difusa es 
multivaluada, por lo que se considera un número infinito de grados de valor entre 
cierto y falso. La lógica difusa define grados de relación y grados de verdad de 
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algo, algunas cosas pueden ser parcialmente verdaderas y parcialmente falsas 
simultáneamente.   
Un conjunto difuso puede ser visto como una generalización del conjunto binario 
que toma sólo los valores 0 ó 1. En la lógica bivaluada la trasferencia de un estado 
a otro es instantánea (es decir , un elemento pertenece a un estado o no). En 
cambio en la lógica difusa la transición puede ser gradual (es decir un elemento 
puede tener parcial relación en múltiples estados). En un sistema difuso, un 
pequeño cambio en la variable de entrada, da como resultado un cambio más 
natural en el funcionamiento del sistema.  
Cuando la teoría de los conjuntos difusos se aplica para definir y resolver 
problemas de control se obtienen los denominados controladores difusos o 
lingüísticos. El control difuso fue la primera aplicación de la lógica difusa a la 
resolución de problemas reales (se aplicó al control de una planta de concreto en 
el año 1980). En el área del control la lógica difusa ha permitido obtener 
resultados espectaculares, resultados que han avalado la teoría.  
Si se hace un razonamiento con lógica difusa dentro de un sistema experto se 
obtiene una expresión también difusa, siendo usual tener que asignarle 
posteriormente un valor lingüístico. En cambio, cuando se realiza un 
razonamiento difuso para controlar un proceso, el resultado buscado es de una 
cualidad completamente diferente, ya que lo que ha de generarse es un conjunto 
de valores numéricos precisos que, una vez traducidos a las magnitudes físicas 
correspondientes: presión, voltajes, corrientes, etc., han de introducirse a los 
actuadores de control.  
¿Qué es un conjunto difuso?  
 La noción más básica de sistemas difusos es un (sub)conjunto difuso.   
Veamos un ejemplo:  
En primer lugar consideramos un conjunto X con todos los números reales entre 0 
y 10 que se denomina el universo de discurso. Ahora, definimos un subconjunto A 
de X con todos números reales en el rango entre 5 y 8.   
A = [5,8] 
Ahora mostramos el conjunto A por su función característica, es decir esta 
función asigna un número 1 o 0 al elemento en X, dependiendo de si el elemento 
está en el subconjunto A o no. Esto conlleva a la figura siguiente:   
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Se puede interpretar los elementos que han asignado el número 1 como los 
elementos que están en el conjunto A y los elementos que han asignado el número 
0 como los elementos que no están en el conjunto A.   
Este concepto es suficiente para muchas áreas de aplicación. Pero nosotros 
podemos encontrar fácilmente situaciones donde carece de flexibilidad. Para 
comprender este concepto veamos un ejemplo:   
Queremos describir el conjunto de gente joven. Más formalmente se puede 
denotar 
B = {conjunto de gente joven} 
Como - en general - la edad comienza en 0, el rango más inferior de este conjunto 
está claro. El rango superior, por otra parte, es más bien complicado de definir. 
Como un primer intento colocamos el rango superiora en, digamos, 20 años. Por 
lo tanto nosotros definimos B como un intervalo denominado:   
B = [0,20] 
Ahora la pregunta es: ¿ por qué alguien es en su 20 cumpleaños joven y al día 
siguiente no? Obviamente, este es un problema estructural, porque si movemos el 
límite superior del rango desde 20 a un punto arbitrario podemos plantear la 
misma pregunta.   
Una manera más natural de construir el conjunto B estaría en suavizar la 
separación estricta entre el joven y el no joven. Nosotros haremos esto para 
permitir no solamente la (crispada) decisión "él/ella SI está en el conjunto de 
gente joven" o "él/ella NO está en el conjunto de gente joven", sino también las 
frases más flexibles como "él/ella SI pertenece un poquito más al conjunto de 
gente joven" o "él/ella NO pertenece aproximadamente al conjunto de gente 
joven".   
Pasamos a continuación a mostrar como un conjunto difuso nos permite definir 
una noción como "él/ella es un poco joven".   
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Tal y como constatamos en la introducción podemos usar conjuntos difusos para 
hacer computadoras más sabias, y ahora tenemos que codificar la idea más 
formalmente. En nuestro ejemplo primero codificamos todos los elementos del 
Universo de Discurso con 0 o 1. Una manera de generalizar este concepto está en 
permitir más valores entre 0 y 1. De hecho, nosotros permitimos infinitas 
alternativas entre 0 y 1, denominando el intervalo de unidad Yo = [0, 1].   
La interpretación de los números ahora asignados a todos los elementos del 
Universo de Discurso es algo más difícil. Por supuesto, el número 1 asignado a un 
elemento significa que el elemento está en el conjunto B y 0 significa que el 
elemento no está definitivamente en el conjunto el B. El resto de valores 
significan una pertenencia gradual al conjunto B.   
Para ser más concretos mostramos ahora gráficamente el conjunto de gente joven 
de forma similar a nuestro primer ejemplo por su función característica.   
 
De esta forma unos 25 años de edad todavía sería joven al grado de 50 por ciento. 
Ahora sabemos qué es un conjunto difuso. ¿Pero qué se puede hacer con él?  
  
Operaciones con conjuntos difusos  
 Ahora que tenemos una idea de lo que son conjuntos difusos, podemos introducir 
las operaciones básicas sobre conjuntos difusos. Parecido a las operaciones sobre 
conjuntos booleanos nosotros también podemos interseccionar, unificar y negar 
conjuntos difusos. En su primerísimo artículo sobre conjuntos difusos, L. A. 
Zadeh sugirió el operador mínimo para la intersección y el operador máximo para 
la unión de dos conjuntos difusos. Es fácil ver que estos operadores coinciden con 
la unificación booleana, e intersección si nosotros únicamente consideramos los 
grados miembros 0 y 1.   
A fin de aclarar esto, mostraremos varios ejemplos. Sea A un intervalo difuso 
entre 5 y 8, y B un número difuso entorno a 4. Las figuras correspondientes se 
muestran a continuación:   
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La figura siguiente muestra la operación AND (Y) del conjunto difuso A y el 
número difuso B (el resultado es la línea azul).   
 
La operación OR (O) del conjunto difuso A con el número difuso B se muestra en 
la próxima figura (nuevamente, es la línea azul).   
 
 42 
 
Esta figura da un ejemplo para una negación. La línea azul es la NEGACION del 
conjunto difuso A.   
 
 
 
Reglas de control difuso  
Los sistemas de control difuso permiten describir el conjunto de reglas que 
utilizaría un ser humano que controlase el proceso, con toda la imprecisión que 
poseen los lenguajes naturales y, sólo a partir de estas reglas, generan las acciones 
que realizan el control. Por esta razón, también se les denominan controladores 
lingüísticos.  
El control difuso establece el algoritmo de control del proceso como un conjunto 
de relaciones difusas entre las variables x1, x2, ... , que condicionan el proceso 
que va a ser controlado, y la entrada y al propio proceso. El algoritmo de control 
se da como un conjunto de expresiones:  
SI condiciones ENTONCES acciones 
en las que las variables x1, x2, ... , toman valores lingüísticos y aparecen 
predicados difusos. Por ejemplo:  
IF x1 es pequeño AND x2 es grande THEN y es medio  
IF x1 es pequeño AND x2 es medio THEN y es grande 
Estas expresiones son las reglas de control difuso. La parte izquierda de la regla es 
el antecedente y la parte derecha es el consecuente. En general las variables de 
condición x1, x2, ... , son las entradas del sistema de control y la variable y es la 
salida del mismo. Las palabras pequeño, grande y medio son valores difusos que 
toman las variables difusas x1, x2 e y que se definen mediante conjuntos difusos.  
Los controladores difusos están formados por grupos de reglas y actúan de la 
forma siguiente: Cuando se les proporciona el valor actual de las variables de 
entrada se obtiene el valor de las variables de salida, calculado mediante un 
 43 
 
método de inferencia difusa. Teniendo en cuenta que los sistemas de control 
deben actuar en tiempo real, los métodos de inferencia que se usan tienen que ser 
sencillos y rápidos.  
Métodos de inferencia  
Sea cual sea la forma de las variables y reglas, el proceso de inferencia se realiza 
en tres etapas:  
1ª. Calcular la compatibilidad entre los valores actuales de las entradas y los 
antecedentes de las reglas.  
2ª. Encontrar los resultados de las inferencias de cada regla ( en qué grado se 
verifica cada regla).  
3ª. Encontrar el resultado de la inferencia completa como un promedio de los 
resultados de las inferencias de cada regla.  
El control difuso  
 Los controladores difusos son las aplicaciones más importantes de la teoría 
borrosa. Ellos trabajan de una forma bastante diferente a los controladores 
convencionales; el conocimiento experto se usa en vez de ecuaciones diferenciales 
para describir un sistema. Este conocimiento puede expresarse de una manera 
muy natural, empleando las variables lingüísticas que son descritas mediante 
conjuntos difusos.   
Diseñar un controlador significa esencialmente escribir las reglas de control, 
determinando los antecedentes y los consecuentes. Para determinar los 
antecedentes hay que: 
  
1º) Seleccionar la información de entrada que se va a incluir en los antecedentes.  
2º) Fijar las particiones difusas 
 
3º) Fijar los parámetros de las funciones de pertenencia.  
 
En lo que concierne a los consecuentes, como la salida de control (entrada del 
proceso a controlar) está determinada por el propio proceso, lo único que hay que 
hacer es fijar los parámetros de las funciones de pertenencias. Así pues, el 
verdadero problema en el diseño de controladores difusos, es determinar los  
Características del control difuso  
El control difuso tiene tres características principales: 
1. Es un control lógico. El calificativo de lógico significa que el algoritmo de 
control usa expresiones IF-THEN, en las que se puede describir una amplia 
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variedad de condiciones, combinando expresiones lógicas con IF y AND.  
 
2. Es un control disperso. Esta característica, que diferencia esencialmente los 
sistemas de control difuso de los sistemas de control basados en una sola 
ecuación, permite la coexistencia de controladores con lógicas distintas y su 
ejecución e paralelo. 
3. Es un control lingüístico. En efecto permite el uso de variables lingüísticas 
imprecisas, en particular en los antecedentes de las reglas. Este lenguaje 
cualitativo es fácil de entender, permite realizar el control mediante un diálogo 
con los operadores, utilizando sus ojos experimentados en la observación del 
proceso como entradas externas, e introducir cosas como las condiciones del 
proceso como información útil para el control.  
Además el algoritmo de control puede incluir los procedimientos inusuales que 
acompañan siempre las operaciones de un proceso real.  
Aplicaciones de la lógica borrosa  
 Principalmente, miraremos la aptitud del control difuso en términos generales.   
El empleo del control difuso es recomendable:   
• Para procesos muy complejos, cuando no hay un modelo matemático 
simple.  
• Para procesos altamente no lineales.  
• Si el procesamiento del (lingüísticamente formulado) conocimiento 
experto puede ser desempeñado.  
El empleo del control difuso no es una buena idea si:   
• El control convencional teóricamente rinde un resultado satisfactorio.  
• Existe un modelo matemático fácilmente soluble y adecuado.  
• El problema no es soluble.  
 
Definiciones  
 Intersección de Conjuntos  
Nosotros llamamos un nuevo conjunto generado desde dos conjuntos 
determinados A y B, intersección de A y B, si el nuevo conjunto contiene 
exactamente esos elementos que están contenidos en A y en B.   
Unificación de Conjuntos  
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Nosotros llamamos un nuevo conjunto generado desde dos conjuntos 
determinados A y B, unificación de A y B, si el nuevo conjunto contiene todos los 
elementos que se contienen en A o en B o en ambos.   
Negación de Conjuntos  
Nosotros denominamos al nuevo conjunto que conteniendo todos los elementos 
que están en el universo de discurso pero no en el conjunto A la negación de A.   
Variables lingüísticas  
Un variable lingüística es un quíntuple (X,T(X),U,G,M,), donde X es el nombre 
de la variable, T(X) es el término conjunto (es decir, el conjunto de nombres de 
valores lingüísticos de X), U es el universo de discurso, G es la gramática para 
generar los nombres y M es un conjunto de reglas semánticas para asociar cada X 
con su significado. 
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Capítulo 3 
 
MODELAMIENTO DEL SISTEMA 
 
 
 
El sistema no lineal para el estudio de las técnicas de control es el sistema barra 
esfera. Se han hecho revisiones bibliográficas del modelado del sistema barra 
esfera y en la literatura especializada se han encontrado que existen numerosos 
“papers”. Algunos de éstos se divulgan aquí y se agrupan según simplificaciones 
o asunciones. Dada la dinámica relativamente simple, hay una carencia asombrosa 
de los trabajos publicados que presentan la dinámica completa, el trabajo 
realizado por el Dr. Ben Cazzolato[19] en 2007 fue de una ayuda extraordinaria 
en el desarrollo de la dinámica del modelo. 
 
La figura 3.1, presenta el diagrama del sistema barra esfera utilizado para el 
desarrollo del modelamiento, la figura 3.2 se utilizó para el análisis del 
modelamiento, de los diferentes autores estudiados, los cuales han presentado 
diferentes estudios acerca del sistema barra esfera, y se realizó un programa en 
Matlab para la visualización del sistema de espacio de estados para cada autor 
como se aprecia en la figura   
 
 
3.1 MODELO SELECCIONADO. 
 
El modelo seleccionado para trabajar los algoritmos fue el presentado por Wei 
Wang [XX], y se describirá la dinámica del sistema paso a paso para hallar el 
sistema de ecuaciones, utilizando las leyes de Newton. 
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3.1 Modelo Barra Esfera Wei Wang 
 
 
A continuación se describe el modelo de sistema básico, del cual se deriva el 
modelo matemático. Este análisis consiste en el equilibrio de la fuerza de la bola y 
el equilibrio del esfuerzo de torsión de la viga. 
 
 
3.1.2 ANÁLISIS DEL EQUILIBRIO DE LA FUERZA DE LA 
BOLA 
 
La siguiente ecuación se puede obtener del análisis del equilibrio de la fuerza, bF  
de la bola empleando la ley de Newton. 
 
  
 
(3.1) 
 
Donde esferaM es la masa de la esfera, g es la aceleración de la gravedad, x  es la 
distancia vertical entre el centro de la bola y el centro del eje, 1b  es la constante de 
Esfera 
Barra 
Rb 
α
 
1a  
X 
θ
Esfera 
Barra 
Lbarra 
g 
1
.. .
b esfera r esferaF M gsen F M x b xθ= − = +∑
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la fricción mientras que la bola rueda en el canal de la viga,  θ  es el ángulo de 
inclinación de la viga con respecto a la posición horizontal rF  representa la fuerza 
externamente aplicada. 
 
La posición de la bola equivale al ángulo rotacional que la bola gira a través de α , 
multiplicado por el radio rotacional de la esfera, 1a : 
 
                                                    
1x a= α ×
                                                      (3.2) 
Donde 1a  es la distancia vertical entre el centro de la bola y el punto de contacto 
entre la bola y la viga 
                                          
..
1b r esferaF a Jτ = = α∑
                                              (3.3) 
Donde 
..
α
 es la aceleración angular de la esfera, bτ∑ es la suma del torque en la 
esfera, esferaJ es el momento de inercia de la esfera dado por : 
 
                                                 
22
5esfera esfera b
J M R=
                                            (3.4) 
Donde bR es el radio de la esfera. 
 
De las ecuaciones. El siguiente de deriva el siguiente resultado. 
 
.2
..
1
1
21
5
b
esfera
R b x
x gsen
a M
θ
  
 + + =    
x
 
 
La ecuación (3.5) relaciona la posición de la bola con el ángulo de la barra , e 
indica que una  inclinación que grande de la barra, da lugar a la aceleración y a la 
velocidad grandes de la barra. 
 
Análisis del equilibrio del esfuerzo de torsión del motor y de la viga 
 
La ecuación siguiente se describe el análisis del equilibrio del esfuerzo de torsión 
del motor: 
 
    
.. .
motor motorT KI J bθ θ= − −
         (3.5) 
 
Donde K  es la constante  de la fuerza electromotriz, I es flujo de corriente en el 
motor, motorJ es el momento de inercia del motor, b es la constante de 
amortiguamiento del sistema, motorT es el torque generado por el motor DC, 
..
θ
 es la 
aceleración angular de la barra, 
.
θ
 es la velocidad angular de la barra. 
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El torque generado por la esfera se puede expresar en la ecuación (3.7), y el 
balance del torque de la barra se muestra en la ecuación (3.8) 
 
               
cosesfera esferaT xM g θ= −
         (3.7) 
 
                                                
esfera motor esferaT T T= +
                                            (3.8) 
Donde barraT  es el torque de la barra. 
 
El momento de inercia de la esfera y el motor se expresa como sigue: 
 
    
bm barra motorJ J J= +
          (3.9) 
Donde barraJ  es el momento de inercia de la barra, bmJ es la sumatoria del 
momento de inercia de la barra y del motor, 
 
    
21
12barra barra barra
J M L=
       (3.10) 
 
Donde barraM es la masa de la barra y barraL  es la longitud de la barra asumiendo 
que esta es rectangular y sólida. 
 
De las ecuaciones 3.6 a 3.10, se puede extractar el siguiente resultado. 
 
   
.
.. cosesfera
bm
KI xM g b
J
θ θ
θ
− −
=
       (3.11) 
 
Que describe la aceleración angular del eje. 
 
3.1.3 Ecuaciones Motor DC 
 
Puesto que el motor de la C.C. es armadura-controlado, y basados en la ley de 
Newton, combinado con la ley de Kirchhoff se obtiene la ecuación 3.12 
 
 
                                             
.
e
dIL RI V K
dt
θ+ = −
                                           (3.12) 
 
Donde L es la inductancia de armadura, I es el flujo de la corriente eléctrica en el 
motor V es la tensión de entrada aplicada a la armadura, eK  es la constante del 
motor y R es la resistencia de Armadura. 
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Esta ecuación relaciona la corriente eléctrica suministrada con el voltaje. Por lo 
tanto reorganizando la ecuación (3.12) se puede obtener la siguiente ecuación. 
 
    
.
.
eV RI KI
L
θ− −
=
        (3.13) 
 
Resultado de la dinámica. 
 
 
.2
..
1
1
21
5
b
esfera
R b x
x gsen
a M
θ
  
 + + =    
x
 
 
 
 
 
 
.
.
eV RI KI
L
θ− −
=
 
 
 
 
3.1.4 Modelo de espacio de estados 
 
El modelo matemático se puede expresar en forma de espacio de estado. El 
modelo de espacio de estados se expresa en forma matricial, el cual es esencial 
para el método de control de espacio de estados. 
Utilizando las ecuaciones 3.5 3.11 y 3.13, el modelo de espacio de estados es: 
 
.
..
.
.
..
.
x
x
X
I
θ
θ
 
 
 
 
 
=  
 
 
 
  
                                                (3.14) 
 
.
.. cosesfera
bm
KI xM g b
J
θ θ
θ
− −
=
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

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 
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(3.15) 
 
1 0 0 0 0
0 0 1 0 0
y X
 
=  
 
 
 
Donde X es el vector de espacio de estados, x es la posición de la bola, θ  del 
ángulo de inclinación de la barra θ , y I es el flujo de corriente a través del motor.  
 
 
Claramente se puede observar que el sistema es un sistema no lineal. Sin embargo 
dado que θ se mantiene relativamente pequeño en la mayoría de las 
circunstancias, el modelo anterior puede ser linealizado empleando las ecuaciones 
siguientes: 
 
                                   
( )sin « 1dondeθ θ θ≈ KKK
                                       (3.16) 
   
( )cos 1 « 1dondeθ θ= KKK
                           (3.17) 
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
 
(3.18) 
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1 0 0 0 0
0 0 1 0 0
y X
 
=  
 
                                  (3.19) 
 
La salida del sistema es y  , la posición de la esfera es x , el ángulo de inclinación 
de la viga θ , y la señal de control es el voltaje suministrado al motor. 
 
3.1.5 Modelo para la simulación en el Matlab®  
 
Una vez que se ha obtenido el modelo de espacio de estado, es necesario crear un 
modelo numérico para la simulación. Este modelo es muy útil en la ayuda de 
diseño de control adicional Con las ecuaciones (3.5), (3.11), (3.13), es fácil 
construir un modelo de Simulink en Matlab® . Este modelo se utiliza en la 
simulación numérica del sistema con los reguladores diseñados. Este paso es 
importante porque la respuesta de este modelo está estrechamente vinculada con 
el sistema verdadero. Una vez que se ha obtenido el modelo de espacio de estado. 
 
Así, este modelo ideal se puede utilizar inicialmente para diseñar el regulador para 
alcanzar el mejor funcionamiento del sistema de barra y esfera. 
 
Algunos parámetros de sistema son tan pequeños que pueden ser omitidos, de tal 
modo mejorando el condicionamiento del control del sistema barra y esfera. La 
omisión de estos parámetros se conoce como el proceso de la simplificación. El 
proceso de la simplificación hace el modelo menos exacto pero condicionado 
mejor para el control práctico. 
 
 
El modelo anterior de cinco-estados, mostrado en el cuadro 3.2 y el cuadro 3.3, es 
incontrolable cuando todos los parámetros de sistema se substituyen en la 
ecuación del espacio de estado. 
 
La ecuación (3.13) se puede aproximar como sigue: 
 
                                                         
.
eV RI K θ= −
                                          (3.20) 
Por lo tanto con la ecuación (3.20) y la ecuación (3.11), la ecuación siguiente 
puede ser derivada 
 
                                        
.
..
( ) cose esfera
bm
KKK V b XM g
R R
J
θ θ
θ
− + −
=
                  (3.21) 
Utilizando las ecuaciones (3.20)y (3.21) además considerando la fricción 1b  como 
constante y con valor cero, se obtiene el siguiente sistema de espacio de estados. 
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      (3.22) 
Nuevamente utilizando ángulo la aproximación con las ecuaciones (3.16) y la 
ecuación (3.17), la ecuación lineal siguiente del espacio de estado puede ser 
obtenida 
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             (3.23) 
 
1 0 0 0
0 0 1 0
y X
 
=  
 
                                                                                        (3.24) 
 
 
 
3.2 ANALISIS DEL MODELAMIENTO DE VARIOS AUTORES 
 
A continuación se hace una breve descripción de la literatura especializada acerca 
del modelamiento del sistema barra esfera, donde se realiza el análisis de 
diferentes puntos de vista para varios autores. 
 
Parámetros Fijos 
 
( ) :L m
 E s la longitud de la barra. 
( ) : d m
 Es la distancia del pivote, al plano de contacto entre la bola y la barra. 
D (m): E s la distancia del pivote al centro de masa de la barra. 
0 ( )R m
  
Es el Radio de la esfera. 
1( )R m  Es la distancia entre el eje de rotación de la esfera (centro de gravedad) y 
el punto del contacto de la bola con la barra. 
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( ) :m kg Es la masa de la esfera. 
( ) :M kg Es la masa de la barra. 
1   ( / ( / ))C N m s = es el coeficiente de fricción, entre la barra y la esfera. 
g = es la aceleración de la gravedad. 
 
 
Fig 3.2 Modelo del Sistema Barra Esfera (Ben Cazzolato) 
 
 
 
Variables Independientes: 
 
( )r m es el desplazamiento de la esfera a lo largo de la barra, r=0 representa el 
centro de la barra. 
( )radθ es la rotación angular de la barra, en sentido horario es positivo. 
( )i A es la corriente aplicada al motor 
( )V V es la tensión aplicada al motor. 
 
Variables dependientes 
 
( )Nmτ es el torque aplicado a la barra, en sentido horario es positivo. 
( )gF N es la fuerza debido a la gravedad que actúa a través del centro de la masa 
de la bola. 
 
 55 
 
Sistema Eléctrico 
 
( )mR Ω es la resistencia eléctrica del Servomotor. 
( / )mK Nm A es la constante de torsión del Servo. 
( )mL H es la inductancia eléctrica del Servo. 
2 ( / ( / ))C Nm rad s  es el coeficiente de viscosidad de amortiguamiento del 
Servo. 
2( . )mJ kg m es el momento de inercia del rotor del servo. 
 
Antes de evaluar la dinámica del sistema se asumen algunos parámetros, estos 
son:  
 
• El eje del motor y la viga se asumen que están rígidamente acoplados   
• No existe deslizamiento entre la bola y el contacto de la viga  
• No hay contragolpe en el montaje del motor y la caja de engranajes. 
• No hay fricción estática en la barra/esfera y el contacto de la viga, o en el 
montaje del motor y de la caja de engranajes y el amortiguamiento se limita a las 
pérdidas por viscosidad. 
 
Posición, Velocidad y aceleración de la esfera 
 
De la geometría de la bola y de la viga podemos definir la posición del centro de 
la bola en coordenadas cartesianas: 
 
                                                                        (3.25) 
 
Derivando esto con respecto a tiempo conseguimos la velocidad de la esfera. 
 
                                    (3.26) 
 
Y nuevamente, conseguimos otra vez la aceleración de la bola 
 
 
 
(3.27) 
 
Posición angular, velocidad y aceleración de la bola 
 Podemos utilizar geometría también para determinar el ángulo de la esfera. 
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            (3.28) 
Por lo tanto la velocidad angular y la aceleración angular de la bola se está dada 
por: 
 
                                                                                                  (3.29) 
El momento de inercia de la bola es dado por el de una esfera 
                                                                                               (3.30) 
Formulación de Lagrange a la dinámica del sistema 
 
Ahora procedemos con una formulación de Lagrange de la dinámica del sistema 
del sistema mecánico 
 
Primero definimos la energía potencial del sistema 
 
                             (3.31) 
 
 
Ahora definimos la energía cinética del sistema 
                             (3.32) 
Substituyendo las expresiones por el momento de la inercia de la bola y  la 
velocidad angular de la bola obtenernos 
 
      (3.33) 
 
 
Podemos ahora definir ahora de la ecuación de Lagrange la diferencia en energías 
cinéticas y potenciales. 
 
                                                                                               (3.34) 
 
De esta ecuación obtenemos la ecuación de Lagrange 
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          (3.35) 
 
Donde ,iq r θ= es la coordenada generalizada iC , es el coeficiente de 
amortiguamiento 0iq = y τ , es la fuerza generalizada. 
 
Sistema de Ecuaciones Diferenciales 
 
Evaluando la ecuación de Lagrange para ambos ,iq r θ= , las dos ecuaciones 
diferenciales fundamentales para el sistema barra esfera son: 
 
   (3.36) 
y 
     (3.37) 
 
Estas dos ecuaciones se pueden solucionar en términos de aceleración de la esfera 
y aceleración angular de la viga, se tiene lo siguiente: 
(3.38) 
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y
(3.39) 
 
Linealizando el sistema en torno a sus puntos de equilibrio   
 
0er =  
0er
•
=
 
0eθ =  
0eθ
•
=  
Utilizando una linealización Jacobiana del sistema en torno a sus puntos de 
equilibrio se obtiene lo siguiente: 
 
Modelo de espacio de estados del sistema  
 
                                                       (3.40) 
 
A continuación se describirán algunas anotaciones de autores relacionadas en 
torno al modelamiento del sistema barra esfera. 
 
Sobhani [8]: 1 2, 0C C =  
Sobhani y Al  parecen ser los únicos autores que han intentado describir 
totalmente la dinámica no lineal del sistema de la barra esfera. Sus resultados no 
convienen con ecuaciones (3.36) y (3.37) arriba. La única asunción evidente que 
hacen es que el sistema es no posee fricción. 1 2, 0C C = . Consideran solamente 
el sistema mecánico y no calculan el sistema electromecánico en conjunto. 
 
Utilizan una notación levemente diferente donde: 
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White and Patenaude [9]: 1 0R R= , 0M D d= = =  
Uno de los modelos más comprensivos y más exactos del sistema de la barra 
esfera es el del White and Patenaude. Las únicas asunciones de simplificación que 
hacen son que la bola rueda a lo largo de su radio externo 1 0R R=  y no existe 
una distancia entre la superficie de deslizamiento de la bola y el pivote. . Los 
autores presentan una formulación de Lagrange y una formulación clásica que 
emplean las leyes de Newton y de Euler. Sus resultados se asemejan a las 
ecuaciones (4.1) y (4.2) arriba. Solamente se considera el subsistema mecánico y 
no se presenta ningún subsistema eléctrico. 
 
Hauser 1 2, 0C C = ,  1 0R R= ,  , 0M D = , 1d R= −  
Hauser y otros [10], [11] se inspiraron en varios papers de control no lineal 5,6,7,8 
que hablan del sistema barra esfera. En su desarrollo asumen que el sistema no 
tiene perdidas por fricción 1 2, 0C C = , que la esfera rueda sobre su propio radio 
1 0R R= ,y que el centro de masa de la esfera pasa a través el eje de rotación de la 
viga , lo cual simplifica drásticamente el resultado de las ecuaciones. 
 
Jonsonn 1 2, 0C C = , 1 0R R= , , 0M D = , 
 
Jonsonn [16] y otros en la universidad de Lund han estudiado la dinámica del 
sistema barra esfera. Su análisis incluye la compensación (offset) del plano en el 
cual la bola rueda, y del eje de rotación de la viga. Sin embargo, desprecian el 
acople de la posición de la bola dentro de la dinámica del ángulo de la barra, y 
modelan simplemente el ángulo de la viga como un sistema servo simple. 
 
( )
( ) ( 1)s
s K
V s s sT
θ
=
+
 
 
Wellstead: 1 2, 0C C = , 1 0R R= , 0M D d= = =  
 
Wellstead [17] considera solamente la bola como un punto de  masa y desprecia la 
inercia rotacional de la bola. Él también incluye un resorte que se encuentra 
acoplado a la barra. 
Rosales: 1 2, 0C C = , , 0M D = , 1 0d R R= − , 0θ
•
=
 
Rosales [18] asume que el pivote de la viga se desliza en el plano de contacto de 
bola. 0 1 0d R R+ − = , o 1 0d R R= − . Rosales desprecia y no incluye las 
fuerzas centrífugas. Al calcular el equilibrio de torque sobre la viga, desprecia 
algunos  efectos de inercia de la bola, como el amortiguamiento, así que la 
ecuación para la respuesta de la barra  es simplemente un integrador doble. 
 
Se desarrolló una interfaz grafica de usuario en la que se puede seleccionar los 
modelos de los diferentes autores anteriormente relacionados, y a partir de estas se 
 60 
 
utiliza el Symbolic Matlab®  Toolbox para hallar el sistema de ecuaciones y 
realizar las simplificaciones complejas, como se observa en la figura 3.3. 
 
 
 
 
Fig. 3.3 Modelo de Sistema Barra Esfera diferentes autores 
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Capítulo 4 
 
SISTEMAS EXPERTOS 
 
 
4.1 INTRODUCCIÓN 
 
La gran complejidad e incertidumbre de los sistemas no lineales requieren una 
estrategia de control más elaborada y una lógica de operación más sofisticada, que 
no se pueden ajustar fácilmente al marco matemático de control convencional. 
Estos sistemas de control están basados en algoritmos formales de validez 
limitada a ciertos puntos de operación, y la mayoría de las veces permanecen 
ajenas a la situación real de la planta, con todas sus peculiaridades y cambios 
dinámicos.  
 
La necesidad de mejorar el control en este tipo de sistemas, ha llevado a la 
búsqueda de nuevos métodos capaces de utilizar los diferentes tipos de 
conocimiento disponibles en un sistema no Lineales. Una alternativa interesante 
ha sido encontrada en los sistemas basados en el conocimiento (SBC). Hasta el 
momento los SBC han encajado perfectamente en el control de sistemas no 
lineales, por la capacidad de trabajar con conocimiento fragmentado, incierto y 
cualitativo, características fundamentales para describir y controlar sistemas con 
un grado complejo. Comenzando con el diseño de controladores basados en 
Lógica difusa de bajo nivel y pasando por el desarrollo de prototipos de sistemas 
expertos, las técnicas basadas en el conocimiento para el control de sistemas no 
lineales han alcanzado una nueva fase con el desarrollo de sistemas expertos de 
alto rendimiento con abundantes capacidades funcionales.  
 
 
4.2 CARACTERISTICAS DE LOS SISTEMAS EXPERTOS 
 
Por definición, un sistema experto es un programa de computadora que simula el 
proceso del pensamiento de un experto humano para solucionar problemas de 
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decisión complejos en un dominio específico. Este capítulo trata las características 
de los sistemas expertos que los hacen diferentes de la programación 
convencional y de instrumentos de apoyo tradicionales de decisión. Se espera que 
el crecimiento de los sistemas expertos continúe por varios años. Con el 
crecimiento de continuación, muchos nuevos y emocionantes usos emergerán. Un 
sistema experto funciona como sistema interactivo eso responde a las preguntas, 
pide la clarificación, hace recomendaciones, y ayuda generalmente al 
procedimiento de toma de decisión. 
Los sistemas expertos proporcionan al experto consejo y dirección en una gran 
variedad de actividades, desde diagnósticos de computadora hasta una cirugía 
médica delicada. 
 
Varias definiciones del concepto de sistemas expertos han sido ofrecidas por 
varios autores. Una definición general que es representante de las funciones 
previstas de los sistemas expertos es: 
 
“Un sistema experto es una herramienta computarizada interactiva de la decisión 
que utiliza hechos y la heurística para solucionar los problemas de decisión 
difíciles basados en el conocimiento adquirido de un experto”. 
 
Un sistema experto se puede ver como simulación de computadora de un ser 
humano experto. Los sistemas expertos son una tecnología emergente con muchas 
áreas para los usos potenciales. Estos sistemas expertos han demostrado ser 
absolutamente acertados. La mayoría los usos de los sistemas expertos se 
clasifican dentro de las siguientes categorías: 
 
• Interpretación e identificación  
• Predicción  
• Diagnóstico 
• Diseño 
• Planeamiento 
• Supervisión 
• Depuración y prueba 
• Instrucción y entrenamiento 
• Control de sistemas. 
 
 
Los Sistemas de apoyo tradicionales para toma de decisiones, por ejemplo las 
hojas de balance son muy mecánicas de la manera que solucionan problemas. 
Funcionan bajo operadores matemáticos y booleanos en su ejecución y llega una y 
solamente una solución estática para un sistema de datos dado. 
Cálculo intensivo los usos con requisitos muy exigentes son manejados mejor por 
los instrumentos de apoyo tradicionales de decisión o la programación 
convencional. 
El mejor uso los candidatos a los sistemas expertos son ésos que se ocupan de la 
heurística experta para solucionar problemas. Los programas de computadora 
convencionales se basan en efectivo conocimiento, una incuestionable fortaleza de 
las computadoras. Los seres humanos, por el contrario, solucionan problemas en 
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base de una mezcla de conocimiento efectivo y heurístico. El conocimiento 
heurístico, integrado por la intuición, juicio, y las inferencias lógicas, es una 
fuerza incuestionable de seres humanos. Los sistemas expertos acertados serán los 
con las cuales combine los hechos y la heurística y combine así el conocimiento 
humano con el poder de las computadoras para solucionar problemas. 
Para ser eficaz, un sistema experto debe céntrese en un dominio particular del 
problema, como se discute a continuación: 
 
4.2.1 Especificidad del dominio 
 
Los sistemas expertos poseen un dominio específico. Por ejemplo, un sistema 
experto de diagnóstico para la localización de averías, las computadoras deben 
realizar realmente toda la manipulación de datos necesaria al igual que un experto 
humano. Las herramientas especiales o los lenguajes de programación son 
necesarios para lograr los objetivos específicos del sistema. 
 
 
 
4.2.2 Lenguajes de programación especial. 
 
Los sistemas expertos se escriben generalmente en lenguajes de programación 
especiales. El uso de lenguajes de programación como el LISP o el PROLOG en 
el desarrollo de sistemas expertos  simplifica el proceso de codificación. La 
ventaja principal de estos idiomas, con respecto a lenguajes de programación 
convencionales, es la simplicidad de la adición, de la eliminación, o de la 
substitución de nuevas reglas y manejo de las capacidades de memoria. Algunas 
de las características de distinción de los lenguajes de programación necesarios 
para el trabajo de los sistemas expertos son: 
 
Mezcla eficiente de número entero y de variables verdaderas. 
• Buenos procedimientos de la memoria-gerencia. 
• Rutinas extensas de dato-manipulación. 
• Compilación incremental. 
• Arquitectura de la memoria marcada con etiqueta. 
• Optimización del ambiente de sistemas. 
• Procedimientos de búsqueda eficientes. 
 
4.3 ARQUITECTURA DE SISTEMAS PARA CONTROL 
EXPERTO 
 
Las decisiones complejas implican la combinación intrincada de conocimiento 
efectivo y heurístico. Para que la computadora pueda recupere y utilice 
eficazmente conocimiento heurístico, el conocimiento debe ser organizado en un 
formato fácilmente accesible que distinga entre datos, conocimiento, y estructuras 
de control. Por esta razón, los sistemas expertos se organizan en tres niveles 
distintos. 
 
 64 
 
1. La base de conocimiento consiste en las reglas para la solución de 
problemas, procedimientos, y datos intrínsecos relevantes al 
dominio del problema. 
2. La memoria de funcionamiento se refiere a los datos específicos de 
la tarea para el problema considerado.  
3. El motor de inferencia es un mecanismo de control genérico a el 
cual aplica el conocimiento axiomático en la base de conocimiento 
a los datos específicos de la tarea llegue cierta solución o 
conclusión 
 
Estos tres pedazos pueden venir muy bien de diversas fuentes. El motor de 
inferencia, tal como VP-Experto, puede venir de un vendedor comercial. La base 
de conocimiento puede ser una base de conocimiento de diagnóstico específica 
compilada por una empresa consultora, y los datos de problema se pueden 
suministrar por el usuario final. Una base de conocimiento es el núcleo de la 
estructura de sistema experto. Una base de conocimiento no es una base de datos. 
El ambiente de base de datos tradicional se ocupa de los datos que tienen una 
relación estática entre los elementos en el dominio del problema. Una base de 
conocimiento es creada por los ingenieros de conocimiento, que traducen 
conocimiento de expertos humanos verdaderos en reglas y estrategias. 
 
Estas estrategias de las reglas pueden cambiar dependiendo del panorama del 
problema que prevalece. La base de conocimiento provee del sistema experto la 
capacidad para recomendar las direcciones para la investigación de usuario. El 
sistema también instiga a la posterior investigación en las áreas que pueden ser 
importantes para cierta línea de razonamiento pero no evidentes al usuario. La 
modularidad de un sistema experto es una característica de distinción importante 
comparada a un programa de computadora convencional. Se efectúa la 
modularidad en un sistema experto por el uso de tres componentes distintos, como 
se muestra en la figura 4.1. 
La base de conocimiento lo constituyen las reglas, los hechos, o la intuición de la 
solución de problemas que un experto humano pudo utilizar en solucionar 
problemas en un problema de dominio. La base de conocimiento se almacena 
generalmente en términos de las reglas si entonces. 
 
La memoria de funcionamiento representa los datos relevantes para el problema 
actual que es solucionado. El motor de inferencia es el mecanismo de control que 
organiza los datos de problema y busca a través de la base de conocimiento para 
las reglas aplicables. Con el renombre cada vez mayor de los sistemas expertos, 
muchos motores de inferencia comerciales están viniendo sobre el mercado. 
 
Se espera que un buen sistema experto crezca mientras que aprende de la 
regeneración de usuario. La regeneración se incorpora en la base de conocimiento 
como apropiada hacer el sistema experto más elegante.  
 
El dinamismo del ambiente de uso para los sistemas expertos se basa en el 
dinamismo individual de los componentes. Esto puede ser clasificado como sigue: 
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• El más dinámico: Memoria de funcionamiento. El contenido de la 
memoria de funcionamiento, a veces llamado la estructura de datos, 
cambios con cada situación del problema. Por lo tanto, es el componente 
más dinámico de un sistema experto, asumiendo, por supuesto, que se está 
manteniendo el actual. 
 
• Moderado dinámico: Base de conocimiento. La base de conocimiento no 
necesita cambios a menos que se presente un nuevo fragmento de 
información que indica un cambio en el procedimiento de la solución del 
problema. Los cambios en la base de conocimiento deben ser evaluados 
cuidadosamente antes de ser ejecutada. En efecto, los cambios no se deben 
basar en apenas una experiencia de la consulta. Por ejemplo, una regla que 
se encuentra para ser inaplicable bajo una situación del problema puede 
resultar ser crucial en solucionar otros problemas. 
 
• Lo más menos posible dinámico: Motor de inferencia. Debido a la 
estructura terminante del control y de codificación de un motor de 
inferencia, se realizan los cambios solamente si absolutamente necesario 
corregir un insecto o realzar el proceso deductivo. Los motores de 
inferencia comerciales, particularmente, cambian solamente en la 
discreción del revelador. Puesto que las actualizaciones frecuentes pueden 
ser quebrantadoras y costosas a los clientes, la mayoría de los analistas de 
programas informáticos comerciales intentan reducir al mínimo la 
frecuencia de actualizaciones. 
 
4.3.1 Necesidad de los sistemas expertos 
 
Los sistemas expertos se han hecho necesarios por las limitaciones asociadas a los 
procedimientos de toma de decisión humana convencionales, incluyendo: 
 
1. La experticia humana es muy escasa. 
2. Los seres humanos se cansan por exceso de trabajo físico o mental. 
3. Los seres humanos olvidan los detalles cruciales de un problema. 
4. Los seres humanos son contrarios en sus decisiones cotidianas. 
5. Los seres humanos han limitado su memoria de funcionamiento. 
6. Los seres humanos no pueden comprender grandes cantidades de datos 
rápidamente. 
7. Los seres humanos no pueden conservar grandes cantidades de datos en 
memoria. 
8. Los seres humanos son lentos en la recordación de la información almacenada 
en memoria. 
9. Los seres humanos pueden evitan deliberadamente responsabilidades en la 
toma de decisiones. 
10. Los seres humanos mienten, ocultan, y mueren. 
 
Se juntan con estas limitaciones humanas las debilidades inherentes en la 
programación convencional e instrumentos de apoyo tradicionales de decisión. A 
pesar de energía mecánica de computadoras, tienen ciertas limitaciones que 
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deterioren su eficacia en la ejecución del ser humano como procesos de decisión. 
Los programas convencionales: 
 
1. Sea algorítmico en naturaleza y dependen solamente de la energía cruda de la 
máquina. 
2. Dependen de los hechos que pueden ser difíciles de obtener. 
3. No hacen uso de los acercamientos heurísticos eficaces usados por los expertos 
humanos. 
4. No son  fácilmente adaptables a los ambientes cambiantes del problema. 
5. Buscan las soluciones explícitas y efectivas que pueden no ser posibles. 
 
Los sistemas expertos ofrecen un ambiente donde las buenas capacidades de seres 
humanos y la energía de computadoras se pueden incorporar para superar muchas 
de las limitaciones discutidas en la sección anterior 
 
Existen varios modos de incorporar el conocimiento experto en un sistema de 
control. Estos pueden ser reducidos a dos esquemas básicos de control experto, 
conocidos como directo y Supervisor (o indirecto), que es hacia donde se centra el 
estudio de esta Tesis. 
 
Los sistemas directos son aquellos en los que los módulos basados en el 
conocimiento forman parte del lazo de control, estos operan al mismo nivel que 
los controladores PID estándar, y son útiles para realizar algoritmos de control 
más complicados, no lineales. Estos módulos son conocidos como controladores 
difusos, ya que suelen estar basados en lógica difusa, otros desarrollos recientes 
involucran redes neuronales, algoritmos genéticos en el diseño de este tipo de 
controladores. 
 
 
 
 
Fig. 4.1  Esquema Básico de Control Experto Directo 
 
 
La supervisión de procesos complejos de producción continua involucra la 
ejecución simultánea de tareas de medición, control y toma de decisiones que 
permiten mantener desempeños cualitativos y cuantitativos apropiados en 
condiciones de seguridad operacional y ambiental. Existe por un lado, una gama 
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de enfoques clásicos como los geométricos (Wonham, 1992), los algebraicos 
(Vidyasagar, 1985) los numéricos (Aström, 1989), para acometer el diseño de 
acciones de control, mientras que por otro lado, algunas concepciones nuevas para 
implantar tareas de toma de decisiones regulatorias, que permiten conferir 
actividad a la intervención de operadores humanos, están basados en el uso de 
enfoques emergentes que emplean paradigmas de la inteligencia artificial. Este 
trabajo propone un esquema para construcción de un sistema inteligente de 
asistencia a la toma de decisiones,  que incluyen características cuantitativas y 
cualitativas de los procesos, y sirven de base para el diseño de sistemas de control 
supervisor. 
 
La toma de decisiones en un sistema de control supervisor se fundamenta en el 
uso de modelos apropiados capaces de describir el comportamiento dinámico del 
proceso a controlar. Es por medio de tales modelos que es posible especificar 
acciones de control, frente a la ocurrencia de perturbaciones aleatorias o a 
cambios en las regiones de operación del proceso, que garantizan su estabilidad y 
confiabilidad operacional. Los modelos multiresolucionales facilitan la 
construcción de sistemas de soporte a la toma de decisiones toda vez que, tanto la 
información cuantitativa, como la cualitativa, relativas al comportamiento del 
proceso se encuentran representadas en su estructura. 
 
La estructura de un sistema de control experto supervisor es mostrada en la figura 
4.2. Está compuesta de dos niveles jerárquicos, marcando una clara distribución 
de las funciones del sistema. El conjunto estándar de tarea  de control, tal como 
medidas, filtros, adquisición de datos de control, control, etc. es encargado al 
nivel inferior, que representa un sistema de control convencional. El nivel 
superior representa una superestructura basada en el conocimiento por encima del 
control convencional. 
 
En comparación al esquema directo, el modulo del sistema basado en el 
conocimiento, que de hecho es un sistema experto completo, no está 
explícitamente involucrado en el control a bajo nivel, sino que ayuda al control de 
bajo nivel a realizar mejor su trabajo. Para este fin, el nivel superior envía ordenes 
de supervisión que le dicen al nivel inferior cuando realizar determinadas tareas. 
Como las técnicas de controladores de bajo nivel están relativamente bien 
establecidas, la síntesis del sistema no tiene que causar excesivas dificultades. De 
este modo, el éxito de todo el desarrollo del sistema depende principalmente del 
diseño del modulo basado en el conocimiento utilizado una herramienta de 
desarrollo de sistemas expertos adecuada. 
 
El concepto de control experto supervisor ofrece nuevas posibilidades para el 
desarrollo de sistemas inteligentes de control no lineales de alto rendimiento. Esta 
estructura flexible combina las ventajas de la aproximación tradicional con las de 
los sistemas expertos, Permite la mejora del sistema de control mediante la 
capacidad inteligente de efectuar decisiones basándose en la interpretación experta 
del comportamiento del sistema. Si esta adecuadamente implementada, esta 
estructura será capaz de cubrir diferentes problemas de control que normalmente 
están fuera de alcance de los sistemas convencionales 
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Fig. 4.2 Esquema Básico de Control Supervisor 
 
  
4.3.2 Beneficios de los sistemas expertos 
 
1. Aumenta la probabilidad, la frecuencia, y la consistencia de tomar buenas 
decisiones. 
2. Facilita en tiempo real, las decisiones “expert-level” en forma económica. 
3. Realzan la utilización la mayor parte de los datos disponibles.  
4. Permite la objetividad, pesando evidencia sin predisposición y sin pensar en las 
reacciones personales y emocionales del usuario.  
5. Permite el dinamismo con la modularidad de la estructura. 
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Capítulo 5 
 
 
 
PRUEBAS Y RESULTADOS 
 
 
5.1 INTRODUCCIÓN 
 
Utilizando el modelo no lineal descrito en el capitulo anterior se construye un 
modelo en Simulink como se aprecia en la figura 5.1, se elaboraron programas en 
computador para calcular cada uno de los parámetros óptimos de los 
controladores.  
 
La implementación computacional fue realizada sobre una plataforma Pentium 
dual core, utilizando el sistema operativo Windows XP, y Matlab 7.0, se trabajó 
con el Rt Block, el cual es una rutina escrita como una Sfunction en C++, esta 
rutina hace que el Simulink simule en tiempo real. 
 
Se utilizó el modelo no lineal para realizar pruebas y análisis del comportamiento 
del sistema para diferentes condiciones de operación.  
Se desarrolló un entorno grafico con interfaz de usuario en MATLAB 7.0 que 
cuenta con gráficos de la respuesta y la referencia, la señal de control, el 
comportamiento de las variables del sistema y un plano de fase para analizar la 
estabilidad del sistema en lazo cerrado. 
A lo largo del desarrollo del proyecto además de los algoritmos desarrollados, se 
estudiaron diversos algoritmos de control lineales básicos tales como, control 
proporcional derivativo, control por realimentación de variables de estado, y 
controles no lineales como controles difusos tipo Mandani y Sugeno,  controles 
neurodifusos entre otros y obviamente el control supervisor hibrido. Finalmente se 
resumieron en una interfaz grafica de usuario, como se presenta en la figura 5.2. 
Se adecuó una interfaz con un sistema de realidad virtual en Matlab, para 
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visualizar el comportamiento de la planta en un entorno de tres dimensiones y 
tener una idea de cómo sería el desempeño en la realidad, como se aprecia en la 
figura 5.3, se adicionó un saturador a la entrada de la planta que incluye un rango 
entre -10 y +10 V.   
 
 
Figura 5.1 modelo no lineal sistema barra esfera 
 
 
 
Figura 5.2 Interfaz Grafica de usuario Algoritmos 
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Figura 5.3 Entorno en realidad virtual del sistema barra esfera 
 
 
 
 
 
 
 
Fig. 5.4 Respuesta en lazo abierto a un escalón 
 
Se simuló el sistema no lineal ante una entrada de un escalón unitario, la respuesta 
del sistema se aprecia en la figura 5.4, se puede observar que el sistema es 
inestable en lazo abierto. 
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5.2 CONTROL POR REALIMENTACION DE VARIABLES DE 
ESTADO DEL SISTEMA BARRA ESFERA 
 
Una vez modelado el sistema se procede a la fase de construir los reguladores  
 
 
 
Fig. 5.5 Modelo en Simulink con realimentación de variables de estado. 
 
 
Fig. 5.6 Graficas de Respuesta del sistema 
 
Se desarrollaron simulaciones en el computador, utilizando el MATLAB y el 
SIMULINK, del sistema descrito en la figura 5.1, se realizaron pruebas de análisis 
de comportamiento de la planta con el controlador propuesto excitando al sistema 
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con una entrada de 0.5, las constantes de realimentación fueron calculadas por 
reubicación de polos con el comando place de Matlab. Las constantes de 
realimentación fueron calculadas partiendo del sistema linealizado según las 
aproximaciones dadas en las ecuaciones 3.16 y 3.17. Los resultados se muestran 
en la figura 5.4. La respuesta posee un pequeño error de estado estacionario. 
 
El comportamiento del control con retroalimentación de variables de estado es 
bueno, pero utiliza el modelo lineal en un punto de operación, además se basa en 
una estructura perfecta del modelo, la solución del problema de optimización, 
lleva a la ecuación diferencial matricial de Ricatti. 
El hecho de asignar libremente los polos del sistema en bucle cerrado otorga a 
esta técnica el nombre de control por asignación de polos (pole placement). Sin 
embargo, el controlador de la forma u = Kx sólo es implementable si todos los 
componentes del vector de estado x son medibles. 
En multitud de casos prácticos, sólo una parte o combinación lineal del estado está 
disponible en los sensores del sistema de control, por lo que se define el vector de 
salida y = Cx como el conjunto de magnitudes medibles. 
 
Cuando sólo está disponible en los sensores la salida y, para estabilizar un sistema 
en variables de estado por asignación de polos es necesario, además del requisito 
de controlabilidad, la propiedad de observabilidad del mismo. Esta se da cuando 
la matriz de observabilidad es de rango pleno. Para determinar si un sistema es 
observable se emplea la función obsv. Como no sería económicamente viable 
tener un sensor para medir cada variable, este método no es muy factible de 
aplicar en la práctica. 
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5.3 CONTROL POR REALIMENTACION DE VARIABLES DE 
ESTADO, CON OBSERVADOR DE ESTADOS 
LUEMBERGUER PARA EL SISTEMA BARRA ESFERA 
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Figura 5.7 Modelo en Simulink con estimador de estados Luemberguer 
 
 
 
Fig. 5.8 Gráficas de Respuesta del sistema 
 
Se desarrollaron simulaciones en el computador, utilizando el MATLAB y el 
SIMULINK, del sistema descrito en la figura 5.7, se realizaron pruebas de análisis 
de comportamiento de la planta, con el controlador propuesto excitando al sistema 
con una entrada de 0.45. Al observar la estrategia de control por Realimentación 
de Variable de Estado sugerida en la figura 5.5 surge la cuestión de cómo medir 
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las variables de estado, ya que es posible que estas no tengan sentido físico, o que 
no sean medibles. 
Para solucionar este problema se plantea la utilización de un estimador de estado, 
u observador de estado, que es un elemento que intenta estimar el estado del 
sistema a partir de mediciones de las entradas y salidas del sistema (se supone que 
éstas sí tienen sentido físico y son medibles), tal como se observa en la figura 
anterior. 
Un observador del estado consiste en estimar de forma dinámica el estado x a 
partir de las medidas continuas de su salida. El estado estimado lo denotamos x
∧
 
se actualiza a lo largo del tiempo empleando la ecuación diferencial 
 
 
Donde L es una matriz que se diseñará con la condición de que (A – LC) tenga sus 
autovalores en el semiplano complejo izquierdo. En la práctica podemos 
posicionar libremente dichos autovalores mediante la fórmula de Ackermann. En 
la práctica, la matriz L se obtiene también con la función place.  
 
 
 
Donde delta_1, delta_2, delta_n son los son los autovalores deseados del A-LC 
que determinan la dinámica del filtro-estimador. 
Como no es posible realizar una realimentación exacta del estado pues  este no se 
conoce, la ley de control u = Kx se reemplazará por una realimentación del estado 
estimado  que se construirá con un filtro a partir de las medidas actuales y pasadas 
de la salida y, como se explica en el apartado anterior. En ese caso el sistema en 
bucle cerrado tendrá, conjuntamente, los autovalores de (A - BK) y los del 
observador (A - LC). 
Existen 2 tipos de observadores de estado, el observador de estados de 
Luenberguer y el observador de estados optimo con filtro de Kalman. 
 
La noción de observabilidad de un sistema está asociada con la posibilidad de 
determinar el estado del sistema a partir de mediciones de sus entradas y salidas 
durante un tiempo finito, es decir, con la posibilidad de construir un observador. 
 
1. El test de observabilidad, pone ende manifiesto que la controlabilidad sólo 
depende de las matrices A y C.  
2. Para determinar la observabilidad de un sistema como no es necesario 
resolver la ecuación diferencial. Se realiza un análisis cualitativo de la 
ecuación.  
3. Si un sistema es observable, entonces puede construirse un observador 
como el que se sugiere en la figura anterior.  
4. El test es igualmente válido para sistemas continuos y discretos.  
Se realizaron pruebas de análisis de comportamiento de la planta con el 
controlador propuesto excitando al sistema con una entrada de 0.45, las constantes 
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de realimentación fueron calculadas por reubicación de polos con el comando 
place de Matlab y el observador de estados  
Aunque el comportamiento es bueno, este observador controlador se basa en la 
estructura perfecta del modelo, puede tener error en la estimación, y el sistema 
finalizado debe ser observable. 
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5.4 CONTROL POR MODOS DESLIZANTES DEL SISTEMA 
BARRA ESFERA 
 
 
5.9 Modelo en Simulink del SMC con Acción Integral 
 
 
 
5.10 Gráficas de Respuesta del sistema 
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De la teoría subyacente a los Sistemas de Estructura Variable y de los resultados 
obtenidos en las simulaciones que se llevaron a cabo se desprenden las siguientes 
conclusiones: 
1. Los Sistemas de Estructura Variable están conformados por subsistemas o 
estructuras continuas que son conmutadas en forma alternativa. 
2. La Ley de Control resultante es, en realidad, una función continua a trozos. 
3. Las trayectorias de estado del sistema sometido a la acción de este tipo de 
sistemas de control presentan modos particulares de funcionamiento conocidos 
como Modos de Deslizamiento. 
4. El diseño de estos controladores se reduce entonces a escoger los parámetros de 
dichos subsistemas y la lógica de conmutación adecuada, de tal manera que se 
satisfagan las condiciones de existencia de los modos de deslizamiento. 
5. Los sobrepasos son notablemente atenuados por efecto de la rápida 
conmutación de las estructuras que conforman al sistema de Estructura Variable. 
En consecuencia, la salida de  sistema controlado muestra un comportamiento 
críticamente amortiguado. 
6. El seguimiento de la señal de entrada es mucho más fidedigna cuando el 
sistema está sometido a la acción de los SEV. 
 
5.11 Acercamiento al la grafica de Señal y Referencia 
 
Al realizar un acercamiento se puede notar el efecto de “Chattering” u 
oscilaciones no deseadas por las acciones discontinuas en la señal de control, 
consecuencia de ello es que el sistema oscile en torno a la referencia. 
 
La técnica de control por modos deslizantes a pesar de ser una técnica bastante 
robusta, además de la rapidez con la que alcanza la superficie de deslizamiento, 
mantener el sistema cerca del, y ser insensible a perturbaciones externas,  
involucra un efecto oscilante en la señal de control la cual influye negativamente 
en los actuadores, lo que la hace poco aplicable en la práctica. 
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5.5 CONTROL POR REALIMENTACION DE VARIABLES DE 
ESTADO, CON OBSERVADOR DE ESTADOS 
LUEMBERGUER Y CONTROL POR MODOS DESLIZANTES, 
CON SUPERVISOR DIFUSO PARA EL SISTEMA BARRA 
ESFERA 
 
El control supervisor está integrado por un controlador por modos deslizantes con 
acción integral y un controlador por realimentación de variables de estado con 
observador de estados Luenberguer, posee una función desarrollada en Matlab® 
compuesta por 3 funciones de tipo trapezoidal que describen el universo de 
discurso de la variable supervisada, que en este caso es el ángulo de la barra. De 
esta forma se realiza un control del control óptimo del sistema y se corrigen los  
inconvenientes  inherentes a dichas teorías cuando se presentan de forma 
separada. 
 
 
 
 
Fig. 5.12 Funciones de pertenencia del Supervisor difuso 
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5.13 Modelo en Simulink control supervisor Híbrido-Luemberguer 
 
5.14 Gráficas de Respuesta del sistema 
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5.15 Respuesta a una entrada Aleatoria 
La respuesta del sistema ante la referencia es muy buena con un porcentaje de 
sobrepaso mínimo y un tiempo de establecimiento de 5 segundos. 
 
 
5.16 Señal de control 
 
En el enfoque de control anterior propone un enfoque híbrido  utilizando las 
características del control por modos deslizantes y una técnica de control clásica 
supervisado por un control basado en reglas difusas para contrarrestar el efecto del 
ruido continuo o Chattering;  tal  formalismo integra de manera original, 
elementos de las teorías de CMD, control clásico y control difuso  para  la  
resolución  del  problema  de  seguimiento  de  una  señal  de referencia. 
 
La variable supervisada es el ángulo, para variaciones entre -0.015 y 0.015 
radianes se utilizará la técnica de control por realimentación de variables de 
estado con observador de estados, teniendo en cuenta que para aplicaciones 
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prácticas y trabajos futuros, se contaría con 2 sensores, un encoder para 
determinar el ángulo de inclinación de la barra y otro sensor para determinar la 
posición de la esfera. Para variaciones mayores a 0.015 o -0.015 radianes se 
utilizará la técnica de control no lineal, control por modos deslizantes con acción 
integral, la cual es insensible a perturbaciones. 
 
Se ha implementado en Simulink una combinación de controlador por modos 
deslizantes (SMC) y un estimador de estados con control por realimentación de 
estados, supervisado por  un controlador difuso (FLC). El papel del FLC es 
programar la acción de control según las condiciones de funcionamiento. Cuando 
los estados están lejos del plano de deslizamiento, el FLC es, de hecho, un SMC 
que conduce los estados hacia el plano de deslizamiento, incluso bajo 
perturbaciones inciertas. La robustez transitoria del funcionamiento y del sistema 
es igual que un SMC puro. 
Cuando los estados están cerca del plano de deslizamiento, el regulador por 
realimentación de variables de estado toma el control y se asegura de que los 
estados alcancen eventualmente  el origen bajo perturbaciones. Por lo tanto, la 
desventaja principal del “chattering” en el control por modos deslizantes es 
removida. Sin embargo, la robustez del sistema está estrictamente destinada a la 
robustez del regulador control por realimentación de variables de estado 
solamente, cuando los estados están cerca del plano de deslizamiento.  Se 
encuentra que la buena respuesta transitoria y el error de estado estacionario cero 
pueden ser obtenidos aplicando este regulador. 
 
De esta forma se reduce como se puede observar en la señal de control, el efecto 
no deseado del “chattering”, y se pueden contrarrestar las desventajas de las 
técnicas de control cuando estas se utilizan en forma separada. 
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5.6 CONTROL POR REALIMENTACION DE VARIABLES DE 
ESTADO, CON OBSERVADOR DE ESTADOS ÓPTIMO DE 
KALMAN Y CONTROL POR MODOS DESLIZANTES, CON 
SUPERVISOR DIFUSO PARA EL SISTEMA BARRA ESFERA. 
 
 
 
5.17 Modelo en Simulink control supervisor Híbrido-Kalman 
 
 
 
 
 
5.18 Entrada a una respuesta Aleatoria 
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Fig. 5.19 Funciones de pertenencia del Supervisor difuso 
 
 
 
5.20 Señal de control  
 
El observador empleado en este caso es un filtro de Kalman (Anderson y Moore 
1979). Este observador presenta convergencia exponencial, pero sólo localmente. 
Es decir, se garantiza que los estados estimados converjan a los reales tan rápido 
como se desee, pero sólo si inicialmente los estados estimados son lo 
suficientemente cercanos a los estados reales. Además los parámetros empleados 
en el observador deben ser idénticos a los de la planta y el modelo matemático 
debe ser exacto. La convergencia exponencial de los estados estimados es 
importante, puesto que la operación del controlador depende de los estados que se 
estiman. Con el Filtro de Kalman entonces podemos estimar u observar el estado 
interno X considerando dentro del modelo del observador las perturbaciones 
existentes en la planta e instrumentación. 
 
La simulación vista en la figura 5.17 es similar a la simulación del numeral 
anterior, con la diferencia que el estimador de estados es un estimador de estados 
óptimo con Filtro de Kalman. 
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Capítulo 6 
 
CONCLUSIONES 
 
Se desarrolló un  modelo matemático del sistema barra esfera utilizando las leyes  
físicas y las leyes eléctricas. Un modelo matemático simplificado del espacio de 
estado se obtuvo considerando que algunos parámetros de sistema, tales como la 
fricción entre la bola y la barra y la inductancia del motor, eran tan pequeños que 
podrían ser despreciados. La controlabilidad del sistema de la barra y esfera fue 
mejorada así por la simplificación. Se investigaron varios documentos disponibles 
en la red para el estudio del modelamiento del sistema barra esfera y se obtuvieron 
diferentes modelos seleccionando el modelo de Wei Wang con el cual se 
desarrollaron las simulaciones y estudios. 
 
Las simulaciones del sistema barra esfera condujeron a investigar varias técnicas 
de control lineal como control por realimentación de variables de estado, control 
por realimentación por estimación de estados, control proporcional derivativo, y 
controles no lineales como control difuso tipo mandani y sugeno, control por 
estructuras variables, y  finalmente un controlador híbrido que fusiona las técnicas 
de control lineales con las técnicas de control no lineales mediante un supervisor 
difuso. De las simulaciones se pueden observar que las técnicas de control no 
lineal tienen mejor respuesta que las técnicas de control lineal, y a su vez las 
técnicas hibridas poseen un mejor desempeño. 
 
Este trabajo se ha orientado hacia la búsqueda de nuevas alternativas para el 
control de sistemas físicos no lineales, aprovechando las técnicas de control 
clásico y las técnicas de control no lineal, y a la vez técnicas de sistemas expertos 
que mezclan las cualidades de ambos para obtener un rendimiento, 
comportamiento y desempeño óptimo en el control de sistemas que presentan un 
alto grado de incertidumbre y no linealidad. 
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 ANEXOS 
 
A1. CONTROL POR REALIMENTACION DE ESTADOS CON 
OBSERVADOR LUEMBERGUER 
 
%************************************************************% 
%************* Proyecto: control supervisor *****************% 
%************ Director: Msc. Alfonso Alzate  ****************% 
%************ Jorge Hernán Gutiérrez ************************% 
%********** Universidad Tecnológica de Pereira **************% 
%********* Programa de Ingeniería Eléctrica *****************% 
%************************************************************% 
%---- Parámetros del sistema 
  
Rb= 0.01 %Radio de la esfera (m) 
m_ball= 4/3*pi*(Rb)^3*7800 % masa de la esfera(Kg.) 
m_beam= 0.381 %Masa de la barra (Kg) 
L_beam= 0.7 %Longitud de la barra (m) 
R= 4.7 %Resistencia de Armadura del motor(ohm) 
K= 4.91 %Constante de torque del motor (Nm/A) 
Ke=0.5/(2*pi/60)  
L= 1.6e-3 %Inductancia Electrica del Motor(H) 
J_beam1= 1/12*(m_beam)*L_beam^2 % memento de inertia de la 
barra(Kg.m^2) 
J_beam=0.019 % moment of inertia of the beam by measurement 
(Kg.m^2) 
J_motor= 43e-3 % Memento de inercia del motor (Kg.m^2) 
J_bm=J_beam+J_motor %  
 
b=1.6e-1/(2*pi/60) %coeficiente de amortiguamiento del 
motor(Nm/(rad/s)) 
g=9.81 % Gravedad (m/s^2) 
a=0.005 %  
n=100  
  
  
% Modelo simplificado del sistema barra esfera (Linealizado) 
  
AA=[0 1 0 0; 
0 0 g/(1+2/5*(Rb/a)^2) 0; 
0 0 0 1 ; 
-m_ball*g/J_bm 0 0 -(b+K*Ke/R)/J_bm]; 
BB=[0;0;0;K/(R*J_bm)]; 
CC=[1 0 0 0; 0 0 1 0]; 
DD=0 
  
sys =ss(AA,BB,CC,DD,'statename',{'Posicion' 'velo esfera' 'angulo 
barra' 'vel barra'},... 
'inputname',{'voltage'},'outputname',{'posicion','Angulo 
Barra',},'notes','Creado 25/8/2009' ) 
% diseño del control por reubicacion de Polos 
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% Vefico la controlabilidad  
  
Cm=ctrb(AA,BB) 
Rank_c=rank(Cm) 
cond(Cm) 
  
% Verificación de la condición de observabilidad 
  
Om=obsv(AA,CC) 
Rank_o=rank(Om) 
cond(Om) 
  
% Asignación de los polos en lazo cerrado 
  
damp_c= 1  
wn=2 
  
[num,den]=ord2(wn,damp_c) 
r_c=roots(den) 
pole_c=[r_c(1),r_c(2),-5,-1] 
% Calculo de la matriz de realimentación mediante el método de la 
formula Ackermann 
KK=acker(AA,BB, pole_c) 
  
% Calculo de la matriz de ganancias por medio de fórmula Ackermann 
  
pole_o=22*pole_c 
LL=place(AA',CC',pole_o)' 
  
% Sistema AUmentado 
AA_a=[[AA;[1 0 0 0]],zeros(5,1)] 
BB_a=[BB;zeros(1,1)] 
Cm_a=ctrb(AA_a,BB_a) 
Rank_c_a=rank(Cm_a) 
  
% Cálculo de las ganancias de la matriz de realimentación mediante 
la formula 
% de Ackermann para el sistema aumentado  
  
pole_c_a=[pole_c,-10] 
KK_a=acker(AA_a,BB_a,pole_c_a) 
  
  
KK_111=KK_a(5) 
KK_222=KK_a(1:4) 
clc 
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A2. CONTROL POR REALIMENTACION DE ESTADOS CON 
OBSERVADOR ÓPTIMO DE KALMAN 
 
%************************************************************% 
%************* Proyecto: control supervisor *****************% 
%************ Director: Msc. Alfonso Alzate  ****************% 
%************ Jorge Hernán Gutiérrez ************************% 
%********** Universidad Tecnológica de Pereira **************% 
%********* Programa de Ingeniería Eléctrica *****************% 
%************************************************************% 
%---- Parámetros del sistema 
clc; 
Rb= 0.01 %Radio de la esfera (m) 
m_ball= 4/3*pi*(Rb)^3*7800 % masa de la esfera(Kg.) 
m_beam= 0.381 %Masa de la barra (Kg) 
L_beam= 0.7 %Longitud de la barra (m) 
R= 4.7 %Resistencia de Armadura del motor(ohm) 
K= 4.91 %Constante de torque del motor (Nm/A) 
Ke=0.5/(2*pi/60)  
L= 1.6e-3 %Inductancia Eléctrica del Motor(H) 
J_beam1= 1/12*(m_beam)*L_beam^2 % memento de inercia de la 
barra(Kg.m^2) 
J_beam=0.019 %  (Kg.m^2) 
J_motor= 43e-3 % Memento de inercia del motor (Kg.m^2) 
J_bm=J_beam+J_motor % momento de inercia de la barra y del motor 
(Kg.m^2) 
b=1.6e-1/(2*pi/60) %coeficiente de amortiguamiento del 
motor(Nm/(rad/s)) 
g=9.81 % Gravedad (m/s^2) 
a=0.005 % longitud del centro de la esfera a la superficie de la 
barra(m) 
n=100 %  
  
  
% Modelo simplificado del sistema barra esfera (Linealizado) 
  
AA=[0 1 0 0; 
0 0 g/(1+2/5*(Rb/a)^2) 0; 
0 0 0 1 ; 
-m_ball*g/J_bm 0 0 -(b+K*Ke/R)/J_bm]; 
BB=[0;0;0;K/(R*J_bm)]; 
CC=[1 0 0 0; 0 0 1 0]; 
DD=0 
  
sys =ss(AA,BB,CC,DD,'statename',{'Posicion' 'velo esfera' 'angulo 
barra' 'vel barra'},... 
'inputname',{'voltage'},'outputname',{'posicion','Angulo 
Barra',},'notes','Created 25/8/2009' ) 
  
% diseño del control por estimador de Kalman 
% Vefico la controlabilidad 
Cm=ctrb(AA,BB) 
Rank_c=rank(Cm) 
cond(Cm) 
% Verificación de la condición de observabilidad 
Om=obsv(AA,CC) 
Rank_o=rank(Om) 
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cond(Om) 
 
% Asignación de los polos en lazo cerrado 
  
damp_c= 1  
wn=2 
  
[num,den]=ord2(wn,damp_c) 
r_c=roots(den) 
pole_c=[r_c(1),r_c(2),-5,-1] 
 
% Calculo de la matriz de realimentación mediante el método de la 
formula Ackermann 
KK=acker(AA,BB, pole_c) 
 
% Cálculo de la matriz de ganancias por medio del estimador de 
Kalman. 
 
%Introducción del Ruido 
n=100; 
w=0.1*rand(n,1); 
% varianza del ruido 
Q = std(w).^2; 
RR=eye(2); 
P1 = 10*eye(4); 
% Estimandor de Kalman 
  
[KEST,LLL,PP]=kalman(sys,Q,RR); 
 
% Adiciono un nuevo estado al sistema. 
AA_a=[[AA;[1 0 0 0]],zeros(5,1)] 
BB_a=[BB;zeros(1,1)] 
Cm_a=ctrb(AA_a,BB_a) 
Rank_c_a=rank(Cm_a) 
  
% Cálculo de las ganancias de la matriz de realimentación mediante 
la formula 
% de Ackermann para el sistema aumentado  
  
pole_c_a=[pole_c,-10] 
KK_a=acker(AA_a,BB_a,pole_c_a) 
  
  
KK_111=KK_a(5) 
KK_222=KK_a(1:4) 
clc 
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A3. FUNCION SUPERVISOR DIFUSO 
 
 
function U=control2(U1,U2,teta,ent) 
  
      
%%% funciones de pertenencia del supervisor difuso 
      
     y1 = trapmf(teta, [-0.015 -0.010 0.010 0.015]); 
     y2 = trapmf(teta, [-0.0336 -0.0208 -0.015 -0.005]); 
     y3= trapmf(teta, [0.005 0.014 0.0246 0.0295]); 
     
         
if (y1>0 && y1<=1), 
     
    U=U2-7.22*ent; 
     
else 
    U=U1; 
     
end 
 
A4. FUNCION SUPERVISOR IF THEN 
 
 
function U=control2(U1,U2,teta,ent) 
 
         
if (abs(teta)>0.015), 
     U=U1; 
     
else 
    
    U=U2-7.22*ent;  
end 
 
A4. GRAFICAR FUNCIONES DE PERTENENCIA 
 
x = (-.020:0.0001:0.020)' 
y1 = trapmf(x, [-0.015 -0.010 0.010 0.015]); 
y2 = trapmf(x, [-0.0336 -0.0208 -0.015 -0.005]); 
y3= trapmf(x, [0.005 0.014 0.0246 0.0295]); 
plot(x, [y1 y2 y3]); 
set(gcf, 'name', 'trapmf', 'numbertitle', 'off'); 
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A5. CONTROL SMC 
 
% cálculo de los vectores de conmutación  
  
%Definición de la Matriz M. 
  
M = [1 0 0 0;0 1 0 0;0 0 0 1;0 0 1 0] 
  
% Cálculo de la inversa IM = M-1 
  
IM = inv(M) 
Q=eye(3) 
  
AT = M*A*IM 
  
A11 = [AT(1,1) AT(1,2) AT(1,3);AT(2,1) AT(2,2) AT(2,3); AT(3,1) 
AT(3,2) AT(3,3)] 
  
A12 = [AT(1,4); AT(2,4); AT(3,4)] 
  
A21 = [AT(4,1) AT(4,2) AT(4,3)] 
  
A22 = AT(4,4) 
  
Q11 = [1 0 0; 0 1 0; 0 0 1] 
  
Q12 = [0; 0 ; 0] 
  
Q21 = [0 0 0] 
  
Q22 = 1 
  
AA = A11 - A12*inv(Q22)*Q12' 
  
BB = A12 
  
RR = [1] 
  
QQ = Q11 - Q12*inv(Q22)*Q12' 
  
% Cálculo de la solución algebraica de la ecuación de Ricatti, 
para obtener las ganancias de realimentación 
  
P=ARE(AA,BB*(inv(RR))*BB',QQ) 
  
% Cálculo del vector de conmutación, los valores de las constantes 
de la Superficie de Deslizamiento  
  
c11 = inv(Q22)*A12'*P + inv(Q22)*Q12' 
  
c = [c11,1] 
  
CTA1 = c*[A(1,1) A(2,1) A(3,1) A(4,1)]' 
 
