Abstract. In this note an asymptotic lower bound is derived for the entropy rate of the output of binary channel, whose input is a slowly switching Markov chain. The proof relies on certain concentration properties of conditional distribution (filtering) process.
Introduction
Let X = (X n ) n∈Z be a stationary ergodic sequence of random variables with values in a finite alphabet S = {a 1 , ..., a d }. Denote by p n (x), x ∈ S n the function p n (x) = P(X 1 = x 1 , ..., X n = x n ) and let X n be the vector with entries X 1 , ..., X n . As is well known the entropy of X n :
is the minimal number of bits on average, needed to encode a realization of X n in a uniquely decodable way. By Shannon-McMillan-Breiman Theorem the limit H(X) = − lim n→∞ 1 n E log p n (X n ) always exists and is known as the entropy rate of X. It is an important quantity characterizing information content of X, namely the asymptotic bit rate needed to encode a trajectory of X. If X is an ergodic Markov chain with transition probabilities λ ij = P(X n = a j |X n−1 = a i ), then the probabilities p n (x) can be factored, leading to the simple formula (hereafter 0 log 0 ≡ 0 is understood)
where µ is the stationary distribution of X. Let Y = (Y n ) n≥1 be the sequence with values in S, generated by
where ξ n is a sequence of i.i.d. vectors, independent of X with distribution p ij = P ξ 1 (i) = a j . From the Information Theory perspective, Y is the output of a noisy memoryless channel which transmits the input symbol a i to the output symbol a j with probability p ij .
The sequence Y is not Markov in general and in spite of its seemingly simple structure, not much is known about H(Y ). The problem of calculating the entropy rate of Y was first addressed in [2] in the special case Y n = g(X n ) for some deterministic function g : S → S. In this short paper D.Blackwell derived a formula for H(Y ) (see (2. 3) below), whose main ingredient is the probability measure M on [2] it may have quite complicated structure. Consequently much research in this direction focused on finding good estimates for H(Y ) (see e.g. [4] ).
On the positive side, the measure M tends to concentrate near the vertices of the simplex S d−1 when certain problem parameters are taken to limits, reflecting the fact that the chain X can be estimated exactly in the corresponding situations. This has a potential for explicit asymptotic estimates of H(Y ). Recently some progress have been reported ( [7] , [8] , [11] , [12] ) for the two dimensional case S = {0, 1}, which is usually referred as the binary channel.
In particular, the slowly switching signal limit was considered in [11] . Let X ε = (X ε n ) n≥1 be the Markov chain with the transition matrix
where ε is a small positive parameter and λ 01 and λ 10 are fixed positive constants less than unity. Clearly ε controls the transition frequency of the chain, which decreases as ε approaches zero. Assuming symmetric channel ( p 01 = p 10 ≡ p) and symmetric source (λ 10 = λ 01 ≡ λ), the following asymptotic inequalities were verified in [11] as ε → 0
is the binary entropy. The upper bound is actually a consequence of the well known information identity. Let X εn and Y εn be the vectors of the first n coordinates of X ε and Y ε respectively. Then
where
while the formula (1.1) implies
Combining the two expressions gives the upper bound in (1.2). A more serious effort is required to get the lower bound. The purpose of this note is to give an elementary proof of the following bound, using the result from [9] . 
where Figure 1 shows that (1.3) is tighter than (1.2) for higher p. It is worth mentioning that ceratin heuristic arguments indicate in favor of the exact asymptotic H(Y ) = h(p) + ε log ε −1 (1 + o(1) , as conjectured by O.Zuk [13] . 
A delicate issue to note
The decomposition
It is not hard to see that the vector process π = (π n ) n≥1 is Markov-Feller. Since it evolves on a compact space S d−1 , there always exists at least one invariant measure M. If this measure were unique, then by the Birkhoff-Khintchine law of large numbers for ergodic processes, (2.1) and (2.2) would imply
However in general π may have multiple invariant measures, as noted by T.Kaijser in [6] (see also a discussion of his counterexample in the context of nonlinear filtering [3] ). Remarkably Blackwell's formula (2.3) remains valid in this case as well, which follows from the result of Birch [4] , based on convergence of certain associated martingale. In other words, any invariant measure of π averages the specific integrand in (2.3) to the same unique value! 3. Proof of (1.3)
First we verify the following geometric inequality. Introduce
Proof. Throughout we fix some p in [0, 1] and consider H(p, q) as a function of q ∈ [0, 1]. Moreover due to the obvious symmetry, it is enough to verify (3.1) only for q, p ∈ [0, 1/2]. Note that
where h(x) = −x log x − (1 − x) log(1 − x) as before and ℓ p (q) :
The linear function q → ℓ p (q) maps (0, 1/2) to (p, 1/2), which implies that f ′ p (q) < 0 and f ′′ p (q) > 0 for q ∈ (0, 1/2) and, consequently, that f p (q) is a strictly convex function.
Denote by R(p, q) the right hand side of (3.1). By convexity of f p (q), the straight line
and f p (q) cannot intersect in more than two points. In fact they intersect in exactly two points: r p (1/2) = f p (1/2) = 0 and an additional point q * ∈ (0, 1/2). The existence of the latter intersection follows from the fact that the integral curves of r p (q) and f p (q) coincide at the end points, i.e. H(p, 0) = R(p, 0) = h(p) and H(p, 1/2) = R(p, 1/2) = log 2. So for any fixed p, R(p, q) is either entirely beyond or below H(p, q) for all q ∈ [0, 1/2]. By direct examination f p (0) > r p (0) can be verified and hence (3.1) is true.
In the two dimensional case d = 2, the chain X is ergodic if and only if both λ 01 and λ 10 are positive. Then the invariant measure of π is unique (essentially follows from [1] , see also [3] ). The formula (2.3) in this case reads
where π
Note that EH(p, π ε 0 ) converges to h(p) as ε → 0, since the filtering probability π ε 0 (or equivalently M ε ) tends to concentrate near 0 and 1, where H is close to h(p). While the complete characterization of this concentration is not known, the following related property of the minimal mean square error was derived in [9] (repeated below in slightly different notations) 
