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Abstract
A finite sequence c0, . . . , ck of complex numbers is the set of trigonometric moments of a measure
dµ =| Pk(eiθ ) |−2 dθ with Pk(z) a polynomial of degree k, zero-free in |z| ≤ 1, providing only that the
Hermitian Toeplitz matrix having c0, . . . , ck as its top row is positive-definite. The analogous representation
in two dimensions for a rectangular array of numbers requires additional conditions, discovered by
J.S. Geronimo and H.J. Woerdeman. We use orthogonal decomposition to give an alternate proof of their
important result.
c⃝ 2016 Published by Elsevier B.V. on behalf of Royal Dutch Mathematical Society (KWG).
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1. Introduction
The classical trigonometric moment problem stands at the source of major streams of analysis.
It asks when a given sequence c0, . . . , cn of complex numbers can be represented as the moments
ck = 12π
 2π
0
e−ikθdµ(θ), 0 ≤ k ≤ n, (1)
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for some measure dµ ≥ 0. It is known that such a representation exists if and only if the
Hermitian Toeplitz matrix Cn having c0, . . . , cn as its first row is positive-definite, and in that
case one possible choice for dµ in (1) is dµ(θ) = |Pn(z)|−2, z = eiθ , with Pn(z) a polynomial
of degree n having no zeros in |z| ≤ 1, the coefficients p0, . . . , pn of which satisfy
Cn
p0...
pn
 =

1
0
...
0
 .
This choice of dµ, known as the maximum entropy measure, has an interesting physical
interpretation and many extremal properties [6].
An analogous problem can be posed in two dimensions: when is a given rectangular array of
numbers γ j,k, 0 ≤ j ≤ m,−n ≤ k ≤ n, expressible as
γ j,k = 1
(2π)2
 2π
0
 2π
0
e−i jθe−ikφdµ(θ, φ), (2)
with
dµ(θ, φ) = |Em,n(z, w)|−2dθdφ
for some polynomial Em,n of degrees m and n in z = eiθ and w = eiφ , respectively, zero-free in
|z|, |w| ≤ 1?
Only fragmentary answers to this question were known until Geronimo and Woerdeman [1]
gave (among many other things) a remarkable complete characterization in terms of the rank
of a matrix constructed from the moments. The matrix involved is that which, with a measure
dµ having the prescribed moments, converts the coefficients of polynomials Pm,n and Qm,n into
their scalar products in L2(dµ). The condition of [1] is equivalent to requiring that the subspace
of polynomials having z as a factor, and that of polynomials having w as a factor, intersect
orthogonally in L2(dµ).
The proof in [1] was based on combining one variable matrix valued results with viewing
each variable alternatively as a parameter. Subsequently, the problem was approached in [5],
using reproducing kernels. The geometric interpretation above suggests the approach we take in
this work, which applies orthogonal decomposition to extend the given moments one degree at
a time to arbitrary polynomials in such a way as to keep the relevant subspaces perpendicular.
The resulting scalar product then produces the desired representation. In one dimension this
approach, sometimes called a one-step extension, maximizes a suitably defined entropy and has
helped answer a number of moment questions [4,6]. It was proposed for the present problem also
in [1,2].
2. Notation
Let Π (m, n) be the space of polynomials Pm,n(z, w) of degree at most m in z, and n in w:
Pm,n(z, w) =
m
j=0
z j
n
k=0
p j,kw
k,
and let p denote the vector (p0,0, . . . , p0,n, p1,0, . . . , p1,n, . . . , pm,0, . . . , pm,n) of coefficients
of Pm,n(z, w); we will refer to p as the coefficient vector of Pm,n .
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A positive measure dµ(θ, φ) on 0 ≤ θ, φ ≤ 2π defines a scalar product on the space Π of
polynomials (of any degree) by the rule
[P, Q] = 1
(2π)2

|z|=|w|=1
P(z, w)Q(z, w)dµ(θ, φ) (3)
with z = eiθ , w = eiφ . In this scalar product, for any j, k,
[z jwk P, z jwk Q] = [P, Q]. (4)
Normalize dµ so that [1, 1] = 1. Call
γ j,k = 1
(2π)2

|z|=1

|w|=1
z jwkdµ (5)
the (trigonometric) moment [z jwk, 1] of µ. By definition
γ j,k = [z− jw−k, 1] = γ− j,−k .
The moments serve to express [P, Q] in terms of the coefficients of the polynomials, as
follows. For j = 0, . . . ,m let C j be the (n + 1) × (n + 1) Toeplitz matrix (not Hermitian)
having first row [z j , 1], [z jw, 1], . . . , [z jwn, 1] and first column [z j , 1], [z j , w], . . . , [z j , wn],
and let Dm,n be the block Toeplitz matrix
Dm,n =

C0 C1 · · · Cm
C∗1
. . .
. . .
...
...
. . .
. . . C1
C∗m · · · C∗1 C0
 . (6)
Then
[P, Q] = (Dm,np,q) (7)
with ( , ) the scalar product in ℓ2, and p,q the coefficient vectors of P and Q, respectively. We
index the rows and columns of Dm,n correspondingly by
(1, w, . . . , wn, z, zw, . . . , zwn, . . . , zm, zmw, . . . , zmwn).
When the measure dµ is positive, Dm,n is a positive-definite matrix, since (Dm,np,p) =
[P, P] > 0 unless P = 0. Conversely, when Dm,n is positive-definite, (7) defines a scalar
product on Π (m, n).
We denote by zΠ (m − 1, n) and wΠ (m, n− 1) the subspaces of Π (m, n) consisting of those
polynomials which have a factor of z and w, respectively. Finally, with a subspace S we write
PS for the orthogonal projection in [ , ] onto S.
3. Preliminaries
Definition. Two subspaces S and T of a Hilbert space H intersect orthogonally if the orthogonal
projection of S onto T (equivalently T onto S) lies in S ∩ T .
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Our goal is the following theorem.
Theorem 1 (Geronimo–Woerdeman). The quantities γ j,k, 0 ≤ j ≤ m, |k| ≤ n are trigonometric
moments (5) of a measure
dµ = |Em,n(z, w)|−2dθdφ, (8)
z = eiθ , w = eiφ , with Em,n(z, w) ∈ Π (m, n) zero-free in |z|, |w| ≤ 1, if and only if the matrix
Dm,n (6) defined by the moments is positive-definite, and in the resulting scalar product (7) the
subspaces zΠ (m − 1, n) and wΠ (m, n − 1) intersect orthogonally. The coefficient vector e of
Em,n satisfies
Dm,ne =

e−10,0
0
...
0
 .
To start, we recast the conclusion of Theorem 1 to show some of its utility, and to provide a
path to a proof.
Lemma 1. A scalar product [ , ] on Π (m, n) corresponds to L2(dµ) with dµ as in Theorem 1 if
and only if it can be extended to the space Π of all polynomials so as to make {z jwk Em,n(z, w) :
j, k ≥ 0} a complete orthonormal set in Π .
Proof. If dµ = |Em,n(z, w)|−2dθdφ, then clearly {z jwk Em,n(z, w)} is an orthonormal set in
L2(dµ), being unitarily equivalent to {z jwk}, the Fourier basis in Π for L2(dθdφ). To show its
completeness in Π ⊂ L2(dµ), suppose that P(z, w), analytic in |z|, |w| ≤ 1, is orthogonal to
{z jwk E}, j, k ≥ 0. Then
0 = [P, z jwk E]=

|z|=|w|=1
Pz− jw−k Edµ=

|z|=|w|=1
P
E
z− jw−kdθdφ, j, k ≥ 0,
hence PE , analytic in |z|, |w| ≤ 1 since E is zero-free there, has vanishing Fourier coefficients,
so P = 0. Conversely, if {z jwk Em,n} are orthonormal and complete in [ , ] then on expanding 1
we find
1 =

j,k
a j,k z
jwk Em,n(z, w) = Em,n(z, w)

j,k≥0
a j,k z
jwk (9)
with 
j,k≥0
|a j,k |2 = [1, 1] = 1,
hence H(z, w) =  j,k≥0 a j,k z jwk extends as an analytic function to |z|, |w| ≤ 1, and by (9)
Em,n ≠ 0 there. Further, if P = p j,k z jwk E and Q = q j,k z jwk E , then
[P, Q] =

p j,kq j,k = 12π

P Q
1
|E |2 dθdφ, (10)
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the first equality by orthonormality, the second by substituting for P and Q. This exhibits [ , ] as
L2(dµ), as desired. Finally if P = j,k≥0 p j,k z jwk E then by (10),
[P, E] = p0,0 = P(0, 0)e0,0 ,
and so
Dm,ne =

e−10,0
0
...
0
 .  (11)
4. Extending a scalar product
Lemma 1 connects the problem of finding a measure of the form (8) to represent a given block
of moments with that of extending a scalar product from its original definition on Πm,n to Π . If
this is successful, then, as in Lemma 1, e satisfies (11) also when Dm,n is replaced by Dr,s for any
r ≥ m, s ≥ n. It turns out, however, that it cannot be done starting with an arbitrary Dm,n . The
additional condition required comes from the fundamental insight in [1], that in the initial scalar
product in Πm,n the multiples of z and those of w must intersect orthogonally. In Theorem 2 we
will prove this condition sufficient for the extension, while in Theorem 3 we will prove that it is
necessary.
Sufficiency
Theorem 2. Suppose Dm,n is positive-definite and in the scalar product (7) defined by Dm,n on
Π (m, n) the subspaces zΠ (m − 1, n) and wΠ (m, n− 1) intersect orthogonally. Let Em,n(z, w)
be the polynomial with coefficient vector e satisfying
Dm,ne = (1, 0, . . . , 0).
Then E is zero-free in |z|, |w| ≤ 1 and the scalar product coincides with that of L2(dµ), dµ =
|Em,n(z, w)|−2dθdφ.
Proof. In view of Lemma 1, our goal is to extend the scalar product from Πm,n , where it is
given by a matrix Dm,n as in (7), to Π . It is natural to do this in steps, increasing its domain of
polynomials by one degree at a time. We give a construction which, by Propositions 1–4, can be
iterated, and Proposition 5 then establishes the orthonormality required by Lemma 1.
By hypothesis, the projection of wΠ (m, n − 1) onto zΠ (m − 1, n) lies in the intersection of
these spaces, that is, in zwΠ (m − 1, n − 1). The multiples of w which are not already in that
intersection consist of wr , 1 ≤ r ≤ n, so the assumed orthogonality is equivalent to
PzΠ (m−1,n)wr ∈ zwΠ (m − 1, n − 1), 1 ≤ r ≤ n,
that is,
PzΠ (m−1,n)wr =
m
j=1
n
k=1
a(r)j,k z
jwk 1 ≤ r ≤ n, (12)
with wr −PzΠ (m−1,n)wr orthogonal to zΠ (m− 1, n), by definition of orthogonal projection. To
express this in terms of Dm,n , let D∼m,n be Dm,n with the top row of blocks removed, namely
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D∼m,n =
C
∗
1 C0 · · · Cm−1
...
. . .
. . .
...
C∗m · · · C∗1 C0
 .
A polynomial V (z, w) is orthogonal (in [ , ] of (7)) to zΠ (m − 1, n) providing D∼m,nv = 0.
Applying this to wr − PzΠ (m−1,n)wr we see from (12) that, for each 1 ≤ r ≤ n, the column
of D∼m,n corresponding to wr (i.e. the (r + 1)st column) is some linear combination of the
mn columns corresponding to z jwk, 1 ≤ j ≤ m, 1 ≤ k ≤ n (the columns corresponding to
z j , 1 ≤ j ≤ n, not appearing). We can likewise project 1 onto zΠ (m − 1, n), obtaining
PzΠ (m−1,n)1 =
m
j=1
n
k=0
a(0)jk z
jwk . (13)
Unlike (12), in this decomposition of the first column of D∼m,n , the columns corresponding to z j
are not excluded.
We extend D∼m,n to D∼m+1,n , while keeping the block-Toeplitz structure. This requires
supplying only C∗m+1, since the remaining blocks in the bottom row of D∼m+1,n are
C∗m, . . . ,C∗1 ,C0, determined by Dm,n . We define the columns of C∗m+1 so as to maintain (12)
and (13), that is, the column corresponding to wr in C∗m+1 is to be the same linear combination
of columns corresponding to z jwk as it was in D∼m,n , these latter all having their extension to
Dm+1,n determined. By this construction, in Π (m + 1, n)
PzΠ (m,n) = PzΠ (m−1,n). (14)
Having defined the extension, we now establish (Propositions 1–5) the conclusions of Theorem 2.
Proposition 1.
a. In Π (m + 1, n), the subspaces zΠ (m, n) and wΠ (m + 1, n − 1), of multiples of z and w,
respectively, continue to intersect orthogonally;
b. In Π (m + 1, n) the subspaces Π (m, n) and zΠ (m, n) intersect orthogonally.
Proof. By (14), the projection of wr for 1 ≤ r ≤ n onto multiples of z has not changed when
Π (m, n) is enlarged toΠ (m+1, n); having been a multiple of zw, it remains so. The intersection
of Π (m, n) and zΠ (m, n) is zΠ (m − 1, n) so (14) also proves (b). 
Proposition 2. C∗m+1 so defined is a Toeplitz matrix.
Proof. By Proposition 1,
PzΠ (m,n)wr ∈ zwΠ (m − 1, n − 1), 1 ≤ r ≤ n,
hence
PzΠ (m,n)wr
w
∈ zΠ (m, n − 1), 1 ≤ r ≤ n, (15)
and
0 = [wr − PzΠ (m,n)wr , zΠ (m, n)] = [wr − PzΠ (m,n)wr , zwΠ (m, n − 1)]
=

wr−1 − PzΠ (m,n)w
r
w
, zΠ (m, n − 1)

,
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the first equality by definition of projection, the second because multiples of z include those of
zw, the last by (4). By (15), this shows that
PzΠ (m,n)wr
w
= PzΠ (m,n−1)wr−1, 1 ≤ r ≤ n. (16)
The right-hand side of (16), considered in C∗m+1, is the r -th column of C∗m+1 except for its last
component. The left-hand side of (16) replaces the linear combination PzΠ (m,n)wr of columns
that make up the (r + 1)-st column of C∗m+1 by the same linear combination of the preceding
columns. As each of these constituent columns comes from some Toeplitz matrix C∗i , and is
never the first column of C∗i , its left neighboring column is an upward shift. The left-hand side
of (16) is then the (r + 1)-st column of C∗m+1 shifted up, and therefore (16) asserts that C∗m+1 is
a Toeplitz matrix. 
Remark 1. We present an alternate description of the extension of the inner product [ , ] from
Π (m, n) to Π (m + 1, n). Starting from [ , ] on Π (m, n) we ask for an extension that has the
following two properties:
1. multiplication by z, as a map from Π (m, n) to zΠ (m, n) is an isometry,
2. Π (m, n) and zΠ (m, n) intersect orthogonally.
There is a unique way to extend [ , ] and satisfy these two properties. Property 1 requires
[zm+1w j , zlwk] = [zmw j , zl−1wk] for 1 ≤ l ≤ m + 1, 0 ≤ j, k ≤ n. Once these inner products
are defined, the orthogonal complement T of zΠ (m− 1, n) in zΠ (m, n) is defined. Property 2 is
equivalent to T being orthogonal to the larger spaceΠ (m, n) and there is a unique way of setting
the as yet undefined inner products [zm+1w j , wk], 0 ≤ j, k ≤ n to ensure this. Specifically, if
within zΠ (m, n), v is the projection of zm+1w j onto zΠ (m − 1, n), then zm+1w j − v ∈ T and
the required orthogonality of T to Π (m, n) means that [zm+1w j , wk] = [v,wk], 0 ≤ k ≤ n. It
is straightforward to verify that this extension is the same as the one presented in Theorem 2.
Proposition 3. Em+1,n = Em,n .
Proof. If S and T are subspaces that intersect orthogonally and S′ ⊂ S, then S and (T + S′),
the span of T and S′, continue to intersect orthogonally, for the intersection of S and (T + S′) is
(S∩T+S′), as is the projection into S of (T+S′). We apply this toΠ (m, n) and zΠ (m, n), which
intersect orthogonally by Proposition 1(b), adding to the latter the span of w,w2, . . . , wn ∈
Π (m, n). We conclude that the projection of 1 onto (zΠ (m, n)+ span{w,w2, . . . , wn}), which
is 1− Em+1,n , coincides with the projection of 1 onto (zΠ (m − 1, n)+ span{w,w2, . . . , wn}),
equaling 1− Em,n . 
Proposition 4. If Dm,n is positive-definite, so is Dm+1,n .
Proof. Positive definiteness of Dm,n is equivalent to the positive definiteness of the inner product
[ , ]. By Remark 1, Π (m + 1, n) is the orthogonal sum in the extended inner product [ , ] of
Π (m, n) and T . On each of these components, positive definiteness of the original inner product
ensures positive definiteness of the extension; consequently the extended inner product is also
positive definite and thus so is Dm+1,n . 
In view of Propositions 1–4 we can continue the process of extending Dm,n , hence the scalar
product [ , ], to all of Π in such a way that polynomials having factors z and w, respectively,
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intersect at right angles, and that for all polynomials
[P, E] = P(0, 0)
e0,0
. (17)
Proposition 5. The family

z jwk E

, j, k ≥ 0, is orthonormal and complete in Π .
Proof. We suppose ( j, k) ≠ (p, q) and consider [z jwk E, z pwq E]. If ( j − p)(k − q) = 0 then
supposing j = p, k > q , we find by (4) and (17)
[z jwk E, z pwq E] = [wk−q E, E] = 0.
If ( j − p)(k − q) > 0 then when both factors are positive we find, again by (4) and (17)
[z jwk E, z pwq E] = [z j−pwk−q E, E] = 0,
and analogously when both factors are negative. It remains to consider j < p and k > q, or both
inequalities reversed, leading to
[z jwk E, z pwq E] = [wk−q E, z p− j E].
We next use induction to show that for each k ≥ 0,
[wΠ , zk E] = 0. (18)
For if k = 0, this follows by (17). Now suppose that (18) holds for some k and consider
[wP, zk+1 E]. Writing P(z, w) = P(0, w)+ z P1(z, w), we find
[wP, zk+1 E] = [wP(0, w)+ wz P1(z, w), zk+1 E]
= [wP(0, w), zk+1 E] + [wP1(z, w), zk E] = [wP(0, w), zk+1 E], (19)
the second equality by (4) and the last by (18). We now replacewP(0, w) in (19) by its projection
onto multiples of z in a space Π (m, n), big enough to include wP(0, w) and zk+1 E , to conclude
that
PzΠ (m−1,n)wP(0, w) = zwQ(z, w)
for some Q ∈ Π (m − 1, n − 1), obtaining
[wP, zk+1 E] = [wP(0, w), zk+1 E] = [PzΠ (m−1,n)wP(0, w), zk+1 E]
= [zwQ(z, w), zk+1 E] = [wQ, zk E] = 0.
This establishes (18) for k + 1, hence for all k by induction, thereby showing the orthonormality
of {z jwk E}.
The system is complete in Π , for if
[P, z jwk E] = 0, j, k ≥ 0, (20)
and P ≠ 0 then letting ap,q z pwq be the nonzero component of P with the least value of p and,
for that p, the least q , we find from (20), (4) and (17) that
0 = [P, z pwq E] = ap,q ,
a contradiction. 
Lemma 1 completes the proof of Theorem 2. 
Next we pass to the converse.
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Necessity
Theorem 3. If E = Em,n(z, w) ∈ Π (m, n) is zero-free in |z|, |w| ≤ 1 then in the
scalar product (10) of L2(dµ), dµ = |Em,n(z, w)|−2dθdφ, the subspaces zΠ (m − 1, n) and
wΠ (m, n − 1) intersect orthogonally.
Proof. Let E be normalized so that E(0, 0) = 1. It is sufficient to show that
PzΠ (m−1,n)wr ∈ zwΠ (m − 1, n − 1), 1 ≤ r ≤ n.
As in the discussion [3] of the Gohberg–Semenc¸ul formula, we approach the above projection
by extending [ , ] to the space of (trigonometric) polynomials Γm spanned by z jwk,−m ≤ j ≤
m, k ≥ 0, and writing
PzΠ (m−1,n)wr = wr − P ′wr , (21)
with P ′ the projection onto the orthogonal complement of zΠ (m − 1, n) in Γm . To describe P ′,
let
F(z, w) = zmwn E(z, w) = zmwn E¯

1
z
,
1
w

, |z| = |w| = 1.
Proposition 6.
a. [z jwk, Em,n] = 0 when j ≥ 1 or k ≥ 1, [1, Em,n] = 1;
b. [z jwk, Fm,n] = 0 when j ≤ m − 1 or k ≤ n − 1, [zmwn, Fm,n] = 1.
Proof.
[z jwk, Em,n] = 1
(2π)2

|z|=|w|=1
z jwk Em,n
1
|Em,n(z, w)|2 dθdφ
= − 1
(2π)2

|z|=|w|=1
z jwk
1
Em,n(z, w)
dz
z
dw
w
.
Since Em,n is zero-free in |z|, |w| ≤ 1, the reciprocal is analytic there, hence if either j or k ≥ 1
the integral vanishes by Cauchy’s Theorem (if j ≥ 1 the integral with respect to z vanishes for
every w, and analogously if k ≥ 1).
For (b) we apply the same calculation to [Fm,n, z jwk]. 
Proposition 7. The orthogonal complement of zΠ (m− 1, n) in Γm is spanned by the subspaces
A,B, C, generated respectively by the orthonormal sets
A = {z jwk Em,n}, −m ≤ j ≤ 0, k ≥ 1,
B = {z j Em,n}, −m ≤ j ≤ 0,
C = {z jwk Fm,n}, −m + 1 ≤ j ≤ 0, k ≥ 1.
Proof. A,B and C are subspaces of Γm and each is orthogonal to zΠ (m − 1, n) by (4) and
Proposition 6. Now suppose S(z, w) ∈ Γm is orthogonal to A,B, and C; we will show that
S ∈ zΠ (m − 1, n). The orthogonality of S to A and B implies that the coefficients s j,k of
the polynomial S vanish in the range −m ≤ j ≤ 0, k ≥ 0, for otherwise, as in the proof of
Proposition 5, letting sp,q be the nonzero s j,k with the smallest value of k in k ≥ 0 and, with
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that k, the least value of j in −m ≤ j ≤ 0, we find by the assumed orthogonality, (4), and
Proposition 6,
0 = [S, z pwq E] = sp,q ,
a contradiction. Consequently,
S(z, w) =

1≤ j≤m

k≥0
s j,k z
jwk = Q(z, w)+ R(z, w),
with a polynomial Q(z, w) ∈ zΠ (m − 1, n) and
R(z, w) =

1≤ j≤m

k≥n+1
s j,k z
jwk =

1≤ j≤m
z j f j (w),
with
f j (w) =

k≥n+1
s j,kw
k .
If S is also orthogonal to C, then, as zΠ (m−1, n) is orthogonal to C, we conclude that R(z, w)
is orthogonal to C. But this implies that R ≡ 0 for otherwise let l be the largest j in 1 ≤ j ≤ m
for which f j (w) ≢ 0. The subfamily
Cl = {z−m+lwk Fm,n}, k ≥ 1,
of C is orthogonal to every z pwq when p < l, since
[z pwq , z−m+lwk Fm,n] = [z p+m−lwq−k, Fm,n] = 0,
the last equality by Proposition 6b. Therefore for k ≥ 1
0 = [R(z, w), Cl ] = [zl fl(w), z−m+lwk Fm,n]
or, using (3) and the definition of F and of [ , ]
0 =

z−mwk(zmwn Em,n) fl(w)|Em,n|−2dθdφ =

wk+n fl(w)
1
Em,n(z, w)
dθdφ.
Since Em,n is zero-free in |z|, |w| ≤ 1, E−1(z, w) is an analytic function of z and the z
integration evaluates it at z = 0. Hence
0 =

wk

fl(w)w
n 1
Em,n(0, w)

dφ, k ≥ 1.
This means that the negative Fourier coefficients of the bracketed integrand vanish, that is
fl(w)w−n(Em,n(0, w))−1 =∞i=0 aiwi , or fl(w)w−n = Em,n(0, w)∞i=0 aiwi . By definition
of fl , the left and right sides are in orthogonal subspaces of L2(0, 2π), hence must vanish;
we conclude that fl(w) ≡ 0 contrary to hypothesis. Thus R ≡ 0 and we conclude that
S ∈ zΠ (m − 1, n) proving Proposition 7. 
In consequence, we can express (21) as
PzΠ (m−1,n)wr = wr − [A(z, w)+ B(z, w)+ C(z, w)], (22)
with A, B,C ∈ A,B, C, respectively. In this decomposition, B is orthogonal to A since the set
{z jwk E} is orthonormal also in Γm ; to wr and to zΠ (m−1, n) by (4) and (17); and to C because
[z jwk F, z p E] = 0 by (4) and (18), regardless of the sign of j − p. We conclude that B ≡ 0,
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whereupon PzΠ (m−1,n)wr , as expressed by (22), has w as a factor. As it also has z as a factor by
definition, it follows that PzΠ (m−1,n)wr ∈ zwΠ (m − 1, n − 1), proving Theorem 3. 
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