In this paper, a new method for generation of infinite series of symmetric identities written for exponential sums in real numbers is proposed. Such systems have numerous applications in theory of numbers, chaos theory, algorithmic complexity, dynamic systems, etc. Properties of generated identities are studied. Relations of the introduced method for generation of symmetric exponential sums to the Morse-Hedlund sequence and to the theory of magic squares are established.
Introduction
Let us consider two sets of numbers, {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} such that the following system of identities is satisfied. 
Systems of the type (1) have a significant importance in mathematics. Such systems were widely studied in the number theory (see [4, 13, 18, 23] ). For example, the Tarry-Escott problem (see, for example, [2, 17] ) deals with finding disjoint sets {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} of integers satisfying (1) . The systems (1) have also a straightforward connection to the Hilbert-Kamke problem for integers (see [8, 10, 11] ) being an extension of the famous Waring problem (see [24] ).
Identities (1) considered as a description of the process of exponential sums expansion have close relations to the chaos theory (see [16] ) and its applications, for instance, in economics (see [5] ). Integer solutions to (1) in the context of integrals of piece-wise constant functions, emergent calculations, and integer code series can be viewed (see [14, 15] ) in terms of structural complexity of systems and algorithms. Particularly, studying structural complexity of multiextremal functions gives new tools for solving global optimization problems being a new actively raising research area (see [9, 14, 15, 22] ).
Together with the system (1) the following system (2) can be considered. [15] ) to algorithmic complexity (see [6, 12, 21] ) and period doubling in physical systems (see [7, 15] ). In this case, the numbers θ 1 , θ 2 , . . . , θ n−1 , θ n = k from (1) become
and, for example, for θ 1 = 2 the following piramide is obtained.
In this paper, for any integer power n, a method for generation of two sets {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} of real numbers satisfying both (1) and (2) for certain numbers θ 1 ≤ θ 2 ≤ . . . , θ n−1 ≤ θ n = k is proposed. Particularly, piramidale systems of the type (2), (3) are considered. Properties of the introduced sets {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} are studied. It is shown that the sets found for a given n are a basis for the sets satisfying (1) and (2) with the powers n + 1, n + 2, . . .. In order to obtain solutions to a system having a higher power n + 1 it is necessary to add certain numbers to the sets {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} found for the power n. In such a way, by increasing n, it is possible to speak about sequences {x i } and {y i } satisfying a sequence of systems (1) and (2) .
The next section contains the main results. A few examples are given in the last section. It also presents relations of the introduced method for generation symmetric exponential sums to the Morse-Hedlund sequences (see [19] ) being a particular case of the Prouhet sequences (see [20] ) and to the theory of magic cubes developed in [1, 2] .
Main results
In this section, two sets of real numbers {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} satisfying (1) and (2) for any given power n are constructed 1 . Let us start by choosing four real numbers a, b, c, and d satisfying the following simple equality
Given numbers a, b, c, d from (5) and any real numbers
are defined as follows:
where
Analogously we introduce
Now, using already determined functions, we can introduce by recursion func-
and the numbers x i , 1 ≤ i ≤ 2 n−1 , have already been determined previously for powers 1, . . . , n − 1 and the remaining numbers x i , 2 n−1 < i ≤ 2 n , are calculated as follows
The functions R j (k 1 , k 2 , . . . , k n−1 ), j = n − 1, n, are defined by a complete analogy:
where y i , 1 ≤ i ≤ 2 n−1 , have already been determined and
Let us write for illustration the functions
Now we are ready to formulate the first theorem. (5) holds, then for all n ≥ 1 and for all real
Proof. Theorem is proved by induction. For n = 1 we obtain from (5), (6), and (7) that
Suppose now that (14) holds for i such that 1 ≤ i ≤ n − 1 and prove that this assumption implies truth of (14) for i = n. To proceed we need some designations. We denote by card{∑ m k m } the number of items k m , 1 < m ≤ n, in the sum ∑ m k m . We also introduce sets S i j , 1 ≤ i < n, 0 ≤ j < i, as follows
Thus, a set S i j contains as elements all possible sums ∑ m k m , n − i < m < n, having j items. Now we are ready to calculate the left part of (14), i.e., L n (k 1 , k 2 , . . . , k n ). By using (8) and (10) we obtain
By using Newton's binomial formula for every item (
and then applying (12) and designations (15) we have
where n i are binomial coefficients.
We calculate R n (k 1 , k 2 , . . . , k n−1 , k n ) by a complete analogy. It follows from (11) and (13) that
Applying again in (18) Newton's binomial formula for items (x j + k n ) n , 1 ≤ j ≤ 2 n−1 , and then using (9) and (15) we can write
Since numbers n − i are such that 1 ≤ n − i < n then, due to our assumption, the following identities
This result considered together with (17) and (19) completes induction and proves the theorem. Now we are ready to obtain the main result concerning systems of the type (1) for the case k = 2 n . (5) holds, then for all n ≥ 1 and for all real numbers k 1 , k 2 , . . . , k n the numbers x j , y j , 1 ≤ j ≤ 2 n , defined by (6) , (7), (10) , and (13) satisfy (4) and the following system
Theorem 2 If L
1 (0) = R 1 (0), i.e.,           x 1 1 + x 1 2 + x 1 3 + ... + x 1 2 n −1 + x 1 2 n = y 1 1 + y 1 2 + y 1 3 + ... + y 1 2 n −1 + y 1 2 n x 2 1 + x 2 2 + x 2 3 + ... + x 2 2 n −1 + x 2 2 n = y 2 1 + y 2 2 + y 2 3 + ... + y 2 2 n −1 + y 2 2 n x 3 1 + x 3 2 + x 3 3 + ... + x 3 2 n −1 + x 3 2 n = y 3 1 + y 3 2 + y 3 3 + ... + y 3 2 n −1 + y 3 2 n ...... x n 1 + x n 2 + x n 3 + ... + x n 2 n −1 + x n 2 n = y n 1 + y n 2 + y n 3 + ... + y n 2 n −1 + y n 2 n(20)
Proof. Let us introduce auxiliary functions
From (15) and (17) we can write
Due to (14) and (11), we can rewrite this equality as
where 1 ≤ i ≤ n. Thus, the theorem has been completely proved. Let us now establish some properties of the introduced numbers x m , y m , 1 ≤ m ≤ 2 n , from (20) . Proof. Truth of the fact follows immediately from definitions (10) and (13) .
The next property establishes presence of symmetry not only with respect to the sign '=' but also for inner subsumes of system (1).
Property 2 For subsumes of the numbers x m
Proof. This result is a straightforward consequence of theorems 1 and 2.
Property 3 If the number a
Proof. This result is obtained from (6) - (13), since the number
can be written in the form (21) the following recursive formula can be used
Property 4 For a fast calculation of the numbers
Proof. Property is a straightforward corollary of (19) and (21). Theorem 2 has been proved for numbers k from (1) equal to 2 n . However, it is possible to generate solutions to (1) for k = 2 n by a suitable choice of the numbers a, b, c, d, k 1 , k 2 , . . . , k n in such a way that some numbers x j = y i = 0 and so can be excluded from consideration in (1). It is also possible to generate 'asymmetric' sums in sense that the number of items not equal to zero laying on the left from '=' does not coincide with that number for the sum laying on the right (see examples in the next section).
The following theorem extends results established above from the case of two items in the basic identity (5) to the case with N items. (23) then, the numbers x i , y i generated by the scheme will be solutions to systems (1) , (2) for k = 2 n−1 N.
Proof. The theorem is proved by a complete analogy with the basic case N = 2. Properties similar to the properties established for the case (5) can be proved for (23) too.
Examples and relations to the Morse-Hedlund sequence
Let us consider the first example for the case n = 3 with the numbers
Application of the introduced method to the data (24) gives the following piramide (4) of identities.
The sums for the first, second and third identities are equal to 1.1, 26.46, and 111.136, respectively. Let us now use the data from (24) and construct the corresponding systems of the type (1). This operation leads to two groups of identities presented below. The first group consists of identities for n = 2
where sums in the first line are equal to 4.2 and in the second to 26.46. The second group of identities is written for n = 3. The sums for the first, second, and third identities are equal to 6.4, 49.72, and 111.136, respectively.
The second example is in integer numbers for n = 4. In order to obtain repeated numbers x i , y i and to demonstrate the nature of a 'hidden' symmetry appearance the following parameters
have been chosen. The pyramid from (4) for these data is shown below.
The sums for the first, second, third, and forth identities are equal, respectively, to 4, 28, 90, and 5320. In this record all the numbers x i , y i have been shown. Let us now eliminate from the record items equal to zero and elements x i and y j such that x i = y j . In this case the symmetry is present only in an implicit form and is not seen from the record: Let us consider now how does system (20) look like for data (25).
The sums are equal to 48, 208, 1008, and 5320. Deleting the explicit symmetry we obtain the following identities where the symmetry is hidden. The corresponding sums are equal to 21, 115, 657, and 3907.
Let us now illustrate Theorem 3 by an example having N = 3 in (23) and shown in Table 1 for the power n = 4. In this example the following parameters have been used:
The last line of Table 1 presents the values
showing that the numbers x i , y i , 1 ≤ j ≤ 4, are solutions to system (1) for n = 4 and k = 24. Table 1 illustrates also Property 2. In fact, it is split in boxes that contain groups of elements of the sequences {x j i } and {y j i }, 1 ≤ j ≤ 4, having equal sums. For example, for the power 2, the box containing the numbers x 2 7 , x 2 8 , ..., x 2 11 , x 2 12 and y 2 7 , y 8 2 , ..., y 2 11 , y 2 12 shows that Table 1 : Example for n = 4 and the starting identity 1 + 3 + 7 = 2 + 4 + 5 To conclude this example let us note, that x 6 = y 2 = 4. Elimination of this couple of numbers from consideration gives us a solution to (1) for n = 4 and k = 23. We can repeat this procedure for pairs
arriving to a solution to (1) for n = 4 and k = 20.
The introduced method for generation of symmetric exponential sums has interesting relations to the Morse-Hedlund sequences [19] (being a particular case of the Prouhet sequences [20] ) and to the theory of magic cubes developed in [1, 2] . Let us write the first items of the Morse-Hedlund sequence (see Table 2 ) and numerate its items by natural numbers.
It has been noticed (see, for example, [14, 20] ) that this sequence splits the natural numbers staying in the second line of Table 2 in two groups satisfying (1). It can be seen immediately that these identities are a particular case of our results with
Naturally, by taking k n = 2 n it is possible to generate Prouhet identities for any n. Let us now establish relations of the introduced method to the theory of magic squares (and cubes) developed in [1, 2] . A T × T matrix is called a magic square of order T if the sum of the entries in any row, column, or diagonal is the same number. Usually, the entries of the magic square are taken from the numbers 1, 2, . . . , T 2 and each of the numbers is used exactly once as an entry.
There exist different ways to construct magic squares (see [3] ). Let us consider the one proposed in [1, 2] and based on the Morse-Hedlund sequence. In this paper we consider only the core case T = 4 being a basis for construction of the squares (and cubes) of the order T = 2 n (see [1, 2] for details).
The algorithm to make the 4 × 4 magic square is the following. Count through the boxes in the square, and whenever the number you count corresponds to '0' in Table 6 : The magic square with irrational entries obtained by using the data (27)
the Morse-Hedlund sequence (see Table 2 ), write the number down in the box. The rest of the boxes is filled in by counting numbers from 16 to 1 and gives the magic square presented in Table 4 . Since the Prouhet identities were obtained as a particular case of our method with the data from (26) used in construction of the magic square in Table 4 , let us execute the inverse operation and substitute in Table 4 the numbers 1, 2, . . . , 16 by the corresponding explicit formulae for the sets {x i : 1 ≤ i ≤ 8} and {y i : 1 ≤ i ≤ 8}. The result is shown in Table 5 were, of course, the numbers a, b, c, and d satisfy (5) .
It can be shown that, due to (5), the sum of the entries in any row, column, or diagonal is equal to 2(a + b + k 1 + k 2 ). Thus, the obtained matrix is a magic square for all real numbers a, b, c, and d satisfying (5) and any real numbers k 1 and k 2 . Of course, some combination of these parameters can give repeating numbers. Note that the data from (26) give us the the magic square from Table 4 as a particular case of Table 5 .
We conclude the paper by an example with irrational numbers.
For these data the corresponding systems (1) and (4) become Finally, the magic square obtained from the data (27) by using the general method from Table 5 is shown in Table 6 .
Appendix
This Appendix contains an alternative description of the sets {x i : 1 ≤ i ≤ k} and {y i : 1 ≤ i ≤ k} proposed by the unknown referee. Given n, we construct x i , 1 ≤ i ≤ 2 n+1 , and y i , 1 ≤ i ≤ 2 n+1 , so that for 1 ≤ m ≤ n + 1, 
