The proposed method reduces non-uniform sample variance to the pre-determined target level. The space-variant filter can equalize variance of the nonstationary signal, or vary filtering strength based on image features, such as edges, etc., as shown by applications in this work. The proposed approach computes the variance reduction ratio at each point of the image, based on the given target variance. Then, a space-variant filter with matching variance reduction power is applied. A mathematical framework of atomic kernels is developed to facilitate stable and fast precomputing of the filter bank and kernel indexing. Recursive formulation allows using small kernel size, which makes the space-variant filter more suitable for fast parallel implementation. Despite the small kernel size, the recursive filter possesses strong variance reduction power. Filter accuracy is measured by the variance reduction against the target variance; testing demonstrated high accuracy of variance reduction of the recursive filter compared to the fixed-size filter. The proposed filter was applied to adaptive filtering in image reconstruction and edge-preserving denoising.
INTRODUCTION
We propose a new method for space-variant image filtering, where the filter kernel varies with pixel position in the image. Applications of space-variant filters include adaptive filtering, edge-preserving denoising, texture mapping [1] , and foveated coding [2] . Due to variable kernel size, Fast Fourier Transform (FFT) convolution is not applicable for space-variant filtering, and the filter has to be implemented in spatial domain. Therefore, computation time is the main concern for space-variant filters, especially for applications requiring larger kernel sizes, such as adaptive filtering or foveated coding. Note that the direct convolution method becomes prohibitively slow when the kernel is computed for every image pixel.
Previously published approaches for fast implementation of spatial domain convolution can be classified in the following groups: Integral methods [3] [4] [5] [6] , Cosine integral methods [7] , [8] , and arXiv: 1911.04992 [cs.CV] 12 Nov 2019 1 A. Zamyatin is with Analogic Corporation, Peabody, MA 01960 (azamyatin@analogic.com) Recursive methods [9] , [10] , [11] . Crow's summed-area tables [3] used for fast calculation of local sums in box filtering [12] , were later generalized by Heckbert [4] for repeated integration, a method that computes piece-wise polynomial kernels of degree ; the drawback of this approach is that the filter strength cannot be chosen arbitrarily, since is an integer. Cosine integral methods approximate the Gaussian kernel as a weighted sum of truncated Cosine functions. Recursive methods approximate a Gaussian filter as a combination of causal and anti-causal filters and require both forward and backward recursions. Even though they compute Gaussian kernels with high accuracy, both cosine integral and recursive methods do not lend themselves easily for space-variant filtering.
The main idea to accelerate space-variant filtering is to precompute a filter bank that can be used to generate kernels at each pixel. Popkin at al [13] presented a computationally efficient algorithm for smoothly spacevariant Gaussian image blurring, that uses a specialized filter bank with optimal filters computed through principal component analysis. This filter bank approximates space-variant Gaussian blurring to arbitrary degree of accuracy. The price to pay for highaccuracy Gaussian approximation is a large kernel size of 81x81 pixels and algorithmic complexity.
In this work we select a recursive approach to implement the space-variant filter with small-footprint. Even though the method is developed for arbitrary kernel size, practical applications use 3x3 recursive filters for variance reduction up to a factor of 100. In special cases, when higher variance reduction is needed, larger size filters can be employed. Similar to [13] , we precompute a filter bank, so that the convolution kernels do not have to be computed at each image point; they are selected from the filter bank and kernels can be re-used many times.
We introduce the notion of target variance and apply the recursive filter to achieve the target variance at each point. Target variance is given by the application in hand. Thus, to evaluate the accuracy of the proposed method, the measured variance in the filtered image is compared to the target variance. This accuracy metric based on target variance is different from the prior art, where accuracy is typically measured against an exact Gaussian filter. While our filter design is based on Gaussian kernels, it is not our goal to approximate Gaussian kernel as accurately as possible.
This work is organized as follows. In Section 2 we present the mathematical framework and introduce a concept of atomic kernels to simplify computation of the recursive filter. Section 3 describes implementation of the proposed approach and includes a baseline fixed-size algorithm and the proposed recursive algorithm. A special subsection is dedicated to closed form equations for 3x3 practical recursive filters. Section 4 demonstrates some applications of the proposed filter, Adaptive filter and edge-preserving image filter.
PROPOSED METHOD

Notations
Consider an image
:
. The coefficients of the kernel are denoted , with 2D index ∈ Ω. The filter coefficients must satisfy the following conditions:
The above conditions force ≤ 1 for all in Ω. With this notation, the convolved image, denoted ̂, is given by:
where " * " symbol represents the convolution operator. Denote the variance of at each point in by , and the target variance by . The scope of this work is limited to the variance reduction applications, that is, ≤ for all . With this notation, we introduce the Variance Reduction Ratio (VRR) as:
= .
(3)
Next, let be independent and identically distributed (iid) random variables. We define the Variance Reduction Power (VRP) of the filter ℎ as:
where [•] is the variance operator. We show that VRP can be computed from the kernel coefficients, according to the following lemma. Let be iid random variables defined on a rectangular domain in ℤ 2 . Let ℎ = { }, ∈ Ω, be a 2D low-pass filter satisfying conditions (1) . The variance reduction power of ℎ is given by: [ ] for all . It can shown that for square symmtric kernels computing the VRP (5) can be simplified:
where the kernel trace is defined as the sum of the elements on its main diagonal. Now that we introduced the key concepts of VRR and VRP, we can summarize our approach:
1. Given the input and target variances of the imaging task, compute the desired VRR at each sample. 2. Given the VRR at a given sample, construct a filter with VRP = VRR. 3. Apply this filter in the neighborhood of the sample to achieve the desired variance reduction. Next, we will discuss how to construct a filter with a desired VRP. For an efficient implementation, we precompute a filter bank , that spans all possible values of VRP, from least to largest. Filter bank eliminates the need to calculate kernels on the fly and allows reusing kernels at different points. For fast addressing kernels in the filter bank, the kernel index shall be directly proportional to the VRP. Also, we need to determine the smallest and largest VRP values of kernels in the filter bank, min and max .
The value min is set to 1, and it corresponds to the case when no variance reduction is applied, that is, a kernel ℎ 0 having the property that * ℎ 0 = for any image . Clearly, ℎ 0 is the delta kernel:
The value max depends on the kernel size ( = 2 + 1), since larger kernels have more power for variance reduction. For a given × kernel size, the largest variance reduction is provided by the box kernel:
It follows from (5) that max = 2 (for a rectangular
The filter bank kernels continuously span all VRP values from min to max . Next, we discuss how to compute a kernel with arbitrary VRP, min < < max . The most natural choice is to find a Gaussian kernel with given VRP. Recall the equation of the Gaussian kernel = { } centered at (0, 0) and defined on Ω:
where the ℓ 2 norm is defined by ‖ ‖ 2 2 = ( 1 2 + 2 2 ). The width of the Gaussian kernel is determined by the parameter . As increases and the kernel becomes wider, its VRP increases as well, that is, VRP is a nonlinear, monotonically increasing function of (see Figure 1 ). In general, however, there is no closed form equation between and the kernel VRP. Another difficulty is to find values of corresponding to min and max . While we can select very small (e.g., min = 0.2) that produces the delta kernel, there is no value of max that can produce the box kernel (box kernel is the limiting case of the Gaussian kernel (9) for → ∞). With sufficiently large max we can make a kernel with VRP close to max ; however, the value of max depends on the kernel size, as shown in Figure 1 . To overcome these issues of standard formulation of Gaussian kernels in terms of (9), we propose the concept of atomic kernels.
Atomic kernels
Atomic kernel of size × ( = 2 + 1), with parameter , 0 ≤ ≤ 1, is defined by the self outer product of its generating kernel given by:
For example, 1 = ( , 1, ), 2 = ( 4 , , 1, , 4 ), 3 ( ) = ( 9 , 4 , , 1, , 4 , 9 ) , etc. The size parameter is a meta-parameter that depends on the imaging task. Examples of 3x3 and 5x5 kernels are shown below: 
Note that the atomic kernel with parameter corresponds to the truncated Gaussian kernel with parameter given by:
To satisfy the normalization condition (1), needs to be divided by its sum, ‖ ‖ 1 , where the ℓ 1 kernel norm ‖•‖ 1 is defined as the sum of its elements (note that all kernel elements are non-negative by definition). Atomic kernels have the property that their sum can be computed fast as the square of the sum of elements along the middle row (or its generating kernel):
From (6) VRP of a normalized atomic kernel can be computed by adding elements along the main diagonal:
Advantage of the atomic kernels for constructing a filter bank is that they use a parameter with fixed bounds, i.e., 0 ≤ ≤ 1. Note that the atomic filter bank contains the box kernel by design.
Next, we need to compute a normalized atomic kernel (i.e., find ), given the desired VRP ∈ [ min , max ]. This requires solving equation (14) for , which involves a high-order polynomial, and analytic solution is not feasible in general (for > 3), and therefore we employ a numerical method to find the kernel parameter . Analytic solution can be found for the simplest = 3 case, where VRP simplifies to:
and the 4 th order polynomial equation can be reduced to quadratic equation and solved analytically:
for 1 ≤ ≤ max . The details of numerical solution for general cases > 3 are given in the next section.
NUMERICAL IMPLEMENTATION
Fixed size algorithm
For numerical solution of (14), we pre-compute a lookup table ( ) for an oversampled set of values (e.g., 1000 samples), 0 ≤ ≤ 1. Then, for a filter bank index , we find the corresponding value of from ( ) (10)).
Output
Armed with the pre-computed filter bank, we introduce the fixed-size space-variant variance reduction algorithm: An example of a 11x11 filter bank is shown in Figure  2 . In the next section, we test this algorithm with computer generated data.
Test 1: Gaussian noise samples
In this test we use a Gaussian random number generator to make = 200 noise samples. Each sample has 128x128 pixels, and we use the inner 100x100 block to compute variance. Each 2D sample is generated with zero mean and variance set to , where ∈ [1, ] is the sample index. That is, expected sample variance is [ ] = , but the measured noise variance varies due to the randomness of noise generation. With the input variance varying roughly from 1 to 200, we set the target variance to a fixed value = 1. We compare two filter banks of sizes 7x7 and 11x11. Figure 3 plots the measured sample variance and the filtered sample variance ̂. To improve accuracy of the variance measurements, we repeat this test 100 times, and average the results. These plots are shown in Figure 4 . Figures 3-4 demonstrate the accuracy of the proposed approach. For both cases, 7x7 and 11x11, filtered sample variance is very close to the desired target variance, up to the limit of maximum VRP. The main issue of the fixedsize approach is that the kernel VRP is limited by the kernel size, as shown in Figure 4 . This prompts selection of larger size kernels, which greatly increases computational burden, especially if majority of work is done by smaller-size kernels. In the next section, we discuss a recursive approach that overcomes issues stated above. 
Recursive Implementation
As we discussed above, of all kernels in the filtering chain, the box kernel provides the maximum VRP. Therefore, the maximum VRP at iteration is given repeatedly applying the box kernel times. As discussed in the Introduction, the repeated box filter was proposed by Heckbert [6] , who also proposed a term selective image filter. However, the problem of this approach is that VRP cannot be chosen arbitrary. In the proposed recursive implementation, we improve the repeated box filter algorithm to achieve the desired variance reduction. Denote by the box kernel defined on Ω (8), and by the repeated box kernel : = * … * ⏟ times For completeness, the set of can be augmented with the delta kernel, i.e., 0 = ℎ 0 (7) .
The main difficulty of recursive implementation is that successive application of a convolution kernel does not bring the same variance reduction power as the first iteration, that is (ℎ 1 * ℎ 2 ) ≠ (ℎ 1 ) (ℎ 2 ). Table 1 lists maximum variance reduction with number of iterations ( max ( ) ) for 3x3, 5x5, and 7x7 box kernels. From Table 1 , the total variance reduction at iterations can be approximated by a simple model:
from which the number of iterations can be easily estimated, = ⌊ max ⌋. Here ⌊•⌋ notation represents the integer floor function. Here last is the VRP at the last iteration, and it can be approximated by last = − max = mod max . In this work, however, we describe an exact approach to perform recursive filter to achieve the target variance reduction. In terms of the VRP definition in Section 2.1, the VRP of the filter ℎ at iteration is defined by:
This is consistent with non-iterative definition (4) with = 0. Note that max
We also define the incremental Variance Reduction Power (iVRP) of the filter ℎ at iteration as: . (20) Note that given iVRP ℎ ( ) we can easily compute the full VRP at iteration : where min ( ) = max ( −1) . Note that each successive iteration has smaller iVRP than the previous iteration.
Atomic kernel at iteration is defined as ( ) = ( ) ⊗ ( ) , with the generating 1D kernel ( ) ( ) given by: ( ) ( ) = 1 * ( ), where 1 is the 1D box kernel repeated times. Similar to (14) , we can compute VRP of the atomic kernels at iteration : Figure 5 . Incremental variance reduction power for 3x3, 5x5, and 7x7 recursive filter banks for the first 3 iterations. VRP for iteration 4 and higher overlap with Iteration3 plot. Figure 5 plots VRPs (5) for 3x3, 5x5, and 7x7 recursive filter banks for the first 3 iterations. This illustration shows filter bank differences between iterations. On the other hand, after iteration 3 the filter bank does not change significantly and can be re-used for further iterations. In general, the recursive filter idea can be summarized as follows: 
Closed form equations for the 3x3 atomic kernel
For the simplest atomic kernel 1 (11), we can derive closed-form equations for computing the 3x3 filter bank, which eliminates the need for precomputed lookup tables. We provide equations for the first three iterations; as our numerical results show, the filter bank remains almost constant after the third iteration and can be reused. From (22) , the VRP of 3x3 atomic kernel at the first 3 iterations is computed by:
(1) = (1 + 2 ) 4 (1 + 2 2 ) 2 (23) (2) = 9 2 (1 + 2 ) 4 (3 + 8a + 8 2 ) 2 (24)
(3) = 81 2 (1 + 2 ) 4 (19 + 64a + 58 2 ) 2 (25)
Solving the 4 th order polynomial equation for , we can find a closed form solution for computing an atomic kernel parameter with given VRP : for min (1) < ≤ max (1) .
(2) = − 32 − 162 + √6 (81 − 13 ) 324 − 58 , = √ , (28) for min (2) < ≤ max (2) .
Algorithm 2C: Filter bank for 3x3 recursive filter 1. For iteration < 3:
1.1. Compute min ( ) , max ( ) (see (22) and Table 1 
Test 1 with recursive filters
To verify our implementation, we repeat the Test 1 with 3x3, 5x5, and 7x7 recursive filters. Figure 6 shows comparison of 7x7 and 11x11 fixed-size filters with the 5x5 recursive filter. As expected, recursive filter power is not limited by the kernel size, and the filtered sample variance is very close to the target value for the full range of input variance. Similar results on the Test 1 were obtained with 3x3 and 7x7 recursive filters. Figure 7 shows the number of iterations as a function of target variance reduction ratio. 
Test 2: Poisson distribution
Poisson distribution is used widely in imaging to describe data statistics [14] . In this test we simulate =100 Poisson distributed noise samples to evaluate variance reduction performance of the proposed approach. Similar to Test 1, sample size is 128x128, and each sample is generated with linearly increasing Poisson parameter ∈ [ , ], with = 10, = 1000. Simulated imaging task requires taking logarithm, and the target variance is given for the afterlog domain. The expected mean and variance of the samples before log are given by = = , and the after-log variance can be estimated by the formula: = 2 = 1 . The target variance for each sample is set to = 1/ . Log transform results in low-count samples having significantly higher after-log standard deviation than high-count samples. Figure 8 . Before-log and after-log noise sample statistics with Poisson distribution. Note that before-log variance is plotted along the left vertical axis, and after-log standard deviation is plotted along the right vertical axis. Figure 8 shows expected and measured variance of noise samples before log, as well as expected and measured standard deviation of noise samples after log. Note that filtering step is applied before log to preserve sample means. Figure 9 . Filtered sample after-log variance for Test 2 data. Fixed-size filters deviate from target variance. Recursive filter shows good accuracy even with smallest 3x3 kernels. Figure 9 shows after-log sample variance after applying the proposed filter. It compares 3x3 and 7x7 fixed-size filters with 3x3 recursive filter. This result shows that the proposed recursive filter is capable of strong variance reduction at low Poisson counts and provides accurate result close to the desired target value.
APPLICATIONS
Notes on performance optimization
The key performance characteristic of the recursive filter is the kernel size. Larger size kernels provide "higher quality" filtering; however, there are two aspects to consider when increasing the kernel size. First, the number of computations goes as a square of the kernel size, 2 . Second, the memory access becomes less sequential. For example, a 3x3 kernel accesses only the two adjacent rows of each pixel, while 11x11 kernel needs to access up to 5 rows in each direction. Modern parallel computing devices, such as GPUs, allow massively parallel execution of small computing tasks (kernels), and it is the memory access pattern that becomes the bottleneck of the computation speed. Therefore, objective assessment of algorithm performance is a very difficult task, it largely depends on the device architecture, framework (e.g., CUDA or OpenCL), and optimizations of the algorithm (e.g., using local vs. global memory).
Filter bank size, the number of kernels in the filter bank, is not of critical importance. Modern devices have sufficient memory to store thousands of kernels without any penalty on throughput. Kernel access time during runtime also does not depend on filter bank size.
The proposed recursive filter is implemented in Python with OpenCL API [15] . No specific optimizations were done in the code. The applications below are using 3x3 filter banks.
Variant Adaptive Filter for Computed Tomography
Adaptive filter is used in Computed Tomography (CT) to reduce effects of photon starvation [16] [17] . We use computer simulation to evaluate the proposed recursive filter for CT. Simulated system has 1000x64 detector with 600mm radius, 50° fan angle, and 1000 views per rotation. Let denote the attenuated count, where is the detector index. Similar to Test 2, the afterlog variance is given by = 1 . We apply the recursive filter before log transform to achieve uniform variance in the post-log data, i.e., variance not exceeding a certain target value . VRR is computed by = (3). In the following simulation, we used parameters 0 = 10 6 (nonattenuated count) for standard dose simulation and 0 = 10 5 for low dose simulation, and = 0.001. CT data is generated for numerical shoulder phantom, with elliptical objects described in Table 3 . Figure 10 shows result of variant adaptive filter application to the low dose CT data. 
Edge-preserving image filter
For the edge-preserving denoising filter evaluation, we use a numerical head phantom [18] image. Edges are detected by computing the variation ‖∇ ‖ 2 , where ∇ is the image gradient. We assume a uniform input image variance, 0 . VRR is computed by dividing by image variation, to reduce variance reduction near the edges:
An example of edge-preserving VRR is shown in Figure 11 . To achieve stronger edge-preserving performance, VRR can be computed following the Perona-Malik equation [19] :
Note that there are several approaches to estimate the input image variance, 0 [20] [21] [22] [23] . The advantage of the proposed approach over the traditional edge-preserving filters (e.g., [19] ), is that its variance reduction is not limited by a single iteration, and image variance does not need to be estimated at each iteration. The result of edge-preserving recursive filter with VRR given by (29) are shown in Figure 12 , and results with more aggressive VRR given by (30) are shown in Figure  13 . 
CONCLUSIONS
The proposed method reduces non-uniform sample variance to the pre-determined target values, provided that the input variance can be estimated. The filter can equalize variance of the non-stationary signal, or vary filtering strength based on image features, such as edges, etc., as shown by applications in Section 4. The proposed space-variant filter approach has the following features: • Good accuracy of variance reduction assessed at the desired target variance level.
• Strong variance reduction power, not limited by the kernel size. • Small kernel footprint, suitable for parallel implementation.
Another novel feature of the proposed approach is the formulation of atomic kernels, that simplifies the structure of the algorithm. For the simplest form of atomic kernels, a closed-form solution was found. Atomic kernels have the following advantages:
• Continuously span the kernel space from delta kernel to the box kernel, including both. • For any atomic kernel ( < 1), there is a corresponding truncated Gaussian kernel (12) with exactly same coefficients. • Faster computation of kernel coefficients than Gaussian kernel (compare (9) and (10)). • Kernel sum (or sum of squares) can be computed fast from generating kernel , reducing the 2D summation ( ( 2 ) operations) to 1D ( ( ) operations). Note that the concept of atomic kernels is very general, and atomic kernels can be used anywhere the traditional Gaussian filters are used to simplify analysis of variance reduction and reduce computation time. Currently we are investigating anisotropic atomic kernels in the form of ( )⨂ ( ).
