We present the Word importance-based similarity of documents metric (WISDM), a fast and scalable novel method for document similarity/distance computation for analysis of scientic documents. It is based on recent advancements in the area of word embeddings. WISDM combines learned word vectors together with traditional count-based models for document similarity computation, eventually achieving state-of-the-art performance and precision. The novel method rst selects from two text documents those words that carry the most information and forms a word set for each document respectively. Then it relies on an existing word embeddings model to get the vector representations of the selected words. In the nal step, it computes the closeness of the two sets of word vector representations, t into a matrix, using a correlation coecient. The presented metric was evaluated on three tasks, relevant to the analysis of scientic documents, and three data sets of open access scientic research. The results demonstrate that WISDM achieves signicant performance speed-up in comparison to state-of-the-art metrics with a very marginal drop in precision.
INTRODUCTION
The number of research papers published on a daily basis today is unprecedented. Just within one eld such as machine learning more than 1M papers have been published to date and around 40 000 new papers are published every year. (A search with "machine learning" on the CORE research database [18] yields 1 004 747 articles -last accessed 2017-04-28 -out of which about 40 000 are from 2016 and that is just open access content.) As a consequence, researchers can at best keep track of a rather small sub-domain by continuously following that area. This makes it hard for people new to the eld to get a general understanding of the topic based on the most eminent research results. An even bigger challenge arises when trying to connect new ndings across area borders.
To tackle this problem, researchers in the elds of natural language processing (NLP) and information retrieval (IR) have been working for several years on generating methods for analysis of documents, potentially enabling researchers to gather the most relevant tens to hundreds of documents. This analysis includes solving not only problems such as Nearest Neighbour Search (NNS), but also topic prediction, document distance calculation, ltering tasks (classication of documents as relevant/not relevant), etc. This is needed, because in many cases users need guidance to the end result as they do not know from the start which exact parameters to look for. All of these tasks can be addressed with computation of a similarity or distance metric between documents.
A usual rst step in computing textual similarities is building a representation of the text in some mathematical form and then, based on this representation, computing the distance or similarity between the documents. Depending on the type of textual representation we can distinguish between three types of document similarity methods existing in the literature -count-based, probabilistic and embeddings-based. Traditionally, textual representations are created using count-based methods such as TF-IDF [17] , or Latent Dirichlet Allocation (LDA) [5] . More recently neural word embeddings have become the state-of-the-art, where representations are learned by a neural network [4, 13] . As presented in the literature, these neural representations perform generally better on a wide range of tasks compared to count-based methods [3] . The countbased methods are usually simpler than the rest and require less computational resources, but are also less accurate in terms of precision. Probabilistic approaches are mainly targeting classication tasks or topic predictions. That is why they are not very well suited for as large variety of tasks as required for narrowing down the existing scientic literature to the few documents addressing the researcher's problem. Finally the embeddings-based metrics are more complex, require training time, and more computational resources, but yield much better results [2, 11] .
Another categorization of existing methods is based on their reliance on human supervision (supervised) or on learning the representation just by reading the text (unsupervised). Supervised methods are based on a denitive ground truth, meaning that for each document (maybe sometimes for each embedding) there has to be a label associated with it. In the ambiguous context of humangenerated text, this manual labelling inevitably introduces some degree of subjectivity. Additionally, the creation of larger evaluation sets may result in a considerable and often even unfeasible amount of work. For a corpus the size of 70M+ documents [18] , it is required that at least 3.5 million documents be labelled with their respective ground truth. This compromises the scalability of such metrics, essentially making them not feasible for large data sets such as the ones discussed. Nevertheless they can be a vital part of evaluating the quality of an unsupervised metric and play an essential role in their development.
In this work we present the Word importance-based similarity of documents metric (WISDM). WISDM is an embed-dings-based method that benets from the simplicity and eciency of a TF-IDF model to optimize the document similarity computation by keeping the quality of the results on par with the state-of-theart embeddings methods, while showing signicant performance improvements and memory usage reduction. Although WISDM can take advantage of human-curated labels and in this way become a supervised method, this work will focus on its unsupervised version and leave its supervised extension for future work. The evaluation of the method is focused on measuring precision and eciency. It applies as a baseline two embeddings-based state-of-the-art metrics, namely SIF [2] and WMD [11] together with WISDM on an NNS task, on a topic prediction task, and on a ltering task. As main data set, a subset from the CORE database [18] with about 1.2M document abstracts is used. Additionally two subsets of the main data set are formed containing human-assigned labels generated by the Iris.ai AI training community.
The rest of the paper is organized as follows: Section 2 discusses the state-of-the-art and the selection of the two baseline metrics. In Section 3 we present the WISDM in more details. Section 4 describes the evaluation framework, the tasks, and the results for the conducted experiments. Finally, Section 5 concludes the paper.
RELATED WORK
In the following section we will present the related work around the dierent categories of document similarity methods and their relation to the current work.
Probabilistic methods such as perplexity measure are some of the oldest methods for evaluating language models. They have been widely used for years although studies show that the correlation between perplexity and human judgment is quite low [7] . The reason is that this unsupervised quantity can easily be computed for a given word sequence. In formal terms it is dened (cf. [6] ) as the inverse probability of the given word sequence occurring in the test set, normalized by the number of words. More specically, the perplexity of the word sequence w 1 . . . w N is dened as:
In recent years, LDA [5] has become a widely used method for topic prediction and modelling. However, it has not produced signicant results in terms of document distance computation, which is one of our target tasks.
Count-based methods such as TF-IDF continue being popular for the same reason -because of their simplicity and computational eciency. However they are usually not used as a standalone method, because their results do not achieve high enough precision. Instead they are applied in combination with others as presented in the paper [2] by Arora et al. WISDM is inspired by these methods and is designed to take advantage of the TF-IDF scheme to reduce the amount of computations necessary for computing a document similarity.
Nowadays, neural network based methods for computing word embeddings have become the basis for several methods addressing the task of computing distances between pieces of text (sentences, paragraphs, and beyond) [12] . Two particular methods show stateof-the-art results outperforming both count-based and probabilitybased methods and also other neural network based methods when used for sentence/ paragraph/ text similarity computations -Word Mover's Distance (WMD) [11] and Smooth Inverse Frequency (SIF) [2] .
The rst method, WMD, is an unsupervised method for computing the distance between text documents. This distance function relies on the availability of word embeddings and an (unlabeled) corpus C of documents. On a high level, the WMD between documents d 1 , d 2 quanties the minimum distance that the words of d 1 need to "travel in order to be transformed into" the words of d 2 . This approach is rather complex and requires signicant computational resources as noted by the authors, especially in the case of long texts and a corpus vocabulary containing a large number of unique words. Unfortunately in the scientic context we both have large texts and vocabulary richer than in many other cases (for example news or general English). The reason to mention WMD in this section though is that it shows very good results in terms of precision compared to other methods. Furthermore it has a supervised extension (S-WMD) [10] that allows the WMD to take advantage of labelled data if available. In that regard, WISDM is inspired by WMD and designed to accommodate supervised data as well.
The authors of the second method, SIF, developed an unsupervised algorithm which learns high-quality vector embeddings of sentences from a given corpus. The algorithm relies on the availability of word embeddings (computed via word2vec [13] or GloVe [14] on an unlabeled corpus such as Wikipedia), an (unlabeled) corpus C of sentences, and (estimated) frequencies p(w) for each word w in C's vocabulary. The word frequencies p(w) are used to dene smooth inverse frequencies (SIFs). The sentence vectors are built by computing rst a SIF-weighted average of the word vectors, and subsequently subjected to a modication based on PCA/SVD. If a corpus of documents (instead of sentences) is available, this same scheme can be applied in order to learn vector representations for the corpus documents. This approach is signicantly simpler than WMD and achieves similar precision results with less computational resources, which makes it a tough to beat baseline for document distance computation as stated by the authors.
The current work is inspired mainly by the last two approaches, but is focused on computational eciency by taking advantage of the simplicity and eciency of the count-based TF-IDF model. The idea is to maintain on par precision with WMD and SIF and at the same time reduce the computational time and memory consumption. This will enable development of tools on top of it that can help researchers operate with corpora of tens of millions documents and be able to solve NNS tasks, topic prediction tasks and other ltering tasks within a reasonable amount of time without the necessity of having a super computer.
METHOD
The current section has the purpose of objectively presenting the WISDM method for computing document similarity.
Overview
The Word importance-based similarity of documents metric is constructed out of two major components -the rst component is a TF-IDF model, and the second component is a word2vec model. The TF-IDF model is used to score the words/phrases in the document and select the keywords/key-phrases (key-tokens 1 ). The nal document representation is a matrix of the document's key-tokens' representations, where each row in the matrix is the word2vec embedding of the corresponding key-token. To compute the distance between two documents d 1 and d 2 WISDM uses the RV coecient [16] between the document representations of the corresponding documents.
Mathematical and algorithmic framework
Let us rst give a high level explanation of the key-tokens selection. When given a text document d, it is rst tokenized into word/phrase tokens, then each token is scored by TF-IDF and is thus assigned a token importance score. After that, all the tokens with an importance score above a certain threshold (key-tokens) are selected to represent the document.
Suppose now that d 1 , d 2 are two given documents. For i = 1, 2, let w i 1 , ...,w i n i denote the key-tokens in d i and assume they are all covered by the available word2vec model.
The WISDM measure of similarity between d 1 , d 2 is computed as follows:
(1) Form document matrix. For j = 1, 2, let j 1 , ..., j n j be the (k-dimensional) word2-vec embeddings corresponding to w j 1 , ...,w j n j , and introduce the following document representative matrices:
(2) Compute document similarity.
Compute the similarity between d 1 , d 2 by computing the RV coecient
where, if A, B are two matrices with the same shape, then
EVALUATION
This section presents the framework for comparing WISDM against the (selected) baseline methods and the nal results. The section starts with a presentation of the evaluation tasks and measures.
Next the data sets are described and the experimental setup is formalized. Finally, the section is concluded with the results.
Evaluation tasks and measures
After a model for distance computation between two documents has been trained, we need to test and evaluate its performance and accuracy according to the three tasks dened in Section 1. In order to evaluate the quality of the method on a test document corpus C t and be able to draw conclusions, we will use supervised metrics specically adapted for each task. We will describe each task setting and labeling information within the corresponding task denition. The rst task is topic prediction (TTP). It has the goal of predicticting a topic label for a given document d. Our supervised metric l will have a predened label for each document as the ground truth. In more formal terms:
• Suppose the labeling information on C t is available in the form of classication, i.e. in the form of a function l on C t which classies each d 2 C t as belonging to exactly one of nitely many classes. Then, the distance-computing mechanism and a kNN majority decision rule [8] is used to predict a class for each d 2 C t . Ultimately, we wish to compute the agreement between the ground-truth class labels from l and the predicted class labels for all documents in C t .
The second task is document ltering (TF), which has the goal of deciding whether a document d 1 is relevant or not to a base document d. The supervised metric rnr (d) assigns a binary label to each document in C t based on its relevance to d. In more formal terms:
• Suppose the labeling information on C t is available in the form of the following two sets for each document Finally, the third task (TKNN) aims to nd the k-nearest neighbours (kNN) of a document d. Generating a supervised metric, where each document is labelled with its k-nearest neighbours, even for smaller (k=2 or 3) is rather dicult and not scalable. Instead we used a human-labelled data set, where each document is annotated with keywords based on human judgment. We utilize those keywords to dene a true distance between d 1 and d 2 . At the end we expect that the kNN found by the metric under evaluation will overlap with the kNN identied by the true distance metric. In more formal terms:
• Suppose the labeling information on C t is available in the form of human-provided keywords {w d j } i j=1 for each d 2 C t . We can construct a vector representation 2 R M of each d 2 C t based on the keywords, where the vector's size M is the number of unique words in the vocabulary of the annotations. The entries of are 0 or 1 based on whether the corresponding word is a keyword in d or not. This can subsequently be used to compute the distance between two documents using the vectors' cosine distance. At the end we compute the distances for the kNN found by the metric under examination for d and we expect the so dened true distance to produce overlapping results.
After presenting the metrics and measures we used in the experimental setup, let us look at the data sets on which we applied those metrics.
Data sets
For the purpose of evaluating WISDM we will be using three different subsets of the CORE database which have been labelled as formally described in Section 4.1. The properties and sizes of the data sets are presented in Table 1 . Each of the four data sets consists of a number of paper abstracts as per the Num of docs column. An average document length for each set is shown in the next column. The last column marks the task for which the data set is used. The fourth data set, listed in Table 1 , is used for training the word2vec model which is the foundation for all three methods under evaluation. As presented it is unlabelled and contains 4.5M+ documents.
The next subsection will present how these data sets are used together with the dened metrics in Section 4.1.
Experimental setup
In this section we will describe rst the software and hardware setup for evaluation and then the experimental setup per task.
All experiments were conducted on an Amazon AWS EC2 instance of type m4.4xlarge [1] . Essentially a 2.4 GHz Intel Xeon E5-2676 v3 (Haswell) physical CPU with allocated 16 vCPUs for the machine and 64GB of RAM. However, when running an experiment we used the taskset Linux command to limit the execution on just a single CPU. For performance measure we use CPU clock and wall time and for memory usage we use the VmSize property of a Linux process. In order to ensure a setup as close as possible, all three models share the same word2vec model, trained on DTrain with a vocabulary that consists of 415 457 unique word tokens.
For the software setup and further experiments we had to select a value for the only hyper-parameter of WISDM. Figure 1 shows the relation between and the average number of words per document selected by the method's TF-IDF component. The fewer number of words are selected the better the performance becomes. On the other hand selecting more words is supposed to increase the precision, but for our experiments selecting < 0.1 leads to very little or no improvement to the precision and only degrades the execution time. Therefore we selected = 0.1 for the conducted experiments. Figure 1 illustrates that this selection result in an average of 35 selected words per document. Given the average length of documents from Table 1 that means only between 11% to 14% of all words are kept for comparison. In order to illustrate how changing aects processing time and precision, in Appendix A we attach results from experiments with dierent values for on the document ltering task. Although those results give perspective, the tuning procedure, that allows selection of one value of , which performs well on a variety of tasks, is not the focus of this work, but is left for future work instead.
Each task has a dierent setup based on the respective data set and precision measures. For the TTP task we used a random subset of 1400 documents from DLarge and for each document d from this subset retrieved the kNN by computing the distances to the remaining 1399 plus a comparison to itself to ensure that all metrics are executing properly. Eventually this resulted in 1 960 000 comparisons. In this setup k = 10. The number of documents was chosen to simulate a situation where one has to process a query against a corpus of approximately 2M documents and return the top 10 results, which requires approximately the same number of comparisons. The reason not to randomly select one document and compute the distances to all other documents is that it takes a substantial amount of time to run one experiment, and lots of experiments are needed to generate statistically representative data without any biases. To tackle that we computed the same number [9] ). The second version (TF2) was carried out according to the following protocol:
• Fix a threshold . We used the mean distance between the documents in Drnr .
• Form the collection of document pairs
It consisted of 3304 document pairs.
• Apply the following -threshold decision rule to each of the above-constructed document pairs: if the distance between
, and otherwise should be in D (d) Finally, the precision of these -threshold predictions is calculated and reported.
The experimental setup for the TKNN consisted of computing all the distances in DKey and getting the k = 10 neighbours for a given document d with the metric under evaluation. Then using all the labels we computed the true distance, which is made a baseline for further comparison. After that we match the kNN generated with the two metrics and nally report the precision as the percentage of all documents that have at least one overlapping neighbour.
This concludes the experimental setup. The next subsection presents the reported results from the conducted experiments. The focus is on precision, clock CPU time (CCPU), and wall CPU time (WCPU) for each task. Additionally we measure the memory consumption for the TTP task since it is the only more memory intensive task.
Results
The results are presented in the following order: rst starting with the TTP task results, following with the TKNN task results and nishing with the TF tasks. The section is concluded with a short discussion and results summary. Table 2 shows the properties measured following the experimental setup for the TTP task. The precision measures are all within 3% and all above 80%, which means that all three methods managed to predict the topic of a given document well, based on the kNN rule. The times reported on a single CPU are between approximately 3.6 hours for WISDM and 13.6 hours for WMD. The memory consumption is also the lowest for WISDM (2.5GB) and the highest for WMD (13.5 GB). Next, Table 3 reports the results from the TKNN experiments. The kNN computation for each metric is being reused from the TTP task (DKey is formed from the 1400 documents used for TTP). We already demonstrated for TTP how much time is necessary to compute 2M comparisons for a real life kNN scenario. In this experiment the focus is on evaluating precision. As stated in Section 4.3 evaluating kNN objectively and fairly using a supervised metric is a hard task, which explains the drop of precision for all metrics. The results of WISDM are above 75% and within less than 3% boundary for precision against the top metric, which in this case is SIF. The more signicant drop in WMD precision could be explained with the fact that at the core of the baseline metric are keywords, which makes it more similar in nature to SIF and WISDM than to WMD. Also WMD relies solely on the quality of the underlying word embeddings model, whereas SIF and WISDM with their TF-IDF based schemes could compensate better for any imperfections or aws in the word embeddings.
In Tables 4 and 5 are presented the results from the TF task. The rst experiment TF1 is based on triplet comparison for the documents d in Drnr that have both non empty set D + (d) and D (d). The results show similar dierences in precision keeping all results within 3%. In terms of performance a consistent big gap starting from 48.12s for WISDM and ending at 89.29s for WMD can be observed. The improved precision compared to other tasks comes from the well-dened data set which predisposes for easy annotation. The second experiment TF2 required more distance computations which resulted in a higher processing time but still kept the proportions and order of methods the same. However, the precision for this task dropped, mainly because the denition of the threshold assumes that the annotators can linearly separate the documents into positive and negative data sets, which during annotation might not always hold true. Also WMD in this experiment performs the worst. A possible explanation could be the fact that the other two methods are based on correlation functions which yield results as probability of similarity. That gives a more natural threshold of around 0.5, whereas for WMD the mean value does not have the exact same meaning.
The results reported in the previous section show a consistent speed-up of WISDM in comparison to the other models -from 20 to 50% compared to SIF on all tasks and from 45 to 75% compared to WMD. WISDM also shows better management of resources presenting possible capabilities for processing of online streams of data. But more importantly it manages to keep the margin for the precision of up to 3% from the best method, which is a really small trade-o considering the reported performance.
As a nal remark, we carried out additional experiments with two other distance-computing mechanisms on the ltering task TF1. We wanted to compare WISDM with metrics that are even simpler and faster in the hope of highlighting its advantages and disadvantages. The rst distance-computing mechanism represented each document as a vector of its words' TF-IDF scores (cf. Appendix A.1 of [2] and Subsection 2.4 of [15] ). The second one represented each document as a TF-IDF-weighted sum of its words' word2vec representations (cf. Subsection 2.2 of [15] ). In either case, the distance between two given documents was computed as the cosine similarity between the documents' vector representations. While these two additional distance-computing mechanisms required less computational time than WISDM (15 to 16% speed up with very minor dierence between the two approaches), the precision achieved was 67.1% for the former and 64.3% for the latter. This precision drop is signicant compared to the other three metrics. Also their precision was not high enough to be considered acceptable for the TF1 task. For that reason we did not pursue further investigation and experiments on the other tasks.
CONCLUSION AND FUTURE WORK
In this work we presented the Word importance-based similarity of documents metric (WISDM). It is an embeddings-based metric, which takes advantage of a TF-IDF model to reduce the amount of words used for computing the distance between two text documents. WISDM was evaluated on three dierent tasks with three dierent data sets, all in the context of researchers' problems when analyzing scientic articles. During the evaluation, it was compared to two state-of-the-art methods -SIF and WMD. As results demonstrate, WISDM managed to outperform them by a signicant margin with only a minor compromise on precision.
For future work the authors will continue following three different directions. The rst one is to formalize the mathematical framework around the complexity of the algorithm and the tuning mechanism of . The second one is to develop a version of WISDM that can be executed on GPUs. Since WISDM is based on matrix algebra, it is reasonable to utilize GPUs at least for computationally intensive tasks (such as nding a given document's k nearest neighbours). Finally an attempt will be made to improve the metric's precision without compromising the performance. One approach could be using pre-processing techniques such as lemmatization. Preliminary results already show that a 3% precision gain could be achieved at the cost of a 3% performance loss. However, more experiments have to be conducted and other necessary information need to be gathered -such as memory consumption. Another approach for improving precision could be developing a supervised extension of WISDM which will utilize (human-provided) labeling data for document distance computations.
Appendices A THETA EXPERIMENTS
This appendix presents the results from hyper-tuning experiments conducted on the TF1 task with varying parameter for WISDM. The setup for the experiments was kept as described in Section 4.3. Figure 2 displays a 3D graph representing the relation between , time for execution of all comparisons needed for TF1 and resulting precision. The highlighted point on the 3D line refers to the experiment of WISDM on TF1 task presented in Section 4.4. As it can be seen, when increases the time for execution drops due to smaller amount of words selected, but as expected the precision also drops because by selecting very few words important information could and is omitted. Furthermore with approaching 1, as it can be seen on Figure 1 , the average words selected per document are approaching 1 as well, which makes the comparison between two documents equal to the comparison of the word vectors of two words one from each. This explains on Figure 2 the signicant precision drop when is approaching 1. More concretely the precision on the 3D graph drops from maximum 88% at = 0.3 to 50% at = 1, where the time drops with around 20% throughout the examined range. In the future more work needs to be done to justify the processes happening in the range [0.05, 0.35] and describe the reasons for the drop of precision at = 0.15 and signicant increase at = 0.3. The intuition is that having too many words may introduce too much noise to the comparison between the documents and reduce the precision and too few might miss important information, which means the right equilibrium has to be found and mathematically justied. 
