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1 INTRODUCTION
The subject of this dissertation is unitary relations between Kreı˘n spaces. As is well
known, unitary operators between Hilbert spaces are bounded everywhere defined
isometric operators with bounded everywhere defined inverses. I.e., if {H1, (·, ·)1}
and {H2, (·, ·)2} are Hilbert spaces, then U is a unitary operator from {H1, (·, ·)1}
to {H2, (·, ·)2} if and only if ranU = H2 and
(f, g)1 = (Uf, Ug)2, ∀f, g ∈ domU = H1.
Unitary operators between Kreı˘n spaces were initially introduced as everywhere de-
fined isometric operators with everywhere defined inverse, see (Azizov & Iokhvi-
dov 1989: Ch. II, §5 and the remarks to that section). I.e., if {K1, [·, ·]1} and
{K2, [·, ·]2} are Kreı˘n spaces, then U is a unitary operator between {K1, [·, ·]1} and
{K2, [·, ·]2} if and only if ranU = K2 and
[f, g]1 = [Uf, Ug]2, ∀f, g ∈ domU = K1.
Such unitary operators, which are here called standard unitary operators, are closely
connected to unitary operators between Hilbert spaces. In particular, they behave
geometrically essentially the same as those unitary operators. R. Arens (1961)
introduced an alternative, very general, definition of unitary relations (multi-valued
operators): a relation U between Kreı˘n spaces is unitary if
U−1 = U [∗],
where the adjoint is taken with respect to the underlying indefinite inner products,
cf. Yu.L. Shmul’jan (1976) and P. Sorjonen (1980). Note that all standard uni-
tary operators satisfy the above equality. With this definition unitary relations are
closed, however, they need not be bounded nor densely defined and they can be
multi-valued. Therefore their behavior differs essentially from Hilbert space uni-
tary operators.
Example 1.1. Let B be a closed relation in the Hilbert space {H, (·, ·)} and on H2
define the indefinite inner product < ·, · > by
< {f, f ′}, {g, g′} >= i [(f, g′)− (f ′, g)] , f, f ′, g, g′ ∈ H.
Then {H2, < ·, · >} is a Kreı˘n space and U defined on H2 as
U{f1, f2} = {Bf1, (B∗)−1f2}, f1 ∈ domB, f2 ∈ ranB∗
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is a unitary relation in {H2, < ·, · >} with kerU = kerB × mulB∗ and mulU =
mulB × kerB∗. Clearly, U has closed domain (and range) if and only if B and
B−1 have closed domain. Moreover, U is a unitary operator with a trivial kernel if
and only if kerB = {0} = mulB and domB = H = ranB. In particular, if B
satisfies the preceding conditions, then U has an operator block representation:
U =
(
B 0
0 B−∗
)
,
where the representation is with respect to the decomposition H⊕ H of H2.
Motivation
The motivation for the present study of unitary relations between Kreı˘n spaces
comes from the extension theory of symmetric relations in Hilbert and Kreı˘n spaces.
Therein unitary relations naturally appear, although usually under a different name.
In particular, this work was motivated by the rediscovery of J.W. Calkin’s 1939 pa-
per on extension theory by V. Derkach, the recent investigations of extension theory
in connection with partial differential equations by J. Behrndt and M. Langer, see
(Behrndt & Langer 2007), and by the recent papers of V. Derkach, S. Hassi, M.
Malamud and H.S.V. de Snoo where unitary relations between Kreı˘n spaces ap-
peared in the setting of extension theory, see (Derkach et al. 2006; 2009). In order
to make this motivation more concrete, a short overview of the extension theory
of symmetric relations is presented. This overview at the same time shows how
unitary relation appear/can be used in a more practical setting.
Maximal symmetric extensions of (unbounded) symmetric operators in (separable)
Hilbert spaces have initially been studied by J. von Neumann in the late twenties.
He used the Cayley transform to obtain a formula which expresses the domain of
the adjoint S∗ of a symmetric operator S in terms of the domain of the symmetric
operator and its defect spaces:
domS∗ = domS + {fi : (S∗ − i)fi = 0}+ {f−i : (S∗ + i)f−i = 0},
see (von Neumann 1930: Satz 29). The above expression is now known as the
von Neumann formula and has formed the basis for the early investigations of ex-
tensions of symmetric operators. In particular, J. von Neumann showed that the
defect numbers of a symmetric operator, which can be defined by means of the von
Neumann formula, characterize which type of maximal symmetric extensions an
(unbounded) symmetric operator has.
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Motivated by questions connected with selfadjoint realizations of partial differen-
tial equations, cf. Example 1.5 below and see (Calkin 1939b), the investigations
of maximal extension of symmetric operators was continued by J.W. Calkin almost
a decade later. As the main tool in his investigations J.W. Calkin introduced re-
duction operators for the adjoint of symmetric operators (in Hilbert spaces), see
(Calkin 1939a); these operators can in fact be interpreted as unitary operators be-
tween Kreı˘n spaces, see (Hassi&Wietsma 2012: Proposition 2.7). For instance, us-
ing bounded reduction operators an elegant and complete description was given for
all the maximal symmetric extensions of a symmetric operator, see (Calkin 1939a:
Theorem 4.1); that result would only later be rediscovered, see (Gorbachuk & Gor-
bachuk 1991). Moreover, using unbounded reduction operators J.W. Calkin studied
maximal extensions of a symmetric operator whose graph is contained in a dense
subspace of the graph of the adjoint of the symmetric operator; this is a problem
which naturally occurs in connection with partial differential equations. As in the
case of bounded reduction operators, he showed that there are two possibilities:
Either each maximal symmetric extension of a symmetric operator has the same
defect numbers or there exist maximal symmetric extensions with ”arbitrary” de-
fect numbers. J.W. Calkin also investigated the structure and mapping properties
of reduction operators. Of particular interest is his domain decomposition of such
operators, see (Calkin 1939a: Theorem 3.5); that decomposition is the central result
in the aforementioned paper.
The parametrization of selfadjoint extensions of symmetric operators resurfaced
in the book of N. Dunford and J.T. Schwartz (1963). Recall therefore that one
can associate to ordinary differential equation a symmetric operator, the so-called
minimal operator, and that its adjoint is called the maximal operator. Wanting to
apply the spectral theory of selfadjoint operators to this setting, they needed to
describe the selfadjoint restrictions of the maximal operator. This they in fact did
by means (of systems) of so-called boundary values for the maximal operator, see
Example 1.2 below.
Example 1.2. In the Hilbert space L2(ı), where ı = [0, 1], consider the following
differential expression
(`f)(x) = f ′′(x) + f(x), x ∈ ı.
To study this differential equation, a maximal and minimal operator, Tmax and Tmin,
are associated to it:
Tmaxf = `f, domTmax = {f ∈ L2(ı) : `f ∈ L2(ı), f, f ′ ∈ ACloc(ı)}
and
Tminf = `f, domTmin = {f ∈ domTmax : f(0) = f ′(0) = f(1) = f ′(1) = 0},
4 Acta Wasaensia
see e.g. (Behrndt et al. 2011b). Boundary values for this setting, in terms of Dun-
form and Schwartz (1963), would be for example
a1f = f(0) or a2f = f
′(1), dom a1 = dom a2 = domTmax.
Note that it can be shown that the operator A defined as
Af = `f, domA = {f ∈ domTmax : a1(f) = 0 = a2(f)}.
is a selfadjoint restriction of Tmax.
In the seventies V.M. Bruck and A.N. Kochubeı˘ independently introduced so-called
boundary value spaces (BVS’s) to describe the selfadjoint extensions of densely de-
fined symmetric operators in Hilbert spaces with equal defect numbers, see (Gor-
bachuk & Gorbachuk 1991) and the references therein. For a densely defined sym-
metric operator S, this BVS is a triple {H,Γ0,Γ1}, where H is a auxiliary Hilbert
space, often called the boundary space, and Γ0 and Γ1 are mappings defined on the
domain of S∗ and mapping onto H. As a consequence of their structure, BVS’s
would later usually be called ordinary boundary triplets. By means of these objects
the selfadjoint extensions of S can be parameterized by selfadjoint relations in H.
Example 1.3. For the situation in Example 1.2 a possible choice of a boundary
triplet {H,Γ0,Γ1} for Tmax is
H = C2, Γ0{f, Tmaxf} =
(
f(0)
f ′(1)
)
and Γ1{f, Tmaxf} = −
(
f ′(0)
f(1)
)
. (1.1)
Note that with this definition the selfadjoint extension A of Tmin in Example 1.2
is the restriction of Tmax to ker Γ0 and that Γ = Γ0 × Γ1 is a (bounded) reduction
operator for Tmax in the terminology of J.W. Calkin.
Not only was the boundary triplet introduced to describe selfadjoint extensions of
symmetric operators, it was also used to describe maximal dissipative and accumu-
lative extensions of symmetric operators and to describe spectral properties of those
extensions. In order to obtain the latter results the so-called characteristic function
of a symmetric operator was introduced by A.N. Kochubeı˘, see (Gorbachuk et al.
1989) and the references therein. In the middle of the eighties V. Derkach and
M.M. Malamud investigated the Cayley transform of this characteristic function,
see (Derkach & Malamud 1985; 1991), and showed that this transform is a so-
called Q-function for the symmetric operator; those Q-functions had been studied
earlier by M.G. Kreı˘n and H. Langer. In the literature of boundary triplets this trans-
formed characteristic function is nowadays called the Weyl function (associated to
a boundary triplet).
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Later V. Derkach and M.M. Malamud generalized the concept of a boundary triplet
to the concept of a generalized boundary triplet, see (Derkach & Malamud 1995).
This generalization allows for the realization of a greater class of functions as
Weyl functions and also allows for the applicability of boundary triplet methods
to a larger class of problems (without regularizing). For instance, the closure of
the triplet {L2(∂Ω),Γ1,−Γ0} from Example 1.5 below is a generalized bound-
ary triplet which is not an ordinary boundary triplet, see (Behrndt & Langer 2007:
Proposition 4.6). There is however a price to pay for using generalized boundary
triplets instead of ordinary boundary triplets, the latter are bounded (with respect to
the appropriate topologies) while the former are not.
In the present millennium the aforementioned two authors together with S. Hassi
and H.S.V. de Snoo developed the boundary triplet approach by, among other things,
incorporating Kreı˘n space terminology and methods into it, see (Derkach et al.
2006; 2009). In particular, they showed that ordinary boundary triplets, and their
various generalizations, can be seen as unitary relations between Kreı˘n spaces
whose inner products have a specific, fixed, structure.
Example 1.4. Recall that for a Hilbert space {H, (·, ·)H}, H2 equipped with the
indefinite inner product < ·, · >H, defined by
< {f, f ′}, {g, g′} >H= i [(f, g′)H − (f ′, g)H] , f, f ′, g, g′ ∈ H,
becomes a Kreı˘n space. With this notation consider the mapping Γ = Γ0×Γ1 from
L2([0, 1])×L2([0, 1]) to C4, where Γ0 and Γ1 are as in (1.1). Then Γ is a (bounded)
unitary operator from the Kreı˘n space {L2([0, 1])×L2([0, 1]), < ·, · >L2([0,1])} onto
the Kreı˘n space {C2 × C2, < ·, · >C2}.
In order to apply boundary triplet type techniques to partial differential equations,
J. Behrndt and M. Langer generalized the concept of a generalized boundary triplet
to the concept of a quasi-boundary triplet in their 2007 paper. Quasi-boundary
triplets can not be interpreted as unitary operators between Kreı˘n spaces. How-
ever, they can be interpreted as a special type of isometric operators between Kreı˘n
spaces, which are closely related to unitary operators between Kreı˘n spaces. Quasi-
boundary triplets naturally appear in the setting of partial differential equations as
the following example taken from (Behrndt & Langer 2007) shows.
Example 1.5. Let Ω be a bounded domain in R2 with C∞-boundary ∂Ω and define
the differential expression ` as
(`f)(x, y) =
∂2
∂x2
f(x, y) +
∂2
∂y2
f(x, y), (x, y) ∈ Ω,
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i.e., ` is the Laplacian in R2. With ` associate a maximal operator T and a minimal
operator S in the Hilbert space L2(Ω) via
Tf = `f, domT = H2(∆)
and
Sf = `f, domS =
{
f ∈ H2(∆) : f |∂Ω = 0 = ∂f
∂ν
∣∣∣∣
∂Ω
}
,
where H2(∆) is the Sobolev space of order two. Define the mappings Γ0 and Γ1
from L2(Ω)× L2(Ω) to L2(∂Ω) via
Γ0{f, Tf} = f |∂Ω and Γ1{f, Tf} = − ∂f
∂ν
∣∣∣∣
∂Ω
, f ∈ domT.
Then ker Γ0 ∩ ker Γ1 = grS and with these operators the Laplace (or Green’s)
identity takes the following form:
(Tf, g)Ω − (f, Tg)Ω = (Γ1{f, Tf},Γ0{g, Tg})∂Ω − (Γ0{f, Tf},Γ1{g, Tg})∂Ω.
The above equality is precisely saying that Γ = Γ0 × Γ1 is an isometric operator
from the Kreı˘n space {L2(Ω)×L2(Ω), < ·, · >L2(Ω)} to the Kreı˘n space {L2(∂Ω)×
L2(∂Ω), < ·, · >L2(∂Ω)}, see Example 1.4 for the notation. Moreover, it can be
shown that ran Γ = L2(∂Ω)× L2(∂Ω) and that AN defined via
ANf = Tf, domAN = {f ∈ domT : Γ0{f, Tf} = f |∂Ω = 0}
is a selfadjoint extension of the symmetric operator S. As a consequence of these
properties, {L2(∂Ω),Γ0,Γ1} is a quasi-boundary triplet for the adjoint of S. More-
over, the closure of Γ is a unitary operator between {L2(Ω)×L2(Ω), < ·, · >L2(Ω)}
and {L2(∂Ω)× L2(∂Ω), < ·, · >L2(∂Ω)}, see (Behrndt & Langer 2007: Proposition
4.6).
Other extensions of the concept of a boundary triplet have been made by V.A.
Derkach, who introduced boundary triplets in Kreı˘n spaces so as to be able to
study extension theory of symmetric operators in Kreı˘n spaces, see (Derkach 1995;
1999), and by V. Mogilevskii, who introduced D-boundary triplets to investigate
extensions of symmetric operators with unequal defect numbers, see (Mogilevskii
2006). Also those objects can be interpreted as unitary operators between Kreı˘n
spaces. Note also that for instance the notion of a (split) Dirac structure, which
appears in system theory, can be interpreted as a unitary relation, see (Behrdnt et
al. 2010: Proposition 4.6).
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Aims
The main aim of this dissertation is to obtain a better understanding of the structure
and geometrical behavior of unitary relations between Kreı˘n spaces; in particular,
of unitary relations with an unbounded operator part or, equivalently, with a non-
closed domain. More specifically, it is first of all attempted to understand how much
(special types of) isometric relations differ from unitary relations (here a relation
V between Kreı˘n spaces is isometric if V ⊆ V −[∗]) and how unitary relations with
a closed domain differ from those with a non-closed domain. The second major
aim of this dissertation is to investigate the essential mapping properties of unitary
relations. In particular, an aim is to obtain conditions for the pre-image of a neutral
subspace under a unitary relation (or, more generally, under an isometric relation)
to be (hyper-)maximal neutral.
Outline
Following is an outline of this dissertation which consists out of nine chapters,
including this introduction, and an appendix.
The second chapter contains preparations for the later chapters. In particular, there
the basics of Kreı˘n spaces are recalled and the Kreı˘n space notation that will be
used in this dissertation is fixed. Thereafter a special class of maximal semi-definite
subspaces is introduced and characterized. This is followed by a short section on
decompositions of a subspace with respect to another subspace and a section on
multi-valued operators. The final section of this chapter contains some representa-
tions of semi-definite subspaces by means of multi-valued operators.
In the third chapter the basic properties and characterizations of (maximal) iso-
metric and unitary relations are given. In particular, it is shown that the behavior of
unitary relations with respect to their kernel, multi-valued part and closed uniformly
definite subspaces contained in their domain and range is of a simple nature.
Thereupon, in Chapter 4, special classes of unitary relations are investigated. More
specifically, unitary relations with a closed domain and standard unitary operators
are considered and, moreover, two types of isometric (unitary) relations having a
simple block representation are introduced. Those latter isometric (unitary) rela-
tions, which will be called archetypical isometric (unitary) relations, will play a big
role in the later chapters; they, and their composition, essentially show what kind
of geometrical behavior unitary relations can exhibit.
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In the fifth chapter it is shown how unitary relations are characterized by means of
their behavior with respect to uniformly definite subspaces. In particular, it is there
shown that unitary relations can essentially be characterized by one identity; the
so-called Weyl identity. Using this approach a known quasi-block representation
for unitary operator is obtained which is thereafter extended to a quasi-block repre-
sentation for maximal isometric operators. Also some applications of this approach
to unitary relations are presented there.
Thereafter, complementing the fifth chapter, the behavior of unitary relations with
respect to hyper-maximal semi-definite subspaces is investigated in the sixth chap-
ter. In particular, there it is shown that unitary relations contain hyper-maximal
semi-definite subspaces in their domain (and range).
Extending upon the results from Chapter 6, block representations for unitary rela-
tions, and also for certain types of isometric relations, are presented in the seventh
chapter. Those block representations will be expressed in terms of the archetypical
isometric operators introduced in the fourth chapter. In particular, it is shown that
the obtained block representations for unitary operators are a useful tool by giving
simple proofs for the most important statements from (Calkin 1939a).
In the eight chapter a classification from (Calkin 1939a) is considered; that classifi-
cation was introduced by J.W. Calkin in order to describe the maximal neutral sub-
spaces contained in the domain of an unbounded unitary operator (between Kreı˘n
spaces). In Chapter 8 that classification is extended, further implications of it are
stated and new characterizations for it are given. In particular, a characterization of
the classification in terms of a block representation for unitary operators is given.
Finally, Chapter 9 contains a summary of obtained results. In particular, there it is
shown how the above formulated aims have been fulfilled. Furthermore, to indicate
the applicability of the results the bibliography is followed by an appendix in which
part of the obtained results are applied to different types of boundary triplets.
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2 PRELIMINARIES
This chapter containing preliminary results consists out of five sections. In the
first section some elementary facts about Kreı˘n spaces are recalled from (Azizov &
Iokhvidov 1989) and (Bogna´r 1974), and the Kreı˘n space notation used in this dis-
sertation is fixed. Thereupon in the second section the notion of hyper-maximality
of a neutral subspace in a Kreı˘n space is recalled from (Azizov & Iokhvidov 1989)
and that notion is extended to all semi-definite subspaces of a Kreı˘n spaces; such
subspaces will be naturally encountered when unitary relations are considered, see
Chapter 6. The most important property of hyper-maximal semi-definite subspaces
is that they induce a orthogonal decomposition of the space. In the third section the
abstract equivalents of the von Neumann formulas, used in the analysis of symmet-
ric operators, are identified/stated. The fourth section contains a short introduction
to multi-valued operators, which are also called linear relations. In the last sec-
tion of this chapter representations of semi-definite subspaces by means of (Hilbert
space) relations are presented. Two types of angular representation are given: The
traditional representation with respect to a canonical decomposition of the space,
see (Azizov& Iokhvidov 1989: Ch. 1, §8), and a second representation with respect
to hyper-maximal neutral subspaces.
2.1 Basic properties of Kreı˘n spaces
A vector space K with an indefinite inner product [·, ·] is called a Kreı˘n space if
there exists a decomposition of K into the direct sum of two subspaces (linear sub-
sets) K+ and K− of K such that {K+, [·, ·]} and {K−,−[·, ·]} are Hilbert spaces and
[f+, f−] = 0, f+ ∈ K+ and f− ∈ K−; a decomposition K+[+]K− of K is called a
canonical decomposition of {K, [·, ·]}. (Here the sum of two subspaces M and N
is said to be direct if M ∩N = {0}, in which case the sum is denoted by M+˙N.)
The dimensions of K+ and K− are independent of the canonical decomposition of
{K, [·, ·]} and are denoted by k+ and k−, respectively.
For a Kreı˘n space {K, [·, ·]} there exists a linear operator j in K such that {K, [j·, ·]}
is a Hilbert space and with respect to its inner product j∗ = j−1 = j. Any mapping
j satisfying the preceding properties is called a fundamental symmetry of {K, [·, ·]}.
Conversely, if {H, (·, ·)} is a Hilbert space and j is a fundamental symmetry in
{H, (·, ·)}, then {H, (j·, ·)} is a Kreı˘n space. Each fundamental symmetry induces
a canonical decomposition and, conversely, each canonical decomposition induces
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a fundamental symmetry. However, all the norms generated by the different funda-
mental symmetries are equivalent. Hence a subspace of the Kreı˘n space {K, [·, ·]}
is called closed if it is closed with respect to the definite inner product [j·, ·] for one
(and hence for every) fundamental symmetry of {K, [·, ·]}.
Example 2.1. Let {H, (·, ·)} be a Hilbert space and define j on H2 as
j{f, f ′} = i{−f ′, f}, f, f ′ ∈ H.
Then j is a fundamental symmetry in the Hilbert space {H2, (·, ·)}, i.e. j = j−1 = j∗.
Hence, with the sesqui-linear form < ·, · > defined on H2 by
< {f, f ′}, {g, g′} >= (j{f, f ′}, {g, g′}) = i [(f, g′)− (f ′, g)] , f, f ′, g, g′ ∈ H,
{H2, < ·, · >} is a Kreı˘n space for which j is a fundamental symmetry. Note that
if K+[+]K− is the canonical decomposition of {H2, < ·, · >} corresponding to the
fundamental symmetry j, then
K+ = ker (j− I) = {{f, if} : f ∈ H};
K− = ker (j+ I) = {{f,−if} : f ∈ H}.
For a subspace L of the Kreı˘n space {K, [·, ·]} the orthogonal complement of L,
denoted by L[⊥], is the closed subspace of {K, [·, ·]} defined as
L[⊥] = {f ∈ K : [f, g] = 0, ∀g ∈ L}.
If j is a fixed fundamental symmetry of {K, [·, ·]}, then the j-orthogonal comple-
ment of L, i.e. the orthogonal complement with respect to [j·, ·], is denoted by L⊥.
Clearly, L[⊥] = jL⊥ = (jL)⊥. For subspaces M and N of the Kreı˘n space {K, [·, ·]}
with a fixed fundamental symmetry j the notation M[+]N and M ⊕ N is used to
indicate that the sum of M and N is orthogonal or j-orthogonal, respectively. Note
that
M[⊥] ∩N[⊥] = (M + N)[⊥] and M[⊥] + N[⊥] ⊆ (M ∩N)[⊥] . (2.1)
Lemma 2.2 below gives a condition for the inclusion in (2.1) to be an equality, see
(Kato 1966: Ch. IV: Theorem 4.8).
Lemma 2.2. Let M and N be closed subspaces of the Kreı˘n space {K, [·, ·]}. Then
M + N is closed if and only if M[⊥] + N[⊥] is closed.
Moreover, if either of the above equivalent conditions holds, then
M[⊥] + N[⊥] = (M ∩N)[⊥].
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A projection P or P onto a closed subspace of the Kreı˘n space {K, [·, ·]} with
fundamental symmetry j is called orthogonal or j-orthogonal if
K = kerP [+]ranP or K = kerP ⊕ ranP ,
respectively. Recall in this connection that {kerP, [·, ·]} and {ranP, [·, ·]} are Kreı˘n
spaces, see (Azizov & Iokhvidov 1989: Ch. 1, Theorem 7.16). Note that for a
canonical decomposition K+[+]K− of {K, [·, ·]}, with associated fundamental sym-
metry j, the projections P+ and P− onto K+ and K−, respectively, are orthogonal
and j-orthogonal projections. For a subspace L those projections satisfy
L[⊥] ∩ K+ = K+ ª P+L and L[⊥] ∩ K− = K− ª P−L. (2.2)
A subspace L of {K, [·, ·]} is called positive, negative, nonnegative, nonpositive or
neutral if [f, f ] > 0, [f, f ] < 0, [f, f ] ≥ 0, [f, f ] ≤ 0 or [f, f ] = 0 for every
f ∈ L \ {0}, respectively. A positive or negative subspace L is called uniformly
positive or negative if there exists a constant α > 0 such that [jf, f ] ≤ α[f, f ] or
[jf, f ] ≤ −α[f, f ] for all f ∈ L \ {0} and a fundamental symmetry j of {K, [·, ·]},
respectively. Note that a subspace L of {K, [·, ·]} is neutral if and only if L ⊆ L[⊥].
This observation together with (2.2) yields the following result.
Proposition 2.3. (Azizov & Iokhvidov 1989: Ch. 1, Corollary 5.8) Let L be a
neutral subspace of the Kreı˘n space {K, [·, ·]}. Then {L[⊥]/clos (L), [·, ·]} is a Kreı˘n
space1.
Furthermore, a subspace of {K, [·, ·]} having a certain property is said to be maximal
with respect to that property, if there does not exist an extensions of it having the
same property. A subspace is said to essentially have a certain property if its closure
has the indicated property.
Remark 2.4. In this dissertation the notation {H, (·, ·)} and {K, [·, ·]} is always
used to denote Hilbert and Kreı˘n spaces, respectively. To distinguish different
Hilbert and Kreı˘n spaces subindexes are used: H1,K1,H2,K2, etc.. Closed sub-
spaces of {Ki, [·, ·]i}, which are themselves Kreı˘n spaces with the inner product
[·, ·]i, are denoted by K˜i or K̂i. A canonical decomposition of {Ki, [·, ·]i} is denoted
by K+i [+]K−i , its associated fundamental symmetry is denoted by ji, and P+i and
P−i always denoted the orthogonal projection onto K+i and K+i , respectively.
1The indefinite inner product on the quotient space, induced by the indefinite inner product on
the original space, is always indicated by the same symbol.
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2.2 Hyper-maximal semi-definite subspaces
Recall the following characterizations of maximal nonnegative and maximal non-
positive subspaces, see (Bogna´r 1974: Ch. V, Section 4).
Proposition 2.5. Let L be a nonnegative (nonpositive) subspace of {K, [·, ·]} and
let K+[+]K− be a canonical decomposition of {K, [·, ·]} with associated projections
P+ and P−. Then equivalent are
(i) L is a maximal nonnegative (nonpositive) subspace of {K, [·, ·]};
(ii) P+L = K+ (P−L = K−);
(iii) L is closed and L[⊥] is a nonpositive (nonnegative) subspace of {K, [·, ·]};
(iv) L is closed and L[⊥] is a maximal nonpositive (nonnegative) subspace of
{K, [·, ·]}.
Next recall that a (neutral) subspace L of {K, [·, ·]} is called hyper-maximal neutral
if it is simultaneously maximal nonnegative and maximal nonpositive, see (Azizov
& Iokhvidov 1989: Ch. 1, Definition 4.15). Equivalently, L is hyper-maximal
neutral if and only if L = L[⊥], cf. Proposition 2.5. I.e., if j is a fundamental
symmetry for {K, [·, ·]}, then L is hyper-maximal neutral if and only if K has the
following orthogonal decomposition:
K = L⊕ jL. (2.3)
The following result gives additional characterizations of hyper-maximal neutral-
ity by means of a canonical decomposition of the corresponding Kreı˘n space, see
(Azizov & Iokhvidov 1989: Ch. 1, Theorem 4.5 & Theorem 8.10).
Proposition 2.6. Let L be a neutral subspace of {K, [·, ·]} and let K+[+]K− be
a canonical decomposition of {K, [·, ·]} with associated projections P+ and P−.
Then equivalent are
(i) L is hyper-maximal neutral;
(ii) P+L = K+ and P−L = K−;
(iii) UL defined via grUL = {{P+f, P−f} ∈ K+ × K− : f ∈ L} is a standard
unitary operator from {K+, [·, ·]} onto {K−,−[·, ·]}.
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Note that UL in Proposition 2.6 (iii) is called the angular operator w.r.t. K+ of L,
see Section 2.5 below. As a consequence of Proposition 2.6, k+ = k− if there
exists a hyper-maximal neutral subspace in {K, [·, ·]}. The converse also holds:
If k+ = k−, then there exist hyper-maximal neutral subspaces in {K, [·, ·]}, see
Example 2.7 below. By definition hyper-maximal neutral subspaces are maximal
neutral subspaces, the converse does not in general hold as the next example shows.
Example 2.7. Let {H, (·, ·)} be a separable Hilbert space with orthonormal basis
{en}n≥0, en ∈ H. Define the indefinite inner product [·, ·] on H2 by
[{f, f ′}, {g, g′}] = (f, g)− (f ′, g′), f, f ′, g, g′ ∈ H.
Then {H2, [·, ·]} is a Kreı˘n space. Now define the subspace L1 and L2 of K as
L1 = span {{en, en} : n ∈ N} and L2 = span {{en, e2n} : n ∈ N}.
Then L1 and L2 are maximal neutral subspaces of {H2, [·, ·]}, but only L1 is a
hyper-maximal neutral subspace of {H2, [·, ·]}.
The above example can be modified to show that there also exist different types of
maximal nonpositive and nonnegative subspaces of Kreı˘n spaces. Hence the notion
of hyper-maximality can meaningfully be extended to semi-definite subspaces.
Definition 2.8. Let L be a nonnegative or nonpositive subspace of {K, [·, ·]}. Then
L is called hyper-maximal nonnegative or hyper-maximal nonpositive if L is closed
and L[⊥] is a neutral subspace of {K, [·, ·]}.
Some alternative characterizations for semi-definite subspaces to be hyper-maximal
semi-definite are provided by the following proposition.
Proposition 2.9. Let L be a nonnegative (nonpositive) subspace of {K, [·, ·]} and let
K+[+]K− be a canonical decomposition of {K, [·, ·]} with associated fundamental
symmetry j and projections P+ and P−. Then equivalent are
(i) L is hyper-maximal nonnegative (nonpositive);
(ii) L is closed, L[⊥] ⊆ L and P−L[⊥] = K− (P+L[⊥] = K+);
(iii) L is closed and L = L[⊥] + L ∩ K+ (L = L[⊥] + L ∩ K−);
(iv) L is closed and induces the following orthogonal decomposition of K:
K = L[⊥] ⊕ (L ∩ jL)⊕ jL[⊥].
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Proof. The statement will only be proven in the case that L is a nonnegative sub-
space, the other case can be proven by similar arguments.
(i) ⇒ (ii): Since L[⊥] is neutral, L[⊥] ⊆ L[⊥][⊥] = closL = L. Next let f− ∈
K− ª P−L[⊥] = clos (L) ∩ K−, see (2.2). Since L is by assumption closed and
nonnegative, it follows that f− = 0, i.e., P−L[⊥] = K−.
(ii) ⇒ (iii): It suffices to prove the inclusion L ⊆ L[⊥] + L ∩ K+. Hence, let f ∈ L
be decomposed as f+ + f−, where f± ∈ K±. Then the assumption P−L[⊥] =
K− implies that there exists a g+ ∈ K+ such that g+ + f− ∈ L[⊥] and, hence,
f − (g+ + f−) = f+ − g+ ∈ L ∩ K+, because by assumption L[⊥] ⊆ L.
(iii) ⇒ (iv): Since L is closed, L ∩ K+ = L ∩ jL is a closed subspace. Moreover,
since L is nonnegative, the second assumption in (iii) implies that L is the orthog-
onal sum of L[⊥] and L ∩ K+. In other words, L[⊥] is a hyper-maximal neutral
subspace of the Kreı˘n space {Kª (L ∩ jL), [·, ·]}. Hence, (2.3) implies (iv).
(iv) ⇒ (i): The decomposition in (iv) implies that L∩ jL is closed and the assump-
tion that L is nonnegative implies that L ∩ jL ⊆ K+. Consequently, the decom-
position in (iv) implies that L[⊥] is a hyper-maximal neutral subspace of the Kreı˘n
space {Kª (L∩ jL), [·, ·]}, see (2.3). Hence, L[⊥] is a maximal neutral subspace of
{K, [·, ·]} and, consequently, (i) holds, because L is by assumption closed.
Recall that by definition L[⊥] is a maximal neutral subspace if L is a hyper-maximal
semi-definite subspace. Proposition 2.9 shows that the converse also holds: if L is
a maximal neutral subspace, then L[⊥] is a hyper-maximal semi-definite subspace.
Corollary 2.10 below shows that hyper-maximal semi-definite subspaces can also
be characterized by means of projections associated with canonical decompositions
of the space. Note that different from the case of hyper-maximal neutral subspaces,
see Proposition 2.6, here conditions on one pair of projections do not suffice.
Corollary 2.10. Let L be a semi-definite subspace of {K, [·, ·]}. Then L is hyper-
maximal semi-definite if and only if P+L = K+ and P−L = K− for every canonical
decomposition K+[+]K− of {K, [·, ·]} with associated projections P+ and P−.
Proof. To prove the statement w.l.o.g. assume that L is nonnegative.
Let L be hyper-maximal nonnegative and let K+[+]K− be a canonical decomposi-
tion of {K, [·, ·]} with associated projections P+ and P−. Then Proposition 2.9 (iv)
implies that L ∩ jL = L ∩ K+ is closed and that L[⊥] is a hyper-maximal neutral
subspace of the Kreı˘n space {Kª (L∩ jL), [·, ·]}. Hence, P±L[⊥] = K±ª (L∩ jL),
see Proposition 2.6, and L[⊥] + L ∩ jL ⊆ L, because L is by assumption closed.
These observations show that the stated characterization holds.
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Conversely, if P+L = K+ and P−L = K− for every projection P+ and P+ as
in the statement. Then P+L = K+ implies that L is maximal nonnegative, and
hence closed, and that L[⊥] is a maximal nonpositive subspace, see Proposition 2.5.
Suppose that f ∈ L[⊥] is such that [f, f ] < 0, then there exists a canonical de-
composition K+a [+]K−a of {K, [·, ·]} such that f ∈ K−a , see (Bogna´r 1974: Ch. V,
Theorem 5.6). I.e., f ∈ L[⊥]∩K−a = K−a ªP−a L, see (2.2), which is in contradiction
with the assumption that P−a L = K−a . Consequently, L[⊥] is neutral and, hence, L
is a hyper-maximal nonnegative subspace.
Corollary 2.10 shows that hyper-maximal nonnegative (nonpositive) subspaces are
also maximal nonnegative (nonpositive), justifying the terminology. It also shows
that in a Kreı˘n space {K, [·, ·]} with k+ > k− or k+ < k− every hyper-maximal
semi-definite subspace is nonnegative or nonpositive, respectively. If k+ = k−, then
a hyper-maximal semi-definite subspace can be neutral, nonnegative or nonpositive.
Example 2.11. With the notation as in Example 2.7, {H2, [·, ·]} is a Kreı˘n space
with k+ = k−. In this Kreı˘n space L1 is a hyper-maximal neutral subspace, whilst
L
[⊥]
2 is a hyper-maximal nonpositive subspace.
2.3 Abstract von Neumann formulas
Let L be a neutral subspace of the Kreı˘n space {K, [·, ·]} with a canonical decom-
position K+[+]K−. Then the (abstract) first von Neumann formula holds:
L[⊥] = clos (L)[⊕](L[⊥] ∩ K+)[⊕](L[⊥] ∩ K−), (2.4)
see (Azizov & Iokhvidov 1989: Ch. 1, 4.20) and (2.2). Note that (2.4) is noth-
ing else than the canonical decomposition for the Kreı˘n space {L[⊥] ª L, (j·, ·)}
induced by the canonical decomposition K+[+]K− of {K, [·, ·]}. As a consequence
of the first von Neumann formula and Lemma 2.3, the notion of defect numbers
for neutral subspaces of Kreı˘n spaces as introduced below is well-defined, see (Az-
izov & Iokhvidov 1989: Ch. 1, Theorem 6.7). This definition extends the usual
definition of defect numbers for symmetric relations, see Appendix A.
Definition 2.12. Let L be a neutral subspace of {K, [·, ·]} and let K+[+]K− be a
canonical decomposition of {K, [·, ·]}. Then the defect numbers n+(L) and n−(L)
of L are defined as
n+(L) = dim(L
[⊥] ∩ K−) and n−(L) = dim(L[⊥] ∩ K+).
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The following generalization of the second von Neumann formula will be useful in
the analysis of unitary relations.
Proposition 2.13. Let L and M be subspaces of {K, [·, ·]} such that M ⊆ L and
let P be an orthogonal projection in {K, [·, ·]}. Then
PL = PM if and only if L = M+ L ∩ kerP. (2.5)
Furthermore, if M is closed, PL = PM and (I−P )M[⊥]+(I−P )(L∩kerP )[⊥]
is closed, then
(i) L ∩ kerP is closed if and only if L is closed;
(ii) clos (L ∩ kerP ) = (closL) ∩ kerP .
Proof. Clearly, if L = M + L ∩ kerP , then PL = PM. To prove the converse
let f ∈ L, then the assumption that PL = PM implies that there exists a g ∈ M
such that Pf = Pg, i.e. f − g ∈ kerP . Since by assumption M ⊆ L, f − g
is also contained in L, i.e. f − g ∈ L ∩ kerP . These arguments show that L ⊆
M+ L ∩ kerP . Since the reverse inclusion clearly holds, this completes the proof
of (2.5).
(i): If L is closed, then L ∩ kerP is clearly closed. To prove the converse note
first that ranP ⊆ (L ∩ kerP )[⊥]. Therefore the assumption that (I − P )M[⊥] +
(I − P )(L ∩ kerP )[⊥] is closed implies that M[⊥] + (L ∩ kerP )[⊥] is closed. This
fact together with the assumptions that M and L ∩ kerP are closed implies that
M + L ∩ kerP is closed, see Lemma 2.2. Consequently, the closedness of L now
follows from (2.5).
(ii): The assumptions PL = PM and M ⊆ L yield by (2.5) that
L = M+ (L ∩ kerP ) ⊆M+ clos (L ∩ kerP ) ⊆ clos (L).
Since M + clos (L ∩ kerP ) is closed (see the proof of (i)), taking closures in
the above equation yields that clos (L) = M + clos (L ∩ kerP ) and therefore
P (closL) ⊆ PM. Now, (2.5) implies that clos (L) = M + (closL) ∩ kerP ,
i.e.,
M+ clos (L ∩ kerP ) = clos (L) = M+ (closL) ∩ kerP.
From this it follows that (ii) holds.
Let j be a fundamental symmetry of {K, [·, ·]}. Then observe that (I − P )M[⊥] +
(I − P )(L ∩ kerP )[⊥] is closed, if the following inclusion holds
(I − P )M[⊥] ⊇ ((I − P )(L ∩ kerP )[⊥])⊥ ∩ kerP
= jclos (L ∩ kerP ) ∩ kerP + (jranP ) ∩ kerP.
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Corollary 2.14. Let L and M be subspaces of {K, [·, ·]} such that M ⊆ L and let
K+[+]K− be a canonical decomposition of {K, [·, ·]} with associated projections
P+ and P−. Then
P−L = P−M if and only if L = M+ L ∩ K+;
P+L = P+M if and only if L = M+ L ∩ K−.
Furthermore, if M is closed, P−L = P−M and clos (L ∩ K+) ⊆ P+M[⊥], then
(i) L ∩ K+ is closed if and only if L is closed;
(ii) clos (L ∩ K+) = (closL) ∩ K+;
and if M is closed, P+L = P+M and clos (L ∩ K−) ⊆ P−M[⊥], then
(i’) L ∩ K− is closed if and only if L is closed;
(ii’) clos (L ∩ K−) = (closL) ∩ K−.
Proof. The observation preceding this statement shows that the condition that the
subspace (I − P )M[⊥] + (I − P )(L ∩ kerP )[⊥] is closed for P = P− or P = P+,
if clos (L ∩ K+) ⊆ P+M[⊥] or clos (L ∩ K−) ⊆ P−M[⊥], respectively. Hence, this
statement follows from Proposition 2.13 by taking P to be P− and P+.
Note that if L is a subspace of {K, [·, ·]}, then the conditions P−L = P−M and
clos (L∩K+) ⊆ P+M[⊥] are satisfied for any hyper-maximal nonpositive subspace
M ⊆ L, and the conditions P+L = P+M and clos (L ∩ K−) ⊆ P−M[⊥] are
satisfied for any hyper-maximal nonnegative subspace M ⊆ L.
2.4 Multi-valued operators in Kreı˘n spaces
Recall that a mapping H from a set X to set Y is called a multi-valued mapping if
Hx := H(x) is a subset of Y for every x ∈ X . Using this concept H is called a
(linear) multi-valued operator from {K1, [·, ·]1} to {K2, [·, ·]2} if H is a linear multi-
valued mapping from a subspace of K1, called the domain of H or domH for short,
to K2 such that
H(f + cg) = Hf + cHg, f, g ∈ domH, c ∈ C,
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see (Cross 1998). Here Hf +cHg is the sum of subspaces of K2, i.e., Hf +cHg =
{f ′ + cg′ : f ′ ∈ Hf and g′ ∈ Hg}. For a (linear) multi-valued operator H and a
subspace L ⊆ domH , the subspace H(L) of K2 is defined as
H(L) = {f ′ ∈ K2 : ∃f ∈ L s.t. f ′ ∈ Hf}.
Using this definition, the range, the multi-valued part and the kernel of a multi-
valued operator H are defined as follows:
ranH = H(domH), mulH = H0, kerH = {f ∈ domH : Hf = mulH}.
Since a multi-valued operator is linear, for a fixed fundamental symmetry j2 of
{K2, [·, ·]2} there exists for every f ∈ domH a unique f ′ ∈ (mulH)⊥2 such that
Hf = f ′ + mulH . A (single-valued) linear operator which on the basis of the
preceding observation can be associated to a multi-valued operator, will be called
an operator part of a multi-valued operator H (w.r.t. j2) and is denoted by Ho. In
particular, Hf = Hof + mulH , f ∈ domH , and, hence, H = Ho if and only if
mulH = {0}. In that case the multi-valued operator is an ordinary (linear) operator
and the above definitions of the domain and kernel reduce to their usual form. A
multi-valued operator is called closed if an operator part is a closed operator and
mulH is closed subspace (of {K2, [·, ·]2}). The graph of a multi-valued operator H
is the subspace grH of K1 × K2 defined as
grH = {{f, f ′} ∈ K1 × K2 : f ∈ domH and f ′ ∈ Hf}.
Conversely, with each subspace of K1 × K2 a multi-valued operator can be associ-
ated. Recall that subspaces of K1 × K2 are called (linear) relations, see e.g. (Arens
1961). Here, following Cross (1998), the term relation will be used as a synonym
for a multi-valued operator2.
The inverse of a relation H is the relation H−1 defined as
H−1f ′ = {f ∈ K1 : f ′ ∈ Hf}, f ′ ∈ domH−1 := ranH.
Clearly, (H−1)−1 = H , kerH = mulH−1, mulH = kerH−1 and
H−1Hf = f + kerH, f ∈ domH, HH−1f ′ = f ′ +mulH, f ′ ∈ ranH.
The adjoint of a relation H is the relation H [∗] whose graph is given by
grH [∗] = {{f, f ′} ∈ K2 × K1 : [f ′, g]1 = [f, g′]2, ∀{g, g′} ∈ grH}.
2It is emphasized that here the multi-valued operator (relation) and its graph will not be iden-
tified; a multi-valued operator (relation) is always to be understood as a multi-valued mapping be-
tween two spaces and its graph is used to describe the geometrical properties of this mapping.
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If {K1, [·, ·]1} and {K2, [·, ·]2} are Hilbert spaces, then the usual notation H∗ is used
for the adjoint of a relation H . From the above definition of the adjoint of a relation
it follows immediately that
(domH)[⊥]1 = mulH [∗] and (ranH)[⊥]2 = kerH [∗]. (2.6)
For relations G and H from K1 to K2 the notation G+H is used to denote the sum
of relations:
(G+H)f = Gf +Hf, f ∈ domG ∩ domH.
Moreover, the notation G ⊆ H is used to denote that H is an extension of G, i.e.
grG ⊆ grH . In particular, with this notation
G = H if and only if G ⊆ H, domH ⊆ domG, mulH ⊆ mulG (2.7)
or, by passing to the inverses,
G = H if and only if G ⊆ H, ranH ⊆ ranG, kerH ⊆ kerG. (2.8)
IfG is a relation from {K1, [·, ·]1} to {K2, [·, ·]2} andH is a relation from {K2, [·, ·]2}
to {K3, [·, ·]3}, then their composition is the relation HG defined as
(HG)f = {f ′ ∈ K2 : ∃g ∈ Gf s.t. f ′ ∈ Hg}, f ∈ G−1(ranG ∩ domH).
The following basic facts about relations can essentially be found in e.g. (Arens
1961); for the last statement in Lemma 2.15 below see also (Derkach et al. 2009:
Lemma 2.9).
Lemma 2.15. Let G be a relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let H be a
relation from {K2, [·, ·]2} to {K3, [·, ·]3}. Then(
H [∗]
)−1
=
(
H−1
)[∗]
, (HG)−1 = G−1H−1 and G[∗]H [∗] ⊆ (HG)[∗].
Moreover, if G is closed, ranG is closed and domH ⊆ ranG or H is closed,
domH is closed and ranG ⊆ domH , then G[∗]H [∗] = (HG)[∗].
In particular, as a consequence of Lemma 2.15, the notation H−[∗] is used as a
shorthand notation for
(
H [∗]
)−1
= (H−1)[∗].
Let Pi be a projection in {Ki, [·, ·]i}, for i = 1, 2, then the projection P1 × P2 in
K1×K2 is defined as (P1×P2)(f1×f2) = P1f1×P2f2, f1 ∈ K1 and f2 ∈ K2. From
grH ⊆ domH× ranH for a relation H from K1 to K2, it follows immediately that
(P1 × P2)grH ⊆ (P1 × P2)(domH × ranH). Characterizations for when the
inverse inclusion holds are provided by the following statement.
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Proposition 2.16. Let H be a relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let Pi be
an orthogonal projection in {Ki, [·, ·]i}, for i = 1, 2. Then equivalent are
(i) (P1 × P2)(domH × ranH) ⊆ (P1 × P2)grH;
(ii) P1domH = P1H−1(ranH ∩ kerP2);
(iii) P2ranH = P2H(domH ∩ kerP1);
(iv) domH = H−1(ranH ∩ kerP2) + (domH ∩ kerP1);
(v) ranH = H(domH ∩ kerP1) + (ranH ∩ kerP2).
Proof. (i) ⇒ (ii): If (i) holds, then for every f1 ∈ P1domH there exists {f, f ′} ∈
grH such that P1f = f1 and P2f ′ = 0. Therefore f ′ ∈ ranH ∩ kerP2 and hence
P1domH ⊆ P1H−1(ranH∩kerP2). Since the inverse inclusion clearly holds, this
shows that (ii) holds.
(ii) ⇔ (iv): Let f ∈ domH , then by (ii) there exists {g, g′} ∈ grH such that
P1g = P1f and g′ ∈ ranH ∩ kerP2. Hence f = g+h, where h = f − g ∈ domH
and P1h = P1(f−g) = 0, i.e., domH ⊆ H−1(ranH∩kerP2)+(domH∩kerP1).
Since the inverse inclusion clearly holds, this proves the implication from (ii) to (iv).
The reverse implication is direct.
(iii) ⇔ (v): This is similar to the equivalence of (ii) and (iv).
(iv) ⇔ (v): This follows by applying H and H−1.
(ii) & (iii) ⇒ (i): If f ∈ P1domH and f ′ ∈ P2ranH , then by (ii) there exists
{g, g′} ∈ grH such that P1g = f , P2g′ = 0 and by (iii) there exists {h, h′} ∈ grH
such that P1h = 0 and P2h′ = f ′. Hence, {g + h, g′ + h′} ∈ grH , P1(g + h) =
P1g = f and P2(g′ + h′) = P2h′ = f ′.
This section is concluded by stating a several properties of operator ranges which
will be used throughout the dissertation. Therefore recall that a subspace of a
Hilbert space is called an operator range if it is the range of a bounded (or, equiva-
lently, of a closed) operator in that space. Most of the below stated operator range
results can be found from (Fillmore&Williams 1971); it is however worth mention-
ing that statements (iii) and (vi) (in the separable case) of Proposition 2.17 go back
to Calkin (1939a: Lemma 3.1 & Lemma 4.2). For the proof of (vi) Calkin used the
well-known part of Proposition 2.17 (v), which goes back to von Neumann (1929).
Proposition 2.17. Let {H, (·, ·)} be a Hilbert space. Then the following statements
hold:
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(i) ifR1 ⊆ H andR2 ⊆ H are operator ranges, thenR1+R2 andR2 ∩R2 are
also operator ranges;
(ii) if R ⊆ H is an operator range such that closR = H, then there exists
a nonnegative selfadjoint operator B in {H, (·, ·)} such that domB = H,
ranB = R and kerB = {0};
(iii) ifR ⊆ H is an operator range which does not contain an infinite-dimensional
closed subspaces, thenR is a ”compact operator range”: If B is an operator
in {H, (·, ·)} such that ranB = R, then B is a compact operator;
(iv) if R1 ⊆ H is the operator range of a compact operator and R2 ⊆ H is an
operator range such that clos (R1 +R2) = H, whereR2 is nonclosed or the
co-dimension ofR2 is infinite, thenR1 +R2 6= H;
(v) ifR1 ⊆ H is a nonclosed operator range and {H, (·, ·)} is a separable Hilbert
space, then there exists an operator rangeR2 of a noncompact operator with
clos (R2) = H such that
R1 ∩R2 = {0} and clos (R1 +R2) 6= H;
(vi) if R ⊆ H is a nonclosed operator range such that clos (R) = H, then there
exists an infinite-dimensional closed subspace L ⊆ H such thatR∩L = {0}.
Proof. (i): These two statements can be found in (Fillmore & Williams 1971: The-
orem 2.2 & Corollary 2 on p. 260).
(ii): If R is an operator range, then the polar decomposition of closed operators
implies that there exists a bounded nonnegative selfadjoint operator B in {H, (·, ·)}
such thatR = ranB. Hence, the fact that (ii) holds, follows now from the assump-
tion that clos (R) = ranB = H, see (2.6).
(iii): For this statement see (Calkin 1939a: Lemma 3.1) or (Fillmore & Williams
1971: Theorem 2.5).
(iv): To prove (iv) assume the converse, i.e. that R1 +R2 = H. Then by (Fillmore
& Williams 1971: Theorem 2.4) there exist closed disjoint subspaces M1 ⊆ R1
and M2 ⊆ R2 such that M1 + M2 = H. Now by either of the assumptions on
R2 in (iv) it follows that M1 must be an infinite-dimensional subspace. Since M1
is contained in the range of a compact operator, that is not possible, see (iii). This
contradiction shows thatR1 +R2 6= H.
(v): The first part of this statement is the contents of (Fillmore & Williams 1971:
Theorem 3.6) and the second part of it follows from an inspection of that proof.
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That proof consists out of two parts: First a dense operator rangeL is constructed
such that L ∩ VL = {0} for a unitary operator V in {H, (·, ·)} and secondly it
is shown that there exists a unitary operator W in {H, (·, ·)} such that WR1 ⊆ L .
From these two fact it follows that the first assertion in (v) holds by takingR2 to be
W−1VL . Hence, to show that the second assertion in (v) holds it suffices to show
that L + V (L ) 6= H and that closL = H. Therefore note that L and V are in
(Fillmore & Williams 1971: Theorem 3.6) constructed as countably infinite sums:
L =
⊕∞
i=1Li and V =
⊕∞
i=1 Vi, where Li is the operator range of a compact
operator in an infinite-dimensional Hilbert space {Hi, (·, ·)} with closLi = Hi and
Vi is a unitary operator in {Hi, (·, ·)}. Clearly, from closLi = Hi, it follows that
closL = H. Moreover, since Li is the operator range of a compact operator,
(iv) implies that Li + VLi 6= Hi and, hence, L + VL 6= H. Note also that
the above construction shows that R2 = W−1VL is not the operator range of a
compact operator, becauseL contains by construction infinite-dimensional closed
subspaces, cf. (iii).
(vi): Let B be a bounded nonnegative selfadjoint operator in {H, (·, ·)} such that
R = ranB, see (ii). Moreover, let {Et}t∈R be its spectral family and define Fn =
E2−n||B|| − E2−n−1||B||, n ∈ N, then
ranB =
{ ∞∑
n=0
φn : φn ∈ ranFn and
∞∑
n=0
4n(φn, φn) <∞
}
, (2.9)
see (Fillmore & Williams 1971: proof of Theorem 1.1). To prove that (vi) holds
two disjoint cases are considered.
Case 1: There exist infinitely many Hilbert spaces {ranFn, (·, ·)}which are infinite-
dimensional. Then let {nk}k∈N be a subsequence of N such that {ranFnk , (·, ·)} is
an infinite-dimensional Hilbert space, and let {φink}i∈N be an infinite orthonormal
sequence in {ranFnk , (·, ·)}. Define ψi =
∑∞
k=0 2
−nkφink , i ∈ N, then ψi /∈ ranH
by (2.9) whilst ψi ∈ H, because
(ψi, ψi) =
∞∑
k=0
(2−nkφink , 2
−nkφink) =
∞∑
k=0
4−nk ≤
∞∑
k=0
4−k <∞.
Since the φink are orthogonal by construction, L := span {ψ1, ψ2, . . .} is an infinite-
dimensional closed subspace such that L ∩ ranB = {0}.
Case 2: There do not exist infinitely many Hilbert spaces {ranFn, (·, ·)} which are
infinite-dimensional. Then B is the orthogonal sum of a compact operator and a
bounded and boundedly invertible operator. W.l.o.g. assume that B is an (every-
where defined) compact operator in {H, (·, ·)}. Since ranB = H and ranB 6= H,
{H, (·, ·)}must be an (infinite-dimensional) separable Hilbert space and, hence, the
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existence of an infinite-dimensional closed subspace L such that L ∩ ranB = {0}
follows from (v) and (iii).
Corollary 2.18. LetH be a closed unbounded operator in {H, (·, ·)}with domH =
H, ranH = H and kerH = {0}. Then for every 0 ≤ m ≤ ℵ0, there exists an m-
dimensional closed subspace Lm of H such that
H = clos (H−∗(L⊥m)).
Proof. Note first that the assumptions on H imply that H∗ is an operator with
ranH∗ = H and that by Proposition 2.17 (vi) (applied to the operator range domH)
there exists for m as in this statement a closed subspace Lm ⊆ H such that Lm ∩
domH = {0}. Now let g ∈ H be orthogonal to H−∗(L⊥m), then
0 = (g,H−∗f) = (H−1g, f), ∀f ∈ L⊥m.
This implies that H−1g ∈ domH ∩ Lm = {0}. Consequently, g = 0 and, hence,
H = clos (H−∗(L⊥2)).
2.5 Angular and quasi-angular operators
In this section first the concept of an angular operator for (semi-definite) subspaces
of a Kreı˘n space is shortly recalled; for details see (Azizov & Iokhvidov 1989:
Ch. 1, §8). That overview is followed by an other manner of characterizing semi-
definite subspace of a Kreı˘n space by means of operators.
Let K+[+]K− be a canonical decomposition of {K, [·, ·]}, then the angular operators
K+ and K− of a subspace L of K w.r.t. K+ and K− are the relations from K+ to K−
and from K− to K+ defined via
grK+ := {{P+f, P−f} : f ∈ L} and grK− := {{P−f, P+f} : f ∈ L},
respectively. In other words, K+ and K− are such that
L = grK+ = {f+ + (K+)of+ : f+ ∈ domK+}+mulK+;
L = grK− = {f− + (K−)of− : f− ∈ domK−}+mulK−,
where mulK+ = L∩K− and mulK− = L∩K+. Proposition 2.19 below contains
the characterizations of semi-definite subspaces by means of angular operators.
Proposition 2.19. Let L be a subspace of {K, [·, ·]} and let K+ and K− be the an-
gular operators of L w.r.t. K+1 and K−1 , respectively, for a canonical decomposition
K+1 [+]K
−
1 of {K, [·, ·]}. Then the following equivalences hold:
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(i) the subspace L is a (closed, maximal) neutral or hyper-maximal neutral sub-
space of {K, [·, ·]} if and only if K+ or (K−)−1 is a (closed, maximal) iso-
metric or unitary operator from (the Hilbert space) {K+, [·, ·]} to (the Hilbert
space) {K−,−[·, ·]}, respectively;
(ii) the subspace L is a (closed, maximal) (uniform) nonnegative subspace of
{K, [·, ·]} if and only if K+ is a (closed, everywhere defined) (uniform) con-
traction from {K+, [·, ·]} to {K−,−[·, ·]};
(iii) the subspace L is a (closed, maximal) (uniform) nonpositive subspace of
{K, [·, ·]} if and only if K− is a (closed, everywhere defined) (uniform) con-
traction from {K−,−[·, ·]} to {K+, [·, ·]}.
Moreover, the angular operator for L[⊥] w.r.t. K− or K+ is (K+)∗ or (K−)∗, re-
spectively. Here the adjoint is taken as a relation from {K+, [·, ·]} to {K−,−[·, ·]}
or as a relation from {K−,−[·, ·]} to {K+, [·, ·]}, respectively.
Proof. The equivalences in (i)-(ii) can all be found in (Azizov & Iokhvidov 1989:
Ch. 1, §8) and there also special cases of the last statement can be found. For
completeness, a proof for the general case of the last statement is included here.
Let K+ be the angular operator for the subspace L w.r.t. K+. If g = g++g− ∈ L[⊥],
g+ ∈ K+ and g− ∈ K−, then
0 = [f +K+f, g+ + g−] = [f, g+] + [K+f, g−], ∀f ∈ P+1 L.
This shows that g+ = (K+)∗g−. Conversely, if g+ = (K+)∗g−, then reversing the
above arguments shows that g+ + g− ∈ L[⊥]. Consequently, (K+)∗ is the angular
operator for L[⊥] w.r.t. K−.
Above semi-definite subspaces have been characterized by means of a canonical
decomposition of the space. Next a characterization of semi-definite subspaces by
means of a neutral decomposition of the space is presented. More precisely, let
{K, [·, ·]} be a Kreı˘n space for which j is a fundamental symmetry and assume that
there exists a hyper-maximal neutral subspace M in {K, [·, ·]}. Then recall that
M induces an orthogonal decomposition of the space into hyper-maximal neutral
subspaces: K = M ⊕ jM. If L is now a subspace of K, then its quasi-angular
operator w.r.t. M is the relation A in the Hilbert space {M, [j·, ·]} defined via
grA = {{PMf, iPMjf} : f ∈ L}, (2.10)
where PM is the orthogonal projection onto M w.r.t. [j·, ·]. I.e., A is such that
L = {f − jiAf : f ∈ domA} = {f − jiAof : f ∈ domA}+ j(mulA),
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where mulA = L ∩ jM. Proposition 2.20 below contains a characterization of
the different types of semi-definite subspaces L in terms of their associated quasi-
angular operators. Therefore recall that a relation H in {K, [·, ·]} is called dissipa-
tive or accumulative if
Im [f ′, f ] ≥ 0 or Im [f ′, f ] ≤ 0, ∀{f, f ′} ∈ grH,
respectively. A dissipative or accumulative relation H is called maximal dissipative
or maximal accumulative if it has no proper dissipative or accumulative extensions,
respectively. In particular, a dissipative or accumulative relation H in a Hilbert
space {H, (·, ·)} is maximal dissipative or maximal accumulative if and only if λ ∈
ρ(A) for a (and hence for every) λ ∈ C− or λ ∈ C+, respectively.
Proposition 2.20. Let j be a fundamental symmetry of {K, [·, ·]} and assume that
there exists a hyper-maximal neutral subspace M in {K, [·, ·]}. Moreover, let L
be a subspace of K with quasi-angular operator A w.r.t. M. Then the following
equivalences hold:
(i) the subspace L is a (closed, maximal) neutral or hyper-maximal neutral sub-
space of {K, [·, ·]} if and only if A is a (closed, maximal) symmetric or self-
adjoint relation in the Hilbert space {M, [j·, ·]}, respectively;
(ii) the subspace L is a (closed, maximal) nonnegative or nonpositive subspace of
{K, [·, ·]} if and only if A is a (closed, maximal) dissipative or accumulative
operator in {M, [j·, ·]}, respectively.
Moreover, the quasi-angular operator of L[⊥] w.r.t. M is A∗.
Proof. First the final assertion is shown to hold. Therefore observe that by defini-
tion g − jig′ ∈ L[⊥], g, g′ ∈M, if and only if
0 = [f − jif ′, g − jig′] = [f,−jig′] + [−jif ′, g] = −i([jf ′, g]− [jf, g′])
for all {f, f ′} ∈ grA. This shows that g− jig′ ∈ L[⊥] if and only if {g, g′} ∈ grA∗.
I.e., the final assertion holds. Clearly, (i) follows immediately from the proven
assertion. Next assume that L is a nonnegative subspace, then
0 ≤ [f − jif ′, f − jif ′] = i[−jf ′, f ]− i[f,−jf ′] = 2Im ([jf ′, f ])
for all {f, f ′} ∈ grA. I.e.,A is a dissipative relation in the Hilbert space {M, [j·, ·]}.
The converse is proven by reserving the above arguments. Furthermore, it is clear
that L and A are closed simultaneously, see Section 2.4, and that L has a nonnega-
tive extension if and only if A has a dissipative extension.
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3 BASIC PROPERTIES OF UNITARY RELATIONS
Basic properties of isometric and unitary relations are presented here. More pre-
cisely, in the first of the five sections of this chapter the definition of isometric and
unitary relations are stated and some basic characterizations of them are recalled.
In the second and third section, the behavior of isometric and unitary relations with
respect to special subspaces is investigated. More specifically, first the kernel and
multi-valued part of isometric relations are investigated and, secondly, the behavior
of isometric relations with respect to the closure of subspaces is investigated. In that
connection it is shown that basically only for uniformly definite subspaces one can
say something in general about the closedness of their image after mapping them
by a (closed) isometric relation. In the fourth section it is shown how from isomet-
ric relations the kernel, multi-valued part and closed uniformly definite subspaces
contained in their domain, which were studied in the preceding sections, can be
removed. Thereby one remains with the more involved part of isometric relations.
Finally, in the fifth section maximal isometric relations are shortly considered.
3.1 Isometric and unitary relations
A relation U from {K1, [·, ·]1} to {K2, [·, ·]2} is called isometric or unitary if
U−1 ⊆ U [∗] or U−1 = U [∗], (3.1)
respectively, see (Arens 1961). An isometric relation is called maximal isometric,
if it has no proper isometric extension. The above definition says that a relation V
from {K1, [·, ·]1} to {K2, [·, ·]2} is isometric if and only if
[f, g]1 = [f
′, g′]2, ∀{f, f ′}, {g, g′} ∈ grV.
Hence, polarization yields that V is isometric if and only if [f, f ]1 = [f ′, f ′]2, for
all {f, f ′} ∈ grV . Furthermore, (3.1) implies that unitary relations are maximal
isometric relations in a special sense.
Proposition 3.1. Let U be a relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then U is
unitary if and only if U is isometric and if {f, f ′} ∈ K1 × K2 is such that
[f, g]1 = [f
′, g′]2, ∀{g, g′} ∈ grU,
then {f, f ′} ∈ grU .
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Proof. If {f, f ′} ∈ K1 × K2 satisfies the stated condition, then {f ′, f} ∈ grU [∗] by
the definition of U [∗]. Hence the equivalence follows directly from the definition of
unitary relations, see (3.1).
Since
(
U [∗]
)−1
= (U−1)[∗], the definitions of isometric and unitary relations in (3.1)
imply that a relation is isometric or unitary if and only if its inverse is isometric or
unitary, respectively. In particular, the action of an isometric or a unitary relation
and their inverse are of the same type and, hence, the structure of their domain and
range is of the same type. Since the adjoint of a relation is automatically closed,
(3.1) also implies that every unitary relation is closed and that a relation is isometric
if and only if its closure is isometric.
For Kreı˘n spaces {K1, [·, ·]1} and {K2, [·, ·]2} the notation [·, ·]1,−2 is used to denote
the indefinite inner product on K1 × K2 defined by
[f1 × f2, g1 × g2]1,−2 = [f1, g1]1 − [f2, g2]2, f1, g1 ∈ K1, f2, g2 ∈ K2. (3.2)
With this inner product, {K1 × K2, [·, ·]1,−2} is a Kreı˘n space and for a relation H
from K1 to K2 one has that (grH)[⊥]1,−2 = grH−[∗]. The preceding observation
yields the following result which can be partly found in (Shmul’jan 1976).
Proposition 3.2. Let U be a relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then U is
a (closed, maximal) isometric or unitary relation if and only if grU is a (closed,
maximal) neutral or hyper-maximal neutral subspace of {K1 × K2, [·, ·]1,−2}, re-
spectively.
In light of Proposition 2.6 and the discussion following tit, Proposition 3.2 implies
that if U is a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, then
k+1 + k
−
2 = k
−
1 + k
+
2 .
The following statement, which generalizes an equivalence in Proposition 2.6, can
be interpreted as an inverse to Proposition 3.2; it shows how hyper-maximal neutral
subspaces can be interpreted (nonuniquely) as unitary relations.
Proposition 3.3. Let L be a subspace of {K, [·, ·]} and let P be an orthogonal
projection in {K, [·, ·]}. Then L is a (closed, maximal) neutral or hyper-maximal
neutral subspace of {K, [·, ·]} if and only if the relation UL defined via
grUL := {{Pf, (I − P )f} : f ∈ L}
is a (closed, maximal) isometric or unitary relation, respectively, from the Kreı˘n
space {ranP, [·, ·]} to the Kreı˘n space {kerP,−[·, ·]},
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Proof. If L is neutral, then for f, g ∈ L
0 = [f, g] = [(I −P )f +Pf, (I −P )g+Pg] = [Pf, Pg] + [(I −P )f, (I −P )g],
i.e. UL is an isometric relation. Reversing the above argument shows that L is
neutral if UL is an isometric relation. From the fact that a relation is closed if and
only if its graph is closed it follows immediately that L and UL are simultaneously
closed. Furthermore, by the proven equivalence it is also clear that L can be ex-
tended neutrally if and only if UL can be extended isometrically.
Hence it only remains to prove that L is hyper-maximal neutral if and only if UL
is a unitary relation between the indicated Kreı˘n spaces. Therefore assume that L
is hyper-maximal neutral and let {g, g′} ∈ ranP × kerP be such that [Pf, g] =
−[(I − P )f, g′] for all f ∈ L. Then [f, g + g′] = 0 for all f ∈ L, i.e. g +
g′ ∈ L, because L is hyper-maximal neutral. Hence UL is a unitary relation, see
Proposition 3.1. Conversely, if UL is a unitary relation, then L is hyper-maximal
neutral by Proposition 3.2.
Combing the preceding two propositions with Proposition 2.6 shows that with each
unitary operator between Kreı˘n spaces one can associate a unitary relation between
Hilbert spaces; that association is a so-called Potapov-Ginzburg transformation, see
(Azizov & Iokhvidov 1989: Ch. 5, §1) or Proposition 4.14 below.
3.2 Kernels and multi-valued parts of isometric relations
For an isometric relation V from {K1, [·, ·]1} to {K2, [·, ·]2} (2.6) becomes
kerV ⊆ (domV )[⊥]1 and mulV ⊆ (ranV )[⊥]2 . (3.3)
Hence, in particular, kerV and mulV are neutral subspaces of {K1, [·, ·]1} and
{K2, [·, ·]2}, respectively. For a unitary relation U from {K1, [·, ·]1} to {K2, [·, ·]2}
the inequalities in (3.3) become equalities:
kerU = (domU)[⊥]1 and mulU = (ranU)[⊥]2 . (3.4)
Lemma 3.4 below contains a useful consequence for an isometric relation if equality
holds in (3.3) for one of the inclusions therein.
Lemma 3.4. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} with
kerV = (domV )[⊥]1 and let K+1 [+]K−1 be a canonical decomposition of {K1, [·, ·]1}
with associated orthogonal projections P+1 and P−1 . Then
P+1 domV = K
+
1 and P−1 domV = K−1 .
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Proof. The assumption kerV = (domV )[⊥]1 together with (2.2) implies that
domV ∩ K+1 = K+1 ª1 P+1 kerV and domV ∩ K−1 = K−1 ª1 P−1 kerV.
Since kerV ⊆ domV , the conclusion follows from the preceding equalities.
Next a condition is given under which the inequalities in (3.3) become equalities
given that equality holds in either of the two inclusions, cf. (Derkach et al. 2006:
Section 2.3).
Lemma 3.5. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then{
kerV = (domV )[⊥]1
(ranV )[⊥]2 ⊆ ranV if and only if
{
mulV = (ranV )[⊥]2
(domV )[⊥]1 ⊆ domV
Proof. Since V −1 is an isometric relation if and only if V is an isometric relation, it
suffices to prove only one implication. Therefore assume that kerV = (domV )[⊥]1
and that (ranV )[⊥]2 ⊆ ranV . Then, clearly, (domV )[⊥]1 ⊆ domV . Moreover, the
assumption kerV = (domV )[⊥]1 and an application of Lemma 3.8 below yield
mulV = V (kerV ) = V ((domV )[⊥]1) = (V (domV ))[⊥]2 ∩ ranV
= (ranV )[⊥]2 ∩ ranV.
Hence, the assumption (ranV )[⊥]2 ⊆ ranV yields mulV = (ranV )[⊥]2 .
A further condition for the equality kerV = (domV )[⊥]1 to hold is contained in the
following statement.
Lemma 3.6. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
assume that there exists a hyper-maximal semi-definite subspace L of {K1, [·, ·]1}
such that L ⊆ domV . Then kerV = (domV )[⊥]1 if and only if j1L∩domV +kerV
is an essentially hyper-maximal semi-definite subspace of {K1, [·, ·]1} for a (and
hence for every) fundamental symmetry j1 of {K1, [·, ·]1}.
Proof. Note first that kerV ⊆ L, because the hyper-maximality of L implies that
L[⊥] ⊆ L and (3.3) implies that kerV ⊆ (domV )[⊥]1 . Since L being hyper-
maximal semi-definite is closed, the inclusion kerV ⊆ L implies that kerV is
closed. Using this observation and the hyper-maximality of L, it follows that K1
has the following j1-orthogonal decomposition:
K1 = kerV ⊕1 (L[⊥]1ªkerV )⊕1 (L∩ j1L)⊕1 j1(L[⊥]1ª1 kerV )⊕1 j1kerV, (3.5)
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cf. Proposition 2.9 (iv). Hence, domV ⊆ (kerV )[⊥]1 and (kerV )[⊥]1 have the
decompositions:
domV = kerV ⊕1 (L[⊥]1 ª1 kerV )⊕1 (L ∩ j1L)⊕1 (j1L[⊥]1 ∩ domV ),
(kerV )[⊥]1 = kerV ⊕1 (L[⊥]1 ª1 kerV )⊕1 (L ∩ j1L)⊕1 j1(L[⊥]1 ª1 kerV ).
Since kerV is closed, kerV = (domV )[⊥]1 if and only if (kerV )[⊥]1 = domV .
Hence, the above two formula lines show that kerV = (domV )[⊥]1 if and only
if clos (j1L[⊥]1 ∩ domV ) = j1L[⊥]1 ª1 j1kerV . Since j1L ª1 j1kerV = (L ∩
j1L) ⊕ j1(L[⊥]1 ª1 kerV ), it follows from (3.5) together with Proposition 2.9 that
the statement holds.
This section is concluded with necessary and sufficient conditions for an isometric
relation to be unitary which can be found in (Sorjonen 1980: Proposition 2.3.1).
Proposition 3.7. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}.
Then U is a unitary if and only if domU [∗] ⊆ ranU and (domU)[⊥]1 ⊆ kerU or,
equivalently, ranU [∗] ⊆ domU and (ranU)[⊥]2 ⊆ mulU .
Proof. If U is a unitary relation, then (3.1) and (3.4) imply that domU [∗] = ranU
and (domU)[⊥]1 = kerU , respectively. Conversely, since U is isometric U−1 ⊆
U [∗], see (3.1). Moreover, the assumptions imply that domU [∗] ⊆ domU−1 and
that mulU [∗] = (domU)[⊥]1 ⊆ kerU = mulU−1, see (2.6). Hence, the equality
U−1 = U [∗] holds, see (2.7). I.e., U is unitary.
The second equivalence is obtained from the first by passing to the inverses.
3.3 Isometric relations and closures of subspaces
A standard unitary operator U from {K1, [·, ·]1} to {K2, [·, ·]2} satisfies for every
subspace L of K1 the following equality:
U(L[⊥]1) = (U(L))[⊥]2 . (3.6)
Since a unitary relation between Kreı˘n spaces need not be everywhere defined,
(3.6) does not in general hold for unitary relations between Kreı˘n spaces. Instead a
weaker form of (3.6) holds for all isometric relations.
Lemma 3.8. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
L ⊆ domV . Then
V (L[⊥]1 ∩ domV ) = (V (L))[⊥]2 ∩ ranV.
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Proof. If f ′ ∈ V (L[⊥]1 ∩ domV ), then there exists a f ∈ L[⊥]1 ∩ domV such that
f ′ ∈ V f . In particular, [f, h]1 = 0 for all h ∈ L. Since V is isometric, this implies
that [f ′, h′]2 = 0 for all h′ ∈ V (L), i.e., f ′ ∈ (V (L))[⊥]2 ∩ ranV . This shows that
V
(
L[⊥]1 ∩ domV ) ⊆ (V (L))[⊥]2 ∩ ranV . The inverse inclusion follows from the
proven inclusion by applying it to V −1 and V (L).
IfU is a standard unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}, then (3.6) implies
that U(closL) = clos (U(L)) for any subspace L of K1. This equality does not
in general hold for unitary relations, and a similar result only holds for certain
subspaces. For instance, if V is an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}
and kerV ⊆ L ⊆ domV is such that
closL = (L[⊥]1 ∩ domV )[⊥]1 and clos (V (L)) = (V (L)[⊥]2 ∩ ranV )[⊥]2 .
Then applying Lemma 3.8 twice yields
V (clos (L) ∩ domV ) = (closV (L)) ∩ ranV.
The above example indicates that the behavior of isometric relations with respect to
the closure of subspaces is in general not easy to describe. However, for uniformly
definite subspaces this behavior is specific.
Proposition 3.9. Let V be a closed isometric relation between {K1, [·, ·]1} and
{K2, [·, ·]2} and let D ⊆ domV be a uniformly definite subspace of {K1, [·, ·]1}.
Then the following statements hold:
(i) if D = clos (D) ∩ domV , then V (D) is closed;
(ii) D is closed if and only if V (D) + [mulV ] is a closed uniformly definite
subspace of {(mulV )[⊥]2/mulV, [·, ·]2}.
Proof. To prove the statements w.l.o.g. assume D to be uniformly positive and let
j1 and j2 be fundamental symmetries of {K1, [·, ·]1} and {K2, [·, ·]2}, respectively.
(i) : Let f ′ ∈ clos (V (D)), then there exists a sequence {{fn, f ′n}}n≥0, where
fn ∈ D and f ′n ∈ V fn, such that f ′ = limn→∞ f ′n in the Hilbert space {K2, [j2·, ·]2}.
By the isometry of V
[j2(f
′
m − f ′n), f ′m − f ′n]2 ≥ [f ′m − f ′n, f ′m − f ′n]2 = [fm − fn, fm − fn]1.
Since D is uniformly positive, there exists a constant α > 0 such that α[j1g, g]1 ≤
[g, g]1 for all g ∈ D. Combining this with the above inequality yields
[j2(f
′
m − f ′n), f ′m − f ′n]2 ≥ α[j1(fm − fn), fm − fn]1.
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Since {f ′n}n≥0 converges by assumption in {K2, [j2·, ·]2}, the preceding inequality
shows that {fn}n≥0 is a Cauchy-sequence in the Hilbert space {K1, [j1·, ·]1} and,
hence, converges to an f ∈ clos (D). Consequently, {{fn, f ′n}}n≥0 converges (in
the graph norm) to {f, f ′} ∈ K1 ×K2 and, hence, {f, f ′} ∈ grV by the closedness
of V . Therefore f ∈ clos (D) ∩ domV = D and, hence, f ′ ∈ V (D).
(ii) : For simplicity assume that mulV = {0}. Let D ⊆ domV be closed, then
V ¹D is an everywhere defined closed (isometric) operator from the Hilbert space
{D, [·, ·]1} to {K2, [·, ·]2}. I.e., there exists a M > 0 such that [j2V f, V f ]2 ≤
M [f, f ]1, for all f ∈ D. Hence, using the fact that V is isometric, it follows that
[j2V f, V f ]2 ≤M [f, f ]1 =M [V f, V f ]2, f ∈ D.
I.e., V (D) is a uniformly definite subspace of {K2, [·, ·]2}. The converse implication
is obtained by applying (i) to V −1 and V (D).
Note that (ii) essentially also holds for non-closed isometric relations. This follows
by considering instead of non-closed isometric relations their closure.
3.4 Reduction of isometric relations
Here unitary relations are reduced in two different ways: By means of neutral sub-
spaces contained in their domain (or range) and by splitting them. These reductions
allow us to remove from unitary relations that part of their behavior which is well
understood. In order to obtain the mentioned results the following composition
results for isometric relations are used, see (Derkach et al. 2009: Section 2.2).
Lemma 3.10. Let S be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
T be an isometric relation from {K2, [·, ·]2} to {K3, [·, ·]}. Then
(i) TS is an isometric relation from {K1, [·, ·]1} to {K3, [·, ·]3};
(ii) if S and T are unitary, ranS ⊆ domT and domT is closed or domT ⊆
ranS and ranS is closed, then TS is a unitary relation from {K1, [·, ·]1} to
{K3, [·, ·]3}.
Proof. Combine Lemma 2.15 with (3.1).
Lemma 3.11 below associates with each neutral subspace a unitary operator which
can be used to reduce unitary relations, see Corollary 3.12 below.
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Lemma 3.11. Let L be a closed neutral subspace of {K, [·, ·]}. Then UL defined as
ULf = f + [L], f ∈ domUL = L[⊥]
is a bounded unitary operator from {K, [·, ·]} onto the Kreı˘n space {L[⊥]/L, [·, ·]}.
Proof. Recall that the fact that {L[⊥]/L, [·, ·]} is a Kreı˘n space is the contents of
Proposition 2.3 and note that the isometry of UL is a direct consequence of the
neutrality of L. Next let h ∈ K and k ∈ L[⊥]/L be such that [f, h] = [ULf, k] for
all f ∈ L[⊥] = domUL. Since UL maps onto L[⊥]/L by its definition, there exists
a g ∈ domUL such that ULg = k and, hence, [f, h − g] = 0 for all f ∈ L[⊥]. This
shows that h − g ∈ clos (L) = L ⊆ kerUL. Consequently, {h, k} = {g, ULg} +
{h− g, 0} ∈ grUL and, hence, Proposition 3.1 implies that UL is unitary.
Since kerV and mulV are neutral subspaces for an isometric relation V , see (3.3),
composing isometric relations with unitary operators provided by Lemma 3.11
yields isometric operators without kernel and multi-valued part. In other words
the interesting behavior of isometric relations takes place on the quotient spaces
(kerV )[⊥]1/kerV and (mulV )[⊥]2/mulV . Therefore Corollary 3.12 below can be
for instance used to simplify proofs for statements concerning isometric relations
to the case of isometric operators.
Corollary 3.12. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
Ur and Ud defined via
grUr = {{f, f ′ + [mulU ]} ∈ K1 × ranU/mulU : {f, f ′} ∈ U};
grUd = {{f + [kerU ], f ′} ∈ domU/kerU × K2 : {f, f ′} ∈ U},
are a unitary operator from {K1, [·, ·]1} to the Kreı˘n space {ranU/mulU, [·, ·]2}
with dense range and a unitary relation from the Kreı˘n space {domU/kerU, [·, ·]1}
to {K2, [·, ·]2} with dense domain.
In particular, (Ur)d = (Ud)r is a unitary operator from {domU/kerU, [·, ·]1} to
{ranU/mulU, [·, ·]2} with dense domain and dense range.
Proof. Since kerU and mulU are closed neutral subspaces by (3.4), UkerU and
UmulU are unitary operators by Lemma 3.11 with closed domain and closed range,
respectively. Consequently, Lemma 3.10 implies that Ur := UmulUU and Ud :=
U(UkerU)
−1 are a unitary operator and relation, respectively, and a direct calculation
shows that they have the stated form.
Lemma 3.13 below is a statement about splitting a unitary relation into two unitary
relations.
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Lemma 3.13. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
let {K˜i, [·, ·]i}[+]{K̂i, [·, ·]i} be an orthogonal decomposition of {Ki, [·, ·]i} into two
Kreı˘n spaces, for i = 1, 2, such that grU = gr U˜ + gr Û , where the isometric
relations U˜ and Û are defined via
gr U˜ := grU ∩ (K˜1 × K˜2) and gr Û := grU ∩ (K̂1 × K̂2).
Then U is unitary if and only if U˜ and Û are unitary.
Proof. This follows from the definition of unitary relations (U [∗] = U−1) and the
orthogonal decomposition of U .
Recall from Proposition 3.9 that if a unitary relation contains a closed uniformly
definite subspace in its domain, then the unitary relation behaves like a Hilbert
space unitary operator on that part of the space. Hence, using Lemma 3.13, one can
reduce a unitary relation by taking out such parts.
Corollary 3.14. Let U be a closed and isometric relation between {K1, [·, ·]1} and
{K2, [·, ·]2}, let D1 ⊆ domU be a closed uniformly definite subspace of {K1, [·, ·]1}
and letD2 be a closed uniformly definite subspace of {K2, [·, ·]2} such thatU(D1) =
D2 +mulU . Then U is a unitary relation if and only if U˜ defined via
gr U˜ = grU ∩ (D[⊥]11 ×D[⊥]22 )
is a unitary relation from the Kreı˘n space {K1 ∩ D[⊥]11 , [·, ·]1} to the Kreı˘n space
{K2 ∩D[⊥]22 , [·, ·]2}.
Proof. Note first that the existence of D2 as stated follows from Proposition 3.9 and
that
Ûf = (Uf) ∩D2, f ∈ dom Û = D1
is an everywhere defined isometric operator from the Hilbert space {D1, [·, ·]1} onto
the Hilbert space {D2, [·, ·]2} and, hence, unitary. Since grU = gr U˜ + gr Û , the
statement follows now from Lemma 3.13.
3.5 Maximal isometric and unitary relations
Recall that an isometric relation is called maximal isometric if there does not ex-
ist a proper isometric extension of it. In particular, unitary relation are maximal
isometric. As a consequence of the graph characterizations in Proposition 3.2, the
following characterizations of maximal isometric and unitary relations hold.
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Corollary 3.15. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
let K+i [+]K−i be a canonical decomposition of {Ki, [·, ·]i} with associated projec-
tions P+i and P−i , for i = 1, 2. Then V is maximal isometric if and only if
(P+1 × P−2 ) grV = K+1 × K−2 or (P−1 × P+2 ) grV = K−1 × K+2 .
Moreover, V is unitary if and only if both the above equalities hold.
Proof. Clearly, (K+1 ×K−2 )[+](K−1 ×K+2 ) is a canonical decomposition of (the Kreı˘n
space) {K1 × K2, [·, ·]1,−2}, see (3.2). Hence, the statement is a direct consequence
of Proposition 3.2, Proposition 2.5 and Proposition 2.6.
Using Proposition 2.16 alternative characterizations for the conditions in Corol-
lary 3.15 can be obtained.
Proposition 3.16. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}
and let K+i [+]K−i be a canonical decomposition of {Ki, [·, ·]i} with associated pro-
jections P+i and P−i , for i = 1, 2. Then equivalent are:
(i) (P+1 × P−2 ) grV = K+1 × K−2 ;
(ii) P+1 V −1(ranV ∩ K+2 ) = K+1 and P−2 V (domV ∩ K−1 ) = K−2 ;
(iii) P+1 domV = K+1 , P−2 ranV = K−2 and
domV = domV ∩ K−1 + V −1(ranV ∩ K+2 ),
Similarly, equivalent are:
(i) (P−1 × P+2 ) grV = K−1 × K+2 ;
(ii) P−1 V −1(ranV ∩ K−2 ) = K−1 and P+2 V (domV ∩ K+1 ) = K+2 ;
(iii) P−1 domV = K−1 , P+2 ranV = K+2 and
domV = domV ∩ K+1 + V −1(ranV ∩ K−2 ).
Proof. Clearly, it suffices to prove only the first equivalences. By Proposition 2.16,
the assumption (P+1 × P−2 ) grV = K+1 × K−2 yields that (ii) holds. If (ii) holds,
then, clearly, P+1 domV = K+1 and P−2 ranV = K−2 , and the domain decomposition
in (iii) holds by Proposition 2.16. Finally, if (iii) holds, then the domain decom-
position therein implies that (P+1 domV ) × (P−2 ranV ) ⊆ (P+1 × P−2 )grV , see
Proposition 2.16. Hence, the assumptions P+1 domV = K+1 and P−2 ranV = K−2
imply that (i) holds.
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In particular, Proposition 3.16 implies that if U is a unitary relation, then
P+1 domU = K
+
1 , P
−
1 domU = K
−
1 , P
+
2 ranU = K
+
2 , P
−
2 ranU = K
−
2 . (3.7)
Combining Proposition 3.16 with Corollary 3.15 yields necessary and sufficient
conditions for an isometric relation to be unitary.
Corollary 3.17. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
let K+i [+]K−i be a canonical decomposition of {Ki, [·, ·]i} with associated projec-
tions P+i and P−i , for i = 1, 2. Then U is a unitary relation if and only (3.7) holds
and the domain of U has the following decompositions:
domU ∩ K+1 + U−1(ranU ∩ K−2 ) = domU = domU ∩ K−1 + U−1(ranU ∩ K+2 ).
Note that the domain decomposition conditions in Corollary 3.17 are equivalent to
the graph of U having the following decompositions:
grU = {{f, f ′} ∈ grU : f ∈ K+1 }+ {{f, f ′} ∈ grU : f ′ ∈ K−2 };
grU = {{f, f ′} ∈ grU : f ∈ K−1 }+ {{f, f ′} ∈ grU : f ′ ∈ K+2 },
(3.8)
cf. (Calkin 1939a: Theorem 3.9). For an isometric relation (3.7) can be satis-
fied while neither of the domain decompositions in Corollary 3.17 holds; consider
for instance the identity mapping on a hyper-maximal semi-definite subspace of
{K, [·, ·]}. Conversely, if both the equalities in (3.8) are satisfies for an isometric
relation, then the relation is already very close to being unitary.
Proposition 3.18. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}
and let K+i [+]K−i be a canonical decomposition of {Ki, [·, ·]i} with associated pro-
jections P+i and P−i , for i = 1, 2. Then U is unitary if and only if
(i) U is closed;
(ii) kerU = (domU)[⊥]1 and mulU = (ranU)[⊥]2;
(iii) the domain of U has the following decompositions:
domU∩K+1 +U−1(ranU∩K−2 ) = domU = domU∩K−1 +U−1(ranU∩K+2 ).
Proof. If U is unitary, then the closedness of U follows from U−1 = U [∗] and (ii)
holds by (3.4). Moreover, Corollary 3.17 shows that (iii) holds.
Conversely, if (iii) holds, then by Proposition 2.16
(P+1 × P−2 )grU = P+1 domU × P−2 ranU ;
(P−1 × P+2 )grU = P−1 domU × P+2 ranU.
(3.9)
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Moreover, by condition (i) and Proposition 3.2 grU is a closed neutral subspace of
the Kreı˘n space {K1×K2, [·, ·]1,−2} and thus (P+1 ×P−2 )grU and (P−1 ×P+2 )grU are
closed subspaces, see (Azizov & Iokhvidov 1989: Ch. 1, §4). In view of (3.9), this
implies that P+1 domU , P−1 domU , P+2 ranU and P−2 ranU are closed subspaces.
Now the assumption (ii) implies by Lemma 3.4 that P+1 domU = K+1 , P−1 domU =
K−1 , P
+
2 ranU = K
+
2 and P−2 ranU = K−2 . Consequently, Corollary 3.17 yields that
U is unitary.
Using Corollary 2.14 the following properties of maximal isometric relations are
obtained.
Lemma 3.19. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i} with associated projections
P+i and P−i , for i = 1, 2. If (P+1 × P−2 ) grV = K+1 × K−2 , then
clos (domV ∩ K−1 ) = domV ∩ K−1 and clos (ranV ∩ K+2 ) = ranV ∩ K+2 .
Similarly, if (P−1 × P+2 ) grV = K−1 × K+2 , then
clos (domV ∩ K+1 ) = domV ∩ K+1 and clos (ranV ∩ K−2 ) = ranV ∩ K−2 .
Proof. The statement follows from Corollary 2.14 applied to M = grV , L =
domV × ranV , P+ = P+1 × P−2 and P− = P−1 × P+2 .
Corollary 3.20. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i} with associated projections
P+i and P−i , for i = 1, 2. Then
clos (domU ∩ K+1 ) = domU ∩ K+1 , clos (ranU ∩ K+2 ) = ranU ∩ K+2 ;
clos (domU ∩ K−1 ) = domU ∩ K−1 , clos (ranU ∩ K−2 ) = ranU ∩ K−2 .
Proof. Combine Lemma 3.19 with Corollary 3.15.
Combining Corollary 3.20 with the first von Neumann formula (2.4) (applied to
L = kerU = (domU)[⊥]1) yields that for a unitary relation U
domU = kerU + clos (domU ∩ K+1 ) + clos (domU ∩ K−1 ), (3.10)
see also (Derkach et al. 2006: Lemma 2.14 (ii)). Combining the above equality
with (3.7) yields the following useful equalities:
K+1 = P
+
1 kerU + clos (domU ∩ K+1 );
K−1 = P
−
1 kerU + clos (domU ∩ K−1 ).
(3.11)
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4 SPECIAL CLASSES OF UNITARY RELATIONS
In this chapter some special classes of unitary relations are introduced and inves-
tigated. More specifically, in the first section unitary relations with a closed do-
main, or equivalently with a closed range, are considered. They are shown to be
almost completely characterized by their behavior on uniformly definite subspaces
and they are also shown to have essentially the same behavior as standard uni-
tary operators. In the second section two types of unitary relations with a simple
structure are introduced, which will be called archetypical unitary relations. Later
results, see e.g. Section 7.3, show that essentially all the mapping properties of
(unbounded) unitary relations can be understood by considering only (unbounded)
archetypical unitary operators. Finally, in the third section standard unitary oper-
ators are shortly considered. In particular, it is shown how they can be written in
terms of the introduced archetypical unitary operators.
4.1 Unitary relations with closed domain
As a starting point for investigating unitary relations with closed domain, consider
the following characterization of such relations. Note that the following statement
is a generalization of (Bogna´r 1974: Ch. VI, Theorem 3.5).
Proposition 4.1. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
U has closed domain if and only if U maps every uniformly positive (negative)
subspace of {K1, [·, ·]1} contained in the domain of U onto the sum a uniformly
positive (negative) subspace of {K2, [·, ·]2} and the multi-valued part of U .
Proof. Let (Ur)d be the unitary operator with dense domain associated with U as
in Corollary 3.12. Then one can easily see that U has closed domain if and only
if (Ur)d has closed domain. In other words, it suffices to prove the statement for a
densely defined unitary operator.
If U has closed domain and D ⊆ domU is a uniformly positive (negative) sub-
space, then clos (D) ⊆ domU = domU is a closed uniformly positive (negative)
subspace which is mapped by U onto a uniformly positive (negative) subspace, see
Proposition 3.9. Hence D itself is also mapped onto a uniformly positive subspace.
To prove the converse implication let K+1 [+]K−1 be a canonical decomposition of
{K, [·, ·]}. Then K1 = domU = clos (domU∩K+1 )+clos (domU∩K−1 ), see (3.10).
By the assumption together with Proposition 3.9 domU ∩K+1 and domU ∩K−1 are
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closed. Hence, K1 = domU ∩ K+1 + domU ∩ K−1 ⊆ domU shows that domU is
closed.
The proof of Proposition 4.1 shows that if U is a unitary operator with closed
domain, then domU = kerU [+]domU ∩ K+1 [+]domU ∩ K−1 . Hence, in that
case ranU = U(domU ∩ K+1 )[+]U(domU ∩ K−1 ), where U(domU ∩ K+1 ) and
U(domU ∩K−1 ) are closed uniformly definite subspaces of {K2, [·, ·]2}, see Propo-
sition 3.9. Since the orthogonal sum of closed uniformly definite subspaces is a
closed subspace, see e.g. (Bogna´r 1974: Ch. V, Theorem 3.4 & Theorem 5.3),
an elementary proof for the following statement has been obtained, see (Shmul’jan
1976; Sorjonen 1978/1979).
Proposition 4.2. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
domU is closed if and only if ranU is closed.
Proof. Since U is unitary if and only if U−1 is unitary, it suffices to prove that if
domU is closed, then ranU is closed. If mulU 6= {0}, then mul (UmulUU) = {0},
see Lemma 3.11. Since UmulUU has closed range if and only if U has closed range,
the statement follows now from the discussion preceding this statement.
Corollary 4.3. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
the following statements hold:
(i) if {K1, [·, ·]1} is a Hilbert space, then domU = K1;
(ii) if {K1, [·, ·]1} and {K2, [·, ·]2} are Hilbert spaces, then U is a standard unitary
operator.
Proof. Clearly, (ii) follows from (i). If the assumption in (i) holds, then by Proposi-
tion 4.1 (applied to U−1) U has closed range and, hence, closed domain, see Propo-
sition 4.2. Since kerU = (domU)[⊥]1 is a neutral subspace of {K1, [·, ·]1}, the
assumption also implies that kerU = {0} and, hence, domU = domU = K1.
Proposition 4.2 can be extended to the case of isometric relations: If equalities hold
in (3.3) for an isometric relation and, additionally, its domain or range is closed,
then the isometry relation must be a unitary relation with closed domain and range.
Corollary 4.4. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} which
has closed domain or closed range and satisfies
kerU = (domU)[⊥]1 and mulU = (ranU)[⊥]2 .
Then U is a unitary relation with closed domain and range.
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Proof. Assume that U has closed range, then the assumptions together with (2.6)
yield
domU [∗] ⊆ domU [∗] = (mul clos (U))[⊥]2 ⊆ (mulU)[⊥]2 = ranU.
Therefore U is unitary by Proposition 3.7 and U has closed domain by Proposi-
tion 4.2. The case that U has closed domain follows by passing to the inverse.
Note that the assumptions kerU = (domU)[⊥]1 and mulU = (ranU)[⊥]2 in Corol-
lary 4.4 can by Lemma 3.5 be weakened to kerU = (domU)[⊥]1 and (ranV )[⊥]2 ⊆
ranV or mulU = (ranU)[⊥]2 and (domV )[⊥]1 ⊆ domV , cf. (Derkach et al. 2006:
Section 2.3).
Proposition 4.5 below shows that unitary relations with closed domain and range
have almost the same properties as standard unitary operators (everywhere defined
unitary operators with everywhere defined inverse, see (Derkach et al. 2009: Defi-
nition 2.5)).
Proposition 4.5. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} with
closed domain. If L, kerU ⊆ L ⊆ domU , is a subspace of {K1, [·, ·]1}, then
U(L[⊥]1) = (U(L))[⊥]2 and U(clos (L)) = clos (U(L)), (4.1)
Moreover, if L, kerU ⊆ L ⊆ domU , is a neutral subspace of {K1, [·, ·]1}, then
n+(L) = n+(U(L)) and n−(L) = n−(U(L)). (4.2)
In particular, L is an (essentially, closed) (hyper-maximal, maximal) nonnegative,
nonpositive or neutral subspace of {K1, [·, ·]1} if and only if U(L) is an (essen-
tially, closed) (hyper-maximal, maximal) nonnegative, nonpositive or neutral of
{K2, [·, ·]2}, respectively.
Proof. Let kerU ⊆ L ⊆ domU , then (domU)[⊥]1 ⊆ L[⊥]1 ⊆ (kerU)[⊥]1 . Hence,
using (3.4) and the closedness of the domain (and range) of U , it follows that
kerU ⊆ L[⊥]1 ⊆ domU . Similar arguments show that mulU ⊆ (U(L))[⊥]2 ⊆
ranU . Consequently, the equality U(L[⊥]1) = (U(L))[⊥]2 follows directly from
Lemma 3.8. The second equality in (4.1) follows by applying the first equality
therein twice to a subspace L.
As a consequence (4.1), (4.2) needs only to be proven for the case that L and
U(L) are closed. Now let UL and UU(L) be the bounded unitary operators asso-
ciated to L and U(L) as in Lemma 3.11, then Ua := UU(L)U(UL)−1 is an every-
where defined isometric operator from the Kreı˘n space {L[⊥]1/L, [·, ·]1} to the Kreı˘n
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space {(U(L))[⊥]2 /U(L), [·, ·]2}. I.e., Ua is a standard unitary operator and, hence,
n±(0d) = n±(0r), where 0d and 0r are the trivial subspaces in {L[⊥]1/L, [·, ·]1} and
{(U(L))[⊥]2 /U(L), [·, ·]2}, respectively. This, together with the first von Neumann
formula (2.4), shows that n±(L) = n±(U(L)).
Next further characterizations of the closedness of the domain of a unitary relation
are given; they are closely related to results on Weyl families of boundary relations
stated in (Derkach et al. 2006). Note that the equivalence of (i), (ii) and (iii) in
Proposition 4.6 goes back to Calkin (1939a: Theorem 3.10) and that the character-
ization (vii) is an inverse to a statement in (Derkach et al. 2006: Lemma 4.4).
Proposition 4.6. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1}. Then equivalent are
(i) domU is closed;
(ii) domU ∩ K+1 is closed;
(iii) domU ∩ K−1 is closed;
(iv) U(domU∩K+1 )+[mulU ] is a uniformly positive subspace of the Kreı˘n space
{ranU/mulU, [·, ·]2};
(v) U(domU ∩ K−1 ) + [mulU ] is a uniformly negative subspace of the Kreı˘n
space {ranU/mulU, [·, ·]2};
(vi) domU = kerU + domU ∩ K+1 + domU ∩ K−1 ;
(vii) ranU = U(domU ∩ K+1 ) + U(domU ∩ K−1 );
Proof. (i)-(v): The implication from (i) to (ii) and (iii) is clear, the equivalences
of (ii) and (iv), and (iii) and (v) follows from Proposition 3.9. Furthermore, the
equivalence of (iv) and (v) follows from Proposition 2.5, (Bogna´r 1974: Ch. V,
Corollary 7.4), and Proposition 5.1 below, and (3.10) shows that (ii) and (iii) imply
(i).
(i)-(v) ⇔ (vi) : By (3.10) the conditions (i)-(iii) imply (vi). If (vi) holds, then
K+1 = P
+
1 domU = P
+
1 kerU+domU∩K+1 , where P+1 is the orthogonal projection
onto K+1 , see (3.7). Comparing this with (3.11) shows that (ii) holds.
(vi) ⇔ (vii) : This follows by applying U and U−1.
Observe that the characterizations (ii) and (iii) in Proposition 4.6 in particular imply
that a unitary relation has closed domain (and range) if either of the defect numbers
of the kernel of U is finite.
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4.2 Archetypical unitary relations
Two types of unitary operators having a simple block structure are here intro-
duced; they will be called archetypical unitary operator. Recall that, in the bounded
case, archetypical unitary operators appear as so-called transformers in (Shmul’jan
1980). They also appear naturally in the framework of boundary relations; there
they are used to normalize the Weyl family associated with a boundary relation,
see (Derkach et al. 2009). Here archetypical unitary operators are considered in the
general case.
Let j be a fundamental symmetry of {K, [·, ·]} and let M be a hyper-maximal semi-
definite subspace of {K, [·, ·]}. Then recall that M induces an orthogonal decompo-
sition of K: K = M[⊥]⊕ (M∩ jM)⊕ jM[⊥], see Proposition 2.9. Clearly, M∩ jM
is a closed uniformly definite subspace of {K, [·, ·]} and the behavior of isometric
operators on this subspace is essentially like a Hilbert space unitary operator, see
Proposition 3.9. Hence, assume that M is hyper-maximal neutral and introduce for
a relation S in (the Hilbert space) {M, [j·, ·]}, the relation Υ1(S) in {K, [·, ·]} as
Υ1(S)(f + jg) = f + j(iSf + g), f ∈ domS, g ∈M.
Note that Υ1(S) is a relation or, equivalently, has a kernel if and only if S is a
relation, and that (Υ1(S))−1 = Υ1(−S). If S is an operator, then Υ1(S) is an
operator (without kernel) which has the following block representation:
Υ1(S) =
(
I 0
jiS I
)
,
where the righthand side block decomposition is w.r.t. the decomposition M⊕ jM
of K. As a consequence of its definition, Υ1(S) is an isometric operator or re-
lation if and only if S is a symmetric operator or relation, respectively. Since
clos (Υ1(S)) = Υ1(clos (S)), Υ1(S) can be an operator whilst its closure is a
relation. Proposition 4.8 below summarizes the above discussion and provides a
characterization for Υ1(S) to be unitary, see (Derkach et al. 2009: Example 2.11).
Here a short proof for the characterization of Υ1(S) to be unitary is included; it is
based on the following lemma, which yields in fact a characterization for unitary
relations, see Theorem 6.8 below.
Lemma 4.7. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
assume that there exist hyper-maximal neutral subspaces M1 and M2 in {K1, [·, ·]1}
and {K2, [·, ·]2}, respectively, such that M1 ⊆ domU and U(j1M∩ domU) = M2
for a fundamental symmetry j1 of {K1, [·, ·]1}. Then U is a unitary relation.
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Proof. Let j2 be a fundamental symmetry of {K2, [·, ·]2} and let k ∈ K1 and k′ ∈ K2
be such that [f, k]1 = [f ′, k′]2 for all {f, f ′} ∈ grU . Then by the assumptions there
exists {h, h′} ∈ grU such that k − h ∈ j1M1 and k′ − h′ ∈ j2M2. Clearly,
[f, k − h]1 = [f ′, k′ − h′]2, ∀{f, f ′} ∈ grU. (4.3)
By the assumption that U(j1M1 ∩domU) = M2, there exists a g ∈ j1M1 ∩domU
such that {g, j2(k′ − h′)} ∈ grU . Therefore (4.3) implies that
0 = [g, k − h]1 = [j2(k′ − h′), (k′ − h′)]2.
This shows that k′− h′ = 0 and, hence, [f, k− h]1 = 0 for all f ∈ domU by (4.3),
i.e. k − h ∈ (domU)[⊥]1 ⊆ M[⊥]11 = M1. Since k − h ∈ j1M1, this implies that
k − h = 0, i.e. {k, k′} = {h, h′} ∈ grU . Consequently, Proposition 3.1 implies
that U is a unitary relation.
Proposition 4.8. Let j be a fundamental symmetry of {K, [·, ·]}, assume that there
exists a hyper-maximal neutral subspace M in {K, [·, ·]} and let S be a relation in
M. Then Υ1(S) is a (closed) isometric relation or (extendable to) a unitary relation
in {K, [·, ·]} if and only if S is a (closed) symmetric relation or (extendable to) a
selfadjoint relation in the Hilbert space {M, [j·, ·]}, respectively. Moreover, Υ1(S)
is an isometric operator without kernel if and only if S is an operator and Υ1(S) is
a standard unitary operator if and only if S is a bounded selfadjoint operator.
Proof. Only the first equivalence is proven, the remaining statements follow di-
rectly from it and the definition of Υ1(S). To prove that equivalence first note that
if T is a symmetric extension of S, then Υ1(T ) is an isometric extension of Υ1(S).
Hence, it suffices to prove that Υ1(S) is unitary if and only if S is selfadjoint.
If S is selfadjoint, then jM ⊆ dom (Υ1(S)) and Υ1(S)(M∩dom (Υ1(S))) = {f+
jiSf : f ∈ domS} is a hyper-maximal neutral subspace of {K, [·, ·]}, see Proposi-
tion 2.20. Hence, Lemma 4.7 implies that Υ1(S) is unitary. To prove the converse
assume that S is a maximal symmetric relation which is not selfadjoint, and that
Υ1(S) is unitary. Then there exists {f, f ′} ∈ grS∗ such that Im [jf, f ′] 6= 0, and a
direct calculation shows that [f, g] = [f + jif ′, g′] for all {g, g′} ∈ gr (Υ1(S)), i.e.,
{f, f + jif ′} ∈ gr (Υ1(S)) by Proposition 3.1. On the other hand, [f, f ] = 0 and,
by assumption [f+ jif ′, f+ jif ′] = i([jf ′, f ]− [f, jf ′]) 6= 0. Therefore {f, f+ jif ′}
cannot belong to the graph of an isometric relation. This contradiction completes
the proof.
Observe that Proposition 4.8 yields elementary examples of isometric operators
which can not be extended to unitary operators (or relations); namely Υ1(S) for
symmetric operators in {M, [j·, ·]} with unequal defect numbers.
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Next define for a relation B in the Hilbert space {M, [j·, ·]}, with adjoint B∗, the
relation Υ2(B) as
Υ2(B)(f + jg) = Bf + jB
−∗g, f ∈ domB, g ∈ domB−∗.
A direct calculation shows that Υ2(B) is an isometric relation in {K, [·, ·]}, which
is an operator if and only if mulB = {0} and kerB∗ = (ranB)⊥ = {0}, and that
clos (Υ2(B)) = Υ2(clos (B)). Hence, if B is a non-closable operator with ranB =
M, thenΥ2(B) is an isometric operator whilst clos (Υ2(B)) is an isometric relation.
If Υ2(B) is an operator, then it has the following block representation w.r.t the
decomposition M⊕ jM of K:
Υ2(B) =
(
B 0
0 jB−∗j
)
.
Note that Υ2(B) is an isometric operator without kernel if and only if B satisfies
kerB = {0}, domB = M, mulB = {0} and ranB = M. (4.4)
Furthermore, using (2.6), it follows that Υ2(B) and clos (Υ2(B)) are both isometric
operators without kernel if and only if B satisfies
domB∗ = M, domB = M, ranB∗ = M and ranB = M. (4.5)
Clearly, the conditions in (4.5) are equivalent to those in (4.4) if B is a closed
operator. Proposition 4.9 below summarizes the above discussion and provides a
characterization for Υ2(B) to be unitary.
Proposition 4.9. Let j be a fundamental symmetry of {K, [·, ·]}, assume that there
exists a hyper-maximal neutral subspace M in {K, [·, ·]} and let B be a relation
in M. Then Υ2(B) and Υ2(clos (B)) = clos (Υ2(B)) are an isometric and a uni-
tary relation in {K, [·, ·]}, respectively. Moreover, Υ2(B) or Υ2(clos (B)) is an
isometric or unitary operator without kernel if and only if B satisfies (4.4) or (4.5),
respectively, and Υ2(B) is a standard unitary operator if and only if B and B−1
are everywhere defined operators.
Proof. It suffices to prove that Υ2(clos (B)) is unitary. Let h, h′, k, k′ ∈ M be
such that [h + jh′, f + jg] = [k + jk′, f ′ + jg′] for all {f, f ′} ∈ gr (closB) and
{g, g′} ∈ grB−∗. Then [jh′, f ] = [jk′, f ′] for all {f, f ′} ∈ gr (closB) and [h, jg] =
[k, jg′] for all {g, g′} ∈ grB−∗, i.e., {h′, k′} ∈ grB−∗ and {h, k} ∈ gr (closB).
Consequently, {h + jh′, k + jk′} ∈ gr (Υ2(clos (B))) and, hence, Proposition 3.1
implies that Υ2(clos (B)) is unitary.
Acta Wasaensia 45
Henceforth, the introduced isometric (unitary) relations Υ1(S) and Υ2(B) will be
called archetypical isometric (unitary) relations.
Next it is shown that unitary operators of the type Υ2(B) can map hyper-maximal
neutral subspaces onto closed neutral subspaces with equal, but nonzero, defect
numbers. In light of Theorem 7.16 below, this provides a simple proof for (Calkin
1939a: Lemma 4.4), see Corollary 7.25 below.
Proposition 4.10. Let j be a fundamental symmetry of {K, [·, ·]}, assume that there
exists a hyper-maximal neutral subspace M in {K, [·, ·]} and let U := Υ2(B),
where B is a closed unbounded operator in the Hilbert space {M, [j·, ·]} with
domB = M = ranB and kerB = {0}. Then for every 0 ≤ m ≤ ℵ0 there
exists a hyper-maximal neutral subspace L ⊆ domU of {K, [·, ·]} such that U(L)
is a closed neutral subspace of {K, [·, ·]} with
n+(U(L)) = m and n−(U(L)) = m.
Proof. Since B∗ is a densely defined unbounded operator with ranB∗ = M and
kerB = {0}, there exists an m-dimensional closed subspace Nm of {M, [j·, ·]}
such that domB∗∩Nm = {0} and M = clos (B−1(MªNm)), see Corollary 2.18.
Hence,
Cf = Bf, f ∈ domC = B−1(MªNm),
considered as an operator from M to M ªNm is a closed operator which satisfies
domC = M, ranC = M ª Nm and kerC = {0}. Now define the isometric
operator Ua from {K, [·, ·]} to {Kª (Nm + jNm), [·, ·]} as
Ua(f + jf
′) = Cf + jC−∗f ′, f ∈ domC, f ′ ∈M.
Then by definition domUa ⊆ domU and arguments as in Proposition 4.9 show
that Ua is a unitary operator from {K, [·, ·]} to {K ª (Nm + jNm), [·, ·]}. Let WK
be the polar decomposition of C, then K is a (nonnegative) selfadjoint operator in
{M, [j·, ·]} with domK = domC and, hence, L := {f + jiKf : f ∈ domK} is a
hyper-maximal neutral subspace of {K, [·, ·]} contained in the domain of Ua.
By definition of K, KC−1 is a closed operator from {MªNm, [j·, ·]} to {M, [j·, ·]}
with domain M ªNm. Moreover, KB−1 coincides with KC−1 when the latter is
considered as a mapping in {M, [j·, ·]}, because domK = domC and C ⊆ B.
Therefore S := B−∗KB−1 is a closed symmetry operator with domainMªNm, i.e.
S is a bounded symmetric operator with n±(S) = m. Now the proof is completed
by observing that L ⊆ domU and that U(L) = {f + jiSf : f ∈ domS}.
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4.3 Standard unitary operators
Let j be a fundamental symmetry of {K, [·, ·]} and assume that in {K, [·, ·]} there
exists a hyper-maximal neutral subspace M, i.e., K = M⊕ jM. Let L be a hyper-
maximal neutral subspace of {K, [·, ·]}, then by Proposition 2.17 (ii) and Proposi-
tion 2.20 there exists a selfadjoint relation K in (the Hilbert space) {M, [j·, ·]} and
a closed operator B in {M, [j·, ·]} with domB = M, ranB = domK ⊕ mulK
and kerB = {0}, respectively, such that
L = {PKBf + j(iPKKBf + (I −PK)Bf) : f ∈M}.
Here PK is the orthogonal projection onto domK = (mulK)⊥ in {M, [j·, ·]}.
Using this observation, standard unitary operators can almost be decomposed in
terms of the, in general unbounded, archetypical unitary operators introduced in the
previous section. In particular, Theorem 4.11 below together with Theorem 7.16
below shows that to investigate compositions of unitary operators, it suffices to
consider compositions of archetypical unitary operators.
Theorem 4.11. Let U be an isometric operator in {K, [·, ·]} with fundamental
symmetry j and assume that there exists a hyper-maximal neutral subspace M
in {K, [·, ·]}. Then U is a standard unitary operator if and only if there exists a
closed subspace N of M, selfadjoint operators K1 and K2 in the Hilbert space
{M, [j·, ·]} with domK2 = M and clos (K−12 −K1) being a selfadjoint relation in
{M, [j·, ·]}, a closed operator B in {M, [j·, ·]} satisfying domB = M, ranB =
domK1, kerB = {0}, dom clos (K2B−∗) = M, mul clos (K2B−∗) = {0} and
ran clos (K2B
−∗) = dom clos (K−11 −K2) such that
U−1N U = clos (Υ1(K1)jΥ1(K2)jΥ2(B)) . (4.6)
Here, with PN the orthogonal projection onto N in {M, [j·, ·]}, UN is the standard
unitary operator in {K, [·, ·]} defined as
UN(f + jf
′) = PNf + (I − PN)f ′ + j((I − PN)f + PNf ′), f, f ′ ∈M.
Proof. If U is a standard unitary operator, then U(M) is a hyper-maximal neutral
subspace of {K, [·, ·]}, see Proposition 4.5. Hence, by the discussion preceding this
statement, there exists a selfadjoint relation K in {M, [j·, ·]} and a closed operator
B in {M, [j·, ·]} with domB = M, ranB = domK ⊕ mulB and kerB = {0}
such that with PK the orthogonal projection onto domK in {M, [j·, ·]}
U ¹M=
(
PKB
j(iPKKB + (I − PK)B)
)
= UN
(
B
jiPKKB
)
,
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where N = domK and the block decomposition on the range is w.r.t. the decom-
position M⊕ jM of K. Note that K1 := PKK ⊕ 0mulK is a selfadjoint operator in
{M, [j·, ·]}. These observations show that there exist operators C and D in M with
domC = M = domD such that w.r.t. decomposition M⊕ jM of K:
U−1N U =
(
B iCj
jiK1B jDj
)
. (4.7)
Note that U−1N U being a standard unitary operator is bounded. Hence, (4.7) implies
that C and D are also bounded. Since domC = M = domD, this implies that C
and D are closed operators. Since (Υ1(K1))−1 = Υ1(−K1), it follows that
(Υ1(K1))
−1U−1N U = Υ1(−K1)
(
B iCj
jiK1B jDj
)
=
(
B iCj
0 j (D +K1C) j
)
. (4.8)
Since UN and U are both standard unitary operators and (Υ1(K1))−1 is a unitary
operator, the righthand side of (4.8) is also a unitary operator, see Lemma 3.10.
The isometry of that operator implies that (D + K1C) ⊆ B−∗ and the fact that
jM ⊆ ran ((Υ1(K1))−1U−1N U) = domΥ1(K1) implies that ran (D + K1C) =
M. Since kerB−∗ = (domB)⊥ = {0}, the preceding observations imply that
(D +K1C) = B
−∗
, see (2.8). Hence, domB∗ = ranB−∗ = M and(
B iCj
0 j (D +K1C) j
)
=
(
I iCB∗j
0 I
)(
B 0
0 jB−∗j
)
= jΥ1(CB
∗)jΥ2(B).
(4.9)
Since B is a closed operator satisfying domB = M = ranB and kerB =
{0}, Υ2(B) is a unitary operator without kernel. Consequently, (4.9) implies that
Υ1(CB
−∗) is isometric and, hence, K2 := CB∗ is a symmetric operator, see Propo-
sition 4.8. Since domB∗ = M = domC, K2 is in fact an everywhere defined sym-
metric operator, i.e., K2 is a (bounded) selfadjoint operator in {M, [j·, ·]}. Com-
bining (4.8) and (4.9) yields that Ut := IranΥ1(K1)U−1N U can be decomposed as
follows:
Ut = Υ1(K1)jΥ1(K2)jΥ2(B) =
(
B iK2B
−∗j
jiK1Bj (I −K1K2)B−∗j
)
. (4.10)
Since ran (Υ1(K1)) = K, the closure of Ut coincides with U−1N U , i.e., (4.6) holds.
As a consequence of (4.7), (4.10) and the proven closedness of C, clos (K2B−∗) =
C which yields dom clos (K2B−∗) = M and mul clos (K2B−∗) = {0}. More-
over, since clos (Ut) is a standard unitary operator and clos (domUt ∩ jM) = jM,
clos (Ut(domUt ∩ jM)) = clos ({if + j(K−12 − K1)f : f ∈ ran (K2B−∗)}) is
a hyper-maximal neutral subspace. Consequently, Proposition 2.20 implies that
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clos (K−12 − K1) is a selfadjoint operator and also that dom clos (K−12 − K1) ⊆
ran clos ((K2B
−∗)). Finally, (4.10), domUt = K and dom (clos (K2B−∗)) = M
imply that dom clos (K−12 −K1) = ran (clos (K2B−∗)).
Conversely, the assumptions imply that the closure of the righthand side of (4.10) is
an everywhere defined isometric operator with dense range, i.e. U−1N U and, hence,
also U is a standard unitary operator.
Next some properties of standard unitary operators are presented. Recall that if
U is a standard unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} and K+1 [+]K−1 is
a canonical decomposition of {K1, [·, ·]1}, then the discussion preceding Proposi-
tion 4.2 shows that U(K+1 )[+]U(K−1 ) is a canonical decomposition of {K2, [·, ·]2}.
Consequently, standard unitary operators in Kreı˘n spaces are the orthogonal sum
of two Hilbert space unitary operators. This implies that standard unitary operators
give a one-to-one correspondence between fundamental symmetries.
Lemma 4.12. Let U be a standard unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}.
Then j1 7→ U j1U−1 is a bijective mapping from the set of all fundamental symme-
tries of {K1, [·, ·]1} onto the set of all fundamental symmetries of {K2, [·, ·]2}.
Proof. Let j1 be a fundamental symmetry of {K1, [·, ·]1} and let j2 := U j1U−1. Then
j−12 = j2 and, clearly, {K2, [j2·, ·]2} is a Hilbert space. Hence, j2 is a fundamental
symmetry of {K2, [·, ·]2}. Since for any fundamental symmetry j2 of {K2, [·, ·]2} one
has that j2 = UU−1j2UU−1 and similar arguments as above show that U−1j2U is a
fundamental symmetry of {K1, [·, ·]1}, the bijectivity of the mapping is evident.
Analogues of Lemma 4.12 hold for unitary relations with closed domain and range.
For instance, if ranU = K2, then the mapping in Lemma 4.12 is surjective.
For technical purposes the following property of standard unitary operators will be
useful later on.
Lemma 4.13. Let j and j′ be fundamental symmetries of {K, [·, ·]} and let M and
M′ be hyper-maximal neutral subspaces in {K, [·, ·]}. Then there exists a standard
unitary operator U in {K, [·, ·]} such that
U(M) = M′ and U(jM) = j′M′.
Proof. If the assumptions hold, then {M, [j·, ·]} and {M′, [j′·, ·]} are Hilbert spaces
of equal dimension. Let Ut be a (standard) unitary operator between these Hilbert
spaces, then U defined by U(f0 + jf1) = Utf0 + j′Utf1, where f0, f1 ∈ M, is a
standard unitary operator which has the stated properties.
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As a conclusion of this section it is shown that the Potapov-Ginzburg transforma-
tion, see (Azizov & Iokhvidov 1989: Ch. 5, §1), can be interpreted as a stan-
dard unitary operator. This transformation, which yields a one-to-one correspon-
dence between unitary relations between Kreı˘n spaces and Hilbert spaces (for fixed
canonical decompositions of the spaces), can in turn be used to obtain conditions
for when an isometric relation is unitary, see Lemma 5.2 below. To formulate the
following statement introduce for Kreı˘n spaces {K1, [·, ·]1} and {K2, [·, ·]2} with
canonical decompositions K+1 [+]K−1 and K+2 [+]K−2 , respectively, the Hilbert spaces
{H1, (·, ·)1} := {K+1 × K−2 , (·, ·)1} and {H2, (·, ·)2} := {K+2 × K−1 , (·, ·)2}, where
(f × f ′, g × g′)1 = [f, g]1 − [f ′, g′]2, f, g ∈ K+1 , f ′, g′ ∈ K−2 ;
(f × f ′, g × g′)2 = [f, g]2 − [f ′, g′]1, f, g ∈ K+2 , f ′, g′ ∈ K−1 .
(4.11)
Proposition 4.14. Let {K1, [·, ·]1} and {K2, [·, ·]2} be Kreı˘n spaces with associated
Hilbert spaces {H1, (·, ·)1} and {H2, (·, ·)2} as defined above for the fundamental
symmetries j1 and j2. Then the Potapov-Ginzburg transformation Pj1,j2 defined by
Pj1,j2{f, g} = {P+1 f × P−2 g, P+2 g × P−1 f}
is a standard unitary operator from the Kreı˘n space {K1, [·, ·]1} × {K2,−[·, ·]2} to
the Kreı˘n space {H1, (·, ·)1} × {H2,−(·, ·)2}. For a relation H from {K1, [·, ·]1}
to {K2, [·, ·]2} denote its Potapov-Ginzburg transformation by HPG, i.e. grHPG =
Pj1,j2(grH). Then
(H−[∗])PG = (HPG)−∗.
In particular, Pj1,j2 maps the graphs of (closed, maximal) isometric and unitary
relations from the Kreı˘n space {K1, [·, ·]1} to the Kreı˘n space {K2, [·, ·]2} onto the
graphs of (closed, maximal) isometric and unitary relations from the Hilbert space
{H1, (·, ·)1} to the Hilbert space {H2, (·, ·)2}, respectively.
Proof. Let f, g ∈ K1 and f ′, g′ ∈ K2, then with the introduced inner products
[f, g]1 − [f ′, g′]2 =
= [P+1 f, P
+
1 g]1 + [P
−
1 f, P
−
1 g]1 − [P+2 f ′, P+2 g′]2 − [P−2 f ′, P−2 g′]2
= (P+1 f × P−2 f ′, P+1 g × P−2 g′)1 − (P+2 f ′ × P−1 f, P+2 g′ × P−1 g)2.
Hence the Potapov-Ginzburg transformation Pj1,j2 is an everywhere defined iso-
metric operator from the Kreı˘n space {K1, [·, ·]1} × {K2,−[·, ·]2} onto the Kreı˘n
space {H1, (·, ·)1} × {H2,−(·, ·)2}, i.e., it is a standard unitary operator. Finally,
the equality Pj1,j2(H−[∗]) = (Pj1,j2(H))
−∗ follows from Proposition 4.5 combined
with an interpretation of the orthogonal complement, cf. the arguments preceding
Proposition 3.2.
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5 THE WEYL IDENTITY APPROACH
Proposition 4.1 showed that unitary relations with closed domain are essentially
completely characterized by their behavior with respect to uniformly definite sub-
spaces contained in their domain. Here it is shown how unitary relations can in
general be distinguished from isometric relations by looking at their behavior with
respect to uniformly definite subspaces contained in their domain. This approach
to unitary relations will be called the Weyl identity approach to unitary relations.
Therefore, continuing from the results obtained in Section 3.5, in the first section of
this chapter it is shown that unitary relations satisfy the so-called Weyl identity and,
moreover, that identity is also shown to characterize unitary relations. By means of
the Weyl identity it is shown in the second section that unitary operators possess a
quasi-block representation. That representation in particular shows that unitary re-
lations in Kreı˘n spaces are closely connected to nonnegative selfadjoint relations in
Hilbert spaces; that connection will be used in the Chapter 6. In the third section it
is shown that the obtained quasi-block decomposition for unitary operators can be
generalized to a quasi-block representation for maximal isometric operators. There
it is also shown that the Weyl identity approach can not be used to investigate gen-
eral isometric relations. Finally, in the fourth section the Weyl identity approach to
unitary relations is applied to obtain two types of results on unitary relations: First
it is shown that this approach can be used to split unitary relations and, secondly,
that it can be used to indicate how the defect numbers of neutral subspaces change
under mapping by a unitary relation. In particular, in this last section of this chap-
ter necessary and sufficient conditions are presented for the pre-image of a neutral
subspace under a unitary relation to be a (hyper-)maximal neutral subspace.
5.1 The Weyl identity
Here it is shown that a unitary relation satisfies an identity which will be called the
Weyl identity. The reason for this name is that in the case of boundary relations,
which can be interpreted as unitary relations, see Section A.2, this identity is an
identity for the Weyl family associated with the boundary relation, see Section A.3.
Proposition 5.1. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
let K+1 [+]K−1 be a canonical decomposition of {K1, [·, ·]1}. Then the Weyl identity
holds:
U(domU ∩ K+1 ) =
(
U(domU ∩ K−1 )
)[⊥]2 .
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In particular, U(domU ∩K+1 ) and U(domU ∩K−1 ) are a maximal nonnegative and
maximal nonpositive subspace of {K2, [·, ·]2}, respectively.
Proof. Let K+2 [+]K−2 be a canonical decomposition of {K2, [·, ·]2} and let P+i and
P−i be the projections associated to K+i [+]K−i , i = 1, 2. Then Proposition 3.16
together with Corollary 3.15 implies that U(domU ∩ K+1 ) and U(domU ∩ K−1 )
are a maximal nonnegative and a maximal nonpositive subspace of {K2, [·, ·]2},
respectively. Since, evidently, domU ∩ K+1 ⊆ (domU ∩ K−1 )[⊥]1 , applying U and
using Lemma 3.8 yields
U(domU ∩ K+1 ) ⊆ (U(domU ∩ K−1 ))[⊥]2 ∩ ranU.
Since U(domU ∩ K+1 ) and (U(domU ∩ K−1 ))[⊥]2 are both maximal nonnegative,
see Proposition 2.5, the Weyl identity follows from the previous inclusion.
Note also that the equality (domU ∩ K+1 ) ∩ (domU ∩ K−1 ) = {0} yields
U(domU ∩ K+1 ) ∩ U(domU ∩ K−1 ) = mulU. (5.1)
Using the Potapov-Ginzburg transformation, see Proposition 4.14, the following
necessary and sufficient conditions for an isometric relation to be unitary are ob-
tained, cf. Proposition 3.18. Those conditions are subsequently used to prove that
the Weyl identity characterizes unitary relations almost completely.
Lemma 5.2. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i} with associated projections
P+i and P−i , for i = 1, 2. Then U is unitary if and only if
(i) U is closed, kerU = (domU)[⊥]1 and mulU = (ranU)[⊥]1;
(ii) there exists a subspace M+ ⊆ domU ∩ K+1 with P+2 U(M+) = K+2 ;
(iii) there exists a subspace M− ⊆ domU ∩ K−1 with P−2 U(M−) = K−2 .
Proof. Necessity of (i) is clear by (3.1) and (3.4). Since P±2 U(domU ∩ K±1 ) = K±2
by Proposition 3.16 and Corollary 3.15, (ii) and (iii) hold for M± = domU ∩ K±1 .
Conversely, assume that (i)-(iii) hold and let UPG be the Potapov-Ginzburg trans-
formation of U , i.e.,
grUPG = {{P+1 f × P−2 f ′, P+2 f ′ × P−1 f} : {f, f ′} ∈ grU},
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see Proposition 4.14. Since U is by assumption a closed isometric relation, UPG is
a closed isometric operator from the Hilbert space {K+1 ×K−2 , (·, ·)1} to the Hilbert
space {K+2 × K−1 , (·, ·)2}, see (4.11). Now observe that the assumption (ii) implies
that K+2 ×{0} ⊆ ranUPG. Moreover, the assumption kerU = (domU)[⊥]1 implies
that P−1 domU = K−1 , see Lemma 3.4, and, hence, there exists a subspace N−1 ⊆ K−1
satisfying closN−1 = K−1 , such that P−1 ranUPG = N−1 . Combining the preceding
observations shows that K+2 × N−1 ⊆ ranUPG and, hence, ranUPG = K+2 × K−1 .
Similar arguments show that domUPG = K+1 × K−2 . Consequently, clos (UPG) =
UPG is a (Hilbert space) unitary operator and therefore, using the inverse Potapov-
Ginzburg transformation, U is a unitary relation.
Theorem 5.3. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
let K+1 [+]K−1 be a canonical decomposition of {K1, [·, ·]1}. Then U is unitary if and
only if
(i) U is closed;
(ii) kerU = (domU)[⊥]1;
(iii) U(domU ∩ K+1 ) =
(
U(domU ∩ K−1 )
)[⊥]2
.
Proof. Necessity of the conditions (i)-(iii) follows from (3.1), (3.4) and Proposi-
tion 5.1. Conversely, if (iii) holds, then
(ranU)[⊥]2 ⊆ (U(domU ∩ K−1 ))[⊥]2 = U(domU ∩ K+1 ) ⊆ ranU.
By Lemma 3.5 the above inclusion combined with the assumption (ii) implies that
mulU = (ranU)[⊥]2 . Moreover, Proposition 3.9 yields that U(domU ∩ K+1 ) and
U(domU ∩ K−1 ) are closed and, hence, assumption (iii) combined with Proposi-
tion 2.5 implies that U(domU ∩K+1 ) and U(domU ∩K−1 ) are a maximal nonnega-
tive and nonpositive subspace of {K2, [·, ·]2}, respectively. Hence the sufficiency of
the conditions (i)-(iii) follows now from Lemma 5.2.
Geometrically Theorem 5.3 says that closed isometric relation are unitary precisely
when they map certain uniformly definite subspaces onto maximal definite sub-
spaces. It can be seen as an abstract extension of (Derkach et al. 2006: Proposition
3.6).
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5.2 A quasi-block representation for unitary operators
Here a quasi-block representation for unitary operators and a consequence of it
from (Nakagami 1988) are presented; see also (Gheondea 1988). For completeness
here a proof based on the Weyl identity is included. As a preparation for the proof
two lemmas will be stated. The first lemma shows that unitary relations possess a
core which is connected to the Weyl identity. Note that the same subspace is also
a core for certain maximal isometric relations, see Corollary 6.3 below; cf. also
Example 5.10 below.
Lemma 5.4. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1}. Then the subspace L :=
kerU + domU ∩ K+1 + domU ∩ K−1 is a core for U , i.e., clos (U ¹L) = U .
Proof. By definition Ur := U ¹L is an isometric relation such that
Ur(domUr ∩ K±1 ) = U(domU ∩ K±1 ).
Hence, Proposition 5.1 implies that Ur(domUr ∩ K+1 ) =
(
Ur(domUr ∩ K−1 )
)[⊥]2
.
Furthermore, since domUr = domU , see (3.10), it follows from (3.4) that
kerUr = kerU = (domU)
[⊥]1 = (domUr)[⊥]1 .
Consequently, closUr is a closed isometric relation satisfying the conditions of
Theorem 5.3, i.e., closUr is a unitary relation. Since Ur ⊆ U , this completes
the proof.
In Lemma 5.5 below certain unitary operators in a Kreı˘n space with a trivial kernel
are considered which are additionally nonnegative selfadjoint operators in an asso-
ciated Hilbert space. Theorem 5.6 below shows that this class of unitary operators
essentially explains the structure of unitary operators between Kreı˘n spaces. As
a preparation for Lemma 5.5, recall that for an everywhere defined contraction K
from the Hilbert space {H1, (·, ·)1} to the Hilbert space {H2, (·, ·)2} the following
equivalence holds:
ker (I −K∗K) = {0} if and only if ker (I −KK∗) = {0}. (5.2)
Lemma 5.5. Let j be a fundamental symmetry of {K, [·, ·]}, let K+[+]K− be the as-
sociated canonical decomposition of {K, [·, ·]} and let K be an everywhere defined
contractive operator from {K+, [·, ·]} to {K−,−[·, ·]} with ker (I − K∗K) = {0}.
Then UK defined as
UK = clos
((
I K∗
K I
)(
(I −K∗K)−1/2 0
0 (I −KK∗)−1/2
))
(5.3)
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is a unitary operator in {K, [·, ·]} with kerUK = {0} and
UK(domUK ∩ K+) = {f+ +Kf+ : f+ ∈ K+};
UK(domUK ∩ K−) = {f− +K∗f− : f− ∈ K−}.
Moreover, UK is a nonnegative selfadjoint operator in the Hilbert space {K, [j·, ·]}.
Proof. In this proof the following notation is used
DK = (I −K∗K)1/2 and DK∗ = (I −KK∗)1/2,
cf. (Sz.-Nagy & Foias¸ 1970: Ch. I, Section 3). Note that the assumption ker (I −
K∗K) = {0} implies that D−1K := (DK)−1 and D−1K∗ := (DK∗)−1 are operators,
see (5.2).
Step 1: W.r.t. the decomposition K+ × K− of K, define S and T as
S =
(
I K∗
K I
)
and T =
(
D−1K 0
0 D−1K∗
)
. (5.4)
Then S is an everywhere defined closed operator and, hence, by Lemma 2.15
(ST )[∗] = T [∗]S[∗] =
(
D−1K 0
0 D−1K∗
)(
I −K∗
−K I
)
.
Consequently, V := ST satisfies
V [∗]V =
(
D−1K 0
0 D−1K∗
)(
I −K∗
−K I
)(
I K∗
K I
)(
D−1K 0
0 D−1K∗
)
=
(
D−1K 0
0 D−1K∗
)(
I −K∗K 0
0 I −KK∗
)(
D−1K 0
0 D−1K∗
)
= IdomV .
This shows that V is an isometric operator in {K, [·, ·]}. Furthermore, the condition
ker (I −K∗K) = {0} implies that V has dense domain, see (5.2) and (2.6). Con-
sequently, (3.3) implies that kerV = {0}. Moreover, evidently, domV ∩ K+ =
domD−1K , domV ∩ K− = domD−1K∗ , domDK = K+ and domDK∗ = K−. Hence
V (domV ∩ K+) = {f+ +Kf+ : f+ ∈ K+};
V (domV ∩ K−) = {f− +K∗f− : f− ∈ K−}.
These equalities show that V (domV ∩ K+) and V (domV ∩ K−) are a maximal
nonnegative and a maximal nonpositive subspace, respectively, and that
V (domV ∩ K+) = (V (domV ∩ K−))[⊥]2 ,
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see Proposition 2.19. Consequently, UK = clos (V ) is unitary by Theorem 5.3.
Finally, since V (domV ∩ K+) ∩ V (domV ∩ K−) = {0}, because by assumption
ker (I −K∗K) = {0}, it follows from (5.1) that mulUK = {0}.
Step 2: Recall that
KD−1K ⊆ D−1K∗K and K∗D−1K∗ ⊆ D−1K K∗,
see (Sz.-Nagy & Foias¸ 1970: Ch. I, Section 3). Applying the above inclusions to V
yields:
V =
(
D−1K K
∗D−1K∗
KD−1K D
−1
K∗
)
⊆
(
D−1K 0
0 D−1K∗
)(
I K∗
K I
)
= jT [∗]S[∗]j = jU [∗]K j.
Since jU [∗]K j is a unitary operator in {K, [·, ·]}, see Lemma 3.10, and UK = clos (V )
is also a unitary operator in {K, [·, ·]}, the above inclusion implies that UK = jU [∗]K j.
I.e., UK is a selfadjoint operator in the Hilbert space {K, [j·, ·]}.
Step 3: The arguments in (Sz.-Nagy & Foias¸ 1970: Ch. I, Section 3) can also be
used to show that
KD
−1/2
K ⊆ D−1/2K∗ K and K∗D−1/2K∗ ⊆ D−1/2K K∗.
Applying these inclusions to V (= ST ) yields:
V =
(
I K∗
K I
)(
D−1K 0
0 D−1K∗
)
⊆
(
D
−1/2
K 0
0 D
−1/2
K∗
)(
I K∗
K I
)(
D
−1/2
K 0
0 D
−1/2
K∗
)
Since K is a contraction, S (in (5.4)) is a nonnegative operator in {K, [j·, ·]}. Conse-
quently, the above calculation shows that V is a nonnegative operator in {K, [j·, ·]}
and, hence, also UK = clos (V ) is a nonnegative operator in {K, [j·, ·]}.
Note that the condition ker (I − K∗K) = {0} in Lemma 5.5 can be dropped by
allowing UK to have a kernel and a multi-valued part. In that case the block repre-
sentation for UK needs to be interpreted in a specific manner.
Following is the announced representation for unitary operators w.r.t. uniformly
definite subspaces, see (Nakagami 1988) and (Gheondea 1988); see also (Azizov &
Iokhvidov 1989: Ch. 2, Theorem 5.10).
Theorem 5.6. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} and
let K+2 [+]K−2 be a canonical decompositions of {K2, [·, ·]2}. Then there exists a
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bounded unitary operator Ut from {K1, [·, ·]1} onto {K2, [·, ·]2} and an everywhere
defined contraction K from {K+2 , [·, ·]2} to {K−2 ,−[·, ·]2} with ker (I−K∗K) = {0}
such that
U = UKUt,
where UK is as in Lemma 5.5. Conversely, if Ut and K are as above, then UKUt is
a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}.
Proof. Since UK is a unitary operator in {K2, [·, ·]2} and Ut is a bounded uni-
tary operator from {K1, [·, ·]1} onto {K2, [·, ·]2}, UKUt is a unitary operator from
{K1, [·, ·]1} to {K2, [·, ·]2} by Lemma 3.10.
To prove the converse note that if kerU 6= {0}, then Uo := U(UkerU)−1, where
UkerU is as in Lemma 3.11, is a unitary operator without kernel. Hence, it suffices
to prove that for the unitary operator Uo with kerUo = {0} there exists a represen-
tation Uo = UKUt, where Ut is a standard unitary operator. Namely, in that case,
U has the representation U = UK(UtUkerU), where UtUkerU is a bounded unitary
operator.
Hence, let U be a unitary operator with kerU = {0} and let K+1 [+]K−1 be a canon-
ical decomposition of {K1, [·, ·]1}. Then by Proposition 5.1 and 2.19 there exists a
(unique) contractive operator K from {K+2 , [·, ·]2} to {K−2 ,−[·, ·]2} such that
U(domU ∩ K+1 ) = {f+2 +Kf+2 : f+2 ∈ K+2 };
U(domU ∩ K−1 ) = {f−2 +K∗f−2 : f−2 ∈ K−2 }.
Here ker (I−K∗K) = {0}, because mulU = U(domU∩K+1 )∩U(domU∩K−1 ) =
{0}, see (5.1). With this K, let UK be the unitary operator in {K2, [·, ·]2} with
mulUK = {0} given by Lemma 5.5 and define L to be domU ∩K+1 +domU ∩K−1 .
Then ran (U ¹L) ⊆ ranUK and, hence, U−1K U ¹L is an isometric operator, see
Lemma 3.10, which satisfies(
U−1K U ¹L
)
(domU ∩ K+1 ) = dom (I −K∗K)−1/2 × {0} ⊆ K+2 ;(
U−1K U ¹L
)
(domU ∩ K−1 ) = {0} × dom (I −KK∗)−1/2 ⊆ K−2 .
Now observe that domU ∩ K+1 and dom (I − K∗K)−1/2 are dense in the Hilbert
spaces {K+1 , [·, ·]1} and {K+2 , [·, ·]2}, respectively, and that domU∩K−1 and dom (I−
KK∗)−1/2 are dense in the Hilbert spaces {K−1 ,−[·, ·]1} and {K−2 ,−[·, ·]2}, respec-
tively, see Corollary 3.20. Hence, there exist standard unitary operators U+t and
U−t from {K+1 , [·, ·]1} to {K+2 , [·, ·]2} and from {K−1 ,−[·, ·]1} to {K−2 ,−[·, ·]2}, re-
spectively, such that with respect to the decompositions K+1 × K−1 and K+2 × K−2 of
K1 and K2, respectively, Ut := clos (U−1K U ¹L) = U+t × U−t , i.e., U ¹L⊆ UKUt.
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Since UKUt is unitary by the proven part of the statement and U is by assumption
a unitary operator, the preceding inclusion implies that U = UKUt.
If j2 is the fundamental symmetry of {K2, [·, ·]2} corresponding to the canonical de-
composition K+2 [+]K−2 in the statement of Theorem 5.6 and j1 is the fundamental
symmetry of {K1, [·, ·]1} corresponding to the canonical decomposition K+1 [+]K−1
in the proof of Theorem 5.6, then K in Theorem 5.6 is the operator such that
U(domU ∩ K+1 ) = {f+2 + Kf+2 : f+2 ∈ K+2 }. Furthermore, if kerU = {0},
then, with the above notation, Ut in Theorem 5.6 is a standard unitary operator
from {K1, [·, ·]1} to {K2, [·, ·]2} such that Utj1 = j2Ut. Therefore, in that case, Ut is
also an everywhere defined unitary operator from (the Hilbert space) {K1, [j1·, ·]1}
onto (the Hilbert space) {K2, [j2·, ·]2}. Consequently, in light of Lemma 5.5, the
decomposition UKUt of U in Theorem 5.6 is in fact a polar decomposition of U as
an operator from the Hilbert space {K1, [j1·, ·]1} to the Hilbert space {K2, [j2·, ·]2},
cf. (Calkin 1939a: Theorem 3.6). This observation will be used in Chapter 6 to
obtain another useful graph decomposition of unitary relations.
Remark 5.7. Theorem 5.6 shows that unitary relations can be classified by the
nature of the spectrum of an associated contraction K at 1. In particular, the unitary
operator U is a standard unitary operator if and only if K is a uniform contraction,
see (Azizov & Iokhvidov 1989: Ch. 2, Theorem 5.10).
Theorem 5.6 can be interpreted as a realization result for maximal nonnegative and
nonpositive subspaces (or, equivalently, for maximal dissipative or accumulative
relations, see Proposition 2.20). Therefore observe first that if L is a closed neutral
subspace of the Kreı˘n space {K, [·, ·]} with fundamental symmetry j, then L is a
hyper-maximal neutral subspace of the Kreı˘n space {L + jL, [·, ·]} and L × L is a
unitary relation in {L+ jL, [·, ·]}, see e.g. Corollary 4.4.
Theorem 5.8. Let M+ and M− be a maximal nonnegative and nonpositive sub-
space of {K, [·, ·]}, respectively, and let K+[+]K− be a canonical decomposition of
{K, [·, ·]}. Then there exists a unitary relation U in {K, [·, ·]} such that
M+ = U(domU ∩ K+) or M− = U(domU ∩ K−),
respectively. Moreover, If U1 and U2 are two unitary relations in {K, [·, ·]} such that
U1(domU1 ∩K+) = U2(domU2 ∩K+) or U1(domU1 ∩K−) = U2(domU2 ∩K−),
then clos (U−12 U1) is a unitary relation in {K, [·, ·]} with closed domain.
Proof. Let j be the fundamental symmetry associated with the canonical decom-
position K+[+]K− and let M0 be defined as M+ ∩ (M+)[⊥]. Then M0 is a closed
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neutral subspace of {K, [·, ·]} and by means of this neutral subspace define K0 =
M0+ jM0 and Kr = K∩K[⊥]0 . Then {K0, [·, ·]} and {Kr, [·, ·]} are Kreı˘n spaces and
K+0 [+]K
−
0 = (K
+ ∩ K0)[+](K− ∩ K0) and K+r [+]K−r = (K+ ∩ Kr)[+](K− ∩ Kr) are
canonical decompositions of these spaces.
Now let Kr be the angular operator of M+ ∩ Kr, i.e.,
M+ ∩ Kr = {f+r +Krf+r : f+r ∈ K+r }.
Since M+ ∩ (M+)[⊥] ∩ Kr = {0}, it follows that ker (I −K∗rKr) = {0}. Hence,
UKr is a unitary operator in {Kr, [·, ·]} such that UKr(domUKr ∩ K+r ) = M+ ∩ Kr,
see Lemma 5.5. Since U0 defined via grU0 = M0 ×M0 is a unitary relation in
{K0, [·, ·]}, Lemma 3.13 shows that U defined via grU = grU0+grUKr is a unitary
relation in {K, [·, ·]}, which satisfies U(domU∩K+) = M+. Similar arguments can
be used to show the existence of a unitary relation U with U(domU ∩ K−) = M−.
Next let U1 and U2 be unitary relations such that U1(domU1 ∩ K+) = M+ =
U2(domU2 ∩ K+) and w.l.o.g. assume that kerU1 = {0} = kerU2, see the above
arguments or Corollary 3.12. Then U1(domU1 ∩ K−) = U2(domU2 ∩ K−), see
Proposition 5.1. Hence Ua := U−12 U1 maps domU1∩K± onto domU2∩K±. Since
clos (domUi ∩ K±) = K±, for i = 1, 2, see (3.11), it follows that clos (Ua) is a
standard unitary operator in {K, [·, ·]}.
5.3 A quasi-block representation for maximal isometric
operators
Next the quasi-block representation for unitary operators from Theorem 5.6 is gen-
eralized to a quasi-block representation for maximal isometric operators. That
representation for maximal isometric operators implies that non-trivial properties
of maximal isometric operators can be obtained from properties of unitary oper-
ators. Note also that a similar representation holds for an isometric operator V
whose domain contains a hyper-maximal semi-definite subspace, because in that
case kerV + domV ∩ K+1 + domV ∩ K−1 is dense in its domain.
Theorem 5.9. Let V be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} with
kerV = (domV )[⊥]1 and ranV = K2. Moreover, let ji be a fundamental symme-
try of {Ki, [·, ·]i} and let K+i [+]K−i be the associated canonical decomposition of
{Ki, [·, ·]i}, for i = 1, 2. Then V is a maximal isometric operator if and only if
V = UKVt,
where
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(i) Vt is a closed isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} satisfying
kerV = kerVt and (kerVt)[⊥]1 = domVt, j2Vt = Vtj1 and
P+2 ranVt = K
+
2 or P
−
2 ranVt = K
−
2 ;
(ii) UK is the unitary operator in {K2, [·, ·]2} associated with an everywhere
defined contraction K from (the Hilbert space) {K+2 , [·, ·]2} to (the Hilbert
space) {K−2 ,−[·, ·]2} with ker (I −K∗K) = {0} as in (5.3).
Proof. W.l.o.g. assume that kerV = {0} = kerVt, see Section 3.4.
First the sufficiency of the conditions is proven, where w.l.o.g. it is assumed that
P−2 ranVt = K
−
2 . Note first that the assumption j2Vt = Vtj1 together with the
closedness of Vt implies that domVt = K1. Hence, in particular, the assumptions
imply that Vt(K+1 ) = P+2 ranVt and Vt(K−1 ) = K−2 . Furthermore, since UK is a
unitary operator in {K2, [·, ·]2}, Proposition 3.16 and Corollary 3.15 imply that
P−2 UK(domUK ∩ K−2 ) = K−2 and P+2 U−1K (ranUK ∩ K+2 ) = K+2 ,
Combining these equalities with Vt(K−1 ) = K−2 yields
domUK ∩ K−2 ⊆ ranVt and P+2 (U−1K (ranUK ∩ K+2 ) ∩ ranVt) = P+2 ranVt.
Consequently, since Vt(K+1 ) = P+2 ranVt and Vt(K−1 ) = K−2 , V = UKVt satisfies
P−2 V (domV ∩ K−1 ) = K−2 and P+1 V −1(ranV ∩ K+2 ) = K+1 .
This implies by Proposition 3.16 and Corollary 3.15 that V is maximal isometric.
Next the necessity of the conditions is proven; w.l.o.g. that is only done for the
case that (P−1 × P+2 )grV = K−1 × K+2 , see Corollary 3.15. If (P−1 × P+2 )grV =
K−1 ×K+2 , then V (domV ∩K+1 ) is a maximal nonnegative subspace of {K2, [·, ·]2} by
Proposition 3.16. Let K be its angular operator w.r.t. K+2 , i.e., K is the everywhere
defined contraction from {K+2 , [·, ·]2} to {K−2 ,−[·, ·]2} such that
V (domV ∩ K+1 ) = {f+ +Kf+ : f+ ∈ K+2 }.
Moreover, ker (I−K∗K) = {0}, because V is a closed operator withmulV = {0},
i.e. V (domV ∩K+1 ) does not contain neutral vectors of {K2, [·, ·]2} (here K∗ is the
adjoint of K as an operator from {K+2 , [·, ·]2} to {K−2 ,−[·, ·]2}). Let UK be the
unitary operator associated with K as in (5.3). Then U−1K V ¹K+1 is an isometric op-
erator from {K+1 , [·, ·]1} to {K+2 , [·, ·]2} which maps the dense subspace domV ∩K+1
of K+1 , see Lemma 3.19, onto the dense subspace domUK ∩ K+2 of K+2 , see Corol-
lary 3.20. I.e., dimK+1 = dimK+2 and V +1 := clos (U−1K V ¹K+1 ) is an everywhere
60 Acta Wasaensia
defined unitary operator from the Hilbert space {K+1 , [·, ·]1} onto the Hilbert space
{K+2 , [·, ·]2}.
Similar arguments (applied to V −1, ranV ∩ K−2 and V −1(ranV ∩ K−2 )) show that
there exists an everywhere defined unitary operator V −1 from {K−1 ,−[·, ·]1} onto
{K−2 ,−[·, ·]2}. Then V1 := V +1 ×V −1 is a standard unitary operator from {K1, [·, ·]1}
to {K2, [·, ·]2} satisfying V1j1 = j2V1. Hence, by Lemma 3.10 U := UKV1 is a
unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} which by definition of V1 satisfies
Uf = V f, f ∈ domU ∩ K+1 = domV ∩ K+1 . (5.5)
Next let the definite inner products (·, ·)1 and (·, ·)2 on the closed subspaces K+1 ×K−2
and K−1 ×K+2 be as in (4.11) and let AV and AU be the Potapov-Ginzburg transforms
of V and U :
grAV = {{P+1 f × P−2 f ′, P−1 f × P+2 f ′} : {f, f ′} ∈ grV };
grAU = {{P+1 f × P−2 f ′, P−1 f × P+2 f ′} : {f, f ′} ∈ grU},
respectively, see Proposition 4.14. Then AV and AU are a maximal isometric and
a unitary operator from the Hilbert space {K+1 × K−2 , (·, ·)1} to the Hilbert space
{K−1 ×K+2 , (·, ·)2}, respectively. Note that the assumption (P−1 ×P+2 )grV = K−1 ×
K+2 implies that ranAV = K−1 ×K+2 . Note also thatA−1U (K−1 )⊕A−1U (K+2 ) = K+1 ×K−2 ,
because AU is a (Hilbert space) unitary operator, and that A−1U (K+2 ) = A−1V (K+2 ) by
(5.5). Since AV is an isometric operator, the above observations yield
A−1V (K
−
1 ) ⊆ (A−1V (K+2 ))⊥1 = (A−1U (K+2 ))⊥1 = A−1U (K−1 ).
This shows that V −2 := AUA−1V ¹K−1 is an everywhere defined isometric operator
in {K−1 , [·, ·]1} and, hence, V2 := IK+1 × V
−
2 is an everywhere defined isometric
operator in {K1, [·, ·]1} which commutes with j1. By definition of V2
(UV2)
−1f = V −1f, f ∈ ranV ∩ K−2 = ran (UV2) ∩ K−2 . (5.6)
Since domV = domV ∩K+1 +V −1(ranV ∩K−2 ) by Proposition 3.16, (5.5) and (5.6)
show that UV2 = UKV1V2 and V coincide on the domain of the maximal isometric
operator V . Hence, the asserted decomposition holds with Vt = V1V2.
Although UK in Theorem 5.9 is a nonnegative selfadjoint operator in (the Hilbert
space) {K2, [j2·, ·]2} and Vt an everywhere defined isometric operator from (the
Hilbert space) {K1, [j1·, ·]1} to (the Hilbert space) {K2, [j2·, ·]2}, the decomposi-
tion V = UKVt is not, in general, a polar decomposition of V , because domUK *
ranVt. However, if ranVt = K2, then the decomposition in Theorem 5.9 is a polar
decomposition. In fact, in that case V is a unitary operator, see Section 5.2.
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Recall that for a unitary relation kerU +domU ∩K+1 +domU ∩K−1 is dense in the
domain of U , see (3.10). In fact, Lemma 5.4 showed that the preceding subspace
is a core for U . I.e., a unitary relation is completely determined by its behavior on
the uniformly definite subspaces domU ∩ K+1 and domU ∩ K−1 . For (maximal)
isometric relations this does not in general hold as the following example shows.
Example 5.10. Let U be a densely defined unbounded unitary operator in the
separable (infinite-dimensional) Kreı˘n space {K, [·, ·]}. Then domU ∩ K+ and
domU ∩ K− are dense subspaces of K+ and K−, respectively, which are, more-
over, operator ranges. Hence, there exists an infinite-dimensional closed subspace
L of K+ such that L ∩ domU = {0}, see Proposition 2.17 (vi). Now let Vt be the
everywhere defined isometric operator in {K, [·, ·]} which is the identity mapping
on K− and maps K+ isometrically onto L ( K+, then V := UVt is by (the first
part of the proof of) Theorem 5.9 a maximal isometric operator and by construction
domV ∩ K+ = {0} (and domV = K).
From the fact that domV = K and domV ∩K+ = {0} in Example 5.10, it follows
that the domain of V can not contain a hyper-maximal semi-definite subspace. Be-
cause if it would contain a hyper-maximal semi-definite subspace, then domV ∩K+
and domV ∩ K− should be dense in K+ and K−, respectively, see Corollary 2.14.
Example 5.11 below shows that there exists a densely defined (non-maximal) closed
isometric operator V with dense range such that domV ∩K+ = {0} = domV ∩K−.
In particular, the domain of the isometric operator in Example 5.11 also does not
contain any hyper-maximal semi-definite subspace.
Example 5.11. Let K be a compact nonnegative selfadjoint operator in the separa-
ble (infinite-dimensional) Hilbert space {H, (·, ·)} with ranK 6= H = ranK. Then
by (Brasche & Neidhardt 1993: Lemma 2), there exists a closed restriction T of
K such that ranT = H, that domT ∩ ranT = {0} and that dim(domT )⊥ = ∞.
Note that the operator range domT + ranT , see Proposition 2.17 (i), is not equal
to the whole space by Proposition 2.17 (iv).
Since domT + ranT is a nonclosed operator range, Proposition 2.17 (ii) and (v)
implies that there exists an everywhere defined closed operator B with kerB = {0}
such that ranB ∩ (domT + ranT ) = {0}. Now V defined as
V {f, T−1f +Bf ′} = {f ′, Kf ′ −B∗f}, f ∈ ranT, f ′ ∈ domK,
is a closed isometric operator in {H2, < ·, · >}, cf. (Derkach et al. 2006: Example
6.6) and (Derkach et al. 2012: Proposition 7.55). Clearly,
domV = grT−1 + {0} ×B(domK);
ranV = grK + {0} × B∗(ranT ). (5.7)
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The above formulas imply that domV = H2 = ranV , because by assumption
domK = H = ranT , and B and B∗ are closed everywhere defined operators
with dense range. Recall that H+[+]H−, where H+ = {{f, if} : f ∈ H} and
H− = {{f,−if} : f ∈ H}, is a canonical decomposition of {H2, < ·, · >}, see
Example 2.1. Hence, domT ∩ ranT = {0}, ranB ∩ (domT + ranT ) = {0} and
(5.7) yield domV ∩ H+ = {0} = domV ∩ H−.
Using compositions of unitary and maximal isometric operators as in Theorem 5.9,
it can be shown that the domains of unitary relation do not differ essentially from the
domains of isometric relations. I.e., to distinguish unitary relations from isometric
relations their action also has to be considered.
Example 5.12. Let U be an unbounded unitary operator between {K1, [·, ·]1} and
{K2, [·, ·]2} and let K+2 [+]K−2 be a canonical decomposition of {K2, [·, ·]2}. More-
over, let V be a closed everywhere defined isometric operator in {K2, [·, ·]2} which
maps K+2 onto K+2 and K−2 onto D−2 , where D−2 ( K−2 . Then V U is an isometric
operator from {K1, [·, ·]1} to {K2, [·, ·]2} with domV U = domU . Moreover, V U
is not unitary, because P−2 ranV U = D−2 6= K−2 . In fact, arguments as in the proof
of Theorem 5.9 show that V U is a maximal isometric operator.
Example 5.13. Let S be a densely defined closed symmetric operator in {H, (·, ·)}
which does not have equal defect numbers. Then Υ1(S) is a densely defined iso-
metric operator in {H2, < ·, · >} with dense range which can not be extended
to a unitary operator. Next let B be an everywhere defined closed operator such
that ranB = domS and kerB = {0}. Then Υ2(B−1) is a unitary operator in
{H2, < ·, · >} with
dom (Υ2(B
−1)) = ranB ⊕2 H = domS ⊕2 H = dom (Υ1(S)).
5.4 Weyl identity and properties of unitary relations
The Weyl identity approach, which was shown to characterize unitary relations in
Section 5.1, is now used to obtain two types of results on unitary relations: First it is
shown that this approach indicates how unitary relations can be split and, secondly,
it is shown how the approach can be used to determine the defect numbers of certain
neutral subspaces after mapping them by a unitary relation. As a first step towards
the splitting result, conditions (in terms of the Weyl identity) are presented for when
a part of a unitary relation is itself a unitary relation between certain Kreı˘n spaces.
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Proposition 5.14. LetU be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i} with associated projections
P+i and P−i , for i = 1, 2. Moreover, let Ld and Lr be closed subspaces of kerU
and mulU , respectively, and assume that there exist subspaces M+ ⊆ domU ∩K+1
and M− ⊆ domU ∩ K−1 such that
(i) clos (M+) ∩ domU = M+ and clos (M−) ∩ domU = M−;
(ii) P−2 U(M+) ⊆ P−2 U(M−) and P+2 U(M−) ⊆ P+2 U(M+).
Then U˜ defined via
gr U˜ = {{f + g, f ′} ∈ U : f ∈ clos (M+ +M−), g ∈ Ld, f ′ ∈ L⊥2r }
is a unitary relation from the Kreı˘n space {K˜1, [·, ·]1} to the Kreı˘n space {K˜2, [·, ·]2},
where K˜1 = clos (M++M−)+(Ld+ j1Ld) and K˜2 = (P+2 U(M+)+P−2 U(M−))∩
(Lr + j2Lr)
[⊥]2
.
Proof. Note first that condition (i) implies that P+2 U(M+) and P−2 U(M−) are
closed, see Proposition 3.9. Hence, the assumptions (i) and (ii) together with the as-
sumptions on Ld and Lr imply that {K˜1, [·, ·]1} and {K˜2, [·, ·]2} are Kreı˘n spaces and
that U˜ is closed, because its graph is the intersection of the two closed subspaces
gr (U) and K˜1 × K˜2. Moreover, by construction ker U˜ = Ld = (dom U˜)[⊥]1 ∩ K˜1.
Next observe that the assumptions (i) and (ii) imply that U(M+) and U(M−)
are a maximal nonnegative and maximal nonpositive subspace of the Kreı˘n space
{P+2 U(M+) + P−2 U(M−), [·, ·]2}, respectively. Therefore, since Lr ⊆ mulU ⊆
U(M+) ∩ U(M−), U˜(M+) = U(M+) ∩ K˜2 and U˜(M−) = U(M−) ∩ K˜2 are a
maximal nonnegative and nonpositive subspace of the Kreı˘n space {K˜2, [·, ·]2}, re-
spectively. Since U(M+) ⊆ (U(M−))[⊥]2 , see Proposition 5.1, the maximality of
U˜(M+) and U˜(M−) implies that U˜(M+) = U˜(M−)[⊥]2 in {K˜2, [·, ·]2}. Hence,
Theorem 5.3 yields that U˜ is a unitary relation.
The inverse to Proposition 5.14 also holds, i.e., if U˜ is a unitary relation, then (i)
and (ii) hold. Next Proposition 5.14 is used to obtain a result about the splitting of
unitary relations which complements Lemma 3.13.
Theorem 5.15. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
{K˜i, [·, ·]i}[+]{K̂i, [·, ·]i} be an orthogonal decomposition of {Ki, [·, ·]i} into two
Kreı˘n spaces, for i = 1, 2, and define U˜ and Û via
gr U˜ = grU ∩ (K˜1 × K˜2) and gr Û = grU ∩ (K̂1 × K̂2).
Then U˜ is unitary if and only if Û is unitary.
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Proof. W.l.o.g. assume that kerU = {0} = mulU and let K˜+i [+]K˜−i and K̂+i [+]K̂−i
be canonical decomposition of {K˜i, [·, ·]i} and {K˜i, [·, ·]i}, respectively, for i = 1, 2.
Denote the associated canonical decomposition of {Ki, [·, ·]i} by K+i [+]K−i and let
P+i and P−i denote the associated projections, for i = 1, 2.
Clearly, to prove the equivalence it suffices to prove only one implication. Hence
assume that U˜ is unitary. Define Û+r via
gr Û+r = {{f, f ′} ∈ grU : f ∈ domU ∩ K+1 and P+2 f ′ ∈ K̂+2 },
then P+2 ran Û+r = K̂+2 , see Proposition 5.1. If {f, f ′} ∈ gr Û+r and {g, g′} ∈ gr U˜
where g ∈ dom U˜ ∩ K−1 , then [f, g]1 = 0 and [P+2 f ′, P+2 g′]2 = 0. Therefore
0 = [f, g]1 = [f
′, g′]2 = [P−2 f
′, P−2 g
′]2.
Since U˜ is unitary, P−2 U˜(dom U˜ ∩ K−2 ) = K˜−2 and, hence, the previous equality
implies that P−2 f ′ ∈ (K˜−2 )[⊥]2 ∩ K−2 = K̂−2 . Consequently, ran Û+r ⊆ K̂2.
Now if {g, g′} ∈ U˜ , where g ∈ dom U˜ ∩ K+1 , then, since ran Û+r ⊆ K̂2 = K˜[⊥]22 ,
[f, g]1 = [f
′, g′]2 = 0, {f, f ′} ∈ gr Û+r
This shows that f ∈ (dom U˜ ∩ K+1 )[⊥]1 = (K˜+1 )[⊥]1 = K̂+1 , see (3.11).
The above arguments show that Û+r ⊆ Û and, hence, P+2 Û(dom Û ∩ K+1 ) = K̂+2
and P−2 Û(dom Û ∩ K+1 ) ⊆ K̂−2 . By similar arguments P−2 Û(dom Û ∩ K−1 ) = K̂−2
and P+2 Û(dom Û∩K−1 ) ⊆ K̂+2 . Therefore Û is unitary by Proposition 5.14, because
the condition (i) therein clearly holds.
Next a very different application of the Weyl identity approach to unitary relations
is presented. Namely this approach is now used to characterize the defect numbers
of the pre-images of neutral subspaces under mapping by unitary relations; these
results are an extension of Calkin’s, cf. (Calkin 1939a: Theorem 4.8, Theorem 4.11
& Theorem 4.12). As a starting point, a simple observation on neutral subspaces
contained in the domain of a unitary operator with a trivial kernel is stated.
Lemma 5.16. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} with
kerU = {0}, let K+i [+]K−i be a canonical decomposition of {Ki, [·, ·]i}, for i = 1, 2,
and let L ⊆ domU be a neutral subspace of {K1, [·, ·]1}. Then there exists a
subspace L+ ⊆ ranU∩K+2 , an injective mappingL+ fromU−1(L+) to domU∩K−1 ,
and a subspace L− ⊆ ranU ∩ K−2 , an injective mapping L− from U−1(L−) to
domU ∩ K+1 such that
{f+ + L+f+ : f+ ∈ U−1(L+)} = L = {f− + L−f− : f− ∈ U−1(L−)}. (5.8)
Acta Wasaensia 65
In particular, L is closed if clos (L+) ∩ ranU = L+ or if clos (L−) ∩ ranU = L−,
U(L) is closed if clos (ranL+) ∩ domU = ranL+ or if clos (ranL−) ∩ domU =
ranL−. Moreover,
n+(L) = dim(K
−
1 ª1 P−1 U−1(L−)) and n−(L) = dim(K+1 ª1 P+1 U−1(L+)).
Proof. As a direct consequence of the decompositions of unitary relations in (3.8),
the decompositions of L in (5.8) hold. Recall that, since L is neutral, L is closed
if and only if either P+1 L is closed or P−1 L is closed. This observation together
with (5.8) implies that L is closed if and only if either P+1 U−1(L+) is closed or
P−1 U
−1(L−) is closed. Therefore the stated conditions for the closedness of L now
follows from Proposition 3.9. Moreover, the stated conditions for the closedness
of U(L) can be proven by similar arguments and the assertion about the defect
numbers of L follows straightforwardly from (5.8), because L+ and L− map into
K−1 and K+1 , respectively.
Combining the decomposition of unitary relations in (3.8) with the concept of an-
gular operators, see Section 2.5, yields the following reformulation of Lemma 5.16
in terms of angular operators.
Proposition 5.17. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i}, for i = 1, 2, and let K+ and
K− be the angular operators of U(domU ∩ K+1 ) and U(domU ∩ K−1 ) w.r.t. K+2
and K−2 , respectively. Moreover, let N ⊆ ranU be a neutral subspace of {K2, [·, ·]2}
with angular operatorK w.r.t. K+2 . Then the defect numbers of the neutral subspace
U−1(N) of {K1, [·, ·]} are
n+(U
−1(N)) = dim
(
K−1 ª1 P−1 U−1(ran (K+ −K))
)
;
n−(U−1(N)) = dim
(
K+1 ª1 P+1 U−1(ran (K− −K−1))
)
.
Furthermore, U−1(N) is closed if ran (K+ − K) ∩ ranU = ran (K+ − K) or if
ran (K− −K−1) ∩ ranU = ran (K− −K−1).
Proof. W.l.o.g. assume that kerU = {0} = mulU , then to complete the proof
it now suffices to note that if L = U−1(N), then ran (K+ − K) ⊆ ranU ∩ K−2
and ran (K− −K−1) ⊆ ranU ∩ K+2 correspond to the subspaces L− and L+ from
Lemma 5.16.
The assumptionN ⊆ ranU in Proposition 5.17 can be dropped if ran (K+−K) and
ran (K−−K−1) are replaced by ran (K+−K)∩ranU and ran (K−−K−1)∩ranU ,
respectively. In particular, Proposition 5.17 yields the following conditions for the
inverse image of a neutral subspace under a unitary relation to be maximal neutral.
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Corollary 5.18. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i}, for i = 1, 2, and let K+ and
K− be the angular operators of U(domU ∩ K+1 ) and U(domU ∩ K−1 ) w.r.t. K+2
and K−2 , respectively. Moreover, let N be a neutral subspace of {K2, [·, ·]2} with
angular operator K w.r.t. K+2 . Then equivalent are:
(i) n+(U−1(N ∩ ranU)) = 0 and U−1(N ∩ ranU) is closed;
(ii) ranU ∩ K−2 ⊆ ran (K+ −K);
(iii) ranU = (N ∩ ranU) + U(domU ∩ K+1 ).
Similarly, equivalent are:
(i) n−(U−1(N ∩ ranU)) = 0 and U−1(N ∩ ranU) is closed;
(ii) ranU ∩ K+2 ⊆ ran (K− −K−1);
(iii) ranU = (N ∩ ranU) + U(domU ∩ K−1 ).
Proof. W.l.o.g. only the first set of equivalences will be proven. To prove the
equivalence of (i) and (ii) recall first that P−1 U−1(M−) = K−1 for M− ⊆ ranU∩K−2
if and only if M− = ranU ∩ K−2 , cf. Proposition 5.1. In light of that observation,
Proposition 5.17 together with the discussion following that statement show that (i)
holds if and only if ranU ∩ K−2 ⊆ ran (K+ −K) ∩ ranU ; this latter condition is,
clearly, equivalent to condition (ii). Finally, the equivalence of (ii) and (iii) follows
directly from the fact that ranU = ranU ∩ K−2 + U(domU ∩ K+1 ) by (3.8).
In fact, by means of direct arguments it can be shown that in the equivalences in
Corollary 5.18 the assumption that U is unitary is too strong. For instance if V is
an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and N is a neutral subspace
of {K2, [·, ·]2}, then n+(V −1(N ∩ ranV )) = 0 and V −1(N ∩ ranV ) is closed
if and only if P−1 domV = K−1 and ranV = (N ∩ ranV ) + V (domV ∩ K+1 ),
and that n−(V −1(N ∩ ranV )) = 0 and V −1(N ∩ ranV ) is closed if and only if
P+1 domV = K
+
1 and ranV = (N ∩ ranV ) + V (domV ∩ K−1 ).
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6 HYPER-MAXIMAL SEMI-DEFINITE SUBSPACES
As a preparation for Chapter 7, where block representation for certain classes of
isometric operators are considered, here hyper-maximal semi-definite subspaces
contained in the domains of isometric and unitary relations are investigated. More
specifically, in the first section consequences of the existence of a hyper-maximal
semi-definite subspace in the domain of an isometric relation are presented. There-
after, in the second section, a graph decomposition of unitary relations is presented.
That graph decomposition implies in particular that the domain or, equivalently, the
range of a unitary relation always contains a hyper-maximal semi-definite subspace.
In the third and final section of this chapter the graph decomposition approach to
unitary relations from the first section is combined with the Weyl identity approach
to unitary relations from Chapter 5 to obtain more insight into unitary relations.
6.1 Isometric relations and hyper-maximal semi-definite
subspaces
Here some basic properties that an isometric relation possesses as a consequence of
having a hyper-maximal semi-definite subspace in its domain are presented. Since
hyper-maximal semi-definite subspaces are closed, a first consequence is that the
kernels of those isometric relations are closed. Another connected consequence is
contained in the following statement.
Lemma 6.1. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} with
mulV = (ranV )[⊥]2 and assume that there exists a hyper-maximal semi-definite
subspace L of {K1, [·, ·]1} such that L ⊆ domV . Then kerV = (domV )[⊥]1 .
Proof. Recall that L[⊥]1 ⊆ L, because L is hyper-maximal semi-definite, see e.g.
Proposition 2.9. Hence, the assumption L ⊆ domV implies that
(domV )[⊥]1 ⊆ L[⊥]1 ⊆ L ⊆ domV.
Consequently, Lemma 3.5 implies that kerV = (domV )[⊥]1 .
Using the second von Neumann formula yields the following statement.
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Corollary 6.2. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
assume that there exists a hyper-maximal semi-definite subspace L of {K1, [·, ·]1}
such that L ⊆ domV . Then clos (domV ∩ K±1 ) = domV ∩ K±1 .
Proof. W.l.o.g. assume that L is hyper-maximal neutral, then the statement follows
directly from Corollary 2.14 (applied to L = domV and M = L).
In particular, if V is an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} such that
kerV = (domV )[⊥]1 and domV contains a hyper-maximal semi-definite sub-
spaces, then combining the first von Neumann formula (2.4) with Corollary 6.2
yields
domV = kerV ⊕1 clos (domV ∩ K+1 )⊕1 clos (domV ∩ K−1 ), (6.1)
where K+1 [+]K−1 is a canonical decomposition of {K1, [·, ·]1}, cf. (3.10). The above
formula together with Lemma 3.8 yields(
V (domV ∩ K+1 )
)[⊥]2 ∩ ranV = V (domV ∩ K−1 );(
V (domV ∩ K−1 )
)[⊥]2 ∩ ranV = V (domV ∩ K+1 ). (6.2)
Observe that by Proposition 3.9 V (domV ∩K+1 ) and V (domV ∩K−1 ) are closed if
V is closed in addition to the previous conditions.
In fact, just as for unitary relations, the isometric relations under considerations are
characterized by their behavior on the uniformly definite subspaces domV ∩ K+1
and domV ∩ K−1 .
Lemma 6.3. Let V be a closed isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}
satisfying kerV = (domV )[⊥]1 , assume that there exists a hyper-maximal semi-
definite subspace L of {K1, [·, ·]1} such that L ⊆ domU and let K+1 [+]K−1 be a
canonical decomposition of {K1, [·, ·]1}. Then kerV +domV ∩K+1 +domV ∩K−1
is a core for V .
Proof. W.l.o.g. assume that kerV = {0} = mulV and that L is hyper-maximal
neutral. Moreover, let j1 be the fundamental symmetry corresponding to the canon-
ical decomposition K+1 [+]K−1 of {K1, [·, ·]1}. Then domV = L ⊕1 j1L ∩ domV .
Moreover, since L is closed and V is a closed relation, it follows that V restricted
to L is a bounded operator. Therefore the statement follows from the fact that
clos (j1L ∩ domV ) = j1L and that (j1L ∩ domV ) + j1(j1L ∩ domV ) = domV ∩
K+1 + domV ∩ K−1 .
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6.2 A graph decomposition of unitary relations
Here unitary relations are characterized by the fact that they have a special graph
decomposition, see Lemma 6.4 and Theorem 6.8 below. This decomposition is the
main result of this chapter and it will also play a major role in the next chapter.
The decomposition result is based on the fact that unitary relations between Kreı˘n
spaces are connected to nonnegative selfadjoint operators in Hilbert spaces, see
the discussion following Theorem 5.6. Note that Lemma 6.4 below is inspired by
Calkin (1939a: Theorem 3.5); the difference is that here the graph of a unitary
relation is decomposed whereas in (Calkin 1939a) only the domain of a unitary
relation was decomposed.
Lemma 6.4. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i} associated to the fundamen-
tal symmetry ji of {Ki, [·, ·]i}, for i = 1, 2. Define Uc via
grUc = {{f, f ′} ∈ grU : [j1f, g, ]1 = [j2f ′, g′]2, ∀{g, g′} ∈ grU}
Moreover, with K˜1 := K1 ∩ (kerU + j1kerU + domUc)[⊥]1 and with K˜2 := K2 ∩
(mulU + j2mulU + ranUc)
[⊥]2
, define Uo via
grUo = grU ∩ (K˜1 × K˜2).
Then U has the graph decomposition
grU = (kerU ×mulU) +˙ grUc +˙ grUo,
where
(i) Uc is a standard unitary operator from the Kreı˘n space {domUc, [·, ·]1} to the
Kreı˘n space {ranUc, [·, ·]2}. Moreover, grUc = grU++grU− where U+ and
U− are the Hilbert space unitary operators defined via
grU+ = grU ∩ (K+1 × K+2 ) and grU− = grU ∩ (K−1 × K−2 )
from {domU+, [·, ·]1} onto {ranU+, [·, ·]2} and from {domU−,−[·, ·]1} onto
{ranU−,−[·, ·]2}, respectively.
(ii) Uo is a unitary operator from the Kreı˘n space {K˜1, [·, ·]1} to the Kreı˘n space
{K˜2, [·, ·]2} with dense domain and dense range. Moreover, there exist hyper-
maximal neutral subspaces Ld ⊆ domUo and Lr ⊆ ranUo of {K˜1, [·, ·]1}
and {K˜2, [·, ·]2}, respectively, such that
Uo(Ld) = j2Lr ∩ ranUo and Uo(j1Ld ∩ domUo) = Lr.
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In particular,
domUo = Ld ⊕1 (j1Ld ∩ domUo) and ranUo = Lr ⊕2 (j2Lr ∩ ranUo).
Proof. Note first that the stated graph decomposition of U is a consequence of (i)
and the fact that kerU ×mulU is a unitary relation from the Kreı˘n space {kerU +
j1kerU, [·, ·]1} to the Kreı˘n space {mulU + j2mulU, [·, ·]2}, see e.g. Corollary 4.4.
(i), (ii): Define K1,r = K1 ∩ (kerU + j1kerU)[⊥]1 and K2,r = K2 ∩ (mulU +
j2mulU)
[⊥]2
. Then Lemma 3.13 implies that Ur defined via
grUr = grU ∩ (K1,r × K2,r)
is a unitary operator with a trivial kernel from the Kreı˘n space {K1,r, [·, ·]1} to
the Kreı˘n space {K2,r, [·, ·]2}. By Theorem 5.6 (applied to U−1r ), see also the dis-
cussion following that statement, there exists a standard unitary operator Ut from
{K1,r, [·, ·]1} to {K2,r, [·, ·]2}, satisfying Utj1 = j2Ut, such that Ua := U−1t Ur is a
unitary operator (without kernel) in {K1,r, [·, ·]1} which is additionally a nonnega-
tive selfadjoint operator in (the Hilbert space) {K1,r, [j1·, ·]1}.
Now let {Et}t∈R and {Ft}t∈R be the spectral families of the nonnegative selfadjoint
operators Ua and U−1a in (the Hilbert space) {K1,r, [j1·, ·]1}, respectively, then Ft =
I − E(1/t)− for t > 0. Moreover, Ld := ranE1−, Mr := ranF1− and Nd :=
ker (Ua − I) = ran (E1 − E1−) are closed subspaces of {K1,r, [j1·, ·]1} such that
domUa = Ld ⊕1 Nd ⊕1 U−1a (Mr) and ranUa = Mr ⊕1 Nd ⊕1 Ua(Ld). (6.3)
Next note that U−1a = j1Uaj1, because Ua is a selfadjoint operator in (the Hilbert
space) {K1,r, [j1·, ·]1} and a unitary operator in {K1,r, [·, ·]1}. The preceding equality
together the before mentioned connection between the spectral measures of Ua and
U−1a , implies that
I − E(1/t)− = j1Etj1, t > 0. (6.4)
In particular, (6.4) yields E1−E1− = j1(E1−E1−)j1. This implies that Nd = j1Nd
and, hence, {Nd, [·, ·]1} is a Kreı˘n space because Nd is by definition closed. From
(6.4) it also follows that j1ran (I − E1) = ran (E1−j1) = Ld. Since ran (I − E1)∩
domUa = U
−1
a (Mr), this implies that U−1a (Mr) = j1Ld ∩ domUa and also that
clos (j1Ld ∩ domUa) = j1Ld. Consequently, (6.3) implies that
L
[⊥]1
d = j1L
⊥
d = j1(Nd ⊕ clos (j1Ld ∩ domUa)) = Nd ⊕ Ld.
The above formula implies that Ld is a hyper-maximal neutral subspace of (the
Kreı˘n space) {K˜1, [·, ·]1} := {domUa ª1 Nd, [·, ·]1}.
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Similar arguments as above yield Ua(Ld) = j1Mr ∩ ranUa and that Mr is a
hyper-maximal neutral subspace in the Kreı˘n space {ranUa ª1 Nd, [·, ·]1}. Hence,
Lr = Ut(Mr) = Ur(j1Lr ∩ domUr) is a hyper-maximal neutral subspace in
{K˜2, [·, ·]2} := {Ut(ranUa ª1 Nd), [·, ·]2}. Therefore, if Uo and Uc are defined
via
grUo = grUr ∩ (K˜1 × K˜2) and grUc = grUr ∩ (Nd × Ut(Nd)),
then grUo + grUc = grUr. Consequently, Lemma 3.13 shows that Uo and Uc are a
unitary operator with a trivial kernel and a standard unitary operator, respectively.
Moreover, the above arguments together with j2Ut = Utj1 show that (ii) holds with
Ld and Lr as above. Finally, from the fact that Nd = j1Nd and j2Ut = Utj1, it
follows that the decomposition for Uc as in (i) holds.
Since the unitary relations kerU ×mulU and Uc are easily understood, Lemma 6.4
shows that, from a theoretical point of view, the most interesting unitary relations
are those with dense domain and range in a Kreı˘n space {K, [·, ·]} with k+ = k−.
In other words, to understand unitary relations it suffices for instance to consider
only the unitary operators with a trivial kernel from Lemma 5.5. Lemma 6.4 also
shows that if U is a unitary relation such that kerU does not have equal defect
numbers, then there exist uniformly definite subspaces D1 and D2 of {K1, [·, ·]1}
and {K2, [·, ·]2} such that U(D1) = D2 +mulU and U˜ defined via gr U˜ = grU ∩
(D
[⊥]1
1 ×D[⊥]22 ) is a unitary relation from {K1∩D[⊥]11 , [·, ·]1} to {K2∩D[⊥]22 , [·, ·]2},
see Corollary 3.14 whose kernel (and multi-valued part) has equal defect numbers.
From the graph decomposition of a unitary relation U in Lemma 6.4 it follows, with
the notation as in that statement, that
n+(kerU) = dim(domU−) + k˜−1 , n−(kerU) = dim(domU+) + k˜
+
1 ;
n+(mulU) = dim(ranU−) + k˜−2 , n−(mulU) = dim(ranU+) + k˜
+
2 ,
(6.5)
where k˜+i and k˜−i are the dimensions of K˜+i and K˜−i for any canonical decomposition
K˜+i [+]K˜
−
i of {K˜i, [·, ·]i}, i = 1, 2. Since dim(domU±) = dim(ranU±), cf. Propo-
sition 4.5, and k˜±1 = k˜±2 by Lemma 6.4 (ii), (6.5) shows that the defect numbers of
the kernel and multi-valued part of a unitary operator U are equal, cf. (Derkach et
al. 2006: Lemma 2.14 (iii)).
Corollary 6.5. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
n+(kerU) = n+(mulU) and n−(kerU) = n−(mulU).
Next let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let K+i [+]K−i be
a canonical decomposition of {Ki, [·, ·]i} with associated fundamental symmetry ji,
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for i = 1, 2. Then define d+U(j1, j2) and d−U(j1, j2) as
d+U(j1, j2) = dim{f ∈ K+1 : ∃f ′ ∈ K+2 s.t. {f, f ′} ∈ grU};
d−U(j1, j2) = dim{f ∈ K−1 : ∃f ′ ∈ K−2 s.t. {f, f ′} ∈ grU}.
(6.6)
I.e., with the notation as in Lemma 6.4, d+U(j1, j2) = dim(domU+) and d−U(j1, j2) =
dim(domU−). Since k˜−1 = k˜+1 , (6.5) implies that if n−(kerU) > n+(kerU) or
n−(kerU) < n+(kerU), then d+U(j1, j2) > d
−
U(j1, j2) or d
+
U(j1, j2) < d
−
U(j1, j2) for
all j1 and j2, respectively. If n−(kerU) = n+(kerU), then d+U(j1, j2) and d−U(j1, j2)
can be ordered in an arbitrary manner, and differently for different fundamental
symmetries j1 and j2 as Example 6.6 below shows.
Example 6.6. Let U be a standard unitary operator from the separable (infinite-
dimensional) Kreı˘n space {K1, [·, ·]1} to the separable (infinite-dimensional) Kreı˘n
space {K2, [·, ·]2} such that n+(kerU) = n−(kerU), i.e. k+1 = k−1 = k+2 = k−2 . If
j1 is a fundamental symmetry of {K1, [·, ·]1}, then j2 := U j1U−1 is a fundamental
symmetry of {K2, [·, ·]2}, see Lemma 4.12. With K+i [+]K−i the canonical decompo-
sition of {Ki, [·, ·]i} associated with ji, for i = 1, 2, as a consequence of the above
construction U(K±1 ) = K±2 . Consequently, d+U(j1, j2) = k+1 = k−1 = d−U(j2, j2).
Next let K be a uniform contraction from the Hilbert space {K+2 , [·, ·]2} to the
Hilbert space {K−2 , [·, ·]2}with an n-dimensional kernel, n ∈ N, such that (ranK)⊥
is infinite-dimensional. By means of K define D+ and D− as
D+ = {f+ +Kf+ : f+ ∈ K+2 } and D− = {f− +K∗f− : f− ∈ K−2 }.
Then D+ and D− are a maximal uniformly positive and maximal uniformly neg-
ative subspace of {K2, [·, ·]2} which are orthogonal. I.e., D+[+]D− is a canonical
decomposition of {K2, [·, ·]2}. If jd is the corresponding fundamental symmetry,
then by construction d+U(j1, jd) = dim(kerK) = n and d−U(j1, jd) = dim(kerK∗) =
dim(ranK)⊥ =∞ 6= d+U(j1, jd).
If there exist j1 and j2 such that d+U(j1, j2) = d−U(j1, j2), d+U(j1, j2) > d−U(j1, j2) or
d+U(j1, j2) < d
−
U(j1, j2), then Lemma 6.4 implies that there exist hyper-maximal
semi-definite subspaces in the domain and range of U which are neutral, nonnega-
tive or nonpositive, respectively; cf. (Calkin 1939a: Theorem 4.3 & Theorem 4.4).
Importantly, those subspaces can be chosen to have more properties.
Proposition 6.7. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
ji be a fundamental symmetry of {Ki, [·, ·]i}, for i = 1, 2. Then there exist hyper-
maximal semi-definite subspaces L ⊆ domU and M ⊆ ranU of {K1, [·, ·]1} and
{K2, [·, ·]2}, respectively, such that
domU = L[⊥]1 ⊕1 (L ∩ j1L)⊕1 (j1L[⊥]1 ∩ domU);
ranU = M[⊥]2 ⊕2 (M ∩ j2M)⊕2 (j2M[⊥]2 ∩ ranU),
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where
U(L[⊥]1) = j2M[⊥]2 ∩ ranU +mulU ;
U(L ∩ j1L) = M ∩ j2M+mulU ;
U(j1L
[⊥]1 ∩ domU) = M[⊥]2 +mulU.
Here L and M can be taken to be hyper-maximal neutral, nonnegative or nonposi-
tive subspaces of {K1, [·, ·]1} and {K2, [·, ·]2} if d+U(j1, j2) = d−U(j1, j2), d+U(j1, j2) >
d−U(j1, j2) or d
+
U(j1, j2) < d
−
U(j1, j2), respectively.
Proof. Using the notation of Lemma 6.4, recall first that the domain of the stan-
dard unitary operator Uc is a Kreı˘n space. Hence, there exists a hyper-maximal
semi-definite subspace Lc in {domUc, [·, ·]1}, which can be taken to be neutral,
nonnegative or nonpositive if d+U(j1, j2) = d
−
U(j1, j2), d
+
U(j1, j2) > d
−
U(j1, j2) or
d+U(j1, j2) < d
−
U(j1, j2), respectively, see the discussion following (6.6). Since Uc
is a standard unitary operator, Uc(Lc) is a hyper-maximal semi-definite subspace in
{ranUc, [·, ·]2}, see Proposition 4.5. Hence, using the fact that Ucj1 = j2Uc,
domUc = L
[⊥]1
c ⊕1 (Lc ∩ j1Lc)⊕1 j1L[⊥]1c ;
ranUc = Uc(j1L
[⊥]1
c )⊕2 Uc(Lc ∩ j1Lc)⊕2 Uc(L[⊥]1c ),
(6.7)
cf. Proposition 2.9 (iv). (Note that the orthogonal complement of Lc = L[⊥]1c ⊕1
(Lc ∩ j1Lc) in the above equations is taken in {domUc, [·, ·]1}.) With the above
observation, the asserted decomposition of the domain and range of U follows from
(6.7) together with Lemma 6.4 (ii). Specifically, with Ld and Lr as in Lemma 6.4,
L and M can be taken to be kerU + Lc + Ld and U(j1Lc) + Lr, respectively.
The hyper-maximal semi-definite subspace L in Proposition 6.7 is shown to exist
as an extension of the subspace Ld as in Lemma 6.4. Not all hyper-maximal semi-
definite subspaces contained in the domain of a unbounded unitary relation can
be obtained in that manner. In view of Proposition 6.9 below, this follows for
instance from the fact that every unitary operator has a hyper-maximal semi-definite
subspace in its domain which it maps onto a hyper-maximal semi-definite subspace,
see Corollary 7.25 below.
Combining Proposition 6.7 with Lemma 4.7 yields the following necessary and suf-
ficient conditions for an isometric operator to be unitary are presented. In particular,
they show that if an isometric relation has a graph decomposition as in Lemma 6.4,
then it must be a unitary relation.
Theorem 6.8. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
U is a unitary relation if and only if there exists a hyper-maximal semi-definite
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subspace L ⊆ domU of {K1, [·, ·]1} and a fundamental symmetry j1 of {K1, [·, ·]1}
such that U(j1L∩domU) is a hyper-maximal semi-definite subspace of {K2, [·, ·]2}.
Proof. The existence of a subspace L with the asserted conditions follows from
Proposition 6.7. The sufficiency of the conditions in the case that L is hyper-
maximal neutral is the contents of Lemma 4.7 and the general case follows by
arguments similar to those in Lemma 4.7.
Finally, some special properties of the subspace Ld in Lemma 6.4 are listed.
Proposition 6.9. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
Ld be the closed neutral subspace as in Lemma 6.4 for fixed fundamental symme-
tries j1 and j2 of {K1, [·, ·]1} and {K2, [·, ·]2}, respectively. Then
(i) U has closed domain if and only if U maps some (any hence every) closed
neutral subspace L of {K1, [·, ·]1} which extends Ld onto a closed neutral
subspace of {K2, [·, ·]2};
(ii) L := kerU + Ld is such that kerU ⊆ L ⊆ L[⊥]1 ⊆ domU ;
(iii) if L is a neutral subspace of {K1, [·, ·]1} such that kerU ⊆ L and Ld ⊆ L or
j1Ld ∩ domU ⊆ L, then n+(L) = n+(U(L)) and n−(L) = n−(U(L)).
Proof. In this proof the notation as in Lemma 6.4 is used.
(i): By Lemma 6.4 a closed neutral extension of Ld can be written as kerU⊕1Ld⊕1
N1, where N1 ⊆ domUc is closed. It is mapped onto mulU ⊕2 (j2Lr ∩ domU)⊕2
N2, where N2 ⊆ ranUc is closed because Uc is a standard unitary operator (in the
appropriate space). Consequently, U(L) is closed if and only if j2Lr ∩ domU is
closed, which by Lemma 6.4 is the case if and only if ranUo is closed. Since ranUo
and ranU are simultaneously closed, this proves (i), see Proposition 4.2.
(ii): Since Ld is hyper-maximal neutral in {K˜1, [·, ·]1}, Lemma 6.4 implies that
(Ld)
[⊥]1 = Ld + domUc + kerU ⊆ domU .
(iii): Only the case that Ld ⊆ L is considered, the other case follows by similar
arguments. If Ld ⊆ L, then note that the defect numbers of kerU + Ld and U(Ld)
coincide (since clos (j2Lr ∩ ranU) is hyper-maximal neutral in {K˜2, [·, ·]2}). Now
the desired conclusion is obtained by combining the preceding observation with
with Proposition 4.5 and Lemma 3.13.
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6.3 Hyper-maximal semi-definite subspaces and the Weyl
identity
The graph decomposition characterization of unitary operators, as expressed by
Proposition 6.7, is combined with the Weyl identity approach to unitary relations
from Chapter 5 in order to obtain conditions for the closure of an isometric relation
to be unitary. Therefore recall that if L is a hyper-maximal semi-definite subspace
of {K, [·, ·]}, then, for any fundamental symmetry j of {K, [·, ·]}, K can be decom-
posed as K = L[⊥] ⊕ (L ∩ jL) ⊕ jL[⊥], see Proposition 2.9 (iv). In this connection
PL[⊥] and PjL[⊥] denote the orthogonal projections in K w.r.t. [j·, ·] onto L[⊥] and
jL[⊥], respectively.
As a starting point, some properties of the subspace M from Proposition 6.7 are
listed; the implications of these properties are investigated in this section.
Lemma 6.10. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+i [+]K
−
i be a canonical decomposition of {Ki, [·, ·]i} associated to fundamen-
tal symmetry ji of {Ki, [·, ·]i}, for i = 1, 2. Then there exists a subspace M of
{K2, [·, ·]2} such that
(i) M ⊆ ranU is a hyper-maximal semi-definite subspace of {K2, [·, ·]2};
(ii) U−1(M ∩ j2M) ⊆ kerU + K+1 or U−1(M ∩ j2M) ⊆ kerU + K−1 ;
(iii) P+1 U−1(M) = P+1 kerU + domU ∩ K+1 and P−1 U−1(M) = P−1 kerU +
domU ∩ K−1 ;
(iv) N := (U−1(j2M ∩ ranU)) ∩ (kerU + domU ∩ K+1 + domU ∩ K−1 ) is such
that
P+1 N = P
+
1 kerU + domU ∩ K+1 and P−1 N = P−1 kerU + domU ∩ K−1 .
Proof. W.l.o.g. assume that M as in Proposition 6.7 is hyper-maximal neutral.
Then, clearly, M satisfies (i) and (ii). Next note that L := U−1(j2M ∩ ranU)
and the closure of U−1(M) = kerU + j1L ∩ domU are hyper-maximal neutral
subspaces of {K1, [·, ·]1}, see Proposition 6.7. The fact that L is hyper-maximal
neutral yields
j1(j1L ∩ domU) + j1L ∩ domU = domU ∩ K+1 + domU ∩ K−1 .
Hence, the fact that (iii) and (iv) hold, follows from the preceding observations.
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Corollary 6.11 below shows that the properties (i) and (iii) of M in Lemma 6.10
can be alternatively expressed by two equalities.
Corollary 6.11. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1}, and let M ⊆ ranV be a
subspace of {K2, [·, ·]2}. Then
P+1 V
−1(M) = P+1 kerV + domV ∩ K+1 ;
P−1 V
−1(M) = P−1 kerV + domV ∩ K−1
(6.8)
if and only if
M+ V (domV ∩ K+1 ) = V (domV ∩ K+1 ) + V (domV ∩ K−1 );
M+ V (domV ∩ K−1 ) = V (domV ∩ K+1 ) + V (domV ∩ K−1 ).
(6.9)
Proof. If (6.8) holds, then for every f+ ∈ domV ∩ K+1 and f− ∈ domV ∩ K−1
there exists a g− ∈ domV ∩ K−1 such that f+ + g− ∈ V −1(M). I.e. f+ + f− =
(f+ + g−) + (f− − g−), where f+ + g− ∈ V −1(M) and f− − g− ∈ domV ∩ K−1 .
This shows that V (domV ∩ K+1 ) + V (domV ∩ K−1 ) ⊆M+ V (domV ∩ K−1 ). On
the other hand, if f ∈ V −1(M), then by the assumptions there exists an fo ∈ kerV ,
an f+ ∈ domV ∩K+1 and an f− ∈ domV ∩K−1 such that f = fo+f++f−. From
this it follows that M + V (domV ∩ K−1 ) ⊆ V (domV ∩ K+1 ) + V (domV ∩ K−1 ).
By similar arguments the second equality in (6.9) can be proven.
To prove the converse implication let f− ∈ domV ∩ K−1 , then by the first equality
in (6.9) there exists an f+ ∈ domV ∩ K+1 and an f ′ ∈M such that V −1f ′ + f+ =
f− + kerV . Since f− ∈ domV ∩ K−1 was arbitrary, this implies that the first
equality in (6.8) holds. Similar arguments show that the second equality in (6.8)
holds.
In particular, Corollary 6.11 shows that if M is a hyper-maximal semi-definite sub-
space such that (6.9) holds, then clos (V −1(M)) is a hyper-maximal semi-definite
subspace if and only if K±1 = clos (P±1 kerV +domV ∩K±1 ), cf. (3.11). In geomet-
rical terminology the observation contained in Corollary 6.11 can be formulated as
follows.
Proposition 6.12. For every maximal nonnegative or nonpositive subspace M of
{K, [·, ·]} there exists a hyper-maximal semi-definite subspace L of {K, [·, ·]} such
that
L+M = M+M[⊥] = L+M[⊥].
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Proof. W.l.o.g. assume that M is nonnegative and let K+[+]K− be a canonical
decomposition of {K, [·, ·]}. Then by Theorem 5.8 there exists a unitary relation
U in {K, [·, ·]} such that U(domU ∩ K+) = M and U(domU ∩ K−) = M[⊥].
Consequently, the statement follows from Lemma 6.10 and Corollary 6.11.
Continuing the investigation of the properties of M listed in Lemma 6.10, an alter-
native characterization of the properties (ii) and (iv) is given.
Lemma 6.13. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1} and let j2 be a fundamental
symmetry of {K2, [·, ·]2}. Moreover, let M be a hyper-maximal semi-definite sub-
space of {K2, [·, ·]2} such that V −1(M∩ j2M) ⊆ kerV +K+1 or V −1(M∩ j2M) ⊆
kerV +K−1 and let N := V −1(j2M∩ ranV )∩ (domV ∩K+1 +domV ∩K−1 ). Then
P+1 N = domV ∩ K+1 ⇐⇒ PM[⊥]2V (domV ∩ K+1 ) ⊆ PM[⊥]2V (domV ∩ K−1 );
P−1 N = domV ∩ K−1 ⇐⇒ PM[⊥]2V (domV ∩ K−1 ) ⊆ PM[⊥]2V (domV ∩ K+1 ).
Proof. As a consequence of the assumption that V −1(M ∩ j2M) ⊆ kerV + K+1 or
V −1(M ∩ j2M) ⊆ kerV + K−1 , assume w.l.o.g. that M is a hyper-maximal neutral
subspace. Since both equivalences are of a similar nature, only the first equivalence
will be proven. Hence assume that P+1 N = domV ∩K+1 and let f+1 ∈ domV ∩K+1 .
Then by the assumption there exists {f, f ′} ∈ grV such that f ∈ N, P+1 f = f+1
and f ′ ∈ j2M ∩ ranV . Then PMf ′ = 0 and, hence, one has shown that
PMV (domV ∩ K+1 ) ⊆ PMV (domV ∩ K−1 ).
Conversely, if the above inclusion holds, then for every f+ ∈ domV ∩ K+1 , there
exists an f− ∈ domV ∩ K−1 such that V (f+ + f−) ∈ j2M ∩ ranV . Hence,
f+ + f− ∈ N from which P+1 N = domV ∩ K+1 follows, because f+ was taken
arbitrarily.
Lemma 6.13 implies that if
PM[⊥]2V (domV ∩ K+1 ) = PM[⊥]2V (domV ∩ K−1 ), (6.10)
then V −1(j2M∩ranV ) is an essentially hyper-maximal semi-definite if P±1 kerV +
clos (domV ∩ K±1 ) = K±1 , cf. (Derkach et al. 2006: Corollary 4.12). Proposi-
tion 6.15 below gives conditions for the hyper-maximal semi-definiteness of L :=
U−1(j2M[⊥]2 ∩ ranU) for a unitary relation U given that (6.10) holds, see (Derkach
et al. 2006: Proposition 4.15 & Corollary 4.17). Therefore recall first the following
result, see (Derkach et al. 2006: Lemma 4.10).
78 Acta Wasaensia
Lemma 6.14. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and as-
sume that there exists a hyper-maximal neutral subspace M in {K2, [·, ·]2}. Then,
with UM := PMU considered as a mapping from {K1, [·, ·]1} to {K2, [·, ·]2}, the
following statements hold:
(i) if ranUM is closed, then kerUM is closed;
(ii) if UM is closed, then ranUM is closed if and only if kerUM is closed.
Proof. Observe that P [∗]M = PjM and hence by Lemma 2.15
ranU
[∗]
M = ran (PMU)[∗] = ran (U [∗]P [∗]M ) = ran (U−1PjM) = kerUM.
The above equality together with the fact that for a closed relation H between
Kreı˘n spaces ranH is closed if and only if ranH [∗] is closed, see e.g. (Sorjonen
1978/1979), yields the statements.
Proposition 6.15. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+1 [+]K
−
1 is a canonical decomposition of {K1, [·, ·]1} and let j2 be a fixed fun-
damental symmetry of {K2, [·, ·]2}. Moreover assume that there exists a hyper-
maximal neutral subspace M in {K2, [·, ·]2}. Then equivalent are
(i) PMU(domU ∩ K+1 ) = PMU(domU ∩ K−1 ) and ran (PMU) is closed;
(ii) PMU(domU ∩ K+1 ) or PMU(domU ∩ K−1 ) is closed.
In particular, if either of the above conditions holds, then U−1(j2M ∩ ranU) is a
hyper-maximal neutral subspace of {K1, [·, ·]1}.
Proof. (i) ⇒ (ii): By Lemma 6.14, the discussion preceding Lemma 6.14 and
(3.11), the conditions in (i) imply that L := U−1(j2M ∩ ranU) is hyper-maximal
neutral. Therefore
L+ domU ∩ K+1 = domU = L+ domU ∩ K−1 .
From this it follows that
PMU(domU ∩ K+1 ) = ran (PMU) = PMU(domU ∩ K−1 ).
This together with the assumption that ran (PMU) is closed implies that (ii) holds.
(ii) ⇒ (i): To prove this implication w.l.o.g. assume that mulU = {0}. Since
U(domU ∩ K+1 ) and U(domU ∩ K−1 ) are a maximal nonnegative and nonpositive
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subspace of {K2, [·, ·]}, see Proposition 5.1, the quasi-angular operator A and A∗
of U(domU ∩ K+1 ) and U(domU ∩ K−1 ) w.r.t. to M are a maximal dissipative
and a maximal accumulative relation, respectively, see Proposition 2.20. Moreover,
domA = (mulA∗)⊥2 = M and domA∗ = (mulA)⊥2 = M, because A and A∗
are operators as a consequence of the assumption that mulU = {0} and, hence,
U(domU ∩ K+1 ) and U(domU ∩ K−1 ) do not contain any neutral vectors. Recall
that A and A∗ are defined as
grA = {{PMf, iPMjf} : f ∈ U(domU ∩ K+1 )};
grA∗ = {{PMf, iPMjf} : f ∈ U(domU ∩ K−1 )}.
(6.11)
Hence, if the assumption in (ii) holds, then domA and domA∗ closed. Since
domA = M = domA∗, this implies that if (ii) holds, then domA = M = domA∗
which implies that (i) holds, see (6.11).
The conclusion that L := U−1(j2M ∩ ranU) is hyper-maximal neutral in Proposi-
tion 6.15 is stronger than the equality PMU(domU ∩ K+1 ) = PMU(domU ∩ K−1 ).
To see this let K+1,a[+]K−1,a and K+1,b[+]K−1,b be two canonical decompositions of
{K1, [·, ·]1}, then the assumption that L is hyper-maximal neutral implies that
L+ domU ∩ K+1,a = domU = L+ domU ∩ K−1,b.
As a consequence of the definition of L, the above expression implies that
PMU(domU ∩ K+1,a) = PMU(domU ∩ K−1,b).
Next it is shown that if the hyper-maximal semi-definite subspace M occurring in
Lemma 6.13 is contained in U(K+1 ∩domU)∩U(K−1 ∩domU), cf. Corollary 6.11,
then U−1(j2M[⊥]2 ∩ ranU) is hyper-maximal semi-definite. In light of Lemma 4.7
this yields a necessary and sufficient condition for isometric relations to be unitary.
Lemma 6.16. Let V be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1} and let j2 be a fundamen-
tal symmetry of {K2, [·, ·]2}. Moreover, assume that M is a hyper-maximal semi-
definite subspace of {K2, [·, ·]2} such that
(i) M ⊆ V (domV ∩ K+1 ) + V (domV ∩ K−1 );
(ii) V −1(M ∩ j2M) ⊆ kerV + K+1 or V −1(M ∩ j2M) ⊆ kerV + K−1 ;
(iii) PM[⊥]2V (domV ∩ K+1 ) = PM[⊥]2V (domV ∩ K−1 );
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Then V −1(j2M ∩ ranV ) is a hyper-maximal semi-definite subspace of {K1, [·, ·]1}
if and only if P+1 domV = K+1 and P−1 domV = K−1 .
Proof. The first assumption on M implies that P±1 V −1(M) ⊆ P±1 kerV +domV ∩
K±1 , and from the second and third assumption on M it follows by Lemma 6.13 that
P±1 kerV + domV ∩ K±1 ⊆ P±1 V −1(j2M ∩ ranV ). Consequently, P±1 V −1(M) ⊆
P±1 V
−1(j2M ∩ ranV ). Next note that the fact that M ⊆ ranV is hyper-maximal
semi-definite implies that ranV = M + j2M ∩ ranV , i.e. domV = V −1(M) +
V −1(j2M ∩ ranV ). Combining the above observations yields
P±1 domV = P
±
1 V
−1(M) + P±1 V
−1(j2M ∩ ranV ) = P±1 V −1(j2M ∩ ranV ).
From the above equality it follows that V −1(j2M∩ranV ) is a hyper-maximal semi-
definite subspace if and only if P+1 domV = K+1 and P−1 domV = K−1 .
Theorem 6.17. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1} and let j2 be a fundamental
symmetry of {K2, [·, ·]2}. Then U is a unitary relation if and only if
(i) there exists a hyper-maximal semi-definite subspace M of {K2, [·, ·]2} such
that
(a) M ⊆ U(domU ∩ K+1 ) + U(domU ∩ K−1 );
(b) U−1(M ∩ j2M) ⊆ kerU + K+1 or U−1(M ∩ j2M) ⊆ kerU + K−1 ;
(c) PM[⊥]2U(domU ∩ K+1 ) = PM[⊥]2U(domU ∩ K−1 );
(ii) P+1 domU = K+1 and P−1 domU = K−1 .
Proof. The necessity of the conditions follows from Lemma 6.10, Lemma 6.13 and
(3.7). The converse part follows directly from Theorem 6.8 after observing that
Lemma 6.16 yields that the assumptions imply that U−1(j2M ∩ ranU) is a hyper-
maximal semi-definite subspace of {K2, [·, ·]2}.
In view of Proposition 6.18 below, the conditions in Theorem 6.17 (i) imply that
U(domU ∩ K+1 ) and U(domU ∩ K−1 ) are maximal nonnegative and nonpositive,
respectively. Hence, Theorem 5.3 shows that condition (ii) in Theorem 6.17 can be
replaced by the conditions that U is closed and that kerU = (domU)[⊥]1 .
Finally note that Lemma 6.10 combined with Lemma 6.13 implies that for a unitary
relation U there exists a hyper-maximal semi-definite subspace M such that
PM[⊥]2U(domU ∩ K+1 ) = PM[⊥]2U(domU ∩ K−1 );
Pj2M[⊥]2U(domU ∩ K+1 ) = Pj2M[⊥]2U(domU ∩ K−1 ).
(6.12)
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This observation yields half of the next geometrical statement, cf. Proposition 2.5.
Proposition 6.18. Let M+ and M− be a nonnegative and nonpositive subspace
of {K, [·, ·]}, respectively, such that M+ ⊆ M[⊥]− and M− ⊆ M[⊥]+ and let j be a
fundamental symmetry of {K, [·, ·]}. Then M+ and M− are a maximal nonnegative
and a maximal nonpositive subspace of {K, [·, ·]}, respectively, if and only if there
exists a hyper-maximal semi-definite subspace L of {K, [·, ·]} such that
PLM+ = L and PLM− = L[⊥] or PLM+ = L[⊥] and PLM− = L,
if L is nonnegative or nonpositive, respectively.
Proof. The necessity is clear by the discussion preceding the statement combined
with Lemma 6.10 (ii) and Theorem 5.8. To prove the converse assume w.l.o.g. that
L is nonnegative. If M+ is not maximal nonnegative, then M+ can be nonnega-
tively extended by an element h ∈ K. In fact, as consequence of the assumption
PLM+ = L one can assume that h ∈ L⊥ = jL[⊥]. Consequently, there exists an
f ∈ L[⊥] such that h = jf . On the other hand, by the assumption PLM+ = L, there
exists a g ∈ L[⊥] such that f + jg ∈M+. Hence, for any c ∈ R
0 ≤ [(f + jg) + cjf, (f + jg) + cjf ] = 2c[jf, f ] + [jg, f ] + [f, jg].
Since c is arbitrary, this implies that f = 0, i.e., M+ is maximal nonnegative. The
maximal nonpositivity of M− can be proven using similar arguments.
If L in Proposition 6.18 is neutral, then Proposition 6.18 can be interpreted as say-
ing that a nonnegative (nonpositive) subspace of {K, [·, ·]} is maximal nonnegative
(nonpositive) if and only if it can be represented by an everywhere defined bounded
operator in {L, [j·, ·]}, cf. Section 2.5. Note also that there exists a subspace L hav-
ing the properties as in Proposition 6.18 which simultaneously has the properties of
the subspace L in Proposition 6.12.
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7 BLOCK REPRESENTATIONS
In this chapter block representations will be given for certain classes of isomet-
ric operators; in particular, for unitary operators. Moreover, some consequences
of those block representations are stated. As a preparation therefore the composi-
tion of archetypical unitary operators is studied in the first section. Note that those
investigations yield simple examples of the peculiar mapping behavior of unitary
relations. In the second section block representation for a special type of isometric
operators, which are the abstract equivalent of the so-called quasi-boundary triplets,
see Section A.2, are presented together with some consequences of their represen-
tation. In the third section it is shown that every unitary operator can be expressed
as the composition of an archetypical unitary operator with a bounded unitary op-
erator. This implies that the unboundedness of unitary operators can be understood
by studying only unitary operators which have a diagonal block representation. As
an application of these block representation approach to unitary operators, the main
results from (Calkin 1939a) are proved in the fourth section with simple arguments.
As another application of the obtained block representations for isometric and uni-
tary operators, conditions for when their composition is (extendable to) a unitary
operator are presented in the fifth and final section.
7.1 Compositions of archetypical unitary operators
Let j be a fundamental symmetry of {K, [·, ·]} and assume that there exists a hyper-
maximal neutral subspace M in {K, [·, ·]}. If K1 and K2 are selfadjoint relations in
(the Hilbert space) {M, [j·, ·]}, then
Υ1(K1)Υ1(K2) = Υ1(K1 +K2),
see (Derkach et al. 2009: Example 2.11). This composition is (extendable to) a
unitary relation if and only if K1 + K2 is (extendable to) a selfadjoint relation,
see Proposition 4.8. Example 7.1 below provides an example of two selfadjoint
operatorsK1 andK2 such that their sum cannot be extended to a selfadjoint relation,
i.e., Υ1(K1 +K2) can not be extended to a unitary relation.
Example 7.1. In the Hilbert space L2(R+) consider the differential expressions
`1f = −f ′′ − 2if ′ − f and `2f = f ′′ + f . Both expressions can be interpreted
as canonical differential systems which are definite on R+, see e.g. (Behrndt et al.
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2011b). With
J =
(
0 −1
1 0
)
, ∆(t) =
(
1 0
0 0
)
, H1(t) =
(
2 i
−i 1
)
, H2(t) =
(
−1 0
0 −1
)
,
these systems are
JF ′(t)−Hi(t)F (t) = λ∆(t)F (t), t ∈ R+ a.e., λ ∈ C,
where F = (f1, f2)T and i = 1, 2. With L2∆(R+) the Hilbert space (of equivalence
classes) associated with ∆, the minimal relations generated by the above canoni-
cal systems are symmetric operators in L2∆(R+) with defect numbers (1, 1), which
follows e.g. from (Lesch & Malamud 2003: Proposition 5.25) together with the
definiteness of the systems. In particular, for both systems 0 is a regular endpoint
and ∞ is an endpoint in the limit-point case. Therefore, properly understood, K1
and K2 defined via
grKi = {{F,G} ∈ L2∆(R+)× L2∆(R+) : `if1 = g1, f1(0) = 0}, i = 1, 2,
where F = (f1, f2)T and G = (g1, g2)T , are selfadjoint operators in L2∆(R+), see
(Behrndt et al. 2011b: Section 4.1 and 5.3). Moreover, domK2 ⊆ domK1 and,
hence, the sum of K1 and K2 is the symmetric operator S:
grS = {{F,G} ∈ L2∆(R+)× L2∆(R+) : F ∈ domK2, `Sf1 = g1, f1(0) = 0},
where `Sf = −2if ′, F = (f1, f2)T and G = (g1, g2)T . Hence, the closure of S is
a well-known symmetric operator with defect numbers n+(S) = 0 and n−(S) = 1
corresponding to `S .
The selfadjoint operators from Example 7.1 can also be used to show that there exist
unitary operators which map hyper-maximal neutral subspaces onto (non-closed)
neutral subspaces which can not be extended to hyper-maximal neutral subspaces.
Example 7.2. Let K1 and K2 be the selfadjoint operators in L2∆(R+) as in Exam-
ple 7.1 and let j be the fundamental symmetry in (L2∆(R+))2 as in Example 2.1,
i.e., j{f, f ′} = i{−f ′, f}. Then M := L2∆(R+) × 0 is a hyper-maximal neutral
subspace of the Kreı˘n space {(L2∆(R+))2, (j·, ·)}, and K1 and K2 can be interpreted
as selfadjoint operators (in the Hilbert space) {M, (·, ·)}. Now Υ1(K1) is a uni-
tary operator in {(L2∆(R+))2, (j·, ·)} and L := grK2 is a hyper-maximal neutral
subspace of {(L2∆(R+))2, (j·, ·)} such that L ⊆ domΥ1(K1) = domK1 ⊕ jM, be-
cause domK2 ⊆ domK1. Moreover, Υ1(K1)L = gr (K1 +K2) is a (non-closed)
neutral subspace which can not be extended to a hyper-maximal neutral subspace,
because K1+K2 is a symmetric operator which can not be extended to a selfadjoint
operator, see Example 7.1 and Proposition 2.20.
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Example 7.1 can also be used to show that there exist isometric operators which
cannot be extended to unitary relations such that the closure of their composition
with a unitary relation is (extendable to) a unitary relation. Another example of
this phenomenon is obtained by considering the composition of Υ1(K) and Υ1(S),
where K is a selfadjoint operator in the separable Hilbert space {M, [j·, ·]} and
S is a symmetric operator with unequal defect numbers in {M, [j·, ·]} such that
domS∩domK = {0}, cf. Proposition 2.17 (v). Then, clearly, Υ1(K)Υ1(S) = IjM
can be extended to a unitary operator.
Different from the composition of Υ1(K1) and Υ1(K2), the composition of the
archetypical unitary relations Υ2(B1) and Υ2(B2), where B1 and B2 are closed
operators (or relations), can always be extended to a unitary relation:
Υ2(B1)Υ2(B2) =
(
B1B2 0
0 jB−∗1 B
−∗
2 j
)
⊆ Υ2(clos (B1B2)).
Here it is used that B−∗1 B−∗2 ⊆ (B1B2)−∗, see Lemma 2.15.
Next compositions of the type Υ1(S)Υ2(B) are considered. The following two
statements give some conditions for when this composition is unitary.
Proposition 7.3. Let j be a fundamental symmetry of {K, [·, ·]} and assume that
there exists a hyper-maximal neutral subspace M in {K, [·, ·]}. Moreover, let B be
an operator in (the Hilbert space) {M, [j·, ·]} with domB = M = ran clos (B)
and ker clos (B) = {0}, and let S be a symmetric relation in {M, [j·, ·]}. Then
Υ1(S)Υ2(closB) is (extendable to) a unitary relation in {K, [·, ·]} if and only if S
is (extendable to) a selfadjoint relation in {M, [j·, ·]}.
In particular, Υ1(S)Υ2(closB) is a unitary operator if and only if S is a selfadjoint
operator in {M, [j·, ·]} with domS ∩mul clos (B) = {0}.
Proof. Since the final equivalence evidently holds if the first equivalence holds, it
suffices to prove only the first equivalence. Therefore note that if T is a symmetric
extension of S (as in the statement), then Υ1(T )Υ2(closB) is an isometric exten-
sion of Υ1(S)Υ2(closB). Hence, to prove the first equivalence it suffices to show
that Υ1(S)Υ2(closB) is unitary if and only if S is selfadjoint.
If S is selfadjoint, then the fact that Υ1(S)Υ2(closB) is unitary follows from
Lemma 4.7 as in Proposition 4.8. To prove the converse assume that S is a maximal
symmetric relation which is not selfadjoint, and that Υ1(S)Υ2(closB) is unitary.
Then there exists {f, f ′} ∈ grS∗ such that Im [f, f ′] 6= 0 and by the assump-
tions on B there exists a h ∈ dom clos (B) such that {h, f} ∈ gr clos (B). Now
a direct calculation shows that [h, g] = [f + jif ′, g′] for all {g, g′} ∈ grU , i.e,
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{h, f + jif ′} ∈ grU by Proposition 3.1. On the other hand, [h, h] = 0, because
h ∈ M, and [f + jif ′, f + jif ′] = i([jf ′, f ] − [f, jf ′]) 6= 0, by the assumption
on {f, f ′}. This shows that {h, f + jif ′} cannot be contained in the graph of an
isometric relation. This contradiction completes the proof.
Corollary 7.4. Let j be a fundamental symmetry of {K, [·, ·]} and assume that there
exists a hyper-maximal neutral subspace M in {K, [·, ·]}. Let B be a closed opera-
tor in (the Hilbert space) {M, [j·, ·]} with domB = M = ranB and kerB = {0},
and let S be a symmetric operator in {M, [j·, ·]}. Then Υ1(S)Υ2(B−1) is (extend-
able to) a unitary operator in {K, [·, ·]} if and only if B−∗SB−1 is (extendable to) a
selfadjoint operator in {M, [j·, ·]}.
Proof. Note that
Υ1(S)Υ2(B
−1) =
(
B−1 0
jiSB−1 jB∗j
)
=
(
B−1 0
0 jB∗j
)(
I 0
jiB−∗SB−1 I
)
= Υ2(B
−1)Υ1(B−∗SB−1) =
(
Υ1(−B−∗SB−1)Υ2(B)
)−1
.
Here the second equality holds, because the assumptions on B imply that ranB∗ =
M. Since an isometric relation is unitary if and only if its inverse is unitary, the
above equality together with Proposition 7.3 shows that the statement holds.
Example 7.5 below shows that S in Corollary 7.4 need not be a selfadjoint opera-
tor nor even a symmetric operator with equal defect numbers for B−∗SB−1 to be
selfadjoint and, hence, Υ1(S)Υ2(B−1) to be unitary.
Example 7.5. Let j be a fundamental symmetry of {K, [·, ·]} and assume that there
exists a hyper-maximal neutral subspace M in {K, [·, ·]}. Moreover, let S be a
closed symmetric operator in the Hilbert space {M, [j·, ·]} with domS = M and
defect numbers n±(S) = n±, where n± ≤ ℵ0, and let B be a closed operator in
{M, [j·, ·]} with domB = domS, kerB = {0} and ranB = M, see Proposi-
tion 2.17 (ii). Then K := B−∗SB−1 is a symmetric operator with domK = M,
i.e. K is a selfadjoint operator in {M, [j·, ·]}.
Remark 7.6. Note that if S and B are as in Example 7.5, then the unitary operator
Υ1(S)Υ2(B
−1) maps the hyper-maximal neutral subspace M×{0} onto the closed
neutral subspace {f + jiSf : f ∈ domS} with defect numbers n+ and n−. Hence,
unitary relations may map hyper-maximal neutral subspaces onto closed neutral
subspaces with nonzero and arbitrary defect numbers (≤ ℵ0), cf. Proposition 7.25
and Chapter 8.
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Using archetypical unitary operator it is also easily shown that there exist unitary
operators having the same domain which are really different, i.e. they do not differ
by a composition with a standard unitary operator on the range side.
Example 7.7. Let j be a fundamental symmetry of {K, [·, ·]}, assume that M is
a hyper-maximal neutral subspace of {K, [·, ·]} and, moreover, let B be an arbi-
trary closed operator in the Hilbert space {M, [j·, ·]} which satisfies domB =
M = ranB and kerB = {0}. Then U := Υ2(B) is a unitary operator in
{K, [·, ·]} with domU = domB ⊕ jM. Let KX be the polar decomposition
of B in {M, [j·, ·]}, where K is a nonnegative selfadjoint operator in {M, [j·, ·]}
(with ranK = ranB = M) and X is a unitary operator in {M, [j·, ·]}. Then
Ua := Υ1(K)Υ2(X) is a unitary operator in {K, [·, ·]} which has the same domain
as U . Furthermore,
U−1a U = (Υ2(X))
−1(Υ1(K))−1Υ2(K)Υ2(X) = Υ2(X−1)Υ1(−K)Υ2(K)Υ2(X),
is an unbounded unitary operator in {K, [·, ·]}, because Υ2(X) and Υ2(X−1) are
standard unitary operator in {K, [·, ·]} and Υ1(−K)Υ2(K) is an (unbounded) uni-
tary operator in {K, [·, ·]} by Proposition 7.4.
7.2 Block representations for isometric operators
If for an isometric operator V from {K1, [·, ·]1} to {K2, [·, ·]2} there exists a hyper-
maximal semi-definite subspace L ⊆ domV of {K1, [·, ·]1}, then by means of L and
a fundamental symmetry j1 of {K1, [·, ·]1}, the domain of V can be decomposed as
domV = L[⊥]1 ⊕1 (L ∩ j1L)⊕1 j1L[⊥]1 ∩ domV, (7.1)
see Proposition 2.9. If an isometric operator has a domain decomposition as in (7.1),
then block representations (with respect to those coordinates) for it can be given.
Since the main interest is in isometric operators which are closely connected to
unitary operators, in addition to the assumption that the domain isometric operator
can be decomposed as in (7.1), it will in this section also be assumed that V (L[⊥]1) is
a neutral subspace with equal defect numbers. In other words, with j2 a fundamental
symmetry for {K2, [·, ·]2}, isometric operators V from {K1, [·, ·]1} to {K2, [·, ·]2}
are studied for which there exists a hyper-maximal semi-definite subspace M of
{K2, [·, ·]2} such that M∩ j2M ⊆ ranV and V −1(j2M∩ ranV ) is a hyper-maximal
semi-definite subspace of {K1, [·, ·]1}. With respect to certain coordinates, the block
representations of such isometric operators take a specific form: they can be written
as the composition of two archetypical isometric operators and a bounded unitary
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operator. Note that the isometric operators studied here are the abstract analogue
of so-called quasi-boundary triplets, see Definition A.11 below, and that for unitary
operators the preceding conditions are always satisfied, see Proposition 6.7.
To obtain a block representation for isometric relations having the above mentioned
property the following slightly technical lemma is used.
Lemma 7.8. Let V be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} with
ranV = K2 and assume that there exists a hyper-maximal neutral subspace L in
{K1, [·, ·]1} with L ⊆ domV . Then there exists a bounded unitary operator Ut from
{K1, [·, ·]1} onto {K2, [·, ·]2} with domV ⊆ domUt such that V U−1t is an isometric
operator in {K2, [·, ·]2} with dom (V U−1t ) = K2 = ran (V U−1t ).
In particular, if M is a hyper-maximal neutral subspace of {K2, [·, ·]2} and j1 and
j2 are fundamental symmetries of {K1, [·, ·]1} and {K2, [·, ·]2}, respectively, then Ut
can be taken such that Ut(L) = M and Ut(j1L ∩ domUt) = j2M.
Proof. It is a direct consequence of the assumptions that kerV = (domV )[⊥]1 , see
Lemma 6.1. Hence, V U−11 , where U1 := UkerV is as in Lemma 3.11, is an isometric
operator from {K3, [·, ·]1} to {K2, [·, ·]2} which satisfies dom (V U−11 ) = K3 and
ran (V U−11 ) = K2.
Since L is a hyper-maximal neutral subspace and U1 is a bounded unitary opera-
tor, U1(L) is a hyper-maximal neutral subspace of {K3, [·, ·]1}, see Proposition 4.5.
In particular, k+3 = k−3 , see e.g. (Azizov & Iokhvidov 1989: Ch. 1, Remark
4.16). Since V U−11 maps U1(L) injectively onto a neutral subspace of {K2, [·, ·]2},
k±3 ≤ k±2 . Moreover, the fact that V U−11 is an injective operator together with
dom (V U−11 ) = K3 and ran (V U−11 ) = K2 yields that k+3 + k−3 = k+2 + k−2 . The
preceding arguments together show that k±3 = k±2 . Therefore there exists a standard
unitary operator U2 from {K3, [·, ·]1} to {K2, [·, ·]2} and the first statement holds
with Ut := U2U1.
Since U2U1 is a bounded unitary operator, U2U1(L) and U2U1(j1L ∩ domU1) are
hyper-maximal neutral subspaces of {K2, [·, ·]2} and there exists a fundamental
symmetry j′2 of {K2, [·, ·]2} such that U2U1(j1L ∩ domV ) = j′2U2U1(L). There-
fore, by Lemma 4.13, there exists a standard unitary operator U3 in {K2, [·, ·]2} such
that U3(U2U1(L)) = M and U3(U2U1(j1L ∩ domU1)) = U3(j′2U2U1(L)) = j2M.
Hence, the final statement holds with Ut := U3U2U1.
Following is a representation for the isometric operators V for which V −1(j2M ∩
ranV ) is a hyper-maximal neutral subspace. It is shown that such operators have,
up to a bounded unitary transformation, a triangular representation which can be
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expressed in terms of archetypical isometric operators. Note that the isometric
operators considered in Theorem 7.9 below are a coordinate free version of quasi-
boundary triplets, see Definition A.11 below. To better see this connection, note
that V −1(j2M∩ ranV ) = ker (PMV ), where PM is the orthogonal projection onto
M w.r.t. [j2·, ·]2.
Theorem 7.9. Let V be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} with
ranV = K2, let j2 be a fundamental symmetry of {K2, [·, ·]2} and, moreover, assume
that there exists a hyper-maximal neutral subspace M in {K2, [·, ·]} such that L :=
ker (PMV ) is a hyper-maximal neutral subspace of {K1, [·, ·]1}. Then there exists
an operator B in the Hilbert space {M, [j2·, ·]2} with domB = M = ran clos (B)
and ker clos (B) = {0}, a symmetric operator S in {M, [j2·, ·]2} with domS =
ranB and domS∗ ∩mul clos (B) = {0}, and a bounded unitary operator Ut from
{K1, [·, ·]1} onto {K2, [·, ·]2} with domV ⊆ domUt, mapping L onto j2M, such
that
V U−1t =
(
B 0
j2iSB j2B
−∗j2
)
= Υ1(S)Υ2(B). (7.2)
Furthermore, mul clos (B) = {0} if and only if clos (V (L)) = j2M.
Proof. Note first that if (7.2) holds, then j2V (L) = domB∗. This together with
domB∗ = (mul clos (B))⊥, see (2.6), shows that the final assertion holds. Next
note that Lemma 7.8 implies the existence of a bounded unitary operator Ut as
in the statement. Then W := V U−1t is an isometric operator in {K2, [·, ·]2} with
domW = K2 = ranW , j2M ⊆ domW and W (j2M) = V (L) ⊆ j2M.
Step 1: Since j2M ⊆ domW and W (j2M) ⊆ j2M, W has w.r.t. the decomposition
M⊕ j2M of K2 the following block representation:
W =
(
B 0
j2iC j2Dj2
)
,
where B, C and D are operators in (the Hilbert space) {M, [j2·, ·]2} which satisfy
domD = M, kerD = {0} and domB = domC. Direct calculations shows that
the fact thatW is isometric implies thatD ⊆ B−∗ and thatC = SB for a symmetric
operator S with domS = ranB, cf. Proposition 2.20.
Step 2: Next observe that domB = M and ranB = M, because domW = K2 =
ranW . Since domD = M, see Step 1, and mulB−∗ = (ranB)⊥ = {0}, equality
must hold in the inclusion D ⊆ B−∗ by (2.7): D = B−∗. Consequently, ranB∗ =
domD = M and combining this with ranB = M yields ran clos (B) = M.
Moreover, ranB∗ = M also yields ker clos (B) = {0}, see (2.6).
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Step 3: The arguments from step 1 and step 2 show that the asserted representation
for W = V U−1t holds. Therefore ranV = {f + j2iSf : f ∈ domS} + j2domB∗.
Since ranV = K2, it now follows that
{0} = (ranV )[⊥]2 = {f + j2iSf : f ∈ domS}[⊥]2 ∩ (j2domB∗)[⊥]2
= {f + j2iS∗f : f ∈ domS∗} ∩ (mul clos (B)⊕ jM),
i.e. domS∗ ∩mul clos (B) = {0}. This completes the proof.
Remark 7.10. (i): Let j1 be any fundamental symmetry of {K1, [·, ·]1}. Then note
that Ut in Theorem 7.9 could have been chosen such that, in addition to the stated
properties, Ut(j1L ∩ domUt) = M, see Lemma 7.8. With that choice of Ut, (7.2)
yields
V (j1L ∩ domV ) = V U−1t (M ∩ domV U−1t ) = {f + j2iSf : f ∈ domS}.
In view of Proposition 7.3 and 2.20, this shows that the isometric operator in The-
orem 7.9 is unitary if and only if S is a selfadjoint operator or, equivalently, if and
only if V (j1L ∩ domV ) is a hyper-maximal neutral subspace of {K2, [·, ·]2}.
(ii): Using Corollary 3.14, Theorem 7.9 can be extended to the case that M is a
hyper-maximal semi-definite subspace of {K2, [·, ·]2} such that M ∩ j2M ⊆ ranV
and L := ker (PM[⊥]2V ) = V −1(j2M ∩ ranV ) is a hyper-maximal semi-definite
subspace of {K1, [·, ·]1}. Namely in that case there exist S and B as in Theo-
rem 7.9 (with M there replaced by M[⊥]2) and a bounded unitary operator Ut from
{K1, [·, ·]1} to {K2, [·, ·]2} with domV ⊆ domUt, mapping L onto j2M, such that
w.r.t. the decomposition M[⊥]2 ⊕ j2M[⊥]2 ⊕ (j2M ∩M) of K
V U−1t =
 B 0 0j2iSB j2B−∗j2 0
0 0 IM∩j2M
 = Υ1(S)Υ2(B)⊕ IM∩j2M.
Next two consequences of Theorem 7.9 are given: The first shows that isometric
operators as in Theorem 7.9 are closely connected to unitary relations and the sec-
ond shows how the representation in Theorem 7.9 simplifies if it is assumed that V
maps L := ker (PM[⊥]2V ) onto the hyper-maximal semi-definite subspace j2M.
Corollary 7.11. Let V be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2}
with ranV = K2, let j2 be a fundamental symmetry of {K2, [·, ·]2} and assume that
M is a hyper-maximal semi-definite subspace of {K2, [·, ·]} such that M ∩ j2M ⊆
ranV and that L := ker (PM[⊥]2V ) is a hyper-maximal semi-definite subspace
of {K1, [·, ·]1}. Then there exists a symmetric operator T in the Hilbert space
{M[⊥]2 , [j2·, ·]2} with domT = M[⊥]2 such that the closure of (Υ1(T )⊕ IM∩j2M)V
is a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}.
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Proof. W.l.o.g. assume that L and M are hyper-maximal neutral subspaces, see
Remark 7.10 (ii), then V U−1t = Υ1(S)Υ2(B) by Theorem 7.9 (with S, B and Ut
as in that statement). Next note that (Υ1(S))−1 = Υ1(−S) and that domS = M,
because domS = ranB and ran clos (B) = M, see Theorem 7.9. Furthermore,
clos (Υ1(−S)V U−1t ) = clos (Υ1(−S)Υ1(S)Υ2(B)) = clos (Υ2(B))
= Υ2(clos (B)).
Since Υ2(clos (B)) is a unitary relation, see Proposition 4.9, and Ut is a bounded
unitary operator, the statement holds with T = −S by Lemma 3.10.
Corollary 7.12. Let V be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2}
with ranV = K2 and let L ⊆ domV be a hyper-maximal semi-definite subspace
of {K1, [·, ·]1} such that M := j2V (L) is a hyper-maximal semi-definite subspace
of {K2, [·, ·]2}. Then for every fundamental symmetry j2 of {K2, [·, ·]2} there exists
a symmetric operator S in the Hilbert space {M[⊥]2 , [j2·, ·]2} with domS = M[⊥]2
and a bounded unitary operator Ut from {K1, [·, ·]1} onto {K2, [·, ·]2} with domV ⊆
domUt, mapping L onto j2M, such that V U−1t = Υ1(S)⊕ IM∩jM.
Proof. As a consequence of Remark 7.10 (ii) assume w.l.o.g. that L and M are
hyper-maximal neutral subspaces. Then the conditions of Theorem 7.9 are satis-
fied, i.e. V U−1t = Υ1(S)Υ2(B). Moreover, the assumption that V (L) (⊆ j2M)
is hyper-maximal neutral implies that ranB−∗ = j2V (L) = M. This, together
with the other properties of B, see Theorem 7.9, implies that clos (B) is an oper-
ator with a trivial kernel satisfying dom clos (B) = M = ran clos (B). Conse-
quently, Υ2(clos (B)) = clos (Υ2(B)) is a standard unitary operator and, hence,
Υ2(clos (B))Ut is a bounded unitary operator from {K1, [·, ·]1} onto {K2, [·, ·]2}.
This observation together with (7.2) shows that the statement holds with S as in
Theorem 7.9.
If V is as in Theorem 7.9 or, more generally, if V = Υ1(S)Υ2(B)Ut for a symmet-
ric operator S, an operator B and a bounded unitary operator Ut, then ker (PjMV )
is also a neutral subspace of {K1, [·, ·]1}, kerV = ker (PMV ) ∩ ker (PjMV ) and,
moreover,
ker (PjM(V U
−1
t )) = {f + jiB∗(−S)Bf : f ∈ dom (B∗SB)} (7.3)
Consequently, ker (PjM(V U−1t )), and hence also ker (PjMV ), is a hyper-maximal
neutral subspace if and only if B∗SB is a selfadjoint relation in {M, [j2·, ·]2}, cf.
Example 7.5. Moreover, ker (PjMV ) = kerV if and only if dom (B∗SB) = {0}.
Next an example of a unitary operator U with ker (PjMU) = kerU is presented, cf.
(Derkach et al. 2006: Example 6.6).
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Example 7.13. Let j be a fundamental symmetry of {K, [·, ·]} and assume that there
exists a hyper-maximal neutral subspace M of {K, [·, ·]} such that {M, [j·, ·]} is a
separable Hilbert space. Moreover, let K be a selfadjoint operator in {M, [j·, ·]}
with ranK 6= M and ranK = M. Then there exists a closed operator C in
{M, [j·, ·]} such that ranC = M, ranC ∩ ranK = {0}, domC = M and
kerC = {0}, see Proposition 2.17 (ii) and (v). Then B = C−∗ is a closed op-
erator with domB = M = ranB, kerB = {0} and domB∗ ∩ ranK = {0}. Now
dom (B∗KB) = {0} and, hence, U := Υ1(K)Υ2(B) is a unitary operator with
ker (PjMU) = kerU , see Proposition 7.3 and (7.3).
Furthermore, if V is as above, then
ker (PMV )+ker (PjMV ) = domV if and only if ran (SB) ⊆ domB∗. (7.4)
Example 7.14 (i) below shows that for two hyper-maximal neutral subspaces L0
and L1 there always exists a unitary operator U such that L0 = ker (PMU), L1 =
ker (PjMU) and ker (PMU) + ker (PjMU) = domU . Also an isometric operator
with the same properties is given which can not be extended to a unitary operator,
see Example 7.14 (ii) below. Recall that if L0 and L1 are extension of a closed neu-
tral subspace L and their sum coincides with the orthogonal complement L[⊥], then
L0 and L1 are traditionally called transversal extensions of L. For such cases it is
well known that there exists a bounded unitary operator such that L0 = ker (PMU)
and L1 = ker (PjMU), see (Derkach & Malamud 1995: Proposition 1.3).
Example 7.14. Let j be a fundamental symmetry of {K, [·, ·]} and assume that there
exists an infinite-dimensional hyper-maximal neutral subspace M in {K, [·, ·]}.
(i) Let L be an arbitrary hyper-maximal neutral subspace of {K, [·, ·]}. Then, by
Proposition 2.20, there exists a selfadjoint relation K in {M, [j·, ·]} such that L =
{f + ijf ′ : {f, f ′} ∈ grK}. Now a direct calculation shows that the unitary
relation U := jΥ1(K−1)j is such that M = ker (PjMU), L = ker (PMU) and
ker (PMU) + ker (PjMU) = domU .
(ii) Let S be a symmetric operator in the Hilbert space {M, [j·, ·]} with unequal
defect numbers and domS = M = ranS, and let B be a closed operator with
domB = M = ranB and kerB = {0} such that domB∗ = ranS, see Proposi-
tion 2.17 (ii). Then K := B∗SB is a selfadjoint operator in {M, [j·, ·]}, because
by the assumptions ranK = M. Now V := U1(S)Υ2(B) is an isometric operator
in {K, [·, ·]} which cannot be extended to a unitary operator, see Proposition 7.3,
while L0 := ker (PMV ) = jM and L1 := ker (PjMV ) = {f + jiB∗(−S)Bf :
f ∈ dom (B∗SB)} = {f − jiKf : f ∈ domK} are hyper-maximal neutral
subspaces of {K, [·, ·]}. Finally, note that domV = L0 + L1 by (7.4), because
ran (SB) = domB∗ by construction.
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7.3 Block representations for unitary operators
Continuing the investigations from the preceding section, here block representa-
tions for unitary operators are presented. For instance, it is shown that each uni-
tary operator can be written (w.r.t. certain coordinates) as the composition of an
archetypical unitary operator of the type Υ2(B) and a bounded unitary operator.
This shows that the unbounded part of a unitary operator can always be represented
by a block diagonal unitary operator. To obtain the indicated represented the fol-
lowing lemma is needed; note that Theorem 7.23 below extends this lemma.
Lemma 7.15. Let U be a unitary relation from {K1, [·, ·]1} to {K1, [·, ·]1}, let j1 be
a fundamental symmetry of {K1, [·, ·]1} and let L ⊆ domU be a hyper-maximal
semi-definite subspace of {K1, [·, ·]1} such that U(L[⊥]1) is a neutral subspace of
{K2, [·, ·]2} with equal defect numbers in the Kreı˘n space {U(L ∩ j1L))[⊥]2 , [·, ·]2}.
Then U(j1L ∩ domU) is a hyper-maximal semi-definite subspace of {K2, [·, ·]2}.
Proof. Since U is unitary, assume w.l.o.g. that mulU = {0} or, equivalently, that
ranU = K2. Then the statement follows directly from Remark 7.10 (i).
Theorem 7.16. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} and let
ji be a fundamental symmetry of {Ki, [·, ·]i}, for i = 1, 2. Then there exists a hyper-
maximal semi-definite subspace M ⊆ ranU of {K2, [·, ·]2}, a closed operator B in
the Hilbert space {M[⊥]2 , [j2·, ·]2} with domB = M[⊥]2 = ranB and kerB = {0},
and a bounded unitary operator Ut from {K1, [·, ·]1} onto {K2, [·, ·]2} with domU ⊆
domUt such that
UU−1t = Υ2(B)⊕ IM∩j2M.
In particular, if L is a hyper-maximal semi-definite subspace of {K1, [·, ·]1} such
that L ⊆ domU and that U(L[⊥]1) is a neutral subspace with equal defect numbers
in the Kreı˘n space {(U(L ∩ j1L))[⊥]2 , [·, ·]2}, then the subspace M can be taken to
be U(j1L ∩ domU).
Proof. The existence of a subspace L as in the statement follows directly from
Proposition 6.7 and by Lemma 7.15 M := U(j1L ∩ domU) is a hyper-maximal
semi-definite subspace. To complete the proof it suffices to show that with this M
the indicated decomposition of U holds. W.l.o.g. this will only be done in case that
L, and hence also M, are hyper-maximal neutral subspaces, see Remark 7.10 (ii).
Now by Lemma 7.8 there exists a standard unitary operator Uh from {K1, [·, ·]1} to
{K2, [·, ·]2} with domU ⊆ domUh mapping L onto j2M and j1L∩domUt onto M.
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Therefore the unitary operator UU−1h without kernel has w.r.t. the decomposition
M⊕ j2M of K2, the block representation
UU−1h =
(
B iCj2
0 j2Dj2
)
,
where B is a closed operator satisfying domB = clos (Uh(j1L ∩ domU)) = M,
ranB = U(j1L∩domU) = M, kerB = {0} = mulB, and C and D are operators
satisfying domC = domD = Uh(L ∩ domU) = Uh(L) = j2M. Now the argu-
ments as in Theorem 7.9 show that D = B−∗ and that C = SB−∗ for a symmetric
operator S in {M, [j2·, ·]}. Hence, UU−1h can be written as
UU−1h =
(
B iSB−∗j2
0 j2B
−∗j2
)
=
(
B 0
0 j2B
−∗j2
)(
I iB−1SB−∗j2
0 I
)
.
Here the second equality holds because ranB = M. Next observe that K :=
B−1SB−∗ is a symmetric operator, because mul (UU−1h ) = {0}, with domK =
M, because dom (SB−∗) = domC = M and ranB = M. This shows that K is
a everywhere defined selfadjoint operator and, hence, Υ1(K) is a standard unitary
operator. Therefore the statement holds with Ut = j2Υ1(K)j2Uh.
The diagonal block representation for U in Theorem 7.16 holds only for special
coordinates, it can be generalized to the case of arbitrary coordinates by means of
standard unitary operators.
Corollary 7.17. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} with
strongly equal defect numbers (see Chapter 8 below) and let j2 be a fundamental
symmetry for {K2, [·, ·]2}. Then for every hyper-maximal neutral subspace N of
{K2, [·, ·]2} there exists a closed operator BN in {N, [j2·, ·]2} with domBN = N =
ranBN and kerBN = {0} and a standard unitary operator Uc in {K2, [·, ·]2} such
that
UcUU
−1
t U
−1
c = Υ2(BN).
Proof. Since U has strongly equal defect numbers, there exists a hyper-maximal
neutral subspace M of {K2, [·, ·]2}, a closed operator B in {M, [j2·, ·]2} satisfying
domB = M = ranB and kerB = {0}, and a bounded unitary operator Ut from
{K1, [·, ·]1} onto {K2, [·, ·]2} with domU ⊆ domUt such that UU−1t = Υ2(B),
see Corollary 8.18 below. Therefore the statement follows by taking Uc to be the
standard unitary operator in {K2, [·, ·]2} which maps M onto N and j2M onto j2N,
see Lemma 4.13.
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Next an example is given of how a unitary operator with a block representation can
be rewritten such that the unbounded part is in diagonal form. Note that the uni-
tary operator under consideration is connected with so-called generalized boundary
triplets, see (Derkach & Malamud 1995: Definition 6.1), see also Theorem 7.19
below.
Example 7.18. Let {H2, < ·, · >} be the Kreı˘n space with fundamental symmetry
j associated to the Hilbert space {H, (·, ·)} as in Example 2.1. In {H2, < ·, · >},
consider the operator U whose block decomposition w.r.t. H× H is given by
U =
(
B 0
KB B−∗
)
,
where B is an unbounded closed operator in {H, (·, ·)} with domB = H = ranB
and kerB = {0}, and K is a selfadjoint operator in {H, (·, ·)} with domK = H.
Since Υ1(K) is a standard unitary operator and Υ2(B) is a unitary operator, it
follows that U = Υ1(K)Υ2(B) is a unitary operator.
To obtain a block representation of U where the unbounded part is in diagonal
form, note first that {0} × H ⊆ domU is a hyper-maximal neutral subspace
of {H2, < ·, · >} which is mapped onto the essentially hyper-maximal neutral
subspace {0} × domB∗. Therefore Theorem 7.16 implies that U has a diago-
nal block representation with respect to hyper-maximal neutral subspace M :=
{{Bf,KBf} : f ∈ dom (KB)} = grK of {H2, < ·, · >}. Hence, to obtain a
diagonal block representation with respect to the hyper-maximal neutral subspace
H×{0} of {H2, < ·, · >}, a standard unitary operator in {H2, < ·, · >} needs to be
found which maps H×{0} onto M, see Corollary 7.17. A direct calculation shows
that UM defined as :
UM =
(
C −KC
KC C
)
, C = (I +KK)−1/2,
where the block representation is w.r.t. the decomposition H×H of H2, is a standard
unitary operator in {H2, < ·, · >} with the desired properties. Now
(UM)
−1 U =
(
C CK
−CK C
)(
B 0
KB B−∗
)
=
(
C(I +KK)B CKB−∗
0 CB−∗
)
=
(
C−1B C−1BB−1CCKB−∗
0 (C−1B)−∗
)
=
(
C−1B 0
0 (C−1B)−∗
)(
I B−1CCKB−∗
0 I
)
.
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Clearly, B−1CCKB−∗ = B−1CKCB−∗ is an everywhere defined symmetric op-
erator in the Hilbert space {H, (·, ·)}, i.e. it is a bounded selfadjoint operator. There-
fore the following decomposition of U has been obtained:
U =
(
C −KC
KC C
)(
C−1B 0
0 (C−1B)−∗
)(
I B−1CKCB−∗
0 I
)
.
The unboundedness ofU is now completely expressed by the unitary diagonal block
operator, the other two operators in the righthand side of the above equality are
standard unitary operators.
Next some further necessary and sufficient conditions for an isometric relation to
be unitary are stated; note that the following result extends (Derkach et al. 2006:
Lemma 5.5)1. Theorem 7.19 below shows that up to a standard unitary transforma-
tion each unitary boundary triplet whose domain contains a selfadjoint relation is a
generalized boundary triplet, see also Section A.2.
Theorem 7.19. Let U be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} and
let j2 be a fundamental symmetry of {K2, [·, ·]2}. Then U is unitary if and only if
there exists a hyper-maximal semi-definite subspace M of {K2, [·, ·]2} such that
(i) M = PMranU and M ∩ j2M ⊆ ranU ;
(ii) ker (PM[⊥]2U) is a hyper-maximal semi-definite subspace of {K1, [·, ·]1}.
In particular, if (i)-(ii) hold, then there exists a closed operator B in (the Hilbert
space) {M[⊥]2 , [j2·, ·]2} with domB = M[⊥]2 = ranB and kerB = {0}, a selfad-
joint operator K in {M[⊥]2 , [j2·, ·]2} with domK = M[⊥]2 and a bounded unitary
operator Ut from {K1, [·, ·]2} onto {K2, [·, ·]2} with domU ⊆ domUt, mapping
ker (PMU) onto j2M, such that
UU−1t = Υ1(K)Υ2(B)⊕ IM∩j2M. (7.5)
Proof. If U is unitary, then M as in Theorem 6.8 satisfies (i)-(ii). In fact, in that
case M ⊆ ranU . To prove the sufficiency of the conditions, it suffices to prove
that U has the indicated block decomposition if the stated conditions hold, see
Proposition 7.3. Since M∩ j2M ⊆ ranU , this is w.l.o.g. only done in case that M,
and hence also L := ker (PM[⊥]2U), is a hyper-maximal neutral subspace.
1Note that in (Derkach et al. 2006: Lemma 5.5) A0 should be selfadjoint.
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Step 1: Recall that by assumption U(L) ⊆ j2M. Next it is shown that the as-
sumptions (i) and (ii) imply that clos (U(L)) = j2M. Therefore note first that the
assumption that L is hyper-maximal neutral implies that
L+ domU ∩ K+1 = domU = L+ domU ∩ K−1 . (7.6)
Now let fo ∈ j2Mªclos (U(L)), then by the assumption (i) together with (7.6) there
exists an f ∈ domU ∩ K+1 such that PMUf = j2fo. Consequently, [Uf, Ug]2 = 0
for every g ∈ L and, hence, [f, g]1 = 0 for every g ∈ L. Since f ∈ domU ∩ K+1
and L is hyper-maximal neutral, the preceding equality can only hold if f = 0.
Consequently, clos (U(L)) = j2M. Now let f ′ ∈ (ranU)⊥2 , then clos (U(L)) =
j2M implies that f ′ ∈M. Then (i) implies that f ′ = 0, i.e. ranU = K2.
Step 2: Since it has been shown that ranU = K2, Theorem 7.9 implies that
there exists an operator B in {M, [j2·, ·]2} with domB = M = ran clos (B) and
ker clos (B) = {0}, a symmetric operator K in {M, [j2·, ·]2} with domK = ranB
and a standard unitary operator U3 in {K2, [·, ·]2} with domUi ⊆ domU3, mapping
ker (PMUi) onto j2M, such that
UaU
−1
3 = Υ1(K)Υ2(B) =
(
B 0
j2iKB j2B
−∗j2
)
. (7.7)
Now the assumption (i) implies that M = ranB and, hence, domK = M, i.e. K is
a bounded selfadjoint operator and ranB = M together with ker (clos (B)) = {0}
implies that B is closed, see (2.8). This shows that (7.5) holds.
The two conditions in Theorem 7.19 are independent of each other, i.e. there exist
unitary operators for which either only (i) holds or only (ii) holds. First an example
of a unitary operator is given which satisfies condition (i), but not condition (ii).
Example 7.20. Let {H2, < ·, · >} be the Kreı˘n space associated to the Hilbert space
{H, (·, ·)} as in Example 2.1. Let S be a closed symmetric operator in {H, (·, ·)}
with defect numbers n+(S) = 1 and n−(S) = 0 such that domS = H = ranS.
Moreover, let B be a closed operator in {H, (·, ·)}with domB = H, ranB = ranS
and kerB = {0}, see Proposition 2.17 (ii), then K := B−1SB−∗ is a selfadjoint
operator in {H, (·, ·)} with ranK = H. Now U defined as
U =
(
KB−∗ −B
B−∗ 0
)
,
where the block representation is w.r.t. the decomposition H×H of H2, is a unitary
operator in {K, < ·, · >}, see e.g. Lemma 4.7. Clearly, PH×{0}U ⊇ ranK = H,
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while on the other hand
ker (PH×{0}U) = {{f, f ′} ∈ domU : KB−∗f +Bf ′ = 0}
= {{f, f ′} ∈ domU : f ′ = −B−1KB−∗f} = gr (−S).
Since S is by assumption not selfadjoint in {H, (·, ·)}, the above calculation shows
that ker (PH×{0}U) is not hyper-maximal neutral, see Proposition 2.20.
Instead of giving a concrete example of a unitary operator which satisfies condition
(ii) in Theorem 7.19 but not condition (i), here a block representation characteriza-
tion for unitary operators satisfying condition (ii) is given. In particular, this shows
that such unitary operators are closely connected to those which do satisfy condi-
tion (i) and (ii) in Theorem 7.19. In that connection recall that the condition (ii) is
a very strong one, i.e. isometric operators which satisfy it are quite close to being
unitary, see Section 7.2.
Corollary 7.21. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}, let
j2 be a fundamental symmetry of {K2, [·, ·]2} and let M be a hyper-maximal semi-
definite subspace of {K2, [·, ·]} such that M ∩ j2M ⊆ ranU . Then equivalent are:
(i) ker (PM[⊥]2U) is a hyper-maximal semi-definite subspace of {K1, [·, ·]1};
(ii) there exists an operator B in the Hilbert space {M[⊥]2 , [j2·, ·]2} satisfying
domB = M[⊥]2 = ran clos (B) and ker clos (B) = {0}, a selfadjoint op-
erator K in {M[⊥]2 , [j2·, ·]2} with domK = ranB and a bounded unitary
operator Ut from {K1, [·, ·]2} onto {K2, [·, ·]2} with domU ⊆ domUt, map-
ping ker (PMU) onto j2M, such that
UU−1t = Υ1(K)Υ2(B)⊕ IM∩j2M.
Proof. As a consequence of the assumption that M∩ j2M ⊆ ranU assume w.l.o.g.
that M is a hyper-maximal neutral subspace. If (i) holds, then (ii) follows from The-
orem 7.9 and Remark 7.10 (i). Conversely, if (ii) holds, then ker (PM[⊥]2UU−1t ) =
j2ranB
∗ = j2M, i.e., ker (PM[⊥]2UU−1t ) is a hyper-maximal neutral subspace of
{K2, [·, ·]2}. Consequently, ker (PM[⊥]2U) = U−1t (ker (PM[⊥]2UU−1t )) is a hyper-
maximal neutral subspace of {K1, [·, ·]1}.
Corollary 7.22 below contains conditions for the unitary operator in (7.5) to be a
bounded unitary operator, which differ from the usual condition that the range of
the unitary operator is onto, see also Section 4.1.
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Corollary 7.22. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}, let
j2 be a fundamental symmetry of {K2, [·, ·]2} and let M be a hyper-maximal semi-
definite subspace of {K2, [·, ·]2} such that Theorem 7.19 (i) and (ii) hold. Then U is
a bounded unitary operator if and only if
j2M = Pj2MranU and ker (PMU) + ker (PjMU) = domU.
Proof. By assumption U has the representation in (7.5). In fact, since K is a
bounded selfadjoint operator, Υ1(K) is a standard unitary operator therein. More-
over, since B is closed and ranB = M[⊥]2 = domB in (7.5), U is a bounded
unitary operator, i.e. ranU = K2, if and only if domB∗ = M[⊥]2 . It is clear
(see e.g. (7.7)) that domB∗ = M[⊥]2 if and only if ran (KB) ⊆ domB∗ and
Pj2MranU = j2M. In view of (7.4), this observation proves the equivalence.
Finally, necessary and sufficient conditions for the isometric operators under con-
sideration in Section 7.2 to be (extendable to) unitary relations are given. Note that
Theorem 7.23 below is a (partial) inverse to Lemma 7.15.
Theorem 7.23. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2} and
let ji be a fundamental symmetry of {Ki, [·, ·]i}, for i = 1, 2. Moreover, assume
that there exists a hyper-maximal semi-definite subspace M of {K2, [·, ·]} such that
M ∩ j2M ⊆ ranU and that L := ker (PM[⊥]2U) is a hyper-maximal semi-definite
subspace of {K1, [·, ·]1}. Then U is (extendable to) a unitary relation if and only
if U(j1L ∩ domU) is (extendable to) a hyper-maximal semi-definite subspace of
{K2, [·, ·]2}.
Proof. Since M ∩ j2M ⊆ ranU , assume w.l.o.g. that M and L are hyper-maximal
neutral subspaces. It can also be assumed that U is closed, because if U is not
closed, then clos (U) clearly satisfies the same conditions. Moreover, U can also
w.l.o.g. be assumed to be an operator with a trivial kernel, see Lemma 3.11. Then
arguments as in Step 1 of Theorem 7.9 show that w.r.t. to the decomposition
L⊕1 j1L of K1 and the decomposition M⊕2 j2M of K2 U has the following block
representation:
U =
(
0 Cj1
j2B j2iSCj1
)
,
where B and C are operators from {L, [j1·, ·]1} to {M, [j2·, ·]2} with domB = L,
kerB = {0} = kerC and C ⊆ B−∗, and S is a symmetric operator in {M, [j2·, ·]2}
with domS = ranC. Moreover, since U is by assumption closed, B needs to
be closed. Now assume that U(j1L ∩ domU) is (extendable to) a hyper-maximal
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neutral subspace, then the above representation shows that S is (extendable to) a
selfadjoint relation K in {M, [j2·, ·]2}. Using K, Ua defined via
grUa = {{f + j1g,B−∗g + j2(Bf + iKB−∗g)} : f ∈M and g ∈ dom (KB−∗)}
is a unitary extension of U , because L ⊆ domUa is a hyper-maximal neutral sub-
space of {K1, [·, ·]1} and Ua(j1L ∩ domUa) = {f + j2iKf : f ∈ domK} is a
hyper-maximal neutral subspace of {K2, [·, ·]2}, see Lemma 4.7. Note that here
it was used that ranB−∗ = M. Hence, if U(j1L ∩ domU) is (extendable to) a
hyper-maximal neutral subspace, then U is (extendable to) a unitary relation. The
converse implication is a direct consequence of Lemma 7.15.
7.4 Block representations and Calkin
Here the block diagonal representation of unitary operators from Theorem 7.16 is
used to furnish simple proofs for a number of statements from (Calkin 1939a).
Starting with the following two statements which are the abstract analogues of
(Calkin 1939a: Lemma 4.3 & Theorem 4.13) and of (Calkin 1939a: Lemma 4.4
& Theorem 4.15); they show how unitary relations can change the defect numbers
of closed neutral subspaces.
Proposition 7.24. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} which
does not have a closed domain. Then there exists a maximal neutral subspace
L ⊆ domU in {K1, [·, ·]1} such that
(i) clos (U(L)) is a maximal neutral subspace of {K2, [·, ·]2};
(ii) for every 0 ≤ m ≤ ℵ0 there exists a closed neutral subspace Lm with kerU ⊆
Lm ⊆ L such that clos (U(Lm)) = clos (U(L)) and n±(Lm) = n±(L) +m.
Proof. To prove the statement w.l.o.g. assume that kerU = {0} = mulU and let
j2 be a fundamental symmetry of {K2, [·, ·]2}. Then by Theorem 7.16, there exists
a hyper-maximal semi-definite subspace M of {K2, [·, ·]2}, a closed operator B in
{M[⊥]2 , [j2·, ·]} with domB = M[⊥]2 = ranB and kerB = {0}, and a standard
unitary operator Ut from {K1, [·, ·]1} onto {K2, [·, ·]2} with domU ⊆ domUt such
that UU−1t = Υ2(B) ⊕ IM∩j2M. Since standard unitary operators do not change
the defect numbers of neutral subspace, see Proposition 4.5, it suffice to proof the
statement for the unitary operator Ua := Υ2(B)⊕ IM∩j2M in {K2, [·, ·]2}.
From the properties of B, it follows that L := j2M ⊆ domUa is a maximal neutral
subspace of {K2, [·, ·]2} and that clos (Ua(L)) = clos (j2domB∗) = j2M is also a
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maximal neutral subspace of {K2, [·, ·]2}. Since B is an unbounded operator (be-
cause U by assumption does by not have closed domain), Corollary 2.18 implies
that there exists for every 0 ≤ m ≤ ℵ0 an m-dimensional closed subspace Nm of
(the Hilbert space) {M, [j2·, ·]2} such that M = clos (B−∗(Mª2Nm)). This shows
that, with L as above, the statement holds for Lm := j2(Mª2 Nm).
Proposition 7.25. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} which
does not have a closed domain and let j1 be a fundamental symmetry of {K1, [·, ·]1}.
Then for every m ≤ ℵ0 there exists a hyper-maximal semi-definite subspace L ⊆
domU of {K1, [·, ·]1} such that U(L[⊥]2) is a closed neutral subspace of the Kreı˘n
space {K2 ∩ (U(L ∩ j1L))[⊥]2 , [·, ·]2} with defect numbers n±(U(L[⊥]2)) = m.
Proof. W.l.o.g. assume that mulU = {0}. Then U = (Υ2(B) ⊕ IM∩j2M)Ut,
where M, B and Ut are as in Theorem 7.16 and j2 is a fundamental symmetry of
{K2, [·, ·]2}. From the assumption that U does not have closed domain it follows
that Υ2(B) is an unbounded unitary operator. Hence, by Proposition 4.10 there
exists for every m ≤ ℵ0 a hyper-maximal neutral subspace Mm ⊆ dom (Υ2(B))
such that Υ2(B)(Mm) is a closed neutral subspace in {K2 ∩ (M ∩ j2M)[⊥]2 , [·, ·]2}
with defect numbers n±(Υ2(B)(Mm)) = m. Consequently, the statement holds
for L := U−1t (Mm ⊕2 (M ∩ j2M)), because Ut is a bounded unitary operators, see
Proposition 4.5.
Proposition 7.25 implies in particular that the domain of a unitary relation always
contains a hyper-maximal semi-definite subspace which is mapped onto a hyper-
maximal semi-definite subspace. Combining this observation with Corollary 7.12
and Proposition 4.8 yields another representation for unitary relations.
Corollary 7.26. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
j2 be a fundamental symmetry of {K2, [·, ·]2}. Then there exists a hyper-maximal
semi-definite subspace M of {K2, [·, ·]2}, a selfadjoint relation K in the Hilbert
space {M[⊥]2 , [j2·, ·]2} and a bounded unitary operator Ut from {K1, [·, ·]1} onto
{K2, [·, ·]2} with domU ⊆ domUt such that
UU−1t = Υ1(K)⊕ IM∩j2M.
Now it is shown that for every unitary relation in a separable Kreı˘n space which
does not have closed domain there exists another unitary relation, also necessarily
having a non-closed domain, having the same kernel such that the intersection of
their domains is their kernel. This statement can be found from (Calkin 1939a: 416)
where no proof for the assertion is given. In order to give a proof for that statement,
the following lemma will be used.
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Lemma 7.27. Let j be a fundamental symmetry of {K, [·, ·]} and let K+[+]K− be
the associated canonical decomposition of {K, [·, ·]}. Moreover, let M be a hyper-
maximal neutral subspace of {K, [·, ·]} and let D be a dense subspace of K+ (K−)
which is an operator range. Then there exists a unitary operator U in {K, [·, ·]}
satisfying
domU = jM+D and domU ∩ K+ = D (domU ∩ K− = D).
Proof. Only the case D ⊆ K+ is considered. First note that the assumption that D is
an operator range and that closD = K+ implies that there exists a bounded operator
B in the Hilbert space {M, [j·, ·]} with domB = M = ranB and kerB = {0}
such that D = {Bf+ jBf : f ∈M}, cf. Proposition 2.17 (ii). Then U = Υ2(B−1)
is a unitary operator with domU = ranB ⊕ jM, see Section 4.2. Moreover,
domU ∩ K+ = domU ∩ {f + jf : f ∈M} = {f + jf : f ∈ ranB} = D.
Clearly, from the above calculation it also follows that domU = jM+D.
Theorem 7.28. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} which
does not have a closed domain such that {ranU/mulU, [·, ·]2} is a separable Kreı˘n
space. Then there exists a unitary relation Ua from {K1, [·, ·]1} to {K2, [·, ·]2}, which
does not have a closed domain, with
kerUa = kerU and domU ∩ domUa = kerU.
Proof. In the proof let j2 be a fundamental symmetry of {K2, [·, ·]2}, let K+2 [+]K−2
be the corresponding canonical decomposition of {K2, [·, ·]2} and w.l.o.g. assume
that U is an operator, see Corollary 3.12. Then by Theorem 7.16 there exists
a hyper-maximal semi-definite subspace M of {K2, [·, ·]2}, an unbounded closed
operator B in the, by assumption, separable Hilbert space {M[⊥]2 , [j2·, ·]2} with
domB = M[⊥]2 = ranB and kerB = {0}, and a bounded unitary operator Ut
from {K1, [·, ·]1} to {K2, [·, ·]2} with domU ⊆ domUt such that
UU−1t = Υ2(B)⊕2 IM∩j2M.
By Proposition 2.17 (ii) and (iv) there exists a bounded selfadjoint operator K in
{M[⊥]2 , [j2·, ·]2}with ranK = M[⊥]2 , domB∩ranK = {0} and domB+ranK 6=
M[⊥]2 . Then L := {f+j2iK−1f : f ∈ ranK} is a hyper-maximal neutral subspace
in {K2 ª2 (M ∩ j2M), [·, ·]2} with L ∩Υ2(B) = {0}.
Since ranK+domB is a nonclosed operator range, see Proposition 2.17 (i), using
Proposition 2.17 (ii) and (v) once more yields the existence of a closed bounded
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(selfadjoint) operator D in {M[⊥]2 , [j2·, ·]2} with ranD = M[⊥]2 and kerD = {0},
such that ranD ∩ (ranK +domB) = {0} and ranD+ ranK +domB 6= M[⊥]2 .
Then the subspace D := {f + j2f : f ∈ ranD} is a uniformly definite subspace
of {K2 ª2 (M ∩ j2M), [·, ·]2} such that clos (D) = K+2 ª2 (M ∩ j2M). Hence, by
Lemma 7.27 there exists a unitary operator U2 in {K2 ª2 (M ∩ j2M), [·, ·]2} with
domU2 = L+D. Moreover, since by construction (L+D)∩dom (Υ2(B)) = {0},
domU2 ∩ dom (Υ2(B)) = {0}.
If M is a (hyper-maximal) neutral subspace, then the statement holds with Ua =
U2Ut. Next assume that M is not neutral, but, w.l.o.g., assume that M is nonnega-
tive, i.e. M ∩ j2M ⊆ K+2 . Since {K2, [·, ·]2} is a separable space, M ∩ j2M has at
most the dimension ℵ0. Recall that
dom (Υ2(B)) = domB ⊕2 jM[⊥]2 ;
domU2 = {Df + j2Df : f ∈M[⊥]2}+ {Kf + j2if : f ∈M[⊥]2}.
Since also domB + domD + ranK is a nonclosed operator range, see Proposi-
tion 2.17 (i), there exists by Proposition 2.17 (vi) an infinite-dimensional closed
subspace De such that De ∩ (domB + domD + ranK) = {0}. Hence, D+e =
{f + jf : f ∈ De} is an infinite-dimensional closed subspace of K+2 such that
D+e ∩ domU2 = {0} and (D+e + domU2) ∩Υ2(B) = {0}.
Now let Ui be the standard unitary operator in {K2, [·, ·]2} which is the identity
mapping on K2 ª2 (D+e ⊕2 M ∩ j2M), maps M ∩ j2M onto D+e and D+e onto
M ∩ j2M. Then Um := (U2 ⊕ IM∩j2M)Ui is a unitary operator in {K2, [·, ·]2}
such that domUm ∩ dom (UU−1t ) = {0}. Consequently, Ua := UmUt satisfies the
conditions.
Combining Theorem 7.28 with Proposition 6.7 yields the following statement, see
(Calkin 1939a: Theorem 4.6).
Corollary 7.29. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} which
does not have a closed domain such that {ranU/mulU, [·, ·]2} is a separable Kreı˘n
space. Then there exists a hyper-maximal semi-definite subspace L of {K1, [·, ·]1}
such that L ∩ domU = kerU .
7.5 Compositions of unitary operators
As a further application of the block representations for isometric operators pre-
sented in Section 7.2 and 7.3, here conditions for when the composition of a unitary
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operator with an isometric operator is (extendable to) a unitary operator are given.
Two distinct cases are considered: The composition of unitary operators with iso-
metric operators with a trivial kernel and, secondly, the composition of unitary
operators with bounded unitary operators with a non-trivial kernel.
Proposition 7.30. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2},
let j2 a fundamental symmetry of {K2, [·, ·]2}, let M be a hyper-maximal neu-
tral subspace of {K2, [·, ·]2} such that ker (PMU) is a hyper-maximal neutral sub-
space of {K1, [·, ·]1} and let V be a closed isometric operator in {K2, [·, ·]2} with
kerV = {0}. Moreover, let B, K and Ut be as in Corollary 7.21 (ii) such that
UU−1t = Υ1(K)Υ2(B). (7.8)
Then V U can be extended to a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}
with ker (PMV U) = ker (PMU) if and only if there exists a closed relation D
in the Hilbert space {M, [j2·, ·]2} such that D−∗B−∗ is a closed operator satis-
fying dom (D−∗B−∗) = M and ker (D−∗B−∗) = {0} , and a symmetric opera-
tor S in {M, [j2·, ·]2} which has a selfadjoint extension KS satisfying domKS ∩
ker (D−∗B−∗)∗ = {0}, such that V is an extension of
Υ1(S)Υ2(D)Υ1(−K).
In particular, clos (V U) is a unitary operator if and only if V is an isometric ex-
tension of Υ1(S)Υ2(D)Υ1(−K) as above and, additionally, clos (S) is selfadjoint
and clos (DIdomKB)) = (D−∗B−∗)−∗.
Proof. If V U can be extended to a unitary operator and ker (PMV U) = ker (PMU),
then V UU−1t , where Ut is as in (7.8), is an isometric operator in {K2, [·, ·]2} such
that ker (PMV UU−1t ) = j2M. Hence, as in step 1 of the proof of Theorem 7.9,
there exist operators B1 and C in {M, [j2·, ·]2} with B1 ⊆ C−∗, domC = M,
kerC = {0} = mulC and a symmetric operator T in {M, [j2·, ·]2} with domT =
ranB1 such that
V UU−1t =
(
B1 0
j2iTB1 j2Cj2
)
= Υ1(T )
(
B1 0
0 j2Cj2
)
. (7.9)
Since V U , and hence also V UU−1t , is extendable to a unitary operator, it follows
that mul closC = {0}. This observation together with domC = M yields that C
is a closed operator. Moreover, since V U is extendable to a unitary operator, T is
extendable to a selfadjoint operator KS such that domKS ∩ (ranC)⊥ = {0}, see
Remark 7.9 (i) and step 3 of the proof of Theorem 7.9.
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Combining (7.8) and (7.9) yields
V ¹ranU= Υ1(T )
(
B1B
−1 0
0 j2CB
∗j2
)
Υ1(−K). (7.10)
Since V is by assumption closed, the closure of the righthand side of (7.10) is
contained in V . Hence, the assumption that V is an operator with a trivial kernel
implies that the operator E := CB∗ satisfies ker clos (E) = {0} = mul clos (E).
Hence, D := E−∗ is a relation which satisfies the stated conditions, because
D−∗B−∗ = clos (E)B−∗ = C + {0} ×mul clos (E) = C.
Hence, by taking S to be the restriction of T to ran (B1B−1) the necessity of the
conditions is clear.
Conversely, let D and S be as in the statement, then with ∆ := domK ⊕ j2M
Υ1(S)Υ2(D)Υ1(−K)U = Υ1(S)Υ2(D)I∆Υ2(B)Ut.
Now observe that
Υ2(D)I∆Υ2(B) =
(
DIdomKB 0
0 j2D
−∗B−∗j2
)
⊆ Υ2((D−∗B−∗)−∗).
By the assumptions E := (D−∗B−∗)−∗ is a (closed) relation in {M, [j2·, ·]2} sat-
isfying domE = M = ranE and kerE = {0}. Hence, if KS is a selfad-
joint extension of S such that domKS ∩ mulE = {0}, then the above calcula-
tions show that Υ1(S)Υ2(D)Υ1(−K)UU−1t can be extended to the unitary oper-
ator Υ1(KS)Υ2(E), see Proposition 7.3, i.e., V U can be extended to the unitary
operator Υ1(KS)Υ2(E)Ut, see Lemma 3.10.
The final equivalence is clear by the above observations.
Note that the isometric operator Υ1(S)Υ2(D)Υ1(−K) in Proposition 7.30 need
not be extendable to a unitary operator. Consider for instance the case that D = I ,
and that S and −K are the selfadjoint operators K1 and K2 from Example 7.1.
However, in the case that U and V U in Proposition 7.30 are the abstract equivalent
of generalized boundary triplets, then V must be a unitary operator.
Corollary 7.31. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}, let j2
be a fundamental symmetry of {K2, [·, ·]2} and let M be a hyper-maximal neutral
subspace of {K2, [·, ·]2} such that ker (PMU) is a hyper-maximal neutral subspace
of {K1, [·, ·]1} and that PMranU = M. Moreover, let V be a closed isometric
operator in {K2, [·, ·]2} with kerV = {0} such that ker (PMV U) = ker (PMU) and
PMran (V U) = M. Then V U is a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}
and V is a unitary relation in {K2, [·, ·]2}.
Acta Wasaensia 105
Proof. The assumptions on V U imply by Theorem 7.19 that V U is a unitary op-
erator. Moreover, Theorem 7.19 implies that K and clos (S) in Proposition 7.30
are bounded selfadjoint operators in the Hilbert space {M, [j2·, ·]} and, therefore,
Υ1(S) and Υ1(−K) are standard unitary operators in {K2, [·, ·]2}. From this it fol-
lows that clos (Υ1(S)Υ2(D)Υ1(−K)) = Υ1(S)Υ2(clos (D))Υ1(−K) is a unitary
relation in {K2, [·, ·]2}. Since Υ1(S)Υ2(D)Υ1(−K) ⊆ V and V is by assumption
closed, this implies that V itself is a unitary operator in {K2, [·, ·]2}.
In Proposition 7.30 the composition of a unitary operator with a closed isometric
operator with a trivial kernel was considered. Next the composition of a unitary
operator with a bounded unitary operator with a non-trivial kernel is considered.
Proposition 7.32. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} and
let j2 be a fundamental symmetry of {K2, [·, ·]2}. Let M be a hyper-maximal neutral
subspace of {K2, [·, ·]2} such that L := ker (PMU) is a hyper-maximal neutral sub-
space of {K1, [·, ·]1} and let Ub be a bounded unitary operator from {K2, [·, ·]2} onto
{K3, [·, ·]3} such that j2M ⊆ domUb or, equivalently, kerUb ⊆ j2M. Then UbU is
an isometric operator from {K1, [·, ·]1} to {K3, [·, ·]3} which can be extended to a
unitary relation. In particular, UbU is a unitary operator if and only if there exists a
fundamental symmetry j1 of {K1, [·, ·]1} such that U(j1L∩domU)∩domUb+kerUb
is a hyper-maximal neutral subspace of {K2, [·, ·]2}.
Proof. Note first that if j2M ⊆ domUb, then kerUb = (domUb)[⊥]2 ⊆ (j2M)[⊥]2 =
j2M and, conversely, if kerUb ⊆ j2M, then j2M = (j2M)[⊥]2 ⊆ (kerUb)[⊥]2 =
domUb = domUb, where in the last step the boundedness of Ub is used.
Since U(L) ⊆ j2M (⊆ domUb) is a neutral subspace with equal defect numbers
and Ub is a bounded unitary operator, Ub(U(L)) is a neutral subspace with equal
defect numbers. Hence, by Theorem 7.23, UbU is (extendable to) a unitary relation
if and only if UbU((j1L∩ domU)) is (extendable to) a hyper-maximal neutral sub-
space of {K3, [·, ·]3}. Since Ub is a bounded unitary operator, this last condition is
equivalent to U(j1L ∩ domU) ∩ domUb (+kerUb) being (extendable to) a hyper-
maximal neutral subspace of {K2, [·, ·]2}. But that follows immediately from the
fact that U(j1L ∩ domU) ∩ domUb is a restriction of U(j1L ∩ domU) which is a
hyper-maximal neutral subspace of {K2, [·, ·]2} by Lemma 7.15, because U is uni-
tary and L := ker (PMU) is a hyper-maximal neutral subspace of {K1, [·, ·]1}.
Not every composition of a unitary operator with a unitary operator with closed
domain can be extended to a unitary operator as the following example shows.
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Example 7.33. By Example 7.2 there exists a unitary operator U in {K, [·, ·]}which
maps a neutral subspace L with unequal defect numbers onto a hyper-maximal
neutral subspace. Now let Ub be the unitary operator from {K, [·, ·]} to {0} whose
graph is U(L) × {0}. Then UbU is an isometric operator from {K, [·, ·]} to {0}
whose graph is given by L × {0}. Clearly, UbU cannot be extended to a unitary
operator, because L can not be extended to a hyper-maximal neutral subspace.
Finally, Proposition 7.32 is applied to the abstract equivalent of generalized bound-
ary triplets. The following result will be used in Section A.4 to obtain results on the
boundary relations for intermediate extensions.
Corollary 7.34. Let U be a unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2}, let
j2 be a fundamental symmetry of {K2, [·, ·]2} and let M be a hyper-maximal neu-
tral subspace of {K2, [·, ·]2} such that PMranU = M and that ker (PMU) is a
hyper-maximal neutral subspace of {K1, [·, ·]1}. Moreover, let Ub be a bounded
unitary operator from {K2, [·, ·]2} onto {K3, [·, ·]3} such that j2M ⊆ domUb or,
equivalently, kerUb ⊆ j2M. Then UbU is a unitary operator from {K1, [·, ·]1} to
{K3, [·, ·]3} and N := Ub(M ∩ domUb) is a hyper-maximal neutral subspace of
{K3, [·, ·]3} such that,
PN(ran (UbU)) = N and ker (PN(UbU)) = ker (PMU),
where PN the orthogonal projection onto N w.r.t. [j3·, ·]3, j3 := Ubj2U−1b .
Proof. Theorem 7.19 shows that to prove the statement it suffices to shows that the
last two equalities hold. Note therefore first that since by assumption kerUb ⊆ j2M,
Mr := M ∩ domUb is a closed subspace such that
domUb = Mr ⊕2 j2M = Mr ⊕2 j2Mr ⊕2 kerUb.
Since K2 ª2 domUb = j2kerUb, the above formula shows that Mr + kerUb ⊆
domUb is a hyper-maximal neutral subspace of {K2, [·, ·]2} and, hence, N :=
Ub(Mr) is a hyper-maximal neutral subspace of {K3, [·, ·]3}.
Next note that the assumption PMranU = M together with j2M ⊆ domUb implies
that PMr(ranU ∩ domUb) = Mr. Since j3N = Ub(j2M) by definition of j3,
the preceding observations imply that PN(ran (UbU)) = N. Moreover, j3N =
Ub(j2M) together with the assumption j2M ⊆ domUb yields
ker (PMU) = U−1(j2M∩ ranU) = (UbU)−1(j3N∩ ran (UbU)) = ker (PN(UbU)).
This completes the proof.
Acta Wasaensia 107
8 A CLASSIFICATION OF UNITARY RELATIONS
Extending upon the work of Calkin (1939a: Ch. 3, Section 4), here a classifi-
cation of unitary relations into three types is presented and characterized. This
classification is introduced and analyzed in order to describe what kind of closed
neutral subspaces the domain of a unitary relation can contain. In particular, this
approach is used to characterize when the domain of a unitary relation contains a
hyper-maximal neutral subspace. More specifically, in the first section a classifica-
tion of unitary relations is introduced and investigated, and the concept of strongly
equal defect numbers is introduced. In the second and third section unitary rela-
tions of type I (type Ia and type Ib) and II, respectively, are studied. In particular,
these classes of unitary relations are characterized by the closed neutral subspaces
contained in their domain and by their diagonal block representation.
8.1 Basic properties of the classification
The discussion in Section 6.2 shows that even if the kernel of a unitary relation
has equal defect numbers, then it is not a priori clear whether there exist hyper-
maximal neutral extensions of the kernel which are contained in the domain of
the unitary relation. As is shown in this chapter, that need not be the case, see e.g.
Example 8.11 below. Therefore it makes sense to introduce the following definition.
Definition 8.1. Let U be an isometric relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
kerU is said to have strongly equal defect numbers if there exists a hyper-maximal
neutral subspace L in {K1, [·, ·]1} such that L ⊆ domU .
Clearly, if the kernel of an isometric relation has strongly equal defect numbers,
then it also has equal defect numbers. To describe whether the kernel of a unitary
relation U has strongly equal defect numbers, in (Calkin 1939a) it was shown that
the dimensions of closed subspaces contained in domU∩K+1 and domU∩K−1 need
to be considered. Therefore, following Calkin, unitary relations are subdivided into
different types according to whether domU ∩ K+1 and domU ∩ K−1 contain finite-
dimensional of infinite-dimensional closed subspaces, cf. (Calkin 1939a: Defini-
tion 3.5). Note that here the definition is stated only for unitary relations, but that
most statements that follow only make use of the structure of the domain of the
unitary relation and therefore also hold for certain isometric relations.
Definition 8.2. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
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K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1}. Then U is said to be of
type II if domU ∩ K+1 and domU ∩ K−1 both contain infinite-dimensional closed
subspaces and of type I otherwise. A unitary relation U of type I is said to be of
type Ia if domU ∩K+1 and domU ∩K−1 contain both only finite-dimensional closed
subspaces and of type Ib otherwise.
The well-definedness of Definition 8.2, i.e. the independence of the type of a uni-
tary relation from the canonical decomposition, is not a priori clear. To prove this
Proposition 8.3 below suffices; it characterizes the introduced types of unitary re-
lations by means of closed neutral subspaces contained in their domain. Note first
however that if U is a unitary relation with closed domain, then U is of type Ia if
and only if both defect numbers are finite, of type Ib if and only if precisely one
of the defect numbers is finite and of type II if and only if both defect numbers are
infinite. Moreover, in that case kerU has strongly equal defect numbers if and only
if kerU has equal defect numbers.
Note also that if Definition 8.2 is well defined, then Proposition 3.9 implies directly
that a unitary relation U is of type Ia, Ib or II if and only if U−1 is of type Ia, Ib
or II, respectively. The same proposition also shows that if Ut is a bounded unitary
operator from {K3, [·, ·]3} to {K1, [·, ·]1} such that domU ⊆ ranUt, then U is of
type Ia, Ib or II if and only if UUt is of type Ia, Ib or II, respectively.
Proposition 8.3. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
(i) U is of type II if and only if there exists a closed neutral subspace L ⊆ domU
of {K1, [·, ·]1} with n+(L) =∞ and n−(L) =∞ such that L[⊥]1 ⊆ domU ;
(ii) U is of type Ib if and only if U is not of type II and there exists a closed neutral
subspace L ⊆ domU of {K1, [·, ·]1} with n+(L) = ∞ and n−(L) < ∞ or
n+(L) <∞ and n−(L) =∞ such that L[⊥]1 ⊆ domU ;
(iii) U is of type Ia if and only if every neutral subspace L of {K1, [·, ·]1} with
L[⊥]1 ⊆ domU has finite defect numbers.
Proof. Since the characterizations can be proven by similar arguments, only the
equivalence in (i) is proven. First the sufficiency of the condition in (i) is proven,
which at the same time proves the well-definedness of Definition 8.2. Hence, let
L ⊆ domU be a closed neutral subspace of {K1, [·, ·]1} with n+(L) = ∞ =
n−(L) such that L[⊥]1 ⊆ domU and let K+1 [+]K−1 be a canonical decomposition
of {K1, [·, ·]1}. Then L[⊥]1 ∩ K+1 and L[⊥]1 ∩ K−1 are infinite-dimensional closed
subspaces contained in domU ∩ K+1 and domU ∩ K−1 , respectively, i.e., U is of
type II.
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Conversely, assume that U is of type II and let K+1 [+]K−1 be a canonical decomposi-
tion of {K1, [·, ·]1}, with associated fundamental symmetry j1, such that domU∩K+1
and domU ∩K−1 both contain infinite-dimensional closed subspaces. Moreover, let
M ⊆ domU be a hyper-maximal semi-definite subspace of {K1, [·, ·]1}, see Propo-
sition 6.7, and w.l.o.g. assume that M is a hyper-maximal nonnegative subspace,
i.e. M ∩ j1M ⊆ K+1 . Then M[⊥]1 ⊆ M ⊆ domU is a hyper-maximal neutral
subspace of {K1 ª1 (M ∩ j1M), [·, ·]1}. Let K be the angular operator of M[⊥]1
w.r.t. K−1 :
M[⊥]1 = {f− +Kf− : f− ∈ P−1 M[⊥]1 = K−1 }.
Now let D−1 ⊆ domU ∩ K−1 be an infinite-dimensional closed subspace, which
exists by the assumption that U is of type II. Then, since K is a unitary operator
from the Hilbert space {K−1 ,−[·, ·]1} to the Hilbert space {K+1 ª1(M∩j1M), [·, ·]1},
K(D−1 ) is an infinite-dimensional closed subspace of domU ∩(K+1 ª1 (M∩ j1M)).
Consequently, L := {f− +Kf− : f− ∈ K−1 ª1 D−1 } is a closed neutral subspace
which satisfies the requirements, because by construction
L[⊥]1 = L+ (M ∩ j1M) +D−1 +K(D−1 ) ⊆ domU.
This completes the proof.
If domU ∩K+1 and domU ∩K−1 contain both one vector, then the proof of Proposi-
tion 8.3 shows that there exists a closed neutral subspace L ⊆ domU of {K1, [·, ·]1}
with n+(L) ≥ 1 and n−(L) ≥ 1 such that L[⊥]1 ⊆ domU . This shows that the
number of maximal neutral subspaces contained in the domain of a unitary rela-
tion whose kernel has nonzero defect numbers is uncountable, see (Calkin 1939a:
Theorem 4.3 & 4.4).
If the defect numbers of the kernel of a unitary relation U are different, then the
dimension of maximal closed subspaces contained in domU ∩K+1 and domU ∩K−1
are different.
Lemma 8.4. Let U be unitary relation between {K1, [·, ·]1} and {K2, [·, ·]2} and let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1} with associated fundamental
symmetry j1. If n+(kerU) > n−(kerU) or n+(kerU) < n−(kerU), then there
exists a closed subspace D−1 ⊆ domU∩K−1 or closed subspace D+1 ⊆ domU∩K+1
such that dim(D−1 ) = n+(kerU) or dim(D+1 ) = n−(kerU), respectively.
Proof. W.l.o.g. assume that kerU = {0}, and that domU is not closed, because
otherwise there is nothing to prove by the definition of defect numbers. Recall that,
since U is a unitary relation, there exists a hyper-maximal semi-definite subspace
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M = M[⊥]1⊕1(M∩j1M) of {K1, [·, ·]1} such thatM ⊆ domU , see Proposition 6.7.
If M is nonnegative, then M ∩ j1M ⊆ domU ∩ K+1 ,
dim(K+1 ) = dim(M
[⊥]1) + dim(M ∩ j1M) and dim(K−1 ) = dim(M[⊥]1).
Similarly, if M is nonpositive, then M ∩ j1M ⊆ domU ∩ K−1 ,
dim(K+1 ) = dim(M
[⊥]1) and dim(K−1 ) = dim(M[⊥]1) + dim(M ∩ j1M).
These observations imply that if n+(kerU) 6= n−(kerU), then dim(M ∩ j1M) >
dim(M[⊥]1) (note that here it is used that dim(K+1 ) = ∞ = dim(K−1 ), because
domU is not closed). Since M ∩ j1M is a closed subspace, the statement follows
from the above discussion.
The difference between unitary relations of type I and II can be characterized by
looking at the closed neutral subspaces contained in their domain. In particular,
Lemma 8.5 and Theorem 8.6 below give such type of sufficient conditions for a
unitary operator to be of type II; note that these results are an extension of (Calkin
1939a: Lemma 4.1 & part of Theorem 4.4).
Lemma 8.5. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} and let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1}. Moreover, let L ⊆ domU
be a closed neutral subspace of {K1, [·, ·]1}. Then
(i) if domU∩K−1 contains an infinite-dimensional closed subspace and n+(L) <
∞, then domU ∩ K+1 contains an infinite-dimensional closed subspace;
(ii) if domU∩K+1 contains an infinite-dimensional closed subspace and n−(L) <
∞, then domU ∩ K−1 contains an infinite-dimensional closed subspace.
Proof. Clearly, it suffices to prove only one of the two assertions. Hence, as-
sume that L ⊆ domU is a closed neutral subspace with n+(L) < ∞ and that
D−1 ⊆ domU ∩ K−1 is an infinite-dimensional closed subspace. Together the two
assumptions imply that D−1 ∩ P−1 L is an infinite-dimensional closed subspace con-
tained in domU ∩ K−1 . Now let K be the angular operator for L w.r.t. K−1 :
L = {f− +Kf− : f− ∈ P−1 L}.
Since, K is a closed isometric operator from the Hilbert space {K−1 ,−[·, ·]1} to the
Hilbert space {K+1 , [·, ·]1}, K maps D−1 ∩ P−1 L ⊆ domU ∩ K−1 onto an infinite-
dimensional closed subspace of domU ∩ K+1 (because L ⊆ domU ).
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Theorem 8.6. Let U be a unitary relation between {K1, [·, ·]1} and {K2, [·, ·]2}, let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1} with associated projections
P+1 and P−1 , and assume that there exist closed neutral subspaces L1 ⊆ domU and
L2 ⊆ domU of {K1, [·, ·]1} satisfying either of the following conditions:
(a) n+(L1) <∞, dim
(
P+1 L1 ª1 I+
)
<∞, where I+ = P+1 L1 ∩ P+1 L2, and
n+(L1) + dim
(
P+1 L1 ª1 I+
)
< n+(L2) + dim
(
P+1 L2 ª1 I+
)
;
(b) n−(L1) <∞, dim
(
P−1 L1 ª1 I−
)
<∞, where I− = P−1 L1 ∩ P−1 L2, and
n−(L1) + dim
(
P−1 L1 ª1 I−
)
< n−(L2) + dim
(
P−1 L2 ª1 I−
)
.
Then domU ∩K+1 and domU ∩K−1 contain infinite-dimensional closed subspaces.
Proof. To prove the statement it suffices to consider only the case that L1 and L2
satisfy (a). Hence, let the assumptions in (a) hold and denote the (closed) angular
operators of L1 and L2 w.r.t. K+1 by K1 and K2:
L1 = {f+ +K1f+ : f+ ∈ P+L1} and L2 = {f+ +K2f+ : f+ ∈ P+L2}.
Then X := K2K−11 is a closed isometric operator in the Hilbert space {K−1 ,−[·, ·]1}
which, because of the assumptions in (a), satisfies
dim(domX)⊥1 < dim(ranX)⊥1 and dim(domX)⊥1 <∞.
This implies that there exists a finite-dimensional (closed) isometric extension Y
of X such that domY = K−1 and ranY 6= K−1 . If ran (I − Y ) does not contain
an infinite-dimensional closed subspace, then I − Y is a compact operator, see
e.g. (Calkin 1939a: Lemma 3.1). Therefore ranY 6= K−1 implies by the Fredholm
alternative that kerY 6= {0}. Since Y is an isometric operator in a Hilbert space,
this is impossible. Consequently, ran (I − Y ) and, hence, also ran (I −X) contain
an infinite-dimensional closed subspace.
Next note that the assumptions L1 ⊆ domU and L2 ⊆ domU together imply that
ran (K1 −K2) ⊆ domU ∩ K−1 and therefore
ran (I −X) = ran (I −K2K−11 ) = ran ((K1 −K2)K−11 ) ⊆ domU ∩ K−1 .
Consequently, the above arguments show that domU ∩ K−1 contains an infinite-
dimensional closed subspaces. In view of Lemma 8.5, this completes the proof.
112 Acta Wasaensia
8.2 Unitary relations of type I
Now unitary relation of type Ia and Ib are considered. In particular, two characte-
rizations for them are given: First by means of the defect numbers of neutral sub-
spaces contained in their domain and, secondly, by specifying their block decom-
position. In order to prove the first mentioned characterization, it is shown that, as
a consequence of Theorem 8.6, closed neutral subspaces contained in the domain
(or range) of a unitary relation of type I have specific defect numbers.
Proposition 8.7. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} of type
I and let L1 ⊆ domU and L2 ⊆ domU be closed neutral subspaces of {K1, [·, ·]1}
satisfying either of the following conditions:
(a) n+(L1) = n+(L2) <∞ and n−(L2) <∞;
(b) n−(L1) = n−(L2) <∞ and n+(L2) <∞.
Then n+(L1) = n+(L2) and n−(L1) = n−(L2).
Proof. W.l.o.g. only case (a) is considered. Let I+ := P+1 L1 ∩ P+1 L2, then the as-
sumption n−(L2) <∞ implies that P+1 L1 ª1 I+ is a finite-dimensional subspace.
Since U is of type I, Theorem 8.6 implies that n+(L2) + dim(P+1 L2 ª1 I+) ≤
n+(L1) + dim(P
+
1 L1 ª1 I+) < ∞. In particular, dim(P+1 L2 ª1 I+) < ∞. Us-
ing Theorem 8.6 once more (with L1 = L2 and L2 = L1) yields that n+(L1) +
dim(P+1 L1 ª1 I+) ≤ n+(L2) + dim(P+1 L2 ª1 I+), i.e.
n+(L1) + dim(P
+
1 L1 ª1 I+) = n+(L2) + dim(P+1 L2 ª1 I+).
The above equality together with the assumption that n+(L1) = n+(L2) < ∞
yields that dim(P+1 L1 ª1 I+) = dim(P+1 L2 ª1 I+). Clearly,
P+1 L1 = (P
+
1 L1 ª1 I+)⊕1 I+ and P+1 L2 = (P+1 L2 ª1 I+)⊕1 I+. (8.1)
Since n−(L2) < ∞ and dim(P+1 L2 ª1 I+) = dim(P+1 L1 ª1 I+) < ∞, (8.1)
implies that dim(K+1 ª1 I+) < ∞. This observation together with (8.1) and the
proven fact that dim(P+1 L2 ª1 I+) = dim(P+1 L1 ª1 I+) < ∞ yields n−(L1) =
n−(L2).
In particular, Proposition 8.7 implies that in a separable Hilbert space each maximal
neutral subspace contained in the domain of a unitary relation of type I has the same
defect numbers, see (Calkin 1939a: Theorem 4.4). Next further properties of the
closed neutral subspaces contained in the domain of unitary relations of type I are
stated.
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Proposition 8.8. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, let
K+1 [+]K
−
1 be a canonical decomposition of {K1, [·, ·]1} and, moreover, let NU :=
min{dim(domU ∩ K+1 ), dim(domU ∩ K−1 )}. If U is of type Ia, then there exists a
d ∈ N such that either of the following two alternatives holds:
(a1) for every n ∈ N, n ≤ NU , there exists a closed neutral subspace L ⊆ domU
with n+(L) = n and n−(L) = n + d and, conversely, if L ⊆ domU is a
closed neutral subspace and n+(L) < ∞ or n−(L) < ∞, then n−(L) =
n+(L) + d;
(a2) for every n ∈ N, n ≤ NU , there exists a closed neutral subspace L ⊆ domU
with n+(L) = n + d and n−(L) = n and, conversely, if L ⊆ domU is a
closed neutral subspace and n+(L) < ∞ or n−(L) < ∞, then n+(L) =
n−(L) + d.
If U is of type Ib, then either of the following two alternatives holds:
(b1) for every n ∈ N, n ≤ NU , there exists a closed neutral subspace L ⊆ domU
with n+(L) = n and n−(L) =∞ and, conversely, if L ⊆ domU is a closed
neutral subspace, then n−(L) =∞;
(b2) for every n ∈ N, n ≤ NU , there exists a closed neutral subspace L ⊆ domU
with n+(L) =∞ and n−(L) = n and, conversely, if L ⊆ domU is a closed
neutral subspace, then n+(L) =∞.
Proof. Let M ⊆ domU be a hyper-maximal semi-definite subspace of {K1, [·, ·]1},
see Proposition 6.7, and w.l.o.g. assume that M is a nonnegative subspace, i.e.
M = M[⊥]1 +M ∩ K+1 . Next let K be the angular operator of M[⊥]1 w.r.t. K−1 :
M[⊥]1 = {f− +Kf− : f− ∈ P−1 M = K−1 }.
Since K maps closed subspaces of domU ∩K−1 onto closed subspaces of domU ∩
K+1 , because M[⊥]1 ⊆M ⊆ domU , the closed subspace M∩K+1 of domU ∩K+1 is
finite-dimensional if U is of type Ia and infinite-dimensional if U is of type Ib, see
Definition 8.2. Denote the dimension of M ∩ K+1 by d.
Clearly, there exists an n-dimensional (closed) subspace D−n of domU ∩K−1 , where
n is as in the statement. Now L defined as
L = {f− +Kf− : f ∈ K−1 ª1 D−n }
can be easily seen to satisfy the first condition in (a1) and (b1), because n+(L) =
dimD−n and n−(L) = dim(K(D−n )) + dim(M ∩ K+1 ) = dimD−n + d. The second
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assertion in (a1) follows from the first assertion together with Proposition 8.7. For
the second assertion in (b1) note that by the first assertion therein domU ∩ K−1
can only contain finite-dimensional closed subspaces, see Lemma 8.5. Since U is
of type Ib, that implies that domU ∩ K+1 must contain infinite-dimensional closed
subspace. Hence, Lemma 8.6 implies that n−(L) = ∞ for any closed neutral
subspace which is contained in the domain of U ; otherwise U would be of type II.
Similar arguments show that (a2) and (b2) hold if M is a nonpositive subspace.
In fact, from Lemma 8.15 below it follows that Proposition 8.8 yields a character-
ization of unitary relations of type Ia, but not of type Ib. Note also that Proposi-
tion 8.8 implies that if U is a unitary relation of type I, then U is of type Ia if and
only if there exists a closed neutral subspace in the domain of U with finite defect
numbers. As a further consequence of Proposition 8.8, a characterization of unitary
relations of type I with strongly equal defect numbers is obtained.
Corollary 8.9. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} of type I.
Then equivalent are:
(i) U has strongly equal defect numbers;
(ii) there exists a closed neutral subspace L ⊆ domU of {K1, [·, ·]1} with finite
and equal defect numbers;
(iii) if L ⊆ domU is a closed neutral subspace of {K1, [·, ·]1} with n+(L) < ∞
or n−(L) <∞, then n+(L) = n−(L).
Proof. The equivalences are all a direct consequence of Proposition 8.8, because all
the conditions imply that U is of type Ia and that d in Proposition 8.8 is zero.
Using Proposition 8.8, a block decomposition characterization of unitary operators
of type I can be obtained. That characterization shows that such unitary operators
are closely connected to compact operators, cf. (Calkin 1939a: Theorem 3.13).
Theorem 8.10. Let U be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} and
let j2 be a fundamental symmetry of {K2, [·, ·]2}. Then U is a unitary operator of
type Ia or Ib if and only if there exists a hyper-maximal semi-definite subspace M
of {K2, [·, ·]2} with dim(M∩ j2M) <∞, if U is of type Ia, or dim(M∩ j2M) =∞,
if U is of type Ib, a closed operator B in (the Hilbert space) {M[⊥]2 , [j2·, ·]2} with
domB = M[⊥]2 = ranB and kerB = {0} such that B−1 is a compact operator,
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and a bounded unitary operator from {K1, [·, ·]1} to {K2, [·, ·]2} with domU ⊆
domUt such that
UU−1t = Υ2(B)⊕ IM∩j2M.
In particular, U has strongly equal defect numbers if and only if M ∩ j2M = {0}.
Proof. Clearly, U has the stated representation for a hyper-maximal semi-definite
subspace M if and only if U is unitary, see Theorem 7.16. Therefore the first
statement is proven by observing that if M is hyper-maximal nonnegative, then
dom (UU−1t ) ∩ K+2 = {f + j2f + g : f ∈ domB and g ∈M ∩ j2M};
dom (UU−1t ) ∩ K−2 = {f − j2f : f ∈ domB},
and if M is hyper-maximal nonpositive, then
dom (UU−1t ) ∩ K+2 = {f + j2f : f ∈ domB};
dom (UU−1t ) ∩ K−2 = {f − j2f + g : f ∈ domB and g ∈M ∩ j2M}.
Here K+2 [+]K−2 is the canonical decomposition of {K2, [·, ·]2} corresponding to j2.
The above equalities show that U is of type I if and only if domB contains only
finite dimensional closed subspaces, i.e. if and only if B−1 is a compact operator,
see e.g. (Calkin 1939a: Lemma 3.1). Moreover, the same equalities show that U
is of type Ia or Ib if and only if dim(M ∩ j2M) < ∞ or dim(M ∩ j2M) = ∞,
respectively. This proves the first part of the statement.
The necessity of the condition in the last equivalence in the statement is clear by
definition, because if M ∩ j2M = {0}, then U−1t (j2M) is a hyper-maximal neutral
subspace of {K1, [·, ·]1} which is contained in the domain of U . Conversely, assume
that U has strongly equal defect numbers and M ∩ j2M 6= {0}. Then by the
proven decomposition U−1t (M[⊥]2) ⊆ domU is a maximal neutral subspace of
{K1, [·, ·]1} which is not hyper-maximal neutral. Hence, Corollary 8.9 implies that
U does not have strongly equal defect numbers, which is in contradiction with the
assumption.
Note that if U is a unitary operator of type I and M1 and M2 are two subspaces
such that the decomposition in Theorem 8.10 holds with respect to them, then
Proposition 8.7 implies that dim(M1 ∩ j2M1) = dim(M2 ∩ j2M2). Furthermore,
if U is an unbounded unitary operator of type Ia, then Theorem 8.10 shows that
n+(kerU) = n−(kerU). If U is an unbounded operator of type Ib, then kerU need
not have equal defect numbers as the following example illustrates.
Example 8.11. Let B be an everywhere defined compact operator in the separable
(infinite-dimensional) Hilbert space {H, (·, ·)} with kerB = {0} and ranB = H.
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Moreover, let U2 be a unitary operator in the Hilbert space {H, (·, ·)} and define
[·, ·] on K := H2 ×H by
[{f, f ′, f ′′}, {g, g′, g′′}] = i [(f, g′)− (f ′, g)] + (f ′′, g′′),
where f, f ′, g, g′ ∈ H and f ′′, g′′ ∈ H. Then {K, [·, ·]} is a Kreı˘n space, cf. Exam-
ple 2.1. W.r.t. the decomposition H× H×H of K define U as
U =
B−1 0 00 B∗ 0
0 0 U2
 .
Then U is a unitary operator in {K, [·, ·]} with kerU = {0} and
n+(kerU) = dim(H) and n−(kerU) = dim(H) + dim(H). (8.2)
Now Theorem 8.10 implies that U is a unitary operator of type Ib if and only ifH is
infinite-dimensional. Combining this with (8.2) shows that U is a unitary operator
of type Ib with n+(kerU) = n−(kerU) if ∞ = dim(H) ≤ dim(H) and that U is a
unitary operator of type Ib with n+(kerU) < n−(kerU) if dim(H) > dim(H).
Remark 8.12. Example 8.11 shows, in light of Lemma 3.11, that for every neutral
subspace L in a Kreı˘n space {K1, [·, ·]1}with defect numbers n+(L) = ℵ0 = n−(L)
there exists an (unbounded) unitary operator U (of type I) from {K1, [·, ·]1} to
{K2, [·, ·]2} such that L = kerU and that there does not exist a hyper-maximal
neutral extension of L which is contained in the domain of U , cf. Corollary 7.29.
8.3 Unitary relations of type II
In this section two classes of unitary relations of type II are studied: Those with
strongly equal defect numbers and those without strongly equal defect numbers.
As in the preceding section, two characterization of these classes of unitary rela-
tions are given: First by means of the defect numbers of closed neutral subspaces
contained in their domain and, secondly, by specifying their block representation.
Proposition 8.13 below gives a characterization of unitary relations of type II with
strongly equal defect numbers among other things in terms of the closed neutral
subspaces contained in their domain.
Proposition 8.13. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} of
type II, let j1 be a fundamental symmetry of {K1, [·, ·]1} and let K+1 [+]K−1 be the
associated canonical decomposition of {K1, [·, ·]1}. Then equivalent are:
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(i) U has strongly equal defect numbers;
(ii) for every n± ∈ N there exists a closed neutral subspace L ⊆ domU such
that n+(L) = n+ and n−(L) = n−;
(iii) there exists a closed neutral subspace L ⊆ domU of {K1, [·, ·]1} with finite
defect numbers;
(iv) there exist closed neutral subspaces L1 ⊆ domU and L2 ⊆ domU of
{K1, [·, ·]1} with n+(L1) <∞ and n−(L2) <∞;
(v) for every closed subspace D+1 ⊆ domU ∩ K+1 and every closed subspace
D−1 ⊆ domU ∩K−1 there exists a closed subspace D+1,a ⊆ domU ∩K+1 and a
closed subspace D−1,a ⊆ domU ∩ K−1 such that dim(D+1 ) = dim(D−1,a) and
dim(D−1 ) = dim(D
+
1,a);
(vi) for every hyper-maximal semi-definite subspace M ⊆ domU there exists a
closed subspace D+1 ⊆ domU ∩ K+1 and a closed subspace D−1 ⊆ domU ∩
K−1 such that dim(M ∩ j1M) ≤ dimD+1 and dim(M ∩ j1M) ≤ dimD−1 .
Proof. (i)⇒ (ii): If U has strongly equal defect numbers, then there exists a hyper-
maximal neutral subspace M ⊆ domU of {K1, [·, ·]1}. Let K be the angular op-
erator of M w.r.t. K+1 : M = {f+ + Kf+ : f+ ∈ K+1 }. Then K is a unitary op-
erator from (the Hilbert space) {K+1 , [·, ·]1} onto (the Hilbert space) {K−1 ,−[·, ·]1}.
Since U is of type II, there exists an infinite-dimensional closed subspace D+1 ⊆
domU ∩K+1 and, hence, D−1 := K(D+1 ) ⊆ domU ∩ K−1 is an infinite-dimensional
closed subspace of the same dimension as D+1 . For every n± ∈ N there exists a
closed isometric operator V from (the Hilbert space) {D+1 , [·, ·]1} to (the Hilbert
space) {D−1 ,−[·, ·]1} such that dim(domV )⊥ = n− and dim(ranV )⊥ = n+.
Hence, L defined as
L = {f+ +Kf+ : f+ ∈ K+1 ª1 D+1 }+ {f+ + V f+ : f+ ∈ domV }
is a closed neutral subspace contained in domU with n±(L) = n±.
(ii) ⇒ (iii) ⇒ (iv): These implications evidently hold.
(iv) ⇒ (v): Let D+1 be a closed subspace of domU ∩ K+1 and w.l.o.g. assume that
D+1 is infinite-dimensional, because otherwise by the definition of type II there is
nothing to prove. Moreover, let L2 be a closed neutral subspace as in (iv) and let
K be its angular operator w.r.t. K+1 : L2 = {f+ + Kf+ : f+ : P+1 L2}. Since
n−(L2) = n− < ∞, D+1 ∩ domK is a subspace with the same dimension as D+1
which is mapped onto a subspace D−1,a of K−1 of the same dimension, because K is a
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closed isometric operator between Hilbert spaces. Moreover, D−1,a ⊆ domU ∩ K−1 ,
because L2 ⊆ domU . Since a similar reasoning can be used for subspaces D−1 as
in (v), this shows that (v) holds.
(v) ⇒ (vi): This is evident from the fact that either M ∩ j1M ⊆ domU ∩ K+1 or
M ∩ j1M ⊆ domU ∩ K−1 .
(vi)⇒ (i): Let M ⊆ domU be hyper-maximal semi-definite, see Proposition 6.7. If
M is hyper-maximal neutral, then there is nothing to prove. Hence, w.l.o.g., assume
that M is hyper-maximal nonnegative, then D+1 := M ∩ j1M ⊆ domU ∩ K+1 is
a closed positive definite subspace of {K1, [·, ·]1} and M[⊥]1 is a hyper-maximal
neutral subspace of {K1 ª1 D+1 , [·, ·]1}. Let K be the angular operator of M[⊥]1
w.r.t. K+1 ªD+1 :
M[⊥]1 = {f+ +Kf+ : f+ ∈ P+1 M[⊥]1}.
ThenK is a Hilbert space unitary operator from {K+1 ª1D+1 , [·, ·]1} to {K−1 ,−[·, ·]1}.
Now by assumption there exists a closed subspace D−1,a ⊆ domU ∩ K−1 such that
dim(D−1,a) = dim(D
+
1 ), if dim(D+1 ) =∞, or D−1,a is infinite-dimensional, if D+1 is
finite-dimensional (note that here the fact that U is of type II is used). Since K is
a Hilbert space unitary operator, D+1,a := K−1(D−1,a) ⊆ domU ∩ (K+1 ªD+1 ) is an
infinite-dimensional closed subspace with the same dimension as D−1,a. Hence, by
construction, D+1 +D+1,a ⊆ domU∩K+1 is a closed subspace of the same dimension
as D−1,a ⊆ domU ∩ K−1 . Now let Ur be any Hilbert space unitary operator from
{D+1 +D+1,a, [·, ·]1} onto {D−1,a,−[·, ·]1}. Then L defined as
L = {f+ +Kf : f+ ∈ K+1 ª1 (D+1 +D+1,a)}+ {f+ + Urf+ : f+ ∈ D+1 +D+1,a}
is by construction a hyper-maximal neutral subspace such that L ⊆ domU .
The sixth characterization in Proposition 8.13 implies that in the separable case the
concepts of strongly equal defect numbers and equal defect numbers coincide for
unitary relations of type II. Recall that for unitary relations of type I this is not true,
see e.g. Example 8.11.
Corollary 8.14. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} of type
II and assume that n+(kerU) = ℵ0 = n−(kerU). Then U has strongly equal defect
numbers.
Proof. Recall that domU∩K+1 and domU∩K−1 contain infinite-dimensional closed
subspaces, because U is of type II. Hence, the statement is a direct consequence
of the characterization (vi) in Proposition 8.13 together with the assumption that
n+(kerU) = n−(kerU) = ℵ0.
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The following statement shows that unitary relations of type II which do not have
strongly equal defect numbers have the same kind of closed neutral subspaces in
their domain as those of type Ib.
Lemma 8.15. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2} of type II
which does not have strongly equal defect numbers. Then either of the following
two alternatives holds:
(a) every hyper-maximal semi-definite subspace contained in the domain of U is
nonnegative, for every n+ ∈ N there exists a closed neutral subspace L ⊆
domU such that n+(L) = n+ and n−(L) = ∞, and if L ⊆ domU is a
closed neutral subspace, then n−(L) =∞;
(b) every hyper-maximal semi-definite subspace contained in the domain of U is
nonpositive, for every n− ∈ N there exists a closed neutral subspace L ⊆
domU such that n−(L) = n− and n+(L) = ∞, and if L ⊆ domU is a
closed neutral subspace, then n+(L) =∞.
Proof. Let j1 be a fundamental symmetry of {K1, [·, ·]1}, let K+1 [+]K−1 be the as-
sociated canonical decomposition of {K1, [·, ·]1} and recall that the domain of U
contains a hyper-maximal semi-definite subspace M, see Proposition 6.7. Assume
that M is hyper-maximal nonnegative, i.e. M ∩ j1M ⊆ domU ∩ K+1 . Then M[⊥]1
is a hyper-maximal neutral subspace of {K1 ª1 (M ∩ j1M), [·, ·]1} and
grUa = grU ∩ ((M ∩ j1M)[⊥]1 × (U(M ∩ j1M))[⊥]2)
is a unitary relation from the Kreı˘n space {K1 ∩ (M ∩ j1M)[⊥]1 , [·, ·]1} to the Kreı˘n
space {K2 ∩ (U(M ∩ j1M))[⊥]2 , [·, ·]2}, see Corollary 3.14, with strongly equal
defect numbers. Hence, Proposition 8.13 implies that for every n+, n− ∈ N there
exists a closed neutral subspace L ⊆ domUa of {K1 ª1 (M ∩ j1M), [·, ·]1} such
that n+(L) = n+ and n−(L) = n−. Now L considered as a subspace of {K1, [·, ·]1}
has the defect numbers n+(L) = n+ and n−(L) = n− + dim(M ∩ j1M) = ∞.
Note that here dim(M∩ j1M) =∞, because U does not have strongly equal defect
numbers, cf. Proposition 8.13. Finally, since n+(M[⊥]) = 0, Proposition 8.13 (iv)
implies that n−(L) = ∞ for every closed neutral subspace L ⊆ domU . This, in
particular, implies that every hyper-maximal semi-definite subspace contained in
the domain of U is nonnegative.
The above arguments show that alternative (a) hold if M is hyper-maximal non-
negative. Similar arguments show that alternative (b) holds if M is hyper-maximal
nonpositive.
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The following two statements contain a characterization of unitary operators of type
II in terms of their associated diagonal block representation.
Theorem 8.16. Let U be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} and
let j2 be a fundamental symmetry of {K2, [·, ·]2}. Then U is a unitary operator
of type II with strongly equal defect numbers if and only if there exists a hyper-
maximal neutral subspace M of {K2, [·, ·]2}, a closed operator B in the Hilbert
space {M, [j2·, ·]2} with domB = M = ranB and kerB = {0} such that B−1 is
a noncompact operator, and a bounded unitary operator Ut from {K1, [·, ·]1} onto
{K2, [·, ·]2} with domU ⊆ domUt such that
UU−1t = Υ2(B).
Proof. If U has the indicated representation, then U is clearly a unitary operator
with strongly equal defect numbers, because the hyper-maximal neutral subspace
U−1t (j2M) is contained in the domain of U . Furthermore, Υ2(B), and hence also
U , is not of type I, because B−1 is not compact, see Theorem 8.10.
Conversely, assume that U is a unitary operator and w.l.o.g. assume that kerU =
{0} and let K+i [+]K−i be the canonical decomposition of {Ki, [·, ·]i} associated
with the fundamental symmetry ji of {Ki, [·, ·]i}, for i = 1, 2. Moreover, re-
call that by Proposition 7.25 there exists a hyper-maximal semi-definite subspace
L ⊆ domU of {K1, [·, ·]1} such that U(L) is a hyper-maximal semi-definite sub-
space of {K2, [·, ·]2}. W.l.o.g. assume that L = L[⊥]1 + (L∩ j1L) is hyper-maximal
nonnegative, i.e. L ∩ j1L ⊆ domU ∩ K+1 . Now let K be the angular operator of
L[⊥]1 ⊆ L w.r.t. to K+1 :
L[⊥]1 = {f+ +Kf+ : f+ ∈ P+1 L[⊥]1 = K+1 ª1 (L ∩ j1L)}.
Since L ∩ j1L ⊆ domU ∩ K+1 , U is of type II and has strongly equal defect num-
bers, there exists a closed subspace D−1 ⊆ domU ∩ K−1 such that dim(D−1 ) = ∞,
if dim(L ∩ j1L) < ∞, or dim(D−1 ) = dim(L ∩ j1L), if dim(L ∩ j1L) = ∞, see
Proposition 8.13. Since the angular operator K is a closed isometric operator be-
tween Hilbert spaces, K−1(D−1 ) ⊆ domU ∩ K+1 is a closed subspace of the same
dimension as D−1 . Hence, D+1 := K−1(D−1 ) + L ∩ j1L ⊆ domU ∩ K+1 is a closed
subspace of the same dimension as D−1 .
Consequently, Lr = L ∩ (D+1 + D−1 )[⊥]1 is a closed neutral subspace with defect
numbers n+(Lr) = dim(D+1 ) = dim(D−1 ) = n−(Lr) and
L[⊥]1r = Lr ⊕1 D+1 ⊕1 D−1 = L+D−1 ⊆ domU.
Recall that by assumption U(L) is a hyper-maximal nonnegative subspace and
that U(D−1 ) is a closed uniformly definite subspace by Proposition 3.9. Hence,
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U(L
[⊥]1
r ) = U(L)+U(D
−
1 ) is closed, because, clearly, (U(L))[⊥]2+(U(D−1 ))[⊥]2 =
K2, see Lemma 2.2. Moreover, since U(L) is by assumption a hyper-maximal semi-
definite subspace contained in the range of U , one has
U(L[⊥]1r )
[⊥]2 = U(L+D−1 )
[⊥]2
= U(L)[⊥]2 ∩ U(D−1 )[⊥]2
= U(L[⊥]1) ∩ U(D−1 )[⊥]2
= U(L[⊥]1) ∩ U(D−1 )[⊥]2 ∩ ranU
= U(L[⊥]1) ∩ U((D−1 )[⊥]1 ∩ domU)
= U(L[⊥]1 ∩ (D−1 )[⊥]1) = U(Lr).
Since U(L[⊥]1r ) = U(L) + U(D+1 ) has been shown to be closed, the above calcula-
tion implies that U(Lr) is closed and that U(L[⊥]1r ) = U(Lr)[⊥]2 , i.e. U(Lr)[⊥]2 =
U(Lr) + U(D
+
1 ) + U(D
−
1 ). From these observations it follows that any hyper-
maximal neutral extension of Lr, which exists because dim(D+1 ) = dim(D−1 ),
is mapped onto a hyper-maximal neutral extension of the closed neutral subspace
U(Lr). Consequently, the stated representation holds by Theorem 7.16.
Using the above characterization for unitary operators of type II with strongly equal
defect numbers, one can easily obtain a characterization for unitary operators of
type II without strongly equal defect numbers.
Corollary 8.17. Let U be an isometric operator from {K1, [·, ·]1} to {K2, [·, ·]2} and
let j2 be a fundamental symmetry of {K2, [·, ·]2}. Then U is a unitary operator of
type II without strongly equal defect numbers if and only if there exists a hyper-
maximal semi-definite subspace M of {K2, [·, ·]2} such that either dim(D+2 ) <
dim(M ∩ j2M) for every closed subspace D+2 of ranU ∩ K+2 , or dim(D−2 ) <
dim(M∩j2M), for every closed subspace D−2 of ranU∩K−2 , a closed operatorB in
the Hilbert space {M[⊥]2 , [j2·, ·]2} with domB = M[⊥]2 = ranB and kerB = {0}
such that B−1 is a noncompact operator, and a bounded unitary operator Ut from
{K1, [·, ·]1} onto {K2, [·, ·]2} with domU ⊆ domUt such that
UU−1t = Υ2(B)⊕ IM∩j2M.
Proof. W.l.o.g. assume that kerU = {0}, then by Proposition 6.7 there exists a
hyper-maximal semi-definite subspace M ⊆ ranU in {K2, [·, ·]2}. Now D2 :=
M ∩ j2M is a closed uniformly definite subspace of {K2, [·, ·]2} and, hence, D1 :=
U−1(M∩ j2M) is a closed uniformly definite subspace of {K1, [·, ·]1}, see Proposi-
tion 3.9. Therefore, U˜ and Û defined via
gr U˜ = grU ∩ (D1 ×D2) and gr Û = grU ∩ (K1 ∩D[⊥]11 × K2 ∩D[⊥]22 )
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are a standard unitary operator from {D1, [·, ·]1} to {D2, [·, ·]2} and a unitary op-
erator from {K1 ∩ D[⊥]11 , [·, ·]1} to {K2 ∩ D[⊥]22 , [·, ·]2} with strongly equal defect
numbers, respectively, see Lemma 3.13 and Corollary 3.14. Therefore the repre-
sentation in the statement can be obtained via Theorem 8.16. Finally, the conditions
on the dimension of M ∩ j2M are a direct consequence of the fact that U does not
have strongly equal defect numbers, cf. Proposition 8.13.
Conversely, if U has the indicated representation, then by Theorem 8.10 U is of type
II and the assumptions on the dimension of M ∩ j2M imply that U−1, and hence
also U , does not have strongly equal defect numbers, see Proposition 8.13.
Combining some of the above results it is possible to characterize when a unitary
relation has strongly equal defect numbers in the general case.
Corollary 8.18. Let U be a unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}. Then
equivalent are:
(i) U has strongly equal defect numbers;
(ii) there exists a closed neutral subspace L ⊆ domU in {K1, [·, ·]1} with finite
and equal defect numbers;
(iii) there exists a hyper-maximal neutral subspace M in {K2, [·, ·]2}, a closed
operator B in the Hilbert space {M, [j2·, ·]2} with domB = M = ranB
and kerB = {0}, and a bounded unitary operator Ut from {K1, [·, ·]1} onto
{K2, [·, ·]2} with domU ⊆ domUt such that
UU−1t = Υ2(B).
Proof. (i) ⇔ (ii): If U has strongly equal defect numbers, then by Definition 8.1,
there exists a hyper-maximal neutral subspace L ⊆ domU , i.e., (ii) holds. Con-
versely, if (ii) holds, and U is of type I or II, then U has strongly equal defect
numbers by Corollary 8.9 or Proposition 8.13, respectively.
(i)⇔ (iii): If (i) holds, then there exists a representation as in (iii) by Theorem 8.10,
ifU is of type I, or by Theorem 8.16, if U is of type II. Conversely, if (iii) holds, then
U−1t (j2M) is a hyper-maximal neutral subspace of {K1, [·, ·]1} which is contained
in the domain of U .
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9 SUMMARY
In order to obtain more insight into the properties and structure of unitary relations,
broadly speaking two approaches, and their interaction, to unitary (and isometric)
relations were presented in this dissertation. In the first approach the behavior of
unitary (and isometric) relations with respect to uniformly definite subspaces was
considered and in the second approach the behavior of unitary (and isometric) rela-
tions with respect to hyper-maximal semi-definite subspaces was considered. These
approaches were used to understand the difference between isometric and unitary
relations and, secondly, to investigate their essential mapping properties.
Weyl identity approach
In the first approach, presented mainly in Chapter 5, it was shown that unitary
relations are characterized by their behavior on uniformly definite subspaces and
that this characterization can be expressed by means of the Weyl identity. If U is
unitary relation from {K1, [·, ·]1} to {K2, [·, ·]2}, then this identity is given by
U(domU ∩ K+1 ) = U(domU ∩ K−1 )[⊥]2 . (9.1)
As a consequence of this identity, a known quasi-block representation for unitary
operators can be obtained. That representation was shown to be extendable to the
case of maximal isometric operators: V is a maximal isometric operator if and only
if there exists a unitary operator UK with kerUK = {0} and a maximal isometric
operator Vt with closed domain and kerVt = kerV such that
V = UKVt. (9.2)
Note that if (9.2) holds, then V is a unitary operator if and only if Vt is a unitary
operator. Since isometric operators with a closed domain have a relatively simple
geometrical behavior, (9.2) implies that certain properties of unitary operators (or
relations) also hold for maximal isometric relations.
The representation in (9.2) shows that in general (maximal) isometric operators (or
relations) can not be characterized by the Weyl identity (9.1), because that repre-
sentation implies that there exist maximal isometric operators (or relations) V such
that domV ∩ K+1 = {0} or domV ∩ K−1 = {0}. In fact, it can be shown that there
exist (non-maximal) closed isometric operators V with dense domain and range
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such that domV ∩ K+1 = {0} = domV ∩ K−1 . I.e., isometric relations can in gen-
eral not be completely understood by considering only their behavior with respect
to uniformly definite subspaces. An exception to that case is provided by isomet-
ric operators whose domain is dense and contains a hyper-maximal semi-definite
subspace.
This Weyl identity approach to unitary relations was also used to give, based on the
work of J.W. Calkin, an expression for the defect numbers of the pre-image of a
neutral subspace under a unitary relation. Therein it was essential to compare the
angular operators of the subspace with the angular operators of U(domU∩K+1 ) and
U(domU ∩K−1 ). In particular, in that way conditions for the pre-image of a neutral
subspace under a unitary relation to be (hyper-)maximal neutral were obtained
Block representation approach
Secondly, the behavior of unitary (and isometric) relations with respect to hyper-
maximal semi-definite subspaces was investigated. In Chapter 6 a graph decom-
position characterization of unitary relations was presented, extending a domain
decomposition result of J.W. Calkin (1939a). That graph decomposition implied,
in particular, that the domain and range of a unitary relation always contain a hyper-
maximal semi-definite subspace. Note that by means of a simple example it was
shown that there exist densely defined (maximal) isometric relations whose do-
mains do not contain a hyper-maximal semi-definite subspace, see Example 5.10
and the discussion following it.
In the same chapter also some implications of the existence of a hyper-maximal
semi-definite subspace in the domain of an isometric relation were presented, but,
more importantly, the already mentioned graph decomposition was combined with
the Weyl identity approach to obtain necessary and sufficient conditions for an iso-
metric relation to be unitary and to give characterizations for the pre-image of a
neutral subspace to be (essentially) hyper-maximal neutral.
Using the above mentioned graph decomposition of unitary relations, in Chapter 7
the main contribution of this dissertation to the understanding of (unbounded) uni-
tary relations was presented. Namely, there it was shown that unitary operators
can be represented by means of operator block matrices. More specifically, it was
shown that unitary operators can be written as the composition of bounded uni-
tary operators, whose mapping behavior is easily understood, and two types of
unitary operators which have a simple block structure and reflect the possibly un-
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bounded behavior of unitary operators. Those latter unitary operators are the so-
called archetypical unitary operators, see Chapter 4.2. For a Kreı˘n space {K, [·, ·]}
with fundamental symmetry j which contains a hyper-maximal neutral subspace
M, these archetypical unitary operators have w.r.t. the decomposition M ⊕ jM of
K the block representation(
I 0
ijK I
)
or
(
B 0
0 jB−∗j
)
, (9.3)
where K is a selfadjoint operator in {M, [j·, ·]} and B is a closed operator in M
with domB = M = ranB and kerB = {0}.
Using the above mentioned representations for unitary operators simple proofs were
obtained for the main results from (Calkin 1939a), see Section 7.4. Moreover, in
Chapter 8 it was shown that the classification of unitary operators occurring in
(Calkin 1939a) can be characterized by the type of the operator B appearing in the
archetypical unitary operator, see (9.3), which characterizes the unitary operator.
Note that in Chapter 8 also new characterizations and properties of the classifica-
tion of unitary operators from (Calkin 1939a) were presented and that most of the
statements proven in that chapter can directly be generalized to the case of isometric
relations which have a hyper-maximal semi-definite subspace in their domain.
Another manner in which archetypical unitary operators, and their compositions,
were used, was to give elementary examples of the behavior of unitary relations.
For instance, it was shown that a unitary relation may map a hyper-maximal neu-
tral subspace onto a neutral subspace with essentially arbitrary defect numbers and
that the domains of unitary relations can not be distinguished from the domains
isometric relations. I.e., isometric and unitary relations can only be distinguished
by their graphs (action). The block representations were also used to give different
necessary and sufficient conditions for an isometric relation to be (extendable to)
a unitary relation and, moreover, it was shown that they can be used to investigate
when the composition of a unitary and an isometric relation is (extendable to) a
unitary relation.
The above indicated block representation approach was not limited to the inves-
tigation of unitary operators. Namely, it was also shown that isometric operators
whose domain contains a hyper-maximal semi-definite subspace which is mapped
by the isometry to a subspace which is extendable to hyper-maximal semi-definite
subspace, can be represented as the composition of bounded unitary operators and
isometric operators having a block representation as in (9.3). That showed that such
isometric operators, which are the abstract equivalent of the class of quasi-boundary
triplets, see (Behrndt & Langer 2007), are closely related to unitary relations.
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A BOUNDARY TRIPLETS
Here it is shortly illustrated how the results obtained for isometric and unitary re-
lations can be applied to the different types of boundary triplets appearing in the
literature, see e.g. (Behrndt & Kreusler 2007; Behrndt & Langer 2007; Derkach
1995; Derkach & Hassi 2003; Derkach et al. 2006; 2009; Derkach & Malamud
1991; 1995; Mogilevskii 2006; 2011). Therefore in the first section some basic
results on symmetric relations in Kreı˘n spaces are recalled. In the second section
the various notions of boundary triplets occurring in the literature are recalled and
it is shown how they are connected to each other by archetypical isometric oper-
ators. In the third section this connection between the various types of boundary
triplets is lifted to their Weyl functions. Finally, in the fourth section an application
of the composition results obtained in Section 7.5 is presented. Namely, there it is
shown that the results on boundary triplets for intermediate extensions of symmet-
ric relations in a Hilbert space presented in (Derkach et al. 2009: Section 4) remain
without change valid in the Kreı˘n space setting.
A.1 Preliminaries for boundary triplets
The definition of symmetric and selfadjoint relations in Kreı˘n spaces are recalled
and those relations are via their graph connected to neutral and hyper-maximal
neutral subspaces of a Kreı˘n space. Moreover, hyper-maximal nonnegative and
nonpositive subspaces are shown to be interpretable as a special type of maximal
dissipative or accumulative relations, respectively, and, finally, some statements on
defect subspaces of relations are presented.
Symmetric relations in Kreı˘n spaces: A relation S in {K, [·, ·]} is called symmet-
ric or selfadjoint if
S ⊆ S[∗] or S = S[∗],
respectively. A symmetric relation is called maximal symmetric if it has no sym-
metric extensions. For a symmetric relation S in {K, [·, ·]}, the notation N̂λ(S[∗]) is
used to denote its defect spaces:
N̂λ(S
[∗]) = {{fλ, λfλ} : fλ ∈ Nλ(S[∗]) := ker (S[∗] − λ)}, λ ∈ C. (A.1)
Note that (2.6) implies that for a symmetric relation S
kerS ⊆ kerS[∗] = (ranS)[⊥] and mulS ⊆ mulS[∗] = (domS)[⊥]. (A.2)
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In particular, the adjoint of a densely defined symmetric operator is an operator.
For a Kreı˘n space {K, [·, ·]} define the operator jK on K2 as
jK{f, f ′} = i{−f ′, f}. (A.3)
Clearly, if j is a fundamental symmetry of {K, [·, ·]}, then jK(j× j) = (j× j)jK. As a
consequence of this observation it follows that {K2, [jK·, ·]} is a Kreı˘n space. This
introduced Kreı˘n space can be used to connect symmetric and selfadjoint relations
to neutral and hyper-maximal neutral subspaces, respectively.
Proposition A.1. Let {K, [·, ·]} be a Kreı˘n space, let jK be as in (A.3) and let¿⊥À
denote the orthogonal complement of a subspace of K2 w.r.t. [jK·, ·]. Then for any
relation H in {K, [·, ·]}
(grH)¿⊥À = grH [∗].
In particular, S is a (closed, maximal) symmetric or selfadjoint relation in {K, [·, ·]}
if and only if grS is a (closed, maximal) neutral or hyper-maximal neutral subspace
of {K2, [jK·, ·]}, respectively.
Proof. Since the final statements follow essentially from (grH)¿⊥À = grH [∗],
only that equality will be proven. By definition {f, f ′} ∈ (grH)¿⊥À if and only if
0 = [jK{f, f ′}, {g, g′}] = [i{−f ′, f}, {g, g′}] = i ([f, g′]− [f ′, g]) ,
for all {g, g′} ∈ grH . By definition this implies that {f, f ′} ∈ (grH)¿⊥À if and
only if {f, f ′} ∈ grH [∗].
Next recall that there exists a direct connection between symmetric relations in
Hilbert spaces and symmetric relations in Kreı˘n spaces by means of a fundamental
symmetry of the Kreı˘n space, see (Behrndt et al. 2011a).
Proposition A.2. Let j be a fundamental symmetry of {K, [·, ·]} and let {H, (·, ·)}
be the Hilbert space {K, [j·, ·]}. Then Uj defined as
Uj{f, f ′} = {f, jf ′}, f, f ′ ∈ K
is a standard unitary operator from the Kreı˘n space {K2, [jK·, ·]} to the Kreı˘n space
{H2, (jH·, ·)}. Moreover, if K is a relation in K and H is the relation in H such that
grH = Uj(grK), then
Uj(grK
[∗]) = grH∗.
In particular, Uj establishes a bijective correspondence between the (closed, max-
imal) symmetric and selfadjoint relations in {K, [·, ·]} and the (closed, maximal)
symmetric and selfadjoint relations in {H, (·, ·)}, respectively.
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Using Proposition A.2 the defect numbers of a symmetric relation S in the Kreı˘n
space {K, [·, ·]} are defined to be the defect numbers of the symmetric relation Sh,
defined via grSh = Uj(grS), in the Hilbert space {K, [j·, ·]}, see (A.6) below.
Symmetric relations in Hilbert spaces: Next shortly the main difference between
symmetric relations in Kreı˘n spaces and Hilbert spaces is recalled. Namely, in the
Hilbert space case the defect spaces N̂λ(S∗) of the symmetric relation S are, outside
the real line, uniformly definite whilst in the Kreı˘n space case they are in general
not. In particular, for a Hilbert space {H, (·, ·)}, define H+λ = {{f, λf} : f ∈ H}
and H−λ = {{f, λf} : f ∈ H}, for λ ∈ C+. Then a direct calculation shows that
H+λ +H
−
λ is a canonical decomposition of {H2, (jH·, ·)}. Evidently, for a symmetric
relation S in {H, (·, ·)}
N̂λ(S
∗) = grS∗ ∩ H+λ and N̂λ(S∗) = grS∗ ∩ H−λ , λ ∈ C+. (A.4)
Observe also that H+i + H−i is the canonical decomposition of {H2, (jH·, ·)} corre-
sponding to jH as in (A.3). The above observations together with Proposition A.1
and (2.4) shows that for a symmetric relation S in {H, (·, ·)} the first von Neumann
formula holds:
grS∗ = grS+˙N̂λ(S∗)+˙N̂λ¯(S
∗), λ ∈ C+. (A.5)
The defect numbers n+(S) and n−(S) for S are in this case defined as usual:
n+(S) = dim N̂λ¯(S
∗) and n−(S) = dim N̂λ(S∗), λ ∈ C+. (A.6)
Defect subspaces and dissipative relations: Recall that Proposition 2.20 implies
that a relation A is a (closed, maximal) dissipative or accumulative relation if
and only if grA is a (closed, maximal) nonnegative or nonpositive subspace of
{K2, [jK·, ·]}, respectively. As a generalization of these concepts, a dissipative or
accumulative relation A is called hyper-maximal dissipative or hyper-maximal ac-
cumulative if grA is a hyper-maximal nonnegative or nonpositive subspace, respec-
tively. Proposition A.3 below contains a property of hyper-maximal dissipative and
accumulative relations in the Hilbert space case.
Proposition A.3. Let A be a hyper-maximal dissipative (accumulative) relation in
the Hilbert space {H, (·, ·)}. Then
(i) C− ⊆ ρ(A) (C+ ⊆ ρ(A));
(ii) ran (A− λ) = H for λ ∈ C+ (λ ∈ C−).
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Proof. For λ ∈ C+ define Pλ on H2 as Pλ{f, f ′} = 1λ−λ{λf − f ′, λ(λf − f ′)}.
Then a direct calculation shows that
kerPλ = {{f, λf} : f ∈ H} and ranPλ = {{f, λf} : f ∈ H}.
Moreover, with H+λ := kerPλ and H−λ := ranPλ, H+λ + H−λ is a canonical decom-
position of {H2, (jH·, ·)} with associated projections I − Pλ = Pλ and Pλ.
Now assume w.l.o.g. that A is a hyper-maximal dissipative relation, i.e. grA is
a hyper-maximal nonnegative subspace of {H2, (jH·, ·)}. Then P+(grA) = K+,
P−(grA) = K− and P−((grA)<⊥>) = P−(grA∗) = K− for any canonical de-
composition K+ + K− of {H2, (jH·, ·)} with associated projections P+ and P−, see
Section 2.2. Hence, by taking K+ and K− as H+λ and H−λ as above, the aforemen-
tioned conditions become:
{{f, λf} : f ∈ H} = ranPλ = PλgrA = {{f, λf} : f ∈ ran (A− λ)};
{{f, λf} : f ∈ H} = ranPλ = PλgrA = {{f, λf} : f ∈ ran (A− λ)};
{{f, λf} : f ∈ H} = ranPλ = PλgrA∗ = {{f, λf} : f ∈ ran (A∗ − λ)}.
In other words, ran (A − λ), ran (A − λ) and ran (A∗ − λ) = (ker (A − λ))⊥ are
all equal to H. This shows that the statement holds.
In particular, by means of the canonical decomposition in the above proof it follows
that if A is a hyper-maximal dissipative or accumulative relation, then
grA = grA∗ + N̂λ(A), λ ∈ C+, or grA = grA∗ + N̂λ(A), λ ∈ C−,
respectively, see Proposition 2.9 (iii).
Next a special case of Proposition 2.13 is presented, which in particular shows
that if a relation extends a hyper-maximal dissipative or accumulative relation in
a Hilbert space, then the graph of the extension can be decomposed with respect
to the dissipative or accumulative relation. Note further that the first assertion in
Corollary A.4 also follows easily from direct arguments; see e.g. (Hassi et al. 2007:
Lemma 1.4).
Corollary A.4. Let H and A be relations in {K, [·, ·]} such that A ⊆ H . Then
ran (H − λ) = ran (A− λ) if and only if grH = grA+ N̂λ(H), λ ∈ C.
Furthermore, if ρ(A) ∩ (C \ R) 6= ∅, then for λ ∈ ρ(A) ∩ (C \ R) the following
statements hold:
(i) H is closed if and only if Nλ(H) is closed;
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(ii) Nλ(H) is dense in Nλ(closH).
Proof. For λ ∈ ρ(A) ∩ (C \ R) define the projection Pλ on K2 as Pλ{f, f ′} =
1
λ−λ{λf−f ′, λ(λf−f ′)}. Then a direct calculation shows that kerPλ = {{f, λf} :
f ∈ K} and ranPλ = {{f, λf} : f ∈ K} and that K2 = kerPλ ¿ + À ranPλ,
i.e. Pλ is an orthogonal projection in the Kreı˘n space {K2, [jK·, ·]}. Moreover,
PλgrA = {{f, λf} : f ∈ ran (A− λ)};
(I − Pλ)(grA)¿⊥À = Pλ(grA[∗]) = {{f, λf} : f ∈ ran (A[∗] − λ)},
see Proposition A.1. Since by assumption λ ∈ ρ(A), the above equalities imply
that Pλ(grA) = ranPλ and (I − Pλ)(grA)¿⊥À = kerPλ. Hence, the statement is
now a direct consequence of Corollary 2.14.
Next it is shown how the defect subspaces of H are holomorphically connected,
cf. (Derkach et al. 2006: Proposition 4.1). In particular, this observation explains
why the Weyl function of a (quasi-)boundary triplet is a holomorphic function, see
Section A.3,
Lemma A.5. Let H and A be relations in {K, [·, ·]} and let λ, µ ∈ C. Then
N̂λ(H) ⊆ grA+ N̂µ(H) ⇐⇒ Nλ(H) ⊆ (I + (λ− µ)(A− λ)−1)Nµ(H).
In particular, grA+ N̂λ(H) = grA+ N̂µ(H) if and only if
Nλ(H) = (I + (λ− µ)(A− λ)−1)Nµ(H).
Proof. Assume that N̂λ(H) ⊆ grA + N̂µ(H), then for every fλ ∈ Nλ(H) there
exists an fµ ∈ Nµ(H) such that
{fλ − fµ, λfλ − µfµ} = {fλ, λfλ} − {fµ, µfµ} ∈ grA.
I.e,, {fλ − fµ, (λ − µ)fµ} ∈ gr (A − λ) or, equivalently, {(λ − µ)fµ, fλ − fµ} ∈
gr ((A− λ)−1). From this the inclusion Nλ(H) ⊆ (I + (λ− µ)(A− λ)−1)Nµ(H)
follows (note that (A − λ)−1 need not be an operator). The converse implication
in the first equivalence can be proven by reversing the above arguments and the
second equivalence follows from the first equivalence by symmetry.
In particular, if U is an isometric relation from {H2, (jH·, ·)} to {H2, (jH·, ·)}, S and
T are the relations such that grS = kerU and grT = domU , and there exists a
hyper-maximal dissipative relation A such that S ⊆ A ⊆ T , then A∗ ⊆ A and by
Proposition A.3 combined with Corollary A.4
grT = grA+˙N̂λ(T ), λ ∈ C−, and grT = grA∗+˙N̂λ(T ), λ ∈ C+.
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Therefore for such isometric operators
Nλ(T ) = (I + (λ− µ)(A∗ − λ)−1)Nµ(T ), λ, µ ∈ C+;
Nλ(T ) = (I + (λ− µ)(A− λ)−1)Nµ(T ), λ, µ ∈ C−.
(A.7)
If A is a hyper-maximal accumulative relation, then a similar result holds, and if
A is hyper-maximal dissipative and accumulative at the same time, i.e. if A is
selfadjoint, then
Nλ(T ) = (I + (λ− µ)(A− λ)−1)Nµ(T ), λ, µ ∈ C \ R. (A.8)
A.2 Basic properties of boundary triplets
Here the various notions of boundary triplets occurring in the literature are recalled
and it is shown how they can be interpreted as unitary or isometric operators.
Ordinary boundary triplets: First the definition of an ordinary (or standard)
boundary triplet is presented, see (Gorbachuk & Gorbachuk 1991: Ch 3: Section
1.4) and (Derkach 1995: Definition 2.1).
Definition A.6. Let S be a closed symmetric operator in {K, [·, ·]}with domS = K.
Then the triplet {H,Γ0,Γ1}, where {H, (·, ·)} is a Hilbert space and Γi : K→ H is
a linear operator for i = 0, 1, is called an ordinary boundary triplet for S[∗] if
(i) the Lagrange identity (or Greens identity) holds: For every f, g ∈ domS[∗]
[S[∗]f, g]− [f, S [∗]g] = (Γ1f,Γ0g)− (Γ0f,Γ1g);
(ii) the mapping Γ : {f, S [∗]f} → {Γ0f,Γ1f} from grS[∗] to H2 is surjective.
Since S is a symmetric operator, grS[∗] = (grS)¿⊥À, see Proposition A.1. There-
fore Definition A.6 implies that
ker Γ = grS = (grS[∗])¿⊥À = (domΓ)¿⊥À. (A.9)
Using the operators jK and jH for K2 and H2 as defined in (A.3) condition (i) is
saying that Γ defined as Γ : {f, S∗f} ⊆ K2 → {Γ0f,Γ1f} is an isometric operator
from the Kreı˘n space {K2, [jK·, ·]} to the Kreı˘n space {H2, (jH·, ·)}. Combining
that observation with (A.9) and the assumption that Γ is surjective yields that Γ is a
bounded unitary operator from {K2, [jK·, ·]} onto {H2, (jH·, ·)}, see Corollary 4.4.
In fact, since grS[∗] is a closed subspace of {K2, [jK·, ·]}, that statement shows that
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condition (ii) can be weakened to ran Γ = H2. Also the condition that domS = K,
i.e. that S[∗] is an operator, can be dropped without difficulties. By means of these
observations the following more general definition of an ordinary boundary triplet
is obtained, cf. (Derkach & Malamud 1995: Definition 1.6).
Definition A.7. Let S be a closed symmetric relation in {K, [·, ·]}. Then the triplet
{H,Γ0,Γ1}, where {H, (·, ·)} is a Hilbert space and Γi : K2 → H is a linear
operator for i = 0, 1, is called an ordinary boundary triplet for S[∗] if
(i) the Lagrange identity (or Greens identity) holds: For every {f, f ′}, {g, g′} ∈
grS[∗]
[f ′, g]− [f, g′] = (Γ1{f, f ′},Γ0{g, g′})− (Γ0{f, f ′},Γ1{g, g′});
(ii) the mapping Γ : {f, f ′} → {Γ0{f, f ′},Γ1{f, f ′}} from grS[∗] to H2 is sur-
jective.
Note that if H++H− is a canonical decomposition of {H2, (jH·, ·)}, then dimH+ =
dimH−. Hence, Corollary 6.5 implies that there exist ordinary boundary triplets
only for symmetric relations with equal defect numbers.
Generalized boundary triplets: Next a generalization of the ordinary boundary
triplet is presented, the so-called generalized boundary triplet, see (Derkach &
Malamud 1995: Definition 6.1); note that here the Kreı˘n space analogue of that
definition is stated.
Definition A.8. Let S be a closed symmetric relation in {K, [·, ·]}. Then the triplet
{H,Γ0,Γ1}, where {H, (·, ·)} is a Hilbert space and Γi : K2 → H is a linear
operator for i = 0, 1, is called a generalized boundary triplet for S[∗] if
(i) domΓ = grS[∗] and the Lagrange identity (or Greens identity) holds: For
every {f, f ′}, {g, g′} ∈ domΓ
[f ′, g]− [f, g′] = (Γ1{f, f ′},Γ0{g, g′})− (Γ0{f, f ′},Γ1{g, g′});
(ii) ran Γ0 = H and ker Γ0 is the graph of a selfadjoint relation in {K, [·, ·]}.
Again, the first condition in Definition A.8 implies that Γ defined as Γ : {f, f ′} ∈
domΓ ⊆ K2 → {Γ0{f, f ′},Γ1{f, f ′}} is an isometric operator from the Kreı˘n
space {K2, [jK·, ·]} to the Kreı˘n space {H2, (jH·, ·)} and the second condition im-
plies that Γ is a unitary operator from {K2, [jK·, ·]} to {H2, (jH·, ·)}, see Theo-
rem 7.19. Note that if the triplet {H,Γ0,Γ1} is a generalized boundary triplet for
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S[∗], then by (the second part of) Theorem 7.19 there exists an ordinary boundary
triplet {H,Γo0,Γo1} for S[∗], a bounded selfadjoint operator K in {H, (·, ·)} and a
closed operator B in {H, (·, ·)} with domB = H = ranB and kerB = {0} such
that (
Γ0
Γ1
)
=
(
B 0
KB B−∗
)(
Γo0
Γo1
)
. (A.10)
Conversely, if a triplet {H,Γ0,Γ1} has the above representation, then direct argu-
ments show that it is a generalized boundary triplet.
Remark A.9. Since a generalized boundary triplet can be interpreted as a unitary
operator, a generalized boundary triplet is said to be of type Ia, type Ib or type II
if its interpretation as a unitary operator is of type Ia, type Ib or type II, respec-
tively. In fact every generalized boundary triplet can only be of type Ia or type II
(with strongly equal defect numbers), because by definition there exists a hyper-
maximal neutral subspace in the domain of every generalized boundary triplet,
see Corollary 8.18. Since composition with bounded unitary operators does not
change the type of a unitary relation, (A.10) shows that a generalized boundary
triplet {H,Γ0,Γ1} with the representation (A.10) is of type I if and only if B−1 is a
compact operator, cf. Theorem 8.10.
Unitary boundary triplets: As a further generalization of generalized boundary
triplets, the notion of a unitary boundary triplet for the adjoint of a symmetric rela-
tion S was introduced, see (Derkach et al. 2006: Definition 3.1) and (Behrndt et al.
2011a: Definition 3.1).
Definition A.10. Let S be a closed symmetric linear relation in {K, [·, ·]}. Then the
triplet {H,Γ0,Γ1}, where {H, (·, ·)} is a Hilbert space and Γi : K2 → H is a linear
operator for i = 0, 1, is called a unitary boundary triplet for S[∗] if
(i) domΓ = grS[∗] and the Lagrange identity (or Greens identity) holds: For
every {f, f ′}, {g, g′} ∈ domΓ
[f ′, g]− [f, g′] = (Γ1{f, f ′},Γ0{g, g′})− (Γ0{f, f ′},Γ1{g, g′});
(ii) if g, g′ ∈ H and k, k′ ∈ H are such that
[f ′, g]− [f, g′] = (Γ1{f, f ′}, k)− (Γ0{f, f ′}, k′), ∀{f, f ′} ∈ domΓ,
then {g, g′} ∈ domΓ and {k, k′} = Γ{g, g′} = {Γ0{g, g′},Γ1{g, g′}}.
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The first condition in Definition A.8 implies that Γ defined as Γ : {f, f ′} ∈
grT ⊆ K2 → {Γ0{f, f ′},Γ1{f, f ′}} is an isometric operator from the Kreı˘n space
{K2, [jK·, ·]} to the Kreı˘n space {H2, (jH·, ·)} and the second condition implies that
Γ is a unitary operator from {K2, [jK·, ·]} to {H2, (jH·, ·)}, see Proposition 3.1. Con-
sequently, the condition that domΓ = grS[∗] implies that ker Γ = grS, see Propo-
sition A.1 and (3.4). As in the preceding cases, unitary boundary triplets only exist
for symmetric relation with equal defect numbers. For symmetric relations with
unequal defect numbers boundary relations or D-boundary triplets are needed, see
(Derkach et al. 2006: Proposition 3.7) or (Mogilevskii 2006), respectively.
Corollary 7.17 implies that {H,Γ0,Γ1} is a unitary boundary triplet for S[∗], where
the symmetric relation S has strongly equal defect numbers, if and only if there
exists an ordinary boundary triplet {H,Γo0,Γo1}, a closed operator B in {H, (·, ·)}
with domB = H = ranB and kerB = {0}, and a standard unitary operator Ua in
{H2, (jH·, ·)} such that (
Γ0
Γ1
)
= Ua
(
B 0
0 B−∗
)(
Γo0
Γo1
)
. (A.11)
Note also that Corollary 7.21 shows that {H,Γ0,Γ1} is a unitary boundary triplet
for S[∗] such that ker Γ0 is the graph of a selfadjoint relation in {K, [·, ·]} if and only
if there exists an ordinary boundary triplet {H,Γo0,Γo1}, an operator B in {H, (·, ·)}
with domB = H = ran clos (B) and ker clos (B) = {0}, and a selfadjoint operator
K in {H, (·, ·)} with domK = ranB such that(
Γ0
Γ1
)
=
(
B 0
KB B−∗
)(
Γo0
Γo1
)
. (A.12)
Quasi-boundary triplet: In (Behrndt & Langer 2007: Definition 2.1) the concept
of an ordinary boundary triplet for the adjoint of a symmetric relation in a Hilbert
space was generalized to the concept of a quasi-boundary triplet; below the natural
generalization to the Kreı˘n space case is presented.
Definition A.11. Let S be a closed symmetric relation in {K, [·, ·]}. Then the triplet
{H,Γ0,Γ1}, where {H, (·, ·)} is a Hilbert space and Γi : K2 → H is a linear
operator for i = 0, 1, is called a quasi-boundary triplet for S[∗] if
(i) domΓ = grS[∗] and the Lagrange identity (or Greens identity) holds: For
every {f, f ′}, {g, g′} ∈ domΓ
[f ′, g]− [f, g′] = (Γ1{f, f ′},Γ0{g, g′})− (Γ0{f, f ′},Γ1{g, g′});
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(ii) ker Γ0 is the graph of a selfadjoint relation in {K, [·, ·]};
(iii) ran Γ = H2, where Γ : {f, f ′} ∈ domU → {Γ0{f, f ′},Γ1{f, f ′}}.
Condition (i) in Definition A.11 implies that Γ is an isometric operator from the
Kreı˘n space {K2, [jK·, ·]} to the Kreı˘n space {H2, (jH·, ·)}. Conditions (ii) and (iii)
do not guaranty that Γ is a unitary operator as the following example shows.
Example A.12. Let {H, (·, ·)} be a Hilbert space and let T be a symmetric operator
in {H, (·, ·)} with domT = H which is not a selfadjoint operator. Then define the
linear operator Γ in {H2, (jH·, ·)} as
Γ =
(
I 0
T I
)
,
where the block representation of Γ is w.r.t. the decomposition H × H of H2.
Then a direct calculation shows that {H,Γ0,Γ1}, where Γ0 = PH×{0}Γ and Γ1 =
P{0}×HΓ, is a quasi-boundary triplet for S∗, where grS∗ = H × H. Moreover, Γ
is (extendable to) a unitary operator in {H2, (jH·, ·)} if and only if T is (extendable
to) a selfadjoint operator, see Proposition 4.8.
Like Definition A.10, Definition A.11 can be extended by allowing Γ to be a rela-
tion. In that case condition (iii) should be replaced by the condition that mul Γ =
(ranΓ)<⊥>, where <⊥> is the orthogonal complement in H2 w.r.t. (jH·, ·). The
conditions (ii) and (iii) in Definition A.11 imply that ker Γ = (domΓ)¿⊥À, where
¿⊥À is the orthogonal complement w.r.t. [jK·, ·], see Lemma 6.1 and Proposi-
tion A.1. Therefore, as for boundary triplets, ker Γ = grS. Note further that if
{H,Γ0,Γ1} is a quasi-boundary triplet for S[∗], then also {H, clos (Γ0), clos (Γ1)}
is a quasi-boundary triplet for S[∗].
Theorem 7.9 implies that {H,Γ0,Γ1} is a quasi-boundary triplet for S[∗] if and only
if there exists an ordinary boundary triplet {H,Γo0,Γo1} for S[∗], an operator B in
{H, (·, ·)}with domB = H = ran clos (B) and ker clos (B) = {0}, and a symmet-
ric operator T in {H, (·, ·)}with domT = ranB and domT ∗∩mul clos (B) = {0}
such that (
Γ0
Γ1
)
=
(
B 0
TB B−∗
)(
Γo0
Γo1
)
. (A.13)
In particular, {H,Γ0,Γ1} is extendable to a unitary boundary triplet if and only if
T is extendable to a selfadjoint operator, see Proposition 7.3 and Remark 7.10 (i).
I.e., the following necessary and sufficient conditions for a quasi-boundary triplet
to be (extendable to) a unitary boundary triplet hold.
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Proposition A.13. Let S be a closed and symmetric relation in {K, [·, ·]} and let
{H,Γ0,Γ1} be a quasi-boundary triplet for S[∗]. Then {H,Γ0,Γ1} is (extendable
to) a unitary boundary triplet for S[∗] if and only if Γ(jker Γ0∩domΓ) is (extendable
to) a hyper-maximal neutral subspace of {H2, (jH·, ·)} for some (and hence for
every) fundamental symmetry j of {K2, [jK·, ·]}.
The characterization of quasi-boundary triplets in (A.13) shows that they are very
closely connected to generalized boundary triplets, the following statement makes
that connection precise. Therefore note that for a symmetric relation S in (the
Hilbert space) {H, (·, ·)} and a relation B in {H, (·, ·)}, the archetypical isometric
relations Υ1(S) and Υ2(B) in {H2, (jH·, ·)} take the form
Υ1(S){f, g} = {f, Sf + g}, f ∈ domS, g ∈M;
Υ2(B){f, g} = {Bf,B−∗g}, f ∈ domB, g ∈ ranB∗.
cf. Section 4.2. In particular, if Υ1(S) and Υ2(B) are operators, then w.r.t. the
decomposition H×H of H2, they have the following block representation:
Υ1(S) =
(
I 0
S I
)
and Υ2(B) =
(
B 0
0 B−∗
)
,
Proposition A.14. Let {H,Γq0,Γq1} be a quasi-boundary triplet for the adjoint of
the closed symmetric relation S in {K, [·, ·]}. Then there exists a boundary relation1
{H,Γ} for S[∗] withH×{0} ⊆ ran Γ and ker Γ0 = (ker Γ0)¿⊥À, and a symmetric
operator T in {H, (·, ·)} with domT = H and domT ∗ ∩ mul Γ0 = {0} such
that Γq = Υ1(T )Γ. Conversely, if T and Γ are as above, then {H,Γq0,Γq1}, where
Γq0 = PH×{0}Υ1(T )Γ and Γq1 = P{0}×HΥ1(T )Γ, is a quasi-boundary triplet for
S[∗].
Proof. For the direct part recall that by Theorem 7.9 there exists an operator B in
{H, (·, ·)} with domB = H = ran clos (B) and ker clos (B) = {0}, a symmet-
ric operator T in {H, (·, ·)} with domT = ranB and domT ∗ ∩ mul clos (B) =
{0}, and a bounded unitary operator Γ from {K2, [jK·, ·]} onto {H2, (jH·, ·)} with
domΓq ⊆ domΓ such that
Γq =
(
Γq0
Γq1
)
= Υ1(T )Υ2(B)Γ.
Consequently, Γ := Υ2(clos (B))Γ satisfies the stated conditions.
1A boundary relation is a unitary boundary triplet which is allowed to be multi-valued, see
(Derkach et al. 2006: Definition 3.1).
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To prove the converse note that by the assumptions on Γ, mul Γ ⊆ H × {0}. Con-
sequently, arguments as in Theorem 7.19 show that there exists a closed relation B
in {H, (·, ·)} with domB = H = ranB and kerB = {0}, a bounded selfadjoint
operator K in {H, (·, ·)} and a standard boundary triplet {H,Γo0,Γo1} such that
Γ = Υ1(K)Υ2(B)
(
Γo0
Γo1
)
.
Consequently, (
Γq0
Γq1
)
= Υ1(T +K)Υ2(B)
(
Γo0
Γo1
)
,
where the righthand side is an operator as a consequence of the assumption that
domT∩mul Γ0 = {0}. Clearly, ker Γq0 = Γ−1({0}×H) is the graph of a selfadjoint
relation in {K, [·, ·]} and ran Γq = H2 as a consequence of the assumption that
domT ∗ ∩mul Γ0 = {0}, see Step 3 of the proof of Theorem 7.9.
Note that if the symmetric operator T in Proposition A.14 has equal defect numbers,
then the quasi-boundary triplet can be extended to a unitary boundary triplet, see
e.g. Proposition 7.3
A.3 Weyl functions of boundary triplets
Here the Weyl function of boundary triplets for the adjoint of a symmetric relation
in a Hilbert space are shortly described and, in particular, it is shown how each Weyl
function is the transformation of a bounded and boundedly invertible Nevanlinna
function. Therefore recall first that by means of eigenspaces, see (A.1), a Weyl
family can be associated with boundary triplets, see (Derkach et al. 2006; Behrndt
& Langer 2007; Behrndt et al. 2011a).
Definition A.15. Let S be a closed symmetric relation in the Kreı˘n space {K, [·, ·]},
let {H,Γ0,Γ1} be a unitary boundary triplet or a quasi-boundary triplet for S[∗] and
let T be the relation in {K, [·, ·]} such that grT = domU . Then the Weyl family
associated with Γ is the operator-valued function M(λ) defined for λ ∈ C via
gr (M(λ)) = Γ(N̂λ(T )) = {{Γ0{fλ, λfλ},Γ1{fλ, λfλ}} : {fλ, λfλ} ∈ N̂λ(T )},
or, equivalently,
M(λ) = Γ1(Γ0 ¹bNλ(T ))−1, λ ∈ C.
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Recall also the definition of the so-called Nevanlinna family, see (Derkach et al.
2006: Section 2.6).
Definition A.16. A family of linear relations M(λ), λ ∈ C \ R, in {H, (·, ·)} is
called a Nevanlinna family if it has the following properties:
(i) for every λ ∈ C+ (C−) the relation M(λ) is maximal dissipative (resp. accu-
mulative);
(ii) M(λ)∗ =M(λ), λ ∈ C \ R;
(iii) for some, and hence for all, µ ∈ C− (C−) the operator family (M(λ)− µ)−1
is an everywhere defined operator function which depends holomorphically
on λ for λ ∈ C+ (C−).
With this definition it can easily be seen that every Weyl family of a boundary re-
lation for the adjoint of a symmetric relation in a Hilbert space is a Nevanlinna
function, i.e., a Nevanlinna family whose values are operators. Namely the condi-
tions (i) and (ii) are satisfied as a consequence of Proposition 5.1, Proposition A.1
and (A.4). In light of the fact that (M(λ)− µ)−1 is everywhere defined for λ ∈ C+
and µ ∈ C−, because M(λ) is maximal dissipative for λ ∈ C+, the third condition
holds as a consequence of the definition of M(λ), see Definition A.15, and (A.7).
Conversely, every Nevanlinna family can be realized (nonuniquely) as the Weyl
family of a boundary relation, see (Derkach et al. 2006: Theorem 3.9). Note also
that as a consequence of the fact that the Weyl function associated to a boundary
triplet satisfies M(λ)∗ = M(λ), the identity in Proposition 5.1 is called the Weyl
identity.
Weyl functions of ordinary boundary triplets: Let the triplet {H,Γ0,Γ1} be
an ordinary boundary triplet for the adjoint of a closed symmetric relation S in
{H, (·, ·)}. Then ran Γ = ran (Γ0 × Γ1) = H2 implies that the hyper-maximal
neutral subspacesH×{0} and {0}×H of {H2, (jH·, ·)} are contained in the range
of Γ. Hence, A0 and A1 defined via
grA0 = Γ
−1({0} × H) and grA1 = Γ−1(H× {0})
are selfadjoint relations in {H, (·, ·)}, see Proposition A.1 and Proposition 4.5. Con-
sequently, for λ ∈ C \ R
domΓ = grA0 + N̂λ(S
∗) and domΓ = grA1 + N̂λ(S∗), (A.14)
see Corollary A.4. From (A.14) it follows that PH×{0}Γ(N̂λ(S∗)) = PH×{0}ran Γ
and P{0}×HΓ(N̂λ(S∗)) = P{0}×Hran Γ, i.e. (A.14) implies that
domM(λ) = domM(µ) and ranM(λ) = ranM(µ) λ, µ ∈ C \ R.
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In fact, since ran Γ = H2, the above observation yields domM(λ) = H =
ranM(λ) for all λ ∈ C \ R, i.e. the Weyl function associated to an ordinary bound-
ary triplet is a bounded and boundedly invertible Nevanlinna function.
Weyl functions of generalized boundary triplets: Using the above arguments,
one can show that the Weyl function of a generalized boundary triplet is an every-
where defined Nevanlinna function. This can also be seen from the connection
of generalized boundary triplets to ordinary boundary triplets presented above.
Namely, (A.10) implies that M(·) is the Weyl function of a generalized boundary
triplet {H,Γ0,Γ1} if and only if there exists a bounded and boundedly invertible
Nevanlinna function Mo(·), a closed operator B in {H, (·, ·)} with domB = H =
ranB and kerB = {0}, and a bounded selfadjoint operator K in {H, (·, ·)} such
that
M(λ) = K +B−∗Mo(λ)B−1, λ ∈ C \ R.
As a consequence of Remark A.9, ImM(λ) is a compact operator if {H,Γ0,Γ1}
is a generalized boundary triplet of type I; the converse also holds. Therefore re-
call that γλ, the mapping from H onto Nλ(T ), where grT = domΓ, such that
Γ0{γλh, λgλh} = h, satisfies
(λ− λ)γ∗λγλ =M(λ)−M(λ)∗,
see (Derkach & Malamud 1995: (6.7)). Since by assumption ImM(λ) = (M(λ)−
M(λ)∗)/(2i) is an everywhere defined compact operators, the above equality shows
that γ∗λγλ is a compact operator. From this it follows immediately that γλ is a com-
pact operator and, hence, Nλ(T ) as the range of a compact operator contains only
finite-dimensional closed subspaces for λ ∈ C \ R. I.e. {H,Γ0,Γ1} is a general-
ized boundary triplet of type I, see Remark A.9 and (A.4). Note that this situation
occurs for instance in the case of partial differential equations, see (Behrndt &
Langer 2007) and the references therein.
Weyl functions of unitary boundary triplets: From (A.11) it follows that M(λ) is
the Weyl function of a unitary boundary triplet for the adjoint of a closed symmet-
ric relation with strongly equal defect numbers if and only if there exists a closed
operator B in {H, (·, ·)} with domB = H = ranB and kerB = {0} = mulB,
everywhere defined operators Aij , 1 ≤ i, j ≤ 2 such that(
A11 A12
A21 A22
)
is a unitary operator in {H2, (·, ·)}, and a bounded and boundedly invertible Nevan-
linna function Mo such that
M(λ) = (A21 + A22B
−∗Mo(λ)B−1)(A11 + A12B−∗Mo(λ)B−1)−1, λ ∈ C \ R.
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In the special case that A0 defined via grA0 = Γ−1({0} × H) is selfadjoint, M(λ)
is as a consequence of (A.12) the Weyl function of a unitary boundary triplet if and
only if there exists a bounded and boundedly invertible Nevanlinna function Mo(λ),
a closed relation B in {H, (·, ·)} with domB = H = ranB and kerB = {0} =
mulB, and a selfadjoint operator K in {H, (·, ·)} with domK ∩mulB = {0} such
that
M(λ) = K +B−∗Mo(λ)B−1, λ ∈ C \ R.
Note that in the preceding case the domain of clos (ImM(λ)) is independent of
λ ∈ C \ R and equal to H. The converse also holds, if for a Weyl function M(λ)
dom (clos (ImM(λ))) = H for λ ∈ C \ R, then M(λ) is the Weyl function of a
boundary relation for which A0 is selfadjoint, see (Derkach et al. 2012).
Weyl functions of quasi-boundary triplets: Quasi-boundary triplets can also be
characterized by their associated Weyl functions, cf. (Behrndt & Langer 2007:
Proposition 2.6) and (Alpay & Behrndt 2009: Proposition 2.6).
Proposition A.17. Let {H, (·, ·)} be a Hilbert space and let M(·) be a H-valued
operator function. Then M(·) is the Weyl family of a quasi-boundary triplet (for the
adjoint of a certain closed symmetric relation) if and only if there exists a symmet-
ric operator T in {H, (·, ·)} such that domM(λ) ⊆ domT and that MΓ′(·) :=
clos (M(·) + T ) is a Nevanlinna family which satisfies domMΓ′(λ) = H and
kerMΓ′(λ) ∩ domT ∗ = {0} for all λ ∈ C \ R.
Proof. If {H,Γ0,Γ1} is a quasi-boundary triplet for the adjoint of a symmetric re-
lation S in a Hilbert space {H, (·, ·)}, then by Proposition A.14 there exists a sym-
metric operator T in {H, (·, ·)} with domT = H and a boundary relation {H,Γ′}
for S∗ with (ker Γ′0)∗ = ker Γ′0, ran Γ′0 = H and domT ∗ ∩ mul Γ0 = {0} such
that Γ = Υ1(T )Γ′. The Weyl family MΓ′(·) associated to Γ′ is a Nevanlinna family
of bounded operators, i.e. domMΓ′(λ) = H for all λ ∈ C \ R, see (Derkach et
al. 2009: Proposition 3.15). Note also that the condition domT ∗ ∩ mul Γ0 = {0}
implies that kerMΓ′(λ) ∩ domT ∗ = {0} for all λ ∈ C \ R. Finally, a direct cal-
culation shows that the Weyl family M(λ), λ ∈ C \ R, associated to Γ = Γ0 × Γ1
is
M(λ) = T +MΓ′(λ), domM(λ) = domT.
Since domT = H and domMΓ′(·) = H, the above equality implies that MΓ′(·) =
clos (M(·)− T ).
Conversely, if MΓ′ := clos (M(·) + T ) is a Nevanlinna family which satisfies
domMΓ′(λ) = H for all λ ∈ C \ R, then, see (Derkach et al. 2009: Proposition
3.15), there exists a closed symmetric relation S in a Hilbert space {H, (·, ·)} and
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a boundary relation {H,Γ′} for S∗ satisfying (ker Γ′0)∗ = ker Γ′0 and ran Γ′0 =
H such that its associated Weyl family is MΓ′ . Then, since domT = H and
kerMΓ′(λ)∩domT ∗ = {0}, {H,PH×{0}Υ1(−T )Γ′,P{0}×HΥ1(−T )Γ′} is a quasi-
boundary triplet for S∗ by Proposition A.14 and a calculation shows that its Weyl
family is MΓ′(·)− T =M(·).
Note that if T has equal defect numbers in the above statement, then the quasi-
boundary triplet for M(·) can be extended to a boundary relation.
A.4 Boundary triplets for intermediate extensions
The results in (Derkach et al. 2009: Section 4) for boundary relations in the Hilbert
space setting are here shown to remain valid in the Kreı˘n space setting. Therefore
first observe the following simple statement about the renormalization of the Weyl
function of a unitary boundary triplet, see (Derkach et al. 2009: Proposition 3.11).
Lemma A.18. Let S be a closed symmetric relation in {K, [·, ·]} and let {H,Γ0,Γ1}
be a unitary boundary triplet for S[∗] with associated Weyl function MΓ(·). More-
over, let B be a closed operator in {H, (·, ·)} with domB = H = ranB and
kerB = {0}, and let K be a bounded selfadjoint operator in {H, (·, ·)}. Then,
with (
Γ′0
Γ′1
)
:= Υ1(K)Υ2(B)
(
Γ0
Γ1
)
,
also {H,Γ′0,Γ′1} is a unitary boundary triplet for S[∗]. Its Weyl function MΓ′(·) is
MΓ′(λ) = K +B
−∗M(λ)B−1, domMΓ′ = dom (M(λ)B−1), λ ∈ C \ R.
Proof. Since Υ1(K) and Υ2(B) are standard unitary operators in {H2, (jH·, ·)},
Υ1(K)Υ2(B)(Γ0 × Γ1) is a unitary operator from {K2, (jK·, ·)} to {H2, (jH·, ·)},
see Lemma 3.10. Consequently, {H,Γ′0,Γ′1} is a unitary boundary triplet for S[∗].
The expression for MΓ′ follows from a direct calculation after the observation that
domΓ = domΓ′ and, hence, N̂λ(T ) = N̂λ(T ′), where T and T ′ are the relations
in {K, [·, ·]} such that grT = domΓ and grT ′ = domΓ′.
To obtain results on generalized boundary triplets for intermediate extensions, the
above lemma is combined with Proposition A.19 below. Note that the following
statement is a generalization of a similar statement for generalized boundary triplets
from the Hilbert space setting to the Kreı˘n space setting.
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Proposition A.19. Let S be a closed and symmetric relation in {K, [·, ·]} and let
{H,Γ0,Γ1} be a generalized boundary triplet for S[∗] with associated Weyl function
MΓ(·). Moreover, letH′ be a closed subspace ofH and define the operators Γ′0 and
Γ′1 from K2 to H′ as
Γ′0{f, f ′} = Γ0{f, f ′} and Γ′1{f, f ′} = PH′Γ1{f, f ′}
for all {f, f ′} ∈ domΓ such that Γ0{f, f ′} ∈ H′. Then {H′,Γ′0,Γ′1} is a gener-
alized boundary triplet for S[∗]r ⊆ S[∗], where grSr = ker Γ′. Its associated Weyl
function MΓ′(·) is
MΓ′(λ) = PH′MΓ(λ), domMΓ′ = domMΓ(λ) ∩H′ = H′, λ ∈ C.
Proof. The first part is a direct consequence of Corollary 7.34 with Ub defined as
Ub{f, f ′} = {f,PH′f ′}, f ∈ H′ and f ′ ∈ H. The formula for the Weyl function
is a direct consequence of the definition of Γ′ together with the observation that
domΓ′ ⊆ domΓ and, hence, N̂λ(T ′) ⊆ N̂λ(T ), where T and T ′ are the relations
in {K, [·, ·]} such that grT = domΓ and grT ′ = domΓ′.
In the Hilbert space setting the above result corresponds to (Derkach et al. 2009:
Proposition 4.1). The other statements from (Derkach et al. 2009: Section 4) can
be obtained by combining Proposition A.19 with Lemma A.18; following is an
example, cf. (Derkach et al. 2009: Corollary 4.5).
Corollary A.20. Let Si be a closed and symmetric relation in {Ki, [·, ·]i} and let
{H,Γi0,Γi1} be a generalized boundary triplet for S[∗]i with associated Weyl function
Mi, for i = 1, 2. With K := K1 ⊕ K2, define the operators Γ0 and Γ1 from K2 to H
as
Γ0{f1 ⊕ f2, f ′1 ⊕ f ′2} = Γ10{f1, f ′1}
and
Γ1{f1 ⊕ f2, f ′1 ⊕ f ′2} = Γ11{f1, f ′1}+ Γ21{f2, f ′2},
where
domΓ = {{f1 ⊕ f2, f ′1 ⊕ f ′2} ∈ K2 : {f1, f ′1} ∈ domΓ1, {f2, f ′2} ∈ domΓ2
and Γ10{f1, f ′1} = Γ20{f2, f ′2}}.
Then {H,Γ0,Γ1} is a generalized boundary triplet for S[∗] ⊆ S[∗]1 ⊕ S[∗]2 , where
grS = ker Γ, and its associated Weyl function is M1 +M2.
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Proof. Define Γ′0 and Γ′1 as
Γ′0{f1 ⊕ f2, f ′1 ⊕ f ′2} =
(
Γ10{f1, f ′1}
Γ20{f2, f ′2}
)
, Γ′1{f1 ⊕ f2, f ′1 ⊕ f ′2} =
(
Γ11{f1, f ′1}
Γ21{f2, f ′2}
)
,
where {f1, f ′1} ∈ domΓ1 and {f2, f ′2} ∈ domΓ2. Then {H2,Γ′0,Γ′1} is a general-
ized boundary triplet for S[∗]1 ⊕ S[∗]2 with associated Weyl function M1(·)⊕M2(·).
Next define the operator B onH2 by B{f, f ′} = {f ′, f−f ′}, f, f ′ ∈ H. Then with
ΓB0 and ΓB1 defined via ΓB0 ×ΓB1 = Υ2(B)(Γ′0×Γ′1), {H2,ΓB0 ,ΓB1 } is a generalized
boundary triplet for S[∗]1 ⊕ S[∗]2 . Here
ΓB0 {f1 ⊕ f2, f ′1 ⊕ f ′2} =
(
Γ20{f2, f ′2}
Γ10{f2, f ′2} − Γ20{f1, f ′1}
)
and
ΓB0 {f1 ⊕ f2, f ′1 ⊕ f ′2} =
(
Γ11{f2, f ′2}+ Γ21{f1, f ′1}
Γ11{f2, f ′2}
)
,
for {f1, f ′1} ∈ domΓ1 and {f2, f ′2} ∈ domΓ2. Its associated Weyl function is
MB(λ) = B
−∗
(
M1(λ) 0
0 M2(λ)
)
B−1 =
(
M1(λ) +M2(λ) M1(λ)
M1(λ) M1(λ)
)
,
see Lemma A.18. After these observations the statement follows from Proposi-
tion A.19.
