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Exact solutions to a Muskat problem with line distributions
of sinks and sources
L. Akinyemi, T.V. Savina, and A.A. Nepomnyashchy
Abstract. The evolution of a two-phase Hele-Shaw problem, a Muskat prob-
lem, under assumption of a negligible surface tension is considered. We use the
Schwarz function approach and allow the sinks and sources to be line distribu-
tions with disjoint supports located in the exterior and the interior domains,
a two-phase mother body. We give examples of exact solutions when the in-
terface belongs to a certain family of algebraic curves, defined by the initial
shape of the boundary, and the cusp formation does not occur.
1. Introduction
AMuskat problem [1] describes an evolution of an interface between two immis-
cible fluids, ‘oil’ and ‘water’, in a Hele-Shaw cell or in a porous medium. Hele-Shaw
free boundary problems have been extensively studied over the last century (see
[2], [3] and references therein). There are two classical formulations of the Hele-
Shaw problems: the one-phase problem, when one of the fluids is assumed to be
viscous while the other is effectively inviscid (the pressure there is constant), and
the two-phase (or Muskat) problem. For the latter problem much less progress has
been made than for the former one. Concerning the two-phase problem, we should
mention works [4]-[9]. Specifically, Howison [4] has obtained several simple solu-
tions including the traveling-wave solutions and the stagnation point flow. In [4],
an idea of a method for solving some two-phase problems was proposed and used
to reappraise the Jacquard-Se´guier solution [5]. Global existence of solutions to
some specific two-phase problems was considered in [6]-[8]. Crowdy [9] presented
an exact solution to the Muskat problem for the elliptical initial interface between
two fluids of different viscosity. In [9] it was shown that an elliptical inclusion of
one fluid remains elliptical when placed in a linear ambient flow of another fluid.
This paper concerns exact solutions to the Muskat problem, extending the results
obtained in [9] to other types of inclusions. The main difficulty of the two-phase
problems is the fact that the pressure on the interface is unknown. However, if we
assume that the free boundary remains within the family of curves, specified by the
initial shape of the interface separating the fluids (which is feasible if the surface
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tension is negligible) the problem is drastically simplified. This study is devoted to
the situations when the evolution of the interface is controlled by a special choice
of sinks and sources. The suggested method allows to obtain exact solutions for a
certain class of curves for which the Schwarz function can be computed.
The mathematical formulation of the problem is as follows. Let Ω2(t) ⊂ R2
with a boundary Γ(t) at time t be a simply-connected bounded domain occupied by
a fluid with a constant viscosity ν2, and let Ω1(t) be the region R
2 \ Ω¯2(t) occupied
by a different fluid of viscosity ν1. Consider the two-phase Hele-Shaw problem
forced by sinks and sources:
(1.1) vj = −kj∇pj , j = 1, 2,
where the pressure pj is a harmonic function almost everywhere in the region Ωj(t),
satisfying boundary conditions
p1(x, y, t) = p2(x, y, t) on Γ(t),(1.2)
−k1 ∂p1
∂n
= −k2 ∂p2
∂n
= vn on Γ(t).(1.3)
Here vj is a velocity vector of fluid j, kj = h
2/12νj, and h is the gap width of
the Hele-Shaw cell. Equation (1.2) states the continuity of the pressure under the
assumption of negligible surface tension. Equation (1.3) means that the normal
velocity of the boundary itself coincides with the normal velocity of the fluid at the
boundary.
The free boundary Γ(t) moves due to the sources and sinks located in both
regions. We adopt a natural physical assumption that the fluid flux generated by
the system of sources and sinks is finite. That allows no more than the logarithmic
growth of the fluid pressure near a point source/sink or at infinity,
(1.4) |pj(x, y, t)| ≤ | − Qa(t)
2pikj
log
√
(x− xa)2 + (y − ya)2 |,
where Qa(t) is the strength of the source/sink. We would like to stress that this
physical assumption is not a restriction of the suggested method. In Section 4, for
the sake of curiosity, we obtain a solution, whose far field flow is linear. The latter
type of flow was obtained by Crowdy [9].
In this study, we allow the supports of sinks and sources to not only be points,
but lines/curves as well, which could essentially change the dynamics of the evolu-
tion of the interface. A similar approach was used for the one-phase problems [10],
[11]. In the case of the interior problem, this approach was motivated by the fact
that during extraction through a point sink located within a viscous fluid, the free
boundary is unstable, and the solution breaks down before all the fluid is extracted
due to the formation of cusps, except for the situation of a circular boundary with
a sink in the center. In [10] it was shown that a choice of sinks with line distribu-
tions linked to the initial shape occupied by the viscous fluid allows to enlarge the
class of domains, from which the viscous fluid can be completely extracted without
a cusp formation. Analogously, for the exterior problem with uniform extraction
at infinity Howison [12] has proven that the elliptical bubbles are the only finite
bubbles which exist for all times and whose boundary crosses all points initially
outside the bubble. In all other cases, the solution either fails to exist in a finite
time or the solution has some points on the interface that have a finite limit as time
approaches infinity, so some fluid is “left behind” [13]. In the recent work [11], it
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was shown that if a point sink at infinity is replaced with a specific line distribution
of sinks in the exterior region, then the evolution changes and it is possible to find
other than elliptical shapes for which in the course of growing, the boundary of the
air bubble crosses all points outside the bubble.
In the present paper we introduce the notion of the two-phase mother body,
which generalizes the dynamical (one-phase) mother body used in [10] and [11].
We would like to acknowledge the results obtained by Karp related to the
unbounded quadrature domains, including the asymptotic behavior of the boundary
in R2 [14] and the connections between the generalized Newtonian potential and
the unbounded quadrature domains in Rn, n ≥ 3 [15].
It is also worth mentioning the recent development in the two-phase quadrature
domain theory [16], [17]. In the spirit of the latter theory the problem in question
could be reformulated as follows. Let u(x, y) be a continuous across Γ(t) function,
such that u(x, y)χ[Ω1] = p1 and u(x, y)χ[Ω2] = p2, where
χ[Ωj ] =
{
1, if (x, y) ∈ Ωj ∪ Γ
0, if (x, y) 6∈ Ωj ∪ Γ.
Find a solution to the problem
∆u = µ1 + µ2 in R
2,(1.5)
−kj ∂u
∂n
χ[Ωj ] → vn as (x, y)→ Γ(t),(1.6)
where µj(t) are time dependent distributions with supp µj(t) ⊂ Ωj , supp µ1 ∩
supp µ2 = ∅.
The structure of the paper is as follows. In Section 2 we reformulate the problem
in terms of the Schwarz function and indicate the steps of the suggested method
of finding exact solutions. Section 3 is devoted to the two-phase mother body in
the context of the Muskat problem. Examples of the exact solutions are given in
Section 4, and conclusions are given in Section 5.
2. The Schwarz function method of finding exact solutions for the
Muskat problem
As mentioned above, the evolution of the interface separating the fluids is
determined by the distributions of sinks and sources, which in the absence of the
surface tension, could be chosen in such a way that keeps Γ(t) within a family of
curves defined by Γ(0). For what follows, it is convenient to reformulate problem
(1.1)–(1.4) in terms of the Schwarz function S(z, t) of the curve Γ(t) [18]–[21].
This function for a real-analytic curve Γ := {g(x, y, t) = 0} is defined as a solution
to the equation g ((z + z¯)/2, (z − z¯)/2i, t) = 0 with respect to z¯. Such (regular)
solution exists in some neighborhood UΓ of the curve Γ, if the assumptions of the
implicit function theorem are satisfied [18]. Note that if g is a polynomial, then
the Schwarz function is continuable into Ωj , generally as a multiple-valued analytic
function with a finite number of algebraic singularities (and poles). In UΓ, the
normal velocity, vn, of Γ(t) can be written in terms of the Schwarz function [22],
vn = −iS˙(z, t)/
√
4∂zS(z, t).
Let τ be an arclength along Γ(t), ψj be a stream function, andWj = pj−iψj be
the complex potential defined on Γ(t) and in Ωj(t) ∩ UΓ, j = 1, 2. Following [23]-
[25], taking into account the Cauchy-Riemann conditions in the (n, τ) coordinates,
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for the derivative of Wj(z, t) with respect to z on Γ(t) we have
(2.7) ∂zWj =
∂τWj
∂τz
=
∂τpj + i∂npj
∂τz
=
∂τpj − ivn/kj
∂τz
.
Expressing ∂τz in terms of the Schwarz function, ∂τz = (∂zS(z, t))
−1/2, we obtain
(2.8) ∂zWj = ∂τpj
√
∂zS − S˙
2kj
.
Here ∂zWj ≡ ∂Wj∂z , ∂τz ≡ ∂z∂τ etc. Since p1 = p2 on Γ(t), equation (2.8) implies
(2.9) ∂zW1 +
S˙
2k1
= ∂zW2 +
S˙
2k2
= ∂τpj
√
∂zS.
To keep Γ(t) in a certain family of curves defined by Γ(0), for example, in a family
of ellipses, we assume that pj on Γ(t) is a function of time only. In that case the
problem is simplified drastically, and on Γ(t) we have
(2.10) ∂zWj = − S˙
2kj
j = 1, 2.
Taking into account that S˙ can be continued off of Γ(t), each equation (2.10) can
be continued off of Γ into the corresponding Ωj , where Wj is a multiple-valued
analytic function.
Note that equations (2.10) indicate that the singularities of W1, W2 and the
Schwarz function are linked. Therefore, as we show below, those singularities in
some cases can be used to control the interface between the fluids. Thus, the
problem reduces to finding the distributions µ1(t) and µ2(t), that keep Γ(t) in
a family of curves generated by Γ(0). The latter problem can be viewed as a
generalization of a classical problem of electrostatics: find a two-charge system
that yields the (desired) zero potential on a conducting plate.
To find the exact solutions, suppose that at t = 0 the interface is an algebraic
curve,
∑n
k=0 ak(0)x
k−nyn = 0, with the Schwarz function S(z, a0k). Assume that
during the course of evolution the Schwarz function of the interface S(z, ak(t)) ≡
S(z, t) is such that S(z, ak(0)) = S(z, a
0
k).
The steps of the method are
1) Compute S˙(z, t), locate its singularities, and define their type.
2) Using equations (2.10) find preliminary expressions for ∂zWj and, by putting re-
strictions on the coefficients ak(t), eliminate their terms that involve non-integrable
singularities.
3) Find the quantities Wj by integrating (2.10) with respect to z.
4) Compute the quantities pj by taking the real parts of Wj .
5) Evaluate the quantities pj on the interface to determine the independent of z
function of integration from the step 3).
6) Compute the two-phase mother body.
We comment that the steps 1)-5) are straight-forward, and the step 6) is discussed
below.
3. A two-phase mother body
Generally, the complex potentials Wj are multiple-valued functions in Ωj . To
choose a branch for each of these functions, one has to introduce the cuts, that
serve as supports for the distributions of sinks and sources. The union of these
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distributions µ1(t), µ2(t) with disjoint supports (see formula (1.5)) and integrable
densities, which allows a smooth evolution of the interface, is called below a two-
phase mother body. The notion of a mother body comes from the potential theory
[16], [17], [26]-[28]. The supports of these distributions consist of sets of arcs
and/or points and do not bound any two-dimensional subdomains in Ωj(t), j = 1, 2.
Each cut included in the support of µj(t) is contained in the domain Ωj(t), and the
limiting values of the pressure on each side of the cut are equal. The value of the
source/sink density on the cut is equal to the jump of the normal derivative ∂npj of
the pressure pj . To ensure that the total flux through the sources/sinks is finite, all
of the singularities of the function Wj must have no more than logarithmic growth.
If Γ(t) is an algebraic curve, then the singularities of Wj are either poles or
algebraic singularities. Thus, each cut originates from an algebraic singularity
za(t) of the potential Wj . To ensure that the limiting values of pj on both sides
of each cut are equal, using the terminology of algebraic topology ([29], p. 21),
we proceed as follows. We fix a point zb ∈ Γ(t), the base point, and consider a
fundamental group of loops l ⊂ Ωj(t), having zb as their starting and the terminal
point, and surrounding the singular point za(t), the group pi1(Ωj\sing (Wj), za).
A multiple-valued function Wj varies along l. We denote its variation by varlWj ,
and the real part of its variation by varl pj . Then, the zero level sets varl pj = 0
describe the location of the desired cuts.
Typically, the algebraic singularities are not stationary, that is z˙a 6= 0. The
location of za(t) is determined by the Schwarz function. The theorem below states
the uniqueness of the direction of the cut at a non-stationary singularity za(t) in
general position. The latter means that the singularity za(t) appears from a finite
regular characteristic point of the complexification of the boundary Γ(t), and the
tangency between this singular point and the corresponding characteristic ray is
quadratic. Under such requirements the function S (z, t) at za(t) has the square
root type singularity:
(3.11) S (z, t) = Φ (z, t)
√
z − za(t) + Ψ (z, t) .
Here Φ (z, t) and Ψ (z, t) are regular functions of z in a neighborhood of the point
za(t), and Φ (za(t), t) 6= 0. The following theorem describes restrictions on the
branch cuts in terms of their admissible slopes in the neighborhood of za(t).
Theorem 3.1. Let za be a singular point of the complex potential Wj located in
Ωj(t), j = 1, 2, such that z˙a 6= 0. Then, under the assumption of general position
(3.11), the direction of the cut, on which varl pj = 0 near this point, is uniquely
defined by the formula
(3.12) ϕ = pi − 2(arg[Φ (za(t), t)] + arg[z˙a]) + 2pik, k = 0,±1,±2....
Proof. We start with representation (3.11) dropping the regular part, Ψ (z, t),
in it and expanding the function Φ (z, t) into the Taylor series with respect to z at
the point (za(t), t),
(3.13) S (z, t) =
√
z − za(t)
∞∑
m=0
cm(t) (z − za(t))m .
6 L. AKINYEMI, T.V. SAVINA, AND A.A. NEPOMNYASHCHY
The time derivative of the Schwarz function (3.13) has the form:
(3.14)
S˙ (z, t) = − z˙a
2
∞∑
m=0
cm (z − za)m−1/2 +
∞∑
m=0
(
c˙m − z˙a(m+ 1)cm+1
)
(z − za)m+1/2 ,
therefore, formula (2.10) implies:
Wj (z, t) = z˙ac0(z − za)1/2
( 1
2kj
+ ξ1(z, t)
)
− c˙a(z − za)3/2
( 1
3kj
+ ξ2(z, t)
)
,
where ξ1 and ξ2 are regular functions near za vanishing at this point, and c0 =
Φ(za(t), t). Hence, the variation of the pressure along the loop l is
(3.15)
varl pj = ℜ
{
z˙ac0(z − za)1/2
( 1
kj
+ 2ξ1(z, t)
)
− c˙0(z − za)3/2
( 2
3kj
+ 2ξ2(z, t)
)}
.
Consider a small neighborhood of the point za, and set there z = za+ρe
iϕ, assuming
that ρ is small. Since z˙a 6= 0, the second term in (3.15) is small with respect to the
first term and therefore should be dropped. Setting the principal part of varl p to
zero, we have
(3.16) varl pj =
1
kj
|z˙a||c0|√ρℜ
{
exp i
(ϕ
2
+ pin+ arg z˙a + arg c0
)}
= 0,
where n = 0,±1,±2, . . . .
Equation (3.16) implies formula (3.12), which finishes the proof.
Remark that if z˙a = 0 and Φ˙ (za(t), t) 6= 0, from formula (3.15) follows
varl pj = − 2
3kj
ρ
3
2 ℜ
[
e(
3iϕ
2
+iθ0){R˙0 + iR0θ˙0}
(
1 + ξ1
(
za + ρe
iϕ
))]
= 0,
which results in three direction of admissible cuts ϕ = ϕk =
2
3 (pik − θ0 + ν0),
k = 0,±1,±2, ..., where ν0 = arcsin(R˙0/
√
R˙20 +R
2
0θ˙
2
0), R0 and θ0 are the modulus
and the argument of Φ (za(t), t) respectively. In the case when z˙a = 0 and first
(j − 1) time derivatives of Φ (z, t) at za(t) equal to zero, but the j-th derivative is
not, the number of directions is (2j + 3).
The constructed support of the distribution µj must satisfy the following con-
ditions: each cut emanates from a singular point of Wj , located in the domain
Ωj(t), and varl pj vanishes on each cut. To obtain a two-phase mother body, one
has to calculate the corresponding density along each cut. In the next section we
show examples when a two-phase mother body exists and is unique, and we use the
constructed mother bodies to derive the exact solutions to the Muskat problems.
4. Examples of specific Γ(0)
4.1. Circle. To illustrate the method, we start with the simplest example for
which solution is known. Suppose that the initial shape of the interface is a circle
with equation x2 + y2 = a2(0), and during the evolution the boundary remains
circular, x2 + y2 = a2(t). The corresponding Schwarz function is S = a2(t)/z.
Equation (2.9) in this case reads as
∂z(W2 −W1) =
( 1
k1
− 1
k2
)
aa˙/z.
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Integrating this equation, we have
W2 −W1 =
( 1
k1
− 1
k2
)
aa˙ log z + C(t).
The complex potential W2 has a singularity at zero, while W1 has a singularity at
infinity. Thus, the two-phase mother body has support at these two points, one of
which serves as a sink and the other as a source. Taking the real parts of both sides
of the previous equation, we obtain
p2 − p1 =
( 1
k1
− 1
k2
)
aa˙ ln
√
x2 + y2 + ℜC(t),
which is satisfied if pj = − aa˙2kj ln(x2 + y2) + Cj(t), j = 1, 2 with Cj chosen from
the condition (1.2). This choice is, obviously, not unique. To specify, for instance,
C1(t) one could use the condition at infinity. If the condition reads as
p1(x, y, t) = −Q(t)
2pik1
ln
√
x2 + y2 as
√
x2 + y2 →∞
with a defined sink/source strengthQ(t) at infinity, then C1 = 0 and p1 = − aa˙2k1 ln(x2+
y2). The evolution of the boundary is defined by the equation Q(t) = A˙ = 2piaa˙
via a˙. Here A˙(t) is the rate of change of the area of the interior domain Ω2(t). The
interior pressure is p2 = − aa˙2k2 ln(x2 + y2) + aa˙2k2 ln a2 − aa˙2k1 ln a2 with a source/sink
at the origin of the strength |Q(t)|.
Alternatively, we could choose Cj such that pj vanishes on Γ,
(4.17) p1 = − aa˙
2k1
ln(x2 + y2) +
aa˙
2k1
ln a2, p2 = − aa˙
2k2
ln(x2 + y2) +
aa˙
2k2
ln a2.
We remark, that in the case of the circular initial interface, condition (1.2) could be
replaced with p1 − p2 = γκ while keeping the boundary in the family of concentric
circles during the course of the interface evolution. Here γ is a constant surface
tension coefficient and κ is a free boundary curvature. In that case the first equation
in (4.17) is replaced with p1 =
aa˙
2k1
ln(a2/(x2 + y2)) + γ/a.
4.2. Ellipse. Consider a two-phase problem with an elliptical interface, Γ(0) ={
x2
a(0)2 +
y2
b(0)2 = 1
}
, where a(0) and b(0) are given and a(0) > b(0). The Schwarz
function of an elliptical interface with semi-axes a(t) and b(t) is
S (z, t) =
((
a(t)2 + b(t)2
)
z − 2a(t)b(t)
√
z2 − d(t)2
)
/d(t)2,
where d(t) =
√
a(t)2 − b(t)2 is the half of the inter-focal distance. Assuming that
the interface remains elliptical during the course of the evolution, from equation
(2.9) we have
W2 −W1 =
( 1
k2
− 1
k1
){
−z
2
4
∂
∂t
(a2 + b2
d2
)
+
z
2
√
z2 − d2 ∂
∂t
(ab
d2
)
− 1
2
log(z +
√
z2 − d2) ∂(ab)
∂t
}
+ C(t).(4.18)
The first two terms in the right hand side of (4.18) have poles of order two
at infinity. Those terms are eliminated, if the eccentricity of the ellipse does not
change with time, the latter implies that the ratio a(t)/b(t) = const. This ensures
the existence of no more than logarithmic singularity at infinity and agrees with the
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solution to the exterior one-phase problem reported in [12]. Thus, the expression
for the complex potentials reduces to
(4.19) W2 −W1 = −1
2
∂(ab)
∂t
( 1
k2
− 1
k1
)
log(z +
√
z2 − d2) + C(t).
Taking the real parts of both sides, we have
p2 − p1 = −1
2
∂(ab)
∂t
( 1
k2
− 1
k1
)
ln |z +
√
z2 − d2|+ C2(t)− C1(t),
where Cj(t) may be chosen from the condition pj = 0 on Γ(t), which leads to
(4.20) pj = − 1
2kj
∂(ab)
∂t
(
ln |z +
√
z2 − d2| − ln(a+ b)
)
,
or
pj = − 1
2kj
∂(ab)
∂t
(
ln
√
(x+ α)2(1 + y2/α2)− ln(a+ b)
)
,
where
α2 =
(
x2 − y2 − d2 +
√
(x2 − y2 − d2)2 + 4x2y2
)
/2.
Note that the inter-focal distance, d(t) = 2b(t)
√
a2(0)/b2(0)− 1, of such an ellipse
changes, while the eccentricity is constant. The support of the two-phase mother
body consists of a point sink/source at infinity and a source/sink distribution with
density µ2(x, t) = 2ab/(d
2k2) ∂t(
√
d2 − x2) along the inter-focal segment. The sup-
port of this distribution is defined using formula (3.12). Indeed, the singular points
of W2 are z = ±d with Φ(z, t) = −2ab/d2
√
z ± d respectively. Formula (3.12) im-
plies that the direction of the cut at z = d is defined by the angle ϕ = pi+2pik, and
at z = −d by the angle ϕ = 2pik, k = 0,±1,±2, . . . . Thus, the two-phase mother
body, described above, allows the interface between two fluids remain elliptical for
an infinite time if the domain Ω2 grows (sources are located along the interfocal
segment and a sink is located at the point of infinity). The opposite sink/source
choice allows the complete removal of the fluid initially occupied domain Ω2.
We remark that from (4.20) follows that the pressure at infinity grows as
p1 ∼ −(2k1)−1 ln |z|∂t(ab) = − A˙2k1 ln
√
x2 + y2, which agrees with formula (1.4).
Moreover, the strength of the sink/source at infinity is in agreement with the total
strength of the source/sink distribution in Ω2 since
∫ d
−d k2µ2(x, t) dx = pi∂t(ab) = A˙.
Note that Crowdy [9] obtained an exact solution with a different type of growth
at infinity; the solution, reported in [9], has a linear far field flow and a constant
area of ellipse. We observe that under the assumption that the area of the elliptical
inclusion does not change in time, that is, a(t)b(t) = const, equation (4.18) implies
Wj =
1
kj
{
−z
2
4
∂
∂t
(a2 + b2
d2
)
+
z
2
√
z2 − d2 ∂
∂t
(ab
d2
)}
+ Cj(t), j = 1, 2,
therefore, the pressure p1 is defined by
p1 =
1
k1
ℜ
{
−z
2
4
∂
∂t
(a2 + b2
d2
)
+
ab z
2
√
z2 − d2 ∂
∂t
( 1
d2
)}
− b
2aa˙
k1d2
,
which retries a linear far field flow. However, the obtained solution is different from
Crowdy’s, since the interior flow reported in [9] is a simple linear flow, while the
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solution in question, in addition to the linear flow, has another term
p2 =
1
2k2
{ (y2 − x2)
2
∂
∂t
(a2 + b2
d2
)
+
ab x(α2 − y2)
α
∂
∂t
( 1
d2
)}
− b
2aa˙
k2d2
.
The interior flow is generated by the density
µ =
ab ∂t(d
2)
k2d4
(2x2 − d2)√
d2 − x2 ,
supported on the inter-focal segment. Such a density changes sign along the inter-
focal segment, so the area of the ellipse does not change in time: if a(t) increases
with time, the ellipse becomes “thiner”.
4.3. The Neumann’s oval. Let the initial free boundary have a shape of the
Neumann’s oval [21] given by the equation Γ(0) =
{
(x2 + y2)2 − a(0)2x2 − b(0)2y2 = 0},
(see Fig. 1). Its Schwarz function is
S(z, 0) =
(
z(a(0)2 + b(0)2) + 2z
√
z2d(0)2 + a(0)2b(0)2
)
/(4z2 − d(0)2),
where d(0)2 = a(0)2 − b(0)2 > 0 with given a(0), b(0). Assume that during the
evolution the domain retains the Neumann’s oval shape,
Γ(t) =
{
(x2 + y2)2 − a(t)2x2 − b(t)2y2 = 0} ,
with unknown a(t), b(t) for t > 0. The singularities of the Schwarz function,
S(z, t) =
(
z(a(t)2 + b(t)2) + 2z
√
z2d(t)2 + a(t)2b(t)2
)
/(4z2− d(t)2), located in the
interior domain Ω2(t) are simple poles at z = ±d/2, while the singularities located
in the exterior domain Ω1 are the branch points at z = ±ia(t)b(t)/d(t).
To ensure at most logarithmic growth of the pressure at the singular points, d
must be constant. In that case
(4.21) S˙ =
z∂t(a
2 + b2)
4z2 − d2 +
z∂t(a
2b2)
(4z2 − d2)√z2d2 + a2b2 .
Then equation (2.9) implies
p2 − p1 = −1
2
( 1
k2
− 1
k1
){∂t(a2 + b2)
8
ℜ[log(4z2 − d2)]
− ∂t(a
2b2)
2(a2 + b2)
ℜ[tanh−1 2
√
a2b2 + d2z2
a2 + b2
]}
+ C(t).(4.22)
Taking into account that when d is constant, ∂t(a
2 + b2) = 4aa˙ and ∂t(a
2b2) =
2aa˙(a2 + b2), we have
p2 − p1 = −aa˙
2
( 1
k2
− 1
k1
)
ℜ
{
log(4z2 − d2)
− log(a2 + b2 + 2
√
a2b2 + d2z2 )
}
+ ln(d) + C(t).(4.23)
Note that on the interface
log
4z2 − d2
a2 + b2 + 2
√
a2b2 + d2z2
= log
z
z¯
,
whose real part is zero on Γ(t). Therefore, to satisfy the condition (1.2),
C(t) = −aa˙ ln d
2
( 1
k2
− 1
k1
)
.
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Figure 1. The Neumann’s ovals (solid lines), singularities of the
complex potential (dots), and the cuts (dashed lines) for d =
√
5:
(a) a = 2.5, b =
√
5/2; (b) a = 4, b =
√
11.
Thus, we have
(4.24) pj =
aa˙
2kj
ℜ log a
2 + b2 + 2
√
a2b2 + d2z2
4z2 − d2 , j = 1, 2,
and the interior part of mother body µ2 consists of either two point sinks or two
point sources.
To find the directions of the cuts in Ω1, we use formula (3.12) (it is general
position like an ellipse). In the neighborhood of the branch point z0 = iab/d ∈ Ω1,
arg[Φ (z0(t), t)] = −pi/4 + pik, arg[z˙0] = ±pi/2, where the plus corresponds to the
growth of the interior domain Ω2. The direction of the cut near this point is
ϕ = pi/2+2pik, k = 0,±1,±2, . . . . Similarly, at the z0 = −iab/d, arg[Φ (z0(t), t)] =
pi/4+pik, arg[z˙0] = ±pi/2, where the plus corresponds to the decrease of the interior
domain Ω2. The direction of the cut near this point is ϕ = −pi/2 + 2pik, k =
0,±1,±2, . . . . The support of the two-phase mother body for the Neumann’s oval
is shown in Fig. 1. The cuts are the dashed lines that go along the imaginary axis
starting at each branch point (the dots in the exterior domain in Fig. 1) to infinity.
The dots in the interior domain correspond to the simple poles.
To obtain the sink/source density along the cut located above the x-axis, we
first compute the variation of S(z, t)
varl S(z) = 4z(4z
2 − d2)−1
√
z2d2 + a2b2
∣∣
z=iy,y>ab/d
=
4y
√
y2d2 − a2b2
4y2 + d2
,
then the jump of ∂zW1, that is,
varl ∂zW1 = − 1
2k1
∂t(varl S(z)) = −2y
k1
∂t
(√y2d2 − a2b2
4y2 + d2
)
,
finally, the sink distribution on both cuts equals
µ1(y, t) =
1
k1
∣∣∣ ∂t(a2b2)y
(4y2 + d2)
√
y2d2 − a2b2
∣∣∣.
To compute the rate, Q1(t), through the cuts located in the exterior domain,
one has to integrate k1µ1(y, t) along the cuts, which implies
(4.25) Q1(t) =
pi
2
∂t(a
2b2)
(a2 + b2)
=
pi
2
∂t(a
2).
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Figure 2. The Cassini’s ovals (solid lines), singular points of the
complex potential (dots), and the cuts (dashed lines) for b = 1: (a)
a = 1.1, (b) a = 2.
From formula (4.24) follows that the rate at infinity is
(4.26) Q(t) =
pi
4
∂t(a
2 + b2) =
pi
2
∂t(a
2).
Those rates are linked to the change of the area
(4.27) Q(t) +Q1(t) = pi∂t(a
2) = A˙,
where A(t) is the area of the interior domain. Indeed, the area of the Neumann’s
oval is A = pi(a2+b2)/2 (see [21], p. 20), which can be rewritten asA = pi(a2−d2/2).
Since in the case in question d is constant, A˙ = pi∂t(a
2).
Note also that the rate through each of the two point sources/sinks located in
the domain Ω2 equals A˙/2.
We remark that since d2(t) = a2(t) − b2(t) = const, in the case of decreasing
area of Ω2, the obtained solution is valid up to the limiting case when b approaches
zero and Γ splits into two circles (x+ d2 )
2 + y2 = d
2
4 and (x− d2 )2 + y2 = d
2
4 .
4.4. The Cassini’s oval. Similar to the previous examples, assume that Γ(t)
remains in the specific family of curves, the Cassini’s ovals, given by the equation(
x2 + y2
)2 − 2b(t)2 (x2 − y2) = a(t)4 − b(t)4,
where a(t) and b(t) are unknown positive functions of time. This curve consists
of one closed curve if a(t) > b(t) (see Fig. 2), and two closed curves otherwise.
Assume that at t = 0 a(0) > b(0). The Schwarz function of the Cassini’s oval,
S (z, t) =
√
b2z2 + a4 − b4 /
√
z2 − b2,
has two singularities in Ω1(t), z = ±i
√
(a4 − b4)/b2, and two singularities, z = ±b,
in Ω2(t). To ensure that the singularities of the complex potential have no more
than the logarithmic type, b˙ must be zero. Thus, we have
S˙ (z) =
2a3a˙√
b2z2 + a4 − b4√z2 − b2 ,
Then equation (2.9) implies
(4.28) W2 −W1 = −aa˙
( 1
k2
− 1
k1
)
F
(
cos−1
( b
z
)
,
√
a4 − b4
a2
)
+ C(t),
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where F (α , β) is the incomplete elliptic integral of the first kind,
F
(
cos−1
( b
z
)
,
√
a4 − b4
a2
)
=
√
1−b2/z2∫
0
dt√
1− a4−b4a4 t2
√
1− t2
=
cos−1(b/z)∫
0
dt√
1− a4−b4a4 sin2 t
.
Then
(4.29) p2 − p1 = −aa˙
2
( 1
k2
− 1
k1
) [
F
(
ξ,
√
a4 − b4
a2
)
+ F
(
ξ,
√
a4 − b4
a2
)]
+ C(t),
where ξ = cos−1
(
b
z
)
. Using the property F (α , β) = F (α , β) and the summation
formula for the elliptic integrals [30], we have
(4.30) p2 − p1 = −aa˙
2
( 1
k2
− 1
k1
)
F
(
α,
√
a4 − b4
a2
)
+ C(t),
where
(4.31) α = sin−1
cos ξ sin ξ
√
1− a4−b4a4 sin2 ξ + cos ξ sin ξ
√
1− a4−b4a4 sin2 ξ
1− a4−b4a4 sin2 ξ sin2 ξ
.
Rewriting (4.31) in terms of z and z, we obtain the following expression
(4.32) α = sin−1
a2z
√
z2 − b2√b2z¯2 + a4 − b4 + a2z¯√z¯2 − b2√b2z2 + a4 − b4
b2z2z¯2 + (a4 − b4)(z2 + z¯2 − b2) .
The pressures satisfying (4.30) are
(4.33) pj = − aa˙
2kj
F
(
α,
√
a4 − b4
a2
)
+ Cj(t),
where the terms Cj(t) are computed from the values of pj on the interface, on which
pj = − aa˙
2kj
F
(pi
2
,
√
a4 − b4
a2
)
+ Cj(t).
Finally, for the pressure we have
(4.34) pj = − aa˙
2kj
F
(
α,
√
a4 − b4
a2
)
+
aa˙
2kj
F
(pi
2
,
√
a4 − b4
a2
)
.
Let us construct the two-phase mother body starting with its part located
in the domain Ω1. This is a generic situation, so we can use formula (3.12).
In the neighborhood of the point z0 = i
√
(a4 − b4) /b, arg[z˙0] = pi/2 + 2pik,
arg[Φ (z0(t), t)] = −pi/4 + pik. Thus, according to (3.12) the direction of the cut is
ϕ = pi/2 + 2pik, k = 0,±1,±2, . . . .
Similarly, at the point
z0 = −i
√
(a4 − b4) /b, arg[z˙0] = −pi/2 + 2pik, arg[Φ (z0(t), t)] = −3pi/4 + pik.
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Therefore, the direction of the cut is ϕ = −pi/2 + 2pik.
Taking into account symmetry with respect to x-axis, we conclude that the
support of µ1 consists of two rays starting at the branch points and going to infinity.
The corresponding density is
µ1(y, t) = − 2a
3a˙
k1
√
b2y2 − a4 + b4
√
y2 + b2
.
The singularities of the Schwarz function in the interior domain Ω2 have the
inverse square root type (which is not the generic case),
(4.35) S (z, t) =
Φ (z, t)√
z − z0 ,
where Φ (z, t) =
√
b2z2 + a4 − b4/√z ∓ b is a regular functions of z in the neigh-
borhood of the point z0 = ±b with Φ (z0, t) 6= 0.
Expanding function Φ (z, t) into the Taylor series with respect to z at the point
(z0, t),
(4.36) S (z, t) =
∞∑
m=0
cm(t) (z − z0)m−1/2 .
Differentiating (4.36) with respect to t, taking into account that z0 is a stationary
singularity since b˙ = 0, we have:
(4.37) S˙ (z, t) =
∞∑
m=0
c˙m (z − z0)m−1/2
Integration of the latter formula with respect to z using (2.10) implies:
W2 (z, t) = − c˙0
2k2
√
z − z0
(
1 + ξ(z, t)
)
,
where ξ is a regular function near z0 vanishing at this point, and c0 = Φ(z0, t).
The variation of the pressure along the loop l is
(4.38) varl p2 = ℜ
{
− c˙0
k2
√
z − z0
(
1 + ξ(z, t)
)}
.
Consider a small neighborhood of the point z0, where z = z0 + ρe
iϕ with a small
ρ. Setting the principal part of varl p2 to zero, we have
(4.39) varl p2 = −|c˙0|
k2
√
ρℜ
{
exp i
(ϕ
2
+ pin+ arg[c˙0]
)}
= 0,
where n = 0,±1,±2, . . . .
Thus, ϕ = pi− 2 arg[Φ˙ (z0, t)]+2pik, which implies that the support of µ2 is the
segment [−b, b] with the density µ2 = 2a3a˙k2√b2x2+a4−b4√b2−x2 . Integrating kjµj along
the corresponding cuts, one obtains the rate of change of the area of Ω2, which is
given by the formula
A˙ = ∂t(a
2)F (pi,
b2
a2
) = pi ∂t(a
2) 2F1 (
1
2
,
1
2
; 1;
b4
a4
),
where 2F1 is the hypergeometric series [31].
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5. Conclusions
We have studied a Muskat problem with a negligible surface tension and sug-
gested a method of finding exact solutions. The idea of the method was to keep
the interface within a certain family of curves defined by its initial shape by con-
structing two distributions with disjoint supports located on the different sides of
the moving interface.
This study extended the results reported in [4] and [9]. We gave new examples
of exact solutions including the evolution of a circle, an ellipse, and two ovals:
Neumann’s and Cassini’s. In those examples we assumed that the flux generated
by the sinks/sources is finite, that is, the pressure may have at most a logarithmic
growth. To demonstrate that this physical assumption does not restrict our method,
we have presented an example of an exact solution with a linear far field flow.
Our study showed the possibility for the control of the interface via the two-
phase mother body for the two-phase Hele-Shaw problem.
Acknowledgments. The authors are grateful to the referee for helpful sug-
gestions.
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