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Abstract
Closed form solutions for dual integral equations involving generalized Legendre functions as
kernels are obtained. Connected to these dual integral equations an exact solution for dual integral
equations involving sine functions as kernels is also obtained. Properties of generalized Legendre
functions and the inversion theorem for the generalized Mehler–Fock transforms are used to obtain
the solution of dual integral equations
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Dual integral equations involving Legendre functions of imaginary arguments and
trigonometrical functions have been considered by [1]. By making use of the method of
[2] we obtain the solution of a more general type of dual integral equations involving gen-
eralized Legendre functions in Section 3 and in Section 4 we obtain solution of the dual
integral equations involving trigonometrical sine functions. The inversion theorem for the
generalized Mehler–Fock transforms is used to find the solution of dual integral equations.
The inversion theorem for the generalized Mehler–Fock transforms has been given by [3]
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The analysis is formal and no attempt has been made to justify changes in the order of
integrations.
It is worth mentioning that the generalized Legendre function is a very specialized
case of the G-function and also the H -function and that dual integral equations involving
more general G- and H -functions have already been solved by many different techniques
(including, for example, the techniques used by the present authors) in [6]. In Ref. [6,
pp. 35–36], the dual integral equations (3.3.1) and (3.3.2) involving H -functions have
been solved. By selecting particular values for the constants in the H -functions, in the
dual integral equations (3.3.1) and (3.3.2) we can obtain the dual integral equations involv-
ing generalized Legendre functions and then integrating with respect to y we obtain dual
integral equations which are different from the dual integral equations (9), (10) and (18),
(19) of this paper. The reason is that the dual integral equations (9), (10) and (18), (19) are
formed by integrating with respect to the index of the generalized Legender function. Fi-
nally we find that the solution of the dual integral equations (9), (10) and (18), (19) are not
a particular case of the solution of the dual integral equations (3.3.1) and (3.3.2) mentioned
in the book of Srivastava et al. [6, pp. 35–36].
2. Integrals involving generalized Legendre functions and some useful results
In this section we discuss some integrals involving the generalized Legendre function.
We can easily find with help of the book [7, p. 330(21)]
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where µ > − 12 and H(·) denotes the Heaviside unit function. Furthermore, c = πf , f >
0, and Pµ− 12 +i τc
(cosh(αc)) is the generalized Legendre function defined in the book [9,
p. 370].
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Equations (1) and (2) are of the form (3). Making use of the inversion formula given by
Eq. (4) we find from Eqs. (1) and (2) that
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Making use of the inversion theorem for Fourier cosine transforms, we get by using the
results (1) and (2) that
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We now consider the pair of equations
∞∫
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where A(τ) is the unknown function to be determined. Multiplying Eq. (9) by
√
π
2 [Γ ( 12 +
µ1)]−1[sinh(αc)]1−µ1 [cosh(xc) − cosh(αc)]µ1− 12 , integrating with respect to α from 0
to x, then differentiating both sides with respect to x and making use of the result (6), we
find that
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Multiplying Eq. (10) by (2π)− 12 [Γ ( 12 −µ2)]−1[sinh(αc)]1+µ2 [cosh(αc)−cosh(xc)]−
1
2 −µ2
and integrating both sides with respect to α over x to ∞, we find, by using Eq. (5) that
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Making use of the inversion theorem for Fourier cosine transforms, we get from Eqs. (11)
and (12) that
A(τ) = 2
π
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0
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a
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]
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In some cases it is very useful to find the following expression:
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Integrating Eq. (13) by parts we find that
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where prime denotes the derivative with respect tot x. Substituting from Eq. (15) into
Eq. (14), we find by making use of the integral (2) that for µ2 < − 12 ,
G1(α) =
√
2π [sinh(αc)]−µ2
Γ ( 12 + µ2)
[{
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−
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α
F ′1(x) dx
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}
−
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0 < α < a. (16)
We can easily find that
G2(α) =
∞∫
0
A(τ)P
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[
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=
√
2
π
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]
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Now we consider the following dual integral equations:
∞∫
0
τA(τ)P
µ1
− 12 +i τc
[
cosh(αc)
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the dual equations (9) and (10). The final result is
A(τ) = 2
π
[ a∫
0
F3(x) sin(xτ) dx +
∞∫
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F4(x) sin(xτ) dx
]
, (20)
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d
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x
[sinh(αc)]1+µ2f2(α)dα
[cosh(αc) − cosh(xc)] 12 +µ2
. (22)
4. Dual integral equations involving sine functions kernels
We shall now consider the following dual integral equations:
∞∫
0
τ−1A(τ) sin(xτ) dτ = g(x), 0 < x < a, (23)
∞∫
0
A(τ)
[
Γ
(
1
2
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c
)
Γ
(
1
2
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c
)]−1
cosech(f τ) sin(xτ) dτ
= g1(x), a < x < ∞, (24)
where − 12 < µ < 12 . Differentiating both sides of Eq. (23) by x, we find that
∞∫
0
A(τ) cos(xτ) dτ = g′(x), 0 < x < a, (25)
where prime denotes derivative with respect to x. Multiplying both sides of Eq. (25) by√
2
π
c sinhµ(αc)
Γ ( 12 − µ)
[
cosh(αc) − cosh(xc)]−( 12 +µ),
integrating with respect to x and using Eq. (7) we find that
∞∫
0
P
µ
− 12 +i τc
[
cosh(αc)
]
A(τ)dτ = n1(α), 0 < α < a, (26)
where
n1(α) =
√
2
c
[
sinhµ(αc)
1
] α∫
g′(x) dx
1 . (27)π Γ ( 2 − µ) 0 [cosh(αc) − cosh(xc)] 2
+µ
B.M. Singh et al. / J. Math. Anal. Appl. 304 (2005) 725–733 731Multiplying Eq. (24) by
c
√
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[
cosh(xc) − cosh(αc)]µ− 12
and integrating both sides with respect to x, between the limits α and ∞, we find that
∞∫
0
P
µ
− 12 +i τc
[
cosh(αc)
]
A(τ)dτ = n2(α), a < α < ∞, (28)
where
n2(α) = c
√
2π
[sinh(αc)]µΓ ( 12 + µ)
∞∫
α
g1(x) dx
[cosh(cx) − cosh(αc)] 12 −µ
. (29)
Equations (26) and (28) are of the form (3). Hence making use of Eq. (4) we find that
A(τ) = τf
π2
sinh(f τ)Γ
(
1
2
− µ + i τ
c
)
Γ
(
1
2
− µ − i τ
c
)
×
{ a∫
0
n1(α)P
µ
− 12 +i τc
[
cosh(αc)
]
sinh(αc) dα
+
∞∫
a
n2(α)P
µ
− 12 +i τc
[
cosh(αc)
]
sinh(αc) dα
}
. (30)
Equation (30) gives the solution of the dual integral equations (25) and (24) but not of (23)
and (24). For the purpose of verification substituting Eq. (30) into (23) and interchanging
the order of integration we find that
√
π
2
1
Γ ( 12 + µ)
x∫
0
[sinh(αc)]1−µn1(α)dα
[cosh(xc) − cosh(αc)] 12 −µ
= g(x), 0 < x < a. (31)
Substituting the expression for n1(α) from Eq. (27) into Eq. (31), interchanging the order
of integration and using the following integral:
x∫
u
sinh(αc) dα
[cosh(xc) − cosh(αc)] 12 −µ[cosh(αc) − cosh(uc)] 12 +µ
= π
c cos(µπ)
, (32)
we find that
g(0) = 0. (33)
Making use of the condition (33) we find that Eq. (30) is solution of the dual integral
equations (23) and (24). If µ = 0 then the dual integral equations (23) and (24) reduce to
the following dual integral equations:
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0
τ−1A(τ) sin(xτ) dτ = g(x), 0 < x < a, (34)
∞∫
0
A(τ) coth(f τ) sin(xτ) dτ = h(x), a < x < ∞, (35)
where
h(x) = πg1(x). (36)
Making use of Eqs. (27), (29), (30) and (36) we can write the solution of the dual integral
equations in the following form:
A(τ) = τf
π
tanh(f τ)
[ a∫
0
Ω(α)P− 12 +i τc
[
cosh(αc)
]
sinh(αc) dα
+
∞∫
a
ω(α)P− 12 +i τc
[
cosh(αc)
]
sinh(αc) dα
]
, (37)
where
Ω = n1(α) = c
√
2
π
α∫
0
g′(x) dx
[cosh(αc) − cosh(xc)] 12
, (38)
ω = n2(α) = c
√
2
π
∞∫
α
h(x) dx
[cosh(xc) − cosh(αc)] 12
. (39)
When f = π , the solution of the dual integral equations (34) and (35) is given by
[1, pp. 1230–1231] in Eq. (3.6) of his paper. Our solution and Babloian’s solution [1]
are the same and they are only correct if g(0) = 0. This is the only new condition which
should have been imposed in the Babloian solution. It is, however not mentioned in his
paper. That condition arises due to differentiation of Eq. (23).
References
[1] A.A. Babloian, The solution of some dual integral equations, Prikl. Mat. Mekh. 28 (1964) 1015–1023,
English transl. in Appl. Math. Mech. 28 (1965) 1227–1235.
[2] B. Noble, The solution of Bessel function dual integral equations by a multiplying-factor method, Proc.
Cambridge Philos. Soc. 59 (1963) 351–362.
[3] P.L. Rosenthal, On a generalization of Mehler’s inversion formula and some of its applications, Ph.D. dis-
sertation, Oregon State University, 1961.
[4] I.N. Sneddon, The Use of Integral Transforms, McGraw–Hill, New York, 1972.
[5] I.N. Sneddon, Mixed Boundary Value Problems in Potential Theory, North-Holland, Amsterdam, 1966.
[6] H.M. Srivastava, K.C. Gupta, S.P. Goyal, The H -Functions of One and Two Variables with Applications,South Asian Publishers, New Delhi, 1982.
B.M. Singh et al. / J. Math. Anal. Appl. 304 (2005) 725–733 733[7] A. Erdelyi, Tables of Integral Transforms, vol. 2, McGraw–Hill, New York, 1954.
[8] F. Oberhettinger, Tabellen zur Fourier Transform, Springer-Verlag, Heidelberg, 1957.
[9] A. Erdelyi (Ed.), Tables of Integral Transforms, vol. 1, McGraw–Hill, New York, 1954.
[10] W. Magnus, F. Oberhettinger, R.P. Soni, Formulas and Theorems for Special Functions of Mathematical
Physics, Springer-Verlag, Heidelberg, 1966.
