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LOCAL INDEPENDENCE OF FRACTIONAL BROWNIAN
MOTION
ILKKA NORROS AND EERO SAKSMAN
Abstrat. Let σ(t,t′) be the sigma-algebra generated by the dierenes Xs−Xs′
with s, s′ ∈ (t, t′), where (Xt)−∞<t<∞ is the frational Brownian motion with
Hurst index H ∈ (0, 1). We prove that for any two distint timepoints t1 and t2
the sigma-algebras σ(t1−ε,t1+ε) and σ(t2−ε,t2+ε) are asymptotially independent
as ε ց 0. We show this in the strong sense that Shannon's mutual information
between the two σ-algebras tends to zero as ε ց 0. Some generalizations and
quantitative estimates are provided also.
1. Introdution
Let X = (Xt)−∞<t<∞ be the standard frational Brownian motion (FBM) with
Hurst index H ∈ (0, 1). Thus, Xt is a entered Gaussian proess with stationary
inrements and variane funtion EX2t = |t|2H (see, e.g., [7, 11℄). The parameter
value H = 12 yields the standard Brownian motion. FBM is a H-self-similar pro-
ess, that is, (Xat)
(d)
=(aHXt), where
(d)
= stands for the equality of nite-dimensional
distributions.
When H 6= 12 , the inrements of X on disjoint time intervals are always dependent
 negatively orrelated for H < 12 and positively orrelated for H >
1
2 . Moreover,
when H > 12 , the sequene X1, X2 −X1, X3 −X2, . . . is long-range dependent. i.e.∑∞
i=1 EX1(Xi+1 − Xi) = ∞ (see [2, 11℄). FBMs with H > 12 are often used in
appliations as a mathematial model for far-reahing dependene.
However, as we show in this paper, `small and distant' events in FBMs are nev-
ertheless asymptotially independent. This holds both as asymptoti orthogonality
of the Gaussian subspaes generated by the proesses (Xt)|t|<1 and (Xn+t−Xn)|t|<1
as n → ∞, and in the stronger sense that the mutual (Shannon) information
I((Xt)|t|<1 : (Xn+t − Xn)|t|<1) is nite and deays to zero as n → ∞. By self-
similarity, this is equivalent to onsidering the inrement proesses around two xed
timepoints, (Xs+u − Xs)|u|<ε and (Xt+u − Xt)|u|<ε, as ε ց 0. We propose to all
this latter property loal independene.
Our paper was motivated by [8℄, where FBM's loal independene property was
needed, but attempts to nd this result from literature were unsuessful. Very
reently, however, J. Piard [9℄ has proven the asymptoti orthogonality result using
a dierent tehnique. The more funtional analyti approah of the present note
has the advantage of giving very preise estimates both for the rate of asymptoti
orthogonality, and for the muh stronger property of asymptotially vanishing mutual
information.
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The struture of the paper is as follows: in the rst setion we briey reall ertain
fats about Sobolev spaes with frational smoothness index  these spaes are the
main tool in our approah. We have tried to make the exposition readable for the
readers with no previous knowledge on these spaes. The seond setion reviews the
basi fats on the Gelfand-Yaglom theory of mutual information between Gaussian
spaes. The third setion ontains the proof of our main results. The results are
obtained in a quantitative form in terms of the relative size of the time intervals
involved. Finally, the fourth setion briey onsiders the higher dimensional ase
and states open questions.
2. Preliminaries I: the frational Sobolev spaes
We shall apply the ommon notation for uninteresting onstants. They will all be
denoted by the letter c, and its value an vary inside a single estimate. The notation
a ∼ b means that the ratio of the (positive) quantities a and b stays bounded from
below and above as the parameters of interest vary. The inner produt of elements
φ and ψ of a Hilbert spae H will be denoted as (φ,ψ)H, and the angle ∢(A,B)
between subspaes A and B of H is dened by
cos(∢(A,B)) := sup
{
(U, V )H
‖U‖H‖VH‖ : U ∈ A,V ∈ B
}
.
Suitable referenes for this setion are e.g. [10, Setion 6℄ or seleted parts of [12℄.
Vastly more information an be found in Triebel's monographs, like [15℄. Atually
only very little of the theory of Sobolev spaes is needed, and we try to be as self-
ontained as possible.
The Fourier transform of a tempered distribution f on Rn is dened as
f̂(ξ) := (2pi)−n/2
∫
Rn
e−ix·ξf(x) dx.
We shall employ the notation 〈λ, µ〉 for the distributional pairing, assuming that it
is well-dened for λ and µ. Reall that the onvolution λ ∗φ is always dened if λ is
a Shwartz distribution and φ ∈ C∞0 (Rn), and its Fourier transform is the produt
(2pi)n/2φ̂ λ̂.Moreover, by the denition of the Fourier transform, the Parseval identity
an be written in the form
〈λ, φ〉 = 〈λ̂, φ̂〉.
Let s ∈ R. The Sobolev spae W s,2(Rn) is dened as the Hilbert spae of tem-
pered distributions f on Rn suh that the Fourier transform f̂(ξ) is a loally inte-
grable funtion with the property
‖f‖s,2 := ‖f‖W s,2 :=
(∫
Rn
|f̂(ξ)|2(1 + |ξ|2)s
)1/2
<∞.(1)
Our normalization onstant for the Fourier transform makes sure that W 0,2(Rn) =
L2(Rn) isometrially.
In the distributional pairing, the isometri dual of W s,2(Rn) isW−s,2(Rn). More-
over, the norm inreases as s inreases, and for integers k ∈N we have that
‖f‖2k,2 ∼
∫
R
(|f(x)|2 +
∑
|α|=k
|f (α)(x)|2) dx.(2)
Obviously all these spaes are translation invariant, and one may verify that multi-
pliation by an element in C∞0 (R
n) is ontinuous.
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We next reall the homogeneous Sobolev spaes W˜ s,2(Rn).The norm is replaed
by
‖f‖fW s,2(Rn) :=
(∫
Rn
|f̂(ξ)|2|ξ|2s dξ
)1/2
<∞.(3)
This norm is ertainly well-dened at least for all f ∈ C∞0 (Rn), although even then
it may take the value ∞ if s < −n/2. In dening the Hilbert spae W˜ s,2(Rn) there
indeed arises some ompliations in the denition, due to the fat that the |ξ|2s an
be either 'too big' or 'too small' near origin. However, for our main result it is enough
to onsider the ase n = 1 and |s| < 1/2, and then these diulties disappear. For
these values of the parameters the homogeneous spaes are simpy dened as the
(inverse) Fourier transform of the weighted spae L2µ(R), where the weight is of the
form µ(dξ) = |ξ|2s. By Cauhy-Shwartz any funtion in this weighted spae is a
loally integrable funtion, and thus denes a distribution in a natural way. On the
other hand, every Shwartz test funtion belongs to this weighted spae, whih an
be used to show that C∞0 (R) ⊂ W˜ s,2 is a dense subset. Moreover, the isometri
duality (W˜ s,2(R))∗ = W˜−s,2(R) holds via the distributional duality
〈φ,ψ〉 =
∫
R
φ(x)ψ(x) dx.
The pairing is originally dened only for test funtions, but it extends to elements
φ ∈ W˜ s,2(R) and ψ ∈ W˜−s,2(R) by ontinuity and density.
We then x s ∈ (−1/2, 1/2) together with an open interval I ⊂ R (I an well be
unbounded) and dene the Sobolev-funtions over this interval. First of all we denote
by W˜ s,20 (I) the losure of C
∞
0 (I) in the spae W˜
s,2(R). Clearly all the elements in
W˜ s,20 (I) are distributions supported on I.We will also need the spae W˜
s,2(I) whih
onsists of restritions of elements of W˜ s,2(R) on the interval I. Thus W˜ s,2(I) =
{g|I : g ∈ W˜ s,2(R)}. This spae is naturally normed by the indued quotient norm
‖f‖fW s,2(I) := inf{‖g‖fW s,2(R) : g|I = f}.
In a similar vain one denes the non-homogeneous spaeW s,2(I) by settingW s,2(I) =
{g|I : g ∈W s,2(R)} and introduing the quotient norm
‖f‖W s,2(I) := inf{‖g‖W s,2(R) : g|I = f}.
This denition makes sense for all s ∈ R. One may easily verify that ‖f‖2W 1,2(I) ∼∫
I(f
′2(x) + f2(x)) dx, where f ′ is the distributional derivative of f.
Sine W˜ s,20 (I) ⊂ W˜ s,2(R) is a (losed) subspae, we dedue by standard Hilbert
spae theory that isometrially
(W˜ s,20 (I))
′ = W˜−s,2(I) and (W˜ s,2(I))′ = W˜−s,20 (I)(4)
through the pairing 〈φ,ψ〉 = ∫I φ(x)ψ(x) dx (extended again by ontinuity). There
is thus a natural isometry G : W˜−s,2(I)→ W˜ s,20 (I) in suh a way that
(φ,Gψ)fW s,20 (I) =
∫
I
φ(x)ψ(x) dx(5)
for smooth elements φ and ψ. Again this extends for any φ ∈ W˜ s,20 (I) and ψ ∈
W˜−s,2(I) by ontinuity.
In the Lemma below the assumption |s| < 12 is ruial.
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Lemma 1. Let s ∈ (−12 , 12) and let I ⊂ R be an open interval of length 1.
(i) Multipliation by the signum funtion extends to a bounded linear operator on
W˜ s,2(R). In other words, ‖χ(−∞,0)f‖fW s,2(R), ‖χ(0,∞)f‖fW s,2(R) ≤ c‖f‖fW s,2(R) for all
f ∈ C∞0 (R). The same statement remains true if W˜ s,2(R) is replaed by W s,2(R).
(ii) W˜ s,20 (I) = {f ∈ W˜ s,2(R) : supp(f) ⊂ I}.
(iii) We have W˜ s,20 (I) = W˜
s,2(I) =W s,2(I) with equivalent norms (the onstant of
isomorphism does not depend on the loation of the interval I).
(iv) There is a ontinuous inlusion W 1,2(I) ⊂ W˜ s,20 (I), and this natural imbedding
is a Hilbert-Shmidt operator.
Proof. (i) The statement is well-known, see [15, First Lemma in Setion 2.10.2.℄.
Atually, up to a onstant the multipliation by the signum funtion orresponds
to the ation of the Hilbert transfrom on the Fourier side. Hene the laim follows
from the fat that |ξ|2s is a Mukenhoupt A2-weight on R for any s ∈ (−1/2, 1/2),
see [13, Corollary, V.4.2, V.6.6.4℄. In a similar way, by heking that (1 + |ξ|2)s is a
Mukenhoupt weight one obtains the statement onerning W s,2.
(ii) Let f ∈ W˜ s,2(R) with supp(f) ⊂ I.We will show that one may approximate
f in norm by the elements of C∞0 (I). The dilation λ → f(λ·) is a ontinuous map
from a neighbourhood of 1 into W˜ s,2(R). Hene, by approximating f with a suitable
dilation we may assume that supp(f) is ontained in I. Finally, we then obtain the
required approximant by a standard molliation.
(iii) By the translation invariane of the spaes, the independene on the loation
of the interval I is obvious. The rst equality is an easy onsequene of parts (i) and
(ii). Towards the seond equality, let us rst verify that C∞0 (I) is dense in W
s,2(I).
By part (i), if f ∈W s,2(I) then also χIf ∈ W s,2(R), where χIf stands for the zero
ontinuation of f to R. Exatly as in part (ii) we show by dilation and onvolution
approximation that χIf is in the losure of C
∞
0 (I) in W
s,2(R), whih learly yields
the laim.
Hene it remains to show that
‖f‖W s,2(R) ∼ ‖f‖fW s,2(R) for f ∈ C∞0 (I).(6)
We may learly assume that I = (0, 1). Let us rst onsider the inequality
‖f‖W s,2(R) ≤ c‖f‖fW s,2(R).(7)
This is immediate if s ≤ 0. If s ∈ (0, 1/2) we hoose a ut-o funtion φ ∈ C∞0 (−1, 2)
suh that φ = 1 on the interval [−1/2, 3/2]. Let us deompose
f = φf1 + φf2,
where f̂1 = χ[−1,1]f̂ , and f̂2 = f̂− f̂1. Then obviously ‖φf2‖W s,2(R) ≤ c‖f2‖W s,2(R) ≤
c‖f‖fW s,2(R). Moreover,
f1(x) =
1√
2pi
∫ 1
−1
eixξ f̂(ξ) dξ, f ′1(x) =
i√
2pi
∫ 1
−1
eixξξf̂(ξ) dξ ,
where, by Cauhy-Shwarz,
∫ 1
−1 |f̂(ξ)|dξ ≤ c‖f‖fW s,2(R). Hene ‖f1‖∞ + ‖f ′1‖∞ ≤
c‖f‖fW s,2(R) and we obtain that ‖φf1‖W s,2(R) ≤ ‖φf1‖W 1,2(R) ≤ c‖f1‖fW s,2(R). By
ombining these estimates (7) follows.
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In turn, the onverse inequality
‖f‖fW s,2(R) ≤ c‖f‖W s,2(R).(8)
is immediate if s ≥ 0. It learly follows for negative s ∈ (−1/2, 0) if we verify that
in our situation ‖f̂‖L∞(−1,1) ≤ c‖f‖W s,2(R). This is seen by observing that
f̂(ξ) =
1√
2pi
〈f(x), φ(x)e−iξx〉,
where sup−1≤ξ≤1 ‖φ(x)e−iξx‖W−s,2(R) ≤ c.
(iv) By part (iii), the laim is a onsequene of the well-known Hilbert-Shmidt
property of the inlusion W 1,2(I) ⊂ W s,2(I). Sine we have not been able to nd
a onvenient referene, the simple proof is skethed here. We may assume that
I = (−1/2, 1/2) so that I ⊂ (−pi, pi] =: T, where T stands for the 1-dimensional
torus. By applying a simple extension one may onsider the spaes in question as
losed subspaes of the orresponding Sobolev spaesH1(T) and Hs(T) on the torus,
where for f =
∑∞
n=−∞ ane
inx
and u ∈ R one sets ‖f‖2Hu(T) =
∑∞
n=−∞(1+|n|)2u|an|2
(see e.g. [10℄). By onsidering the natural orthogonal basis ((1+ |n|)−ueinx)∞n=−∞ we
see that the embedding H1(T) ⊂ Hs(T) is equivalent to the diagonal operator with
the diagonal elements ((1 + |n|)s−1)∞n=−∞. This is Hilbert-Shmidt as
∑∞
n=−∞(1 +
|n|)2s−2 <∞.

We shall need the formula for the Fourier transform of the funtion uα(x) := |x|−α,
where x ∈ Rn and α ∈ (0, n). It is well-known, see e.g. [12, V 1. Lemma 2, p.117℄,
that
ûα(ξ) = dn,α|ξ|α−n, where dn,α := 2n/2−αΓ((n− α)/2)
Γ(α/2)
.(9)
Lemma 2. Assume that s ∈ (−1/2, 1/2).
(i) Let α > 0, α 6= 1 and denote fα(x) = (1 + |x|)−α. Then fα ∈ W˜ s(R) for
α > 1/2− s.
(ii) Let α > 1/2 + s, α 6= 1. Then for any k > 0 there is a onstant c(α, s) > 0
suh that ‖(k − ·)−α‖fW−s,2((−∞,0)) = c(α, s)k1/2+s−α. In other words,
sup
‖φ‖
fW
s,2
0
((−∞,0))
≤1
∫ 0
−∞
(k − x)−αφ(x) dx = c(α, s)k1/2+s−α.(10)
Proof. (i) Choose a smooth ut-o funtion φ ∈ C∞0 (R) suh that φ = 1 in a
neighbourhood of the origin. Compose
fα(x) = φ(x)fα(x)+(1−φ(x))(fα(x)−|x|−α)+(1−φ(x))|x|−α =: g1(x)+g2(x)+g3(x).
Obviously g1 ∈ L1(R) ∩W 1,2(R) ⊂ W˜ s,2(R) for all |s| < 1/2. An easy eastimate
shows that the same holds for g2. Moreover, we observe that (d/dx)g3 ∈ L2(R).
Hene
∫
R
|ξ|2|ĝ3(ξ)|2 < 1. Thus the inlusion g3 ∈ W˜ s,2(R) holds if and only if the
integral
∫ 1
−1 |ξ|2s|ĝ3(ξ)|2 dξ is nite.
Consider rst the ase α > 1. Then g3 ∈ L1(R), so that ĝ3 is bounded and g3 ∈
W˜ s,2(R) for all |s| < 1/2. Assume then that α ∈ (0, 1). Then g3(x)−|x|−α ∈ L1(R),
so that (9) yields |ĝ3(ξ)− d1,α|ξ|α−1| ≤ C. Thus
∫ 1
−1 |ξ|2s|ĝ3(ξ)|2 dξ <∞ exatly for
s > 1/2 − α.
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(ii) The denition of the homogeneous Sobolev norm yields the saling rule
‖φ(k·)‖fW s,2(R) = ks−1/2‖φ(·)‖fW s,2(R). By using this fat, duality, and a substitu-
tion x = ky in the integral we are redued to showing that
sup8<
:
φ∈C∞0 (−∞,0)
‖φ‖fWs(R)≤1
∫ 0
−∞
(1 + |x|)−αφ(x) dx <∞.
By duality this follows immediately from the fat that (1 + |x|)−α ∈ W˜−s,2(R)
aording to part (i) of the Lemma. 
We nally remark that all the results stated in this setion remain valid with
idential proofs for the Sobolev spaes that ontain only real-valued funtions.
3. Preliminaries II: mutual information between Gaussian subspaes
In this setion we present the needed fats from the Gelfand-Yaglom theory of
mutual information between Gaussian subspaes. In order to reall the general on-
ept of mutual information, let (Ω,F , P ) be a probability spae, and let A and B be
sub-σ-algebras of F . The mutual (Shannon) information between A and B is dened
as [4℄
I(A : B) := sup
{Aj}{Bk}
∑
k,j
P(Aj ∩Bk) log
(
P(Aj ∩Bk)
P(Aj)P(Bk)
)
.
Here the supremum is taken over all A-measurable partitions Ω = ⋃nj=1Ak and B-
measurable partitions Ω =
⋃m
k=1Bk of the probability spae (n,m ≥ 1, P(Aj) > 0
and P(Bk) > 0 for all j, k).
For random variables X : Ω → E and Y : Ω → F , where E,F are measurable
spaes, we set I(X : Y ) := I(σ(X) : σ(Y )). Let µX (resp. µY , µ(X,Y )) be the
distribution (measure) of X (resp. Y , (X,Y )) in the spae E (resp. F , E × F ).
Then, one may hek that I(X : Y ) = ∞ if the measure µ(X,Y ) is not absolutely
ontinuous with respet to the produt measure µX ⊗ µY . Moreover, in the ase
where µ(X,Y ) << µX ⊗ µY we denote p = dµ(X,Y )d(µX⊗µY ) and have the formula
I(X : Y ) =
∫
X×Y
log(p) d(µX ⊗ µY ).(11)
The Kullbak-Leibler information haraterizes the shift from a probability mea-
sure µ to another probability measure ν on the same measurable spae, and it is
dened as
IKL(µ : ν) =
{ ∫
log dµdν dν, if µ << ν,
∞, otherwise.
Shannon's mutual information an be expressed in terms of the Kullbak-Leibler
information as
I(A : B) = IKL(P(A,B) : PA ⊗ PB),(12)
where P(A,B) denotes the unique probability measure on (Ω × Ω,A × B) satisfying
P(A,B)(A × B) = P (A ∩ B) for A ∈ A, B ∈ B. Atually, this is obtained from (11)
by letting X (resp. Y ) be the identity map (Ω,F) → (Ω,A) (resp. the identity map
(Ω,F) → (Ω,B)).
The following properties of mutual information are most onveniently proven
through the relation (12).
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Theorem 1. (i) I(A : B) ≥ 0 and equality holds if and only if A and B are inde-
pendent.
(ii) I(A : B) is non-dereasing with respet to A and B.
(iii) If An ↑ A and Bn ↑ B, then I(An : Bn) ↑ I(A : B).
(iv) If An ↓ A and Bn ↓ B, and if I(An : Bn) < ∞ for some n, then I(An : Bn) ↓
I(A : B).
When X and Y are nite-dimensional random vetors suh that (X,Y ) is a non-
degenerate and entered multivariate Gaussian, one may easily ompute by using
(11) that
I(X : Y ) =
1
2
log
det(ΓX) det(ΓY )
det(Γ(X,Y ))
,
where ΓZ denotes the ovariane matrix of a Gaussian vetor Z. In partiular, the
information between random variables X and Y with bivariate entered Gaussian
distribution is
(13) I(σ(X) : σ(Y )) = − log sin∢(X,Y ).
The theory of Shannon information between Gaussian proesses was developed by
Gel'fand and Yaglom [5℄. Their fundamental disovery was that one may express the
information between two losed subspaes A and B of a Gaussian spae G in terms
of the spetral properties of the operator T := PAPBPA, where PA and PB stand for
the orthogonal projetions on A and B, respetively. In order to explain their result,
and for later purposes, we rst reall some basi notions of operator theory.
Let S : E → F be a bounded linear operator between the separable Hilbert spaes
E and F . Let {ei}i∈I be an orthonormal basis for E. The Hilbert-Shmidt norm of
S is dened as
‖S‖HS(E,F ) :=
(∑
i∈I
‖Sei‖2F
)1/2
.
This denition does not depend on the partiular orthonormal basis used. In ase
‖S‖HS < ∞ we say that S is a Hilbert-Shmidt operator. Also it is lear that if E
(resp. F ) is a Hilbert subspae of a larger spae E˜ (resp. F˜ ), then ‖SPE‖HS( eE, eF ) =
‖S‖HS(E,F ). In this sense it is not important to keep exat trak on the domain of
denition and image spaes, and one usually abbreviates ‖S‖HS(E,F ) = ‖S‖HS . For
produts of bounded linear operators between (perhaps dierent) Hilbert spaes we
have
‖TS‖HS ≤ ‖T‖HS‖S‖ and ‖ST‖HS ≤ ‖S‖‖T‖HS .(14)
Let us then assume, in addition, that S : E → E is self-adjoint and positive
semi-denite, S∗ = S and S ≥ 0. Then one may always dene the trae of S by
setting
tr (S) :=
∑
i∈I
(ei, Sei)
Thus, tr (S) ∈ [0,∞]. In the ase that tr (S) < ∞ we say that S is of trae lass.
Every trae lass operator S is ompat, and sine we also assume S ≥ 0, it has a
dereasing sequene of positive eigenvalues λ1 ≥ λ2 ≥ . . . ≥ 0, where eah eigenvalue
is ounted aording to its multipliity. It follows that
tr (S) =
∑
λk>0
λk.(15)
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We nally observe that if S : E → F is any bounded linear operator, then S∗S ≥ 0
is self-adjoint, and we may ompute
tr (S∗S) = ‖S‖2HS .(16)
Let us then go bak to the situation where A,B are losed subspaes of a Gaussian
Hilbert spae G and state the result of Gelfand and Yaglom. Again PA and PB
stand for the orthogonal projetions to the subspaes A and B, respetively, and
I(A : B) := I(σ{X : X ∈ A} : σ{Y : Y ∈ B}).
Theorem 2. [5℄ Denote T := PAPBPA. The mutual information I(A : B) is nite
if and only if ‖T‖ < 1 (i.e. ∢(A,B) > 0) and the operator T is of trae lass.
Moreover, in this ase
I(A : B) =
1
2
∑
k:λk>0
log(
1
1− λk ),(17)
where λ1 ≥ λ2 ≥ . . . are the eigenvalues of T in the dereasing order repeated aord-
ing to their multipliities.
A nie sketh of the derivation of the formula (17) is inluded in a form of ex-
erises in [3, pp. 6869℄. Assume that T is of trae lass, and let Z1, Z2, . . . be
an orthonormal basis of TG onsisting of eigenvetors orresponding to the non-zero
eigenvalues λ1 ≥ λ2 ≥ . . .. It is not diult to see that {PBZi} is an orthogonal basis
of PBPAPBG, and, moreover, these bases are mutually orthogonal: (Zi, PBZj) = 0
for i 6= j. Sine orthogonality implies independene in the ase of Gaussian random
variables, it follows that the information between σ(A) and σ(B) an be expressed
as the sum of the informations within the pairs (Zi, PBZi), given in (13):
I(A : B) = −
∑
i
log sin∢(Zi, PBZi)
= −1
2
∑
i
log(1− cos2 ∢(Zi, PBZi)) = −1
2
∑
i
log(1− λi).
Note that sine ∢(A,B) = inf i∢(Zi, PBZi), the information between subspaes an
be innite even when they have a positive angle.
By invoking the Taylor series of x 7→ log(1/(1 − x)) we obtain for x ∈ [0, 1) that
x ≤ log( 1
1− x) =
∞∑
k=1
1
k
xk ≤ x+ 1
2
x2(
1
1− x) ≤ x(1 +
x
2(1− x)).(18)
Observe also that T = (PBPA)
∗(PBPA) and ‖T‖ = ‖PBPA‖2. Moreover, λ1 ≤
‖PBPA‖ ≤ ‖PBPA‖HS . By ombining these observations and the fats (15)(18) we
obtain a formulation suitable for our purposes:
Corollary 1. The angle between the spaes A and B satises cos(∢(A,B)) = ‖PBPA‖.
We have I(A : B) <∞ if and only if ‖PBPA‖ < 1 and ‖PBPA‖HS <∞. Moreover,
in this ase
1
2
‖PBPA‖2HS ≤ I(A : B) ≤
1
2
‖PBPA‖2HS
(
1 +
‖PBPA‖
2(1− ‖PBPA‖)
)
(19)
Observe that the above estimate is asymptotially preise in the limit ‖PBPA‖ →
0, or, equivalently, as ∢(A,B)→ pi/2. Espeially this is true in the limit I(A : B)→
0.
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4. Statement and proof of the main results
In this setion we onsider the asymptoti independene of the loal spaes of
FBMs. To be more exat, let us rst dene for any set S ⊂ R
ES := span{Xu −Xv : u, v ∈ S},
and the shorthand notation
Et,ε := E(t−ε,t+ε).
We onsider the following two notions of loal independene.
Denition 1. We say that the stohasti proess X possesses loal independene in
the weak sense, if for any distint t1, t2
∢(Et1,ε, Et2,ε)→
pi
2
as εց 0.
We say that the stohasti proess X possesses loal independene (in the strong
sense), if for any distint t1, t2
I(Et1,ε : Et2,ε)→ 0 as εց 0.
The term `weak' orresponds to its use in `stationarity in the weak sense'.
We will onsider integrals of the form
∫
R
Xtφ(t)dt for smooth and ompatly
supported funtions φ. The denition of the integral poses no problems sine t 7→ Xt
is ontinuous with respet to L2-norm of random variables, whene it an be e.g.
dened as the limit of the orresponding Riemann sums (or as a Bohner integral).
Let us start with two simple lemmata.
Lemma 3. For any T ∈ R and a > 0 the elements∫
R
φ′(t)Xt dt, φ ∈ C∞0 (T, T + a)(20)
are dense in E(T,T+a).
Proof. By observing that
∫
R
φ′(t)Xt dt =
∫
R
φ′(t)(Xt −XT+a/2) dt we see that the
elements in question are ontained in ET,a. Conversely, let φ ∈ C∞0 (R) satisfy∫
R
φ(t) = 1. Denote φε(x) = ε
−1φ(xε). By the L2-ontinuity we have that for any
t1, t2 ∈ (T, T + a)
Xt1 −Xt2 = lim
ε→0
(
∫
R
Xu(φε(t1 + u)− φε(t2 + u)) du.
Observe that we may write ψ′ = φε(t1+ ·)−φε(t2+ ·) for suitable ψ ∈ C∞0 (R). This
yields the laim. 
Next we verify that the L2-norm of a random variable of the form (20) equals the
norm of φ in a orresponding homogeneous Sobolev spae. For later purposes we
rst state an auxiliary result that is valid in all dimensions.
Lemma 4. Assume that H ∈ (0, 1) and the funtions φ,ψ ∈ C∞0 (Rn) satisfy∫
Rn
φdx =
∫
Rn
ψ dx = 0. Then∫
Rn
∫
Rn
1
2
(|u|2H + |v|2H − |u− v|2H)φ(u)ψ(v) dudv(21)
= −2n+2H−1pin/2Γ(n/2 +H)
Γ(−H) )(φ,ψ)fW−n/2−H,2(Rn).
.
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Proof. We rst laim that for α ∈ (0, n)∫
Rn
∫
Rn
|u− v|−αφ(u)ψ(v) dudv = (2pi)n/2dn,α
∫
Rn
|ξ|α−nφ̂(ξ)φ̂(ξ) dξ.(22)
This is immediate by (9) and the Parseval formula sine the left hand side above
an be written as
∫
Rn
gψ dx where g is obtained as the onvolution g = uα ∗ φ,
whene its Fourier transform equals (2pi)n/2dn,α|ξ|n−αφ̂(ξ). By the assumption we
see that the Fourier transforms of φ and ψ satisfy |φ(ξ)|, |ψ(ξ)| ≤ c|ξ| near the origin.
Moreover, they deay polynomially as |ξ| → ∞. These observations verify that the
right hand side of (22) is analyti as a funtion of α in a neighbourhood of the open
line segment α ∈ (−2, n). Sine the left hand side of (22) is likewise analyti in the
same neighbourhood we dedue by analyti ontinuation that (22) holds true for all
α ∈ (−2, n). The laim follows as we substitute α = −2H in (22) and observe that
by Fubini the terms |u|2H and |v|2H make no ontribution to the integral in the left
hand side of (21). 
Corollary 2. Let H ∈ (0, 1) and assume that φ1, φ2 ∈ C∞0 (R) are real-valued. Then
E
(
(
∫
R
φ′1(t)Xt dt)(
∫
R
φ′2(t)Xt dt)
)
= aH(φ1, φ2)fW 12−H,2 ,
where aH := sin(piH)Γ(1 + 2H) > 0. Espeially, there is an isometri and bijetive
isomorphism J : E(−∞,∞) → W˜ 1/2−H,2(R) so that for eah interval (t, t′) ⊂ R we
have J(E(t,t′)) = W˜
1/2−H,2
0 ((t, t
′)).
Proof. Let us denote
A := E
(
(
∫
R
φ′1(t)Xt dt)(
∫
R
φ′2(t)Xt dt)
)
By the denition of the frational Brownian motion with the Hurst parameter H ∈
(0, 1) we have
A =
1
2
∫
R×R
φ′1(u)2φ
′(s)(|s|2H + |u|2H − |s− u|2H) ds du(23)
= aH(φ
′
1, φ
′
2)fW−1/2−H,2 = aH(φ1, φ2)fW 12−H,2 .(24)
Above we used Lemma 4 to obtain the rst equality. Observe that the funtions φ′1
and φ′2 automatially have mean zero. The last equality follows diretly from the fat
that the Fourier transfrom of φ′j equals iξφ̂j(ξ), j = 1, 2. The onstant is simplied
by applying the standard formulas for the Gamma funtions, see e.g. [1, 5.2.4℄. The
last statement of the Corollary follows immediately by Lemma 3. 
Remark 3. Note that aH takes the value 1 for H = 1/2 and tends to zero as H → 1−
or H → 0+.
Let us observe that if the supports of φ1 and φ2 are disjoint, we are free to integrate
by parts in (23) and obtain the formula
E
(
(
∫
R
φ′1(t)Xt dt)(
∫
R
φ′2(t)Xt dt)
)
(25)
= H(2H − 1)
∫
R×R
φ1(u)φ2(v)
|u− v|2−2H dudv.
Here it is interesting to observe the sign of the fator H(2H − 1) for dierent values
of the Hurst parameter H.
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We are now ready to prove the main result of the paper.
Theorem 4. Frational Brownian motions with H ∈ (0, 1) possess loal indepen-
dene. Moreover, there is a onstant rH ≥ 0 (with rH > 0 for H 6= 1/2) suh
that
cos(∢(Et1,ε, Et2,ε) = rH(ε/|t1 − t2|)2−2H +O(ε3−2H) as ε→ 0,
and (with some δH > 0)
I(Et1,ε : Et2,ε) =
1
2
r2H(ε/|t1 − t2|)4−4H +O(ε4−4H+δH ) as ε→ 0.
Proof. By saling invariane and stationarity it is equivalent to show that
cos(∢(E(0,1), E(k,k+1))) = rHk
2H−2 +O(k2H−3) as k →∞ and(26)
I(E(0,1) : E(k,k+1)) =
1
2
r2Hk
4H−4 +O(k4H−5) as k →∞.(27)
Denote s := 1/2 − H ∈ (−1/2, 1/2) together with A := W˜ s,20 (k, k + 1) and B :=
W˜ s,20 (0, 1), onsidered as subspaes of the Hilbert spae W˜
s,2(R). Let PA (resp. PB)
stand for the orthogonal projetion on A (resp. B). We will onsider the operator
S := PB : A→ B.
Sine S = (PBPA)|A and (PBPA)|A⊥ = 0, we obtain that ‖S‖ = ‖PBPA‖ and
‖S‖HS = ‖PBPA‖HS . Hene Corollaries 1 and 2 yield that
cos(∢(E(0,1), E(k,k+1))) = ‖S‖(28)
and
1
2
‖S‖2HS ≤ I(E(0,1), E(k,k+1)) ≤
1
2
‖S‖2HS(1 + ‖S‖)(29)
as soon as ‖S‖ < 1/2.
In order to estimate the norm and the Hilbert-Shmidt norm of the operator S
we will make use of the deay of the kernel in (25), and the even faster deay of its
derivatives. For that end we need to rst fatorize S properly through a suitable
integral operator. Assume thus that k ≥ 2 and φ ∈ C∞0 (k, k + 1) ⊂ A. Then by
denitions and formula (25) we see that Sφ ∈ B is the unique element that satises
for eah ψ ∈ C∞0 (0, 1)
(Sφ,ψ)fW s,20 (0,1) = (φ,ψ)fW s,20 (R) = H(2H − 1)
∫
(0,1)×(k,k+1)
φ(y)ψ(x)
|x− y|2−2H dxdy
=
∫ 1
0
ψ(x)(Rφ)(x) dx,(30)
where R stands for the integral operator
Rφ(x) := H(2H − 1)
∫
(k,k+1)
φ(y)
|x− y|2−2H dy.
By the smoothness of the kernel we immediately see that R is well-dened and, in
fat
R (W˜ s,20 (k, k + 1)) ⊂W 1,2((0, 1)).
Let G : W˜−s,2(0, 1) → W˜ s,20 ((0, 1)) be the isometri isomorphism from (5). Aording
to (30) we may fatorize
S = GR.
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Let V : W˜ s,20 (k, k + 1)→ W˜−s,2(0, 1) stand for the one-dimensional operator
V φ(x) :=
∫
(k,k+1)
φ(y) dy, for x ∈ (0, 1).
Thus V φ is onstant on (0, 1). We deompose
S = H(2H − 1)k2H−2GV +G(R−H(2H − 1)k2H−2V ).
If we show that
‖
(
R−H(2H − 1)k2H−2V
)
: W˜ s,20 (k, k + 1)→ W˜−s,2(k, k + 1)‖HS(31)
= O(k2H−3),
then, aording to (28)-(29) and the fat that for the one-dimensional operator GV it
holds that ‖GV ‖HS = ‖GV ‖ (the value is independent of k), both of the asymptotis
in (26) follow immediately. Here we also keep in mind that the Hilbert-Shmidt norm
always dominates the operator norm.
Observe towards (31) that for x ∈ (0, 1) and φ ∈ C∞0 (k, k + 1) we may write(
(R − (H(2H − 1)k2H−2V )φ)(x) = c∫
(k,k+1)
u(x, y)φ(y) dy,
where a simple omputation shows that the the kernel u(x, y) = |x− y|2H−2−k2H−2
satises
‖(( d
dx
)α(
d
dy
)βu
)
(x, ·)‖L∞(k,k+1) ≤ ck2H−3, α, β ∈ {0, 1}, x ∈ (0, 1).
By Lemma 1(iii) we have ‖ · ‖fW−s,2((k,k+1)) ≤ ‖ · ‖W 1,2((k,k+1)). Hene the previous
estimates yield for xed x ∈ (0, 1) the estimate
‖u(x, ·)‖fW−s,2((k,k+1)) ≤ ‖u(x, ·)‖W 1,2((k,k+1)) ≤ c′k2H−3(32)
and, similarly
‖( d
dx
)u(x, ·)‖fW−s,2((k,k+1)) ≤ ‖(
d
dx
)u(x, ·)‖W 1,2((k,k+1)) ≤ c′k2H−3.(33)
Assume that ‖φ‖fW s,20 ((k,k+1)) = 1. The duality (4), estimates (32) and (33) show
that
max
α∈{0,1}
‖( d
dx
)α
((
R− (H(2H − 1)k2H−2V )φ)‖L∞(0,1) ≤ c′k2H−3.
This espeially implies that
‖
(
R− (H(2H − 1)k2H−2V
)
: W˜ s,20 (k, k + 1) →W 1,2(k, k + 1)‖ ≤ c2k2H−3.
Let us denote by I : W 1,2((0, 1)) → W˙−s,2((0, 1)) the natural imbedding. Aording
to Lemma 1 (iv) we have ‖I‖HS <∞. We nally obtain
‖(R− (H(2H − 1)k2H−2V ) : W˜ s,20 (k, k + 1)→ W˜−s,2(k, k + 1)‖HS
≤ ‖I‖HS‖
(
R− (H(2H − 1)k2H−2V ) : W˜ s,20 (k, k + 1)→W 1,2(k, k + 1)‖
≤ c3k2H−3.
This establishes (31) and ompletes the proof of the theorem. 
Remark 5. A loser inspetion of the above proof reveals that the onstant rH in
Theorem 4 satises rH = H|2H − 1|‖χ(0,1)‖2fWH−1/2,2(0,1). Espeially, rH tends to
zero as H → 1/2. Moreover, one also heks that it is possible to hoose δH =
min(1, 2 − 2H).
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After Theorem 4 it is natural to ask whether similar phenomena take plae if only
one of the intervals in onsideration tends to a point. The answer is positive again.
Heuristially one might expet that the speed of onvergene is only half of what it
was before, and this atually turns out to be true.
Theorem 6. Let t > 0. Then there are onstants r′H ≥ 0 (with r′H > 0 for H 6= 1/2)
and δ′H > 0 suh that as ε→ 0 one has
cos(∢(E(−∞,0), Et,ε)) = r
′
H(ε/t)
1−H +O(ε2−H) and
I(E(−∞,0) : Et,ε) =
1
2
(r′H)
2(ε/t)2−2H +O(ε2−2H+δ
′
H ) as ε→ 0.
Proof. As in the proof of Theorem 4 we apply saling, Corollaries 1 and 2, and
Lemma 1(iv) to the eet that it is equivalent to verify in the limit k →∞ that we
have
‖S˙‖ = r′HkH−1 +O(kH−2) and ‖S˜‖HS = r′HkH−1 +O(kH−2).(34)
Here S˙ = G˙R˙, where G˙ stands for the natural isomorphism G˙ : W˜−s,2(k, k + 1) →
W˜ s,20 ((k, k + 1)) provided by (5), s := 1/2 −H, and
R˙ : W˜ s,20 ((−∞, 0)) → W˜−s,2(k, k + 1)
is the integral operator
R˙φ(x) := H(2H − 1)
∫ 0
−∞
φ(y)
|x− y|2−2H dy, for x ∈ (k, k + 1).
This time we onsider the auxiliary operator V˙ : W˜ s,20 ((−∞, 0)) → W˜−s,2(k, k+1),
where
V˙ φ(x) := H(2H − 1)
∫ 0
−∞
φ(y)
|k − y|2−2H dy, for x ∈ (k, k + 1).
Thus V˙ is one-dimensional sine its image ontains only onstant funtions.
Aording to Lemma 2 it holds that
‖ |k − ·|2H−2‖fW−s,2((−∞,0)) = ckH−1.
Hene, by one-dimensionality and the duality (4) we infer that
‖V˙ : W˜ s,20 ((−∞, 0)) → W˜−s,2(k, k + 1)‖ = c′kH−1.
By using again the deomposition S˙ = G˙V˙ + G˙(R˙ − V˙ ) we dedue, as in the proof
of Theorem 4, that the one-dimensionality of V˙ and the Hilbert-Shmidt property
of the natural imbedding W 1,2((k, k + 1)) → W˜−s,2((k, k + 1)) (where the Hilbert-
Shmidt norm is independent of k) enable us to dedue (34) as soon as we establish
that
‖(R˙− V˙ ) : W˜ s,20 (−∞, 0)→W 1,2(k, k + 1)‖ ≤ c2kH−2.(35)
Observe that V˙ − R˙ has the integral kernel u˙(x, y) := 2(2H − 1)(|x − y|2H−2 −
|k − y|2H−2). Clearly (35) follows from duality and the estimate
sup
x∈(k,k+1)
‖( d
dx
)αu˙(x, ·)‖fW−s,2((−∞,0)) = O(kH−2) for α ∈ {0, 1}.(36)
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In turn, for α = 1 this estimate is a diret onsequene of Lemma 3. In order to
verify it for α = 0, we x x ∈ (k, k + 1) and apply the same Lemma as follows:
‖u˙(x, ·)‖fW−s,2((−∞,0)) = c‖
∫ x
k
|t− ·|2H−3 dt‖fW−s,2((−∞,0))
≤ c
∫ x
k
‖ |t− ·|2H−3‖fW−s,2((−∞,0))dt ≤ c′kH−2.
In the seond inequality above we made use of the Minkowski inequality for Banah
spae norms. 
The remaining ases are simpler to handle and they are olleted in the following
theorem.
Theorem 7. (i) Let H 6= 12 . Then I(E(−ε,0) : E(0,ε)) =∞ for any ε > 0.
(ii) Let H 6= 12 . Then I(E(−∞,−ε) : E(ε,∞)) =∞ for any ε > 0.
(iii) ∢(E(−∞,0), E(0,∞)) > 0.
(iv) Let t1 < t < t2 be arbitrary. Then for small enough ε > 0 it holds that
I(E(−∞,t1)∪(t2,∞) : Et,ε) ≤ cεH−1.(37)
Proof. (i) Assume the ontrary, that is, I(E(−ε,0) : E(0,ε)) < ∞ for some ε > 0.
Sine FBM possesses loal independene, its innitesimal spae is trivial, that is,⋂∞
n=1E(0,±ε/n) = {0} (otherwise the Gaussian spae would have unountable dimen-
sion; see Proposition 5 of [8℄). By Theorem 1 of [16℄, this implies the orresponding
relation for σ-algebras, i.e.
⋂∞
n=1 σ(E(0,±ε/n)) = {Ω, ∅} up to sets of measure 0 or 1.
Theorem 1 (iv) then yields that limn→∞ I(E(−ε/n,0) : E(0,ε/n)) = I({Ω, ∅} : {Ω, ∅}) =
0. On the other hand, we have I(E(−ε,0) : E(0,ε)) > 0 when H 6= 12 . Now, however,
the self-similarity of FBM implies that I(E(−ε/n,0) : E(0,ε/n)) does not depend on n,
and we get a ontradition.
(ii) By self-similarity, Theorem 1 (iii) and the previous laim, we have
I(E(−∞,−ε) : E(ε,∞)) = lim
n→∞
I(E(−∞,−ε/n) : E(ε/n,∞))
= I(E(−∞,0) : E(0,∞))
≥ I(E(−ε,0) : E(0,ε)) =∞.
(iii) This is an immediate onsequene of Lemma 1(i) and Lemma 3, sine together
they imply that for a dense set of elements X1 ∈ E(−∞,0) and X2 ∈ E(0,∞) we have
that
max(‖X1‖, ‖X2‖) ≤ c‖X1 −X2‖.
(iv) Write A1 = E(−∞,t1), A2 = E(t2,−∞), and B = Et,ε. Sine the angle between
the subspaes A1 and A2 is positive, we see that A := span(A1
⋃
A2) is naturally iso-
morphi (not neessarily isometri) to the diret sum (A1⊕A2)ℓ2 . In this isomorphism
the operator PB : A→ B onjugates to the operator [PB : A1 → B, PB : A2 → B],
whose Hilbert-Shmidt norm is bounded by cε1−H by Theorem 6. This proves the
laim. 
5. Generalizations and open questions
The most natural generalization of FBM to R
n
is the Levy FBM, whih is dened
as the Gaussian proess Xu indexed by the parameter u ∈ Rn and having the
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ovariane struture
EXuXv =
1
2
(|u|2H + |v|2H − |u− v|2H).
Here H ∈ (0, 1). As in the one-dimensional ase this proess has a version that has
Hölder ontinuous realizations. We refer to [6, Chapter 18℄ for the existene and basi
properties of n-dimensional Levy FBM. We will sketh the proof of an n-dimensional
version of Theorem 4. For that end we rst present an auxiliary result.
Lemma 5. Let n ≥ 2 and s ∈ (−n/2 − 1,−n/2). Then there is a onstant c > 0
suh that for every φ ∈ C∞0 (B(0, 1)) with
∫
Rn
φdx = 0 and f ∈ Cn+1(B(0, 1)) it
holds that
|
∫
B(0,1)
fφ dx| ≤ c‖φ‖fW s,20 (B(0,1))
∑
1≤|α|≤n+1
‖Dαf‖
L∞(B(0,1))
.
Proof. Observe that in the left hand side we may replae f by f −m, where m is
the average of f over the ball B(0, 1). Hene we may assume that ‖f‖L∞(B(0,1))
is dominated by ‖Df‖
L∞(B(0,1))
. It follows that it is enough to prove the stated
estimate where one sums over all |α| ≤ n + 1 in the right hand side. But it is
easy to extend f to an element f˜ ∈ W n+1,2(Rn) with norm less than onstant
times
∑
|α|≤n+1 ‖Dαf‖L∞(B(0,1)). The laim follows now by duality sine formally
W n+1,2(B(0, 1)) ⊂ W˜−s,2(B(0, 1)) = W˜ s,20 (B(0, 1))′. 
Theorem 8. Let {Xs}s∈Rn be an n-dimensional Levy FBM with Hurst parameter
H ∈ (0, 1). For any ball B ⊂ Rn let EB be the L2-spae generated by the dierenes
{Xs1 − Xs2 | s1, s2 ∈ B}. Then, if s1 6= s2 the subspaes EB(s1,ε) and EB(s2,ε) are
asymptotially independent as ε→ 0. Moreover, there are positive onstants c1, c2 > 0
suh that
c1ε
2H−2 ≤ cos(∢(EB(s1,ε), EB(s2,ε))) ≤ c2ε2H−2.
Proof. The proof is analogous to the proof of Theorem 4. First of all, the lower
bound is an immediate onsequene of the one-dimensional ase sine the restrition
of the proess to a line through the points s1, s2 is a one-dimensional FBM. In order
to dedue the upper bound we observe that aording to Lemma 4 and an easy
analogue of Lemma 3 the osine of the angle between the spaes is given by the
quantity
A := −1
2
sup
φ,ψ
∫
Rn
∫
Rn
|u− s|2Hφ(u)ψ(s) duds,
where the supremum is taken over all funtions φ ∈ C∞0 (B(0, 1))∩W−n/2−H,20 (B(0, 1))
and ψ ∈ C∞0 (B(ke1, 1)) ∩ W−n/2−H,20 (B(ke1, 1)), with unit norm and zero mean.
Here k = |s1 − s2|/ε > 0. Observe that we used the obvious saling and rotation
invariane of the Levy FBM. By a twofold appliation of Lemma 5 it follows that
A . sup
u∈B(0,1),s∈B(ke1,1)
∑
1≤|α|≤n+1,1≤|β|≤n+1
∣∣DαuDβs (|u− s|2H)∣∣ ∼ k2H−2.

Our results raise several interesting open problems related to loal independene
of stohasti proesses. We expet that the methods of the present paper are pretty
muh restrited to dealing with the FBM, although they may help in obtaining
insights and onjetures regarding the following questions.
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Q.1 Let X = {Xt}t∈R be a Gaussian proess with ontinuous paths and station-
ary inrements. Find neessary and suient onditions for the loal independene
property, e.g. in terms of the spetral measure of X, or in terms of the variane
funtion v(t) = EX2t .
With regards to Question 1, we an note a ouple of obvious obstales for loal
independene. First, if the proess is L2-dierentiable, the value of the derivative
proess belongs to the innitesimal sigma-algebra around a point (see [16℄), and apart
from trivial ases this will destroy loal independene. Seond, periodi proesses,
like the periodi Brownian bridge dened by the variane funtion
v(t) = EX2t = (t mod 1)(1 − (t mod 1)),
learly do not satisfy loal independene for all times. Periodi omponents are
reeted as atoms of the spetral measure. But are non-smoothness and ontinuity
of spetrum already suient for loal independene?
One an also ask for a loal haraterization:
Q.2 Let (Xt) again be a Gaussian proess with stationary inrements. Give
onditions on the variane funtion v(t) in a neighbourhood of the origin and in a
neighbourhood of the point |t1 − t2| that would guarantee loal independene with
respet to points t1, t2.
Q.3 Superposing Brownian bridges with dierent periods, one an probably
build examples of non-smooth proesses where loal independene breaks over any
rational distane. But is it possible to onstrut a ontinuous but non-dierentiable
Gaussian proess with stationary inrements that does not possess loal indepen-
dene over any distane?
Q.4 So far we have only foused on Gaussian proesses. Our information-based
denition of loal independene is, however, meaningful for any kind of stohasti
proess. It is then interesting to ask about the loal independene of various depen-
dent proesses. For example, do frational Lévy proesses have this property?
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