INTRODUCTION
In [7] J. B. Keiler proposes an approach to determining an "optimum checking schedule for a System subject to random failures". His formulation of the problem is a simple case in the calculus of variations. Thus it has been proposed as an example of economie application in two more recent textbooks ( [6] , p. 50; [2] , p. 460), because of the interesting and easy interprét-ation of its necessary conditions. Other authors [8; 3; 4; 5] , which are interested in suboptimal inspection policies for application purposes, refer to the same paper [7] . Kamien and Schwartz ([6] , p. 50) and Guerraggio and Salsa ( [2] , p. 460) change the original infinité horizon problem into a fmite horizon one, but fail to realize some conséquences on the existence of an optimal solution.
B. VISCOLANÏ

OPTIMUM CHECKING SCHEDULE PROBLEM
Let Z be the occurrence time of the flrst failure of a machine which starts working at time 0. Z is a positive random variable with distribution F and continuously differentiable p.d. f. ƒ The status (working or failed) of the machine is inspected at some epochs, at a fixed cost c Q per each inspection, without interfering with the machine running. L (X) is the loss from a failure, where X is the time elapsed after the failure until an inspection detects it and L is a positive and strictly increasing function. C is the total cost incurred for checking and failure in the interval [0, Z + X], where Z+X is the epoch of détection of the fïrst failure. A checking schedule S is defined as an increasing séquence of positive time points:
S={y k :k>l} 9 0<y k <y h + u k^L (
If the schedule S= {y k } is adopted, then y 1 is the epoch of the first inspection, y 2 is the epoch of the second one, . . . Then the problem may be stated as foliows:
P : détermine the checking schedule S= {y k } which minimizes the expectation
where M is the number of inspections necessary to detect the failure. Keiler [7] assumes that the checking schedule dépends on a smooth function n (t), the number of checks per unit time.
Then, after setting r (3)
he restâtes the problem P as the following infinité horizon problem in the calculus of variations: The Euler équation reads, after intégration, as follows:
where a is an intégration constant [7; 6] , Thus, it is necessary first that (5) because the first member of the équation (4) is non-negative. We notice that, if ƒ (f) = 0 for some t<T, then also the second member of (4) must vanish at t, so that a = F(t) and hence, by (5), F(t) = F(T\ Le. ƒ(0 = 0, t^t^T. On the other hand, if/(f) = O and /0)>0, for some f and s, 0<t<s<T, then there does not exist any solution to (4) and the problem has not any optimal solution.
A second necessary condition is the "transversalîty condition" [6; 2] ,
Two cases are possible for it: (i) f(T) = 0, then any solution of (4), with a = F(T\ satisfies (6) IOO; (ii) f(T)^0, then no optimal solution exists. In fact (ii) is the unique interesting case, in view of the typical distributions considered in reliability theory ([!]; [9] , pp. 353-358) and in view of the independent choice of the parameter T. The different behavior of the finite horizon problem, from the infinité horizon one, is due to the fact that the cost of the inspections is not enough for bounding their frequency towards the end of the relevant interval. 
lff(T)>0, as we should assume in gênerai, then an optimal solution must satisfy the terminal condition as an equality:
On the other hand, f(T)>0 implies that f(t)>0, O^t^T, otherwise the Euler équation would not admit any solution.
Then (4) has the solutions, in terms of x',
Let x a be the state function whose derivative is x' a and which vérifies jc fl (O) = O. If there exists such an a>F(T) that (8) is satisfied, x a (T) = x T9 then x a (t) is the global minimum and it is unique. In fact the sufflcient condition ( [10] , p. 43) that [c o x(t) + cjlx' (t)] f (t), be convex as a function of (x, x'), is satisfied. Notice that x' a {t)<x' FiT) {t) y 0£t<T 9 (10) for all a>F(T), so that we have the inequality ).
(ii)
In the opposite, exceptional case that ƒ (T) = 0 and f(t)>0, Of±t<T, (7) is satisfied by any solution of (4) with a = F(T), if it exists; again that solution would be a global minimum of F'.
