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Abstract 
This article is about rhythm from the linguistic and neu-
robiological perspectives. Comparing data from both do-
mains could enable clarification of (long–term) confusion 
in acoustic and conceptual ideas of rhythm as well as 
providing a multidimensional definition of this category 
with solid neurobiological grounding and taking aspects 
of modeling speech production into consideration. 
1. Badania nad rytmem mowy 
Prozodia należała przez wiele dziesięcioleci do zaniedbanych obszarów ję-
zykoznawstwa, ponieważ brak było narzędzi umożliwiających obiektywiza-
cję poczynionych ustaleń, zaś studia morfosyntaktyczne prowadzono bez 
uwzględniania danych suprasegmentalnych. Wyniki badań płaszczyzny 
prozodycznej mowy pozostawały zależne od indywidualnej wrażliwości 
i wnikliwości uczonego oraz jego osobistych preferencji. Wobec trudności 
„substancjalnego” umocowania rytmu w wielu teoriach językoznawczych 
postulowano, aby rytm pozostał „neutralny” względem fizycznych korela-
tów i zastępowano go abstrakcyjną kategorią prominencji. Z tak wyprepa-
rowanych abstraktów tworzono następnie fonologiczne reprezentacje 
płaszczyzny substancjalnej zgodnie z założeniami danej teorii języka. 
Współcześnie, dzięki ogromnemu postępowi, jaki dokonał się w neurobio-
logicznych badaniach nad mózgiem, wiele z wyobrażeń rytmu można 
umieścić w nowym, coraz precyzyjniej udokumentowanym kontekście. 
Przedmiotem rozważań jest porównanie wyników badań nad rytmem 
w aspektach językoznawczym i neurobiologicznym oraz wskazanie wynika-
jących stąd wniosków dla pojęciowego ujęcia kategorii rytmu oraz mode-
lowania procesów produkcji mowy. 
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1.1 Pojecie rytmu w językoznawstwie 
Nie ma jednej definicji rytmu ani zgody wśród badaczy, co do akustycz-
nych jego korelatów. Obszarami, w których poszukiwano ekwiwalentów 
rytmu, były zarówno teoretyczne i impresjonistyczne abstrakty, jak i para-
metry akustyczne (około dwudziestu odrębnych właściwości). Definicje 
rytmu oscylują między ujęciami wąskimi a interpretacjami kompleksowy-
mi. W ujęciach wąskich akcentuje się powtarzalność ekwiwalentnych pod 
względem struktury segmentów mowy (np.: Encyklopedia językoznaw-
stwa ogólnego 1995: 462), pomija się istotną właściwość rytmu, jaką jest 
organizowanie następstwa w czasie wszystkich składników ciągu foniczne-
go i ogranicza manifestacje rytmiczne np.: do akcentu. W interpretacjach 
kompleksowych, rytm reprezentowany jest przez zespół cech czasowych, 
melodycznych dynamicznych przynależnych całej wypowiedzi i interpre-
towany jako struktura nieciągła i nielinearna, której wzajemne relacje 
miedzy elementami powinniśmy dopiero odkryć (Zellner Keller 2002).  
Nie jest jasne, czy rytm w ogóle należy do zjawisk językowych. Zwró-
cono uwagę, iż temporalną strukturę niektórych języków łatwiej jest prze-
widywać w oparciu o dane z psycholingwistyki aniżeli fonologii. W tych 
ujęciach o ostatecznym uporządkowaniu w czasie jednostek językowych 
decydowałby nie rytm „językowy” ale „kognitywny”, wyznaczany czasem 
operacji mentalnych (Zellner Keller 2002). 
 
1.2 Czynniki determinujące rytm w wypowiedzi 
Wśród czynników determinujących rytm w wypowiedzi wymienia się: 
1. lingwistyczne uwarunkowania – określane są przez kod językowy, 
którym posługuje się mówiący; 
2. procesy neurofizjologiczne oraz kognitywne – sposób podziału stru-
mienia wypowiedzi odzwierciedla procesy mentalne towarzyszące 
produkcji mowy: kodowanie, dekodowanie, kontrolę produkcji; 
3. socjolingwistyczne uwarunkowania – w tych samych komunikatyw-
nych sytuacjach ludzie mówią szybciej lub wolniej, czyli ten sam spe-
ech rate dostarcza odmiennych informacji w różnych językach; 
4. pragmatyczne uwarunkowania – prozodyczna struktura mowy znaj-
duje się pod bardzo silną presją konsytuacji, kontekstu, intencji mó-
wiącego; mówienie obejmuje różne, zbieżne w czasie procesy, któ-
rych każdy narzuca własną temporalną charakterystykę; płynność 
wyznaczona jest zdolnością do koordynowania heterogenicznych 
operacji, o różnych czasach przetwarzania, w obrębie jednego złożo-
nego algorytmu, którego celem jest zorganizowana linearnie struktu-
ra; 
5. subiektywne uwarunkowania – dowiedziono, że zarówno typ nie-
płynności jak i częstotliwość ich występowania zdeterminowane są 
osobniczo; różni mówcy wykazują odmienne preferencje, co do ro-
dzaju wykorzystywanych niepłynności, jak również ich zagęszczenia 
w komunikacie. 
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1.3 Teoretyczne modele zjawiska rytmu 
Teoretyczne ujęcie zjawiska rytmu w językoznawstwie wiązało się z wielo-
ma trudnościami. Płaszczyzna suprasegmentalna była usuwana poza na-
wias głównych dociekań (strukturalizm), modelowano ją na podstawie 
wnioskowania dedukcyjnego (generatywizm), rozpatrywano relacyjnie 
i separowano od akustycznych manifestacji (Prince, Liberman 1977; Hayes 
1980), wreszcie uwagę koncentrowano głównie na aspekcie kompetencyj-
nym, a nie produkcyjnym (Teoria Optymalności). Badania substancjalne 
zapoczątkowano w latach osiemdziesiątych. Największą skuteczność 
w predykcji cech prozodycznych wykazują statystyczne modele projekto-
wane na potrzeby syntezy mowy (korelacja około 0.75 – 0.85 dla struktur 
czasowych przewidywanych i realnych) oraz dynamiczny model rytmu 
Barbosy (2007) – korelacja około 0.9 (Keller 2009).  
W poszukiwaniach strukturalistycznych, których przedmiotem były 
segmentalne aspekty mowy ujęcie zjawisk nadbudowanymi nad segmen-
tami (suprasegmentalych) stanowiło poważne wyzwanie. Cel analizy fono-
logicznej określano jako wyodrębnienie z materii dźwiękowej podstawo-
wych jednostek, które są składnikami wyższych hierarchicznie segmentów 
obdarzonych znaczeniem. Po wydzieleniu z substancji fonicznej cech przy-
pisywanym fonemom, pozostawały jeszcze pewne jej właściwości, które nie 
były ani samogłoskami, ani spółgłoskami, lecz atrybutami ponadsegmen-
talnych struktur, takich jak sylaby lub ciągi sylab. Trubiecki (1939) odno-
tował ich istnienie, wyodrębnił (iloczas, akcent, akcent dynamiczny i to-
niczny, intonację, regestr), poczynił wiele wnikliwych spostrzeżeń w kon-
tekście suprasegmentali i pozostawił na marginesie zasadniczych rozstrzy-
gnięć, co do rejestru fonemów, ich relacji w systemie i reguł określających 
porządek pojawiania się elementarnych jednostek w tekście.  
W latach czterdziestych opublikowano prace Blocha (1948) i Harrisa 
(1944), w których dystrybucjonizm został przedstawiony jako teoria języka 
i jednocześnie metoda analizy lingwistycznej. Miejsce elementu w systemie 
określać miała odtąd dystrybucja w tekście, a nie cechy dystynktywne – 
„metafizyczne uroszczenie praskiego koła”. Symultaniczne komponenty 
językowe, takie jak cechy prozodyczne, można zatem było badać i opisywać 
przy pomocy takiej samej metody jak i inne właściwości językowe, abstra-
hując od ich istoty, uwzględniając jedynie „zbiór możliwych połączeń ele-
mentów danego podsystemu języka”(Szulc 1984: 50). Dzięki nowej meto-
dzie (można badać wszystko, o ile reprezentowane jest w ciągu fonicznym) 
i koncepcji nakładania się cech suprasegmentalnych na fonologiczne, zo-
stał przygotowany grunt pod nowe rozstrzygnięcia w dziedzinie prozodii. 
W 1968 roku Chomsky i Halle opublikowali Sound Pattern of English, 
pierwszy, systematyczny wykład fonologii generatywnej. W wymienionej 
wyżej i następnych pracach Chomsky odrzucił dystrybucję elementów 
w tekście, jako metodę ustalania jednostek językowych i ich klasyfikacji. 
W zamian zaproponował nietradycyjną metodę opisu rzeczywistości języ-
kowej – modelowanie, której celem było stworzenie matrycy języka funk-
cjonującej w podobny sposób, co języki naturalne. Dedukcyjne podejście w 
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fonologii budziło zastrzeżenia językoznawców, krytykowano teorię za eks-
tremalnie rozbudowany zbiór reguł oraz zbyt wysoki poziom abstrakcji 
badań. Stampe (1973) zwrócił uwagę, że reprezentacje fonologiczne po-
winny być motywowane fonetycznie, a nie ustanawiane w procesie logicz-
nych dociekań, także naturalne procesy towarzyszące nadawaniu mowy nie 
są tożsame z abstrakcyjnymi regułami. Problem w gramatyce generatywnej 
stanowiły także suprasegmentale. Zasady określające strukturę prozodycz-
ną językowych reprezentacji były niedostatecznie powiązane z fonologią 
tonu, iloczasu i akcentu. Szczególne trudności niosła ze sobą notacja wyso-
kości dźwięku w językach afrykańskich, w których następstwo tonów 
w tekście nie jest zdeterminowane jego segmentalną strukturą („naddane” 
tony nie poddawały się generowaniu). 
Rozwiązanie niektórych z wymienionych problemów zaproponował 
Goldsmith (1976) w fonologii autosegmentalnej. Do graficznej reprezenta-
cji warstwy fonologicznej dodał paralelny zapis tonów otrzymując dwu-
płaszczyznową notację: segmenty, tony. 
Prince i Liberman (1977) przedstawili reinterpretację generatywnej 
teorii akcentu – (metrical theory) – w której dalekie od tradycyjnych ujęć 
definicje przycisku, rytmu i ich notacji, miały skutkować ograniczeniem 
liczby postulowanych reguł transformacyjnych oraz poziomów zapisu fo-
nologicznych reprezentacji. Dotychczas akcent utożsamiany był (zgodnie 
z tradycją strukturalistyczną) z „cechą” właściwą reprezentacjom fonolo-
gicznym, takich jednostek jak sylaba lub fonem, które tę cechę „posiadały” 
lub były jej pozbawione (Hayes 1980). Prince i Liberman rozpatrywali ak-
cent relacyjnie; ich zdaniem żadna jednostka językowa nie jest „sama 
w sobie” wyróżniona akcentowo, staje się „akcentowana”, jeśli w sąsiedz-
twie obecne są nienacechowane, słabe segmenty. Nie można zatem podać 
definicji akcentu jako takiego, można jedynie powiedzieć, że dany element 
jest słabszy bądź silniejszy od pozostałych, przyległych do niego jednostek. 
Nie ma również znaczenia, jakie są fonetyczne korelaty akcentu, z formal-
nego punktu widzenia liczą się jedynie różnice między segmentami, stąd 
pojęcie akcentu zastępowano konsekwentnie kategorią prominencji – abs-
trakcyjnie interpretowanej relacji. Mimo nie zawsze spójnych rozstrzygnięć 
obu teoriom Goldsmitha i Prince’a, Libermana należy przyznać wyjątkowe 
miejsce w historii fonologii. Badacze zgodnie oceniają, iż obie idee: auto-
nomicznej, autosegmentalnej warstwy, jak i rytmu – głębinowej struktury 
o ogromnym zasięgu oddziaływania, określiły na wiele lat zakres poszuki-
wań w dziedzinie prozodii (Kenstowicz 1994). 
Elizabeth Selkirk (1980, 1982, 1986) znacznie ograniczyła rolę akcentu 
w formowaniu fonologicznych reprezentacji. Jej zdaniem, konstrukcji ryt-
micznej stopy nie determinował akcent, lecz przeciwnie, to budowa stopy 
określała prominentne sylaby. Selkirk wskazała również na konieczność 
skoncentrowania badań na problemie sylaby i uznania jej wyjątkowego 
statusu wśród jednostek gramatycznych, jako formy organizującej fonemy 
w uniwersalną, określoną, co do budowy, strukturę (rhyme, onset). Stopy 
(dotychczas nie uwzględniane w analizach generatywnych) reprezentowały 
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strukturę metryczną frazy, były jednostkami mniejszymi od wyrazów 
i większymi od zgłosek, które konstytuowały. 
Stopa posłużyła jako uniwersalna kategoria różnicująca w klasyfikacji 
typologicznej języków świata (Hayes 1980, 1981, 1985). Studia nad akcen-
tem w ujęciu metrycznym kontynuowali Prince (1983), Halle, Vergnaud 
(1987) oraz Dreszer, Kaye (1990). 
Podjęto wieloaspektowe studia prozodyczne. Pierrehumbert (1980) 
analizowała kontury intonacyjne języka angielskiego i ich związek z akcen-
tem melodycznym oraz akcentowaną sylabą. McCarthy & Prince (1986) 
zaproponowali włączenie takich kategorii prozodycznych jak sylaby i stopa 
metryczna w obręb badań morfologicznych, zwracając uwagę na głębokość 
interwencji struktur prozodycznych w podsystemy języka, tradycyjnie se-
parowane od zjawisk suprasegmentalnych. Paul Kiparsky (1982, 1985) 
przedstawił Lexical Phonology jako model fonologii prozodycznej, w której 
relacje między płaszczyznami morfologiczną i fonologiczną uznano za kry-
tyczne dla analizy wielu fenomenów językowych. 
Od roku 1993, daty wydania Teorii Optymalności Prince’a i Paul Smo-
lensky’ego, fonologia generatywna została zdominowana przez badania 
skupione wokół problemów ograniczeń i Uniwersalnej Gramatyki. Wydaje 
się, że Teoria Optymalności została zaprojektowana jako szablon lingwi-
stycznej kompetencji, a nie performancji. Jest teorią wysoce sformalizo-
waną, nazbyt abstrakcyjną, by stanowić model percepcji i produkcji. Pana-
cea zaproponowane w ostatnich latach przez zwolenników teorii, takie jak 
inkorporowanie native probabilistic constraints do założeń OT lub wpro-
wadzenie wielu „wrodzonych” równoległych, wielopoziomowych gramatyk, 
z logicznego punktu widzenia, mogą w ogóle nie posiadać desygnatów, po-
nieważ nie poddają się dedukcji, zaś o ich faktycznej egzystencji nic powie-
dzieć nie potrafimy. Wydaje się zatem, że wyjaśnienia regularności i wa-
riancji obserwowanych w języku należy szukać poza systemem językowym 
jako takim, wśród tak zwanych czynników substancjalnych, przez wiele 
dekad ignorowanych przez lingwistów, bo nie przynależnych językowej 
formie. 
Badania substancjalne zainicjowano w latach osiemdziesiątych. Ich ce-
lem było ustanowienie phonetic grounding dla opisywanych przez fonolo-
gię struktur fonologicznych. Poszukiwania zmierzały w różnych kierun-
kach: określenia korelatów cech prozodycznych oraz realizacji fonetycznej 
abstrakcyjnych form językowych (Pierrehumbert, Beckman, Ladd 1996), 
(Beckman i in.. 1992), (Beckman, Cohen 2000), (Tabain, Perrier 2005); 
nabywania sztucznego języka (Pierrehumbert, Beckman, Ladd 1996); mo-
delowania cech prozodycznych na potrzeby syntezy mowy: intonacji 
(’t Hart 1979), (Pierrehumbert 1981), (Taylor 2000), iloczasu (Klatt 1979), 
(Campbell, Isard 1991), (Local, Ogden 1997); zagadnienień frekwencji form 
w leksykonie (Ernestus, Baayen 2002). 
Podsumowując należy zauważyć, że relacyjny, wysoce abstrakcyjny 
aspekt wielu teorii umożliwił sformułowanie przesłanki o „neutralności” 
rytmu wobec jego fizycznych korelatów i zastąpieniu pojęcia akcentu kate-
gorią prominencji – abstrakcyjnie interpretowanego odniesienia. Z tak 
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wypreparowanych abstraktów tworzono następnie fonologiczne reprezen-
tacje płaszczyzny substancjalnej zgodnie z założeniami danej teorii języka. 
W efekcie mimo wielu osiągnięć (np. teoria sylaby) z rozsianych w różnych 
koncepcjach stwierdzeń trudno zbudować uniwersalną teorię rytmu lub 
chociażby znaleźć miejsca wspólne. Brak odwołań do fonetycznych realiza-
cji czyni większość koncepcji wzajemnie nieprzenikliwymi, ponieważ nie 
istnieje płaszczyzna porównania. 
 
1.4 Linearne i hierarchiczne modele rytmu  
W językoznawstwie porównawczym fakt, iż języki różnią się między sobą 
także w aspekcie rytmicznym, stał się przedmiotem wielu dociekań. Zapro-
ponowano linearne i hierarchiczne koncepcje zjawiska rytmu. W modelach 
linearnych zakładano, że rytm opiera się na powtarzalności pewnych 
ekwiwalentnych i równoważnych jednostek (np. sylab, stóp, interwałów 
spółgłoskowych, samogłoskowych, odcinki reprezentujące różne stopnie 
otwarcia w skali sonorności). W hierarchicznych modelach zjawiska rytmu 
przyjęto, że rytm to następstwo bitów w czasie, zróżnicowanych co do war-
tości, interpretowanych akustycznie bądź audytywnie. Rozstrzygnięcia za-
proponowane w obu modelach okazały się kontrowersyjne. Arvaniti 
(2009) zauważyła, że dotychczasowe miary używane do opisywania rytmu 
w różnych językach nie zawsze są godnymi zaufania wskaźnikami tego zja-
wiska. Rytmiczna klasyfikacja języków oparta na rozróżnieniu syllable–
timed i stress–timed jest problematyczna i trudna do pogodzenia z danymi 
percepcyjnymi. Pojęcie rytmu jest mieszane z odrębną od niego dystynk-
cją, jaką stanowi timing. Timing odnosi się do iloczasowej charakterystyki 
reprezentacji fonetycznych (synchronizacja w czasie), podczas gdy rytm to 
powtarzalność, ekwiwalentność elementów rozciągłych w czasie. Podsu-
mowując wkład modeli linearnych do „ogólnej teorii rytmu” należy docenić 
ewolucję, jaką przebyły teorie od koncepcji rytmu w języku, dokumento-
wanych impresjonistycznie, do rytmu wypowiedzi, dla których postuluje 
się poszukiwanie akustycznych korelatów, także wśród parametrów do-
tychczas konsekwentnie pomijanych takich jak: natężenie dźwięku, gło-
śność, realizacja segmentalna (segment quality), wysokość, intonacja. 
Wartościowe jest także odnajdywanie elementarnych jednostek rytmicz-
nych poza fonologicznym kanonem (interwały samogłoskowe, spółgłosko-
we, a nie np. wyrazy). Z drugiej strony patrząc, deprecjacja sylaby w mode-
lach linearnych rytmu wydaje się kontrowersyjna, zważywszy, iż najpraw-
dopodobniej czas trwania zgłoski to czas, w którym następuje integracja 
danych słuchowych (Moore 1989). Na uwagę zasługuje także dążenie do 
stworzenia interdyscyplinarnego modelu rytmu, raczej psycho-
akustycznego niż tylko akustycznego lub fonologicznego.  
Ocena dorobku twórców modeli hierarchicznych jest również kłopo-
tliwa. Wprowadzenie procesów kognitywnych, pojęcia timingu, centrum 
spostrzeżeniowego (P–centre) oraz czasu „rzeczywistego” do badań nad 
rytmem stanowi niewątpliwie postęp w badaniach językoznawczych. 
Szczególnie zasługuje na uwagę, znalezienie akustycznych korelatów dla 
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rytmu rozumianego jako następstwo zróżnicowanych, co do wartości, bi-
tów. Z drugiej strony niereprezentatywne próby: zwykle kilkoro uczestni-
ków, mowa elicytowana, wypreparowany lingwistyczny materiał, sztuczne 
warunki studyjne pozwalają wątpić, czy wyniki eksperymentów wolno nam 
rozszerzać na mowę spontaniczną. 
1.5 Akustyczne korelaty rytmu 
Dla wielu wyobrażeń o rytmie brak jest fizykalnej bazy. Tajima (1998) 
zwrócił uwagę, że akustycznych korelatów rytmu poszukiwano przywołując 
różnorodne kategorie – konstrukty teoretyczne i parametry akustyczne: 
Ø budowa sylaby; 
Ø czas trwania sylab; 
Ø odsetek interwałów samogłoskowych w wypowiedzi; 
Ø odchylenie standardowe interwałów spółgłoskowych; 
Ø okresowa, kolejna zmienność w obrębie: 
o interwałów ograniczonych początkami samogłosek, 
o interwałów ograniczonych końcem i początkiem kolejnych 
samogłosek, 
Ø procentowy udział obstruentów i sonornych w ciągu mowy; 
Ø przebieg amplitudy; 
Ø wzorzec timingu; 
Ø następstwo samogłosek i niesamogłosek; 
Ø obecność lub brak akcentu; 
Ø poziom, na którym funkcjonuje intonacyjna granica; 
Ø podobieństwo lub jego brak w obrębie segmentów; 
Ø hierarchiczne zależności miedzy elementami; 
Ø czas trwania fragmentów ciągu fonicznego między kolejnymi 
akcentami; 
Ø czas trwania sylab, a granica grupy, początek grupy, koniec grupy, 
jednostki przygraniczne; 
Ø relacje między strukturą akcentową a czasem trwania jednostek; 
Ø izochronia – może dotyczyć czasu trwania sylab lub interwałów 
dzielących sylaby akcentowane; 
Ø zależność między czasem trwania sylab i głosek a bliskością 
akcentu.  
Klasyfikacje oparte na strukturze sylaby okazały się niekontrowersyj-
ne, ponieważ uzależniono je od systemu dyskretnego – segmentalnego in-
wentarza i fonotaktycznych regularności, specyficznych dla danego języka. 
Ponadto zasady opisujące strukturę sylaby wydają się obowiązywać gene-
ralnie. Zdaniem F. Cumminsa (2002) fonologia autosegmentalna i Teoria 
Optymalności dostarczyły dobrze uzasadnionych i empirycznie potwier-
dzonych założeń leżących u podstaw rytmicznej klasyfikacji języków. Od-
miennie ocenia wkład obu kierunków w teorię rytmu Tajima (1998). Za-
uważa, iż w większości prac z dziedziny fonologii iloczasowe i dynamiczne 
właściwości sygnału mowy są rozpatrywane zgodnie z założeniem o istot-
ności kategorii prominencji. Tymczasem rytm mowy jest czymś więcej ani-
żeli następstwem silnych i słabych sylab. 
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Także Zellner Keller (2002) wskazuje, że czas trwania sylab i występo-
wanie pauz nie są ściśle związane ze strukturą akcentową i morfosyntak-
tyczną języka francuskiego; temporalną strukturę języka francuskiego ła-
twiej przewidywać w oparciu o dane z psycholingwistyki aniżeli fonologii. 
W swoich badaniach traktuje rytm mowy jako kognitywną konstrukcję 
o nieciągłej, nielinearnej budowie obejmującej wiele obszarów, których 
korelaty i powiązania między nimi powinniśmy odkryć. Organizacja tem-
poralna mowy opiera się, jej zdaniem, na kombinacji ilościowych i jako-
ściowych parametrów zespolonych w lingwistyczne i psycholingwistyczne 
struktury. Kluczem do ich ustanowienia są temporalne granice i czas trwa-
nia jednostek językowych (występujących pojedynczo lub zorganizowanych 
w grupy). 
Poszukiwania Zellner Keller można umieścić w szerszej perspektywie, 
wieloaspektowych badań nad produkcją i percepcją mowy. Nowe podejście 
w tradycyjnej nauce o składni zaproponowano w pracach: Ellis (1998); El-
man (1999); MacWhinney (1999); Menn (2000); O’Grady (2005). W arty-
kule „Language without Grammar” O’Grady scharakteryzował potencjał 
tego stanowiska dla lingwistyki. Emergentyści zakładają, że byty językowe 
można opisywać i wyjaśniać lepiej poprzez odniesienie ich do pozajęzyko-
wych czynników i ich oddziaływania, aniżeli eksplorując tradycyjną grama-
tykę. Rejestr nowych, dotychczas nie uwzględnianych, aspektów w anali-
zach składniowych obejmuje: fizjologię, percepcję, procesy pamięci i prze-
twarzania informacji, pragmatyczne i społeczne interakcje, własności wej-
ścia, procesy uczenia się. Celem studiów jest zbudowanie teorii wytwarza-
nia zdania, która zaoferuje możliwość myślenia o języku bez gramatyki, 
czyli zbliżenie do gramatycznych problemów bez odniesienia do grama-
tycznych zasad. Nowy model powinien odzwierciedlać proces składania 
zdań ze słów w real time, czyli czasie rzeczywistym, obejmującym kodowa-
nie i rozumienie powstającej wypowiedzi. Zdaniem emergentystów wiedza 
językowa, to wiedza niespecyficzna i wiele zjawisk obserwowanych w an-
gielszczyźnie mówionej da się wyjaśnić odnosząc się jedynie do własności 
procesora odpowiedzialnego za wiedzę proceduralną i pamięć operacyjną. 
 
2. Rytm w perspektywie neurobiologicznej 
Dla rozważań nad rytmem w języku ważne jest udzielenie odpowiedzi na 
podstawowe pytania: jakie czynniki neurofizjologiczne warunkują płynne 
nadawanie mowy? Jak przebiegają procesy produkcji i rozumienia mowy 
w aspekcie rytmu? Jakie czynniki zaburzają płynność mowy? Wyczerpują-
cych odpowiedzi na wymienione wyżej pytania jeszcze nie znamy. Frag-
mentaryczne doniesienia zawierają prace poświecone: biologii molekular-
nej przetwarzania informacji przez komórki nerwowe, badania nad powią-
zaniami między mózgiem a układami odpornościowym, krwionośnym, 
hormonalnym, poszukiwania w obrębie neuroinformatyki oraz patologii 
mowy (badania nad afazją, jąkaniem, aprozodią). 
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2.1 Uwagi o funkcjonowaniu układu nerwowego 
Wiele powszechnie dotąd panujących sądów na temat funkcjonowania mó-
zgu zrewidowano w ostatnich latach, co może oznaczać konieczność zmia-
ny podręcznikowego modelu opisującego działanie układu nerwowego 
na poziomie komórkowym. Odkrywa się coraz to nowe mediatory (neuro-
przekaźniki) i opisuje nieznane dotychczas sposoby przekazywania infor-
macji (Skangiel–Kramska 2005: 43).Do niedawna działanie układu ner-
wowego przedstawiano następująco: potencjały czynnościowe (sygnały 
elektryczne) rozprzestrzeniają się w obrębie neuronów oraz niektórych 
typach połączeń komórkowych (np. w mięśniach). Sygnały chemiczne wy-
korzystywane są do komunikacji w obrębie synaps, czyli szczelin między-
komórkowych. Jedyne komórki zdolne do przewodzenia impulsów elek-
trycznych to neurony, a glej i macierz zewnętrznokomórkowa pełnią głów-
nie funkcje podporowe i odżywcze. W ostatnich latach wykazano, że neuro-
transmitery mogą być uwalniane przez same aksony, a nie tylko zakończe-
nia aksonów, jak dotychczas sądzono (Kukley 2007). Zaobserwowano sy-
napsy pobudzone do wydzielania neuroprzekaźników nie tylko przez po-
tencjały czynnościowe, ale również przez inne związki chemiczne zdolne do 
przemieszczania się wzdłuż włókien nerwowych (Ziskin i in.. 2007), co 
oznacza, że neurony komunikują się ze sobą nie tylko poprzez przekazywa-
nie potencjału czynnościowego, ale również bez jego udziału. Zauważono, 
że w dorosłym mózgu mogą przebiegać procesy neurogenezy, regeneracji i 
reorganizacji sieci neuronalnej. Rewolucyjne odkrycie stanowiły obserwa-
cje, iż w procesie przekazywania informacji biorą również udział komórki 
glejowe i białka macierzy zewnątrzkomórkowej. Dowiedziono, że również 
glej jest zdolny do generowania potencjałów czynnościowych (Káradóttir 
i in. 2008). Co więcej, ponieważ komórki glejowe są połączone nie tylko z 
innymi komórkami glejowymi, ale również komórkami nerwowymi i na-
czyniami krwionośnymi (Fields, Stevens–Graham 2002) udział gleju 
w opracowywaniu informacji może być znacznie większy niż dotychczas 
przypuszczano.  
Połączenia między komórkami nerwowymi są selektywne – nie każda 
z każdą, ale każda z pewnym zespołem komórek. Zespoły komórek, wyspe-
cjalizowane w odbieraniu i opracowywaniu bodźców określonego typu, 
tworzą układy funkcjonalne albo systemy operacyjne. Systemy te są zorga-
nizowane hierarchicznie umożliwiając: szybkie rozprzestrzenianie sygnału 
odebranego przez pojedynczą komórkę na całą sieć i integrację aktywności 
wielu komórek. Dzięki współpracy komórek nerwowych w obrębie zespo-
łów komórkowych możliwe jest dokonywanie obliczeń w milisekundowej 
skali czasu, co ma szczególne znaczenie dla mowy. 
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2.2 Rola wartości parametrów środowiska we-
wnętrznego w procesach związanych 
z mową 
Płynne nadawanie mowy jest uzależnione od wielu czynników, jednym 
z najważniejszych z nich wydaje się utrzymanie w równowadze wartości 
parametrów środowiska wewnętrznego organizmu. O tym, jak wrażliwe 
na zachwiania równowagi w organizmie są procesy nadawania mowy, 
świadczą badania nad osobami z deficytami neurologicznymi. Zaburzenia 
homeostazy pochodzenia egzo- i endogennego wiążą się na ogół z trudno-
ściami w utrzymaniu rytmu mowy o różnym nasileniu. Homeostaza to 
termin używanym dotychczas w fizjologii i psychologii zdrowia dla okre-
ślenia stanu równowagi w organizmie bądź mechanizmu umożliwiającego 
jednostkom adaptację do zmiennych bodźców. W neurobiologii pojęcie 
homeostazy zostało zaadaptowane do opisu zjawisk o różnym poziomie 
złożoności począwszy od procesów w obrębie komórki (równowaga między 
procesami pobudzenia i hamowania), aż po relacje między układami od-
rębnych narządów. Poniżej zostaną przedstawione związki miedzy rytmem 
okołodobowym, układem nerwowym, odpornościowym, krwionośnym, 
hormonalnym a stanem równowagi w organizmie w kontekście procesów 
nadawania i rozumienia mowy.  
Rytm okołodobowy to naprzemienność stanów czuwania i snu. Oba 
stany cechuje odmienna aktywność nerwowa różnych podsystemów funk-
cjonalnych. Zaburzenie równowagi miedzy czuwaniem a snem może pro-
wadzić do emocjonalnego, fizycznego i umysłowego wyczerpania (Orzeł–
Gryglewska 2010; Palagini 2013). Brak snu utrudnia wykonywanie zadań, 
przede wszystkim nowych, których algorytmy nie zostały opanowane, 
zmniejsza zdolność reagowania na napływające bodźce, upośledza procesy 
uwagi (Boonstra i in.. 2007). Istnieje również związek między zaburzenia-
mi snu a działaniem mózgu u dzieci z i dorosłych z neurologicznymi deficy-
tami (Sanjeev 2011; Palma 2013). Patologiczna senność obserwowana jest 
w wielu chorobach, którym towarzyszą zaburzenia prozodii mowy: Alzhe-
imera, Parkinsona, dystrofiach, encefalopatiach, epilepsji, sklerozie, ura-
zach mózgu, jąkaniu. Zaburzenia snu mogą być związane nie tylko z choro-
bami neurologicznymi, ale również organicznymi, neurofizjologicznymi, 
psychicznymi i narkolepsją. Często są jedynymi objawami wyżej wymie-
nionych niedomagań. Lista chorób somatycznych, które mogą przyczyniać 
się do poważnych zakłóceń snu jest bardzo długa: choroby ogólnoustrojo-
we, zakaźne, zwyrodnieniowe, autoimmunizacyjne, urazy, złamania, stany 
zapalne, rozrostowe, nowotwory, zatrucia, infekcje, awitaminoza, endo-
krynopatie, zaburzenia metaboliczne, choroby endokrynologiczne, cukrzy-
ca, hipoglikemia, nawet krótkotrwałe niedobory pokarmowe oraz zaburze-
nia gospodarki elektrolitowej i wodnej (Tylka 2000). Merlo (2012) wskaza-
ła sześć mechanizmów, które mogą wiązać się z zaburzeniami rytmu mowy 
obserwowanymi u osób cierpiących z powodu patologicznego snu: niedo-
stateczne oczyszczanie organizmu z wolnych rodników (produktów proce-
sów utleniania zachodzących w organizmie), wzmożone napięcie mięśnio-
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we w obrębie układu oddechowo– fonacyjno–artykulacyjnego, aktywacja 
genów związanych z jąkaniem, zaburzenie kognitywnych funkcji ważnych 
dla płynnej mowy, uszkodzenie kory somatosensorycznej zapewniającej 
sprzężenie zwrotne podczas mówienia, uszkodzenie kory przedczołowej 
zaangażowanej w procesy podejmowania decyzji i ekspresji emocji. Fakt, 
iż zakłócenia rytmu okołodobowego mogą rujnować mechanizmy obronne 
oraz dekonstruować procesy przetwarzania informacji u człowieka, był wy-
korzystywany w systemach totalitarnych do degradowania psychicznego 
więźniów. 
Przez wiele dziesięcioleci obserwacje lekarzy i osób opiekujących się 
osobami chorymi pozwalały przypuszczać, że stan zdrowia pacjenta zależy 
nie tylko od rodzaju niedomagania, ale także od jego subiektywnego prze-
żywania przez chorego. Dopiero ostatnie dwadzieścia lat badań neurobio-
logów umożliwiły zrozumienie niektórych powiązań między psychiką i so-
matyką. Okazało się, że układy nerwowy i immunologiczny blisko ze sobą 
współpracują poczynając od poziomu anatomicznego aż po hormonalny. 
Komórki odpornościowe mogą rezydować w układzie nerwowym i na niego 
wpływać oraz odwrotnie: narządy układu odpornościowego mogą komuni-
kować się z układem nerwowym za pośrednictwem unerwiających je neu-
ronów. Na przykład infekcja bakteryjno–wirusowa powoduje na ogół zło-
żoną reakcję organizmu, w dużym stopniu sterowaną centralnie, na która 
składają się m.in.: poczucie osłabienia organizmu, brak łaknienia, senność, 
zmniejszenie aktywności psychofizycznej itd., wcale nie będące skutkami 
procesu zapalnego w pierwszych dniach choroby. Rolę mediatorów między 
oboma układami (nerwowym i odpornościowym) pełnią cytokiny, czyli 
białka, które decydują zarówno o ściśle somatycznej jak i psychicznej od-
powiedzi organizmu (Jegliński 2005: 118). Cytokiny są również łącznikami 
między mózgiem a układem krążenia. Coraz bardziej uzasadnione wydaje 
się twierdzenie, że osiągnięcie równowagi energetycznej w organizmie oraz 
funkcjonowanie układu krążenia zależą w głównej mierze od mózgu. Stany 
zapalne w organizmie, otyłość, depresja (której często towarzyszą zaburze-
nia rytmu mowy), choroby układu krążenia mają najprawdopodobniej 
wspólne neurobiologiczne podłoże, jakie stanowi niewłaściwa ośrodkowa 
synteza cytokin (Ufnal, Wolynczyk–Gmaj 2011). W leczeniu zaburzeń ryt-
mu mowy wykorzystuje się środki farmakologiczne takie jak: antagoniści 
dopaminy, antyciśnieniowe, przeciwdrgawkowe, benzodiazepiny, antyde-
presanty, antypsychotyczne. Ich skuteczność jest potwierdzona, liczba nie-
płynności po terapii lekowej nie przekracza 5% w wypowiedzi. Wiele z wy-
mienionych leków ma również działania niepożądane. Substancje blokują-
ce syntezę dopaminy na ogół wpływają na poprawę mowy (ale nasilają ob-
jawy depresji), podczas gdy leki wyzwalające działanie dopaminy – od-
wrotnie (Maguire i in. 1997; Rothenberger i in. 1994). Inne uboczne skutki 
podawania środków farmakologicznych osobom jąkającym się to: zaburze-
nia rytmu okołodobowego, procesów uwagi, koordynacji ruchowej, ogólne 
osłabienie, migreny, tiki, drgawki i dysfunkcje mózgowe. Przytoczone wy-
żej przykłady wskazują na związek między płynną, zrytmizowaną mową 
a ogólnym stanem zdrowia człowieka. Utrzymanie homeostazy wydaje się 
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warunkiem koniecznym dla prawidłowego przebiegu procesów bioche-
micznych i bioelektrycznych w organizmie, jednak mechanizmy wielu 
z nich nie zostały dotychczas poznane. 
 
2.3 Rytm mowy w kontekście badań nad jąkaniem 
Zaburzenia rytmu mowy mogą być wynikiem: procesów dokonujących się 
na poziomie komórkowym, uszkodzenia lub dysfunkcji układów mózgu, 
ich wewnątrzpółkulowej i międzypółkulowej koordynacji oraz zakłóceń 
obwodowych. Jednym z najbardziej zaskakujących odkryć współczesnej 
neurobiologii jest fakt, iż procesy biochemiczne przebiegające w komór-
kach mogą bezpośrednio wpływać na płynność mowy. Zbadano (Riaz i in. 
2005; Kang i in. 2010; Lee i in. 2011; Fedyna i in. 2011), iż u około 9% osób 
jąkających się występuje mutacja (niespotykanych u osób płynnie mówią-
cych) jednego z trzech genów GNPTAB, GNPTG i NAGPA. Wyżej wymie-
nione geny kodują enzymy wysyłające sygnały do około 60 innych enzy-
mów regulujących procesy rozkładu i odzyskiwania elementów komórko-
wych w lizosomach. Wadliwie funkcjonujące geny zaburzają emisję enzy-
mów i przyczyniają się do niewłaściwej degradacji organelli i akumulacji 
nie rozłożonych elementów w komórce. Nie poznano, jak dotąd, patome-
chanizmu zaburzenia, nie wiadomo, w jaki sposób dysfunkcyjna bioche-
micznie komórka zaburza procesy mowy. Przypuszcza się, że niewłaściwie 
funkcjonujące komórki mogą wolniej przewodzić impulsy elektryczne, 
co mogłoby tłumaczyć, dlaczego u osób jąkających się zaburzonych jest 
wiele procesów mowy opartych na koincydencji w czasie i sekwencjonowa-
niu.  
Kolejnym znaczącym odkryciem dokonanym w ostatnich latach było 
udokumentowanie związku między zaburzeniami rytmu mowy a strukturą 
istoty białej, której aktywność w procesie przetwarzania informacji była 
dotychczas pomijana. Od wielu lat przypuszczano, że jąkanie wczesnodzie-
ciece może być spowodowane opóźnionym otłuszczaniem włókien nerwo-
wych. Osłonka mielnowa, czyli tłuszczowa pokrywa aksony komórek ner-
wowych i wpływa na szybkość przesyłania impulsów nerwowych. Włókna 
zmielinizowane to szlaki szybkie (niemal stukrotnie szybsze od nieotłusz-
czonych), umożliwiające koordynację czasową między układami w mózgu. 
Bez warstwy mielinowej otaczającej aksony sygnały mózgowe ulegałyby 
rozproszeniu. Brak mieliny lub jej uszkodzenie jest przyczyną mózgowego 
porażenia dziecięcego, schizofrenii, choroby afektywnej dwubiegunowej, 
choroby Aleksandra, stwardnienia rozsianego. Dzięki rozwojowi technolo-
gii (dMRI – rezonansu magnetycznego procesów dyfuzji w komórkach) 
możliwe stało się monitorowanie substancji białej (aksonów oraz tkanki 
glejowej) budującej szybkie trakty między poszczególnymi strukturami 
układu nerwowego. Zwrócono uwagę na związek między niedorozwojem 
istoty białej a występowaniem jąkania, ADHD, autyzmu, dysleksji, brakiem 
słuchu muzycznego, zaburzeniami mowy, chorobą Alzheimera i otępie-
niem starczym (Fields 2008). Grubość i struktura mieliny uzależniona jest 
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między innymi od prawidłowego działania genu odpowiedzialnego za wy-
twarzanie neuroreguliny. 
W badaniach nad etiologią jąkania wskazano wiele prawdopodobnych 
mechanizmów odpowiedzialnych za zaburzenia rytmu mowy powiązanych 
z ośrodkami ruchu i organizacją półkulową mowy. Jedną z najstarszych 
hipotez jest teoria prawostronnej lateralizacji półkulowej (Orton 1927; Ge-
schwind, Galaburda 1985). Płynną mowę uznaje się za domenę lewej pół-
kuli. Sugeruje się, że lewa półkula jest lepiej przystosowana do przetwarza-
nia szybko zmieniających się w czasie bodźców. Zaangażowanie prawej 
półkuli w procesy związane z mową traktowane jest jako czynnik ryzyka, 
którego występowanie często skutkuje mową zaburzoną rytmicznie. Nie 
tylko właściwości prawej półkuli mogą determinować gorsze przetwarzanie 
sygnałów mowy u osób jąkających się. Także nietypowa lateralizacja funk-
cji ruchowych (lewostronna lub skrzyżowana) często towarzyszy nasilonym 
zakłóceniom rytmu mowy. Specjalizacja półkulowa w opracowywaniu 
pewnych zadań wydaje się koniecznością ze względu na proporcjonalnie 
zbyt długi czas przesyłania sygnałów między półkulami w porównaniu do 
czasu trwania niektórych czynności (30 milisekund to czas, w jakim impuls 
pokonuje drogę między półkulami, 40–50 milisekund trwają głoski zwar-
te). Wiemy, że kiedy przygotowywane są plany ruchu dla prawej ręki 
(w lewej półkuli), to w tym czasie aktywność prawej półkuli jest hamowa-
na. Mięśnie biorące udział w wytwarzaniu mowy znajdują się po prawej lub 
lewej stronie ciała. Ich praca powinna być zsynchronizowana podczas 
płynnej mowy. Przewaga jednej z półkul polega na narzucaniu wzorców 
czasowej organizacji ruchu półkuli niedominującej. Zaburzenia procesów 
pobudzenia i hamowania między półkulami oraz współpracy międzypółku-
lowej mogą przyczyniać się do nasilenia jąkania (Orton 1927; Geschwind, 
Galaburda 1985). 
W studiach nad mową niepłynną wielokrotnie podkreślano, że zabu-
rzeniom rytmu mowy często towarzyszą mikrodeficyty obserwowane pod-
czas zadań ruchowych, wzrokowych, słuchowych oraz wymagających koor-
dynacji między różnymi modalnościami. Może to oznaczać, że źródłem 
niektórych dysrytmii są procesy ogólne, nie związane bezpośrednio 
z ośrodkami mowy. W planowanie i ekspresję ruchu zaangażowane są róż-
ne struktury układu nerwowego: rdzeń kręgowy, pień mózgu, pierwszorzę-
dowa kora ruchowa, dodatkowa okolica ruchowa, okolica przedruchowa, 
móżdżek, jądra podstawne. Układ ma budowę równoległą i hierarchiczną 
(Górska 2005: 232–255; Górska i in. 2005: 256–280). Poszczególne struk-
tury zawiadują pewnymi aspektami ruchu i te same aspekty ruchu opraco-
wywane są przez różne struktury. Pierwotny, bardzo ogólny, plan wykona-
nia danej czynności jest następnie opracowywany w szczegółach przez pod-
ległe ośrodki. Istnieje również możliwość dokonywania korekt w czasie 
wykonywania ruchu, ale dotyczy to tylko ruchów w wolnych tempach. 
Pierwszorzędowa okolica ruchowa koduje siłę, szybkość ruchu, kierunek i 
napięcie mięśniowe. Dodatkowa okolica ruchowa odpowiada za koordyna-
cję ruchów obustronnych i planowanie złożonych sekwencji ruchu. Okolica 
przedruchowa zaangażowana jest w planowanie ruchu. Jej aktywność od-
Grażyna Młynarska: Rytm w perspektywach:językoznawczej  
i neurobiologicznej 
 66
notowuje się, zanim nastąpi ruch. Im bardziej złożona czynność i im więcej 
precyzji wymaga, tym wcześniej aktywowana jest okolica przedruchowa. 
Móżdżek koordynuje w czasie ruchy złożone, dokonuje korekty błędnych 
wzorców ruchowych na zasadzie sprzężenia zwrotnego (nie jest ono możli-
we przy ruchach szybkich), umożliwia opanowanie nowych schematów 
motorycznych. W jądrach podstawnych następuje sekwencjonowanie ru-
chów w czasie poprzez wzmacnienie jednych przebiegów i tłumienie in-
nych. Anomalie anatomiczne (obserwowane u jąkających się) powiązane są 
najprawdopodobniej z ograniczoną stabilnością neuro–motorycznych pro-
gramów opracowywanych dla mowy. Brak stabilności dotyczy całego ukła-
du odpowiedzialnego za opracowywanie ruchu (Beal 2011, 2013; Chang 
i in. 2008, 2009; De Nil i in. 2008: 114–123; Kell i in. 2009; Watkins i in. 
2002, 2008). Obserwuje się nadmierne pobudzenie w prawej półkuli (w 
obszarach odpowiadających ośrodkowi Brocka i wyspie), jądrach podstaw-
nych i móżdżku. Obniżoną aktywność zauważono w korze sensomotorycz-
nej, ośrodkach odpowiedzialnych za planowanie czynności motorycznych, 
korze kojarzeniowej i ośrodku Wernickego, w którym przechowywane są 
fonologiczne reprezentacje słów. Wielokrotnie podkreślano znaczenie ją-
der podstawnych dla produkcji płynnej mowy (Alm 2004). Jądra wysyłają 
sygnały startowe ważne dla zapoczątkowania i zsynchronizowania w czasie 
operacji językowych. Przypuszcza się, że niewłaściwa sygnalizacja może 
destabilizować pracę układów uczestniczących w nadawaniu mowy (Alm 
2004, 2007; Beal i in. 2007; Brown i in. 2005; Chang i in. 2007). Rola 
móżdżku w organizowaniu mowy polega na nie tylko na modulacji bodź-
ców, ale również na tworzeniu i egzekucji procesów językowych w czasie. 
Rytm, tempo, złożoność i sekwencyjność podlegają kontroli móżdżkowej 
(Kim i in. 2012). Nadaktywność móżdżku obserwowaną u jąkających się 
tłumaczy się właśnie wysiłkiem, który wkładają w formułowanie płynnych 
wypowiedzi. Ta nadaktywność ma charakter kompensacyjny wobec zde-
stabilizowanych procesów językowych (Murdoch 2010). Chwiejność proce-
sów językowych spowodowana jest także przez niespotykaną u osób zdro-
wych kolejność pobudzania ośrodków mowy. Ośrodki odpowiedzialne 
za egzekucję motoryczną są aktywowane przed ośrodkami odpowiedzial-
nymi za planowanie sekwencji czynności. Osobne zagadnienie stanowią 
procesy automatyczne i ich udział w mowie płynnej. Wydaje się, że mowa 
płynna jest domeną przebiegów zautomatyzowanych, w dużym stopniu 
nieświadomych, ale dzięki temu prawie niezawodnych, oszczędzających 
energię i przebiegających w szybkim tempie. Świadome koncentrowanie 
uwagi na własnej mowie może zaburzać procesy automatyczne i być skut-
kiem niepłynności. 
Niepłynna mowa wiąże się nie tylko z rozregulowaniem procesów mo-
torycznych, ale również słuchowych i czuciowych. Zwracano uwagę na rolę 
słuchowego sprzężenia zwrotnego w procesie nadawania płynnej mowy 
(Armson i in. 2006; Foundas i in. 2001; Foundas i in. 2004; Kalinowski 
2003; Pollard, i in. 2009). Zakłada się, że osoby płynnie mówiące zdolne są 
do monitorowania własnej mowy, rozpoznawania i korekty błędów w cza-
sie jej nadawania. U osób jąkających się obserwuje się niedostateczne po-
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budzenie ośrodków w mózgu odpowiedzialnych za kontrolę słuchową oraz 
w obszarach zawiadujących kontrolą sensomotoryczną. Może być to spo-
wodowane obniżoną integralnością substancji białej tworzącej szybkie 
drogi między ośrodkami odpowiedzialnymi za planowanie i egzekucję ru-
chu oraz koordynację bodźców słuchowych i czuciowych. W wyniku demie-
linizacji sygnały nie są przesyłane wystarczająco szybko, aby utrzymać 
płynność mowy. Spowolnienie komunikacji w obszarach integrujących 
wrażenia słuchowe i czuciowe skutkuje trudnościami w nabywaniu wzor-
ców ruchowych – każde kolejne wykonanie może bowiem znacząco różnić 
się od poprzedniego. 
Niejednokrotnie zaburzeniom rytmu mowy towarzyszy nadmierne lub 
niedostateczne napięcie mięśniowe o etiologii centralnej lub obwodowej. 
Deficyty te utrudniają wykonywanie precyzyjnych ruchów złożonych, po-
wodując: spowolnienie, sztywność i ubóstwo ruchów bądź „nadmiar” ru-
chów mimowolnych całego ciała, podniebienia, języka, warg, zamazaną 
artykulację, mowę skandowaną i jąkanie (Jauer-Niworowska 2009). 
 
2.4 Rytm mowy w badaniach nad aprozodią 
Informacji o funkcjonalnej i anatomicznej organizacji procesów związa-
nych z rytmem mowy dostarczają nie tylko badania nad jąkaniem, ale rów-
nież studia nad aprozodią. Należy jednak pamiętać o różnicach wielkości 
diagnozowanych populacji oraz odmiennej specyfice badań nad wymie-
nionymi wyżej zaburzeniami. Jąkanie dotyczy około 60 milionów ludzi 
(1% dorosłych i 4% dzieci), podczas gdy aprozodia dotyka bliżej dotychczas 
nieokreślonego odsetka osób z deficytami neurologicznymi (po przebytych 
udarach i urazach mózgu, alkoholików, weteranów wojennych oraz osób 
cierpiących z powodu zmian miażdżycowych). Badania nad jąkaniem pro-
wadzi się w wielu ośrodkach na świecie, podczas gdy aprozodia jest spe-
cjalnością zaledwie kilku laboratoriów. Jąkanie jest na ogół jednoznacznie 
rozpoznawane przez psychologów i językoznawców, podczas gdy dyspro-
zodie mogą być klasyfikowane różnie: przez psychologów jako zakłócenia 
procesów uwagi, pamięci, orientacji wzrokowej i przestrzennej; przez logo-
pedów jako zaburzenia komunikacji lub płaszczyzny suprasegmentalnej 
mowy. Prace poświecone aprozodii są nieliczne i stanowią często studia 
pojedynczych przypadków, podczas gdy jąkanie, mimo że nadal mało po-
znane, ma już swoją „historię” badań. Niemniej jednak uwzględnienie dys-
prozodii w rozważaniach nad rytmem jest potrzebne, bo dostarcza danych 
o ośrodkach zaangażowanych w przetwarzanie rytmu mowy – ich liczbie, 
umiejscowieniu i połączeniach. Wśród badaczy aprozodii nie ma obecnie 
zgodności, co do kwestii, czy działanie mózgu opiera się na konkretnej czy 
dynamicznej lokalizacji funkcji. Najnowsze badania wydają się potwierdzać 
hipotezę o rozproszeniu subfunkcji związanych z rytmem w poszczegól-
nych ośrodkach mowy i ich odmiennej organizacji u różnych pacjentów 
(Gurański 2008). Pewne regularności w budowie układów daje się jednak 
wychwycić. Prozodia lingwistyczna wydaje się być domeną lewej półkuli, 
prozodia emfatyczna – prawej. Pod pojęciem prozodii lingwistycznej ro-
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zumie się nacechowanie prozodyczne nie obejmujące subiektywnego na-
stawienia do treści wypowiedzi, a jedynie jej gramatyczną i semantyczną 
amplifikację. Obejmuje ono: akcentuację, pauzy, intonację oraz wszelkie 
zabiegi emfatyczne, których celem jest podkreślenie znaczenia słów i fraz 
w wypowiedzi. Prozodia emocjonalna to takie nacechowanie suprasegmen-
talne wypowiedzi, które informuje słuchacza o uczuciach nadawcy wypo-
wiedzi oraz jego stosunku do wypowiadanych słów. Uszkodzenia prawej 
półkuli skutkują zaburzeniami percepcji i produkcji mowy w zakresie tonu 
podstawowego (Gandour i in. 2001; Gandour i in. 2003), uszkodzenia le-
wej półkuli powodują trudności w rozpoznawaniu i konstruowaniu prze-
biegów w czasie (Schirmer i in. 2001; Gandour i in. 2001; Balan i in. 1999; 
Shah i in. 2006). Ton podstawowy jest najprawdopodobniej regulowany 
także przez lewą półkulę, ale na innym poziomie niż dzieje się to w prawej 
półkuli. Intonacją zdania zawiaduje prawa półkula, tonem podstawowym 
na poziomie sylab i wyrazów – półkula lewa (Gandour i in. 2001; Gandour 
i in. 2003). Urazy prawopółkulowe wiążą się z monotonną intonacją przy 
zachowanym akcencie sylabowym. Urazy lewopółkulowe obejmujące ośro-
dek Wernickiego prowadzą do hipermelodyczności, podwyższenia tonu 
podstawowego, hiperakcentacji, skrócenia czasu trwania ostatniego słowa 
we frazie oraz zwiększenia natężenia dźwięku w nagłosie wypowiedzi (Dan-
ly i in.1983:; Cooper i in. 1984). Uszkodzenie okolicy Broca w lewej półkuli 
(ośrodka motorycznego dla mowy) skutkuje niedostateczną kontrolą czasu 
trwania sylab, wyrazów i pauz (Seddoh 2004). Badania nad ekspresją 
i percepcją prozodii w aspekcie czynnościowym pozwalają nakreślić przy-
puszczalną drogę jaką pokonują bodźce słuchowe docierającego do organi-
zmu: ton podstawowy analizowany jest w prawej półkuli, a parametry cza-
sowe w lewej, następnie informacja jest przekazywana do obu półkul mó-
zgu, w okolice przedczołowe. Najprawdopodobniej te same struktury mó-
zgu biorą udział w nadawaniu i odbieraniu mowy. Dla prozodii emocjonal-
nej obszar najczęściej aktywowany to dolny zakręt prawego płata czołowe-
go (Hesling i in. 2005). 
 
2.5 Rytm mowy w badaniach nad afazją 
Na pograniczu neurofizjologii, psychologii i językoznawstwa znajdują się 
poszukiwania Elżbiety Szeląg z Zakładu Neurofizjologii, Instytut Biologii 
Doświadczalnej PAN, od kilkunastu lat zajmującej się problemem „zegara 
mózgowego” organizującego w czasie procesy rozumienia i ekspresji mo-
wy. Zdaniem Elżbiety Szeląg (1998) oddzielanie ekspresji i recepcji mowy 
od upływającego czasu jest błędem. Niezachowanie właściwej struktury 
czasowej w wypowiedziach grozi utratą kontroli nad procesami kodowania 
i dekodowania mowy: 
„Prawidłową, płynną mowę, która łatwo „wpada w ucho" 
charakteryzuje określona struktura czasowa. Jeśli słu-
chamy wypowiedzi bardzo szybkiej lub nienaturalnie 
spowolnionej często gubimy wątek i mamy trudności z jej 
odbiorem. Wskazuje to wyraźnie jak ważne jest zachowa-
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nie w wypowiedziach słownych odpowiedniej struktury 
czasowej. Można przypuszczać, że istnieje kilka różnych 
zakresów czasowych istotnych w posługiwaniu się mową, 
które podyktowane są naturalnym brzmieniem jej pod-
stawowych jednostek: fonemów, sylab, fraz (Liberman 
1993; Szeląg 1998).  
Wskazane wyżej zakresy czasowe to: 
Ø 30–40 ms – krytyczny zakres czasowy istotny dla percepcji 
i ekspresji fonemów – w tym czasie dokonywana jest synteza i analiza 
spółgłosek zwartych (najkrócej trwających); zaburzenia procesów 
i mechanizmów kontrolnych na tym poziomie skutkują niezdolnością 
do „zarejestrowania” usłyszanego dźwięku; 
Ø 200–300 ms zakres czasowy ważny dla produkcji i dekodowania 
sylab – zaburzenia detekcji w zakresie kilkuset milisekund skutkują 
trudnościami w opanowaniu fonetycznej, morfo–syntaktycznej, 
semantycznej i prozodycznej struktury sylaby; 
Ø 2–3 s zakres czasowy ważny dla rozumienia i wypowiadania fraz.  
W centrum zainteresowania teorii Pöppela, referowanej przez Elżbietę 
Szeląg, znajduje się proces konstruowania wypowiedzi w czasie rzeczywi-
stym. Ograniczenia neurofizjologiczne determinują możliwość zastosowa-
nia konkretnego kodu językowego, który w gruncie rzeczy nie jest niczym 
innym, jak tylko określonym podzbiorem spośród tego, co w ogóle możliwe 
jest do wypowiedzenia. Jako teoria, głównie, procesu, koncepcja „zegara 
mózgowego” umożliwia inkorporację wielu danych z fonetyki akustycznej, 
neurofizjologii, psycholingwistyki oraz teorii języka nie określając z góry 
„natury” tych zjawisk. Wykorzystana w badaniach lingwistycznych otwiera 
dla teorii języka i mowy, pomijane dotychczas perspektywy. Umożliwia 
analizowanie mowy równocześnie w czterech płaszczyznach. Pierwsza 
płaszczyzna to reprezentacja materialna uwzględniająca dane akustyczne 
(dotychczas marginalizowane lub analizowane w oderwaniu od kontekstu 
fonologicznego i morfo syntaktycznego). Druga płaszczyzna to procesy po-
znawcze zorganizowane w czasie (i określone w czasie), umożliwiające 
przetwarzanie sygnałów. Trzecia warstwa to językowy kod, który jest jedy-
nie zbiorem potencjalnych możliwości realizacyjnych, aktualizowanych 
tylko wtedy, gdy potencjał neurofizjologiczny okaże się wystarczający dla 
wykonania zadania. Wreszcie ostatnia, czwarta warstwa, to mowa w aspek-
cie produkcyjnym: uwzględniająca fonetykę, morfologię, syntaktykę, se-
mantykę i prozodię konkretnej wypowiedzi. 
 
2.6 Rytm mowy a neurony lustrzane 
Zaburzenia rytmu mowy wiązano również z funkcjonowaniem neuronów 
lustrzanych. Neurony lustrzane to grupy komórek, których pobudzenie 
zarejestrowano zarówno podczas wykonywania danej czynności przez mał-
pę, jak i podczas obserwowania podobnego działania u innych osobników 
tego samego gatunku lub, co zaskakujące, człowieka. Eksperyment, który 
został przeprowadzony w 1992 (Di Pellegrino 1992: 176–180), wzbudził 
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ogromne zainteresowanie wśród psychologów, filozofów, neurobiologów. 
Odkrycie Rizzolatiego wykorzystywano w rozważaniach nad intersubiek-
tywizmem, dualizmem, redukcjonizmem, emocjami, empatią, komunika-
cją (Pätzold 2010), modelami imitacji (Iacoboni 2009), teorią wspólnego 
kodu neuronalnego dla działań i percepcji (Dajan i in.. 2007), teorią umy-
słu (Arbib 2005), zdolnościami językowymi, a w szczególności interpreta-
cją prozodii (Alba–Ferrara 2011), autyzmem (Oberman 2005; Dapretto 
2006) i rytmem mu (μ). Rytm mu (μ) to fale mózgowe o częstości 7–11 Hz 
mieszczące się w paśmie alfa, które rejestruje się w okolicy kory motorycz-
nej przy pomocy elektroencefalografu. Rytm mu ma tę właściwość, że zani-
ka w chwili, gdy człowiek wykonuje ruch bądź planuje jego demonstrację, 
czyli wtedy, gdy pobudzone są neurony lustrzane. Sugeruje się, że rytm mu 
jest optymalnym wskaźnikiem służącym badaniu dojrzewania systemu 
neuronów lustrzanych w dzieciństwie. Zakłada się, że zmiany rytmu mu 
w ontogenezie mogą odzwierciedlać dojrzewanie systemu sensomotorycz-
nego. Przypuszcza, że zdolności imitacyjne dzieci zależą od sprawności 
neuronów lustrzanych (Ross i in.. 2013). Mimo tak szeroko zakrojonych 
poszukiwań nie jest oczywiste, czy w mózgach małp i człowieka istnieją 
zespoły komórek o cechach przypisywanych neuronom lustrzanym 
(Hickok 2009; Lingnau 2009). Także w badaniach nad możliwością wyko-
rzystania neuronów lustrzanych w terapii autyzmu nie potwierdzono wcze-
śniejszych entuzjastycznych doniesień. Hamilton (2013) zauważyła, że na 
podstawie obecnie zgromadzonej wiedzy trudno obronić tezę, jakoby dys-
funkcja systemu neuronów lustrzanych była przyczyną autyzmu. 
2.7 Rytm mowy w kontekście badań neuroinforma-
tycznych 
Odczyt fal mózgowych towarzyszących procesom nadawania mowy nie 
jest, na razie, możliwy. Najbardziej zaawansowane badania nad kodowa-
niem i przesyłaniem informacji przez mózg dotyczą prostych ruchów, ta-
kich jak poruszanie tylnymi kończynami, czy sięganie po coś ręką. W ba-
daniach neuroinformatycznych wiedza ta jest następnie wykorzystywana 
podczas konstruowania urządzenia nazywanego interfejsem mózg-
komputer. Interfejs pozwala na komunikowanie się ze światem zewnętrz-
nym jedynie za pomocą myśli, bez udziału mięśni, dzięki odczytowi fal mó-
zgowych towarzyszących wykonywanej czynności. Taka komunikacja jest 
możliwa pod następującymi warunkami: potrafimy pozyskać właściwy dla 
danej czynności sygnał elektryczny, szybko go transmitować i dekodować, 
z odpowiednią rozdzielczością, stabilnością w czasie uwzględniając wymogi 
projektowania złożonych zespołów ruchów. Samo pozyskanie sygnału elek-
trycznego stanowi ogromne wyzwanie. Nieinwazyjne metody diagnostycz-
ne, takie jak elektroencefalografia, magnetoencefalografia, funkcjonalny 
magnetyczny rezonans jądrowy, nie umożliwiają uzyskania zapisu sygnału 
z pojedynczego neuronu. Z kolei precyzyjne interwencje chirurgiczne pole-
gające na wszczepieniu elektrod do mózgu zapewniają wysoką rozdziel-
czość sygnału, ale grożą infekcją oraz bliznowaceniem okolicy wokół im-
plantów (co prowadzi do zablokowania przepływu impulsów elektrycz-
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nych). Pomimo wymienionych przeszkód udało się zarejestrować i wyizo-
lować sygnały bioelektryczne odpowiadające poszczególnym ruchom i sy-
gnałom wzrokowym (Zander, Kothe 2011; Brunner i in. 2011; Krusienski 
i in. 2011; Mak i in. 2011; Machado i in. 2010). Zaobserwowano, że wyko-
nywanie ruchów złożonych wymaga współpracy wielu ośrodków w mózgu. 
Działanie pojedynczych neuronów cechuje duża przypadkowość. Nie moż-
na na podstawie sygnału pojedynczego neuronu odtworzyć dokładnego 
obrazu prezentowanego bodźca. Dopiero współpraca wielu ośrodków, 
a w nich bilionów komórek, redukuje szum informacyjny obecny na naj-
niższych piętrach układu. Istnieje wiele teorii wyjaśniających, w jaki spo-
sób szum jest eliminowany a adekwatna informacja kodowana przez ko-
mórki nerwowe (Kreiman 2004). Zdaniem Carmeny oddalone od siebie 
ośrodki, opracowujące dane zadanie, dostrajają się do siebie rytmicznie. 
Koordynacja nie jest możliwa, jeśli częstotliwości impulsów sąsiadujących 
komórek są różne. (Carmena i in. 2003). Według konkurencyjnej hipotezy 
to nie rytm wyładowań decyduje o przetwarzaniu informacji, ale zbieżność 
w czasie współwystępujących bodźców. Komórka nerwowa zareaguje po-
budzeniem tylko wtedy, gdy unerwiające ją neurony zsynchronizują swoją 
aktywność w zakresie kilku milisekund (Kostal i in. 2007).  
3. Rytm w modelowaniu procesów towarzyszą-
cych produkcji mowy 
Rytm opisuje się również w modelach produkcji językowej. W zależno-
ści od typu modelu (np. psycholingwistyczny bądź neuroinformatyczny) 
aspekty rytmiczne mowy ujmuje się w odmienny sposób. 
 
3.1 Modele psycholingwistyczne 
Tradycyjne psycholingwistyczne modele produkcji mowy były tworzone 
z wykorzystaniem danych z analizy błędów językowych i zaburzeń płynno-
ści mowy. Fromkin(1971, 1973), Garrett (1982), przyjęli perspektywę głów-
nie lingwistyczną, dlatego modele zawierały niewiele odniesień do proce-
sów neurofizjologicznych. Kierunek generowania wypowiedzi był jeden – 
zstępujący, a poszczególne poziomy nieprzenikliwe dla informacji zwrot-
nej. Fromkin zauważyła, że intonacja, akcent frazowy i akcent wyrazowy to 
osobne zjawiska, dlatego postulowała ich generowanie na osobnych po-
ziomach. Zarys intonacyjny jest opracowywany po zakończeniu stadiów: 
konceptualizacji i ustaleniu struktury syntaktycznej zdania. Natomiast ak-
cent wyrazowy doprecyzowany jest po wypełnieniu struktury syntaktycznej 
konkretnymi słowami. Akcent wyrazowy jest, zdaniem Fromkin, podpo-
rządkowany akcentowi frazowemu, bo wyróżnienie na poziomie frazy nie 
zmienia się nawet w wyniku przesunięcia lub zamiany wyrazów. W obu 
modelach (Garrett 1982, Fromkin 1971, 1973) wyodrębniono trzy główne 
etapy przetwarzania: pojęciowy, formulacyjny i artykulacyjny. W później-
szym, od wymienionych, modelu Levelta (1989) pierwszy etap przetwarza-
nia obejmuje nie tylko operacje na pojęciach, ale również konceptualizację, 
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określenie intencji i doprecyzowanie przekazu niewerbalnego. Levelt 
uwzględnił także możliwość przetwarzania wstępującego, do którego mó-
wiący miałby dostęp dzięki funkcji automonitorowania wypowiedzi i ko-
rekcji błędów. Nie opisał jednak dokładnie mechanizmu funkcjonowania 
sprzężenia zwrotnego. W opisanych wyżej modelach artykulacje rozpatry-
wano jako ostatni etap generowania wypowiedzi, polegający na przesyłaniu 
poleceń motorycznych dla aparatu oddechowo-artykulacyjno-fonacyjnego, 
po zakończeniu operacji lingwistycznych. W tym ujęciu czynności moto-
ryczne, artykulacyjne, nie wiązały się z planowaniem i sekwencjonowaniem 
wypowiedzi. Osobną kategorię psycholingwistycznych modeli produkcji 
mowy stanowią sieci koneksjonistyczne. Model Della (1986) można trak-
tować jako bardzo uproszczony schemat działania „ sieci neuronowej”, któ-
rej połączenia są dwukierunkowe (wstępująco-zstępujace), a przetwarzanie 
paralelne. Pobudzenie rozprzestrzenia się w całym układzie uaktywniając 
jednostki związane semantycznie, gramatycznie i fonologicznie z projekto-
wanym sensem wypowiedzi. Sprzężenie zwrotne jest możliwe dzięki wielo-
kierunkowym połączeniom miedzy różnymi reprezentacjami słowa np. fo-
nologicznymi i semantycznymi. Model Della, podobnie jak tradycyjne, 
zstępujące modele psycholingwistyczne, ujmuje produkcję mowy głównie 
w aspekcie lingwistycznym, czyli opisuje drogę od pojęcia do artykułowa-
nego słowa. Transformacje te są wysoce hipotetyczne i opierają się głównie 
na dwóch źródłach: interpretacji błędów językowych oraz zakładanej im-
plicite wiedzy o „gramatyce” języka.  
3.2 Modele neuroinformatyczne 
Modele produkcji mowy powstają również na gruncie neuroinformatyki. 
Do ich tworzenia wykorzystuje się dane z neurobiologii, neuropsychologii, 
neurofizjologii oraz patologii mowy. Modele neuroinformatyczne: DIVA 
(Guenther i in. 2004, 2006), ATC (Kröger i in. 2009, 2011) uwzględniają 
poza komponentem lingwistycznym (dominującym w modelach psycholin-
gwistycznych) także składniki odpowiadające funkcjonalnej organizacji 
sieci neuronalnej w mózgu. Są więc fragmenty sieci odpowiedzialne za ana-
lizę słuchową, czuciową oraz motoryczną przetwarzanych bodźców. Proce-
sy aktywowania jednostek przebiegają dwukierunkowo: z góry na dół 
i z dołu do góry. Zakłada się również jednoczesne przetwarzanie danych 
w odrębnych ośrodkach. Architektura sieci wzorowana jest na mapach od-
zwierciedlających pracę mózgu podczas wykonywania danego zadania. 
Dopuszcza się istnienie mechanizmów: sprzężenia zwrotnego oraz antycy-
pacji, perseweracji. Modele neuroinformatyczne mają w dużym stopniu 
charakter spekulatywny. Ponieważ odtworzenie rzeczywistych procesów 
neuronalnych jest niemożliwe w obecnym stanie wiedzy, modele te wyko-
rzystywane są do testowania hipotez językoznawczych lub neurofizjolo-
gicznych oraz porównywania wyników z danymi uzyskiwanymi dzięki 
fMRI oraz PET. 
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3.3 Modele statystyczne 
Modele statystyczne konstruowane są głównie na potrzeby syntezy mowy. 
Cechuje je wyższa zdolność do predykcji cech prozodycznych w mowie 
spontanicznej od modeli psycholingwistycznych i neuroinformatycznych. 
Hill (i in. 1992) pokreślili, że implementacja rytmu do syntetyzowanej wy-
powiedzi musi dokonywać się już na poziomie „segmentalnym” i powinna 
zawierać obok reguł określających: płynne przejścia między szczytami, ar-
tykulacyjnymi, także informację rytmiczną, oraz dane intonacyjne. Zda-
niem Hilla rytmu i intonacji nie należy od siebie separować. Zmiany wyso-
kości tonu towarzyszą prominentnym sylabom, zaś wariacje rytmiczne 
zsynchronizowane są z przebiegami konturów intonacyjnych. Każdy kon-
tur rytmiczny musi być powiązany z sylabiczną i rytmiczną strukturą wy-
powiedzi. Ponadto zmiany wysokości, iloczasu i natężenia dźwięku w obrę-
bie sylaby odzwierciedlają mikroprzebiegi (koartykulacja pełni na tym po-
ziomie rolę małej intonacji i małej rytmiki) oraz procesy w skali makro, 
takie jak precyzowanie znaczenia wypowiedzi, czy informowanie słuchacza 
o emocjonalnym stosunku nadawcy do treści wypowiedzi i jej konsytuacji.  
Wieloczynnikowe modele tworzone dla potrzeb syntezy mowy są kon-
struowane w dwojaki sposób: 
Ø reprezentują matryce wykorzystujące analizę lingwistyczną, 
w wyniku której otrzymuje się rejestr cech istotnych dla danego języka 
oraz reguł regulujących ich wartość akustyczną w określonych 
kontekstach np.: dłużej – krócej, ciszej – głośniej, wyżej – niżej (np. 
iloczasowy model opracowany dla języka angielskiego – Klatt 1987); 
Ø szablony oparte na analizie statystycznej olbrzymich korpusów 
danych, w których to nie koncepcje fonologiczne określają zestaw 
modelowanych cech, ale rezultaty statystycznych aproksymacji 
przeprowadzanych z wykorzystaniem: 
o parametrycznej analizy regresji, drzew klasyfikacji i 
regresji (CART) (np. model iloczasu głoskowego dla języka czeskiego – 
Batusek 2002); 
o oraz sieci neuronowych (modele prozodyczne tworzone z 
użyciem tej techniki opisuje Vainio (2001).  
 
 
3.4 Modele neurobiologiczne 
Neurobiolodzy niechętnie projektują sztuczne sieci neuronowe. Badania 
wskazują, że podstawą działania sieci mózgowych nie są algebraiczne obli-
czenia, ale automodyfikacja stanu wyjściowego (Wróbel 2005: 71).  
4. Podsumowanie  
4.1 Rytm w aspekcie neurobiologicznym 
Rytm mowy stanowi wypadkową wielu współoddziałujących czynników, 
w tym neurobiologicznych. Do jednych z najważniejszych należy utrzyma-
nie w równowadze procesów biochemicznych i bioelektrycznych w organi-
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zmie. Zaburzenia rytmu okołodobowego, choroby neurologiczne, neurofi-
zjologiczne, psychiczne, organiczne, niedobory pokarmowe oraz zaburze-
nia gospodarki elektrolitowej i wodnej mogą zmieniać parametry środowi-
ska wewnętrznego i zakłócać prozodię mowy. Układy: nerwowy, krwiono-
śny i immunologiczny blisko ze sobą współpracują poczynając od poziomu 
anatomicznego aż po hormonalny. Źródłem choroby somatycznej może być 
układ nerwowy i odwrotnie – infekcja bakteryjna może wpływać na proce-
sy przetwarzania informacji w mózgu. Dowiedziono, że wiele procesów 
dokonujących się na poziomie komórkowym bezpośrednio wpływa na rytm 
mowy. Mutacja jednego z trzech genów GNPTAB, GNPTG i NAGPA odpo-
wiedzialnych za kodowanie enzymów regulujących procesy rozkładu i od-
zyskiwania elementów komórkowych w lizosomach jest przyczyną jąkania 
u 9% osób niepłynnie mówiących. Zauważono, że niedorozwojowi istoty 
białej notowanemu u pacjentów z ADHD, dysleksją, zaburzeniami mowy, 
chorobą Alzheimera i otępieniem starczym, brakiem słuchu muzycznego 
towarzyszą zakłócenia w płaszczyźnie suprasegmentalnej mowy. W bada-
niach nad mową osób jąkających się zwrócono uwagę na pierwszorzędną 
rolę czynników umożliwiających synchronizację w czasie operacji mózgo-
wych. Dla rytmu wydają się ważne obliczenia dokonywane w wielu ośrod-
kach w mózgu przez lewą i prawą półkulę. Intonacja zdania to domena 
prawej półkuli, ton podstawowy – półkuli lewej. Sygnał do wykonania ru-
chu powstaje w dodatkowej okolicy ruchowej, po otrzymaniu obliczeń 
z okolic przedczołowej i przedruchowej a następnie przesyłany do pierw-
szorzędowej okolicy ruchowej. Czas aktywacji okolicy przedruchowej jest 
uzależniony od stopnia złożoności i precyzji ruchu: im bardziej skompli-
kowany ruch, tym czas opracowywania danych dłuższy. Sekwencjonowa-
niem ruchów w czasie zawiadują jądra podstawne. W wyniku ich działania 
pewne przebiegi są wzmacniane, a inne tłumione. Korekta (na zasadzie 
sprzężenia zwrotnego) błędnych wzorców ruchowych dokonywana jest 
przez móżdżek. Uruchomienie sprzężenia zwrotnego zależy od tempa wy-
konywania ruchu. Ruch wykonywany bardzo szybko nie zostanie skorygo-
wany. Także w móżdżku dokonywana jest koordynacja w czasie ruchów 
złożonych w aspektach tempa, sekwencji, rytmu. Obie półkule muszą ściśle 
współpracować dla zapewnienia płynnego przebiegu czynności. Półkula 
dominująca narzuca wzorce czasowej organizacji ruchu półkuli nie domi-
nującej. Zaburzenia procesów pobudzenia i hamowania między półkulami 
oraz współpracy międzypółkulowej są często obserwowane w lateralizacji 
skrzyżowanej, której towarzyszy jąkanie. Właściwa kontrola słuchowa oraz 
sensomotoryczna umożliwia ustabilizowanie wzorców ruchowych, warun-
kuje utrwalenie ruchów zautomatyzowanych. Dla rytmu mowy najważniej-
sze są operacje, których celem jest synchronizacja w czasie złożonych prze-
biegów. Inicjowanie mowy, sekwencjonowanie oraz koordynowanie proce-
sów w czasie dokonuje się w różnych ośrodkach i półkulach. Należy pamię-
tać o uwarunkowaniach czasowych. Impuls pokonuje drogę miedzy półku-
lami w czasie 30 milisekund, czyli niewiele krótszym od iloczasu głosek 
zwartych (40–50 milisekund). Zaburzenia równowagi biochemicznej i bio-
elektrycznej na poziomie komórkowym uniemożliwiają bądź utrudniają 
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przesyłanie informacji między ośrodkami mowy w mózgu. W efekcie pew-
ne struktury mogą być czasowo wyłączane bądź działać w oparciu o niepeł-
ne informacje. Oznacza to, że dysponujemy najprawdopodobniej nie jed-
nym schematem połączeń miedzy ośrodkami, ale wieloma matrycami 
w zależności od osiągniętego poziomu wartości parametrów wewnętrznych 
organizmu (co potwierdzałoby hipotezę o dynamicznej lokalizacji ośrod-
ków mowy w mózgu). Domniemanie to pozwala również wyjaśnić fakt ma-
łej stabilności przebiegów rytmicznych obserwowanej w mowie wielu osób. 
 
4.2 Rytm w aspekcie językoznawczym 
Nie istnieje jedna definicja rytmu. W strukturalizmie rytm traktowano jako 
cechę substancjalną, ale usuwano poza obręb rozważań fonologicznych. 
W generatywizmie rytm modelowano na podstawie wnioskowania deduk-
cyjnego, abstrahując od manifestacji materialnych. W  Teorii Optymalno-
ści ukształtowanie rytmiczne rozważano w aspekcie kompetencji, a nie 
produkcji językowej. W teoriach Prince’a, Libermana (1976) i Hayesa 
(1980) rozpatrywano relacyjnie i separowano od akustycznych manifesta-
cji. Zaproponowano linearne i hierarchiczne modele zjawiska rytmu. 
W modelach linearnych zakładano, że rytm opiera się na powtarzalności 
pewnych ekwiwalentnych i równoważnych jednostek (np. sylab, stóp, in-
terwałów spółgłoskowych, samogłoskowych, odcinki reprezentujące różne 
stopnie otwarcia w skali sonorności). W hierarchicznych modelach zjawi-
ska rytmu przyjęto, że rytm to następstwo zróżnicowanych co do wartości 
bitów w czasie, interpretowanych akustycznie bądź audytywnie. Dla wielu 
wyobrażeń o rytmie brak jest fizykalnej bazy i odwrotnie – akustyczne 
i audytywne miary rytmu znacznie się od siebie różnią. W efekcie więk-
szość teorii rytmu to koncepcje wzajemnie nieprzenikliwe, bo niedosta-
teczna jest i teoretyczna  
i materialna baza porównania. Wśród modeli produkcji mowy najskutecz-
niejsze w projektowaniu płaszczyzny suprasegmentalnej okazały się wielo-
czynnikowe modele statystyczne. Modele psycholingwistyczne oraz neuro-
informatyczne są wysoce spekulatywne i zawodzą w predykcji cech prozo-
dycznych.  
Wydaje się, źródeł wymienionych wyżej problemów należy upatry-
wać m. in. w trudnościach w rejestrowaniu rzeczywistych procesów towa-
rzyszących nadawaniu mowy. Rytm mowy ma swój aspekt lingwistyczny i 
biologiczny. Jako struktura językowa rytm jest potencjalny. Nacechowanie 
prozodyczne zgodne z kodem danego języka nie warunkuje zrozumienia 
wypowiedzi i może się w niej pojawić bądź nie. Jako struktura biologiczna 
rytm mowy jest obligatoryjny, bo uzależniony od wielu neurobiologicznych 
czynników. W określaniu rytmu wypowiedzi biorą udział neurony zorgani-
zowane na różnych poziomach: jako pojedyncze ośrodki wyspecjalizowane 
w opracowywaniu planu suprasegmentalnego wypowiedzi, grupy ośrod-
ków o funkcjach koordynacyjnych i wreszcie – sieć połączeń między ośrod-
kami. Pojedyncze ośrodki to zespoły neuronów opracowujące formę pro-
zodyczną na poziomie frazy (w prawej półkuli) i sylab i wyrazów (w półkuli 
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lewej). Grupy ośrodków to szereg struktur funkcjonalnych odpowiedzial-
nych za inicjowanie wypowiedzi, sekwencjonowanie, koordynowanie ru-
chów złożonych w czasie oraz kontrolę słuchową i sensomotoryczną. 
W zależności od szybkości przesyłania impulsów elektrycznych (parame-
trów biochemicznych i bioelektrycznych sieci) mogą zmieniać się: liczba 
ośrodków oraz ich konfiguracja. Zmianom tym towarzyszą zapewne od-
mienne manifestacje akustyczne. Ta specyficzna implementacja rytmu 
do wypowiedzi wymaga ujęcia w teoretycznych rozważaniach nad rytmem 
oraz modelowaniu produkcji mowy. Powiązanie procesów nadawania mo-
wy z konkretnymi ukształtowaniami ciągu fonicznego umożliwiłoby skata-
logowanie rytmicznych produkcji oraz ułatwiło ujęcie rytmu jako kategorii 
wieloaspektowej, a jednocześnie ugruntowanej neurobiologicznie, przez co 
uwolnionej od teoretycznych spekulacji. Modele produkcji mowy powinny 
uwzględniać komponent czasowy wykonywanych operacji oraz wiele ma-
tryc możliwych połączeń (dynamiczna lokalizacja funkcji), uzależnionych 
przede wszystkim od wyjściowych parametrów systemu, a nie abstrakcyj-
nie traktowanych obliczeń. 
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