This paper proposes a Bayesian nonparametric modeling approach for the return distribution in multivariate GARCH models. In contrast to the parametric literature the return distribution can display general forms of asymmetry and thick tails. An infinite mixture of multivariate normals is given a flexible Dirichlet process prior. The GARCH functional form enters into each of the components of this mixture. We discuss conjugate methods that allow for scale mixtures and nonconjugate methods which provide mixing over both the location and scale of the normal components. MCMC methods are introduced for posterior simulation and computation of the predictive density. Bayes factors and density forecasts with comparisons to GARCH models with Student-t innovations demonstrate the gains from our flexible modeling approach. * We are grateful to
Introduction
Modeling comovements in asset returns has been a central topic in asset allocation, risk managment, and asset pricing for several decades (for example, see Bollerslev et al. (1988) , Buraschi et al. (2010) and Bali & Engle (2010) ). Multivariate GARCH (MGARCH) models continue to be the main class of models used in these empirical finance application. Recent surveys of the existing MGARCH models literature can be found in Laurent et al. (2006) and Silvennoinen & Teräsvirta (2009) .
Many MGARCH models assume a multivariate normal distribution for the return innovation vector. However, the tails of the empirical distribution of returns are fatter than a normal distribution and less symmetrical. These and other empirical regularities have lead to the rejection of the normality assumption for multivariate returns (see Richardson & Smith (1993) ). In response, Diamantopoulos & Vrontos (2010) , Harvey et al. (1992) and Fiorentini et al. (2003) , adopt a multivariate Student-t density for the MGARCH model, whereas Bauwens & Laurent (2005) extend this to a multivariate skew-Student distribution. In addition, a finite mixture of normal distributions has been applied by Bauwens et al. (2007) and . Each of these extensions improves the fit of the MGARCH but all remain essentially parametric approaches.
Other notable advances are the classical semiparametric approaches considered by Long et al. (2011) and . Both of these semiparametric MGARCH models employ a two-step estimation strategy. It is unclear what the finite sample performance is for estimators of these more general MGARCH models, or the effect of two-step estimation. On the other hand, an open issue is the asymptotic normality of maximum likelihood estimators (see point 9 of Bauwens et al. (2007) ).
An alternative likelihood based approach is the posterior analysis of the Bayesian paradigm. Bayesian methods are attractive in that estimation is conceptually straightforward, but they avoid sample size issues and two-step estimation questions. Existing Bayesian estimators of the MGARCH model by Dellaportas & Vrontos (2007) , Hudson & Gerlach (2008) and Osiewalski & Pipien (2004) are based on parametric models. The purpose of this paper is to extend this work to a Bayesian semiparametric setting.
This paper provides Markov chain Monte Carlo (MCMC) posterior simulation methods for Bayesian semiparametric MGARCH models. Estimation is jointly conducted on all parameters of the conditional covariances and the unknown innovation distribution.
The predictive density integrates out uncertainty from the conditional covariance as well as the uncertainty about the return distribution. Our semiparametric MGARCH model is closely related to the semiparametric univariate volatility models of Jensen & Maheu (2010 , 2012 and Ausín et al. (2010) . These earlier semiparametric models were based on modeling the dynamics of conditional volatility parametrically and on a nonparametric Dirichlet process mixture (DPM) prior for the distribution of the standardized returns. We too assume a parametric model for the dynamics of the conditional variance matrix of returns 1 and a DPM prior for the multivariate distribution of the standardized returns.
The Bayesian nonparametric DPM prior, while being a flexible, countably, infinite mixture of multivariate normals with unknown means, covariances and mixture probabilities, is also parsimonious and simple to sample from. Our first nonparametric approach makes use of the Dirichlet processes Polya urn sampler of Escobar & West (1995) and West et al. (1994) to produce draws of the unknown distribution by sampling the mixture covariance matrices. Posterior draws consists of sampling each components covariance matrix from its conjugate, conditional, posterior distribution.
It is well understood that as the number of assets in the MGARCH model increases, the number of unknowns can become overwhelming. To ensure that our semiparametric
Bayesian approach is scalable, we also estimate our semiparametric MGARCH model with a DPM prior restricted to covariance matrices having only diagonal elements. These diagonal covariance matrices take on two forms; one prior having only a single scaling factor and the other allowing each asset to have its own mixture variance.
In order to allow more flexible priors and enable different location vectors in the mixture components, which will be important in capturing potential asymmetries in the nonparametric distribution of the standardized errors, we also use the slice sampler of Walker (2007) . Unlike the above Gibbs based, Polya urn approach, the slice sampler works directly with the stick breaking representation of the DP prior. Posterior sampling methods are straightforward and allow inference on the unknown distribution itself.
Such inference is not possible with the Gibbs based approach since it generates draws by marginalizing over the DP prior.
Empirical applications to foreign exchange returns and equity returns using a vectordiagonal MGARCH model of Ding & Engle (2001) shows the usefulness of our approach.
The semiparametric model has very similar parameter estimates to a MGARCH model with Student-t innovations. Time-series plots of the conditional variances and condi-tional correlations are likewise similar. We show how the Bayes factor for the parametric Student-t MGARCH model versus the simplest nonparametric specification can be computed using the Savage-Dickey density ratio. For each dataset we find very strong support for the nonparametric mixture model.
To assess our more general model we turn to predictive Bayes factors. We show how to compute the predictive likelihood for the full support of the distribution as well as regions such as the predictive likelihood for the tail of the distribution. In these comparisons the semiparametric model is at least as good as the parametric alternative and often significantly better. For example, in the first equity application the predictive log-Bayes factor in favor of the new model is 17. On average 10 components are used in the mixture to approximate the distribution of returns.
We present period by period log-predictive likelihoods for model comparison. We find that for foreign exchange data the new models essentially match the predictive performance of a MGARCH model with Student-t innovations. For equity the new models offer significant improvements. The gains from the semiparametric model often occur during high volatility episodes. We conclude that our model can be substituted for parametric models and be expected to deliver similar and potentially much better predictive performance.
During the high volatility of the financial crisis the sequential estimates of the semiparametric scale mixture model go from about 9 components in the mixture to around 10. Towards the end of the sample period the number of components begin to decrease. This is a flexible feature of the DPM mixture model. If the future is unlike the past the model can introduce new components with new parameters into the mixture to accommodate new structure in the distribution. This is something that is not possible for the t-distribution or a finite mixture model as the number of components is fixed.
The paper concludes with an application to a larger equity portfolio of 10 assets.
Computation becomes more challenging with this model so we apply the diagonal version of the DPM covariance prior to reduce the computational costs. The MGARCH model with a DPM prior mixing over each assets variances leads to better out-of-sample forecast performance. This semiparametric MGARCH model uses approximately 25 mixture components and continues to have significant gains in density forecasts of returns beyond the MGARCH model with Student-t innovations.
This paper is organized as follows. The next section presents a MGARCH model with Student-t innovations that provides a benchmark to compare to the new models. Section 3 removes the Student-t distributional assumption and replaces it with a Dirichlet process mixture model. Gibbs sampling is discussed and computation of the predictive density for returns and for a portfolio of assets is derived. Section 4 introduces posterior sampling for a DPM model with more general priors for the base measure. We use this version to allow the mean of the components in the infinite mixture to be non-zero.
Data, estimation results and model comparison are found in Section 5 while the paper concludes in Section 6.
Benchmark Model
In the following let y t = (y 1t , . . . , y kt ) denote a vector of k asset returns. For comparison purposes we consider a parametric version of the vector-diagonal multivariate GARCH model of Ding & Engle (2001) . To capture the fat tails so prominent in asset returns a Student-t distribution is used for the conditional density. The model, MGARCH-t, is
where Ledoit et al. (2003) .
The priors are independent for each individual parameter and follow N (0, 100) with the following restrictions Diag(Γ 1/2 ) > 0, γ 11 ≥ 0, γ 22 ≥ 0 to impose identification and ψ > 2.
This density on (3) is nonstandard and we employ a Metropolis-Hastings sampler. Given the current value Γ of the chain, the proposal Γ is sampled from
and accepted with probability
and otherwise rejected and Γ is selected as the draw. This is a multivariate random walk directed by a fat-tailed mixture of normals. The second normal in the proposal mixture allows for the possibility of large moves in the parameter space. In the empirical applications p = 0.9 and V is an estimate of the inverse hessian of log(p(Γ|Y T )) evaluated at the posterior mode and scaled to achieve an acceptance frequency between 0.2-0.5.
V is computed once at the start of estimation.
Sampling from this distribution is repeated many times and after dropping a burnin sample we collect
to estimate posterior quantities of interest. The predictive density can be approximated as
where
t+1 is computed according to (2) with parameter Γ (i) .
Multivariate GARCH-DPM-Λ Model
Now consider the same MGARCH-t model with the Student-t innovations replaced by a Dirichlet process mixture model. This is labelled MGARCH-DPM-Λ and follows,
The MGARCH parameters Γ 0 , Γ 1 and Γ 2 follow the same structure as the previous sections MGARCH-t model. (9)-(11) places a nonparametric prior on the random innovation distribution of returns. This Bayesian nonparametric prior is an infinite mixture of multivariate normals with mixing over the covariances and can approximate a wide class of distributions. Within this mixture the unknown matrix Λ t is assumed to be distributed according to an unknown distribution G. G is modeled nonparametrically in terms of the Dirichlet process (DP) prior of Ferguson (1973) with base measure G 0 (Λ t ) and precision parameter α. The DP is centered at
for the measurable set Λ. The parameter α is a precision parameter in the sense that The model can be cast in the Sethuraman (1994) representation of the DPM mixture model as
where the mixture only affects the covariance of each component and f k
is a multivariate normal distribution of dimension k with mean vector 0 and covari-
The mixture weights are distributed as V 1 = W 1 , and In this formulation of the DPM prior only the precision matrix Λ t affects components in the mixture. This allows for Gibbs sampling that is straightforward but further on a non-zero mean vector is allowed.
Given a dataset Y T = {y 1 , . . . , y T }, the Gibbs sampler will sequentially draw the set 2 If A ∼ Wishart k (S 0 , v 0 ) with scale matrix S 0 and degree of freedom v 0 then it has density 
and rewrite Equation (7) so that:
Standardizing the returns in (14) leaves the return innovation distribution which is modeled as a flexible DPM. Although we focus on one particular MGARCH model other MGARCH parametrizations could be used as long as the transformation in (14) can be applied. The DPM model for x t does not in general impose a covariance matrix of I k . Imposing moment restrictions in DPM models is still an open question but for our applications we use the prior to essentially center x t around a covariance of I k .
With this transformation we can use the Gibbs sampling approach of Escobar & West (1995) to sample the DPM model portion of the model. Let
then draws are now made from B, S|X T with the following two step procedure:
Step 1. Sample s t , t = 1, . . . , T and m from:
Step 2. Given the S and m from Step 1, sample B j , j = 1, . . . , m from:
We require the following derivations.
and
(26)
In
Step 2 we have for j = 1, . . . , m,
where n j = #{t : s t = j}. This completes the DPM model portion of the Gibbs sampling. Finally, if the precision parameter α is assigned a Gamma prior Gibbs sampling following Escobar & West (1995) can be used for the conditional posterior distribution.
Next we sample the MGARCH model parameters. Let Γ = {Γ 1/2 0 , γ 1 , γ 2 }; note, the semiparametric model does not contain the degree of freedom parameter ψ. To sample from Γ|B, S note that
so that the conditional posterior is
The same sampling strategy used for the MGARCH-t model with a fat-tailed mixture of normals (4)- (5) is used to jointly sample all structural parameters in the MGARCH recursion.
Sampling from these distributions is repeated many times and after dropping a burnin sample we collect
to estimate posterior quantities of interest. Escobar & West (1995) point out that the key quantity of interest for Bayesian nonparametrics is the predictive density. The predictive density for x t+1 given the parameters follows the Polya urn prediction rule,
Predictive Density
Applying the change of variables
the predictive density for y t+1 as,
From this the covariance is
The predictive density with all parameter and density uncertainty integrated out can be estimated as
are the posterior draws and the right-hand side of (36) averaging over (33).
The predictive density of a portfolio of assets can also be conveniently derived from these results. Given the weights ω on wealth with ∑ k i=1 ω i = 1, the portfolio return is y p t+1 = ω y t+1 and has a predictive density
Each of the distributions in this mixture are univariate. Averaging over the posterior draws as in (36) 
Savage-Dickey Density Ratio
The DP precision parameter α can be understood as the parameter controlling the number of unique Λ t s. Its value determines the mixture weights through the proportion
As a sharp hypothesis on α, the Savage-Dickey density ratio of Dickey (1971) can be used to compute the Bayes factor for MGARCH-t versus MGARCH-DPM-Λ model.
Under a proper prior for α, the Bayes factor can be computed using the Savage-Dickey density ratio
where p(Y T |M ) is the marginal likelihood of the model M .
Since α does not lend itself to a sharp hypothesis we transform the DP precision variable into u ≡ α α + 1 and assume a uniform prior over the unit interval for u. Using this transformation u → 1 as α → ∞. It also provides an intuitive look into how the prior for α is a prior over the probability of clustering since u is the probability of a new cluster for the second observation. If u = 1 a new Λ t will be drawn from G 0 for every observation and x t in (15) is distributed as a multivariate Student-t, St(0, (P ν) −1 , ν).
Since for the uniform prior p(u = 1) equals one, the Savage-Dickey density ratio can be rewritten as
The uniform prior on u implies the following prior for α
A random walk proposal is used to generate the draw α . This candidate draw, α , is accepted with probability
where α is the draw from the previous sweep and m is the number of clusters from the current sweep (see Escobar & West (1995) for the formula of the likelihood function, p(m|α, N )). For each draw of α we also compute its corresponding u. We then evaluate the empirical distribution of the sampled u at 1.0. If it is less than 1 then evidence in favor of the MGARCH-DPM-Λ model over the Student-t version of the model.
General Semiparametric MGARCH Model
The previous model presented relies on a restrictive prior and does not allow the mean of a component to affect the mixture. To allow for more general priors on the base measure including estimation of the mean of the components, a sampler based on the stick breaking formulation of the DPM model is used. This more general MGARCH model is labelled as MGARCH-DPM.
The MGARCH-DPM model is,
The base measure governing µ t and Λ t are independent multivariate normal and Wishart distributions. The mixture parameters now affect the mean vector and covariance in (42).
The Polya-urn based sampler relies on G being integrated out from the posterior.
This marginal method gives a finite number of parameters that can be sampled with MCMC methods when conjugacy is available. For more general priors this does not work. Instead we work with conditional sampling approaches that directly sample from the Sethuraman representation of the DPM. The problem is that there is an infinite number of parameters to keep track of. One approach is to approximate the infinite expansion by a finite one as in Ishwaran & Zarepour (2000) .
However, it is possible to avoid this approximation by using slice sampling. The key idea behind slice sampling is to introduce a latent variable that slices the infinite expansion in the Sethuraman representation to a finite number of parameters that can be sampled by MCMC. Integrating over the latent variable yields the correct mixture.
We extend the slice sampling techniques of Walker (2007), Kalli et al. (2011) and Papaspiliopoulos (2008) to our MGARCH-DPM model.
and ξ j and B j are the unique mass points of the vector µ t and matrix Λ t . The weights are
Using the transformation x t ≡ H −1/2 t y t again, the density for
where W = (w 1 , w 2 , . . .) and Θ = {θ 1 , θ 2 , . . .}. Introducing the auxiliary latent variable u t , we define the joint conditional density of x t and u t as,
The conditional distribution of components that have a weight w j less than the slice variable u t is 0. If u t has a uniform distribution then integration of f (x t , u t |W, Θ) with respect to u t gives f (x t |W, Θ). On the other hand the marginal density of u t is ∑ ∞ j=1 1(u t < w j ). Let s t = j assign observation x t to data density f k (x t |ξ j , B −1 j ) with parameter θ j = (ξ j , B j ), and U = (u 1 , . . . , u T ), then the full likelihood is
and the joint posterior is
where W K = (w 1 , . . . , w K ) and K is the smallest natural number that satisfies the
The Gibbs sampler samples the following set of variables each iteration,
After dropping the burnin phase we collect i = 1, . . . , N samples.
The sampling steps are:
. . , K, where
3. π(u t |W K , S) ∝ 1(0 < u t < w st ), t = 1, . . . , T .
Find the smallest
In step 4 additional w j and θ j will need to be generated from the prior if K is incremented.
From step 1 the conditional posterior for
For each j in which at least one observation is assigned we have
For the conditional posterior of B = {B 1 , . . . , B K } we have
Conjugacy makes this a series of Gibbs draws,
For the empty sets {t : s t = j} in which none of the observations are allocated to the cluster a direct draw from the Normal-Wishart (46) prior for ξ j and B j is taken.
Predictive density
Conditional on H t+1 the predictive density can be estimated as
We found R = 2 produces accurate results. The parameter θ (i) = (ξ (i) , B (i) ) is found from these steps:
From this the full predictive density with all parameter uncertainty integrated out is obtained as
t+1 is obtained from the posterior draw Γ (i) using the MGARCH recursion (43).
As in Section 3.1 the predictive density of the portfolio return y p t+1 = ω y t+1 can be computed. The predictive density analogous to (60) is
where θ (i) = (ξ (i) , B (i) ) comes from steps 1-3 above. The full predictive density with all parameter uncertainty integrated out is
It is often of interest to focus on density forecasts of a particular region of the distribution. The predictive density for the tail (Diks et al. 2011 ) of the portfolio is defined for y
The denominator is an integration constant that ensures the conditional predictive density integrates to one while Φ(·) denotes the cumulative distribution function for the univariate standard normal and f 1 (·|) is the associated pdf. In contrast to the previous predictive likelihood that assessed the quality of the predictive density for the whole support of returns, this focuses only on portfolio values less that η. Analogous results apply for the MGARCH-t and the MGARCH-DPM-Λ models.
Application
Two datsets, one of equity and the other foreign exchange are used to estimate the models. Data for equity returns is on IBM, the Center of Research in Security Prices 
Estimates
In posterior simulation, for each model, a total of 13000 draws are collected and the first 3000 are dropped as burnin with the remainder being used to estimate posterior features. Posterior draws are shown in Figure 2 for the the MGARCH-DPM-Λ model.
Although there is some autocorrelation the chain overall mixes well and fully explores the posterior density. In the following we focus on the results for the equity dataset. Table 2 The parametric MGARCH-t model features thick tails with the degree of freedom parameter, ψ, estimated to be 7.7. A drawback of the Student-t density is that a single degree of freedom parameter governs tail thickness in all directions of the density. This is not the case for the semiparametric alternatives. The semiparametric models capture any deviations from the normal distribution by using approximately 9 and 10 components, on average, in the DPM models. However, there is some posterior uncertainty as to the number of components, m, with a density interval of (5, 16) Finally, the Bayes factor in favor of the MGARCH-t model versus the MGARCH-DPM-Λ model were computed for both the equity and foreign exchange data following Section 3.2. For a range of degree of freedom parameters (ν = 6, 8, 12, 30 ) the Bayes factor is 0. The support for u is always confined to values below 0.7 as is evident in the posterior density of u plotted in Figure 5 for the equity data. This indicates the equity data strongly supports a nonparametric specification with only a few (as in ten, more or less), unique covariances, B j , as opposed to the MGARCH-t model's 2263 unique covariances.
Out-of-Sample Forecasts
In this section the forecast precision of the models is compared by predictive likelihoods.
This measures the overall accuracy of density forecasts from each model and is equivalent to a log-scoring rule (see Winkler (1969) ). In each case a model is estimated with data Y t−1 and then the predictive likelihood is estimated for y t given Y t−1 following Sections 3.1 and 4.1. After this the data is incremented to Y t and the model is re-estimated and the predictive likelihood is computed for y t+1 given Y t . This is repeated for all the outof-sample period τ 1 ≤ t ≤ τ 2 and the log-predictive likelihood
where M = MGARCH-t, MGARCH-DPM−Λ, MGARCH-DPM, is reported in Table 3 while portfolio results are in Table 4 . From this, log-predictive Bayes factors for comparison of two models can be computed from the values in Tables 3 and 4 It provides a rough estimate of average volatility.
From Figure 6 we can see three influential observations that are in favor of the MGARCH-DPM-Λ. They appear to be high volatility episodes. On the other hand, the second panel shows there to be regular ongoing forecast improvements from the semiparametric model. Even at the end of the sample, which has lower average volatility, the evidence continues to strengthen for the semiparametric model.
In a longer out-of-sample period, Figure over the whole sample and is not confined to any particular data points such as outliers.
Some of the early gains in the model coincide with the negative returns in the market.
Recall that the main difference in these models is the ability of the MGARCH-DPM specification to capture asymmetry in the return distribution.
Next we consider results for various portfolios of equity for our best model MGARCH-DPM along with the Student-t version. Table 4 displays the cumulative log-predictive likelihoods for the full support of the distribution along with the conditional (tail) logpredictive likelihood for portfolio returns less that −1.0. The final column of this table lists the portfolio weights. The MGARCH-DPM specification gives robust gains for different portfolios for the whole distribution. The log-Bayes factor is on the order of 4 for each portfolio. On the other hand, the tail predictive likelihoods are almost identical between the models with a slight edge for the DPM version. In contrast to the previous results, in which the same tail behaviour of the Student-t distribution is imposed in 3 dimensions and worked poorly, the MGARCH-t only has to match the tail in one dimension for the univariate portfolio. As such it does much better in this situation.
As an example of the breakdown of these results, Figure 9 plots the portfolio return versus the difference in the log-predictive likelihoods for the MGARCH-DPM and the MGARCH-t, for the third portfolio in Table 4 . A positive (negative) value on the y-axis is in favor of the MGARCH-DPM (MGARCH-t). Overall the models are very similar.
The DPM version is better in the range [-5:-1] and [1:5] while the Student-t model is better around 0 and in the extreme tails.
In summary, the semiparametric models are at least as good at the parametric model with t-innovations and often significantly better in terms of density forecasts. This has been demonstrated for three assets and portfolios. We now turn to a more demanding application of the model.
Ten Asset Example
In this section we show that our approach can be used for a larger portfolio of assets. We In order to compare the most flexible specification in Section 4 with some restricted versions we employ OpenMP 4 for parallel programming on an Intel quadcore processor. The main bottleneck is associated with computing the loglikelihood function in (32). GARCH models have a path dependence in that the covariance matrix at time t affects all future covariance matrices. This structure does not readily admit standard parallel programming methods. To do so, we first run through the MGARCH recursion to obtain {H t } T t=1 and then compute the conditional covariances (35). After this the Cholesky decomposition of each of the covariance terms, needed for density evaluation, can be calculated independently among the 4 processors. Although additional gains are possible, this is sufficient to make the computation time practical. For instance, the full model in Section 4, given an estimate of V , the covariance of the proposal density (4) used to sample the MGARCH parameters, it only takes a few minutes to obtain 8000 draws from the full posterior distribution of which the last 5000 are used for inference.
We consider several restricted models and some require modification to the MCMC sampler. Each semiparametric model in this section uses the slice sampler for estimation.
First we restrict all mixture mean vectors in the DPM to zero, in other words, µ t ≡ 0, and secondly, the mixture precision matrices, B j , are diagonal. This forces all nondiagonal elements to be zero but allows separate scaling for each element of x t . The Wishart prior for B j is reduced to the Gamma prior
the Gibbs update step becomes
A further simplification is to restrict B j = b j I k where b j is a scalar. This scales the whole matrix H t up or down by a fixed amount in each cluster of the DPM. In this case with prior
and p = 1/(ν + k − 1) the Gibbs step in (68) becomes one draw from 
Conclusion
This paper proposes a Bayesian nonparametric modeling approach for the return innovations in multivariate GARCH models. The approach of this paper opens the door to semiparametric modeling in a wide variety of different multivariate GARCH models.
An infinite mixture of multivariate normals is given a flexible Dirichlet process prior.
We discuss conjugate methods that allow for scale mixtures and nonconjugate methods which provide mixing over both the location and scale matrix of the normal components.
MCMC methods are introduced for posterior simulation and computation of the predictive density. Bayes factors and density forecasts with comparisons to GARCH models with Student-t innovations demonstrate the gains from our flexible modeling approach.
The paper concludes with an application to 10 assets. We introduce several restricted versions of the model that reduce computational costs and lead to better out-of-sample forecast performance. The best semiparametric model continues to have significant improvements in density forecasts of returns beyond the MGARCH model with Student-t innovations. 
