In camera identification using sensor fingerprint, it is absolutely essential that the fingerprint and the noise residual from a given test image be synchronized. If the signals are desynchronized due to a geometrical transformation, fingerprint detection becomes significantly more complicated. Besides constructing the detector in an invariant transform domain (which limits the type of the geometrical transformation) a more general approach is to maximize the generalized likelihood ratio with respect to the transform parameters, which requires a potentially expensive search and numerous resamplings of the entire image (or fingerprint). In this paper, we propose a measure that significantly reduces the search complexity by reducing the need to resample the entire image to a much smaller subset of the signal called the fingerprint digest. The technique can be applied to an arbitrary geometrical distortion that does not involve spatial shifts, such as digital zoom and non-linear lens-distortion correction.
INTRODUCTION
The concept of identifying a specific camera using sensor fingerprint has been introduced in 2005. Since then, the technique has been substantially improved and generalized to be applicable in a wide range of practical situations. [1] [2] [3] [4] [5] [6] [7] [8] 15 The sensor fingerprint is caused by subtle yet consistent deviations from the nominal output of pixels. It needs to be estimated from one or more images positively known to have been taken by the camera. To provide evidence that a given image under investigation was taken by the exact same camera (not just the same model), one establishes the presence of the fingerprint in the image. A positive match between an image and a camera fingerprint ties the image with very high certainty to the camera. Applications of this technology include all cases when a crime is committed by taking a picture, such as in child pornography and movie piracy cases, as well as intelligence gathering and criminal investigation. * The sensor fingerprint is mostly formed by the so-called Photo-Response Non-Uniformity (PRNU) 13 due to the fact that each pixel consistently outputs voltage that is slightly different from its nominal value. As a result, each image the sensor takes is overlaid with a unique noise-like pattern modulated by the scene light intensity. The presence of a specific known fingerprint in an image can be established using standard deterministic-signal detectors, whose specific form depends on the statistical nature of the modeling noise. With unknown noise parameters, the fingerprint detection is correctly framed as a two-channel detector. 10 Due to the complexity of the Generalized Likelihood Ratio (GLR) detector, practitioners use the simplified Peak to Correlation Energy (PCE) ratio as a convenient test statistic. A large-scale test with nearly 6,900 cameras and over one million images 3 indicates that thresholding the PCE with τ = 60 corresponds to probability of 10 −5 of falsely identifying an image as taken by a specific camera (false alarm).
As with any correlation-based detector, it is important that the fingerprint and the image be synchronized. Due to the random character of the fingerprint, however, even a small desynchronization by a single pixel may lead to a missed detection. In particular, when some geometrical processing was applied to the image under investigation, the detector needs to resynchronize it with the fingerprint. This could be achieved by constructing the detector in a transform-invariant domain.
12, 14 However, since this approach needs to be developed for each transform type separately, it is not a viable solution if one desires a general solution applicable to an arbitrary transform, including focal-length-dependent non-linear lens distortion correction nowadays commonly used in compact digital cameras. 7 An alternative approach, also taken in this paper, is to maximize the PCE over all parameters of the geometrical transform. An example of this approach for images subjected to scaling/cropping and lens-distortion correction appeared in Ref. [5] and Ref. [7] , respectively.
The search requires resampling either the image or the fingerprint for each value of the parameter vector that describes the geometrical transform. Due to the random character of the fingerprint, the peak in the PCE w.r.t. the parameter is rather narrow, which limits the applications of faster gradient search methods -the bulk of the search needs to be carried out by a simple grid search. In Ref. [7] , the authors lowered the complexity of this search by working with resized versions of both signals (resized by a factor of 3). In this paper, we propose a different approach that uses only the outlier values in the fingerprint -the so-called fingerprint digest 9 -to obtain a much better trade-off between computational complexity and the detection reliability.
In the next section, we introduce some background concepts, procedures, and prior art relevant for this work. Then, in Section 3, we describe the proposed method in detail. Experiments confirming the merit of the proposed approach together with a comparison to prior art appear in Section 4. The paper is concluded in Section 5.
PRELIMINARIES
Boldface symbols will be reserved for matrices while the calligraphic font will be used solely for sets. The ijth element of matrix A ∈ R M×N will be denoted as
is a vector of elements of A in some fixed order. For set X , its cardinality is denoted as |X |. All arithmetic operations between matrices will be elementwise. Finally, Greek letters will be used to denote noise components while θ is reserved for the geometrical transform parameter.
On the most general level, the sensor fingerprint detection can be formalized as follows. Given two noisy estimates of sensor fingerprints, two matricesK (1) andK (2) , the task is to decide whether they contain a common signal -the sensor fingerprint K. It is assumed thatK (1) has been estimated from n 1 ≥ 1 images, all processed using the same geometrical transform, whileK (2) was estimated from n 2 ≥ 1 images, also assumed to have undergone the same geometrical transform but with a potentially different parameter than the one forK (1) .
The fingerprint detection can be formulated as the following two-channel hypothesis problem:
where K and K are sensor fingerprints coming from two different cameras, ξ (i) , i = 1, 2, are i.i.d. Gaussian modeling noise terms with unknown variances, and T θ is the geometrical transform betwenK (1) andK (2) parametrized by an unknown (vector) parameter θ. The null hypothesis corresponds to the situation when the observables come from two different devices, while under the alternative hypothesis both observables come from the same device (a positive match).
A simplification of the GLR test for this problem that appears in Ref. [10] to obtain a detection statistic with a reasonable computational complexity, is the Peak Correlation to Energy (PCE) ratio maximized over all possible values of θ:
where
where 
where now
The detection thus involves a numerical maximization of the PCE as a function of θ. As already mentioned above, the random character of the signals involved makes the peak in θ rather narrow, which precludes application of fast gradient-based methods and leaves us with a potentially rather expensive search on a fine grid. The most time consuming parts to compute the PCE (3) for a given θ are the geometrical transform, which will generally require resampling on a non-uniform pixel grid, and evaluating the cross-correlation ρ[i, j] for all i, j.
Given n images I
(1) , . . . , I (n) obtained by the same camera, one of the most commonly used procedures for estimating the sensor fingerprint is the estimator derived in Ref. [3] :
By far the most common case in practice is when an analysts is matching a single image I to a camera with a fingerprint estimateK (2) . In this case, n 1 = 1, I
(1) = I, W (1) = W, and the estimator (6) simplifies intô
Following the reasoning in Ref [3] , we will use a modified detector in the form
for this situation. A disadvantage of this detector is that whenever T θ is not an identity, while searching for θ we need to resample both W and I, which increases the computational complexity. A possible remedy exists when T θ is close to identity (e.g., for lens-distortion correction) assuming the image intensity (content) does not change significantly over small neighborhoods. In this case, the complexity can be lowered by approximating the term T θ (I) with the image intensity itself:
PCE WITH SIGNAL DIGESTS
As stated in the introduction, the goal of this article is to speed up the search for the nuisance parameter θ. To this end, we propose to work with a suitably chosen subset of both arguments of the PCE. ‡ This will decrease the complexity of the resampling operation T θ and speed up the computation of the test statistics (3), (5), (7), and (8).
Given a signal S, imagine that we leave its k M N largest (in absolute value) elements unchanged and set the remaining elements in S to zero. When this operation is performed on both arguments entering (any form of) the PCE statistic, we are essentially introducing noise into the signals, which has the effect of decreasing the PCE. We already, however, achieve a speed up as, for each θ in our search we only need to resample k values † Note the slight difference between the PCE used in our previous work, [1] [2] [3] [4] [5] [6] [7] [8] 15 where the peak was determined by the maximum of ρ
. This is to prevent false identification due to strong anticorrelation (negative ρ) between the signals, assuming such a case can only happen due to strong non-unique artifacts present in the fingerprints.
‡ The idea of speeding up the camera identification using sensor fingerprints by restraining the computations to the largest components in the fingerprint was independently proposed by Hu et al. 11 and by Goljan et al..
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instead of M N . Note that if T θ involves a spatial shift, one needs to compute the full 2D cross-correlation ρ[i, j] and search for its maximum value. In this case, no savings in complexity is obtained as the 2D cross-correlation is best implemented as a convolution using Fast Fourier Transform (FFT), which "does not see" the signal sparseness. On the other hand, if we know that there is no spatial shift, we can work only with the k outlier values, order them into a k-dimensional vector and perform a 1D cross-correlation, achieving thus additional savings in complexity. § For the remainder of this article, we will constrain ourselves to transformations T θ that do not involve any spatial shift. This means that both δ 1 (7) and δ 2 (8) will be computed using the PCE in the form (5) . For transformations with a spatial shift, the authors suggest the previously proposed downsampling to speed up the search for the geometrical transform parameter.
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By ordering the indices (positions) of the k largest outliers of S into an ordered set D ⊂ {0, . . . , M − 1} × {0, . . . , N − 1} of cardinality k, we obtain the so-called digest of S. Sometimes, we will refer to S[D] as the digest hoping that confusion will not arise as to whether we are talking about values of S or its indices.
To evaluate the PCE statistic on digests in practice, we work with the inverse mapping, T −1 θ , as this can be implemented much easier. For example, to compute, PCE(T θ (W), IK (2) ) for a digest D ofK (2) (the fingerprint digest), we first compute the k locations where the digest pixels are mapped under T −1 θ and then interpolate W only around these k points (we use a linear interpolation using the four closest neighbors) and denote the interpolated signal
Once the signals are reduced to digests, they become vectors of length k,
Evaluating the normalized cross-correlation ρ in the PCE thus involves only a 1D sum over the digest rather than a 2D sum. To be absolutely precise, to evaluate the PCE (8) at digest D,
Thus, computing PCE on a digest with k elements reduces the computational complexity by the factor of M N/k.
Notie that instead of working with the fingerprint digest, we could work with the digest of the product IK (2) taking thus into consideration the image intensities. In fact, later in this paper, we will explore the possibility to further improve the performance of the proposed methods exactly in this manner. As yet another note, we remark that to compute (7) on a fingerprint digest, we map the fingerprint digest T −1
) and interpolate both W and I around these k mapped values before computing the PCE in a similar manner as above.
As already pointed out above, working with signal subsets introduces noise in the signals and thus reduces the PCE. Figure 1 shows that this loss is much smaller when we use digests than when the signal length is reduced by trimming (cropping). The dependence of the PCE (9) on the digest length was derived in Ref. [9] and is marked as "Digest -model" in the figure legend. Thus, using fingerprint digests for reducing the grid search complexity is likely to be very effective as well. It is important to stress here that the digest will be used only to estimate the parameter θ during the grid search. The final detection statistic will always be evaluated using either (5) or (7) for the full fingerprint size with θ obtained by the grid search. This way, we ensure that the false alarm probability is not affected by the method used to estimate θ.
For some transformations, it may be important to consider not only the values of the fingerprint elements but also their position w.r.t. the geometrical transform. For example, the radial lens distortion correction 7 is more accurately estimated from digest pixels on the perimeter of the image, where the distortion is the largest. Thus, it might be better to select the digest based not only on the outlier fingerprint values but also consider their distance to the image center. However, our investigative experiments that attempted to prefer pixels with larger distance from the image center failed to give more accurate estimates of θ. On the positive side, we confirmed § Replacing PCE with the simple correlation coefficient, ρ, in the objective function during the grid search phase is also possible for additional computation speed-up. 
as a function the relative signal length for two fingerprint estimates,K
, with K simulated as a Gaussian signal with the noise terms leading to ρmax = 0.04. With decreasing signal length, the PCE decreases linearly for trimming while it stays significantly higher for digests.
that restricting the digest D to pixels that are not in the proximity of the image center does eliminate occasional missed detection cases caused by inaccurate or wrong estimation of the distortion parameter θ. In particular, by omitting 1/12 of all pixels lying within a small circle around the center, we observed a ∼ 3% increase in the final PCE (5) (∼ 97% unchanged).
EXPERIMENTS
We demonstrate the merit of the proposed idea on the example of an in-camera lens-distortion correction transform T θ with a scalar parameter θ, which controls how the original distance of each pixel to the image center, r, changes after the transform is applied:
We note that this equation is commonly used for modeling barrel and pincushion optical distortion. 
Prior art
The proposed method of digests will be compared with the method described in Ref. [7] . In this section, we briefly describe this approach while referring to the original publication for details.
The method consists of a two-phase search for θ on downsampled signals after which the final PCE is evaluated for the full size signals. The first phase of the search is a simple grid search on progressively refined grids. If this coarse search succeeds to find a PCE larger than a certain threshold, the procedure continues with the second, refining phase, which is a golden search on a small neighborhood of the parameter identified in the first phase. Otherwise, the algorithm announces a failure to match the camera. The searches in both phases are carried out for both the fingerprint and the image noise residual subsampled by a factor of three to speed up the search.
¶ If the golden search manages to find θ for which the PCE value exceeds a certain threshold, the algorithm computes the final detection statistic PCE (7) for the full size signals and the estimated θ.
The method of digests proposed here essentially follows the same procedure except it works with fingerprint digests instead of downsampled signals. We show experimentally that the same error rates (final PCE values) ¶ The downsampling function was implemented by subselecting every third row and column while keeping the center of the image (and fingerprint) exactly in the geometrical center to avoid introducing a shift before the radial transform is applied.
can be achieved with substantially shorter digests than the resized signals. We first illustrate this in the next section to prove the concept and then subject the method to a more rigorous test in Section 4.3.
Sample experiment
The camera was the Canon SX230 HS equipped with a CMOS sensor with native resolution of 4000 × 3000 pixels. We estimated the sensor fingerprintK (2) from only ten images of a white wall illuminated by natural light. Since the camera zoom was not engaged, the focal length was 5.0 mm (the widest angle). The first three test images (shown in Figure 3) were randomly chosen among the total 275 test images from this camera and their noise residuals were assigned toK (1) .
In Figure 2 , we compare the detection statistic δ (5) evaluated forK (1) andK (2) resized by the factor of r = 1/m, m = 3, 3.5, 4, 4.5, 5, 5.5, 6 with the same statistic implemented using a digest ofK (2) with cardinality k equal to that of the resized signals. For brevity, we do not include similar comparative tests for non-matching camera fingerprints (hypothesis H 0 ) as the distribution of δ is unaffected by the choice of the signal subset. The exact dimension and size in pixels after downsampling included in this experiment are shown in Table 1 . 
Experiments on three cameras
The purpose of this section is to show that the method of digests needs significantly fewer pixels to achieve the same error rate in camera identification when compared to the downsampling method (Section 4.1). We investigate two types of digests -one computed directly from the fingerprintK (2) and one from the product IK (2) .
We compare the PCE (5) obtained for the downsampled signals with (7) and (8), which we evaluate for fingerprint digests of lengths from k = 60, 000 to 300, 000 in steps of 20, 000.
Data acquisition
The following experiments include three compact cameras: Canon SX230 HS, Panasonic Lumix ZS7, and Nikon CoolPix S9100. All images used for the camera fingerprint estimation as well as all test images were taken at the full 3000 × 4000 resolution. These cameras do not apply any resizing operation during the acquisition. To prevent the digital zoom from being engaged accidentally, we turned it off. The cameras offer a large optical zoom from which we sampled the fingerprints and test images. Since the zooming proceeds in small discrete steps, the focal length can only attain certain fixed values from the available zoom range.
For each camera, we prepared a series of images in groups of ten (taking advantage of the camera's burst mode) while adjusting the zoom before proceeding to the next group. For the Canon and Nikon cameras, we were taking snapshots of a well illuminated white wall while cloudy sky shots were used for the Panasonic camera. We used the manual mode to ensure high luminance and no saturation in these images. Each camera fingerprint was estimated from ten such images all taken at the same focal length. The fingerprints cover the entire range of focal lengths the cameras offer. The test images were mostly acquired outdoors. The scenes were often zoomed in to supply images with many possible focal length values. 
Experiment setup and outcome
Each tested image-fingerprint pair was chosen to have unequal focal lengths. Figure 4 depicts the distribution of these focal lengths for all 100 pairs and three cameras. The fingerprints were taken one by one ordered by the focal length, and repeated as necessary, while the test images were chosen randomly among those with focal length different from the images the fingerprint was estimated from.
The lens-distortion parameter θ was searched for in the interval [−0.22, 0.22], which is sufficient to cover all possible lens distortion correction found in any of the three tested cameras. In general, the search interval may have to be adjusted for other camera models.
The size of the digest D that is sufficient to meet a fixed detection threshold on PCE (a threshold between 60 to 100 typically leads to a low level of false alarm 3 ) varies largely across the cameras, fingerprint quality, image content, and camera settings (resolution, ISO, JPEG compression, etc.). The digest-based method, however, consistently needed significantly fewer pixels during the search for the unknown parameter in all experiments. On a few examples, Figure 5 depicts how the detection statistics depend on the size of the digest. The points where the plots cross the horizontal dashed line determine the digest length at which the corresponding PCE is equal to the one obtained by downsampling by a factor of three.
The first two digest-based methods use the digest of the fingerprintK (2) and of the product IK (2) . The third method starts the first phase of the grid search with the digest of IK (2) but recomputes it from T θ (I)K (2) before the start of the second, refining phase with the parameter θ found during the first phase. As expected, this last option delivers the highest PCE values at the price of having to perform an additional resampling step to reestimate the digest. The difference between the last two methods is, however, rather negligible. This experiment clearly shows the benefit of computing the digest from the product IK (2) rather than just the fingerprint. Table 3 . Median improvement factor -the ratio between the number of pixels obtained by resampling by a factor of three to the digest length that produced the same final PCE value. The success rate counts the cases when δ 100 for digest length k = 300, 000.
Camera model
Digest To better portray the computational complexity savings, we next computed the ratio between the length of the signal downsampled by the factor of three and the digest length needed to match the performance (the expected error rates) of both methods. The results are shown in Table 3 . Depending on the tested image-fingerprint pair, the speed-up factor was typically of the order of 10-20, which is quite significant.
The table confirms what was already observed above on a mere three image-fingerprint pairs:
1. It is clearly beneficial to compute the digest from the product IK (2) instead of just the fingerprint itself.
2. Resampling the intensity after the first phase improves the results only negligibly.
The low success rate for Panasonic may be caused by image stabilization, which is not purely optical for this camera.
CONCLUSIONS
Camera identification using sensor fingerprint is a detection problem with the generalized likelihood ratio (GLR) detector in the form of a correlator. Due to the stochastic character of the fingerprint, it is imperative that the test image under investigation be synchronized with the fingerprint or else a missed detection results. Desynchronization may occur when an unknown geometrical transformation, such as scaling, rotation, or lens-distortion correction, has been applied to either the image or the fingerprint.
One possibility to resynchronize the signals is to construct the fingerprint detector in a transform-invariant domain. Such methods, however, need to be worked out for each transform separately, may not be easily derived for general complex transforms, and may be associated with a performance loss. Alternatively, one can keep the GLR detector, whose form now includes a maximization over the parameter space. This, however, leads to a potentially expensive search. One way to speed up this search is to work with subsets of the signals, saving thus on the complexity of resampling and the test statistic evaluation itself.
In this paper, we propose to select the signal subset based on the outlier values in the sensor fingerprint -the so-called fingerprint digest. The advantage of working with a digest over a simple downsampling (or trimming the signal) is that the test statistic for the digest decreases substantially slower with decreasing signal length and thus one obtains a much better trade off between the gain in speed and the detection accuracy. Compared to the savings that can be achieved by resizing the signals to a smaller size, the method of digests leads to a significantly better performance in terms of a lower missed detection probability (larger PCE) or faster processing or both.
We prove the concept for a specific type of a geometrical distortion -the lens distortion correction nowadays commonly applied in most compact digital cameras. According to the tests executed on three cameras, the best overall method is to extract the digest from the product IK of the test image intensity, I, and the fingerprint, K. The digest length can be conveniently chosen to achieve a desired trade-off between processing speed and performance. Depending on the fingerprint quality, image content, camera model and its settings, the method of digests achieved a 10-20 fold speed-up over reducing the signal size via downsampling (at the same level of detection accuracy).
The method of digests is applicable only to geometrical transformations that do not include spatial shift, such as radial lens-distortion correction or central cropping (e.g., digital zoom). For transformations involving a spatial shift, signal size reduction by downsampling is still a viable option.
