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Introduction
We seek methods which produce all the solutions of a transportation problem and which are applicable to more complex transportation problems. It is argued that direct methods should be considered. While the purest direct method is not practical, a modification substitutes some simple techniques for the minimization condition. With the methods of reduced matrices, we make subtractions from the rows and columns of the transportation matrix to produce a transformed matrix with all elements non-negative such that the non-negative integral Xij 
General Solutions and Solutions of More General Problems
For most purposes it would seem that an important property of a proposed method for solving a problem is that it produces all the solutions, and not just one of them. For some purposes it may even be desirable that the solution may include solution sets which are excluded from the usual statement of the problem. Thus the solution of the transportation problem and particularly the solution of the solid or k-dimensional problem [9], might well be given in terms of the more general solutions resulting from the use of fractional as well as integral assignments. It is also very desirable that a method be applicable, with no more than slight modification, to various generalizations of the problem. Thus it is desirable that a method for solving the transportation problem be also essentially applicable to the k-dimensional transportation problem [9] , to transportation problems with upper bounds [5, 368] , to transportation problems with bounded partial sums of variables [15] , to fixed charge transportation problems with constant fixed charges [22] and to problems having the same ci1 but with different values of ai and bj [3] .
The attempt here is to provide a general method which gives general solutions to the general problems mentioned above which is operationally practical and generally more efficient than rival methods.
Direct Methods
Frequently a direct method of solving a problem can be extended to direct generalizations of the problem. By a direct method we mean one in which the basic specifications of the problem are used directly in solving the problem without replacing them, in whole or in part, with auxiliary theorems or criteria and without using the circuitous approach of transforming an initial feasible solution to an optimal one. In minimization (maximization) combinatorial problems such as the transportation problem, the purest direct method consists in writing out all possible feasible solutions which satisfy (1) and selecting those which satisfy (2). This method gives a general answer to the problem, in a sense that a circuitous method does not, and since it is direct it is applicable to many direct generalizations of the problem which may result from additional specifications which are similar in form to those of (1). Generally the more direct methods are subject to more immediate direct generalization since direct methods do not depend on theorems or criteria which, while they are the complete equivalent of the conditions of the original problem, are commonly inapplicable to the more complex ones. Other things being equal, we seek methods which are direct if they are to be applicable to direct generalizations of the original problem.
But other things are not always equal! The pure direct method of writing out all possible feasible solutions-those which satisfy (1)-is simply not practical in most problems. In practice we must resort to methods which are, in part at least, indirect. The important point is that, if we wish to have methods which are applicable to direct generalizations of the problem, we should attempt to use a minimum of equivalence theorems and adixiliary criteria as substitutes for the stated conditions of the problem.
In considering the nature of many desirable generalizations of the problem, the minimization condition (2) is usually not fundamentally changed but the specification conditions (1) are generalized and/or expanded. It appears then that a proper first step in the order of indirection is in providing an alternative to the use of (2) while leaving the specifications (1) intact.
Lemmas for Reduced Matrix Methods
There is an alternative to the use of (2). It is related to an orthogonality condition that, if ui and vj are constants subtracted from row i and column j respectively so that ci--vu = c(J) > 0 for all i, j then the condition is Any method which constructs the optimal primal solution with the use of the zero terms of the matrix C) of (3), rather than with the use of (2), may be called a reduced matrix method. If it also uses (1) without alternative conditions or theorems, the method may be said to be direct. There are reduced matrix methods which are indirect. See for example [ Here ui and vj constitute a feasible solution for the dual; thus the direct method developed here is a dual algorithm.
The Steps of the Reduction Process The direct method proceeds by a series of subtractions from rows and columns to produce a matrix 0(t) with enough zero terms so that (3) and (1) are satisfied. These subtractions are of three different types and are presented in the three steps below.
Step In case there is a feasible solution to (1) which satisfies (3), the solution is complete and the matrix is said to be completely reduced. Thus C(') is completely reduced in Table 1, but not in Tables 2, 3 , 4, 5, 6. The determination of such a feasible solution is discussed in the section following. In Table 1 , the value of T = S') is placed in the lower right box of the matrix C'1).
For the existence of a feasible solution to (1) and (3) it is necessary that there be as many zero terms in each column (row), when weighted by the ai(bj), as needed to meet the specification for that column (row). We then have Step 2 is first illustrated by application to the matrix 0) of Table 2 where J = 3, g3 = I and D = -2. Then I is row 1 and application of (9) results in the completely reduced matrix, C(2), since the unique solution, indicated by the as illustrated in Table 2 . Then the negative Di or Dj having largest absolute value is selected, as in Table 2 . Here the transformation which eliminates the deficiency in column 3 also eliminates the deficiencies in row 2 and row 3. In general step 2 can be applied successively until all deficiencies in individual columns (rows) are removed. Frequently one can combine successive applications of step 2 into a single step with possible modification of the values to be subtracted from the rows and columns. Thus there are basically two applications of step 2 in going from C(1) to C(2) in Table 3 . The second applies to column 4, indicated by a double asterisk. In determining the A for the second application, we must use the minimum of the non-zero elements of column 4 resulting from the first application. For example in Table 3 , the A for J = 4, after application to J = 6, is min (3, 10, 42) = 3 as indicated. The use of step 2 is continued until a matrix is reached for which every Dj and Di > 0. Such a matrix is said to be reduced grouped. The C(2) matrix of Table 3 is   TABLE 6 Problem Step 3 is illustrated in the matrix C(2) of Table 3 where A = = 2. The contribution to the bounding set sum is S(2) = 2(19) = 38 units.
There are corresponding results when column and row are interchanged. Thus the subtraction of 2 units from rows 1 and 2, -2 units from columns 1, 2, 4, lead to the same C(3).
Application of step 3 is continued until the matrix is completely reduced with no subset of columns (rows) deficient.
The Reduction Process
In a sense these three steps are the building blocks of the reduction process. In this sense the specifications (1) provide the direction for the reduction process and the mortar needed for a unified structure. As might be expected with a direct method, the essence of the process is simple. Using lemma 1, either a solution results immediately or, if not, a deficiency is discovered which indicates the next step. There is an informal version of the process for hand calculation and a formal version for machine calculation.
Using the values of ai and bj shown in the matrix C(2) of Table 2 , it is seen that the superscripts, indicating the values of xij , 0, can be assigned at once. Similarly this can be done in the matrix C'1) of Table 1 , but here there are multiple solutions so parameters, y and z, are used to indicate multiple choices after all unique assignments are first made. The result is a general (parametric) solution. For the usual restricted problem, the values of the parameters producing negative and non-integral solutions must be eliminated. Thus in Table 1 , admissible values are integral values satisfying 0 < y < 4, 0 < z < 3, subject to 2 ? y + z ? 4. The solutions are (y, z) = (0, 2) (0, 3) (1, 1) (1, 2) (1, 3) (2, 0) (2, 1)  (2, 2) (3, 0) (3, 1) (4, 0) .
A more formal reduction process, suitable for machine programs, is presented in the row-column analysis. We write the value of xij associated with c, -0 terms as the headings for columns. We then write the equation coefficients for each row and each column. We wish to know if these equations are consistent. We reduce these equations essentially to triangular form by marking (with an asterisk) the unit coefficient at the left of each equation subject to the condition that no column can be marked more than once. We then take in turn each equation which has no marked term, eliminate terms by adding to or subtractiDg from marked equations, until the left hand element appears in an unmarked column (in which case the element is marked) or until all units on the left side of the equation are eliminated. In case all the corresponding elements on the right are zero, the equations are consistent and the back solution proceeds as is shown in Tables 1 and 2 . In the back solution a parameter value, y, z, ... , is assigned to each unmarked column. A general parametric solution results.
In Table 1 and in Table 2 Table 2 . Furthermore the result Rl + R2 + R3* -C3 -C4 -C5, when the value of R3* is inserted, indicates that every xij is multiplied by + 1 for row i and by -1 for column j to give a net result of zero.
The formal version is also illustrated in Table 3 and Table 3a . This problem is a realistic problem with the matrix C consisting of distances (in 100 miles) between origins and destinations. Applications of step 1 and step 2 result in the matrix C(2). Row-column analysis for the matrix C(2) of Table 3a , z) = (0, 0) (0, 1) (1, 0) .
Negative Solution Transformations
The formal process continues until no deficiencies remain. However since there is no specification, explicit or implicit, that xij > 0 or that xij is integral, the resulting parametric solution is a general solution with no restrictions on the xiq. The more restricted form of the problem, as stated above, requires a solution with integral xij ! 0. To obtain a solution for such a restricted problem from a general solution in which one or more xqi may be negative, it is appropriate to introduce a transformation to eliminate the negative solution. Such a transformation is called a negative solution transformation.
Consider, for example, an example of Kuhn [21] , as shown in Table 5 . The formal row-colun-il analysis for C (2) shows no inconsistencies but the resulting general solution shows x12 = -1. More generally we consider an elimination of the negative result xi = -B, with B > 0. Then, a linear form of the equations (1) results in xj = -B. To obtain the explicit value of such a form it is only necessary to take some equation of (1) containing the negative xij, multiply it by -1, and eliminate all the other xij terms to get a linear form of I and J which can be used as the basis of the desired transformation. If, as before, we subtract A from the rows (colunms) having plus signs in the form and -A from the columns (rows) having minus signs, the net amount of the subtraction is AB, the amount of the increment to the bounding set sum. At least one new zero term is introduced and the zero term in the i, j position is replaced by A so the negative solution is eliminated. Thus in the row-column analysis for the matrix C(2) of Table 5 is completely reduced and has the solutions indicated in Table 5 with integral y =0 ory= 1.
The formal version of the method is useful in obtaining general answers, including the possibility of solution sets with negative numbers, and in obtaining answers to more general problems such as the k-dimensional transportation problem as shown below. For the more specific two-dimensional problem, conditions which implicitly require xij > 0 can be used in the less formal version to avoid negative xij, if a solution to the restricted problem is preferred.
Avoidance of Negative Solutions
In the transportation problem with ai and bj of some size and not all the same, the formal method results infrequently in negative solutions. Negative xij do occur sometimes in the solution of the assignment problem (ai = = 1) as is illustrated in Table 5 where it is necessary that x12 = -1 to cancel off one of the surplus values in row 1 and one of those in column 2. For the transportation generalization of the problem of Table 5 with b3 + b2 ? a4 the negative solution results only when a, -b-b4 equals b2-a2 -a3 and is negative.
Negative solutions can be avoided with the determination and elimination of surplus assignments. When negative assignments are not permitted, the preliminary transformations may lead to reduced matrices with more assignments to some column (row) than specified by the quotas. The determination of such a surplus also leads to the determination of a transformation. Thus in the matrix C0') of Table 5 we see that the initial assignments leads to a surplus of one unit in column 2, and to a surplus of one unit in row 4. Considering the surplus in column 2, there must be an additional zero term provided in row 2 or row 3. Here A = 3, and the subtraction of 3 units from row 2 and row 3, with the subtraction of -3 units from column 2, leads to an increment to the bounding set sum of 3 units and to the completely reduced, matrix C(s). In this case the surplus in column 2, and the surplus in row 4, are fortunately removed at one step. The simple removal of the surplus in row 4 with A -1 does not result in the removal of the surplus in column 2. An additional transformation with A = 2 is needed, as in the formal version shown in Table 5 .
In Each transformation introduces at least one additional zero so that at least two subgraphs are joined and the number of subgraphs is reduced by at least one at each step. Starting with a reduced mnatrix and with n < m, it is seen at once that there can not be more than n linear subgraphs. With reduced grouped matrices, the number is usually much less than this. Then the reduction to two complementary subgraphs can be made in no more than n -2 transformations, once the matrix is reduced. With the informal version, the number of linear subgraphs once the reduced grouped matrices have been further reduced with the use of transformations eliminating surplus assignments, is usually very small.
Number of Steps
The direct method using reduced matrices, either formal or informal, is in a real sense not an iterative method at all like the simplex method. Rather a solution process is used in which the technique employed depends on the amount of reduction present.
The reduced matrix can be computed in one step. The reduced grouped matrix can then be found in at least (m + n) steps (many of which can be integrated into a single step). With m > n, and eliminating the total deficiency of a linear form in one step, the linear forms can be integrated in at most n -2 steps so a bound for the number of steps of the general solution is m + 2n -1. No problem is known for which the actual number of steps is more than a small proportion of this.
In the restricted problem, with integral xij > 0, additional steps remove the negative solutions (formal) or the surplus assignment transformations (informal). There are usually very few of these. It is difficult to put an absolute bound on the number of steps needed to eliminate all negative solutions since the elimination of one negative xij may result in the introduction of other negative xij but m + n seems to be a very adequate, though not absolutely guaranteed, bound for the number of these steps. Commonly for transportation problems with unequal ai and bj of some magnitude, no such transformations are needed.
Solution of More General Problems
The formal version of this direct method with reduced matrices is directly applicable to many generalizations of the transportation problem in which the conditions (1) are replaced by a more general set of conditions. It seems proper to mention some of these problems here and to give more adequate treatment in other papers. In all of these problems the importance of the use of completely reduced matrices as a substitute for (2) cannot be overemphasized.
Problems with General ai and bj
There are many different cij matrices that have the same completely reduced matrix and there are commonly many values of ai and bj appropriate to a given completely reduced matrix. Once a completely reduced matrix is available, it is a relatively trivial matter to write out the general solution for general ai > 0 and bj > 0. Thus we see at once, from the completely reduced matrix C(2) of Table 2,  that Some matrices which are not completely reduced may also be used to give solutions to more general problems with xij > 0. Thus the matrix C(1) of Table 5 with ai > 0 and bj > 0 is a completely reduced matrix for any problem with b2 > a2 + a3 and a4 > b1 + b2 while the C(2) matrix is completely reduced for any problem with b2 _ a2 + a3 and b3 _ a4 < bi + b3 .
It is useful to note that any negative solution of the problem with fixed specifications corresponds to a non-negative solution of a problem with a4 and bj increased by at least the amount of the negative solution. Thus the matrix C(3) of Table 5 
Problems with Inadmissible Squares
Problems with inadmissible squares are very easy to handle with the direct method using reduced matrices for solutions with xij _ 0. It is only necessary to fix xij = 0 for every inadmissible square. This can be accomplished by making the cij for each inadmissible square so large that the subtractions of the reduction process never reduce it to zero. Operationally this can be managed by placing an X in each inadmissible square and using an X in the next matrix when a constant is subtracted. Of course there may be so many inadmissible squares that no solution is possible but this method of reduced matrices then reveals the fundamental inconsistency since eventually the reduction process leads to some v = X which can not be used in a transformation.
Bounded Variable Transportation Problems
Completely reduced matrices are useful in solving bounded variable transportation problems since the relations involving the bounded variables are usually expressed as conditions additional to (1). Solutions are available for types of problems which the xij are bounded [5, 378] and in which partial sums of the xij are bounded [15] . It is planned to discuss these results in a separate paper.
Constant Fixed Charge Transportation Problems
The general solutions are useful in solving fixed charge transportation problems with constant fixed charges. Once a general parametric solution is available, as it is with the direct method using reduced matrices, it is only necessary to determine the parameters so as to wipe out as many xij terms as possible. Thus in Table 1 [17] . The direct generality of the formal method is seen from the fact the program in the k dimensions is also designed for the k = 2 dimensional problem under consideration in this paper.
Conclusion
The direct method using reduced matrices is applicable to many direct generalizations of the basic problem. However an important claim for its use in the Hitchcock problem is its simplicity and ease and the speed, as compared with available alternative methods, particularly for the informal version, with which a general solution can be reached.
