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Introduzione
La teoria delle code è un'importante branca della matematica che studia e
crea modelli per le linee di attesa (code). I risultati ottenuti possono essere
applicati a un'ampia varietà di problemi, dal campo dei trasporti a quel-
lo dell'economia, dal campo dei servizi (sanità, poste) a quello delle reti di
computer. Può essere aﬀrontata tramite argomentazioni relative alla ricer-
ca operativa oppure, come faremo in questa tesi, relative alla probabilità.
Lo scopo della tesi infatti è presentare il principio delle grandi deviazioni e
tutta la teoria a esso correlata per poi applicarlo allo studio delle code, in
particolare delle grandi code.
I concetti di base della teoria delle code, che andremo a elencare nel
primo capitolo, forniscono solamente modelli descrittivi, ossia modelli che
richiedono ipotesi precise e restrittive sul tipo di coda che vogliamo analizza-
re. Questa teoria non è suﬃciente per approfondire l'andamento asintotico
di una grande coda, né permette di arrivare a risultati più generali senza
imporre prima delle ipotesi limitative. È proprio per questo motivo che si
cercano nuove metodologie per studiare più a fondo questi fenomeni.
Nel secondo capitolo parleremo della teoria delle grandi deviazioni, e del
principio legato ad essa: questo ramo della probabilità studia in particolare
gli eventi rari, e il principio delle grandi deviazioni serve ad approssimare
l'andamento della probabilità che questi eventi accadano. Vedremo poi il
teorema di Cramér in diverse forme, che ci fornirà ipotesi suﬃcienti a poter
applicare il principio.
Questo studio degli eventi rari risulta essere molto utile nel caso delle
grandi code. Infatti sotto l'ipotesi che la coda non cresca all'inﬁnito, ovvero
che il tasso medio di arrivo di clienti in coda sia minore del tasso di servizio,
la probabilità che essa diventi molto lunga è estremamente bassa: in partico-
lare tramite il teorema di Cramér vedremo che decade esponenzialmente. Il
terzo capitolo è dedicato all'applicazione della teoria delle grandi deviazioni
allo studio delle grandi code in diversi casi: vedremo il modello di coda più
semplice, con un servitore e arrivi dei clienti indipendenti, per poi passare a
modelli con arrivi correlati e multiple sorgenti di arrivo di clienti.
4Il capitolo successivo è dedicato all'approfondimento della teoria delle
grandi deviazioni: mentre precedentemente ci eravamo limitati a spazi reali,
ora estendiamo i risultati a un qualsiasi spazio topologico. Possiamo così ot-
tenere un altro risultato importante: il principio delle contrazioni. Tramite
questo principio, una volta stimato l'andamento di un dato processo, si ottie-
ne immediatamente l'andamento di ogni suo derivato tramite una funzione
continua.
Nel quinto capitolo si descrive una strategia per utilizzare al meglio i nuovi
risultati: potremo così studiare anche i casi di code a tempi continui. Vedre-
mo anche brevemente come aﬀrontare l'analisi di altre casistiche relative alla
teoria delle code, come i tempi d'attesa e le code con priorità.
La tesi si chiude con una dimostrazione pratica dell'utilità dei risultati
illustrati: vedremo che utilizzando un metodo classico per l'approssimazione
di una legge di probabilità, il metodo Monte Carlo, otterremo risultati non
soddisfacenti al crescere della coda, mentre con le formule descritte nel corso
della tesi arriveremo facilmente a una buona approssimazione.
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Capitolo 1
Teoria delle code
Cominciamo con un breve excursus sulla teoria delle code: vedremo le deﬁ-
nizioni di base, gli esempi più comuni di coda e come questa teoria basilare
non sia suﬃciente a trattare l'argomento delle grandi code.
Per ogni servizio per cui esiste una domanda, quando sia la domanda
stessa sia la capacità di erogazione del servizio sono soggette ad aleatorietà,
si possono veriﬁcare situazioni di attesa: le domande devono aspettare per
ricevere il servizio richiesto. La teoria delle code si propone di sviluppare
modelli per questi fenomeni di attesa. I risultati ottenuti possono essere
applicati sia ad esempi della vita quotidiana, come la coda a uno sportello
bancario o la coda di automobili a un incrocio, sia a fenomeni più astratti,
come un network di computer o un portafoglio bancario.
1.1 Il sistema coda
Il sistema coda dal punto di vista ﬁsico è rappresentato da un insieme non
vuoto di servitori, che erogano un determinato servizio per il quale esiste
una domanda, e da uno spazio di attesa, detto buﬀer, nel quale le richieste di
servizio non ancora soddisfatte attendono il proprio turno. Dal punto di vista
dinamico invece il sistema coda è descritto essenzialmente da due processi
stocastici: il processo di arrivo e quello di servizio.
Un modello di coda può essere pienamente descritto tramite una serie di
fattori:
• la popolazione: è l'insieme dei possibili clienti che richiedono il servizio
e può essere ﬁnita o inﬁnita. I clienti della stessa popolazione sono
indistinguibili tra loro, quindi in un modello in cui esistono diﬀerenze
tra i clienti (come quello delle code con priorità) si suppone che esista
più di una popolazione;
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• la coda: è l'insieme di clienti presenti nel buﬀer in attesa di essere
serviti. La capacità del buﬀer (ossia il numero massimo di clienti che
possono rimanere in attesa) può essere ﬁnita o inﬁnita;
• i servitori : sono coloro che erogano il servizio. Sono in numero noto e
costante, e sono indistinguibili tra loro. Possono lavorare in parallelo e
non possono rimanere inattivi se ci sono clienti in coda;
• il processo d'arrivo: è il processo stocastico che indica l'intertempo
d'arrivo, ossia l'intervallo di tempo tra gli arrivi di due clienti successivi;
• il processo di servizio: è il processo stocastico che deﬁnisce la durata
di ogni servizio reso;
• la disciplina di servizio: descrive la successione con cui vengono serviti
i clienti in coda in base all'ordine di arrivo. La disciplina di default è la
FIFO (First In First Out) ossia viene inizialmente servito il cliente che
è arrivato prima; altri esempi sono la LIFO (Last In First Out), per
cui si serve in ordine inverso di arrivo, e la SIRO (Service In Random
Order), per la quale i clienti sono serviti in ordine casuale.
In particolare si richiede che i processi di arrivo e di servizio siano sta-
zionari, ossia che le loro distribuzioni siano invarianti per traslazioni di
tempo.
Tutti questi fattori possono essere brevemente evidenziati tramite la no-
tazione di Kendall A/C/s/B/p/Z dove
• A è il processo di arrivo;
• C è il processo di servizio;
• s è il numero di servitori;
• B è la capacità del buﬀer;
• p è la dimensione della popolazione;
• Z è la disciplina di servizio.
In particolare i processi A e C possono essere rappresentati da
• M per una distribuzione esponenziale;
• D per una distribuzione costante;
• G per una distribuzione generica.
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Nella notazione possiamo omettere B se la capacità del buﬀer è inﬁnita,
p se la dimensione della popolazione è inﬁnita e Z se la disciplina utilizzata
è la FIFO.
Dato un modello di coda, generalmente si ha interesse a calcolare i costi (o
i proﬁtti) derivanti dal sistema: essi si dividono in costi variabili, dipendenti
dalla parte dinamica del sistema coda, e costi ﬁssi, relativi alla parte ﬁsica
della coda. Il gestore del sistema sarà interessato a sfruttare al massimo
le risorse date dai servitori bilanciando i costi e gli interessi dei clienti, per
i quali d'altro canto è fondamentale la riduzione dei tempi d'attesa. Per
studiare meglio l'andamento del sistema la teoria delle code utilizza una lista
di indici di prestazione:
• Lq, il numero medio di clienti nel sistema coda (sia in attesa di servizio
sia riceventi servizio);
• Lw, il numero medio di clienti in attesa;
• Tq, il tempo medio di attesa dei clienti nel sistema coda;
• Tw, il tempo medio di attesa dei clienti prima di essere serviti;
• pn, la probabilità che vi siano n clienti in coda;
• ρ, il fattore di utilizzazione dei servitori, ossia il rapporto fra tempo di
attività dei servitori e tempo totale.
Con queste deﬁnizioni possiamo subito enunciare un risultato intuitivo, la
formula di Little: se una coda è stabile, ossia il tempo medio di attesa non
cresce all'inﬁnito, allora il numero medio di clienti presenti è uguale al tempo
medio di attesa moltiplicato per il tasso di frequenza degli arrivi, ossia
Lq = Tqλ (1.1)
dove λ = E[Ta]−1 è il reciproco della speranza della variabile aleatoria Ta
rappresentante l'intertempo di arrivo dei clienti.
1.2 Strumenti utili allo studio delle code
Nei modelli di coda più comuni gli intertempi di arrivo e di servizio sono
espressi da variabili aleatorie con legge esponenziale, cosicché il processo sto-
castico rappresentante il numero di persone in coda è un processo di tipo mar-
koviano (da qui la lettera M per indicare questo tipo di code). Analizziamo
più in dettaglio questi strumenti probabilistici.
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La distribuzione esponenziale
Deﬁnizione 1.2.1. Una variabile aleatoria X ha distribuzione esponenziale
di parametro λ > 0 se ha densità deﬁnita come
p(x) =
{
λ e−λx x ≥ 0
0 x < 0
La variabile esponenziale X ha funzione di ripartizione F (x) = P(X ≤
x) = 1 − e−λx, media E[X] = λ−1 e varianza V ar(X) = λ−2. In particolare
dalla deﬁnizione della funzione di ripartizione abbiamo che P(X > x) = e−λx,
e quindi la variabile esponenziale possiede mancanza di memoria, ossia
P
(
X > x+ y
∣∣X > y) = P(X > x+ y)
P(X > y)
= P(X > x).
Un'ultima proprietà che ci tornerà utile è la seguente:
Proposizione 1.2.2. Siano X1, . . . , Xn variabili aleatorie indipendenti con
distribuzioni esponenziali di parametri λ1, . . . , λn, e sia Y := min{X1, . . . , Xn},
allora Y è ancora una variabile esponenziale di parametro λ = λ1 + · · ·+ λn.
Il processo di Poisson
Deﬁnizione 1.2.3. Un processo di Poisson di parametro λ è un processo
stocastico
(
Nt
)
t≥0 tale che
• le sue traiettorie (ossia le funzioni t 7→ N(ω, t) con ω ﬁssato) sono
continue a destra;
• N0 = 0;
• gli incrementi sono stazionari, ossia presi 0 ≥ t0 < t1 < · · · < tk le
variabili aleatorie
(
Nt0 , Nt1 −Nt0 , . . . , Ntk −Ntk−1
)
sono indipendenti;
• presi 0 ≥ s < t la variabile Nt − Ns ha distribuzione di Poisson di
parametro λ(t− s), ossia
P(Nt −Ns = k) =
e−λ(t−s)
(
λ(t− s))k
k!
k ≥ 0.
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Accanto a questa deﬁnizione classica ve n'è una che risulterà esserci più
utile per lo studio delle code: considerando degli eventi che si presentano a
distanza aleatoria Sk l'uno dall'altro, dove le variabili Sk hanno distribuzione
esponenziale di parametro λ, allora il processo deﬁnito da
Nt := sup
{
n ∈ N+
∣∣∣ n∑
k=1
Sk ≤ t
}
è un processo di Poisson. Se i tempi di arrivo e quelli di servizio hanno
distribuzione esponenziale allora i processi che rappresentano il numero di
persone che si mettono in coda e il numero di clienti serviti sono processi di
Poisson. Il processo della coda, invece, non può essere poissoniano per il sem-
plice fatto che il numero totale delle persone in ﬁla può decrescere, mentre
dalla deﬁnizione si vede subito che un processo di Poisson è non decrescente
rispetto a t. Per trovare un processo adatto dobbiamo analizzare un'altra
famiglia di processi stocastici, comprendente anche quelli di Poisson.
Il processo di Markov
Deﬁnizione 1.2.4. Si dice che
(
Xt
)
t≥0 è un processo di Markov in senso
lato se per ogni 0 ≥ s < t e ϕ funzione boreliana limitata vale
E
[
ϕ(Xt)
∣∣Fs] = E[ϕ(Xt)∣∣Xs]
doveFs è la σ-algebra generata dalle variabili Xu per u ≤ s. Questo processo
si dice di Markov in senso stretto se presi 0 ≤ s < t esiste una probabilità di
transizione Ns,t tale che per ogni ϕ boreliana limitata vale
E
[
ϕ(Xt)
∣∣Fs] = (Ns,t ϕ)(Xs).
Ricordiamo che una probabilità di transizione (o nucleo markoviano) è
una funzione
N : R×B(R) −→ [0, 1]
tale che ﬁssato A ∈ B(R) la funzione x 7→ N(x,A) è boreliana, e ﬁssato
x ∈ R la funzione A 7→ N(x,A) è una probabilità.
In particolare un processo a incrementi indipendenti e stazionari è un
processo di Markov. Abbiamo già visto la deﬁnizione di processo a incrementi
indipendenti, mentre un processo si dice a incrementi stazionari se la legge
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di Xt −Xs (con 0 ≤ s < t) dipende unicamente dal valore t− s. In tal caso
si può dimostrare che
E
[
ϕ(Xt)
∣∣Fs] = E[ϕ(Xs + (Xt −Xs))∣∣Fs] = Ns,t(Xs)
e la probabilità di transizione è deﬁnita da
Ns,t(x) = E
[
ϕ
(
x+ (Xt −Xs)
)]
=
∫
ϕ(y)Pr(x, dy)
dove r = t− s e Pr(x, )˙ è la legge di
(
x+ (Xt −Xs)
)
.
Una coda markoviana è un sistema coda in cui sia il processo degli arrivi
sia quello dei servizi sono di Poisson, quindi il processo rappresentante il
numero di persone in coda è di Markov.
Vediamo ora un caso particolare di processo markoviano, che useremo per
modellizzare i sistemi coda più comuni.
Il processo birth-death
Il processo birth-death è un processo stocastico rappresentante il numero N(t)
di individui di una popolazione, che può aumentare per eﬀetto di una nascita
o diminuire per eﬀetto di una morte. Supponiamo che a ogni istante t possa
avvenire al massimo un evento di nascita o morte (ma anche nessuno dei
due); supponiamo inoltre che per una popolazione di numerosità N(t) = n
l'intervallo di tempo ﬁno alla prossima nascita sia una variabile esponenziale
di parametro λn, mentre l'intervallo sino alla prossima morte una variabile
esponenziale di parametro µn. I parametri λn e µn possono essere interpretati
rispettivamente come il tasso medio di nascita e di morte in una popolazione
di n individui. Un caso particolare di processo birth-death è il già citato
processo di Poisson, in cui sono possibili solo le nascite, e quindi λn = λ e
µn = 0.
Calcoliamo ora pn(t), ossia la probabilità che all'istante t la popola-
zione conti n individui: useremo un sistema di equazioni diﬀerenziali. La
probabilità pn(t+ dt) è data dalla somma di tre componenti:
• pn(t) per la probabilità che nell'intervallo di tempo [t, t + dt] non ci
siano né nascite né morti, ossia (1− λn − µn)dt;
• pn−1(t) per la probabilità che nell'intervallo ci sia una nascita, ossia
λn−1dt;
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• pn+1(t) per la probabilità che nell'intervallo ci sia una morte, ossia
µn+1dt.
Da questo ragionamento otteniamo le equazioni
{
p0(t+ dt) = p0(t)(1− λ0)dt+ p1(t)µ1dt
pn(t+ dt) = pn(t)(1− λn − µn)dt+ pn−1(t)λn−1dt+ pn+1(t)µn+1dt (1.2)
Supponiamo ora che il processo diventi stazionario (questo accade se per
t → ∞ il numero delle morti supera quello delle nascite), allora avremo che
pn(t) = pn, e quindi il sistema (1.2) diventa lineare omogeneo con soluzione
pn = Cnp0, Cn =
λ0 . . . λn−1
µ1 . . . µn
(1.3)
per n ≥ 1. Inﬁne, dato che ∑n pn = 1, otteniamo
p0 =
1
1 +
∑
n≥1Cn
(1.4)
Questo processo si presta bene allo studio delle code: basta considerare i
clienti in coda come popolazione, i clienti in arrivo come nascite, e i clienti
serviti come decessi.
1.3 Esempi di code markoviane
1.3.1 La coda M/M/1
Questa è una coda con un singolo servente, capacità di buﬀer inﬁnita, in cui
l'intertempo di arrivo tra due clienti e di servizio sono due variabili marko-
viane, ossia con distribuzione esponenziale, di parametri rispettivamente λ
e µ. La coda M/M/1 può essere vista come un processo birth-death, in cui
l'arrivo di un cliente è visto come una nascita, e la ﬁne di un servizio come
una morte: con le notazioni viste precedentemente avremo che
λn = λ, µn = µ ∀n ≥ 0.
Secondo la formula (1.3) avremo che la probabilità che ci siano n clienti in
coda è
pn = ρ
np0
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dove ρ = λ/µ è il fattore di utilizzazione. Inoltre da (1.4) segue che
p0 =
1
1 +
∑
n≥1 ρ
n
quindi la probabilità che la coda sia vuota esiste se e solo se ρ < 1, ossia
se il sistema ha la potenzialità di servire i clienti più velocemente di quanto
arrivino. Se ρ < 1 allora vale
1 +
∑
n≥1
ρn = 1 +
ρ
1− ρ =⇒ p0 = 1− ρ
e di conseguenza pn = ρn(1− ρ).
Possiamo a questo punto calcolare gli indici di prestazione rimanenti: il
numero medio di clienti è
Lq =
∑
n≥0
npn =
∑
n≥0
nρn(1− ρ) = ρ
1− ρ
mentre il numero medio di clienti in attesa è
Lw = Lq − [numero medio di clienti in fase di servizio] = Lq − ρ = ρ
2
1− ρ.
Usando la formula di Little (1.1) otteniamo inoltre che
Tq = Lq/λ =
ρ
1− ρ λ
−1 =
1
µ− λ
e
Tw = Tq − µ−1 = λ
µ(µ− λ) .
1.3.2 La coda M/M/s
Questo modello di coda diﬀerisce da quello precedente solo per il numero di
serventi: dove prima c'era un solo servente, ora ce ne sono s che lavorano
in parallelo, ognuno con frequenza di servizio µ. In questo caso il processo
birth-death ha come parametri
1.3. Esempi di code markoviane 15
λn = λ, µn =
{
nµ 1 ≤ n < s
sµ n ≥ s
dove la formula per µn deriva dalla proposizione 1.2.2: infatti se ognuno
dei serventi ha tempo di servizio con distribuzione esponenziale di parametro
µ, la variabile aleatoria di servizio dell'intero sistema registra il minimo dei
tempi di servizio, quindi è una variabile esponenziale di parametro nµ (se
n > s tutti i servitori sono occupati e quindi il parametro diventa sµ). In
questo modello il fattore di utilizzazione è ρ = λ
sµ
, quindi dalle formule (1.3)
e (1.4) otteniamo
pn =
{
p0
(sρ)n
n!
1 ≤ n < s
p0
ssρn
n!
n ≥ s
p0 =
( s−1∑
k=0
(sρ)k
k!
+
∑
k≥s
ssρk
k!
)−1
=
(
sseρ +
s−1∑
k=0
ρk
k!
(sn − ss)
)−1
.
Da questi calcoli possiamo ricavare il numero medio di clienti in coda:
Lq =
∑
n≥0
npn = p0
( s−1∑
n=0
n
(sρ)n
n!
+
∑
n≥s
n
ssρn
n!
)
= p0
( s−1∑
n=0
(sρ)n
(n− 1)! + s
sρ
(∑
n≥0
ρn
n!
−
s−2∑
n=0
ρn
n!
))
= p0
(
ssρeρ +
s−1∑
n=0
ρn
(n− 1)!(s
n − ss)
)
.
Di conseguenza otteniamo gli altri indici di prestazione:
Lw = Lq − λ
µ
, Tq =
Lq
λ
, Tw = Tq − 1
µ
.
Un caso estremo della coda M/M/s si ha quando s → ∞: in tal caso ogni
cliente che arriva nel buﬀer ottiene subito servizio (consideriamo l'esempio del
self-service, dove il cliente serve se stesso), e gli indici di prestazione valgono
Lq =
λ
µ
, Tq =
1
µ
, Lw = Tw = 0.
16 CAPITOLO 1. Teoria delle code
1.3.3 La coda M/M/1/B
In questo caso di coda a singolo servente la capacità del buﬀer è ﬁnita, ossia
quando ci sono B clienti nel sistema quelli che arrivano successivamente ven-
gono rigettati. Modellando anche questa coda come un processo birth-death
otteniamo i seguenti parametri:
λn =
{
λ 0 ≤ n < B
0 n ≥ B
µn =
{
µ 1 ≤ n ≤ B
0 n > B
Nel caso in cui il sistema sia saturo, a causa della mancanza di memoria
della variabile esponenziale, non appena viene servito un cliente e il sistema
si riaccende l'intervallo di tempo che precede l'arrivo del cliente seguente,
qualunque sia il tempo trascorso dall'ultimo arrivo (accettato o rigettato), è
regolato da una variabile esponenziale. In questo modello la coda è ovvia-
mente sempre stabile, anche nei casi in cui ρ = λ/µ ≥ 1. Dalle solite formule
ottenute per le catene birth-death otteniamo che
p0 =
(
1 +
B∑
n=1
(λ
µ
)n)−1
=
(
1 +
ρ(1− ρB)
1− ρ
)−1
=
1− ρ
1− ρB+1 ,
pn =
{
ρnp0 1 ≤ n ≤ B
0 n > B
Passiamo al calcolo degli indici di prestazione: il numero medio di clienti
è
Lq =
B∑
n=0
npn = p0ρ
B∑
n=0
nρn−1
=
ρ(1− ρ)
1− ρB+1
(
1− ρB+1
(1− ρ)2 −
(B + 1)ρB
1− ρ
)
=
ρ
1− ρB+1
(
1− ρB
1− ρ −Bρ
B
)
.
Possiamo utilizzare nuovamente la formula di Little per calcolare il tempo
medio di attesa, ma dovremo utilizzare il tasso di frequenza degli arrivi ef-
fettivamente entranti nel sistema: se L(t) è la lunghezza della coda al tempo
t allora il tasso eﬀettivo vale
λeff = λP
(
L(t) < B
)
= λ
(
1−P(L(t) = B))
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= λ
(
1− ρ
B(1− ρ)
1− ρB+1
)
= λ
1− ρB
1− ρB+1 .
Segue immediatamente che
Tq =
Lq
λeff
=
1
µ(1− ρB)
(
1− ρB
1− ρ −Bρ
B
)
.
Gli altri indici di prestazione si calcolano come di consueto:
Lw =
B−1∑
n=0
npn+1 =
ρ2
1− ρB+1
(
1− ρB
1− ρ −Bρ
B−1
)
,
Tw =
Lw
λeff
=
ρ
µ(1− ρB)
(
1− ρB
1− ρ −Bρ
B−1
)
.
1.4 Code non markoviane
1.4.1 La coda M/G/1
In questo modello di coda la variabile d'intertempo degli arrivi ha, come
prima, distribuzione esponenziale di parametro λ, mentre i tempi di servizio
sono i.i.d. con una distribuzione generica di media µ−1 e varianza σ2. Anche
in questo caso la condizione di stabilità è ρ = λ/µ < 1.
Si può dimostrare, tramite la formula di Pollaczek-Khitchine, che il nu-
mero medio di clienti in attesa è
Lw =
λ2σ2 + ρ2
2(1− ρ)
e, come di consueto, gli altri indici di prestazione si possono calcolare di
conseguenza:
Lq = Lw + ρ, Tq =
Lq
λ
, Tw = Tq − 1
µ
.
1.4.2 La coda M/D/1
In questo modello i tempi di arrivo sono regolati da variabili esponenziali,
mentre i tempi di servizio sono costanti. Questo è un caso particolare del
precedente modello, in cui la varianza σ2 è nulla: dalla formula di Pollaczek-
Khitchine segue quindi che
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Lw =
ρ2
2(1− ρ)
e di conseguenza tutti gli altri indici.
1.5 Conclusioni
Data la diﬃcoltà dei calcoli coinvolti, la teoria delle code generalmente riesce
a fornire solamente dei modelli descrittivi, ovvero modelli che restituiscono
risultati sull'andamento del sistema soltanto dopo aver accettato delle ipotesi
sulla struttura del sistema. In questo modo si procede a tentativi per arriva-
re a un risultato accettabile: si suppone che il sistema coda abbia una certa
struttura, si calcolano gli indici di prestazione (tramite formule matemati-
che nei casi più semplici, o tramite metodi di approssimazione in quelli più
complessi) e si determinano i costi necessari al sistema. Proprio per questi
motivi, per arrivare a risultati più complicati o ad analisi più generali senza
utilizzare un modello speciﬁco, si usano altre metodologie: ad esempio per
analizzare le grandi code uno degli strumenti più potenti è la teoria delle
grandi deviazioni.
Capitolo 2
Teoria delle grandi deviazioni
2.1 Principio delle grandi deviazioni
Nella teoria della probabilità il principio delle grandi deviazioni è uno stru-
mento per studiare eventi molto rari, in particolare per dare una limitazione
alla probabilità che questi accadano: si arriverà a dimostrare che la probabi-
lità di questi eventi decade esponenzialmente. Per una prima idea intuitiva
vediamo un paio di esempi.
Esempio 2.1.1. Studiamo l'andamento dei lanci di una moneta, supponendo
che la probabilità che venga testa sia p: sia Xi la variabile bernoulliana che
rappresenta l'i-esimo lancio, e deﬁniamo Ln la proporzione di teste ottenute
in n lanci indipendenti, ossia
Ln =
X1 + · · ·+Xn
n
;
chiaramente E[Ln] = p, quindi per la legge dei grandi numeri
lim
n→∞
P(|Ln − p| ≥ δ)→ 0.
Vogliamo ora stimare P(Ln > q), con q > p: dato che nLn ∼ B(n, p)
(supponendo per convenienza di notazione che qn sia un intero) abbiamo che
P(Ln > q) = P(nLn > nq) =
n∑
k=qn
(
n
k
)
pk(1− p)n−k;
il termine più grande nella somma è quello relativo a k = qn, infatti se
prendiamo j ≥ qn > pn
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(
n
j+1
)
pj+1(1− p)n−j−1(
n
j
)
pj(1− p)n−j =
n− j
j + 1
p
1− p <
n− j
j
p
1− p <
n− pn
pn
p
1− p = 1.
Possiamo quindi limitare la probabilità da stimare:
(
n
qn
)
pqn(1− p)n(1−q) ≤ P(Ln > q) ≤ n(1− q)
(
n
qn
)
pqn(1− p)n(1−q) (2.1)
Usiamo ora la formula di Stirling (n! ≈ √2pinnne−n) e riscriviamo il coeﬃ-
ciente binomiale:
(
n
qn
)
=
n!
(qn)!(n− qn)! ≈
√
1
q(n− qn)
nn
en
eqn
(qn)qn
e(n−qn)
(n− qn)(n−qn)
=
√
1
q(n− qn)
1
qqn(1− q)(n−qn) ,
applicandolo al primo membro di (2.1) otteniamo(
n
qn
)
pqn(1− p)n(1−q) ≈
[(
p
q
)q(
1− p
1− q
)1−q]n
= exp
(
nq log
p
q
+ n(1− q) log 1− p
1− q
)
.
Ignorando i termini subesponenziali in n concludiamo che
P(Ln > q) ≈ exp
(− nH(q; p))
dove
H(q; p) = q log
p
q
+ (1− q) log 1− p
1− q
è chiamata divergenza di Kullback-Leibler. Un risultato simile si ottiene per
P(Ln < q), con q < p.
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Esempio 2.1.2. SiaX1, . . . , Xn una successione di variabili gaussianeN(0, 1)
i.i.d. e sia Sn = X1 + · · ·+Xn, allora
Sˆn :=
Sn
n
∼ N
(
0,
1
n
)
e per la legge dei grandi numeri vale P
(|Sˆn| > δ) → 0. Prendiamo x > 0,
vogliamo stimare la probabilità dell'evento raro
{
Sˆn > x
}
:
P
(
Sˆn > x
)
=
√
n
2pi
∫ ∞
x
e−n
z2
2 dz
≤
√
n
x
√
2pi
∫ ∞
x
ze−n
z2
2 dz =
1
x
√
2pin
e−n
x2
2 ;
d'altra parte
P
(
Sˆn > x
) ≥√ n
2pi
∫ x+n−1
x
e−n
z2
2 dz
(notando che il minimo di e−n
z2
2 è in x+ n−1)
≥ 1√
2pin
exp
(
− n
2
(
x+
1
n
)2)
=
1√
2pin
e−x−
1
2n e−n
x2
2 .
Ignorando nuovamente i termini subesponenziali in n otteniamo
P
(
Sˆn > x
) ≈ exp(− n x2
2
)
.
Come prima, possiamo ottenere una stima del tutto simile per P
(
Sˆ < x
)
,
con x < 0.
Per enunciare il principio delle grandi deviazioni ci serve prima deﬁnire
un tipo di funzioni che useremo per stimare la probabilità degli eventi rari in
studio. Per comodità di notazione indicheremo con R∗ i numeri reali estesi
R ∪ {∞}.
Deﬁnizione 2.1.3. Una funzione I : Rd → R∗ è una funzione tasso se
• I(x) ≥ 0 per ogni x ∈ Rd;
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• I è semicontinua inferiormente, ossia l'insieme di livello
ΨI(α) = {I(x) ≤ α}
è chiuso per ogni α ∈ R.
Una funzione tasso è detta buona se gli insiemi di livello sono compatti per
ogni α ∈ R.
Deﬁnizione 2.1.4 (Principio delle grandi deviazioni). Si dice che una se-
quenza di variabili aleatorie (Xn)n∈N su Rd soddisfa un principio delle grandi
deviazioni con funzione tasso I se per ogni insieme misurabile B ⊂ Rd vale
− inf
x∈Int(B)
≤ lim inf
n→∞
1
n
logP(Xn ∈ B)
≤ lim sup
n→∞
1
n
logP(Xn ∈ B) ≤ − inf
x∈B¯
I(x)
Per arrivare a una stima del genere utilizzeremo il teorema di Cramér,
che ci fornisce anche una buona funzione tasso dipendente solamente dalla
successione di variabili aleatorie in esame. Vedremo innanzitutto il caso in
cui le variabili siano i.i.d. e a valori in R, estenderemo poi a variabili in Rd
e inﬁne a variabili non indipendenti tra loro.
2.2 Funzione generatrice cumulante
Deﬁnizione 2.2.1. Data una variabile aleatoria X a valori reali, la sua fun-
zione generatrice cumulante (o funzione generatrice dei momenti logaritmici)
è una funzione Λ : R→ R∗ deﬁnita come
Λ(θ) = logE
[
eθX
]
.
Ricordiamo che il dominio eﬀettivo di una funzione f : Ω→ R∗ è l'insieme
Df = {x ∈ Ω | f(x) < ∞}. Vediamo ora le principali proprietà di questa
funzione.
Lemma 2.2.2. La funzione generatrice cumulante Λ è convessa e semicon-
tinua inferiormente, e vale Λ(0) = 0; è inoltre diﬀerenziabile in Int(DΛ),
con derivata
Λ′(θ) =
E[XeθX ]
eΛ(θ)
.
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Dimostrazione. Per provare la convessità prendiamo α ∈ [0, 1]:
E
[
e(αθ1+(1−α)θ2 )X
]
= E
[(
eθ1X
)α(
eθ2X
)1−α ] ≤ E[eθ1X]αE[eθ2X]1−α
dove l'ultimo passaggio si ottiene utilizzando la diseguaglianza di Hölder.
Per vedere la semicontinuità inferiore prendiamo una successione
(
θn
)
n∈N ⊂
ΨΛ(α) tale che θn → θ: per il lemma di Fatou
E
[
eθX
] ≤ lim inf
n→∞
E
[
eθnX
]
passando al logaritmo otteniamo che θ ∈ ΨΛ(α), che quindi risulta essere
chiuso. Inoltre Λ(0) = logE[1] = 0.
Rimane solo da provare la diﬀerenziabilità: sia θ ∈ Int(DΛ), allora per
linearità del valore medio
lim
δ→0
1
δ
(
E
[
e(θ+δ)X
]− E[eθX]) = lim
δ→0
E
(
e(θ+δ)X − eθX
δ
)
.
Ora, e
(θ+δ)X−eθX
δ
converge puntualmente a XeθX per δ → 0, ed è domina-
to da Z := eθX e
|X|−1

per δ ∈ (−, ). Dato che θ è punto interno di DΛ, per
 abbastanza piccolo θ+ , θ−  ∈ DΛ, quindi E[Z] <∞. Per il teorema della
convergenza dominata
lim
δ→0
E
(
e(θ+δ)X − eθX
δ
)
= E
[
XeθX
]
.
Deﬁniamo ora M(θ) := E
[
eθX
]
: da quanto appena visto M ′(θ) = E
[
XeθX
]
,
ma dato che Λ(θ) = logM(θ) la tesi segue dalla regola della catena di
derivazione.
2.3 Convessa coniugata
Deﬁnizione 2.3.1. Sia f : Rd → R∗ non identicamente inﬁnita; la sua
convessa coniugata (o trasformata di Fenchel-Legendre) è una funzione f ∗ :
Rd → R∗ deﬁnita come
f ∗(x) = sup
θ∈Rd
θ · x− f(θ).
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Lemma 2.3.2. La funzione f ∗ è convessa e semicontinua inferiormente;
se inoltre f è convessa e diﬀerenziabile in η ∈ Rd, con ∇f(η) = x, allora
f ∗(x) = η · x− f(η).
Dimostrazione. Una funzione g : Rd → R∗ è convessa se e solo se il suo
epigrafo {(x, y) ∈ Rd+1 | y ≥ g(x)} è un insieme convesso. Deﬁniamo quindi
gθ(x) = θ · x− f(θ),
è convessa perché lineare per ogni θ ∈ Rd. Inoltre l'epigrafo di f ∗(x) =
supθ∈Rd gθ(x) è l'intersezione degli epigraﬁ delle funzioni gθ, quindi è inter-
sezione di insiemi convessi, perciò è convesso. Le funzioni gθ inoltre sono
continue, quindi gli insiemi Ψgθ(α) sono tutti chiusi; Ψf∗(α) è intersezione di
insiemi chiusi, quindi chiuso anch'esso.
Supponiamo ora che f sia convessa e diﬀerenziabile in η, con ∇f(η) = x,
e dimostriamo che per ogni θ ∈ Rd vale
f(θ) ≥ f(η) + x · (θ − η).
Dalla convessità abbiamo che
f
(
(1− δ)η + δθ) ≤ (1− δ)f(η) + δf(θ)
per ogni δ ∈]0, 1], allora
f
(
(1− δ)η + δθ)− f(η)
δ
≤ f(θ)− f(η) (2.2)
Il membro sinistro di (2.2) si può riscrivere come
f
(
(1− δ)η + δθ)− f(η)
δ
=
f
(
η + δ(θ − η))− f(η)
δ(θ − η) (θ − η)
e quindi tende a x · (θ − η) per δ → 0. Allora
f ∗(x) = sup
θ∈Rd
θ · x− f(θ) ≤ η · x− f(η)
da cui deriva la tesi.
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Lemma 2.3.3. Sia Λ una funzione convessa reale tale che Λ(0) = 0, e
sia Λ∗ la sua coniugata convessa: allora Λ∗ è non negativa. Se inoltre Λ è
diﬀerenziabile in 0 con Λ′(0) = µ allora
• Λ∗(µ) = 0;
• Λ∗ è decrescente su ]−∞, µ] e crescente su [µ,+∞[, inoltre vale
Λ∗(x) = sup
θ≥0
θx− Λ(θ) per x ≥ µ,
Λ∗(x) = sup
θ≤0
θx− Λ(θ) per x ≤ µ.
Dimostrazione. Dato che Λ(0) = 0
Λ∗(x) = sup
θ∈Rd
θx− Λ(θ) ≥ −Λ(0) = 0
quindi è anche non negativa.
Supponiamo ora che Λ sia diﬀerenziabile in 0:
• Per il lemma 2.3.2, dato che Λ′(0) = µ, allora Λ∗(µ) = µ · 0−Λ(0) = 0.
• Dato che Λ∗ è convessa e non negativa, e che Λ∗(µ) = 0, dev'essere
decrescente nella semiretta a sinistra di µ e crescente nella semiretta
destra. Inﬁne, se x ≥ µ e θ < 0
θx− Λ(θ) ≤ θµ− Λ(θ) ≤ Λ∗(µ) = 0
quindi possiamo considerare solo i θ ≥ 0; simmetricamente si dimostra
l'altra uguaglianza per x ≤ µ.
Nel caso in cui Λ∗ sia la coniugata convessa della funzione generatrice
cumulante di una variabile aleatoria X, se Λ è ﬁnita in un intorno dell'origine
allora µ = E[X] è ﬁnito e uguale a Λ′(0): infatti dato che 0 ∈ Int(DΛ)
possiamo derivare Λ nell'origine, e dalla formula di derivazione ricavata nel
lemma 2.2.2 otteniamo
Λ′(θ) =
E
[
XeθX
]
eΛ(θ)
⇒ Λ′(0) = E[X].
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2.4 Teorema di Cramér in R
Arriviamo ora al risultato principale della teoria delle grandi deviazioni, un
teorema che data una successione di variabili
(
Xn
)
n∈N ci permette facilmente
di trovare un principio delle grandi deviazioni soddisfatto dalla successione.
Teorema 2.4.1 (Cramér). Sia
(
Xn
)
n∈N una successione di variabili aleatorie
reali i.i.d., e sia Sˆn =
X1+···+Xn
n
; supponiamo che Λ(θ) = logE
[
eθXi
]
sia ﬁnita
in un intorno dell'origine, allora la sequenza
(
Sˆn
)
n∈N soddisfa un principio
delle grandi deviazioni con buona funzione tasso Λ∗.
Dimostrazione. Dividiamo la dimostrazione in più punti: innanzitutto vedre-
mo la limitazione superiore (prima per una semiretta chiusa poi per un chiuso
qualsiasi), poi passeremo alla limitazione inferiore e inﬁne dimostreremo che
Λ∗ è una buona funzione tasso.
Limitazione superiore per una semiretta chiusa: applicando la limitazione di
Chernoﬀ si ha che
P
(
Sˆn ∈ [x,∞[
) ≤ e−nθxE[eθSn] = e−nθxE[eθX]n.
Passiamo al logaritmo: se x ≥ E[X]
1
n
logP
(
Sˆn ∈ [x,∞[
) ≤ −θx+ logE[eθX] = −(θx− Λ(θ)),
prendendo l'estremo inferiore a destra otteniamo
1
n
logP
(
Sˆn ∈ [x,∞[
) ≤ − sup
θ≥0
θx− Λ(θ) = −Λ∗(x) = − inf
y∈[x,∞[
Λ∗(y).
Se invece x < E[X]
1
n
logP
(
Sˆn ∈ [x,∞[
) ≤ 0 = −Λ∗(E[X]) = − inf
y∈[x,∞[
Λ∗(y).
Limitazione superiore per un chiuso qualsiasi: sia F ⊂ R un insieme
chiuso misurabile; se E[X] ∈ F allora
inf
y∈F
Λ∗(y) = Λ∗(E[X]) = 0
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e la diseguaglianza è ovvia. Supponiamo ora che E[X] /∈ F , allora F = F1∪F2
con
F1 ⊂
[
E[X],∞[, F2 ⊂ ]−∞,E[X] ].
Supponiamo ora che F1 non sia vuoto, e sia x ∈ F1 il suo estremo inferiore:
1
n
logP
(
Sˆn ∈ F1
) ≤ 1
n
logP
(
Sˆn ∈ [x,∞[
) ≤ −Λ∗(x) = − inf
y∈F1
Λ∗(y).
Similmente si dimostra la diseguaglianza per F2.
Limitazione inferiore: sia G ⊂ R un aperto misurabile, vogliamo dimo-
strare che
lim inf
n→∞
1
n
logP
(
Sˆn ∈ G
) ≥ −Λ∗(x) ∀x ∈ G;
prendendo poi l'estremo superiore del membro destro si otterrà la tesi. Fis-
siamo x ∈ G e supponiamo innanzitutto che P(X < x) = 0, allora
Λ∗(x) = sup
θ∈R
θx− Λ(θ) = − inf
θ∈R
logE
[
eθ(X−x)
]
(dato che X ≥ x quasi sicuramente)
= − lim
θ→−∞
logE
[
eθ(X−x)
]
= − logE[I{X=x}] = − log p
dove p = P(X = x). Se p = 0 allora Λ∗(x) = −∞ e quindi la diseguaglianza
è provata; se invece p > 0
1
n
logP
(
Sˆn ∈ ]x− δ, x+ δ[
) ≥ 1
n
logP
(
X1 = · · · = Xn = x
)
=
1
n
log pn = log p = −Λ∗(x).
Se P(X > x) = 0 la dimostrazione procede in modo speculare.
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Supponiamo ora che sia P(X > x) > 0 sia P(X < x) siano strettamente
positivi, allora la funzione g(θ) = Λ(θ)−θx tende all'inﬁnito quando |θ| → ∞.
Possiamo riscrivere la coniugata convessa di Λ come
Λ∗(x) = − inf
θ∈R
g(θ).
La funzione g eredita da Λ la semicontinuità inferiore, inoltre ogni insieme
Ψg(α) è limitato e chiuso, quindi compatto; g raggiunge perciò l'estremo
inferiore per un certo valore θˆ, quindi Λ∗(x) = θˆx−Λ(θˆ). Deﬁniamo ora una
nuova misura di probabilità tramite la densità
dµ˜
dµ
(x) = eθˆx−Λ(θˆ).
Ora, se X˜ è una variabile aleatoria con legge µ˜ la sua speranza vale
E[X˜] =
∫
xµ˜(dx) =
∫
xeθˆx−Λ(θˆ)µ(dx) = E
[
XeθˆX−Λ(θˆ)
]
= Λ′(θˆ)
(supponendo che Λ sia diﬀerenziabile in θˆ). Dall'ottimalità di θˆ per Λ∗(x)
abbiamo visto che vale E[X˜] = Λ′(θˆ) = x.
Dato che ]x − δ, x + δ[ ⊂ G possiamo minorare la probabilità di nostro
interesse con
P
(
Sˆn ∈ ]x− δ, x+ δ[
)
=
∫
. . .
∫
|x1+···+xn−nx|<δ
µ(dx1) . . . µ(dxn)
=
∫
. . .
∫
|x1+···+xn−nx|<δ
e−θˆ(x1+···+xn)+nΛ(θˆ) µ˜(dx1) . . . µ˜(dxn)
= E
[
e−θˆS˜n+nΛ(θˆ) I{∣∣ S˜n
n
−x
∣∣<δ}
]
≥ E
[
e−n
(
θˆx−Λ(θˆ)+|θˆ|δ
)
I{∣∣ S˜n
n
−x
∣∣<δ}
]
= e−n
(
θˆx−Λ(θˆ)+|θˆ|δ
)
P
(
S˜n
n
∈ ]x− δ, x+ δ[
)
,
dove S˜n è la somma di n copie i.i.d. di X. Per la legge dei grandi numeri, e
dato che E[X˜] = x, otteniamo che
P
(
S˜n
n
∈]x− δ, x+ δ[
)
→ 1 per n→∞
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quindi
lim inf
n→∞
1
n
logP
(
Sˆn ∈ G
) ≥ lim inf
n→∞
1
n
logP
(
Sˆn ∈ ]x− δ, x+ δ[
)
≥ −(θˆx− Λ(θˆ) + |θˆ|δ) = −Λ∗(x)− |θˆ|δ.
Dall'arbitrarietà di δ otteniamo la tesi.
Il caso in cui θˆ sia sul bordo del dominio eﬀettivo (quindi Λ non è diﬀe-
renziabile in tal punto) richiede più tecnicismi. L'idea della dimostrazione è
prendere le variabili troncate X ∧ n: le loro funzioni generatrici cumulanti
avranno come dominio eﬀettivo tutto R, e a tal punto bisognerà far tendere
n all'inﬁnito.
Bontà della funzione tasso Λ∗: prendiamo θ > 0 nel dominio eﬀettivo di
Λ, allora
Λ∗(x) ≥ θx− Λ(θ)⇒ lim
x→∞
Λ∗(x) =∞
allo stesso modo, scegliendo η < 0 nel dominio eﬀettivo di Λ si ha che
Λ∗(x) → ∞ per x → −∞. Da quest'osservazione otteniamo che gli in-
siemi ΨΛ∗(α) sono limitati; sono anche chiusi perché Λ∗ è semicontinua
inferiormente, quindi sono compatti, da cui la tesi.
2.5 Teorema di Cramér in Rd
Estendiamo ora il teorema di Cramér a variabili aleatorie in Rd; dobbiamo
innanzitutto rivedere le proprietà della funzione generatrice e della sua con-
vessa coniugata, in quanto non tutte rimangono nel caso multidimensionale
e alcune proprietà si dimostrano in modo diﬀerente. Anche la deﬁnizione
cambia leggermente, in quanto il prodotto tra numeri reali viene sostituito
dal prodotto scalare:
Λ : Rd → R∗, Λ(θ) := logE[eθ·X].
Per sempliﬁcare le dimostrazioni supponiamo che DΛ = Rd.
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Lemma 2.5.1. Λ è convessa e diﬀerenziabile ovunque, e Λ∗ è una buona
funzione tasso.
Dimostrazione. La convessità di Λ si ottiene con la diseguaglianza di Hölder,
similmente al caso reale; anche per la diﬀerenziabilità si segue il procedimento
usato nel lemma 2.2.2.
Con il lemma 2.3.2 abbiamo già veriﬁcato la convessità e la semicontinuità
inferiore di una generica convessa coniugata in Rd; inoltre, dato che Λ(0) = 0,
Λ∗ è non negativa. Siccome B¯0,δ ⊂ Int(DΛ) per ogni δ > 0 e Λ è continua
nella parte interna del suo dominio eﬀettivo, possiamo trovare un massimo
in B¯0,δ, diciamo c := supθ∈B¯0,δ Λ(θ): allora vale
Λ∗(x) ≥ sup
θ∈B¯0,δ
θ · x− Λ(θ) ≥ sup
θ∈B¯0,δ
θ · x− sup
θ∈B¯0,δ
Λ(θ) = δ|x| − c.
Se Λ∗(x) ≤ α allora
δ|x| − c ≤ α⇒ |x| ≤ α + c
δ
perciò l'insieme di livello ΨΛ∗(α) è limitato. Essendo anche chiuso è compat-
to, quindi Λ∗ è una buona funzione tasso.
Per veriﬁcare la limitazione superiore dobbiamo prima dimostrare un
risultato sulle misure esponenzialmente strette.
Deﬁnizione 2.5.2. Una famiglia di misure
(
µn
)
n∈N si dice esponenzialmente
stretta se per ogni α <∞ esiste un compatto Kα tale che
lim sup
n→∞
1
n
log µn(K
c
α) < −α.
Lemma 2.5.3. Sia (µn) una famiglia di misure esponenzialmente strette e
sia I una funzione tasso, allora se per un certo α < ∞ e per ogni compatto
K ⊂ ΨI(α)c vale
lim sup
n→∞
1
n
log µn(K) ≤ −α
allora la stessa limitazione vale per ogni insieme B tale che B¯ ⊂ ΨI(α)c.
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Dimostrazione. Sia B come nell'enunciato, e sia Kα compatto tale che
lim sup
n→∞
1
n
log µn(K
c
α) < −α.
Ovviamente vale µn(B) ≤ µn(B¯ ∩Kα) + µn(Kcα); dato che B¯ ∩Kα ∈ ΨI(α)c
allora infx∈B¯∩Kα I(x) ≥ α e vale
lim sup
n→∞
1
n
log µn(B) ≤ max
{
lim sup
n→∞
1
n
log µn(B¯∩Kα), 1
n
log µn(K
c
α)
}
≤ −α.
Osservazione 2.5.4. Di questo lemma useremo un caso particolare: se per
ogni K compatto vale
lim sup
n→∞
1
n
log µn(K) ≤ − inf
x∈K
I(x)
allora la stessa limitazione vale per ogni chiuso B.
Teorema 2.5.5 (Cramér in Rd). Sia
(
Xn
)
n∈N una successione di variabili
aleatorie i.i.d in Rd, e sia Sˆn = X1+···+Xnn una variabile aleatoria con legge
µn; allora la successione
(
Sˆn
)
n∈N soddisfa un principio delle grandi deviazioni
con buona funzione tasso Λ∗.
Dimostrazione.
Limitazione superiore per un compatto: sia B compatto, ﬁssiamo δ > 0
e deﬁniamo Iδ(x) := min{Λ∗(x) − δ, δ−1}. Per la deﬁnizione di convessa
coniugata, per ogni x ∈ Rd esiste un elemento λx tale che λx · x − Λ(λx) ≥
Iδ(x); scegliamo inoltre un ρx tale che ρx|λx| ≤ δ, e sia Bx,ρx la palla di centro
x e raggio ρx. Tramite la diseguaglianza di Chebyshev per ogni θ ∈ Rd vale
µn(Bx,ρx) ≤ E
[
eθ·Sˆn
]
exp
(
− inf
y∈Bx,ρx
{θ · y}
)
,
log µn(Bx,ρx) ≤ logE
[
eθ·Sˆn
]− inf
y∈Bx,ρx
{θ · y}.
Prendiamo θ = λxn:
1
n
log µn(Bx,ρx) ≤ Λ(λx)− inf
y∈Bx,ρx
λx · y ≤ δ −
(
λx · x− Λ(λx)
)
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dove l'ultima diseguaglianza deriva da
− inf
y∈Bx,ρx
λx · y ≤ ρx|λx| − λx · x ≤ δ − λx · x.
Gli intorni Bx,ρx ricoprono il compatto B, allora possiamo trovare un ri-
coprimento ﬁnito: sia B ⊂ ∪ki=1Bxi,ρxi , allora
1
n
log µn(B) ≤ 1
n
log
( k∑
i=1
µn(Bxi,ρxi )
) ≤ 1
n
log
(
k max
0≤i≤k
µn(Bxi,ρxi )
)
≤ 1
n
log k +
1
n
max
0≤i≤k
log µn(Bxi,ρxi ) ≤
1
n
log k + δ − min
0≤i≤k
(
λxi · xi − Λ(λxi)
)
;
passando al limite abbiamo che
lim sup
n→∞
1
n
log µn(B) ≤ δ − min
0≤i≤k
Iδ(xi) ≤ δ − inf
x∈B
Iδ(x)
e quindi δ → 0 otteniamo la tesi.
Limitazione superiore per un chiuso qualsiasi: usando il lemma 2.5.3
basta veriﬁcare che le µn siano esponenzialmente strette. Sia Hρ = [−ρ, ρ]d
compatto di Rd; dato che Hcρ = ∪di=1
{
x ∈ Rd ∣∣ |xi| > ρ} allora
µn(H
c
ρ) ≤
d∑
i=1
µin([ρ,∞[ ) +
d∑
i=1
µin( ]−∞,−ρ])
dove µin è la legge della componente i-esima di Sˆn. Sia Λ
∗
i la convessa
coniugata di logE
[
eθX
(i)
1
]
, allora per ogni ρ ≥ ∣∣E[X(i)n ] ∣∣
µin([ρ,∞[ ) ≤ e−nΛ
∗
i (ρ), µin( ]−∞,−ρ]) ≤ e−nΛ
∗
i (ρ)
come visto nel primo punto della dimostrazione del teorema di Cramér in
R. Dato che 0 ∈ Int(DΛi) possiamo trovare λ+ > 0, λ− < 0 entrambi in
DΛi , quindi
Λ∗i (x)
|x| ≥ λ sign(x)−
Λ(λ)
|x| ∀λ ∈ R⇒
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lim
|x|→∞
Λ∗i (x)
|x| ≥ min{λ+, λ−} > 0
quindi Λ∗i →∞ quando |x| → ∞. Da ciò segue che
lim sup
n→∞
1
n
log µn(H
c
ρ) = −∞
e quindi µn sono esponenzialmente strette.
Limitazione inferiore: basta dimostrare che per ogni y ∈ DΛ∗ e per ogni
δ > 0 vale
lim inf
n→∞
1
n
log µn(By,δ) ≥ −Λ∗(y).
Supponiamo che y = ∇Λ(η). Deﬁniamo una nuova probabilità tramite
dµ˜
dµ
(z) = eη·z−Λ(z)
e sia µ˜n la legge di Sˆn somma di variabili con legge µ˜, allora vale
1
n
log µn(By,δ) = Λ(η)− η · y + 1
n
log
∫
By,δ
enη·(z−y)dµ˜n(z)
≥ Λ(η)− η · y − δ|η|+ 1
n
log µ˜n(By,δ).
Per la deﬁnizione di µ˜ il valore medio di Xi secondo questa probabilità è
E[Xi]µ˜ = e
−Λ(η)
∫
Rd
xeη·xdµ(x) = ∇Λ(η) = y
quindi per la legge dei grandi numeri limn→∞ µ˜n(By,δ) = 1. Passando al
limite
lim sup
n→∞
1
n
log µn(By,δ) ≥ Λ(η)− η · y − δ|η| ≥ −Λ∗(y)− δ|η|
e la tesi si ottiene passando al limite per δ → 0.
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Il caso y /∈ {∇Λ(λ) ∣∣ λ ∈ Rd} si aﬀronta regolarizzando le variabili Xn
sommandovi delle variabili gaussiane e procedendo in modo simile a quanto
già visto.
2.6 Teorema di Gärtner-Ellis
Come preannunciato vediamo inﬁne una versione più generale del teorema di
Cramér: cade l'ipotesi che le variabili aleatorie
(
Xn
)
n∈N siano identicamente
distribuite e indipendenti tra loro. In questo caso cambia la deﬁnizione della
funzione generatrice cumulante che andremo a utilizzare, ma nuovamente
la sua convessa coniugata sarà buona funzione tasso per un principio delle
grandi deviazioni soddisfatto dalla successione.
Deﬁniamo Λn(θ) := logE
[
eθ·Xn
]
; supponiamo ora che la funzione
Λ(θ) := lim
n→∞
1
n
Λn(nθ) (2.3)
sia deﬁnita in R∗ per ogni θ ∈ Rd, e che 0 ∈ Int(DΛ).
Deﬁnizione 2.6.1. Sia Λ∗ la convessa coniugata della funzione generatrice
appena deﬁnita; si dice che y è un punto esposto per Λ∗ con iperpiano η ∈ Rd
se ∀x 6= y vale η ·y−Λ∗(y) > η ·x−Λ∗(x); di conseguenza deﬁniamo l'insieme
F =
{
y ∈ Rd ∣∣ y punto esposto con iperpiano η ∈ Int(DΛ)}.
Prima di arrivare al teorema vediamo un paio di lemmi che ci saranno
utili per la dimostrazione.
Lemma 2.6.2. 1. Λ(θ) è convessa e Λ > −∞; inoltre Λ∗ è una buona
funzione tasso convessa;
2. se per η ∈ Int(DΛ) vale y = ∇Λ(η) ⇒ Λ∗(y) = η · y − Λ(y) e y ∈ F
con iperpiano η.
Dimostrazione. 1. Λn(·) è convessa, allora anche la funzione 1nΛn(n·) lo
è, e quindi è convesso anche il suo limite per n → ∞, che è proprio
Λ. Supponiamo ora per assurdo che esista θ¯ tale che Λ(θ¯) = −∞; per
convessità preso α ∈ ]0, 1] vale
Λ(αθ¯) = Λ
(
αθ¯ + (1− α) 0) ≤ αΛ(θ¯) = −∞
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(perché Λn(0) = 0 ⇒ Λ(0) = 0), quindi Λ(αθ¯) = −∞; allo stesso
modo si dimostra che per ogni α ∈]0, 1] vale Λ(−αθ¯) = ∞, ma questo
è assurdo perché 0 ∈ Int(DΛ). La dimostrazione che Λ∗ è una buona
funzione tasso è del tutto simile a quella vista nel lemma 2.5.1.
2. La prima parte è già stata dimostrata nel lemma 2.3.2; supponiamo ora
per assurdo che esista x 6= y tale che
η · x− Λ∗(x) ≥ η · y − Λ∗(y) = Λ(η),
allora per ogni θ ∈ Rd vale
Λ(η) ≤ η · x− sup
λ∈Rd
(
λ · x− Λ(λ)) ≤ η · x− (θ + η) · x+ Λ(θ + η)
da cui segue θ · x ≤ Λ(θ + η)− Λ(η). In particolare vale
θ · x ≤ lim
→0
Λ(η + θ)− Λ(η) = θ · ∇Λ(η) ∀θ ∈ Rd
quindi dalla generalità di θ otteniamo x = ∇Λ(η) = y, assurdo.
Deﬁnizione 2.6.3. Una funzione f : Rd → R∗ convessa viene detta essen-
zialmente liscia se:
• la parte interna del suo dominio eﬀettivo è non vuota;
• f è diﬀerenziabile su Int(Df );
• f è ripida, ossia per ogni successione λn → λ ∈ ∂D ⇒ limn→∞
∣∣∇f(λn)∣∣ =
∞.
Deﬁnizione 2.6.4. Dato un insieme convesso C 6= ∅ il suo interno relativo
è l'insieme
ri C :=
{
y ∈ C ∣∣ ∀x ∈ C ∃  > 0 : y − (x− y) ∈ C}.
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Lemma 2.6.5 (Rockafellar). Sia Λ : Rd → R∗ una funzione essenzialmente
liscia, semicontinua inferiormente e convessa, allora riDΛ∗ ⊂ F .
Dimostrazione. Se l'interno relativo di DΛ∗ è vuoto non c'è nulla da dimo-
strare; supponiamo invece che x ∈ riDΛ∗ e deﬁniamo la funzione
f(θ) := Λ(θ)− θ · x+ Λ∗(x).
Se f(θ¯) = 0 allora θ¯ è contenuto nel subdiﬀerenziale di Λ∗ in x, ossia
nell'insieme {θ ∈ Rd | Λ∗(y) ≥ Λ∗(x) + θ · (y − x) ∀y ∈ Rd}: infatti
Λ∗(x) + θ¯ · y − θ¯ · x = Λ∗(x)− θ¯ · x+ Λ(θ¯)︸ ︷︷ ︸
0
−Λ(θ¯) + θ¯ · y ≤ Λ∗(y).
La funzione f è convessa e semicontinua inferiormente, inoltre infθ∈Rd f(θ) =
0; calcoliamo la sua convessa coniugata:
f ∗(y) = sup
θ∈Rd
θ ·y−f(θ) = sup
θ∈Rd
θ ·y−Λ(θ)+θ ·x−Λ∗(x) = Λ∗(x+y)−Λ∗(x).
Vediamo ora che 0 ∈ riDf∗ :
• f ∗(0) = Λ∗(x)− Λ∗(x) = 0⇒ 0 ∈ Df∗ ;
• ﬁssiamo y ∈ Df∗ , allora x+y ∈ DΛ∗ (altrimenti f ∗(y) =∞); ricordando
che x ∈ riDΛ∗ possiamo trovare  > 0 tale che x−(x+y−x) = x−y ∈
DΛ∗ . Concludiamo allora che 0− (y − 0) = −y ∈ Df∗ , infatti
f ∗(−y) = Λ∗(x− y)− Λ∗(x) <∞.
Richiamiamo un risultato dell'analisi convessa: data una funzione f : Rd →
[0,∞] convessa, semicontinua inferiormente, tale che infθ∈Rd f(θ) = 0 e 0 ∈
riDf∗, allora esiste η ∈ Rd tale che f(η) = 0; possiamo applicarlo alla nostra
funzione f e trovare un elemento η che l'annulli. Deﬁniamo ora
Λ˜(θ) := Λ(θ + η)− Λ(η),
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è essenzialmente liscia, convessa e si annulla nell'origine; inoltre la sua con-
vessa coniugata calcolata in x vale
Λ˜∗(x) = sup
θ∈Rd
θ · x− Λ˜(θ) = sup
θ∈Rd
θ · x− Λ(θ + η) + Λ(η)
= sup
θ∈Rd
(
(θ+η) ·x−Λ(θ+η))+Λ(η)−η ·x = Λ∗(x)+Λ(η)−η ·x = f(η) = 0.
Usiamo un altro risultato dell'analisi convessa: presa una funzione f conves-
sa, essenzialmente liscia tale che f(0) = 0 e che la sua convessa coniugata si
annulli in almeno un punto, allora 0 ∈ Int(Df ); applicandolo a Λ˜ otteniamo
che 0 ∈ Int(DΛ˜)⇒ η ∈ Int(DΛ). Dato che η è contenuto nel subdiﬀerenziale
di f e che f(η) = 0 = infθ∈Rd f(θ) ⇒ ∇f(η) = 0 ⇒ ∇Λ(η) = x; dal secon-
do punto del lemma precedente otteniamo che x ∈ F , quindi la tesi per la
generalità di x ∈ riDΛ∗ .
Arriviamo ora all'enunciazione e dimostrazione del teorema di Gärtner-
Ellis.
Teorema 2.6.6 (Gärtner-Ellis). Sia data una successione di variabili aleato-
rie
(
Xn
)
n∈N con legge µn, supponiamo che Λ sia ben deﬁnita per ogni θ ∈ Rd
e che 0 sia contenuto nella parte interna del suo dominio eﬀettivo, allora
• per ogni insieme chiuso B
lim sup
n→∞
1
n
log µn(B) ≤ − inf
x∈B
Λ∗(x);
• per ogni insieme aperto G
lim inf
n→∞
1
n
log µn(G) ≥ − inf
x∈G∩F
;
• se Λ è essenzialmente liscia e semicontinua inferiormente, allora la
successione
(
Xn
)
n∈N soddisfa un principio delle grandi deviazioni con
buona funzione tasso Λ∗.
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Dimostrazione.
Limitazione superiore per un compatto: la dimostrazione è del tutto simile
a quella vista nel teorema 2.5.5. Sia B un insieme compatto; come già visto
per ogni x ∈ Rd esiste un elemento λx tale che λx · x− Λ(λx) ≥ Iδ; dato che
la funzione x 7→ λx è continua, ∀x ∈ Rd possiamo trovare un intorno Ax di
x tale che
inf
y∈Ax
{
λx · y − λx · x
} ≥ −δ.
Tramite la diseguaglianza di Chebyshev, prendendo θ = λxn, otteniamo
1
n
log µn(Ax) ≤ −λx · x+ 1
n
Λn(λxn)− inf
y∈Ax
{
λx · y − λx · x
}
≤ δ −
(
λx · x− 1
n
Λn(λxn)
)
.
Gli intorni Ax ricoprono il compatto B, allora possiamo trovare un rico-
primento ﬁnito: sia B ⊂ ∪ki=1Axi , allora
1
n
log µn(B) ≤ 1
n
log k + δ − min
0≤i≤k
(
λxi · xi −
1
n
Λn(λxin)
)
passando al limite
lim sup
n→∞
1
n
log µn(B) ≤ δ − min
0≤i≤k
Iδ(xi) ≤ δ − inf
x∈B
Iδ(x)
facendo tendere δ a 0 otteniamo la tesi.
Limitazione superiore per un chiuso qualsiasi: anche in questo caso per
arrivare alla tesi basterà dimostrare che la successione di leggi
(
µn
)
n∈N è
esponenzialmente stretta. Sia ej il j-esimo vettore della base standard di Rd;
dato che 0 ∈ Int(DΛ) possiamo trovare θj, ηj > 0 tali che Λ(θjej),Λ(−ηjej) <
∞. Dalla diseguaglianza di Chebyshev otteniamo
µjn( ]−∞,−ρ]) ≤ exp
(− nηjρ+ Λn(−nηjej)),
µjn([ρ,∞[ ) ≤ exp
(− nθjρ+ Λn(nθjej)),
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dove µjn è la legge della j-esima componente di Sˆn. Facciamo tendere ρ
all'inﬁnito:
lim
ρ→∞
lim sup
n→∞
1
n
log µjn( ]−∞, rho]) = −∞,
lim
ρ→∞
lim sup
n→∞
1
n
log µjn([ρ,∞[ ) = −∞.
Prendiamo un compatto della forma H = [−ρ, ρ]d, allora per quanto appena
visto
lim
ρ→∞
lim sup
n→∞
1
n
log µn(H
c) = −∞
perciò le leggi µn sono esponenzialmente strette.
Limitazione inferiore: per ottenere la tesi dimostreremo che
lim
δ→0
lim inf
n→∞
1
n
log µn(By,δ) ≥ −Λ∗(y) ∀ y ∈ F .
Fissiamo quindi y ∈ F e sia η ∈ Int(DΛ) il suo iperpiano; possiamo prendere
n abbastanza grande tale che Λn(nη) < ∞. Deﬁniamo una nuova misura di
probabilità µ˜n tramite la densità
dµ˜n
dµn
(z) = exp
(
nη · z − Λn(nη)
)
allora vale
1
n
log µn(By,δ) =
1
n
Λn(nη)− η · y + 1
n
log
∫
By,δ
enη·(y−z)dµ˜n(z)
≥ 1
n
Λn(nη)− η · y − |η|δ + 1
n
log µ˜n(By,δ)
e di conseguenza
lim
δ→0
lim inf
n→∞
1
n
log µn(By,δ) ≥ Λ(η)− η · y︸ ︷︷ ︸
−Λ∗(y)
+ lim
δ→0
lim inf
n→∞
1
n
log µ˜n(By,δ) (2.4)
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In questo caso non possiamo utilizzare la legge dei grandi numeri, come fatto
nella dimostrazione del teorema di Cramér, per eliminare il secondo termi-
ne; dovremo invece applicare il primo punto di questo teorema per stimare
la probabilità del complementare di By,δ. Innanzitutto controlliamo che µ˜n
soddisﬁ l'ipotesi del teorema: sia Λ˜n la funzione generatrice cumulante di µ˜n,
allora
1
n
Λ˜n(nλ) =
1
n
log
∫
enλ·zdµ˜n(z)
=
1
n
log
∫
enλ·zenη·z−Λn(nη)dµn(z) =
1
n
Λ(n(λ+ η))− 1
n
Λ(nη).
Deﬁniamo Λ˜(λ) = limn→∞ 1nΛ˜n(nλ) = Λ(λ + η) − Λ(η): dato che η ∈
Int(DΛ) ⇒ 0 ∈ Int(DΛ˜), quindi le ipotesi del teorema sono soddisfatte.
Applicando il primo punto del teorema otteniamo
lim sup
n→∞
1
n
log µ˜n(B
c
y,δ) ≤ − inf
x∈Bcy,δ
Λ˜(x) = −Λ˜∗(x0)
con x0 6= y. Calcoliamo la convessa coniugata di Λ˜:
Λ˜∗(x) = sup
λ∈Rd
λ · x− Λ˜(λ)
= sup
λ∈Rd
(λ+ η) · x− Λ(λ+ η) + Λ(η)− η · x = Λ∗(x)− η · x+ Λ(η).
Dato che y è un punto esposto vale η · y − Λ∗(y) > η · x0 − Λ∗(x0), quindi
Λ˜∗(x0) = Λ∗(x0)− η · x0 + Λ(η) > Λ∗(y)− η · y + Λ(η) = 0
dove l'ultima eguaglianza deriva dal lemma 2.6.2. Da quanto visto
lim sup
n→∞
1
n
log µ˜n(B
c
y,δ) < 0
per cui µ˜n(Bcy,δ) → 0 ⇒ µ˜n(By,δ) → 1 per ogni δ > 0. Tornando a (2.4)
concludiamo che
lim
δ→0
lim inf
n→∞
1
n
log µn(By,δ) ≥ −Λ∗(y) + lim
δ→0
lim inf
n→∞
1
n
log µ˜n(By,δ)︸ ︷︷ ︸
0
.
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PGD: dal lemma di Rockafellar abbiamo che riDΛ∗ ⊂ F ⇒ G ∩ riDΛ∗ ⊂
G∩F , quindi dati i due punti precedenti del teorema basterà dimostrare che
inf
x∈G∩riDΛ∗
Λ∗(x) ≤ inf
x∈G
Λ∗(x).
Se G ∩ DΛ∗ = ∅ non c'è nulla da dimostrare; ﬁssiamo y ∈ G ∩ DΛ∗ , e sia
z ∈ riDΛ∗ , allora per α abbastanza piccolo αz + (1 − α)y ∈ G ∩ riDΛ∗ e
quindi
inf
x∈G∩riDΛ∗
Λ∗(x) ≤ lim
α↘0
Λ∗
(
αz + (1− α)y) ≤ Λ∗(y)
da cui la tesi.
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Capitolo 3
Grandi code
In questo capitolo andremo ad applicare la teoria delle grandi deviazioni sullo
studio delle code. Prendiamo l'esempio di un uﬃcio postale, e calcoliamo la
probabilità che si formi una lunga coda di clienti in attesa di essere serviti.
Se questa probabilità è abbastanza alta il direttore dell'uﬃcio prenderà in
considerazione l'opzione di aprire nuovi sportelli (serventi) per garantire un
servizio più veloce e code più corte; se invece la probabilità di una lunga
coda è bassa al direttore non converrà investire soldi in un nuovo sportello
che aumenterebbe di poco o nulla la comodità dei clienti.
Altro esempio è quello di una rete di computer: i dati sono spediti in
pacchetti attraverso i cavi della rete e, dove i cavi si incontrano, i pacchetti
vengono messi in coda per poi essere spediti verso la giusta destinazione.
Quando la quantità di pacchetti in coda raggiunge un certo limite (la capacità
del buﬀer) i pacchetti successivi vengono scartati. Scopo del progettatore
della rete è far sì che questo evento sia il più raro possibile: crea perciò un
server con un buﬀer di grandezza tale che la probabilità che un pacchetto
venga scartato sia bassa. Dato che si devono studiare eventi rari, la teoria
delle grandi deviazioni vista nel precedente capitolo risulta fondamentale e
di uso immediato.
Rispetto al primo capitolo di teoria delle code cambieremo il modo di
deﬁnire i processi di arrivo e di servizio, e otterremo dei risultati generali che
si possono applicare a ogni modello di coda.
3.1 Formula ricorsiva di Lindley
Per rappresentare la lunghezza di una coda possiamo usare un processo
stocastico
(
Qt
)
t∈Z non negativo deﬁnito tramite la ricorsione di Lindley :
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Qt+1 =
(
Qt + At − Ct
)+
dove At è la quantità di lavoro che arriva nell'intervallo [t− 1, t[ , Ct il lavoro
svolto nello stesso intervallo e x+ = max{x, 0}. Nel caso dell'uﬃcio postale,
ad esempio, il processo At rappresenta i clienti che arrivano e Ct i clien-
ti serviti. Nell'esempio della rete di dati usiamo una formula leggermente
variata:
Qt+1 =
[
Qt + At − Ct
]B
0
dove B è la capacità del buﬀer e [x]B0 = min
{
max{x, 0}, B}: in questo
caso bisogna tener conto del fatto che la lunghezza della coda non può mai
superare B. Nel nostro caso supponiamo per semplicità che il processo del
servente sia costante, ossia Ct = C > 0 per ogni t ∈ Z.
Per arrivare a una formula che non sia ricorsiva poniamo una condizione
iniziale: supponiamo che Q−T = 0 per un certo T > 0, ossia che la coda fosse
vuota a un certo istante −T , allora applicando T volte la formula di Lindley
otteniamo
Q−T0 = max
0≤s≤T
Ss − Cs
dove St = A−t+1 + · · · + A0 e S0 = 0 per convenzione. Una soluzione im-
portante si ottiene portando T → ∞, ossia supponendo che la coda fosse
vuota al tempo −∞: attraverso la formula appena vista abbiamo che Q−T0 è
crescente rispetto a T , quindi il limite
Q−∞0 := lim
T→∞
QT0 = sup
s≥0
Ss − Cs
esiste. L'importanza di questa soluzione sta nel fatto che, a prescindere
dalla lunghezza iniziale della coda al tempo −∞ si otterrà lo stesso risultato;
d'ora in avanti la deﬁniremo semplicemente Q0.
Lemma 3.1.1. Sia R−T0 (r) la lunghezza della coda al tempo 0 supponendo
che Q−T = r, allora vale
R−T0 (r) =
(
max
0≤s≤T
Ss − Cs
) ∨ (r + ST − CT). (3.1)
Supponiamo che St
t
→ µ quasi sicuramente per t → ∞, con µ < C, allora
quasi sicuramente
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lim
T→∞
R−T0 (r) = Q
−∞
0
per ogni valore di r ∈ R.
Dimostrazione. La formula (3.1) si ottiene nuovamente applicando T volte
la formula di Lindley, ricordando che stavolta bisogna considerare il caso in
cui il dato iniziale r rimane presente sino al tempo 0. Possiamo ora riscrivere
R−T0 (r) =
(
max
0≤s≤T
Ss − Cs
) ∨ T( r
T
+
ST
T
− C
)
a questo punto facendo tendere T →∞ otteniamo che r
T
→ 0, ST
T
→ µ < C,
quindi l'elemento destro tende a un numero negativo e può non essere preso
in considerazione, così rimane
lim
T→∞
R−T0 (r) = sup
s≥0
Ss − Cs = Q−∞0 .
Se vogliamo calcolare la lunghezza della coda a un tempo diverso da 0
possiamo, per t > 0, utilizzare la formula
Q−∞−t = sup
s≥t
S[t, s)− C(s− t)
dove S[t, s) = A−s+1 + · · ·+ A−t e S[t, t) = 0.
3.2 Principio delle grandi deviazioni per grandi
code
Riprendiamo il teorema di Cramér visto nel primo capitolo per applicarlo al
processo Q = supt≥0 St − Ct che indica la lunghezza della coda al tempo 0.
Supponiamo che le variabili At siano indipendenti, ognuna distribuita come
una certa variabile A; supponiamo inoltre che E[A] < C, perché altrimenti
la coda cresce all'inﬁnito quasi sicuramente. Sia Λ(θ) la funzione generatrice
dei momenti di A, e supponiamo che sia ﬁnita per ogni θ ∈ R, e sia Λ∗(x) la
sua convessa coniugata.
Teorema 3.2.1 (PGD per grandi code). Per ogni q > 0 vale
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lim
l→∞
1
l
logP
(
Q/l > q
)
= −I(q)
dove I(q) = inft≥0 tΛ∗
(
C + q/t
)
.
Per dimostrare il teorema vediamo prima un paio di lemmi.
Lemma 3.2.2. Nelle ipotesi del teorema 3.2.1 vale
lim sup
l→∞
1
l
logP
(
Q/l > q
) ≤ −q sup{θ > 0 | Λ(θ) < θC}.
Dimostrazione. Valutiamo innanzitutto la probabilità di nostro interesse:
P(Q > lq) = P
(
sup
t≥0
St − Ct > lq
) ≤∑
t≥0
P(St − Ct > lq)
(usando la limitazione di Chernoﬀ)
≤
∑
t≥0
E
[
eθ(St−Ct−lq)
] ≤ e−θlq∑
t≥0
e−θCtE
[
eθSt
]︸ ︷︷ ︸
eΛ(θ)t
= e−θlq
∑
t≥0
et(Λ(θ)−Cθ).
Se ci restringiamo all'insieme dei θ per cui Λ(θ) < Cθ la somma diventa
ﬁnita e vale
∑
t≥0
et(Λ(θ)−Cθ) ≤ e
Λ(θ)−Cθ
1− eΛ(θ)−Cθ (3.2)
quindi
1
l
logP(Q > ql) ≤ 1
l
log
(
e−θlq
eΛ(θ)−Cθ
1− eΛ(θ)−Cθ
)
= −qθ + 1
l
(
Λ(θ)− Cθ − log (1− eΛ(θ)−Cθ)).
Passando il limite otteniamo
lim sup
l→∞
1
l
logP(Q > ql) ≤ −qθ,
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e prendendo l'estremo inferiore tra tutti i valori di θ per cui la somma (3.2)
è ﬁnita otteniamo la tesi.
Notiamo che dall'ipotesi che E[A] < C sappiamo che l'insieme {θ >
0 | Λ(θ) < θC} non può essere vuoto: abbiamo supposto che Λ sia ﬁnita, in
particolare lo è in un intorno dell'origine, allora dal lemma 2.2.2 sappiamo
che è diﬀerenziabile in 0 e vale Λ′(0) = E[A] < C, quindi esiste sicuramente
un θ > 0 per cui vale Λ(θ) < θC.
Lemma 3.2.3. Nelle ipotesi del teorema 3.2.1 vale
lim inf
l→∞
1
l
logP
(
Q/l > q
) ≥ − inf
t≥0
tΛ∗
(
C + q/t
)
.
Dimostrazione. In questo caso limiteremo la probabilità di nostro interesse
dal basso con la probabilità che la coda superi la lunghezza posta in un certo
istante preﬁssato. Fissato t ∈ R+ vale
P(Q > lq) = P
(∃u : Su − Cu > lq) ≥ P(Sdlte − Cdlte > lq)
dove dxe ∈ Z è il più piccolo intero maggiore o uguale a x. Allora otteniamo
lim inf
l→∞
1
l
logP(Q > lq) ≥ lim inf
l→∞
1
l
logP
(
Sdlte − Cdlte > lq
)
(dato che l ≤ dlte
t
)
≥ lim inf
l→∞
t
dlte logP
(
Sdlte − Cdte > dlte
t
q
)
.
Poniamo ora n = dlte:
t lim inf
n→∞
1
n
logP
(
Sn − Cn > nq/t
)
= t lim inf
n→∞
1
n
logP
(
Sˆn > C + q/t
)
.
Applicando ora la limitazione inferiore del teorema di Cramér otteniamo
che
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t lim inf
n→∞
1
n
logP
(
Sˆn > C + q/t
) ≥ −tΛ∗((C + q/t)+). (3.3)
Dato che t è stato ﬁssato arbitrariamente possiamo prendere l'estremo supe-
riore dell'elemento destro di (3.3):
lim inf
l→∞
1
l
logP(Q > lq) ≥ − inf
t≥0
tΛ∗
(
(C + q/t)+
)
= − inf
t≥0
tΛ∗
(
C + q/t
)
dove l'ultima eguaglianza deriva dalle proprietà di Λ∗.
Dimostrazione del teorema 3.2.1. Deﬁniamo
I1(q) := q sup{θ > 0 |Λ(θ) < θC},
I2(q) := inf
t∈R+
sup
θ≥0
θ(q + Ct)− tΛ(θ);
la dimostrazione consiste nel veriﬁcare che I(q) = I1(q) = I2(q).
I = I2 : possiamo riscrivere I(q) come
I(q) = inf
t∈R+
t
(
sup
θ∈R
θ(C + q/t)− Λ(θ)
)
= inf
t∈R+
sup
θ∈R
θ(Ct+ q)− tΛ(θ);
dato che E[A] < C < C + q/t grazie al lemma 2.3.3 possiamo restringere
l'estremo superiore nella formula ai θ ≥ 0.
I1 ≤ I2 : per ogni t ∈ R+, e per ogni θ ∈ Γ := {θ > 0 | Λ(θ) < θC} vale
θ(q + Ct)− tΛ(θ) = θq + t(θC − Λ(θ)) ≥ θq,
prendendo l'estremo superiore in Γ
sup
θ∈Γ
θ(q + Ct)− tΛ(θ) ≥ sup
θ∈Γ
θq
quindi
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sup
θ≥0
θ(q + Ct)− tΛ(θ) ≥ I1(q).
Dato che t è arbitrario otteniamo la tesi.
I1 ≥ I2 : sia θ∗ := supθ∈Γ θ, se θ∗ = ∞ la tesi segue ovviamente. Suppo-
niamo allora che θ∗ <∞, allora dalla convessità di Λ, e dato che è continua
e diﬀerenziabile ovunque, segue che Λ(θ∗) = θ∗C e Λ′(θ∗) > C; sempre dalla
convessità otteniamo che Λ è limitata dal basso dalla tangente in θ∗:
Λ(θ) ≥ θ∗C + Λ′(θ∗)(θ − θ∗).
Da questa diseguaglianza segue
I2(q) = inf
t∈R+
sup
θ≥0
θ(q + Ct)− tΛ(θ)
≤ inf
t∈R+
sup
θ≥0
θ(q + Ct)− t(θ∗C + Λ′(θ∗)(θ − θ∗))
= inf
t∈R+
sup
θ≥0
θ
(
q − t(Λ′(θ∗)− C))+ θ∗t(Λ′(θ∗)− C)
= inf
t∈R+
{∞ se t < q/(Λ′(θ∗)− C)
θ∗t(Λ′(θ∗)− C) se t ≥ q/(Λ′(θ∗)− C) = θ
∗q = I1(q).
Osservazione 3.2.4. • Dal teorema 3.2.1 possiamo ottenere una stima per
la probabilità che la coda sia più grande di un certo q: avremo
q−1 logP(Q > q)→ −I(1) per q →∞.
• Sempre dal teorema 3.2.1 possiamo giustiﬁcare l'approssimazione
P
(
sup
t≥0
St − Ct ≥ q
) ≈ sup
t≥0
P(St − Ct ≥ q)
su una scala logaritmica per q abbastanza grandi: in altre parole, per
stimare la probabilità che la lunghezza della coda superi un certo va-
lore basta stimare il tempo t in cui questo evento è più probabile e poi
calcolare tale probabilità in quell'istante.
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Esempio 3.2.5. Prendiamo C = 1 e siano At i.i.d. tali che At = 2 con
probabilità p e At = 0 con probabilità 1 − p (con p ∈]0, 1/2[). Fissato il
valore iniziale il processo
(
Qt
)
t∈N deﬁnito dalla formula ricorsiva di Lindley
è una catena di Markov birth-death. È facile calcolare la distribuzione della
variabile che rappresenta la lunghezza media della coda:
P(Q ≥ q) =
(
p
1− p
)q
(3.4)
La distribuzione della catena converge a quella di Q a prescindere dal va-
lore iniziale: possiamo quindi concludere che questa è la distribuzione anche
di Q−T0 per T →∞, quindi di Q0.
Proviamo ora ad applicare il teorema a questo esempio: dalla deﬁnizione
di funzione generatrice
Λ(θ) = logE
[
eθX
]
= log(1− p+ pe2θ),
quindi la funzione tasso I sarà
I(q) = q sup{θ > 0 | log(1− p+ pe2θ) < θ} =
= q log
(
1 +
√
1− 4p(1− p)
2p
)
= q log
1− p
p
e riotteniamo così la distribuzione deﬁnita da (3.4).
3.3 Code con input correlati
Estendiamo la nostra teoria delle code al caso di input correlati tra loro,
supponiamo ossia che il processo della quantità di lavoro in arrivo At sia
formato da variabili non indipendenti tra loro. In tal caso dovremo utilizzare
il teorema 2.6.6 di Gärtner-Ellis. Similmente a quanto fatto nella sezione 2.6
deﬁniamo
Λt(θ) := logE
[
eθSt
]
dove St = A−t+1 + · · · + A0, e supponiamo che il limite limt→∞ t−1Λt(θ)
sia ben deﬁnito per ogni θ ∈ R; in tal caso deﬁniamo
Λ(θ) := lim
t→∞
1
t
Λt(θ) (3.5)
3.3. Code con input correlati 51
Teorema 3.3.1. Sia
(
At
)
t∈Z un processo stazionario tale che E[A0] < C.
Supponiamo che la funzione Λ(θ) sia essenzialmente liscia e ﬁnita in un
intorno dell'origine, e supponiamo che per ogni t la funzione Λt(θ) sia ﬁnita
sull'insieme {θ > 0 | Λ(θ) < θC}. Allora per ogni q > 0
lim
l→∞
1
l
logP(Q > lq) = −I(q)
dove I(q) = inft≥0 tΛ∗(C + q/t).
La dimostrazione segue la stessa strategia di quella del teorema 3.2.1:
dovremo però prima enunciare due lemmi utili alla dimostrazione, uno rela-
tivo all'analisi convessa e un altro per provare una limitazione superiore della
probabilità in esame.
Lemma 3.3.2. Sia
(
fn
)
n∈N una successione di funzioni convesse, fn : R→
R∗, che convergono puntualmente a una funzione f : allora tale funzione è
convessa. Supponiamo che fn sia ﬁnita e diﬀerenziabile in un intorno dell'o-
rigine per ogni n ∈ N, e che f ′n(0) = µn; se f è diﬀerenziabile nell'origine e
se µn → µ allora f ′(0) = µ.
Dimostrazione. Prendiamo α ∈ [0, 1], allora
f
(
αx+ (1− α)y) = lim
n→∞
fn
(
αx+ (1− α)y)
≤ lim
n→∞
αfn(x) + (1− α)fn(y) = αf(x) + (1− α)f(y)
perciò f è convessa. Dalla convessità di fn otteniamo
fn(θ) ≥ θf ′n(0) = θµn ∀ θ ∈ R
quindi dalla deﬁnizione di f
f(θ) = lim
n→∞
fn(θ) ≥ lim
n→∞
θµn = θµ
e dato che f è convessa e diﬀerenziabile nell'origine deve necessariamente
valere f ′(0) = µ.
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Osservazione 3.3.3. Possiamo applicare questo risultato alla nostra funzio-
ne Λ: essa è ﬁnita in un intorno dell'origine, perciò anche le funzioni t−1Λt
devono esserlo per t abbastanza grande, quindi per il lemma 2.2.2 sono con-
vesse e diﬀerenziabili in un intorno dell'origine con t−1Λ′t(0) = E[A0] = µ.
Per il lemma appena visto Λ è convessa; dato che abbiamo supposto che sia
derivabile in 0, vale inoltre Λ′(0) = µ.
Lemma 3.3.4. Sotto le ipotesi del teorema 3.3.1 vale
lim sup
l→∞
1
l
logP(Q > lq) ≤ −q sup{θ > 0 | Λ(θ) < θC}.
Dimostrazione. Dato che Λ′(0) = µ e che per ipotesi µ < C, esisterà sicu-
ramente almeno un valore di θ > 0 per cui Λ(θ) < θC. Scegliamo quindi
un  > 0 tale che Λ(θ) < θ(C − 2); inoltre dato che t−1Λt → Λ possiamo
scegliere un certo valore t0 per cui vale
Λt(θ) < t
(
Λ(θ) + θ
)
< t(Cθ − θ) (3.6)
Valutiamo adesso la probabilità di nostro interesse: usando la limitazione
di Chernoﬀ e (3.6) otteniamo
P(Q > lq) ≤ e−θlq
∑
t≥0
eΛt(θ)−θCt
< e−θlq
(∑
t≤t0
eΛt(θ)−θCt +
∑
t>t0
e−θ
)
.
La seconda somma è ﬁnita, inoltre per ipotesi Λt è ﬁnito, perciò anche
la prima somma è ﬁnita. Prendendone il logaritmo e passando al limite
otteniamo
lim
l→∞
1
l
logP(Q > lq) = −θq
per tutti i θ > 0 tali che Λ(θ) < θC; prendendo l'estremo superiore in
questo insieme arriviamo alla tesi.
La limitazione inferiore della probabilità, data da
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lim inf
l→∞
1
l
logP(Q > lq) ≥ − inf
t≥0
tΛ∗(C + q/t),
viene dimostrata esattamente nello stesso modo visto nel lemma 3.2.3.
Dimostrazione del teorema 3.3.1. Come fatto nel teorema 3.2.1 deﬁniamo
I1(q) := q sup{θ > 0 |Λ(θ) < θC},
I2(q) := inf
t∈R+
sup
θ≥0
θ(q + Ct)− tΛ(θ),
e veriﬁchiamo che I(q) = I1(q) = I2(q).
I = I2 : vogliamo applicare il lemma 2.3.3 per poi seguire il ragionamen-
to fatto nella dimostrazione del teorema 3.2.1: Λ dev'essere perciò convessa,
nulla in 0 e diﬀerenziabile nell'origine, con derivata minore di C. Ma come
visto nell'osservazione 3.3.3 Λ è convessa, inoltre
Λt(0) = 0 ∀ t ⇒ Λ(0) = 0;
inﬁne sempre per l'osservazione 3.3.3 Λ′(0) = E[A0] < C.
I1 ≤ I2 : la dimostrazione si svolge nello stesso modo visto per il teorema
3.2.1.
I1 ≥ I2 : sia θ∗ := sup{θ > 0 | Λ(θ) > θC}; se θ∗ = ∞ non c'è nulla
da dimostrare, se invece θ∗ ∈ Int(DΛ) allora possiamo seguire pari passo la
dimostrazione del teorema 3.2.1. Supponiamo ora che θ∗ sia nel bordo del do-
minio eﬀettivo: sia (θn) ⊂ ]0, θ∗[ , con θn ↗ θ∗; ovviamente per la convessità
di Λ vale
Λ(θ) ≥ Λ(θn) + (θ − θn)Λ′(θn).
Usando lo stesso ragionamento visto nella dimostrazione del teorema 3.2.1
arriviamo a
I2(q) ≥ qθn Λ
′(θn)− Λ(θn)/θn
Λ′(θn)− C .
Per l'ipotesi di ripidità Λ′(θn) → ∞, e θn → θ∗; inoltre Λ(θn)/θn è limitato,
infatti usando la convessità della funzione Λ
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Λ(θn) ≥ θnΛ′(0) ⇒ Λ(θn)
θn
≥ Λ′(0);
Λ(θn) ≥
(
1− θn
θ∗
)
Λ(0) +
θn
θ∗
Λ(θ∗) ≥ θnC.
Perciò, prendendo il limite per n→∞ otteniamo
I2(q) ≤ qθ∗ = I1(q).
Esempio 3.3.5. Sia
(
At
)
t∈Z un processo stazionario autoregressivo di grado
1, deﬁnito come At := µ+Xt, dove
Xt := aXt−1 +
√
1− a2 σt,
con |a| < 1 e le t sono i.i.d. con distribuzione normale. Notiamo che abbia-
mo dato una ricorsione senza condizioni iniziali, ma non è un problema: noi
siamo interessati alla distribuzione delle X(−t, 0], che per stazionarietà è la
stessa di X(0, t]; a questo punto basta deﬁnire X0 ∼ N(0, σ2).
Con questi parametri abbiamo che E[At] = µ e V ar At = σ2. Deﬁnito
St := A−t+1 + · · ·+A0 vale E[St] = µt, inoltre da Cov(A0, At) = atσ2 deriva
V arSt := σ
2
t = σ
2
∑
1≤i,j≤t
a|i−j|
=
σ2
(1− a)2
(
t(1− a2)− 2a(1− at)).
Dato che St è una variabile normale vale
Λt(θ) = θµt+
1
2
σ2t
e secondo la deﬁnizione 3.5
Λ(θ) = θµ+
σ2
2
(1 + a
1− a
)
.
A questo punto possiamo ottenere la nostra funzione I tramite una delle
deﬁnizioni equivalenti viste nella dimostrazione del teorema 3.3.1:
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I(q) = q sup
{
θ > 0 | Λ(θ) < θC}
2q(C − µ) 1− a
1 + a
(3.7)
Da questo calcolo notiamo subito che nel caso il valore a sia molto vicino
a 1 il valore della funzione tasso è molto piccolo, perciò la probabilità che la
coda sia lunga è molto alta; viceversa, se a→ −1 allora I(q) è molto grande,
quindi l'ipotesi che la coda sia lunga è poco probabile.
3.4 Code con più sorgenti
Vediamo ora il caso di una coda il cui lavoro deriva da più di una sorgente:
dovremo rideﬁnire la formula ricorsiva di Lindley e modiﬁcare la stima della
probabilità di una coda lunga, che in questo caso non sarà un limite preciso
ma verrà limitato dall'alto e dal basso.
Consideriamo quindi una coda con un solo servente, N sorgenti e tasso di
servizio costante CN . Sia A(i)t la quantità di lavoro proveniente dalla sorgente
i-esima al tempo t, e supponiamo che
(
A
(i)
t
)
t∈Z sia un processo stazionario
formato da variabili i.i.d., per ogni i = 1, . . . , N , e che questi processi siano
indipendenti tra loro. Deﬁniamo ora
ANt := A
(1)
t + · · ·+ A(N)t
la quantità totale di lavoro che arriva nella coda al tempo t, e
SNt := A
N
−t+1 + · · ·+ AN0
la quantità di lavoro che arriva nell'intervallo di tempo [−t+ 1, 0]. Allora la
lunghezza della coda al tempo 0 è data dalla formula
QN = sup
t≥0
SNt − CNt.
In questo caso studieremo la probabilità P(QN ≥ Nq) quando il numero
di sorgenti N diventa grande, e arriveremo a una sorta di principio delle
grandi deviazioni per il processo
(
QN/N
)
N∈N usando le stesse strategie viste
nelle precedenti sezioni. Deﬁniamo
Λt(θ) := logE
[
eθS
1
t
]
56 CAPITOLO 3. Grandi code
la funzione generatrice di S1t , e supponiamo che sia ﬁnita in un intorno
dell'origine; supponiamo anche che il limite
Λ(θ) := lim
t→∞
1
t
Λt(θ) (3.8)
esista e sia ﬁnita e diﬀerenziabile in un intorno dell'origine.
Teorema 3.4.1. Supponendo che E[S11 ] < C
−I(q+) ≤ lim inf
N→∞
1
N
logP
(
QN > Nq
)
≤ lim sup
N→∞
1
N
logP
(
QN > Nq
) ≤ −I(q)
dove I(q) := inft∈N Λ∗t (q + Ct).
Dimostrazione. Limitazione inferiore: riscriviamo la probabilità che voglia-
mo stimare:
P(QN > Nq) = P
(
sup
t≥0
SNt − CNt > Nq
) ≥ P(SNt /N > q + Ct).
Notiamo che con l'ultima diseguaglianza non stiamo buttando via molta
massa probabilistica: infatti come di solito succede nella limitazione infe-
riore di un principio delle grandi deviazioni basta considerare la probabilità
che l'evento raro accada in un caso speciﬁco. Applicando ora la limitazione
inferiore del teorema di Cramér
lim inf
N→∞
1
N
logP
(
QN > Nq
) ≥ lim inf
N→∞
1
N
logP
(
SNt /N > q+Ct
) ≥ −Λ∗t ((q+Ct)+).
Limitazione superiore: come prima riscriviamo la probabilità:
P(QN > Nq) = P
(
sup
t≥0
SNt − CNt > Nq
) ≤∑
t≥0
P
(
SNt /N ≥ q + Ct
)
.
Cercheremo di dimostrare che tutta la massa probabilistica si concentra in
una somma ﬁnita: spezziamo perciò la sommatoria in
3.4. Code con più sorgenti 57
P(SN0 ≥ Nq) + · · ·+P(SNt0 ≥ Nq + CNt0) +
∑
t>t0
P(SNt ≥ Nq + CNt).
Per il principio del termine più grande vale
lim sup
n→∞
1
n
log(an + bn) ≤ lim sup
n→∞
1
n
log an ∨ lim sup
n→∞
1
n
log bn
dove (an) e (bn) sono sequenze in R+; applicato al nostro caso otteniamo
lim sup
N→∞
1
N
logP
(
QN > Nq
) ≤ max
0≤t≤t0
lim sup
1
N
logP
(
SNt ≥ Nq + CNt
)
∨ lim sup 1
N
log
∑
t>t0
P
(
SNt ≥ Nq + CNt
)
.
Usando la limitazione superiore del teorema di Cramér per ogni t ∈ [0, t0]
vale
lim sup
1
N
logP
(
SNt ≥ Nq + CNt
) ≤ −Λ∗t (q + Ct)
mentre per il lemma seguente la sommatoria tende a −∞ per t0 → ∞;
combinando queste due osservazioni arriviamo alla tesi.
Lemma 3.4.2. Sotto le ipotesi del teorema 3.4.1
lim
t0→∞
lim sup
1
N
log
∑
t>t0
P
(
SNt ≥ Nq + CNt
)
= −∞.
Dimostrazione. Prima di tutto utilizziamo la limitazione di Chernoﬀ: per
ogni θ > 0 ∑
t>t0
P
(
SNt ≥ Nq + CNt
) ≤∑
t>t0
e−Nθ(q+Ct)E
[
eθS
N
t
]
.
Dato che gli input sono i.i.d. vale
SNt = A
N
0 + · · ·+AN−t+1 = (A(1)0 + · · ·+A(N)0 ) + · · ·+ (A(1)−t+1 + · · ·+A(N)−t+1) =
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= (A
(1)
0 + · · ·+ A(1)−t+1) + · · ·+ (A(N)0 + · · ·+ A(N)−t+1)
e ognuna delle somme nelle parentesi ha la stessa distribuzione di S1t , quindi
E
[
eθS
N
t
]
= E
[
eθS
1
t
]N
= eNΛt(θ).
Riprendendo la diseguaglianza precedente otteniamo∑
t>t0
P
(
SNt ≥ Nq + CNt
) ≤∑
t>t0
e−N
(
θ(q+Ct)−Λt(θ)
)
;
per concludere basta trovare un valore di θ per il quale θ(q+Ct)−Λt(θ) < 0.
Per ipotesi Λt è ﬁnito in un intorno dell'origine, quindi è diﬀerenziabile
in 0 con Λ′t(0) = E[S
1
t ]; per l'ipotesi di stazionarietà t
−1Λ′t(0) = µ = E[S
1
1 ],
allora per il lemma 3.3.2 segue che Λ′(0) = µ. Sempre per ipotesi abbiamo
che µ < C, quindi esiste un θ > 0 per cui vale
Λ(θ) < θ(C − 2δ)
per δ > 0 abbastanza piccolo; dalla deﬁnizione 3.8 possiamo trovare un t0
tale che per ogni t > t0 valga
Λt(θ) < t(Λ(θ) + δθ)
perciò
θ(q + Ct)− Λt(θ) ≥ θCt− Λt(θ) > θCt− t(Λ(θ) + δθ) >
> θCt− t(θ(C − 2δ) + δθ) = θδt.
Possiamo ora stimare la probabilità iniziale: per t0 abbastanza grande∑
t>t0
P
(
SNt ≥ Nq + CNt
) ≤∑
t>t0
e−Nθδt =
e−Nθδ(t0+1)
1− e−Nθδ
e perciò
lim sup
1
N
log
∑
t>t0
P
(
SNt ≥ Nq + CNt
) ≤ θδ(t0 + 1)
che tende a −∞ per t0 →∞.
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3.4.1 Code con sorgenti riscalate
Possiamo applicare al risultato descritto in questa sezione una piccola gene-
ralizzazione: al posto dell'ipotesi (3.8), ossia che
Λ(θ) := lim
t→∞
1
t
Λt(θ)
esista per ogni θ e sia ﬁnita e diﬀerenziabile in un intorno dell'origine, suppo-
niamo che le Λt siano controllate da una generica sequenza vt, detta funzione
riscalatrice.
Teorema 3.4.3. Supponiamo che esista una sequenza
(
vt
)
t∈N a valori in R
+
tale che vt/ log t→∞ e tale che il limite
Λ(θ) := lim
t→∞
Λt(θvt/t)
vt
esista e sia ﬁnito e diﬀerenziabile in un intorno dell'origine, allora vale
nuovamente la tesi del teorema 3.4.1.
Notiamo che possiamo facilmente ricondurci al caso già visto ponendo
vt = t.
Dimostrazione. L'unica parte della dimostrazione da riguardare è quella re-
lativa al lemma 3.4.2. Deﬁniamo θt := θvtt , e riutilizzando la limitazione di
Chernoﬀ come visto precedentemente otteniamo
∑
t>t0
P
(
SNt ≥ Nq + CNt
) ≤∑
t>t0
e−N
(
θt(q+Ct)−Λt(θ)
)
≤
∑
t>t0
e−Nθδvt
per un qualche δ > 0, dove l'ultima diseguaglianza deriva dal fatto che
Λt(θt)
vt
→ Λ(θ). Dato che vt/ log t → ∞, dato K > 0 possiamo trovare t0
tale che valga vt > K log t per ogni t > t0, allora
lim sup
N→∞
1
N
log
∑
t>t0
e−Nθδvt < lim sup
N→∞
1
N
log
∑
t>t0
t−NθδK =
= Kθδ lim sup
M→∞
1
M
log
∑
t>t0
t−M .
Per M ≥ 2 vale
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∑
t>t0
t−M =
1
(t0 + 1)M
(
1 +
(t0 + 1
t0 + 2
)M
+
(t0 + 1
t0 + 3
)M
+ . . .
)
≤
≤ 1
(t0 + 1)M
(
1 +
(t0 + 1
t0 + 2
)2
+
(t0 + 1
t0 + 3
)2
+ . . .
)
≤ pi
2/6
(t0 + 1)M−2
perciò
lim sup
M→∞
1
M
log
∑
t>t0
t−M ≤ − log(t0 + 1).
Risalendo dalla prima diseguaglianza al risultato appena ottenuto abbiamo
che per ogni K esiste un valore t0 per cui vale
lim sup
N→∞
1
N
log
∑
t>t0
P
(
SNt ≥ Nq + CNt
) ≤ Kθδ lim sup
M→∞
1
M
log
∑
t>t0
t−M ≤
≤ −Kδθ log(t0 + 1) < −Kδθ;
per l'arbitrarietà di K arriviamo alla tesi.
Capitolo 4
Grandi deviazioni e principio
delle contrazioni
Nel secondo capitolo abbiamo studiato il principio delle grandi deviazioni
in uno spazio reale; vogliamo ora generalizzare tutta la teoria delle grandi
deviazioni in uno spazio topologico qualsiasi. In questo modo arriveremo a
nuovi risultati riguardanti le grandi deviazioni, il più importante dei quali è
il principio delle contrazioni, che permette di passare tramite trasformazioni
continue da un PGD all'altro. Questa tecnica verrà utilizzata nel prossimo
capitolo per arrivare a risultati più profondi nell'analisi di una coda.
4.1 Principio delle grandi deviazioni
Sia (χ, τ) uno spazio topologico di Hausdorﬀ.
Deﬁnizione 4.1.1. Una funzione I : χ→ R∗ è detta funzione tasso se è non
negativa e semicontinua inferiormente (ossia gli insiemi di livello ΨI(α) :=
{I ≤ α} ⊂ Σ sono chiusi ∀α ∈ R∗); una funzione tasso è buona se tutti gli
insiemi di livello sono compatti.
Deﬁnizione 4.1.2 (PGD). Sia B la σ-algebra boreliana di χ, ossia la σ-
algebra generata dagli aperti della topologia τ , e sia
(
µn
)
n∈N una successione
di probabilità di Borel. Diremo che la successione µn soddisfa il principio
delle grandi deviazioni su χ con funzione tasso I se:
• I è una funzione tasso;
• per ogni B ∈ B vale
− inf
x∈Int(B)
I(x) ≤ lim inf
n→∞
1
n
log µn(B)
62 CAPITOLO 4. Grandi deviazioni e principio delle contrazioni
≤ lim sup
n→∞
1
n
log µn(B) ≤ − inf
x∈B¯
I(x).
Osservazione 4.1.3. La deﬁnizione del PGD potrebbe sembrare complica-
ta: come mai non si richiede semplicemente che limn→∞ n−1 log µn(B) =
− infx∈B I(x)? Perché in tal caso non potremmo descrivere variabili aleato-
rie continue: si prenda per esempio una successione di probabilità boreliane
non atomiche, ossia tali che µn({x}) = 0 per ogni x ∈ χ e per ogni n ∈ N;
dal limite così deﬁnito otterremmo che I(x) = ∞ per ogni x ∈ χ. Ma dato
che µn(χ) = 1 per ogni n ∈ N avremo che infx∈χ I(x) = 0, ottenendo così un
assurdo. Il PGD è strutturato in modo tale che sia abbastanza semplice per
essere usato, ma complesso quanto basta aﬃnché sia veritiero.
Lemma 4.1.4. Data una funzione tasso I, se B è un insieme compatto allora
l'estremo inferiore infx∈B I(x) è raggiunto per un certo xˆ ∈ B; nel caso I sia
buona allora l'estremo è raggiunto per ogni insieme B chiuso.
La dimostrazione del lemma è ovvia, ma il risultato è molto importante:
l'elemento xˆ con il quale si raggiunge l'estremo inferiore è il modo più pro-
babile in cui l'evento B accada e domina la probabilità di B, infatti tramite
il principio delle grandi deviazioni otteniamo che
lim
n→∞
1
n
logP(Xn ∈ B) ≈ lim
n→∞
1
n
logP(Xn = xˆ).
Cerchiamo di precisare l'idea con il lemma seguente.
Lemma 4.1.5. Sia Xn una successione di variabili aleatorie che soddisﬁ
il PGD con buona funzione tasso I, e sia C un insieme chiuso tale che
infx∈C I(x) = k < ∞; per il lemma precedente l'estremo inferiore viene
raggiunto, supponiamo che venga raggiunto in Int(C). Sia B un intorno
dell'insieme {x ∈ C | I(x) = k}, allora
lim
n→∞
P(Xn /∈ B |Xn ∈ C) = 0.
Dimostrazione. Calcoliamo la probabilità di nostro interesse:
lim sup
n→∞
1
n
logP(Xn /∈ B |Xn ∈ C) = lim sup
n→∞
1
n
log
P
(
(Xn /∈ B) ∩ (Xn ∈ C)
)
p(Xn ∈ C) =
lim sup
n→∞
1
n
(
logP(Xn ∈ C \B)− logP(Xn ∈ C)
)
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≤ lim sup
n→∞
1
n
logP(Xn ∈ C \B)− lim inf
n→∞
1
n
logP(Xn ∈ C)
≤ −( inf
x∈C\B
I(x)− inf
x∈Int(C)
I(x)
)
.
Se dimostriamo che la quantità tra parentesi è strettamente positiva otte-
niamo la tesi. Il secondo termine è uguale a k; se il primo è ∞ abbiamo
concluso, altrimenti possiamo supporre B aperto, cosicché C \ B sia chiuso.
In tal caso l'estremo inferiore è raggiunto, supponiamo in xˆ: dato che xˆ ∈ C
vale I(xˆ) ≥ k, inoltre xˆ /∈ B, quindi I(xˆ) 6= k, ottenendo così che I(x) > k.
Un'altra proprietà molto utile del principio delle grandi deviazioni è l'u-
nicità della funzione tasso.
Lemma 4.1.6. Sia χ uno spazio regolare di Hausdorﬀ; se la successione Xn
soddisfa il PGD in χ con funzione tasso I e anche con funzione tasso J allora
I = J .
Dimostrazione. Vediamo la dimostrazione nel caso in cui χ sia anche uno
spazio metrico. Supponiamo per assurdo che esista xˆ ∈ χ tale che J(xˆ) <
I(xˆ). Data una funzione f semicontinua inferiormente, per ogni δ > 0 esiste
un  > 0 tale che
f(x) ≥
{
f(xˆ− δ) se f(xˆ) <∞
δ−1 se f(xˆ) =∞ ≥
(
f(xˆ− δ)) ∧ δ−1
per ogni x ∈ χ tale che d(x, xˆ) < . A questo punto
−J(xˆ) ≤ − inf
x:d(x,xˆ)<
J(x) ≤ lim inf
n→∞
1
n
logP
(
d(Xn, xˆ) < 
)
≤ lim sup
n→∞
1
n
logP
(
d(Xn, xˆ) < 
) ≤ − inf
x:d(x,xˆ)<
I(x) ≤ −(I(xˆ− δ)) ∧ δ−1,
perciò per ogni δ > 0 vale J(xˆ) ≥ (I(xˆ − δ)) ∧ δ−1, contraddicendo J(xˆ) <
I(xˆ).
Vediamo ora un esempio di come dimostrare un PGD.
Esempio 4.1.7. Sia X una variabile aleatoria con legge esponenziale di
parametro λ, e sia Xn := n−1X ∼ (nλ): dimostriamo che la successione Xn
soddisfa il PGD in R+ con buona funzione tasso I(x) = λx.
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Innanzitutto studiamo la funzione I: sicuramente I(x) ≥ 0, inoltre ΨI(α) =
[0, α/λ], quindi è chiuso e compatto.
Passiamo ora alla limitazione superiore: se il chiuso C è della forma [x,∞[
allora P(Xn ∈ C) = e−nλx e ho la diseguaglianza senza passare al limite. Se
C è un chiuso qualsiasi sia xˆ = infx∈C x, allora P(Xn ∈ C) ≤ P(Xn ≥ xˆ) e
otteniamo la diseguaglianza per quanto visto precedentemente.
Per quanto riguarda la limitazione inferiore, supponiamo innanzitutto che
l'aperto sia un intorno di x, ossia A =]x− δ, x+ δ[, allora
P(Xn ∈ A) = P
(
X > n(x− δ))−P(X ≤ n(x+ δ))
= e−nλ(x−δ) − e−nλ(x+δ);
per il principio del termine più grande otteniamo
lim inf
n→∞
1
n
logP(Xn ∈ A) = −λ(x− δ) ≥ −λx = I(x).
Se invece A è della forma [0, δ[ vale P(Xn ∈ A) = 1− e−nλδ e quindi
lim inf
n→∞
1
n
logP(Xn ∈ A) = 0.
A questo punto, preso un qualsiasi aperto F , per ogni x ∈ F esiste un
intorno aperto A contenuto in F per il quale vale la diseguaglianza, quindi
lim inf
n→∞
1
n
log p(Xn ∈ F ) ≥ lim inf
n→∞
1
n
logP(Xn ∈ A) ≥ −I(x);
prendendo l'estremo superiore a destra al variare di x ∈ F otteniamo la
tesi.
Dimostrare la validità di un PGD può essere un procedimento complicato,
ma esistono delle tecniche molto utili al riguardo:
• per quanto riguarda la limitazione inferiore basta dimostrarla localmen-
te, ossia per ogni x ∈ χ trovare un intorno aperto A per il quale valga
il principio; preso poi un qualsiasi aperto B esso conterrà un intorno
aperto per ogni suo punto, e si potrà così concludere;
• per quanto riguarda la limitazione superiore per un insieme compatto
tornerà molto utile il principio del termine più grande; passare poi a
un chiuso qualsiasi è un procedimento che dipende dalla situazione in
studio, quindi può rivelarsi complicato.
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4.2 Principio delle contrazioni
Una volta dimostrato che una certa successione soddisfa un PGD, possiamo
trovare un'intera famiglia di nuovi PGD applicando alla successione una tra-
sformazione continua: lo strumento per questa operazione è il principio delle
contrazioni.
Teorema 4.2.1 (Principio delle contrazioni). Supponiamo che la successione
(Xn) soddisﬁ un PGD su χ con buona funzione tasso I. Sia ω uno spazio
topologico di Hausdorﬀ, e sia f : χ → ω una mappa continua; allora la
successione (f(Xn)) soddisfa un PGD su ω con buona funzione tasso deﬁnita
da
J(y) := inf
x∈χ:f(x)=y
I(x).
Dimostrazione. Proviamo innanzitutto la limitazione superiore del PGD: sia
B ⊂ ω un insieme chiuso, allora
lim sup
n→∞
1
n
logP
(
f(Xn) ∈ B
)
= lim sup
n→∞
1
n
logP
(
Xn ∈ f−1(B)
)
≤ − inf
x∈f−1(B)
I(x) = − inf
y∈B
inf
x:f(x)=y
I(x) = − inf
y∈B
J(y).
Similmente si dimostra la limitazione inferiore. Vediamo ora che J è una
buona funzione tasso: dalla deﬁnizione di J , e dal fatto che I è una funzione
tasso, segue subito che J ≥ 0. Inoltre
{y ∈ ω | J(y) ≤ α} = {y ∈ ω | inf
x:f(x)=y
I(x) ≤ α}
= {y ∈ ω | ∃x : f(x) = y, I(x) ≤ α} = f({x ∈ χ | I(x) ≤ α}).
Dato che I è buona l'insieme ΨI(α) è compatto; f è inoltre continua, quindi
manda compatti in compatti, da cui la tesi.
Esempio 4.2.2. Vediamo subito un esempio di applicazione del principio
delle contrazioni: sia Xn la media di n variabili i.i.d. con legge gaussiana
N(µ, σ2). Per il teorema di Cramér visto nel secondo capitolo la successione
(Xn) soddisfa un PGD con buona funzione tasso
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I(x) = sup
θ∈R
θx− Λ(θ) = sup
θ∈R
θ(x− µ)− σ
2θ2
2
=
(x− µ)2
2σ2
.
Prendiamo ora la trasformazione continua x 7−→ x2: per il principio delle
contrazioni la successione (X2n) soddisferà un PGD con buona funzione tasso
J(y) = inf
x:x2=y
I(x) =

0 se y < 0
(2σ2)−1(
√
y − µ)2 se y ≥ 0, µ ≥ 0
(2σ2)−1(
√
y + µ)2 se y ≥ 0, µ ≤ 0
Utilizzando il principio delle contrazioni possiamo arrivare a un risultato
del tutto simile a quello del lemma 4.1.5 per una successione di variabile
ottenuta tramite trasformazione continua.
Lemma 4.2.3. Sotto le ipotesi del teorema 4.2.1, sia D ⊂ ω un insieme
chiuso tale che infy∈D J(y) sia ﬁnito; supponiamo che tale estremo sia rag-
giunto solamente per un certo yˆ = f(xˆ) ∈ Int(D). Sia B ⊂ χ un intorno
dell'insieme {x ∈ χ | f(x) = f(xˆ)}, allora
lim
n→∞
P(Xn /∈ B | f(Xn) ∈ D)→ 0.
Per poter usare il numero maggiore di trasformazioni possibile con il prin-
cipio delle contrazioni, vediamo una versione estesa del principio, che richiede
la continuità della trasformazione su un insieme più piccolo.
Teorema 4.2.4 (Principio delle contrazioni esteso). Supponiamo che la suc-
cessione (Xn) soddisﬁ un PGD su χ con buona funzione tasso I. Sia ω uno
spazio topologico di Hausdorﬀ, e sia f : χ → ω una funzione tale che esiste
un intorno aperto A del dominio eﬀettivo di I sul quale f è continua. Allora
la successione (f(Xn)) soddisfa un PGD su ω con buona funzione tasso
J(y) := inf
x:f(x)=y
I(x) = inf
x∈A:f(x)=y
I(x).
Dimostrazione. Vediamo innanzitutto la limitazione superiore del PGD: sia
B ⊂ ω un insieme chiuso, allora
lim sup
n→∞
1
n
logP
(
f(Xn) ∈ B
)
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= lim sup
n→∞
1
n
log
(
P
(
f(Xn) ∈ B,Xn ∈ A¯
)
+P
(
f(Xn) ∈ B,Xn /∈ A¯
))
= lim sup
n→∞
1
n
logP
(
Xn ∈ f−1(B)∩A¯
) ∨ lim sup
n→∞
1
n
logP
(
f(Xn) ∈ B,Xn /∈ A¯
)
.
Dato che f è continua su A¯ l'insieme f−1(B)∩ A¯ è chiuso e possiamo quindi
applicare il teorema di Cramér: il primo termine è quindi
≤ − inf
x∈f−1(B)∩A¯
I(x) = − inf
y∈B
inf
x∈A¯:f(x)=y
I(x),
mentre il secondo termine è semplicemente
≤ lim sup
n→∞
1
n
logP(Xn /∈ A¯) ≤ − inf
x/∈A
I(x) ≤ −∞.
Mettendo insieme le due stime otteniamo la limitazione superiore
lim sup
n→∞
1
n
logP
(
f(Xn) ∈ B
) ≤ − inf
y∈B
inf
x∈A¯:f(x)=y
I(x).
Per quanto riguarda la limitazione inferiore il procedimento è del tutto simile:
otteniamo che per ogni B ⊂ ω insieme aperto vale
lim inf
n→∞
1
n
logP
(
f(Xn) ∈ B
) ≥ − inf
y∈B
inf
x∈A:f(x)=y
I(x).
Vediamo ora che le due espressioni di J(y) coincidono: sia (xn) una suc-
cessione tale che xn → x e I(xn)→ infx:f(x)=y I(x); se xn /∈ A, dato che A è
aperto, allora x /∈ A, quindi I(x) =∞. Perciò nella valutazione dell'estremo
inferiore di I(x) possiamo ridurci agli elementi x ∈ A.
Dimostriamo inﬁne che la J così deﬁnita è una buona funzione tasso:
ovviamente J ≥ 0, inoltre l'insieme di livello ΨJ(α) non è altro che
f
({x ∈ A¯ | I(x) ≤ α});
dato che I è buona e f continua su A¯ otteniamo che l'insieme è compatto.
Mostriamo inﬁne una versione inversa del principio delle contrazioni, che
tramite una trasformazione bigettiva può ricavare un PGD nello spazio di
partenza da un PGD nello spazio d'arrivo.
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Teorema 4.2.5 (Principio delle contrazioni inverso). Siano χ, ω spazi to-
pologici di Hausdorﬀ, f : χ → ω una trasformazione continua bigettiva.
Supponiamo che la successione di variabili aleatorie (Xn) in χ sia esponen-
zialmente stretta (vedi deﬁnizione 2.5.2) e che
(
f(Xn)
)
soddisﬁ un PGD su
ω con funzione tasso J ; allora (Xn) soddisfa un PGD su χ con funzione tasso
I(x) := J(f(x)).
Dimostrazione. Vediamo innanzitutto che la I deﬁnita è una funzione tas-
so: ovviamente I ≥ 0, inoltre l'insieme di livello ΨI(α) non è altro che
f−1
(
ΨJ(α)
)
, quindi è chiuso perché f è continua.
Grazie al lemma 2.5.3 ci basterà dimostrare la limitazione superiore per
un compatto K ⊂ χ:
lim sup
n→∞
1
n
logP(Xn ∈ K) = lim sup
n→∞
1
n
logP
(
f(Xn) ∈ f(K)
)
≤ − inf
y∈f(K)
J(y) = − inf
x∈K
I(x).
Per quanto riguarda la limitazione inferiore basterà dimostrarla localmen-
te: ﬁssiamo x ∈ χ e prendiamo un intorno G di x. Sia α = I(x) = J(f(x)),
allora dato che Xn è esponenzialmente stretta esiste un compatto Kα ⊂ χ
tale che
lim sup
n→∞
1
n
logP(Xn ∈ Kcα) < −α.
Dato che f è bigettiva vale f(Kcα) = f(Kα)
c; siccome poi f(Kα) è compatto
allora f(Kα)c è aperto in ω, e possiamo applicare il PGD:
−α > lim sup
n→∞
1
n
logP(Xn ∈ Kcα)
≥ lim inf
n→∞
1
n
logP
(
f(Xn) ∈ f(Kα)c
) ≥ − inf
y∈f(Kα)c
J(y).
Dato che J(f(x)) = α necessariamente f(x) è compreso in f(Kα), quindi
x ∈ Kα. Sempre dalla bigezione di f segue che la funzione è un omeomorﬁ-
smo da Kα a f(Kα), allora f(G∩Kα) è un intorno di f(x) in f(Kα), quindi
esiste un intorno G′ ⊂ ω di f(x) tale che
G′ ⊂ f(G ∩Kα) ∪ f(Kα)c = f(G ∪Kcα).
Passando alle probabilità otteniamo
P(Xn ∈ G) +P(Xn ∈ Kcα) ≥ P
(
f(Xn) ∈ G′
)
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⇒ lim inf
n→∞
1
n
logP(Xn ∈ G) ∨ lim sup
n→∞
1
n
logP(Xn ∈ Kcα) (4.1)
≥ lim inf
n→∞
1
n
logP
(
f(Xn ∈ G′
) ≥ −J(f(x)) = −I(x),
ma dato che I(x) = α abbiamo che (4.1) è uguale al primo termine, da
cui la tesi.
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Capitolo 5
Nuove strategie per l'analisi delle
grandi code
Le tecniche viste nel secondo capitolo per calcolare la lunghezza di una coda
possono andare bene nel caso di una coda semplice, ad esempio con un unico
servente e buﬀer inﬁnito, ma in casi più complicati possono non bastare. Il
principio delle contrazioni è un potente strumento per arrivare a risultati più
avanzati, ad esempio la lunghezza di code nel caso di buﬀer ﬁnito, o nel caso
di code con priorità, o addirittura per calcolare il tempo d'attesa.
5.1 Strategia generale
L'approccio generale è il seguente: consideriamo una successione di code in-
dicizzate da L, e associamo a ogni coda un vettore di input AL che contenga
tutte le informazioni utili per l'analisi della coda. Supponiamo che la quan-
tità che vogliamo trovare (lunghezza della coda, tempo d'attesa) si possa
scrivere come f(AL), dove f è una funzione che va dallo spazio dei processi
a R. Se riusciamo a trovare un PGD per la successione (AL) rispetto a una
certa topologia, e a dimostrare che f è continua con questa topologia, allora
tramite il principio delle contrazioni otteniamo un PGD anche per la no-
stra quantità d'interesse f(AL) con una funzione tasso deﬁnita dal principio.
Questa strategia risulta essere molto comoda per due motivi:
• una volta dimostrato un PGD per AL otteniamo subito un nuovo PGD
per f(AL) per ogni f continua;
• una volta dimostrata la continuità di una funzione f otteniamo un
nuovo PGD per ogni successione di processi AL che soddisﬁno un PGD.
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Vediamo ora un esempio di applicazione di questa metodologia al caso più
semplice, quello del calcolo della lunghezza di una coda con singolo servente
e buﬀer inﬁnito.
Esempio 5.1.1. Sia A il processo di arrivo di una coda, deﬁniamo AL come
una versione di A velocizzata nel tempo e riscalata nello spazio, ossia
AL(t) :=
1
L
A(Lt).
Presto vedremo che è molto più utile lavorare con processi a tempi conti-
nui: per questo diamo una deﬁnizione. Dato un processo
(
X(t)
)
t∈Z la sua
poligonalizzazione è un processo
(
X˜(t)
)
t∈R deﬁnito come
X˜(t) :=
(bt+ 1c − t)X(btc) + (t− btc)X(bt+ 1c).
(Notiamo che quando t ∈ Z i due processi coincidono, ossia X˜(t) = X(t).)
A questo punto, se A˜ è la versione poligonalizzata di A, deﬁniamo
A˜L(t) :=
1
L
A˜(Lt);
deﬁniamo inoltre la funzione f˜ , la versione a tempi continui della funzione f
per il calcolo della lunghezza della coda, ossia
f˜(A˜) := sup
t∈R+
A˜(t)− Ct;
più avanti dimostreremo che è continua. Applichiamo la funzione alla suc-
cessione A˜L:
f˜(A˜L) = sup
t∈R+
A˜L(t)− Ct = L−1 sup
t∈R+
A˜(t)− Ct
= L−1 sup
t∈N
A(t)− Ct = L−1f(A) = L−1Q0,
perciò vale
P
(
f˜(A˜L) > b
)
= P(Q0 > Lb),
quindi dato che il principio delle contrazioni ci dà una stima della prima
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quantità otteniamo una stima anche della seconda. In particolare se A˜L
soddisfa un PGD allora
1
L
logP
(
A˜L > b
) ≈ − inf
a>b
I(a)
dove I è una buona funzione tasso secondo una certa topologia. Se f˜ è
continua rispetto a questa topologia allora
1
L
logP(Q0 > Lb) ≈ − inf
x>b
J(x) = − inf
a:f˜(a)>b
I(a)
che è lo stesso tipo di stima ottenuta nella sezione 3.2.
Notiamo che, per quanto visto nel primo capitolo, vale infx>b J(x) = J(b),
quindi l'estremo inferiore di destra si riduce a
− inf
a:f˜(a)=b
I(a). (5.1)
Da questo calcolo, e grazie al lemma 4.2.3, vediamo che il modo più plausibile
aﬃnché si manifesti l'evento raro {Q0 > Lb} è quando A˜L è vicina al valore
ottimale di a in (5.1).
5.2 Funzioni continue
La prima operazione da fare nella nostra strategia è deﬁnire uno spazio to-
pologico adatto aﬃnché il processo AL soddisﬁ un PGD e il maggior numero
di funzioni f risulti continuo. La diﬃcoltà nella scelta della topologia sta
nel fatto che le due richieste appena fatte sono contrastanti: con una topo-
logia troppo ﬁne sarà diﬃcile dimostrare la validità di un PGD, mentre con
una topologia troppo grezza risulterà diﬃcile dimostrare la continuità di una
qualsiasi funzione f . Naturalmente lo spazio topologico scelto dipenderà dal
modello preso in considerazione, ma lo spazio che andiamo a deﬁnire è adatto
per i modelli di base, tra cui quello della coda con singolo servente.
Deﬁnizione 5.2.1. Dato µ ∈ R deﬁniamo Cµ come lo spazio delle funzioni
x : R∗ → R continue tali che x(0) = 0 e
lim
t→∞
x(t)
t+ 1
= µ,
equipaggiato con la topologia indotta dalla norma scalare uniforme
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||x||µ := sup
t∈R+
∣∣∣∣ x(t)t+ 1
∣∣∣∣.
Il valore µ viene detto tasso medio della funzione: nel caso x rappresenti
il processo (poligonalizzato) cumulativo degli arrivi di una coda allora µ è
il tasso medio d'arrivo, se invece è il processo di servizio µ viene chiamato
tasso medio di servizio.
Esiste un importante collegamento tra la norma scalare uniforme e la
norma del sup sull'intervallo [0, T ], ossia ||x||T := supt∈[0,T ] |x(t)|:
Lemma 5.2.2. Sia (xn) ⊂ Cµ una successione tale che xn → x in Cµ, ossia
||xn − x||µ → 0. Allora xn tende a x uniformemente su intervalli compatti,
ossia per ogni T > 0 vale
||xn − x||T = sup
t∈[0,T ]
|xn(t)− x(t)| → 0.
Dimostrazione. Tramite un semplice calcolo
sup
t∈[0,T ]
|xn(t)− x(t)| ≤ (T + 1) sup
t∈[0,T ]
∣∣∣∣xn(t)− x(t)t+ 1
∣∣∣∣ ≤ (T + 1)||xn − x||µ → 0.
L'importanza di questo lemma risiede nel ruolo giocato dalla topologia
della convergenza uniforme sui compatti per le funzioni relative alla lunghez-
za di una coda, che spesso coinvolgono estremi superiori o inferiori: difatti è
facile dimostrare che la funzione x 7−→ supt∈[0,T ] x(t) è continua rispetto alla
topologia di convergenza uniforme sui compatti. In alcuni casi dovremmo
ridurre lo spazio Cµ allo spazio delle funzioni troncate CT , ossia lo spa-
zio di funzioni x : [0, T ] → R continue equipaggiato con la topologia della
convergenza uniforme.
Diamo ora qualche notazione che tornerà utile per i prossimi risultati:
a tempi discreti supponiamo che X(t) sia il processo cumulativo di una
successione
(
Yt
)
t∈N, ossia X(t) := Y0 + · · ·+ Yt−1 e X(0) = 0. Deﬁniamo
X(−u,−v] := X(u)−X(v) per u, v ∈ N;
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in particolare X(−u, 0] = X(u). Se ad esempio X è un processo d'arri-
vo, con Yt rappresentante la quantità di lavoro in arrivo all'istante −t, allora
X(−u,−v] è la quantità totale di lavoro in arrivo nell'intervallo di tempo
(−u,−v]. L'equivalente a tempi continui, con x ∈ Cµ, è
x(−u,−v] := x(u)− x(v) per u, v ∈ R+.
Passando alle funzioni troncate, dato x ∈ Cµ deﬁniamo
x
∣∣
(−T,0]
come la restrizione di x in CT . Allo stesso modo deﬁniamo i troncamenti per
processi a tempi discreti.
Inﬁne, data una funzione x ∈ Cµ assolutamente continua deﬁniamo
x˙−t :=
d
dt
x(t) per t ≥ 0
in modo tale che per u > 0 ﬁssato e t ∈ [−u, 0] valga
x˙t =
d
dt
x(−u, t].
Quindi nel caso che x sia un processo d'arrivo x˙−t rappresenta il tasso istan-
taneo di arrivo al tempo −t. Se X è un processo a tempi discreti deﬁniamo
semplicemente
X˙−t := X(t+ 1)−X(t);
se X è un processo di arrivo X˙−t rappresenta la quantità di lavoro in arrivo
all'istante −t.
5.3 Code con buﬀer inﬁnito
La linea generale da seguire nel caso di una coda con buﬀer inﬁnito è già stata
analizzata nell'esempio 5.1.1; in questa sezione dimostreremo la continuità
della funzione utilizzata e altre proprietà utili all'analisi della coda. Siano
date due funzioni a ∈ Cµ, c ∈ Cν rappresentanti rispettivamente il processo
d'arrivo e quello di servizio della coda.
76 CAPITOLO 5. Nuove strategie per l'analisi delle grandi code
Lemma 5.3.1. Se µ < ν la funzione
f(a, c) := sup
t∈R+
a(−t, 0]− c(−t, 0]
è continua su Cµ × Cν; inoltre l'estremo superiore è raggiunto ed è ﬁnito.
Dimostrazione. Dato che lavoriamo su spazi metrici possiamo dimostrare la
continuità tramite successioni. Sia (an, cn) una successione di Cµ × Cν tale
che (an, cn)→ (a, c); vogliamo dimostrare che per ogni  > 0 esiste un N ∈ N
tale che
∣∣f(an, cn)− f(a, c)∣∣ <  per ogni n > N .
Preso δ > 0, dato che an → a in Cµ possiamo trovare un N ∈ N tale che
per ogni n > N vale
sup
t∈R+
∣∣∣∣an(−t, 0]− a(−t, 0]t+ 1
∣∣∣∣ < δ
perciò per ogni n > N, t ≥ 0
an(−t, 0] < a(−t, 0] + δ(t+ 1). (5.2)
Inoltre, dato che a ∈ Cµ, possiamo trovare un T ≥ 0 tale che per ogni t > T
vale ∣∣∣∣a(−t, 0]t+ 1 − µ
∣∣∣∣ < δ
e quindi
a(−t, 0] < (µ+ δ)(t+ 1). (5.3)
Unendo (5.2) e (5.3) abbiamo che per ogni n > N, t > T
an(−t, 0] < (µ+ 2δ)(t+ 1);
con un procedimento del tutto simile possiamo mostrare che per ogni n >
N, t > T
cn(−t, 0] > (ν − 2δ)(t+ 1)
(nel punto precedente possiamo scegliere N e T in modo tale che valgano
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per entrambe le successioni). Per ipotesi µ < ν, perciò possiamo trovare
σ ∈]µ, ν[ tale che
an(−t, 0] < σ(t+ 1) < cn(−t, 0]
per ogni n > N, t > T . Da questa diseguaglianza otteniamo che l'estremo
superiore contenuto nella deﬁnizione di f può essere ristretto all'intervallo
[0, T ], ossia
f(an, cn) = sup
t∈[0,T ]
an(−t, 0]− cn(−t, 0].
Il medesimo ragionamento può essere fatto per f(a, c) con lo stesso T senza
perdita di generalità. Per ipotesi (an, cn) → (a, c) in Cµ × Cν , quindi dal
lemma 5.2.2 e dalla continuità dell'estremo superiore su intervalli compatti
otteniamo che f(an, cn)→ f(a, c) e quindi che f è continua.
Inﬁne, dato che (a, c) ∈ Cµ × Cν , a− c è continua e l'estremo superiore
sup
t∈[0,T ]
a(−t, 0]− c(−t, 0]
è raggiunto. In aggiunta, siccome sia a sia c sono funzioni reali, l'estremo
superiore è ﬁnito.
La funzione f descrive la lunghezza della coda al tempo 0, perciò d'ora
in poi verrà chiamata q0; deﬁniamo invece come
q−t(a, c) := sup
u≥t
a(−u,−t]− c(−u,−t]
la funzione che indica la lunghezza della coda al tempo −t. Vediamo ora
una proprietà che ci aiuterà a capire il ruolo dell'estremo superiore nella
deﬁnizione di q0.
Lemma 5.3.2. 1. Se esiste t ≥ 0 tale che
q0(a, c) = a(−t, 0]− c(−t, 0]
allora la coda è vuota all'istante −t.
2. La coda è vuota in un istante compreso nell'intervallo [−T, 0] se e solo
se
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q0(a, c) = sup
t∈[0,T ]
a(−t, 0]− c(−t, 0]. (5.4)
Dimostrazione. Innanzitutto riscriviamo la funzione q0:
q0(a, c) = sup
−u≤0
a(−u, 0]− c(−u, 0] ≥ sup
−u≤−t
a(−u, 0]− c(−u, 0]
= a(−t, 0]− c(−t, 0] + sup
−u<−t
a(−u,−t]− c(−u,−t]
= a(−t, 0]− c(−t, 0] + q−t(a, c);
notiamo che quest'ultima espressione è il valore di q0 nel caso la coda non sia
mai vuota in [−t, 0]. Passiamo ora a dimostrare il lemma:
1. Supponiamo per assurdo che q−t(a, c) > 0, allora per quanto appena
visto vale
q0(a, c) ≥ a(−t, 0]− c(−t, 0] + q−t(a, c) > a(−t, 0]− c(−t, 0]
ma ciò contraddice con l'ipotesi, e otteniamo così un assurdo.
2. Supponiamo innanzitutto per assurdo che q−t(a, c) > 0 per ogni −t ∈
[−T, 0], perciò come nel punto precedente
q0(a, c) > a(−t, 0]− c(−t, 0] ∀ − t ∈ [−T, 0],
ma per ipotesi
q0(a, c) = sup
t∈[0,T ]
a(−t, 0]− c(−t, 0];
dato che a e c sono funzioni continue l'estremo superiore dev'essere
raggiunto per un certo −t nell'intervallo, otteniamo perciò una con-
traddizione.
Viceversa, vediamo che se la coda è vuota in un istante −t ∈ [−T, 0]
allora vale (5.4): supponiamo per assurdo che invece valga
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q0(a, c) = sup
−t≤0
a(−t, 0]− c(−t, 0] 6= sup
t∈[0,T ]
a(−t, 0]− c(−t, 0].
Preso un qualunque −t ∈ [−T, 0] vale
q0(a, c) = sup
−u<−t
a(−u, 0]− c(−u, 0]
e
q0(a, c) > a(−t, 0]− c(−t, 0], (5.5)
quindi
q0(a, c) = a(−t, 0]− c(−t, 0] + sup
−u<−t
a(−u,−t]− c(−u,−t]
= a(−t, 0]− c(−t, 0] + q−t(a, c);
ma per (5.5) deve necessariamente valere q−t(a, c) > 0 per ogni −t ∈
[−T, 0], assurdo.
Questo lemma ci aiuta a studiare meglio l'andamento della coda: presi
(a, c) ∈ Cµ × Cν , con µ < ν, sappiamo che l'estremo superiore nella for-
mulazione di q0(a, c) viene raggiunto almeno per un certo t∗ > 0; preso il
più piccolo t∗ ottimale tramite il lemma 5.3.2 scopriamo che la coda è vuota
all'istante −t∗ e che non è mai vuota nell'intervallo (−t∗, 0].
Vediamo inﬁne un corollario che rende esplicito un fatto usato nella
dimostrazione del lemma 5.3.1 e che ci tornerà utile nella sezione seguente.
Corollario 5.3.3. Sia an → a in Cµ e cn → c in Cν (con µ < ν), allora
esiste un T ≥ 0 tale che sia la coda q−t(a, c) sia ogni coda q−t(an, cn) al
variare di n ∈ N sono vuote in un punto nell'intervallo [−T, 0] (anche se non
necessariamente lo stesso punto).
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5.4 Code con buﬀer ﬁnito
Passiamo adesso ad analizzare l'andamento di una coda con buﬀer ﬁnito:
come visto in questo caso la lunghezza della coda non può eccedere un certo
valore di buﬀer B. La strategia sarà diversa rispetto a quella utilizzata nella
sezione precedente:
• innanzitutto troveremo una funzione per la lunghezza della coda a tem-
pi discreti in un orizzonte ﬁnito, ossia con l'ipotesi iniziale che la coda
fosse vuota in un certo istante −T ;
• passeremo poi a una versione della formula a tempi continui che sia
consistente con quella del punto precedente;
• estenderemo inﬁne questa formula a un orizzonte inﬁnito, ossia al caso
in cui l'ipotesi iniziale sia che la coda era vuota all'istante −∞.
Siano come al solito A,C i processi a tempi discreti di arrivo e servizio
della coda, e riscriviamoli, secondo le notazioni viste nella sezione 5.2, come
A(−t, 0] = A˙−t+1 + · · ·+ A˙0, C(−t, 0] = C˙−t+1 + · · ·+ C˙0.
L'evoluzione della coda è descritta dalla formula ricorsiva di Lindley:
Qt =
[
Qt−1 + A˙t − C˙t
]B
0
, (5.6)
ma questa formula non è molto comoda per passare ai tempi continui. Con
la condizione di contorno Q−T = 0 e studiando Q−t con −t ∈ [−T, 0] (la
riscriviamo come Q−T−t per enfatizzare la condizione di contorno) possiamo
trovare una forma più esplicita della funzione di lunghezza della coda.
Lemma 5.4.1.
Q−T0 =
[
X(−T, 0]
]minu∈[0,T ]Nu∨(Mu+B)
maxu∈[0,T ] Nu∧(Mu+B)
(5.7)
dove
X(−t, 0] := A(−t, 0]− C(−t, 0],
Mu := min
v∈[0,u]
X(−v, 0],
Nu := max
v∈[0,u]
X(−v, 0].
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Dimostrazione. La formula può essere dimostrata per induzione su T , ma
in questo caso daremo un'idea meno formale ma più intuitiva della dimo-
strazione. Sia X˙t = A˙t − C˙t, allora X(−t, 0] = X˙−t+1 + · · · + X˙0; usando
ricorsivamente la formula (5.6) otteniamo
Q−T0 =
[
Q−1 + X˙0
]B
0
=
[[
Q−2 + X˙−1
]B
0
+ X˙0
]B
0
=
[[
Q−2 + X˙−1 + X˙0
]X˙0+B
X˙0
]B
0
=
[[
Q−2 +X(−2, 0]
]X(−1,0]+B
X(−1,0]
]X(0,0]+B
X(0,0]
.
Iterando l'operazione ﬁno ad arrivare a Q−T otteniamo
=
[
. . .
[
Q−T +X(−T, 0]
]X(−T+1,0]+B
X(−T+1,0] . . .
]X(0,0]+B
X(0,0]
=
[
. . .
[
X(−T, 0]]X(−T,0]+B
X(−T,0] . . .
]X(0,0]+B
X(0,0]
,
dove l'ultima eguaglianza deriva dal fatto che Q−T = 0 e x = [x]x+Bx .
Dall'ultima formulazione possiamo ottenere (5.7).
Per passare a una forma a tempi continui della formula (5.7) usiamo
la stessa espressione permettendo però alla variabile temporale di spaziare
sull'intervallo reale [−T, 0]: presi (a, c) ∈ CT × CT deﬁniamo
q−T−t (a, c) :=
[
x(−T,−t]
]infu∈[t,T ] nu∨(mu+B)
supu∈[t,T ] nu∧(mu+B)
(5.8)
dove
x(−v,−t] := a(−v,−t]− c(−v,−t],
mu := inf
v∈[t,u]
x(−v,−t],
nu := sup
v∈[t,u]
x(−v,−t].
Dalla deﬁnizione di q−T−t , e dato che abbiamo già dimostrato la continuità
degli estremi superiori e inferiori con la topologia di convergenza unifor-
me sui compatti, otteniamo subito la continuità della funzione al variare di
(a, c) ∈ CT × CT .
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Il passo seguente nella nostra strategia è espandere questa formula a un
orizzonte inﬁnito, ossia con la condizione al contorno che la coda fosse vuota
al tempo −∞. Vogliamo deﬁnire
q−t(a, c) := lim
T→∞
q−T−t (a, c) (5.9)
ma bisogna veriﬁcare che questo limite esista; in un secondo momento di-
mostreremo che se (a, c) ∈ Cµ × Cν , con µ < ν, allora tale funzione è
continua.
Per dimostrare l'esistenza del limite (5.9) usiamo il seguente lemma.
Lemma 5.4.2. La funzione q−T0 (a, c) è crescente rispetto a T ≥ 0.
Dimostrazione. Dalla formula (5.8) prendiamo le due curve
mT +B = inf
v∈[0,T ]
x(−v, 0] +B,
nT = sup
v∈[0,T ]
x(−v, 0].
La prima è decrescente rispetto a T , la seconda crescente, entrambe sono
continue e inoltre m0 + B > n0. In questo caso si possono presentare due
condizioni:
• se le due curve si intersecano in un punto U allora per tutti i T ≥ U la
funzione q−T0 prende costantemente il valore nU = mu + B, e quindi è
crescente;
• nel caso in cui le due curve non si intersechino (oppure per T < U)
consideriamo che
q−T0 (a, c) =
[
x(−T, 0]]mT+B
nT
≥ nT
ma la funzione nT è crescente rispetto a T , perciò otteniamo la tesi.
Osserviamo ora tramite (5.8) che q−T−t è crescente rispetto al buﬀer B. Per
vedere meglio questo comportamento deﬁniamo r−T−t (a, c) := limB→∞ q
−T
−t (a, c):
gli apici e i pedici della formula diventano
lim
B→∞
inf
u∈[t,T ]
nu ∨ (mu +B) =∞,
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lim
B→∞
sup
u∈[t,T ]
nu ∧ (mu +B) = sup
u∈[t,T ]
nu
= sup
u∈[t,T ]
sup
v∈[t,u]
x(−v,−t] = sup
v∈[t,T ]
x(−v,−t] ≥ x(−T,−t],
quindi
r−T−t (a, c) = sup
v∈[t,T ]
x(−v,−t]
ossia otteniamo la stessa formula per una coda con buﬀer inﬁnito. Dal lemma
5.3.2 sappiamo che se (a, c) ∈ Cµ × Cν con µ < ν allora esiste un −t per il
quale r−∞−t (a, c) = 0 e perciò r
−T
−t (a, c) = 0 per ogni T > t; ma se la coda
con buﬀer inﬁnito è vuota al tempo −t a maggior ragione anche la coda con
buﬀer ﬁnito è vuota (perché la lunghezza cresce al crescere del buﬀer), perciò
q−T−t (a, c) = 0 per ogni T > t. Ora riscrivendo (5.8)
q−T0 (a, c) =
[
q−T−t (a, c) + x(−t, 0]
]infu∈[t,T ] nu∨(mu+B)
supu∈[t,T ] nu∧(mu+B)
otteniamo che q−T0 (a, c) = q
−t
0 (a, c) per ogni T ≥ t, e questa è un'altra
giustiﬁcazione dell'esistenza del limite (5.9).
L'ultima cosa da veriﬁcare è la continuità di qt.
Lemma 5.4.3. Presi µ < ν la funzione q−t : Cµ × Cν → R è continua.
Dimostrazione. Prendiamo una successione (an, cn)→ (a, c) in Cµ×Cν . Per
quanto appena visto se esiste un T tale che r−t = 0 per ogni t ≤ T allora
q−U0 = q
−T
0 per ogni U ≥ T ; dal lemma 5.3.3 possiamo trovare un unico T
che vada bene per ogni (an, cn) e per (a, c), perciò vale
q0(a, c) = q
−T
0 (a, c), q0(a
n, cn) = q−T0 (a
n, cn).
Ma abbiamo già visto che q−T0 è continua rispetto alla topologia di conver-
genza uniforme sui compatti, per cui otteniamo la tesi.
5.5 Altre applicazioni del principio delle con-
trazioni
5.5.1 Tempo di attesa
Data una coda vogliamo calcolare quanto tempo debba aspettare un utente
arrivato nella coda al tempo 0 prima di essere servito. Se Q0(A,C) è la
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lunghezza della coda al tempo 0 e C(0, t] indica il lavoro svolto nell'intervallo
di tempo (0, t] allora il tempo di attesa è dato da
W (A,C) := inf
{
t ∈ N ∣∣ C(0, t] ≥ Q0(A,C)}.
Per applicare il principio delle contrazioni dobbiamo trovare una versione
della formula a tempi continui: la deﬁnizione che viene naturale è
w(a, c) := inf
{
t ∈ R+ ∣∣ c(0, t] ≥ q0(a, c)}.
Con questa funzione sorge però spontaneo un problema: la formula contiene
c(0, t] con t > 0, ma ﬁnora abbiamo deﬁnito una topologia che si ricondu-
ce al passato di un processo. Per aggiungere il futuro di un processo basta
prendere due funzioni cpre, cpost ∈ Cν ed estendere la notazione come
c(u, v] := cpre
(
(−u)+)− cpre((−v)+)+ cpost(v+)− cpost(u+);
in questo modo possiamo identiﬁcare un processo c con una coppia di funzioni
(cpre, cpost) ∈ C2ν .
Un altro problema che sorge è che senza ulteriori ipotesi la funzione w :
Cµ × C2ν → R non è continua: dobbiamo restringerci ai processi c ∈ C2ν
limitati dal basso da una costante c0. Deﬁniamo quindi
Xν :=
{
c ∈ C2ν
∣∣ ∃ c0 > 0 : c(u, v] ≥ c0(v − u) ∀ v ≥ u}.
Lemma 5.5.1. Presi µ < ν la funzione w è continua su Cµ ×Xν.
Dimostrazione. Prendiamo (an, cn) → (a, c) ∈ Cµ × Xν . Abbiamo già visto
che la funzione q0(a, c) è continua, perciò q0(an, cn)→ q0(a, c) e q0(a, c) <∞;
dato che il processo di servizio è limitato dal basso otteniamo che il tempo di
attesa è ﬁnito, perciò deﬁniamo u := w(a, c). Dalla continuità di c otteniamo
che c(0, u] = q0(a, c), allora ﬁssato  > 0 vale
q0(a, c)− c(0, u− ] = q0(a, c) +
(
c(0, u]− c(0, u− ])− c(0, u]
≥ c(u− , u] ≥ c0,
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inoltre dalla continuità di q0 segue
q0(a
n, cn)− cn(0, u− ]→ q0(a, c)− c(0, u− ],
che abbiamo appena visto essere strettamente positivo. Quindi preso n
abbastanza grande
q0(a
n, cn)− cn(0, u− ] > 0⇒ w(an, cn) > u− .
In modo simmetrico possiamo dimostrare che w(an, cn) < u + , quindi
dall'arbitrarietà di  otteniamo che w(an, cn)→ w(a, c).
5.5.2 Code con priorità
Vediamo ora un caso base delle code con priorità, quello di un sistema a
tempi discreti con due code, quella ad alta priorità, che verrà sempre servita
per prima, e quella a bassa priorità, che verrà servita solamente nel caso che
l'altra coda sia vuota. Sia A1t la quantità di lavoro ad altà priorità in arrivo
al tempo t, A2t la quantità di lavoro a bassa priorità in arrivo nello stesso
tempo e Ct l'ammontare di lavoro svolto al tempo t; indichiamo inoltre con
Q1t e Q
2
t la lunghezza rispettivamente della coda con alta priorità e di quella
con bassa priorità. La formula ricorsiva per la lunghezza delle code è data
da {
Q1t =
[
Q1t−1 + A
1
t − Ct
]+
Q2t =
[
Q2t−1 + A
2
t −
(
Ct − A1t −Q1t−1
)+]+
Per comodità riscriviamo la seconda equazione come
Q1t +Q
2
t =
[
Q2t−1 +Q
1
t−1 + A
1
t + A
2
t − Ct
]+
.
In questo modo otteniamo due formule ricorsive di Lindley standard, la prima
per una coda con processo d'arrivo A1, la seconda per una coda con processo
d'arrivo A1 + A2; a questo punto è facile passare ai tempi continui:{
q1−t = q−t(a
1, c)
q2−t = q−t(a
1 + a2, c)− q−t(a1, c)
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dove q−t(a, c) è la formula (5.4) per il calcolo della lunghezza di una coda con
buﬀer inﬁnito.
Se prendiamo a1 ∈ Cµ1 , a2 ∈ Cµ2 e c ∈ Cν tali che µ1 + µ2 < ν, allora
sappiamo già che le funzioni
(a1, c) 7−→ q−t(a1, c)
(a1 + a2, c) 7−→ q−t(a1 + a2, c)
sono continue, e di conseguenza otteniamo la continuità di q1−t e q
2
−t.
Capitolo 6
Confronto con il metodo Monte
Carlo
In questo capitolo ﬁnale vedremo come il metodo derivante dal principio del-
le grandi deviazioni sia utile per l'analisi delle grandi code: lo metteremo a
confronto con il metodo Monte Carlo, uno dei procedimenti più comuni per
l'approssimazione delle probabilità. In particolare quando vorremo calcolare
la probabilità che la coda diventi molto lunga (quindi la probabilità di un
evento raro) il metodo Monte Carlo riuscirà solamente a restituire un'ap-
prossimazione pari a 0, mentre tramite il principio delle grandi deviazioni
arriveremo a un valore molto piccolo ma non nullo.
6.1 Il metodo Monte Carlo
Il termine Monte Carlo descrive una classe di metodi che determinano la
soluzione di un problema tramite il campionamento aleatorio di una quantità.
In generale questi metodi seguono un particolare schema:
• si deﬁnisce il dominio dei possibili dati in input;
• si genera una successione di input casuali con una certa distribuzione
di probabilità data;
• si esegue un calcolo deterministico utilizzando gli input;
• si aggregano i risultati singoli nel risultato ﬁnale.
Questi metodi possono essere utilizzati in vari campi della matematica:
si va dall'analisi matematica, per il calcolo di un integrale, alla ﬁnanza, per
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il rendimento mensile di un pacchetto di azioni, alla probabilità, per ap-
prossimare la funzione di ripartizione di una particolare distribuzione. In
particolare noi utilizzeremo il metodo hit or miss : si genera una successione
di numeri casuali incorrelati e si calcola quale frazione di essi soddisﬁ una
certa proprietà.
Esempio 6.1.1. Per il calcolo dell'integrale di una funzione f(x) ≥ 0 nel-
l'intervallo [a, b] possiamo usare il metodo hit or miss. Supponiamo che f
non superi mai una data quantità c nell'intervallo dato, sia Ω il rettangolo
[a, b]× [0, c] e S l'area sottesa dalla funzione.
La probabilità che un punto scelto a caso stia in S è
p =
area S
area Ω
=
I
c(b− a)
dove I è il valore dell'integrale che vogliamo stimare. A questo punto ge-
neriamo N punti casuali in Ω, calcoliamo la quantità NS di punti che stanno
in S e approssimiamo la probabilità p con NS/N . A questo punto
I ≈ c(b− a)Ns
N
.
Il nome del metodo deriva dal fatto che un punto generato casualmente
può soddisfare (hit) la condizione posta oppure può mancarla (miss). Nel
nostro caso, per calcolare la probabilità che la coda sia più lunga di una data
quantità q possiamo generare N esempi di coda, con le date distribuzioni di
probabilità per l'arrivo e per il servizio, e approssimare la probabilità con il
rapporto tra i casi in cui la coda è più lunga di q e il numero totale di prove
N .
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6.2 Applicazione del metodo Monte Carlo
Vediamo ora due esempi di applicazione del metodo: i codici riportati sono
in linguaggio MATLAB.
6.2.1 Variabili gaussiane
In questo caso supponiamo che le variabili At siano i.i.d. di distribuzione
normale con media 3.5 e varianza 1.5, e poniamo C = 4. Supponiamo per
semplicità che la coda fosse vuota a un certo istante, ad esempio −100.
L'obiettivo è approssimare la probabilità
P
(
Q > q
)
= P
(
sup
t∈[0,100]
At − Ct > q
)
al variare di q > 0.
Innanzitutto dobbiamo generare una successione di variabili gaussiane in-
dipendenti tra loro: per fare ciò usiamo la trasformazione Box-Muller, che
tramite una successione di numeri distribuiti uniformemente permette di ot-
tenere delle variabili gaussiane indipendenti. Se U1, U2 sono due variabili
uniformi su [0, 1] allora
Z0 =
√
−2 logU1 cos(2piU2), Z0 =
√
−2 logU1 sin(2piU2)
sono variabili gaussiane indipendenti standard. Per ottenere una variabile
normale di media m e varianza v creiamo la funzione Gaussiana:
function g=Gaussiana(m,v)
g=m+v*(sqrt(-2*log(rand(1)))*cos(2*pi*rand(1)));
end
dove rand(1) genera un numero casuale nell'intervallo [0, 1] con distribu-
zione uniforme.
A questo punto possiamo passare all'approssimazione della probabilità
tramite il metodo Monte Carlo:
function [prob,pos]=probGauss(q,m,v,C)
tmax=100;
N=1000000;
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pos=0;
s=zeros(tmax,1);
for k=1:N
a=Gaussiana(m,v);
s(1)=a;
for t=2:tmax
a=Gaussiana(m,v);
s(t)=s(t-1)+a-C;
end
x=max(s);
if x>q
pos=pos+1;
end
end
prob=pos/N;
end
Operiamo 106 modellizzazioni della variabile St, utilizzando la funzione
Gaussiana, e contiamo le volte in cui la coda risulta essere più lunga del dato
q: a quel punto la probabilità è approssimata tramite pos/N. Per controllare
il buon funzionamento del metodo richiamiamo la funzione probGauss per
20 volte, controllando poi che i valori restituiti siano abbastanza vicini tra di
loro.
Proviamo innanzitutto ponendo q = 10: i risultati ottenuti sono
la media delle probabilità ottenute è 4.706635 · 10−2 e la diﬀerenza massi-
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ma tra due risultati è 9.34 · 10−4. La stima ottenuta è buona e il metodo è
stabile.
Proviamo ora con q = 30:
anche in questo caso il risultato è soddisfacente: con una media dei risultati
di 7.35 · 10−6 la diﬀerenza massima è pari a 1.00 · 10−5.
I problemi sorgono quando proviamo ad aumentare nuovamente il valore
di q: già per q = 40 il metodo Monte Carlo restituisce probabilità nulla
per tutte e 20 le iterazioni: questo signiﬁca che nei 106 tentativi eseguiti
dal metodo in nessuna occasione il modello di coda generato superava i 40
elementi in attesa. In eﬀetti si può intuire che questo evento è molto raro, ma
la probabilità che esso accada non è nulla: per ottenere una stima migliore
con il metodo Monte Carlo dovremmo provare ad aumentare il numero di
tentativi, ma nemmeno in tal caso, essendo questo un metodo aleatorio,
avremmo la certezza di risultati migliori.
6.2.2 Variabili di Poisson
Prendiamo ora un modello che utilizza variabili con distribuzione poissoniana:
supponiamo che le At siano i.i.d con distribuzione di Poisson di parametro
λ. Per generare delle variabili poissoniane indipendenti tra loro utilizziamo
un algoritmo ideato dal matematico Donald Knuth:
function valore=Poisson(parametro)
e=exp(-parametro);
n=0;
p=1;
92 CAPITOLO 6. Confronto con il metodo Monte Carlo
while p>e
p=p*rand(1);
n=n+1;
end
valore=n-1;
end
Applichiamo il metodo Monte Carlo in modo del tutto simile a prima:
function [prob,pos]=probPoisson(q,lambda,C)
tmax=100;
nN=1000000;
pos=0;
for k=1:n
s=zeros(tmax,1);
a=Poisson(lambda);
s(1)=a;
for t=2:tmax
a=Poisson(lambda);
s(t)=s(t-1)+a-C;
end
v=max(s);
if v>q
pos=pos+1;
end
end
prob=pos/N;
end
Poniamo come parametri λ = 2.5 e C = 3. Come prima richiamiamo la
funzione probPoisson per 20 volte per controllare il buon funzionamento del
metodo: vediamo che anche stavolta per valori non elevati di q otteniamo
un risultato accettabile, mentre per valori più grandi il metodo restituisce
probabilità nulla.
Infatti per q = 30 otteniamo i seguenti valori:
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il valore medio è 2.55845 · 10−3 e la diﬀerenza massima tra i valori riscon-
trati è 2.32 · 10−4.
Passando a q = 50 otteniamo ancora valori accettabili:
in questo caso il valore medio è 4.34 · 10−5 e la diﬀerenza massima è
2.60 · 10−5.
Da quando però cominciamo a prendere valori elevati come q = 100 il
metodo Monte Carlo restituisce sempre valore nullo.
6.3 Applicazione del principio delle grandi de-
viazioni
Proviamo ora a utilizzare il metodo ricavato dal principio delle grandi devia-
zioni e dal teorema di Cramér, in particolare usiamo l'approssimazione vista
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nell'osservazione 3.2.4
q−1 logP(Q > q) ≈ −I(1)
per q abbastanza grande. Riprendiamo i due casi analizzati nella sezione
precedente.
6.3.1 Variabili gaussiane
Come prima supponiamo che il processo di arrivo sia formato da variabili
i.i.d. con distribuzione normale, e che il processo di servizio sia costante.
La funzione generatrice dei momenti di una variabile gaussiana N(µ, σ2) è
uguale a
E
[
eθX
]
= exp
(
µθ +
σ2θ
2
)
quindi la funzione generatrice cumulante è
Λ(θ) = logE
[
eθAt
]
= µθ +
σ2θ
2
.
Come visto nella dimostrazione del teorema 3.2.1 la funzione tasso I ha
diverse forme equivalenti: nel nostro caso utilizziamo
I(q) = q sup
{
θ
∣∣ Λ(θ) < θC} = 2q
σ2
(C − µ).
Per i valori presi nella sezione precedente (µ = 3.5, σ2 = 1.5, C = 4) abbiamo
che
q−1 logP(Q > q) ≈ −0.4¯ ⇒ P(Q > q) ≈ exp(− 0.4¯ q).
Proviamo ad applicare quest'approssimazione per ogni valore di q tra 50
e 200: in questo modo otteniamo una probabilità non nulla, compresa tra i
valori
P(Q > 50) ≈ 2.2336 · 10−10, P(q > 200) ≈ 4.9891 · 10−20
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6.3.2 Variabili di Poisson
Anche stavolta riutilizziamo il modello visto precedentemente, con At varia-
bili i.i.d. di Poisson di parametro λ = 2.5 e C = 3 costante. La funzione
generatrice cumulante vale
Λ(θ) = λ(eθ − 1)
e per calcolare la funzione tasso I usiamo nuovamente la forma
I(q) = q sup
{
θ
∣∣ Λ(θ) < θC} = q sup{θ ∣∣ λ(eθ − 1)− θC < 0}.
Stavolta il valore θ richiesto non è di facile calcolo. Tramite una rapida
analisi della funzione f(θ) = 2.5(eθ−1)−3θ vediamo che essa si annulla in 0
e in un altro punto θˆ > 0, che è strettamente negativa in ]0, θˆ[ e strettamente
positiva al di fuori dell'intervallo [0, θˆ]: ne consegue che il valore di θ che
vogliamo cercare è proprio θˆ. Per calcolarlo usiamo il metodo della bisezione,
uno dei metodi più classici per trovare gli zeri di una funzione f . Si prende
un intervallo [a, b] tale che f(a)f(b) < 0, si calcola il valore di mezzo x = a+b
2
e si valuta f(x): se f(x) = 0 abbiamo concluso, altrimenti tra gli intervalli
[a, x] e [x, b] si sceglie quello ai cui estremi la funzione assume valori di segno
opposto e si ripete il procedimento, ﬁno a che non si trova uno zero di f o
un elemento x tale che f(x) è abbastanza piccolo.
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function valore=bisezione
soglia=10^-6;
lambda=2.5;
C=3;
pos=2;
neg=10^-6;
x=(pos+neg)/2;
err=1;
while err>soglia
y=(lambda*(exp(x)-1))-(x*C);
err=abs(y);
if err>soglia
if y>0
pos=x;
x=(x+neg)/2;
else
neg=x;
x=(x+pos)/2;
end
end
end
valore=x;
end
Con i valori immessi il programma restituisce θˆ = 0.35419, quindi I(q) =
0.35419q. Dalla solita approssimazione otteniamo che
P(Q > q) ≈ exp(− 0.35419q).
Calcolando l'approssimazione per ogni valore di q compreso tra 100 e 150
otteniamo probabilità che variano tra i valori limite
P(Q > 100) ≈ 3.9992 · 10−16, P(Q > 150) ≈ 8.4340 · 10−24.
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Abbiamo così visto due pratici esempi in cui un metodo classico come
quello Monte Carlo non riesce a restituire risultati accettabili per eventi
rari, mentre grazie all'approssimazione derivante dal principio delle grandi
deviazioni possiamo analizzare anche fenomeni rari quali le grandi code.
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