Abstract-This paper considers external semi-global stochastic stabilization for linear plants with saturating actuators, driven by a stochastic external disturbance, and having random Gaussian-distributed initial conditions. Recently, it has been shown that for criticaly stable systems there exists a linear static state feedback law that achieves global asymptotic stability in the absence of disturbances, while guaranteeing a bounded variance of the state vector in the presence of disturbances and Gaussian distributed initial conditions. We report how this result extends to a double integrator with input saturation
I. INTRODUCTION
Internal and external stabilization of linear plants with actuators subject to saturation has been the subject of intense renewed interest among the control research community for the past two decades. The number of recent books and special issues of control journals devoted to this subject matter evidence this intense research focus, see for instance [1] , [4] , [10] , [13] and the references therein. It is now considered a classical fact that both continuous-and discrete-time linear plants with saturating actuators can be globally internally stabilized if and only if all of the open-loop poles are located in the closed left half plane (in the continuous-time case), and are in inside and/or on the unit circle (in the discrete-time case). These conditions on open-loop plants can be equivalently stated as a requirement that the plant be asymptotically null controllable with bounded control (ANCBC). It is also a classical fact that, in general, global internal stabilization of ANCBC plants requires nonlinear feedback laws. See for instance. [2] , [9] , [14] .
By weakening the notion of global internal stabilization to a semiglobal framework, Saberi et al. showed that ANCBC plants with saturating actuators can be internally stabilized in the semiglobal sense using only linear feedback laws. Such a relaxation from a global to semiglobal framework is, from an engineering standpoint, both sensible and attractive. A body of work exists proposing design methodologies (low-gain, low-high gain, and variations) for both continuous-and discretetime ANCBC plants with saturating actuators. See for instance [3] , [5] , [6] , [15] .
With regard to external stabilization, the picture is complicated. Unlike linear plants, internal stability does not necessarily guarantee external stability when saturation is present. Hence, stabilization must be done simultaneously in both the internal and external sense. There is a body of work that examines the standard notion of L p stability for ANCBC plants with saturating actuators when the external input (disturbance) is input-additive and at the same time requiring either global or semi global internal stability in the absence of disturbance, see [8] . For the more general case in which the disturbance is not necessarily input-additive, there are surprising results in the literature which point to the complexity of the notion of external stability for ANCBC plants with saturating actuators. Notable among these is the result from [11] deed for general nonlinear systems in the presence of disturbances and nonzero initial conditions, is yet to be developed.
In this paper we look at the simultaneous external and internal stabilization of ANCBC plants with saturating actuators when the external input is a stochastic disturbance. In a previous paper [12] we established that for critically stable systems, for any given variance of the external disturbance, there exists a linear feedback which achieves global internal asymptotic stability and, moreover, guarantees a bounded variance of the state. The remaining question is what happens for critically unstable systems
In this paper we consider a double integrator subject to input saturation, stochastic external disturbances. It is known that any linear controller which stabilizes the system when ignoring the saturation also achieves global asymptotic stability when the saturation is present. In other words, the saturation element can never destabilize the system when considering internal stability. However, this paper will prove that for any linear controller the variance of the state will be unbounded for sufficiently large variance of the external disturbance. On the other hand, any linear controller achieves a bounded variance of the state for small enough variance of the external disturbance. Moreover, for any given variance of the external disturbance we can find a linear controller which will achieve a bounded variance for the state.
II. PROBLEM FORMULATION AND MAIN

RESULTS
We consider the stochastic differential equation
where the state x, the control u and the disturbance w are vector-valued signals of dimension n, m and , respectively. Here w is a Wiener process (a process of independent Brownian motions) with mean 0 and rate Q, that is, Var[w(t)] = Qt and the initial condition x 0 of (1) is a Gaussian random vector which is independent of w. Its solution x is rigorously defined through Wiener integrals and is a Gauss-Markov process. See, for instance, [7] . Moreover σ is the standard saturation function given by:
and admissible feedbacks are possibly nonlinear static state feedbacks of the form
where f is a Lipschitz-continuous mapping with f (0) = 0.
Problem II.1 Given the system (1), the semiglobal external stochastic stabilization problem is to find an admissible feedback (2) such that the following properties hold: (i) in the absence of the external input w, the equilibrium point x = 0 of the controlled system (1)- (2) is globally asymptotically stable.
(ii) the variance Var(x(t)) of the state of the controlled system (1)- (2) is bounded over t ≥ 0.
As a follow-up on our previous work in [12] , we consider the double-integrator which has played an important role in obtaining insight in what is possible or not given the presence of an input saturation:
It is well-known that any linear controller which asymptotically stabilizes the linear system above without the saturation element will still internally stabilize the system with the saturation function present, i.e. any controller of the form:
will achieve global internal stability (when w ≡ 0) provided k 1 > 0 and k 2 > 0. This can be easily verified using the Lyapunov function
Theorem II.2 Consider the system (3).
Any linear feedback of the form (4) will result in an unbounded variance of the state for Q large enough whenever E 2 = 0 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 WeC11. 2 In other words, the above theorem clearly states that global internal stability does not imply global external stability.
Theorem II.3 Consider the system (3).
Any linear feedback of the form (4) will result in a bounded variance of the state for Q small enough.
Moreover, for any given Q, there exists a controller of the form (4) which will result in a bounded variance of the state.
Our proof will actually establish that for any given Q we can guarantee that all moments of the state are bounded in time. Note that, like in the critically stable case, the tail of the distribution of the state will be slower than in a Gaussian distribution (actually for it is comparable with the tail of an exponential distribution). This is actually logical since we can not guarantee a sufficient decay when the state gets big due to the saturation. We actually get a linear decay compared to an exponential decay.
III. PROOF OF THE MAIN RESULTS
Proof of Theorem II.2 :
We consider the system (3) with controller (4). We first use a change of variables
We note thatw (like w) is Wiener process with mean 0 and rate Q. We obtain:
Next, we look at the Lyapunov function V defined in (5) which in our new coordinates looks like:
We define y = (y 1 , y 2 ). We consider two cases. If |y 1 | ≤ 1 we find that: (8) while for |y 1 | > 1 we get: (9) Note that in the above two equations the last term is the special correction term that comes from Itô's lemma. For details we refer to [7] .
Combining the above, we find the following lower bound:
Using the above lower bound we find Var[y] is unbounded whenever:
Here we used that Var[y] = E y 2 given that y has mean zero. The above clearly means that for any given controller there exist stochastic disturbances with sufficiently large variance that will result in an unbounded variance for the state. The only possible exception is when E 2 = 0. Finally note that if the variance of y is unbounded then we clearly also have that the variance of x is unbounded.
Outline of the proof of Theorem II.3 : We use the same notation as in the proof of Theorem II.2. Considering (8) and (9), we find that V (t) can never be a supermartingale since close to the origin we will have
is bounded is not sufficient to establish that the variance of y is bounded since, for large y 1 , V is only linear in y 1 . Instead, we will establish that for suitable R and γ, we have that:
for k ∈ Z. This is shown by establishing that it is true for k = j if it is true for k = j − 1. From 47th IEEE CDC, Cancun, Mexico, Dec. [9] [10] [11] 2008 WeC11. 2 the Gaussian initial conditions it is clear that it is true for k = 0. The motivation for working with t = k (k ∈ Z) has to with the fact that if V is large at any given moment but y 1 is small than we can have an increase of V . But V large while y 1 small guarantees that y 2 is large and hence y 1 will only be small for a brief period of time and hence over a period of a second we can still guarantee the required behavior. Finally in order to establish (10) for k = j we find a relationship between λ and Q which shows that for any λ the recursion is valid for Q small enough and moreover for any Q there exists λ large enough for which the recursion is valid. Next we note that if (10) is satisfied for all k ∈ Z then we have that for any m:
is bounded. But this implies that all moments of y(k) are bounded. For instance
and we find that since E V (y(k)) and E V 2 (y(k)) are bounded that the variance of y(k) is bounded as well.
Finally, it is easily verified that V (y(t)) will have bounded moments for t ∈ R whenever V (y(k)) will have bounded moments for k ∈ Z.
IV. DISCUSSION AND CONCLUSIONS This paper is the continuation of our earlier efforts toward understanding and formulating the notion of simultaneous external and internal stabilization for linear plants with saturating actuators. Here we have studied what is possible for the canonical example of a double integrator with a linear state feedback law. We noted that global asymptotic stability of the closed-loop system in the absence of disturbances, does not guarantee bounded variance of the state vector for all time in the presence of disturbances. However, this result is true for disturbances with small enough variance. Finally, we showed that for any given variance we can design a controller which achieves a bounded variance of the state. We conjecture that the above can be expanded to arbitrary linear systems with instabilities which grow at most linearly. However, whether the same will be true for arbitrary controllable linear systems with all eigenvalues in the closed left half plane remains as a major open problem.
