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In urban centers today, vertical farming is becoming a popular alternative to conventional 
agriculture in an effort to increase local food production and improve urban food security 
by growing crops using hydroponic methods in controlled environment spaces. More 
specifically, one vertical method involves growing crops inside refurbished shipping 
containers, or a “farm-in-a-box” concept, which offers a flexible, mobile, and scalable 
means of year-round food production in a variety of climates. Despite benefits of 
producing food locally, some of the concerns associated with these vertical farming 
systems include high energy consumption from climate control and electric lighting 
systems as well as expensive capital investments. Therefore, this study investigated the 
viability and effectiveness of shipping container farms as alternative food systems 
through analysis of system energy requirements and resulting crop yields. A Modified 
Hydroponic Shipping Container (MHSC) system was designed, and a Nutrient Film 
Technique (NFT) hydroponics system was tested by growing lettuce plants and 
monitoring energy use throughout the growth period. Additionally, theoretical energy use 
was quantified for one year of production at full scale by modeling energy consumption 




using a crop production efficiency metric created to evaluate the ratio of system outputs 
to inputs. A baseline crop production efficiency value was determined, and scenarios for 
improving system efficiency from the baseline value were then analyzed. As a result, 
alternative energy scenarios reduced yearly consumption up to 53 percent from baseline 
consumption. Improvements to the MHSC design through suggested energy use 
reduction strategies will allow for the creation of a viable and sustainable alternative food 
system that is capable of providing local, accessible foods year-round for a variety of 
urban communities.    








CHAPTER 1. INTRODUCTION 
1.1 Background 
Globally, an increasing number of people are living in cities. As of 2014, it was 
estimated that 54 percent of the world’s population lived in urban areas. This figure is 
only projected to grow, reaching 66 percent by 2050, which is a significant increase from 
1950, when only 30 percent of the world’s population was considered urban (United 
Nations, 2015). Urbanization, referring to both a condition at a single point in time as 
well as a process that occurs over time (United Nations, 2015), has been occurring 
globally since the 19th century, primarily due to the rise of industrialization and 
mechanization (Davis, 1955). Historically, cities have been hubs for social progress and 
economic prosperity (Orsini, Kahane, Nono-Womdim, & Gianquinto, 2013). Worldwide, 
people move to cities seeking various education and employment opportunities. 
Industries and businesses thrive due to high population density and ease of information 
sharing capabilities made possible in urban centers. Cities connect people, serving as 
important links for transportation, government, and social systems, both domestic and 
international (United Nations, 2015).  
However, urban environments can also be associated with pollution, poverty, and 
social inequality when urban growth is unplanned or underfunded (United Nations, 




worldwide live in slums (UN-Habitat, 2013, p. 112), which are characterized by 
insufficient access to clean water, sanitation, food, or health care (Mougeot, 2006, p. 4). 
Additionally, on average, urban land area is expanding at twice the urban population 
growth rate (Angel, Parent, Civco, Blei, & Potere, 2011). Uncontrolled urban sprawl not 
only adds stress to the environment by increasing total fuel consumption and area of 
impervious surfaces, but also contributes to social segregation and spreads out locations 
of basic services that urban poor often have difficulty accessing (UN-Habitat, 2013, p. 
113).  
 In response to these complex and multi-faceted problems, the 2015 Sustainable 
Development Goals defined by the United Nations General Assembly made several 
points on how to address the challenges facing urban centers today, including congestion, 
lack of funds for providing basic services to residents, housing shortages, infrastructure 
decline or inadequacy, irresponsible consumption patterns, and social inequality. 
Specifically, Goal 9: “build resilient infrastructure, promote sustainable industrialization, 
and foster innovation,” and Goal 11: “make cities inclusive, safe, resilient, and 
sustainable,” highlight the importance of maintaining and improving urban resources 
while reducing consumption as the world population continues to grow and urbanize 
(United Nations General Assembly Resolution 70/1, 2015). With more than half of the 
world’s individuals currently living in cities, this indicates that many changes will need to 
occur in how these urban dwellers will interact with the world around them, including 
how they obtain and utilize vital resources, if the Sustainable Development Goals are to 




Urbanization is driven by a four main factors. First, a natural increase of an urban 
population can occur due to a larger number of births compared to deaths. Additionally, 
migration from rural areas, annexation of previously rural areas, and reclassification of 
previously rural areas as urban also contribute to urban growth (United Nations, 2015, p. 
23). “Megacities,” or cities with more than 10 million inhabitants, such as Tokyo, New 
York, and Mexico City, account for a significant portion of the urban population. 
However, it is interesting to note that though the populations of megacities are indeed 
increasing, a significant portion of urban growth is occurring in medium-sized, secondary 
cities (Lerner & Eakin, 2011; United Nations, 2015). For example, in 2014, twenty 
percent of urban dwellers worldwide lived in medium-sized cities containing between 1 
and 5 million people. Additionally, 43 percent lived in smaller urban areas made up of 
300,000 people or less (United Nations, 2015, p. 18). Increased growth in suburban or 
peri-urban areas in these medium and small cities challenges the historical divide 
between what can be classified as “rural” or “urban” (Lerner & Eakin, 2011). This 
change in the dichotomy of rural and urban, coupled with increasing consumption 
patterns and continuous population growth worldwide, suggests a transition ahead for the 
most notable activity that has been historically associated with and even confined to a 




1.2 Urban Agriculture 
Currently, cities around the world act as large nutrient and resource sinks. That is, 
nutrients and resources, most notably, food, are constantly imported and consumed by the 
urban population. Often, food is imported from faraway sources, typically from rural 
areas with large agricultural output (Mougeot, 2006, p. 35). Moreover, the process of 
growing, producing, and transporting food is inherently energy-intensive. For example, it 
is estimated that food systems in the United States use between 12 and 20 percent of all 
US energy consumption. Fresh produce in the US is transported 1500 miles on average 
from farm to table (Duram & Oberholtzer, 2010), as much agricultural production is 
specialized based on location. For example, California, Florida, and Washington produce 
the majority of the nation’s fresh fruit, while soybeans are grown in the Upper Midwest 
(Rogus & Dimitri, 2014).  These conventional food systems are generally associated with 
industrial farming that requires rapid technological innovation and large capital 
investments. These systems offer uniformly high productivity and efficiency, but also 
require extensive water, fertilizer, and pesticide use to grow crops (Gold, 2007). 
Additionally, conventional food systems require quality infrastructure and efficient 
distribution capabilities, which are not always reliable or available in developing regions 
(Orsini et al., 2013). In summary, a multitude of environmental, economic, and social 
issues have contributed to the rise of alternative food systems, such as urban agriculture, 
which attempt to update the methods of growing, harvesting, and consuming food crops 




The Food and Agriculture Organization (FAO) defines urban agriculture simply as 
“the growing of plants and the raising of animals within and around cities” (FAO, 2016). 
This broad definition makes urban agriculture invariably difficult to classify, as it takes 
many forms depending on location and purpose. This practice is a rising trend in 
developed nations, but has a longer history in developing regions, where urban 
agriculture is often a form of subsistence. The primary motivation for urban agriculture 
worldwide is to increase food security. It can serve as a method for increasing both the 
quality and quantity of food consumed, as well as a means for stabilizing food budgets 
when prices rise (Orsini et al., 2013; Rogus & Dimitri, 2014). In developed nations, 
urban agriculture also contributes to sustainable development by supporting the 
expansion of local and regional food systems, reducing food waste, and increasing 
community building and green space (Rogus & Dimitri, 2014).    
The umbrella of urban agriculture encompasses many types of farming systems, 
both formal and informal, ranging in size from small scale household plots, to community 
and school gardens, to larger commercial farms and greenhouses (Rogus & Dimitri, 
2014). A survey by the United Nations Development Programme identified more than 40 
different types of urban farming systems, ranging vastly in the type of production, level 
of organization, and technology utilized (Mougeot, 2006, p. 5). Urban agriculture 
activities often include vegetable and fruit production, wood production, small-scale 






Though the activities and purposes range widely, one of the most important 
features of urban agriculture has been identified as its importance in easing socio-
economic and ecological problems in urban centers today (Orsini et al., 2013; Mougeot 
2006). Urban agriculture has an enormous impact on improving health and economic 
conditions of the urban poor. Improved access to fresh produce and other agricultural 
products decreases malnutrition and nutrient deficiencies (Orsini et al., 2013). When 
families are able to supplement their diets with homegrown foods they may not otherwise 
be able to afford, this not only improves nutrition, but it also increases the amount of 
income that can be set aside for nonfood expenses, such as education (Mougeot, 2006). 
Additionally, fruits and vegetables are high value crops and can serve as an important 
source of income for small-scale urban farmers (Orsini et al., 2013).  
These social and economic benefits are seen in developing and developed regions 
alike, however, malnutrition in developed nations often takes a different form. In the 
United States, increases in obesity, diabetes, and other diet related diseases have been 
found among residents living in “food deserts.” These areas were defined in the 2008 
Farm Bill as areas “in the United States with limited access to affordable and nutritious 
food, particularly such an area composed of predominantly lower income neighborhoods 
and communities” (USDA, 2009). Access to healthy food is limited in food deserts by 
both economic and geographic barriers, which often restrains food choices for low-
income communities to processed, fast, and commodity foods (Alkon & Norgaard, 2009). 
Urban agriculture is thought to offer valuable health benefits to people living in food 




Growing crops in close proximity to the source of consumption offer several 
environmental benefits as well. Crops produced locally reduces the need for packaging, 
storage, and transportation of food, which can save energy and reduce food waste. 
Additionally, organic waste produced in cities is often used by urban farmers to produce 
compost. Urban farms also increase green space in cities, which can aid in the reduction 
of air pollutants. Green space can also be reclaimed on marginal lands in both the urban 
core and peri-urban areas that would otherwise lay abandoned or unused (Orsini et al., 
2013; Mougeot, 2006).    
Despite the plethora of benefits, several challenges can arise when agricultural 
production takes place in or near an urban center. As urban agriculture trends increase, so 
does competition for land, water, energy, and labor in cities. Environmental and health 
risks involved with agriculture are also a concern, including reduced environmental 
capacity for pollution adsorption (Schnitzler, 2013). Quality of foods produced on 
contaminated or polluted soil, contamination from inappropriate use of organic fertilizer 
and pesticides, and disease transmission to humans from animal production are all major 
concerns when urban agriculture is not highly regulated. 
Water quality is also a concern when farming takes place on marginal lands such as 
wet zones and hills, since these areas are at higher risk of environmental contamination 
from pesticides and fertilizers (Orsini et al., 2013; Mougeot, 2006). Zoning and land use 
management issues also become more complex when urban agriculture is also included in 
a mix of residential, commercial, and industrial spaces typical to a large urban center. 
(Schnitzler, 2013). When urban farmers are trained to carefully handle pesticides and 




contamination and health issues can be avoided. The innovative and creative nature of 
urban agriculture has also brought about several recent technological advances which can 
also limit these problems. These methods are paving the way forward for futuristic urban 
farms in which environmental control not only limits health risks, but also increases crop 
productivity and efficiency. 
 
1.3 Hydroponics and Emerging Technologies 
One of the most popular urban agriculture methods being used in cities today is 
hydroponics. It is defined simply as “the growing of plants without soil” (Resh, 1978, p. 
21). This process can take many forms, but typically involves distributing a nutrient 
solution to plant roots, with or without an inert substance used for root support (Albright 
& Langhans, 1996, p. 10).  Soilless culture has a long history, most famously employed 
in the hanging gardens of Babylon and the floating gardens of the Aztecs of Mexico. 
Even Ancient Egyptian hieroglyphs have described the growing of plants in water (Resh, 
1978, p. 21; Schnitzler, 2013). Today, this versatile method of plant growth ranges from 
basic backyard setups to technologically advanced commercial enterprises. A variety of 
fruits and vegetables can be grown in these systems, including leafy greens, tomatoes, 
cucumbers, peppers, strawberries, and more (Barbosa, Gadelha, Kublik, Proctor, 
Reichelm, Weissinger, & Halden, 2015, p. 6880). 
The flexible nature of hydroponics has allowed for many creative systems and 
types of soilless culture to be explored worldwide. However, the process can generally be 




supporting medium for plant roots, whereas aggregate systems often use artificial growth 
materials to provide extra mechanical support to plant roots. Open hydroponics systems 
only use nutrient solution once, while closed systems recover and recycle the solution 
(Jensen, 1999, p. 724).  
Closed, liquid techniques include Nutrient Film Technique (NFT), Deep Water 
Culture or Raft Culture, and Aeroponics (Albright & Langhans, 1996, p. 10, 17; Jensen, 
1999, p. 726). NFT systems are often constructed from plastic lined channels or trays in 
which plant roots are suspended in a shallow stream of nutrient solution. The trays are set 
on a slight incline so the nutrient solution can flow the length of the tray by gravity and 
then return to the beginning of the tray by a pumping system (Jensen, 1999, p. 726). An 
example of NFT method being used for greenhouse growing is displayed in Figure 1.1.   
 





Deep Water Culture employs systems of floating rafts often made of foam plastic, 
such as polystyrene. Plants float on the raft, while roots hang down into the nutrient 
solution, usually about one-foot-deep, which is oxygenated and recirculated continuously 
throughout the growth period (Albright & Langhans, 1996, p. 17). Aeroponics is a 
slightly unusual method in which plants are grown vertically through holes of expanded 
polystyrene or similar material. Plant roots are suspended in midair and enclosed in a 
“spraying box,” which delivers a thin mist of nutrient solution periodically to the roots. In 
all of these techniques, it is imperative to keep plant roots in darkness, as exposure to 
light stimulates algal growth (Jensen, 1999, p. 726).  
As previously mentioned, in open, aggregate techniques, seeds are planted inert 
materials such as sand, gravel, rockwool, or peat moss. These materials are porous, which 
allows roots easy access to oxygen and room to grow as they would in soil. Aggregate 
techniques are often used to grow vining crops such as tomatoes and bell peppers, 
whereas liquid techniques are more frequently used to grow small, vegetative crops, such 
as lettuce and spinach. The nutrient solution is delivered to roots through irrigation 
systems, often using drip emitters on a timed cycle (Albright & Langhans, 1996, p. 21).  
Hydroponic methods of all types offer several benefits. A principle advantage of 
hydroponic plant production is the absence of soil from the growing environment. Soils 
of varying type and quality can contribute to problems such as salinity, poor structure and 
drainage, and soil-borne diseases and pests, all of which are eliminated in a hydroponic 
system (Jensen, 1999, p. 725). Another important benefit of hydroponic systems is high 
water efficiency, mainly in closed systems, since the nutrient-water solution is 




regions. One simplified hydroponics study performed in Teresina, Brazil, showed that 
mean daily water needs for lettuce cultivation were between 2-2.5 liters/m2, compared to 
10-12 liters/m2 used in on-soil cultivation (Orsini et al., 2013).  Additionally, since 
hydroponic systems do not require arable land to grow plants, this broadens the 
possibilities for the type and size of space being used for plant culture, including 
rooftops, greenhouses, or other indoor spaces. Since root systems do not compete for 
nutrients as in soil culture, closer plant spacing is possible, which increases efficiency in 
use of space and potential yields (Resh, 1978, p. 27).  
The main disadvantage of hydroponic growing is the high cost associated with 
capital and energy inputs. Many hydroponic crops are grown in controlled environment 
agriculture (CEA) systems, which manipulate each of the five “Cardinal factors” of plant 
growth, light, temperature, water, nutrients, and atmosphere, to varying extents (Mitchell, 
2012). Greenhouses are classic examples of CEA systems, since the five factors are 
controlled, often using mechanical systems, to achieve optimal plant growth conditions 
inside the space. Therefore, equipment and electricity for temperature, humidity, 
ventilation, pumping and supplemental lighting control are typically required in CEA 
hydroponic systems, which can be costly (Jensen, 1999, p. 725). Additionally, some 
hydroponic systems can be complex to operate and require careful and skilled 
management for successful crop production (Resh 1978, p. 26; Jensen 1999).  
Despite high energy and capital costs, the intersection of urban agriculture and 
technology has brought about an emerging wave of innovative controlled environment 
hydroponic food production, known as vertical or indoor farming (Besthorn, 2012). 




Japan, Singapore, Sweden, and others, refurbish and utilize indoor spaces such as 
warehouses and other industrial spaces for plant production. For example, Mirai, Inc. 
partnered with GE Japan to create one such indoor farm through renovation of a Sony 
electronic device factory. The space, pictured in Figure 1.2, has the capacity to produce 
10,000 heads of lettuce per day (GE Lighting, 2013). 
 
Figure 1.2: Indoor Vertical Farm, Tohoku, Japan  
(GE Lighting, 2013)  
Vertical farms offer a sustainable alternative to conventional industrial agriculture 
systems. Since the environment is controlled, these systems produce food year round with 
a significantly lower water requirement than conventional agriculture and remove the 
threat of crop loss due to weather events or pests. Additionally, vertical farming designs 
limit bacterial contamination and eliminate the need for pesticides or herbicides to be 
applied to plants (Despommier, 2010). Because vertical farming is a relatively new 
industry, individuals and companies alike have taken advantage of the open field to 
design many futuristic crop production systems for a variety of applications. The prospect 




economic concerns surrounding current food systems in urbanizing cities is exciting, and 
it seems the vertical farming boom is just beginning. 
 
1.4 Project Motivation and Objectives 
Several companies have recently taken vertical farming to the next step by building 
hydroponics systems for crop production inside shipping containers. This “farm-in-a-
box” concept offers additional mobility for crop production in a modular, scalable design. 
Claiming to offer high yields with quick crop turnover along with a small land footprint 
and efficient energy usage, these systems are leading the way in portable food 
production. Shipping container designs offer the ability to grow food anywhere, anytime. 
These units are currently marketed as turn-key, ready to operate farms with state of the 
art climate control and lighting systems. Freight Farms, a leading company in the 
industry stated shipping container farming offers “high volume crop production units that 
can be quickly set up and easily operated to grow food in any environment. Each unit can 
create local food economy to empower communities to reduce the global footprint of 
food in a sustainable and profitable manner” (Schnitzler, 2013, p. 23). The shipping 
container farm, pictured in Figure 1.3, is a mobile unit that can be purchased by any 





Figure 1.3: Freight Farms Shipping Container Exterior and Interior  
(Anashkina, 2015)  
These systems currently focus on growth of leafy greens such as lettuce and 
spinach, as well as herbs such as basil and parsley due to high profit margins. Leafy 
greens and herbs are highly perishable, high value crops that can be sold in markets and 
stores at peak freshness when produced locally, and appeal to customers of high-end 
supermarkets seeking premium produce (Brennan & Gralnick, 2015). The high price of 
vertically farmed leafy greens, such as kale and arugula, points to the expensive 
technology and energy necessary for production in such conditions. Lighting, along with 
heating and cooling loads have been identified as the largest consumers of energy in 
controlled environment agriculture systems (Barbosa et al., 2015). More specifically, 
shipping container farms require 100 percent electric lighting since the stackable units do 




concern and brings into question the effectiveness and sustainability of this type of food 
production (The Economist, 2010).   
Since vertical farming, and especially portable farming, is a developing industry, 
there is relatively little research published on system crop yields, energy use, or 
production costs. Additionally, since companies that manufacture these units are quite 
young, few technical specifications are available due to intellectual property concerns 
with competitors. A study by Barbosa et al. (2015) investigated the land, water, and 
energy requirements of a hydroponic greenhouse system, but shipping container methods 
remain undocumented in the literature. Therefore, the overarching goal of this research 
was to investigate the viability and effectiveness of a shipping container farm as an 
alternative food system through analysis of energy requirements and resulting crop yield. 
Design, testing, and analysis of a Modified Hydroponic Shipping Container (MHSC) 
were carried out using the following objectives as benchmarks for accomplishing the 
stated research goal.  
? Design a MHSC system for growing butter head lettuce using NFT hydroponics 
and to test performance of the NFT system  
? Develop a model for estimating total system energy usage based on design criteria 
of the MHSC and exterior environmental factors  
? Determine a baseline unit of MHSC Crop Production Efficiency (CPE), defined in 
terms of fresh weight grams of crop produced per kilowatt-hour of energy 





Achievement of these objectives provided a method for measuring system 
performance, namely crop production and energy consumption, in shipping container 
hydroponic food production units. The CPE term created for this study provides a means 
of assessing MHSC performance through evaluation of the ratio of system outputs to 
inputs. Additionally, development of a baseline CPE value allows for further design 
iterations that can be compared and improved from the baseline value, in order to create 
an ultimately sustainable MHSC system for local food production that is both highly 
efficient and productive.  
The outline for presenting methodology and outcomes of this study is as follows: 
MHSC design criteria and choices will be presented in Chapter 2, along with 
experimental design for testing the NFT hydroponics system. Methods for modeling total 
system energy use will be discussed in Chapter 3. Results from experimental trials of the 
NFT system and theoretical energy modeling will then be presented in Chapter 4. MHSC 
energy consumption and lettuce production results will be analyzed in Chapter 5, in 
addition to a discussion of design improvement scenarios. Study conclusions and 




CHAPTER 2. DESIGN AND TESTING OF THE MODIFIED HYDROPONIC 
SHIPPING CONTAINER 
2.1 Design Constraints and Goals 
In order to create an optimal, useful hydroponic food production system housed in 
a shipping container, several constraints are outlined. First, the MHSC must be able to 
produce a variety of crops for a variety of locations and climates. The system must also 
be able to be transported and replicated easily, in order to meet changing food production 
demands. Additionally, the system should be simple to operate, so it is accessible to a 
number of users without requiring expertise in hydroponics. Lastly, and most 
importantly, the MHSC must be able to produce a high crop yield in an energy efficient 
manner. Therefore, to meet these constraints, the MHSC must exhibit the following 
characteristics in its design: mobile, flexible, modular, simple, productive, and efficient. 
Meeting these requirements involved employing a decision making process in 
which all elements of the MHSC were considered on the basis of ability to maximize 
crop yield while minimizing energy loads in the most flexible format possible. Structural, 
electrical, and natural components were all considered when designing the layout and 





Table 2.1: MHSC Design Elements 
Structural Electrical Natural 
Grow trays: materials, 
support systems 
Lighting: plant growth, 
nursery, walkways 
Plants: seeds and crop type 
Water: storage, piping, 
delivery systems 
Air circulation: ventilation, 
fans 
Water: source and quality 




Nutrition: nutrient solution 
formula and root uptake  
Construction materials: 















humidity, and CO2 
regulation 
 
One of the main objectives of this study, determine a baseline unit of MHSC CPE, 
would be most affected by design choices that directly increased or decreased crop yield 
and energy use. The most important factors for maximizing crop yields were therefore 
considered to be the type of hydroponic delivery, quality of lighting system, and 
suitability of interior environment. To minimize energy use, factors such as amount of 
heating, cooling, and ventilation (HVAC) necessary to control the MHSC environment, 
the efficiency of lighting systems, and degree of system automation were considered 
most important. Both productivity and efficiency factors needed to be taken into account 
in order to maximize the space available within the MHSC.  
For this research, a 40 X 8 X 9 foot standard “high cube” shipping container unit 
was used as a basis for the MHSC design. Maximizing the crop output within this volume 
involved designing an efficient hydroponic delivery system for plant growth, from seed 




Nutrient Film Technique (NFT) was determined to be the most applicable hydroponic 
delivery method for use in the MHSC. These recirculating systems offer high water 
efficiency and ample oxygenation to root systems. Additionally, NFT systems can be 
applied to a variety of different crops, such as lettuce, tomatoes, and peppers, and the 
nutrient solution can be customized for each crop (Burrage, 1999). Additionally, NFT 
troughs can be constructed with relatively inexpensive building materials, such as PVC 
pipe.  
The NFT grow plot design for the MHSC includes four PVC pipes, 15 feet in 
length, that drain to a single reservoir, with space for 21 plants in each pipe. Figure 2.1 
features a profile view of the NFT design, including adjustable plot legs to alter the slope 
of the troughs, and variable drainage system to change the height of water inside each 
trough. Also, Figure 2.2 depicts an overhead layout of the MHSC, with four NFT plots 
installed and a nursery space designated for seedling germination. Each plot contains a 
pump and nutrient reservoir.  A 2.5-foot walkway between each NFT plot allows the user 
to access each plot at any point during the growing session. Separation of the MHSC 
space into four grow plots allows a variety of crops to be grown simultaneously and 
allows maintenance or repairs to be completed without disrupting the entire system. After 
preliminary design work, the next step in confirming the functionality of the MHSC 






Figure 2.1: NFT Grow Plots Profile View 
 




2.2 Test Unit Assembly 
The MHSC is a system with many design components and a large commercial 
production potential. Therefore, it needed to be examined at a smaller scale before 
implementing all design elements into the full scale system. A test unit representing one 
grow plot, or 25 percent of the full system production space, was assembled to investigate 
the performance of the NFT hydroponics system. Many NFT system components, 
including lighting intensity, tray design, drainage, water delivery, and nutrient solution 
formula, affect crop growth. These system components were examined during a crop 
growth trial period, so that system performance could be assessed and improved.  
The test unit was assembled using the designated dimensions and building 
materials of the NFT design noted in Section 2.1 and was placed in a workshop space in 
the Agricultural & Biological Engineering building at Purdue University. A 5-foot-wide 
by 20-foot-long wooden framework was built around the test unit to house the lighting 
system. Additionally, an opaque tarp was hung over the framework to block additional 
lighting sources in the workshop, simulating lighting conditions in the MHSC. Six 
American Fluorescent ® High Performance ballasts were hung using adjustable cable 
wires. Each ballast held two T8 Daylight, or 6500 °K, fluorescent bulbs and were 







 Additionally, each tray was fitted with an adjustable drain, or standpipe 
mechanism, using a ¾ inch double ended slip joint and a ¾ inch PVC pipe, featured in 
Figure 2.3. Four grow trays simultaneously drained to one nutrient reservoir, a 50-gallon 
opaque plastic Sterilite ® tote. A pumping system, described in Section 2.3, returned the 
nutrient solution to the start of each grow tray. AutoCAD renderings and corresponding 
assembly of the test unit can be seen in Figures 2.4 through 2.9. 
 





















Figure 2.6: Nose View AutoCAD Sketch 
 
 





Figure 2.8: Side View AutoCAD Sketch 
 
 




2.3 Experimental Design and Procedure 
An experimental crop growth period was necessary in order to accurately assess the 
performance of the NFT system design. Therefore, Burpee Butter Bowl lettuce was 
grown from seeds and then transplanted into the NFT system over a period of 36 days. 
Three consecutive lettuce growth cycles, now referred to as Cycle 1, Cycle 2, and Cycle 
3, were carried out over a period of roughly three months, from March 10, 2016, to May 
27, 2016. Throughout each cycle, electricity use from lighting, pumping, and air 
circulation components in the test unit were monitored continuously using a Kill-A-Watt 
® watt meter, one meter per component. At the end of each 36-day cycle, lettuce plants 
were harvested and total fresh mass from each harvest was recorded using the Ohaus 
Explorer Pro balance. Test unit power requirements from each component, recorded in 
kilowatts, and resulting mass from each harvest, recorded in grams, defined base units for 
the experimental system CPE term.  
The growth procedure for lettuce involved planting seeds in moist Rapid Rooter ® 
grow plugs, a soilless medium made from peat moss and other organics. Two trays of 50 
grow plugs, for a total of 100 plugs, were placed under an American Fluorescent ballast, 
as described in Section 2.2, at a distance of three inches from the bulb surface. Each tray 
was filled with 0.25 to 0.50 gallons of water daily, which was absorbed easily by the 
sponge-like grow plug material. Once seedlings emerged, a mild nutrient solution was 
then added daily to each tray. A 24-hour photoperiod was used in the nursery, and an 18-




When ample seedling root growth through the bottom of the Rapid Rooter plugs 
was observed, seedlings were transplanted into the NFT trays using 2-inch net cups and 
Hydroton pebbles. Additionally, a full strength nutrient solution was mixed in the system 
reservoir using the General Hydroponics FloraSeries nutrient products.  Lettuce plants 
then grew in the NFT trays for the remainder of the 36-day growth period. The nutrient 
solution was monitored continuously using a Hanna Instruments combination meter to 
measure pH, electrical conductivity, parts per ton, and solution temperature. Though the 
general growth procedure was the same for each cycle, problems encountered during 
each growth period were assessed, and adjustments to the system design were made 
accordingly. These adjustments are reflected as differences in nutrient formula, water 
source, and pumping conditions between cycles and are summarized in Table 2.2.   
Table 2.2: Varying Conditions in Test Unit 
System 
Condition 




1 tsp FloraGro per 
1 gal water 
1 tsp FloraGro per 1 gal 
water 
0.5 tsp FloraMicro + 
0.5 tsp FloraGro + 0.5 





3 Tbsp FloraGro 
per 1 gal water 
1.5 tsp FloraMicro + 2 
tsp FloraGro + 0.5 tsp 
FloraBloom per 1 gal 
water 
1.5 tsp FloraMicro + 2 
tsp FloraGro + 0.5 tsp 




21 20 20 






four ¼ inch drip 
irrigation tubes 
Four 172 gallon/hour 
pumps, four ½ inch 
irrigation tubes 
Four 172 gallon/hour 






When each cycle was ready to enter the grow tray stage, 60 seedlings were selected 
for uniformity, based on number and size of leaves, and placed randomly into tray 
positions. The seedlings not included in the uniformity study were then placed into the 
remaining tray positions. By placing uniform seedlings randomly in the test unit, this 
allowed growth performance at each tray position to be assessed and any trends based on 
position to be identified. At the end of each cycle, each lettuce head was weighed on a 
fresh weight basis. The test unit was then cleaned out using water and a mild bleach 
solution in preparation for the next set of seedlings to be transplanted from the nursery 
into the main unit. The General Hydroponics nutrient feed chart and additional images of 
the test unit assembly and plant management can be found in Appendix A.  
Results from total mass harvested and power consumed in the test unit during each 
cycle are presented in Chapter 4. Though the test unit allows observations and 
improvements to be made to the interior components of the MHSC design, a large portion 
of the energy requirement is not represented. The heating, cooling, and ventilation 
(HVAC) components that would be necessary to control the environment in the full scale 
MHSC are not represented in the test unit space, due to differences in the structural 
building envelope between the test unit space and MHSC. Therefore, a theoretical model 
of total MHSC system energy loads was created in order to fully assess the energy 




CHAPTER 3. MHSC ENERGY MODELING METHODS 
3.1 Theoretical Energy Modeling Components 
Five major active systems consume energy in the MHSC: lighting, pumping, 
ventilation, heating, and cooling. Other electrical systems such as automated sensors and 
data collection equipment were not considered in the MHSC energy model, as they were 
not integrated into the preliminary design.  Electricity use from lighting, pumping, and 
ventilation was determined by sizing each component according to optimal 
environmental conditions for lettuce growth. Optimal system factors, listed in Table 3.1, 
were assigned based on recommendations from Brechner and Both (n.d.), Hanan (1998), 
and Resh (1978). Equipment was then sized to fulfill the requirements of the 
environment. The manufacturer specifications, including equipment wattage and 
designated running time for each component, are listed in Table 3.2.  
Table 3.1: Optimal Environmental Conditions for Hydroponic Lettuce Growth 
System Factor Optimal Conditions 
Air Temperature Day: 68°F  
Night: 59°F 
Humidity 60% Relative Humidity 
Photosynthetically Active 
Radiation (PAR) 
Nursery: 22 mol/m2/day 
Grow Trays: 17 mol/m2/day 
Photoperiod Nursery: 24 hours/day 
Grow Trays: 18 hours/day 




Table 3.2: Lighting, Pumping, and Ventilation Design Specifications 
 Lighting Pumping Ventilation 
















48.5”L x 6.25” W x    
    2.125” H 
120 Volts 
T8 Fluorescent Bulbs  
3.94” L x 5.12” W x   
   3.94” H 
120 Volts 
172 gallons/hour 
20.5” x 20.5”  
   opening 
115-230 Volts 
3050 ft3/min 
Wattage 64 W 9.5 W 115 W 
Time in Use 
Main Plot: 18 hours/day 
Nursery: 24 hours/day 
24 hours/day Dependent on 
outdoor 
temperature  
(See Table 3.5) 
 
Of the five active systems in the MHSC, only lighting and pumping systems were 
able to be monitored during test unit growth cycles. HVAC systems installed in the test 
unit space are not representative of conditions in the MHSC, since the structural building 
envelope of the test unit space is characteristic of a large mixed use warehouse, rather 
than a metal shipping container. Space heating makes up a significant portion of energy 
use in all types of buildings, accounting for more than 25% of energy consumed in 
commercial spaces in the United States (Westphalen & Koszalinski, 1999). Therefore, it 
was imperative that estimates of HVAC energy consumption be representative of the 




3.2 System Energy Balance 
To calculate the HVAC requirements necessary for maintaining optimal day and 
night air temperatures, thermodynamic heat transfer concepts were applied to the 
structural design of the MHSC. All sources of heat gain and loss in the shipping container 
were considered throughout a theoretical design year, and then an energy balance was 
applied to the system to determine values for hourly heating and cooling loads. The 
shipping container boundary served as the control volume, and Lafayette, Indiana, was 
used as the shipping container location in the energy balance. Hourly temperature and 
solar radiation data collected at Throckmorton Purdue Agricultural Center (Station ID: 
TPAC) by the Indiana State Climate Office (ISCO) from 2005 to 2014 were used to 
define exterior environmental conditions in the model. For each hour, temperature and 
solar radiation values from the ten-year collection period were averaged to create a 
design year of hourly values. Once average values for each hour were obtained, a steady-
state sensible energy balance was applied to the system based on the concept map in 





Figure 3.1: Principle Sources of Heat Gain in Nonresidential Structures  
 
 







Sources of heat gain in the MHSC included:  
? Conduction through the walls, floor, and roof  
? Ventilation air inlet and outlet 
? Mechanical heat gains from lighting  
? Heat load delivered by HVAC equipment 
Sources of heat loss included: 
? Conduction through the walls, floor, and roof 
? Ventilation air inlet and outlet 
? Conversion of sensible heat to latent heat during evapotranspiration 
? Cooling load, or heat load removed, by HVAC equipment 
Of the sources listed above, heat gains and losses from conduction, ventilation, 
evapotranspiration, and mechanical sources could be determined using heat transfer 
equations and environmental data gathered from the ISCO, which left the heating and 
cooling load as the main unknown in the energy balance. Since the control volume was 
assumed to be in a steady state condition, heat gains were set equal to heat losses to 
determine the unknown heating and cooling load. In the energy balance, heating and 
cooling were considered as one variable (Qcool), thus a negative cooling load denoted 
when added heat was necessary in the system. Variables and equations used for the 
steady state energy balance of the MHSC control volume are defined in the following 
equations (Albright, 1990).  
??????? ? ????? ? ????? ? ??? ? ??????? ? ????? ? ?????  [Equation 3.1] 




In Equation 3.1, heat gains are on the left hand side of the equation, while heat losses 
are on the right side. Equation 3.2 shows the final form of the energy balance in which all 
terms on the right hand side are known. Structural and ventilation components were 
considered as both heat gains and losses, since these terms depend on exterior conditions, 
which varied throughout the design year. The mechanical component was always 
considered a source of heat gain, and evapotranspiration was always considered as a 
source of heat loss. 
To find the hourly cooling value throughout the design year, each component on the 
right hand side of Equation 3.2 was determined at hourly intervals. The sum of all four 
components at each hour comprised the cooling load. The structural component (Qstruct) 
was solved by using conductive heat transfer calculations which incorporated the thermal 
conductivity, surface area, and incident solar radiation of each surface in the MHSC. The 





? ? ? ? ???????? ? ????   [Equation 3.3] 
??????? ? ???? ?
????
??
 [Equation 3.4] 
In Equation 3.3, R is the thermal resistance of building materials, A is the surface 
area, and Tin is the optimal interior air temperature. Tsolair in Equation 3.4 is used to 
determine the total heat gain through the exterior surface, since the exterior air 
temperature (Tout), the total incident solar radiation (IT), the building material absorptivity 
(α), and the convective heat transfer coefficient (ho) all play a role. The values for R and 
ho for each surface and other additional structural information can be found in Appendix 




Qvent was solved in a similar fashion, using Equation 3.5, in which ρ is the air density, 
V̇ is the volumetric flow rate of air, and Tout and Tin are the exterior and interior air 
temperatures, respectively (Albright, 1990). The varying air flow rates used throughout 
the design year, represented by V̇, are listed in Table 3.5.   
????? ? ???? ?
?
????
? ? ? ? ?? ? ????? ? ???? [Equation 3.5] 
Qmech can refer to any heat gain from mechanical equipment. However, since 
mechanical heating, cooling, and ventilation equipment was all considered separately in 
the energy balance, the only remaining mechanical components in the MHSC were lights 
and water pumps. Since water pumps in the system were submerged completely, all heat 
gain was assumed to dissipate into the nutrient solution. This left lighting systems in the 
MHSC as the only mechanical component defining Qmech, which was solved using 
Equation 3.6. W represents the total lamp power, Ful is the lighting use factor, and Fsa is 
the special allowance factor based on the type of lighting (Deru, Blair, & Torcellini, 
2005). Fluorescent lighting was used in the MHSC design, so a special allowance factor 
of 0.97 was assigned (ASHRAE, 2001).  
????? ? ? ? ??? ? ??? [Equation 3.6] 
Lastly, heat losses from evapotranspiration (QET) were calculated using the Priestley-
Taylor method for estimating evapotranspiration from an extensively wet surface under 
conditions of minimum advection (Sumner & Jacobs, 2005). The Priestley-Taylor 
method (Equation 3.7) was utilized in this case since plants in the MHSC would have 
adequate access to water and would be protected from strong winds indoors.  
?? ? ??? ? ? ?
???
? ? ? ??
?????












  [Equation 3.9] 
This method assumes hourly evapotranspiration (ET) is a function of temperature (T) 
and radiation (Rn). In Equation 3.7, Δ represents the saturation vapor pressure gradient, 
which is a function of temperature, and γ represents the psychrometric constant, which is 
a function of air pressure (P), latent heat of vaporization (lv), and specific heat of water 
(Cp) (Merwade, 2015), as detailed in Equations 3.8 and 3.9. Once hourly 
evapotranspiration was determined for interior day and night lighting and temperature 
conditions, the hourly heat loss was calculated using Equation 3.10, in which A is the 
surface area of the MHSC floor space where evapotranspiration occurs.  
??? ? ?? ? ? [Equation 3.10] 
After instantaneous heat gains and losses from Qstruct, Qvent, Qmech, and QET were 
determined for each hour of the design year, hourly values for Qcool could be calculated as 
well. These values, in Watts, represented the power requirement necessary to maintain 
the optimal interior temperature conditions at each hour of the design year. Knowledge of 
the maximum and minimum power requirements for heating and cooling the MHSC 
allows mechanical HVAC equipment to be properly sized for the space. However, the 
methods presented above assume that the final heating and cooling requirements depend 
on the instantaneous heat transfer through the control volume, meaning that all heat is 
gained or lost convectively and that there is no delay in the process. Since both the 
structural and mechanical components have heat gain from radiation incorporated into the 




taken into consideration. Therefore, the Radiant Time Series Method was applied to 
instantaneous hourly Qcool values to more accurately assess the maximum and minimum 
cooling loads in the MHSC. 
 
3.3 Application of the Radiant Time Series Method 
The Radiant Time Series (RTS) method was developed by the American Society of 
Heating, Refrigeration, and Air-Conditioning Engineers (ASHRAE) and is derived from 
the heat balance method. The purpose of the RTS method is to split sources of heat gain 
into convective and radiative components in order to more accurately represent the 
amount of heat gained during each hour over a 24-hour period. Sets of coefficients for 
various types of standard building materials and lighting installations were developed by 
ASHRAE using 24 response factors to represent the load delivered at each hour. Figure 
3.3 displays an overview of how the RTS method is applied to determine the hourly 
cooling loads in a space (Spitler, Fisher, & Pedersen, 1997). Steps outlined in green in 
Figure 3.3 were considered, since some of the components of the MHSC differ from a 
standard building energy load scenario. For example, the MHSC has no windows or other 
transparent surfaces, so solar heat gain does not contribute to the total cooling load. 
Additionally, during a standard crop production cycle, occupants would only need to 
enter the space for a limited amount of time for maintenance or cleaning between 





Figure 3.3: Overview of the RTS Method  
(Spitler, Fisher, & Pedersen, 1997) 
The first two steps of the RTS method are identical to the energy balance steps to find 
Qstruct, or conductive heat transfer through the MHSC structure, described in Section 3.2. 
Similarly, Steps 4 and 5 for determining lighting and equipment heat gains follow the 
same procedure as described for calculating Qmech. Step 3 introduces the use of hourly 
response factors, as total conductive heat transfer is calculated by applying a Conduction 
Time Series (CTS) to the instantaneous hourly loads. The ASHRAE Handbook of 
Fundamentals (2001) provided 35 different sets of predetermined conduction coefficients 
for various wall types and 19 for various roof types to be used for the CTS. Building 














predetermined coefficients in order to make the most appropriate choice for each surface 
in the MHSC. Wall Number 25 was used for the walls of the MHSC, Wall Number 2 for 
the floor, and Roof Number 1 for the roof. Since the MHSC is suspended from the 
ground by a chassis and trailer wheels, the floor was treated as another wall.  
Characteristics of each conduction time factor series are listed in Table 3.3.  
Table 3.3: Characteristics of Conduction Time Factors 
Characteristic Walls 
(Wall Number 25) 
Floor 
(Wall Number 2) 
Roof 
(Roof Number 1) 
Material 
Description 
200 mm LW CMU 
with fill insulation, 
gypsum board 
Metal wall panel, 
insulation board, 
gypsum board 





0.834 0.429 0.249 
Total R 1.2 2.3 4.0 
Mass (kg/m2) 107.1 20.9 26.7 
Thermal Capacity 
W/(m2K) 
26.9 5.4 7.3 
 
To apply the CTS to the instantaneous heat load values, Equation 3.11 was applied to 
hourly for each design day using a looping structure in Visual Basic.   
?? ? ?? ? ???? ? ?? ? ?????? ? ?? ? ?????? ? ?? ??? ? ??????? [Equation 3.11] 
The procedure calculates the heat gained at each hour by considering the heat load at 
each hour of the day and using the conduction coefficients as percentages of the total 
load. Qθ is the hourly conductive heat gain for the designated surface. Qi,θ is the 
instantaneous heat input for the current hour of the design day, while Qi,θ-n is the 
instantaneous heat input n hours ago. C0, C1, through C23 are the conduction time factors 
that make up the 24 hour series. Figure 3.4 demonstrates an example calculation for 





Figure 3.4: Conduction Time Series Example Calculation 
Applying this method by hand for a single design day is feasible, however, to 
calculate heat transfer values for an entire year requires considerable time and effort. 
Therefore, a macro in Microsoft Excel was created using Visual Basic in order to make 




CTS macro was applied to find total conductive heat transfer at each surface for each of 
the 365 design days.   
After heat transfer from structural, lighting, and equipment sources were determined, 
Step 6 in Figure 3.3 required that totals from each category be split into radiant and 
convective portions based on the recommendations in Table 3.4. 
Table 3.4: RTS Method Radiant and Convective Splits  
(ASHRAE, 2001) 
Heat Gain Source Radiant Heat (%) Convective Heat (%) 
Fluorescent lights, suspended, 
unvented 
67 33 
Conduction, exterior walls 63 37 
Conduction, exterior roofs 84 16 
Infiltration and ventilation 0 100 
 
The convective portion of each heat gain source was considered to be instantaneous 
heat gain, or converted into sensible heat with no time delay. The radiant portion was not 
instantaneously converted to sensible heat, and so a time delay series, similar to the CTS, 
was applied to each source (Spitler, Fisher, & Pedersen, 1997). Since ventilation has no 
radiant heat component, infiltration heat gains determined in Step 7 of Figure 3.3 are 
identical to ventilation heat gain described in Section 3.2. The radiant heat gains from the 
remaining three sources in the MHSC are converted to hourly cooling loads using radiant 
time factors. The process for radiant calculations is the same as the process used for the 
CTS and is summarized by Equation 3.12. The main difference between Equation 3.11 




conductive time factors. Qr,θ represents the radiant heat gain for the current hour, and Qr,θ-
n represents the radiant heat gain n hours ago (ASHRAE, 2001).    
???? ? ?? ? ???? ? ?? ? ?????? ? ?? ? ?????? ? ?? ??? ? ??????? [Equation 3.12] 
 
Equation 3.12 was used to create a similar Visual Basic program to apply the RTS 
method for each design day.  The ASHRAE tables listing the summary of radiant and 
conductive time factors, as well as Visual Basic macro codes for both series are found in 
Appendix C. After the radiant and convective heat gain portions for lighting, ventilation, 
and conduction were performed, the sum of all heat gain components represented the 
total hourly cooling load for the structure. Additionally, heat loss from evapotranspiration 
was also included in the final sum of all components and was considered an instantaneous 
value, or 100% convective. It is important to note that though the RTS method does not 
increase or decrease the total amount of heat gain over 24 hours, the peak load and time 
of peak load throughout the design day are affected. These maximum and minimum load 
values are important for cooling and heating the space effectively without oversizing the 




3.4 Determination of the Baseline Total Energy Load for MHSC Operation 
All active power systems in the MHSC run on electricity. Therefore, to determine the 
baseline total energy load for operating the MHSC, the total amount of electricity (in 
kilowatt-hours) for each component was determined based on the number of hours each 
component was in use during a theoretical growth cycle. Again, the components 
considered in this total energy load were heating, cooling, ventilation, lighting, and 
pumping. Heating and cooling energy loads were determined through the RTS method 
presented in Section 3.3. Ventilation energy loads were determined based on the exterior 
temperature at each hour and recommended greenhouse ventilation air change rates. 
Lastly, lighting and pumping energy loads were determined by the operating schedule 
and rated wattage for each component. Adding all of these individual energy loads 
together gave the total system energy load at each hour for a full design year.  
Heating and cooling contributed most significantly to the total energy load throughout 
the design year. As described in more detail in Section 3.3, the ASHRAE RTS Method 
was used to calculate the hourly cooling load. Applying this method provided a set of 
8760 hourly cooling values for the design year, in which ‘heating’ was designated by a 
negative cooling load value. These values represented the amount of power required to 
maintain optimal interior temperatures at any point during the design year, and so the 
absolute value at each hour was summed to give the total heating and cooling 
requirement for the entire year.  
Next, ventilation equipment was sized based on air exchange rates in relation to 




recommendations used for greenhouse plant growth. Winter conditions were designated 
as any temperature less than 30 °F, while summer conditions were designated as any 
temperature above 70 °F. Between these two extremes, temperatures in spring and fall 
can vary greatly, so an incremental step based on temperature was used to determine the 
number of air changes per hour. In the winter, the main function of ventilation is to keep 
interior relative humidity below 70% to prevent leaf mold and stem rot. High humidity 
can also cause fungus and mold to grow, which can pose issues for cleanliness and 
maintenance within the space. In summer, the main function of greenhouse ventilation is 
to maintain lower interior temperatures and provide continuous air circulation for 
effective plant transpiration (Buffington, Bucklin, Henley, & McConnell, 1987).  
Table 3.5: MHSC Baseline Ventilation Rates 
Exterior Temperature (°F) Air Changes per Hour Air Exchange Rate (cfm) 
< 30 3 141 
30 – 40  6 282 
40 – 50  12 565 
50 – 60  24 1130 
60 – 70  48 2260 
> 70 60 2830 
 
A ventilation fan was sized based on the listed air exchange requirements, and then 
the rated wattage was multiplied by the number of hours the fan was in operation to find 
the ventilation energy load. The method presented here summarizes the baseline 




MHSC space are greatly increased due to large air exchange rates. Alternatives for 
reducing air exchange rates and energy costs for this baseline method are analyzed in 
Chapter 5.  
Lastly, the rated wattages from lighting and pumping components installed in the test 
unit were multiplied by the daily equipment operation schedules. All pumps and four 
nursery lights were operational 24 hours per day, while the remaining grow plot lights 
were operational 18 hours per day. Also, daily lighting and pumping operation schedules 
were the same for each day of the design year. The daily power requirement for these two 
components was summed over the entire design year to determine the lighting and 
pumping energy load.  
Results from the full system MHSC energy load for each month of the design year, as 
well as energy use from lighting and pumping systems in the test unit, are presented in 
Chapter 4. Comparison of theoretical interior power requirements and experimental test 
unit power requirements are presented in Chapter 5. Additionally, an analysis of baseline 





CHAPTER 4. RESULTS 
4.1 Test Unit Lettuce Production Results 
In this chapter, results are presented from lettuce production in the test unit as well as 
from theoretical energy load calculations. As described in Section 2.3, the three cycles of 
lettuce growth occurred over the period from March 10, 2016 to May 27, 2016. Each 
cycle was 36 days with the exception of Cycle 2, in which plants were harvested after 28 
days. The early harvest occurred in order to prevent the onset of Pythium, commonly 
known as root rot (Penn State University Extension, 2016), due to an unidentified 
contaminant that began adhering to some roots and causing suffocation on day 25 of 
Cycle 2. The following figures display images of lettuce progress during each cycle, first 





Figure 4.1: Cycle 1 Nursery Stage (March 28, 2016) 
 
Figure 4.2: Cycle 1 Day of Transplant (March 31, 2016) 
 





Figure 4.4: Cycle 2 Nursery Stage (April 15, 2016) 
 
Figure 4.5: Cycle 2 Day of Transplant (April 20, 2016) 
 





Figure 4.7: Cycle 3 Nursery Stage (May 7, 2016) 
 
Figure 4.8: Cycle 3 Day of Transplant (May 11, 2016) 
 




From a visual standpoint, it is easy to discern that nursery seedlings during Cycle 2 
and Cycle 3 had overall larger leaf areas and greater turgor in both stems and leaves than 
Cycle 1 seedlings. Seedlings from all cycles appear roughly the same size at the 
transplant date, but the largest difference can be seen at each harvest date. Cycle 2 plants 
are obviously smaller than Cycle 1 or Cycle 3 since they were not allowed to grow for the 
full 36-day cycle. Also, Cycle 3 plants are visually the largest though they grew for the 
same number of days as Cycle 1. Visual size and appearance of plants in each cycle can 
most likely be attributed to the production differences between each cycle, summarized 
previously in Table 2.2. 
Regarding lettuce production values, nursery germination rates for each cycle are 
presented in Table 4.1, and final fresh weight yields are presented in Table 4.2. Columns 
A, B, C, and D in Table 4.2 represent the four grow trays in the test unit. Tray A housed 
21 plants, while Trays B, C, and D housed 20 each. Each cycle produced adequate 
amounts of germinated seedlings, as the test unit could only hold 81 plants during each 
cycle. Fresh weight yields confirmed visual observations in that Cycle 3 produced the 
largest total fresh weight, Cycle 1 the second largest, and Cycle 2 the smallest.   
Table 4.1: Grow Cycle Germination Rates 
Cycle Number of Seeds 
Germinated 
Cycle 1 88 
Cycle 2 95 






Table 4.2: Grow Cycle Lettuce Yields  
Cycle A (grams) B (grams) C (grams) D (grams) TOTAL 
(grams) 
Cycle 1 414.3 134.1 141.0 229.9 919.3 
Cycle 2 67.5 59.9 74.1 67.5 269.1 
Cycle 3 615.2 686.8 623.9 686.2 2612.2 
 
Additionally, throughout lettuce production, electricity consumption was monitored 
continuously from lighting, pumping, and air circulation components. Figures 4.10, 4.11 
and 4.12 display daily electricity consumption from each component over the three-
month growth period in the test unit. The overlapping blue, yellow, and red colors 
indicate the beginning and end of each of the three grow cycles.  
 






Figure 4.11: Pumping Electricity Consumption 
 
 





The timeline of each cycle overlapped slightly over the three-month period, and so 
lighting electricity use in Figure 4.10 is the highest during overlapping nursery and tray 
growth. For example, between March 31 and April 15, Cycle 1 plants grew in the main 
plot at the same time that Cycle 2 seedlings were growing in the nursery. Therefore, 
lighting electricity consumption reflects the use of six main plot lights for 18 hours per 
day, as well as one nursery light for 24 hours per day. The lowest points of electricity 
consumption from lighting occurs when only the nursery light was in use. For example, 
between April 15 and April 20, Cycle 1 plants had already been harvested so the main 
plot lights were not in use, but Cycle 2 seedlings were still growing in the nursery.  
Pumps were only in use when plants were placed in the main plot, so during periods 
of nursery growth only, pump electricity consumption was zero. Additionally, during 
Cycle 1, only one pump was used to deliver the nutrient solution to all four trays, as 
explained in Section 2.3. Therefore, pump electricity consumption for Cycle 1 from 
March 31 to April 15 is much lower than consumption during Cycle 2 and 3.      
Air circulation was carried out using an 18-inch box fan that ran continuously 
throughout all growth cycles. Variations in fan electricity usage were mainly due to 
increasing fan speed when air temperatures in the test unit space were higher than 
optimal. Though electricity use from a box fan does not reflect electricity use of a full 
size ventilation system in the MHSC, usage was monitored for consistency.   
Lastly, total electricity consumption for all three components during the three-month 
growth period is summarized in Table 4.3. Lighting is by far the largest consumer of 
electricity. The pumping component uses the least energy because it has a smaller power 




only turned for part of the growth cycle. A comparison of empirical electricity usage in 
the test unit and theoretical usage in the MHSC is presented in Chapter 5  
Table 4.3: Total Test Unit Electricity Consumption 




Air Circulation 135.0 
 
4.2 RTS Method Cooling Load Results for MHSC Thermal Control 
The theoretical cooling load at each hour of a design year was calculated using the 
Radiant Time Series Method, described in detail in Section 3.3. The results from each 
component that make up the total cooling load are summarized in Figures 4.14 through 
4.17. Each figure displays the 24 hour cooling load for the 15th day from four months of 
the design year, in order to give an indication of which components have the greatest 
effect on the daily cooling load during each season. Additionally, daily cooling loads for 
the remaining months not presented in this section can be found in Appendix D. For this 
study, winter months are January, February, and December; spring months are March, 
April, and May; summer months are June, July, and August; and fall months are 
September, October, and November. Positive heat transfer values, or heat gain, denote a 
cooling requirement, while negative heat transfer values, or heat loss, denote a heating 




sources are depicted in colored bars, while the total resulting cooling load is represented 
by a dashed red line as denoted in Figure 4.13.   
 
 
Figure 4.13: Cooling Load Legend
 






Figure 4.15: April 15 Cooling Load 
 






Figure 4.17: October 15 Cooling Load 
The variation in both amount and source of the hourly cooling load throughout each 
day presented can be observed in Figures 4.14 through 4.17. Since the shipping container 
walls served as the boundary for the original energy balance, the structural and 
ventilation terms represented heat fluxes across the boundary, while the lighting and 
evapotranspiration terms represented changes in heat storage within the system. The 
addition of heat across the system boundary along with the changes in storage within the 
system are drivers for the change of sensible heat in the MHSC. The change in sensible 
heat, or a measurable change of the interior air temperature, determines the amount of 
cooling or heating power needed to maintain the optimal interior conditions discussed in 
Section 3.1.  
Of the four components, structural and ventilation heat transfer have the largest 




on exterior environmental conditions. Additionally, lighting and evapotranspiration 
depend solely on interior conditions and plant growth schedules, and therefore, these 
values are the same for every 24-hour period throughout the design year. In general, 
lighting contributes less to the overall cooling load than either structural or ventilation 
components. Evapotranspiration is the smallest component of latent heat storage in every 
case.  Other important points to consider from these figures are the observed peak load 
and time to peak load for each 24-hour period. The peak daily cooling load observed is 
helpful for sizing heating and cooling equipment to be installed in the MHSC. In this 
model, the maximum cooling load denotes the largest cooling requirement, and the 
minimum, or most negative, cooling load denotes the largest heating requirement.  
In order to provide another perspective on how cooling loads are distributed in each 
month, Table 4.4 displays the percentage that each component makes up in terms of 
baseline heat gained or heat lost by ventilation and structural components, and as heat 













Table 4.4: Component Contributions to Baseline Heat Gains and Losses 
Month 
Contribution to Monthly Heat Loss or 
Storage (%) 
Contribution to Monthly Heat Gain or 
Storage (%) 
Structural Ventilation ET Structural Ventilation Lighting 
Jan 68.7 30.0 1.3 0.0 0.0 100.0 
Feb 66.6 32.0 1.3 0.0 0.0 100.0 
Mar 46.5 52.1 1.4 0.0 0.0 100.0 
Apr 27.0 71.1 1.8 0.0 0.4 99.6 
May 15.3 80.7 3.9 9.3 49.9 40.8 
June 1.9 82.2 15.9 13.1 71.2 15.7 
July 0.3 77.1 22.7 13.3 73.1 13.6 
Aug 1.6 83.6 14.8 12.8 71.7 15.5 
Sept 13.0 81.5 5.5 9.5 59.3 31.2 
Oct 29.2 68.8 1.9 0.4 8.0 91.7 
Nov 45.2 53.4 1.4 0.0 0.0 100.0 
Dec 64.0 34.7 1.3 0.0 0.0 100.0 
 
Several observations can be made from the values presented in Table 4.4. First, it is 
important to note that for five of the design months, January, February, March, 
November, and December, lighting is the only component that contributes to energy 
stored as heat within the MHSC space. Also, in winter months, the structural component 
contributes over 60% to monthly system heat lost to the exterior. Conversely, in summer 
months, the ventilation component accounts for over 70% of heat gain from exterior air 




there are no transparent windows or glazing installed in the MHSC. The large percentage 
of heat loss due to ventilation that also occurs in the summer can be observed in Figure 
4.16 for the month of July. Though the majority of these 24-hour periods require cooling, 
hours five through nine have increased amounts of heat loss from ventilation, as early 
morning hours are typically the coldest period for summer days. 
The total heating and cooling power requirements determined by the baseline model 
are presented in Table 4.5 and Figure 4.18 on the following pages. Table 4.5 breaks down 
the total thermal power requirement into heating and cooling categories and provides the 
percent contribution to the total for each category. Figure 4.18 then provides a graphical 





Table 4.5: Total Monthly Baseline Power Requirements for Temperature Control 
Month Heating Requirement 
kW (% of total) 
Cooling Requirement 




Jan 4727.3 (100) 0.0 (0) 4727.3 
Feb 4199.2 (100) 0.0 (0) 4199.2 
Mar 4185.1 (100) 0.0 (0) 4185.1 
Apr 2966.5 (99.7) 7.7 (0.3) 2974.3 
May 1218.4 (39.9) 1833.5 (60.1) 3051.9 
June 164.8 (2.7) 5980.0 (97.3) 6144.8 
July 67.3 (0.9) 7202.4 (99.1) 7269.6 
Aug 183.8 (2.9) 6261.5 (97.1) 6445.3 
Sept 801.75 (23.2) 2652.01 (76.8) 3453.76 
Oct 2874.0 (94.5) 168.0 (5.5) 3042.0 
Nov 4106.4 (100) 0.0 (0) 4106.4 
Dec 4590.6 (100) 0.0 (0) 4590.6 
Yearly 
Total 






Figure 4.18: Total Monthly Baseline Power Requirements for Temperature Control 
System requirements presented in Table 4.5 and Figure 4.12 summarize the baseline 
heating and cooling power necessary to maintain optimal plant growth temperatures year-
round inside the MHSC. These total monthly values correspond with heat gain and loss 
information presented in Table 4.4. As a result, five months of the year require only 
heating power, and the remaining seven months require a combination of heating and 
cooling power. April has the smallest thermal power requirement at 2974.3 kW, 
comprised of 99.7% heating power, and July has the largest requirement at 7269.6 kW, 
99.1% of which is cooling power. 
In addition to energy required for thermal control in the MHSC, energy is also 
required to operate the ventilation, lighting, and pumping systems throughout plant 
growth cycles. These four categories are presented together in the next section in order to 




4.3 Baseline Total Energy Consumption Results for Full MHSC Operation 
The four components that consume electric energy in the MHSC include heating and 
cooling (considered together), ventilation, lighting, and pumping. Methods for computing 
the total daily energy consumption of each of these components are detailed in Section 
3.4. In Figure 4.19, the baseline total electric energy load is broken down visually into the 
four components for each month of the design year. Additionally, Table 4.6 summarizes 
the same monthly energy requirements numerically, in terms of kilowatt-hours of 
electricity consumed each month. 
 




Table 4.6: Baseline Monthly Electricity Usage by Category 








Jan 4727.3 5.0 1047.6 113.1 
Feb 4199.2 4.9 946.2 102.1 
Mar 4185.1 14.4 1047.6 113.1 
April 2974.3 30.8 1013.8 109.4 
May 3051.9 56.0 1047.6 113.1 
June 6144.8 70.6 1013.8 109.4 
July 7269.6 73.9 1047.6 113.1 
Aug 6445.3 72.6 1047.6 113.1 
Sept 3453.8 59.3 1013.8 109.4 
Oct 3042.0 35.0 1047.6 113.1 
Nov 4106.4 14.4 1013.8 109.4 
Dec 4590.6 6.2 1047.6 113.1 
Yearly 
Total 
54190.2 443.2 12334.1 1331.5 
Heating and cooling energy is the main contribution to the total energy load each 
month, followed by lighting, then pumping, and lastly ventilation. As stated previously, 
lighting and pumping electricity requirements operate on the same 24-hour cycle for each 
day of the design year. Therefore, any differences between monthly requirements for 
these two components correspond with the number of days in each month. Ventilation 




Monthly ventilation requirements correspond with the number of hours the exhaust fan is 
operational during each design day, which is determined by exterior temperatures. 
Considering the total yearly electricity consumption values at the bottom of Table 
4.6, heating and cooling account for 79 percent of total energy, followed by lighting at 18 
percent, pumping at 2 percent, and lastly ventilation at 1 percent of the total. As 
temperature control makes up nearly 80 percent of the total electricity consumed 
throughout the design year, this is the most important factor to be improved in the MHSC 
operational design.  
As determined from results in Section 4.2, heat gains and losses in the MHSC stem 
primarily from heat transfer due to structural and ventilation elements. Therefore, the 
goal of improving the MHSC CPE can be achieved by increasing the thermal efficiency 
of the system. Decreasing structural heat loss and ventilation heat gain would allow the 
system to maintain optimal plant growth temperatures with less energy dedicated to 
thermal control. Scenarios for improving the design and operation of structural and 




CHAPTER 5. ANALYSIS AND DISCUSSION OF RESULTS 
5.1 Comparison of Empirical and Theoretical Energy Use for Test Unit Components 
In order to assess the accuracy of the MHSC energy model in predicting energy 
used for plant growth components, comparisons were made between experimental and 
theoretical energy use for lighting and pumping components. Both of these components 
were measured daily in the test unit throughout the three-month experimental growth 
period and provide a sense of the actual energy consumption used to operate one of four 
plots to be installed in the MHSC.  
In the model, daily energy values for lighting and pumping were constant 
throughout the design year, as a main assumption of the model is that each grow plot runs 
continuously throughout a year of production. During production in the test unit, there 
were periods of continuous, 24-hour operation during each cycle, but there were also 
periods of down time for maintenance, cleaning, or transitioning to the next cycle. During 
these transitory periods, the box fan and nursery lighting ran continuously to provide 
lighting and air flow for seedlings, but the rest of the test unit was idle, as no plants were 
growing. These transitory periods were taken into consideration when comparing 




entire three-month period, including transition days, was compared to the theoretical 
usage for both lighting and pumping and is displayed in Figure 5.1. 
 
Figure 5.1: Theoretical and Experimental Lighting and Pumping Electricity Usage 
Theoretical electricity values for lighting and pumping were the same for each 24-
hour period in the model, 8.4 kWh and 0.91 kWh, respectively. These values are 
displayed as dashed lines in Figure 5.1, while experimental data are displayed as points. 
It is easy to discern that during periods of transition or nursery plant growth only, such as 
the period between April 28 and May 10, the theoretical model values do not reflect the 
energy consumption data that were recorded in the test unit. Therefore, theoretical values 






Figure 5.2: Theoretical and Experimental Electricity Usage during Full Unit Operation 
Though there are still variations between the theoretical and experimental energy 
consumption, it is easier to see the similarities between experimental and theoretical 
system usage when the test unit is fully operational. For each cycle, the average daily 
electricity consumption, as well as the percent error, was calculated for both lighting and 
pumping components. Table 5.1 shows the experimental daily averages for each cycle, 
and Table 5.2 displays the calculated percent error between the theoretical and 
experimental values for each case. Cycle 1 values were considered from March 31 to 








Table 5.1: Average Daily Experimental Electricity Use 
Component Cycle 1 (kWh) Cycle 2 (kWh) Cycle 3 (kWh) 
Pumping 0.09 0.46 0.49 
Lighting 9.1 6.8 6.0 
 
Table 5.2: Percent Error: Average Daily Experimental and Theoretical Energy Use 
Component Cycle 1 (%) Cycle 2 (%) Cycle 3 (%) 
Pumping 89.8 49.4 46.6 
Lighting 8.2 20.1 29.0 
 
The percent error for pumping energy consumption in Cycle 1 was nearly double 
the error for Cycles 2 and 3. This is explained by the difference in pumping configuration 
used in the first cycle as compared to the second and third cycles, defined previously in 
Table 2.2. Since pumping power was increased for the second and third cycles, the model 
reflects these values better than in the first cycle. However, the error between the model 
and the daily experimental averages is still quite high for the second two cycles, nearly 
50%. Regarding lighting, the percent error for all three cycles is much lower than the 
pumping component error. The larger error in Cycle 3 is most likely due to the absence of 
a nursery light during production. Since it was the last of three production cycles, no 
more seedlings were being grown in the nursery and so only the six main test unit lights 
were operational.  
It is also worth noting other sources of error that may have contributed to the values 




were calculated using the rated manufacturer’s wattage of the components that were 
installed in the test unit. Though the manufacturer value should be reflective of the actual 
power consumption during equipment operation, there is also a possibility that these 
values include errors. Also, regarding experimental data collection, the Kill-A-Watt watt 
meter used to record electricity consumption for each component was incapable of 
displaying decimal places for values above 100 kWh, affecting the precision of data 
collected. Further monitoring of electricity consumption using more precise data 
collection equipment is suggested in order to provide a more rigorous examination of the 
model’s accuracy in predicting energy consumption of test unit components.  
Despite errors encountered, it is also important to recall that lighting and pumping 
components together only make up 20 percent of the baseline energy consumption of the 
model. Though there is room for improvement in predicting consumption of these two 
components, a more pressing issue is the improvement of the MHSC structural and 
ventilation design. As discussed in Section 4.3, energy for thermal control makes up 79 
percent of the baseline consumption, calculated at 54,200 kWh per year in the model. 
Scenarios for decreasing this large consumption value are presented in the following 




5.2 Analysis of Scenarios for Improved MHSC Thermal Efficiency 
The total energy used to maintain the indoor environment in the MHSC varies 
based on the time of year and the corresponding exterior temperature. Among the four 
main system components, heating and cooling requirements made up nearly 80 percent of 
the total energy used throughout the year in the baseline model. Therefore, the most 
straightforward and beneficial method for reducing overall system energy use is to focus 
on increasing the thermal efficiency of the space. As the results in Section 4.2 revealed, 
structural heat losses and ventilation heat gains were the main contributors to the 
subsequently large heating and cooling loads. To estimate possible reductions to the 
baseline values, three alternative design strategies were explored, described below. 
? Scenario 1: Replace all extruded polystyrene (XPS) rigid foam insulation with 
closed-cell spray polyurethane (SPF) foam on all surfaces, including roof and 
floor, thereby increasing the insulation R-value from 5.0 to 6.25 (Martin, 2014).  
? Scenario 2: Decrease ventilation air change rates as described in Table 5.3 
? Scenario 3: Combine Scenarios 1 and 2 to both improve insulation material and 









Scenario 2 Ventilation 
(air changes/hour) 
< 30 3 3 
30 – 40  6 4 
40 – 50  12 5 
50 – 60  24 6 
60 – 70  48 8 
> 70 60 12 
Regarding Scenario 1, the insulation R-value denotes the material’s thermal 
resistance. SPF insulation not only has a higher resistance to conductive heat transfer than 
XPS insulation, but it also provides a continuous moisture barrier due to the high density 
of cells used in the foaming agent (U.S. Department of Energy, n.d.). Installing SPF 
insulation on all six surfaces of the MHSC reduces structural heat loss due to the higher 
thermal resistance of the system.  
In Scenario 2, ventilation rates at high temperatures were significantly reduced to 
avoid unnecessary heat gains. In greenhouses, ventilation rates are based on temperature 
control due to solar heat gains through the glass material (Albright, 1990, p. 200). The 
MHSC has no transparent surfaces, so solar heat gain is eliminated, and the primary 
function of ventilation becomes humidity control. However, in winter, the minimum 
recommended greenhouse ventilation rate is three air changes per hour. A lower rate 
could cause excessively high humidity as well as low carbon dioxide levels, both of 




function of the MHSC is plant production, maintaining greenhouse ventilation 
recommendations in the winter ensures adequate humidity and carbon dioxide for 
successful plant growth.   
Scenario 3 combines the effects of improved insulation and reduced ventilation 
rates and results in the largest increase in thermal efficiency as compared to the baseline. 
The energy load required for full system operation is depicted in Figure 5.3 for each 
scenario. Additionally, the percent decrease in monthly energy consumption for each 
scenario as compared to the baseline is presented in Table 5.4.  
 






Table 5.4: Percent Decrease in Monthly Energy Consumption from Baseline   
Month Scenario 1 Scenario 2 Scenario 3 
Jan 40.4 3.4 43.8 
Feb 39.1 5.1 44.3 
Mar 27.1 26.7 53.8 
Apr 15.0 47.8 61.0 
May 6.7 45.9 51.0 
Jun 6.4 50.1 56.9 
Jul 6.7 51.4 58.6 
Aug 6.1 50.6 57.3 
Sep 5.3 46.9 51.1 
Oct 15.4 44.7 58.5 
Nov 26.4 28.3 54.8 
Dec 37.6 7.7 45.3 
Yearly 
Total   
18.7 34.8 53.2 
Each scenario is successful in reducing energy consumption for every month of 
the design year. Scenario 1 shows larger decreases in consumption during winter months, 
and Scenario 2 reduces consumption more in summer months, as is expected from the 
stated goals of these alternative designs. Combining both design strategies in Scenario 3 
is most effective by decreasing the total yearly energy consumption from the baseline 
68,300 kWh to 31,900 kWh. This yearly usage can be equated to about 90 kWh of 
electricity use per day, if the system is assumed to be operational every day of the year. 
This daily usage value is comparable to the Freight Farms Leafy Green Machine, which 
uses 80 kWh per day (LGM Features, n.d.). Using the design choices in these scenarios 
as a guide for MHSC construction and assembly will ensure the final MHSC product is 
thermally efficient. Improving the thermal performance of the system will decrease the 




However, energy consumption only accounts for half of the CPE term. The 
amount of lettuce produced is equally as important to analyze when considering overall 
performance of the MHSC. Commercial shipping container units like the Leafy Green 
Machine, though comparable to the MHSC in overall energy usage, utilize automated 
carbon dioxide, temperature, and humidity sensors to optimize system conditions. 
Continuous monitoring of the interior atmosphere along with regulated solution nutrient 
and pH dosing creates an ideal environment for consistently high yields (LGM Features, 
n.d.). Even if energy consumption in the MHSC design is successfully reduced, fresh 
weight yield results from Chapter 4 demonstrated a persistently low production rate for 
all cycles. Therefore, plant production performance during each lettuce growth cycle is 
analyzed in the next section, and strategies for CPE improvement are discussed.  
 
5.3 Analysis of NFT Test Unit Plant Production Performance 
Growing plants successfully in the NFT Test Unit required the manipulation of the 
five Cardinal factors of plant growth: lighting, water, nutrients, temperature, and 
atmosphere (Mitchell, 2012). The primary function of the MHSC is to grow quality 
produce that is able to be sold or distributed to a local community for consumption, and 
so success of lettuce production needed to be considered in order to assess where design 
improvements were needed as well as to determine a final system CPE value.  After each 
production cycle, lettuce samples were cut at the base and weighed individually on a 




considered the best measures of lettuce production success, since vegetables purchased in 
grocery stores by consumers are priced either by weight or by number. A hypothetical 
market or store would therefore want to sell produce that is both large and uniform 
enough to provide consumers a quality selection of food items to choose from.  
First, to analyze the distribution of fresh weights of all 81 samples for each growth 
cycle, a box plot was created using Minitab, displayed in Figure 5.4. The plot gives a 
visual sense of the differences between maximum, minimum, and median fresh weights 
for each cycle, as well as any outliers.
 
Figure 5.4: Distribution of Sample Fresh Weight for Cycles 1, 2, and 3 
From the boxplot in Figure 5.4, it can be observed that only Cycle 1 has any 
outliers and has some variation between the maximum and minimum plant weight. On 
the other hand, Cycle 2 has the least variation and Cycle 3 has the most. Additionally, the 

























median weight in Cycle 3 is substantially higher than either of Cycles 1 or 2. To get a 
better sense of which variations occurred in relation to sample position in the test unit, the 
average fresh weights in each tray as well as for the total cycle are displayed in Table 5.5. 









Plot Total  
(grams) 
Cycle 1 19.7 6.7 7.0 11.5 11.3 
Cycle 2 3.2 3.0 3.7 3.4 3.3 
Cycle 3 29.3 34.3 31.2 34.3 32.2 
From Table 5.5 and Figure 5.4, variation of fresh weights between trays in 
individual cycles as well as between all three cycles can be observed. Also, outliers in 
Cycle 1 noticeably skew the plot total average weight to be higher than the median 
weight displayed in Figure 5.4 by about five grams. Considering the average weights per 
head in Table 5.5 as well as the total fresh weight produced listed in Table 4.2, the 
production rate in all three cycles is much lower than commercial standards. Hydroponic 
lettuce producers in Hawaii aim to yield 300 grams per square foot (Valenzuela, Kratky, 
& Cho, 1996), and the largest overall yield, Cycle 3, only reached 20 percent of this 
target fresh weight. According to University of Illinois Extension (n.d.), butter lettuce 
weighs typically four to eight ounces (110 to 230 grams) at harvest, but again, the 
average weights per head in all cycles were much lower than this target amount.  
Design components that could be contributing to this irregular, low production rate 
were identified based on the Cardinal factors of CEA and problems experienced during 




illuminance, or luminous flux per unit area, were two main design components that were 
analyzed using regression to determine possible significant effects on plant fresh weight 
and uniformity of samples.   
As mentioned previously in Section 2.3, aspects of the NFT design were adjusted 
between cycles if a problem was identified. For example, during Cycle 1, there was a 
noticeable visual difference in the size of plants placed at the beginning of each tray 
versus plants placed towards the end of each tray. Tray positions were numbered from 1 
to 21, with position 1 being closest to the inlet and 21 being closest to the drain. After 
weighing each sample at the end of the cycle, a correlation was discovered between the 
size of the sample and the distance from the inlet in each grow tray. After consultation 
and assessment with horticultural professionals, it was determined that the nutrient 
solution flow rate was most likely too low and plants near the end of each tray did not 
have as much access to dissolved oxygen and nutrients as plants closer to the inlet. 
Therefore, in Cycle 2 and 3, solution flow rate was increased as described in Table 2.2. A 
statistical regression of plant fresh weight versus tray position was performed for each 
cycle to test whether tray position significantly affected the size of plants during Cycle 1. 
Figures 5.5, 5.6, and 5.7 display the regression analysis of tray position and plant fresh 
weight for each cycle. A p-value of 0.05 or less was used to determine significance 





Figure 5.5: Cycle 1 Tray Position Regression Analysis 
 





Figure 5.7: Cycle 3 Tray Position Regression Analysis 
From the statistical relationship in each case, it was determined that the tray 
position, or plant distance from the tray inlet, had a significant effect on final plant fresh 
weight only during Cycle 1. The p-value in both Cycle 2 and Cycle 3 was greater than 
0.05, which signaled that there was not enough of a correlation between variables to be 
significant. This analysis can confirm that flow rate of the nutrient solution did indeed 
have a significant effect on plant size during Cycle 1. However, this may not have been 
the only significant factor, since others Cardinal factors also play pivotal roles in plant 
growth.   
Lighting illuminance was another factor that was analyzed for significance in test 
unit performance. Lighting was constant throughout the three cycles, as the same six 
fluorescent lights were positioned at equal heights, and the same 18-hour photoperiod 




each tray position, and regression was again used to determine if illuminance 
significantly affected sample fresh weight. Figures 5.8, 5.9, and 5.10 display the results 
from regression analysis for each cycle. 
 
Figure 5.8: Cycle 1 Illuminance Regression Analysis 
 





Figure 5.10: Cycle 3 Illuminance Regression Analysis 
In all three cycles, illuminance at each tray position significantly affected the final 
fresh weight of the corresponding sample. Additionally, the relationship between these 
two variables was most significant in Cycle 3. From the wide range of illuminance values 
recorded and presented in Figures 5.8, 5.9, and 5.10, this demonstrates clear variability in 
illuminance measured at each tray position. Additionally, this analysis also demonstrates 
that larger lettuce heads can be attributed at least partially to greater illuminance at the 
corresponding tray position. Complete statistical results including ANOVA tables for all 
six regression analyses can be found in Appendix F. To increase the size and uniformity 
of lettuce samples at harvest, one suggestion is to improve the uniformity and amount of 
light delivered to all tray positions through future design optimization. 
It is also worth discussing some other factors of the NFT Test Unit design that 




previously, difficulties with Pythium root rot were experienced during Cycle 2. This was 
attributed largely to high reservoir solution temperatures, as Cycle 1 and 3 did not show 
signs of this root disease when solution temperatures were lower. A water chiller was 
added to the reservoir during Cycle 3 in order to keep the solution below 20° C, and no 
subsequent plant diseases were observed. Another factor that affected performance was 
water quality. When tap water was used during Cycle 1, salt and calcium deposits were 
prevalent throughout the reservoir, and the solution pH was basic. In contrast, solution 
pH was in the acidity target range of 5.5 to 6.5 when reverse osmosis water was used 
during Cycle 2 and Cycle 3. Lastly, warm air temperatures were suspected to have also 
caused some issues with warm reservoir temperatures as well as heat stress in lettuce 
leaves. Measurements from the reservoir, water use, air temperature, humidity, and 
illuminance data from all three cycles can be found in Appendix E.  
As problems with both solution temperature and pH were encountered throughout 
the experimental growth period, further studies focusing specifically on reservoir 
conditions, solution delivery and drainage, and nutrient formula composition are 
suggested, since the nutrient solution plays an extremely important role in the success of 
plant growth. Other system components including air temperature, humidity, and 
circulation within the space also play key roles in plant growth, since the system 
atmosphere is another Cardinal factor of plant growth. Further studies in each of these 
areas could improve plant growth and subsequently increase final fresh weight of each 
lettuce head. Increasing the total fresh weight of each harvest without introducing 
additional energy consumption will increase the overall system CPE value, and improve 




5.4 MHSC Crop Production Efficiency Scenarios 
Calculating the system CPE was considered a holistic method for evaluating the 
functionality, viability, and effectiveness of the MHSC design, by incorporating many 
system components into one value. As previously explained in Section 2.3, creating this 
metric provided a means of determining the amount of lettuce that could be produced per 
unit of energy consumed, simply a ratio of system outputs to inputs. A high CPE value 
denotes a large crop output with a low energy input, while a low CPE signals a small crop 
output with a high energy input.  One of the main objectives of this study was to provide 
a baseline CPE value based on findings from both experimental lettuce production and 
theoretical energy modeling. The experimental CPE is presented in Table 5.6 and 
includes the total fresh weight produced and total energy consumed over three growth 
cycles in the NFT Test Unit.  
Table 5.6: Experimental Crop Production Efficiency 






3800.5 508.3 7.5 
 
The CPE in Table 5.6 only takes into account the energy consumption that was 
monitored throughout the experimental growth period, meaning only electricity from 
lighting, pumping, and air circulation. The experimental CPE value reflects the actual 
energy used during experimental lettuce growth, but does not include energy required to 




80 percent of the yearly consumption in the baseline model, it must be accounted for in 
order to accurately gauge the efficiency of full scale crop production in the MHSC.  
To ultimately gauge the effectiveness of the MHSC system as an alternative food 
system, theoretical CPE values were also calculated for one year of production based on 
the design scenarios presented in Section 5.2. To estimate full scale CPE for a theoretical 
design year, the total fresh weight produced in each experimental growth cycle was first 
applied to a growth schedule for one year of production. Using a 36-day cycle as a 
timeline for one growth period, each of the four plots in the MHSC would be capable of 
10 cycles per year, for a total of 40 cycles. Each plot can produce 84 lettuce plants during 
one cycle, yielding 3360 plants over one year. Table 5.7 displays the total fresh weight 
for one year of full scale production, using each of the three experimental cycle 
production rates. Based on the degree of success during each experimental trial, this 
shows the variability in amount of lettuce that could be produced. Since commercial 
shipping container units like the MHSC are marketed as turn-key units capable of being 
operated by anyone, it is likely that a first-time operator may encounter plant production 
issues similar to those discussed in Section 5.3, also reflected by the variability of full 
scale production potential.   
Table 5.7: Application of Experimental Lettuce Production to Full Scale Potential 
Cycle  Experimental Fresh Weight 
Produced (grams/cycle) 
Theoretical Full Scale 
Production Potential 
(grams/year) 
Cycle 1 919.3 36770.4  
Cycle 2 269.1 10762.8 




Using production rates from each cycle, theoretical CPE values were then 
calculated for the baseline yearly energy consumption as well as for each alternative 
energy scenario presented in Section 5.2. CPE values for a year of production in each 
case are presented in Table 5.8.  
Table 5.8: Theoretical Full-Scale MHSC Crop Production Efficiency 






















1.5 1.9 2.3 3.3 
The high baseline energy consumption causes the overall Baseline CPE to be the 
lowest for each production case. However, steady increases in CPE across scenarios can 
also be observed, as total energy consumption is reduced in each scenario. As expected, 
applying the Cycle 2 production rate over an entire year of lettuce production in the 
MHSC results in the lowest CPE for each energy scenario. Applying the production rate 
in Cycle 3 to the energy consumption in Scenario 3 results in the highest theoretical CPE. 
However, even the highest theoretical CPE value is still about half as large as the 
experimental CPE value calculated in Table 5.6, due to the addition of energy required 
for thermal control. The overall large energy consumption in all scenarios is consistent 
with the findings of Barbosa, et al. (2015), in which hydroponic lettuce production 




controlled environment conditions in this study were much higher than MHSC 
production, at 41 ± 6.1 kg/m2/year (Barbosa, et al., 2015). This agrees with the findings 
in Section 5.3, and further demonstrates that lettuce production in the MHSC system 
needs to be increased significantly.  
Both the theoretical and experimental CPE values could be increased using any 
method that ultimately increased grams produced or reduced energy consumed. As shown 
in Section 5.3, greater and more uniform illuminance can increase the size of each head 
of lettuce. Additionally, customized nutrition formulas and optimized interior atmosphere 
through automated climate control systems, similar to strategies employed by Freight 
Farms, have the potential to increase plant growth and should be studied further. Through 
analysis in Section 5.2, it was also shown that increased thermal resistance in structural 
design and reduced ventilation air changes per hour decreased overall system energy use 
by more than 50 percent as compared to the baseline model. Further iterations in the 
MHSC design have the potential to further reduce this theoretical energy use by 
exploring other structural material options, efficient forms of ventilation and cooling, and 
more efficient lighting alternatives. 
The current CPE values for both experimental and theoretical scenarios are too 
low to be viable, due to overall low lettuce production rates and high energy 
consumption. Improvements in mechanical efficiency as well as biological yield both 
have the potential to increase the CPE to a point where production in the MHSC could be 
a possibility at the commercial scale. Nonetheless, the CPE values calculated and other 
analyses presented in this chapter provide a thorough assessment of what is possible in 




CHAPTER 6. CONCLUSIONS AND FUTURE CONSIDERATIONS 
6.1 Conclusions 
The objectives presented at the beginning of this study were created as guidelines for 
completing the ultimate research goal of measuring the viability and effectiveness of the 
MHSC as an alternative food production system. All three objectives were completed 
successfully, and based on the results and analysis upon completion, the following 
conclusions were drawn: 
? The average fresh weight per head of lettuce produced in the NFT Test Unit 
during each cycle was much lower than commercial yields, and Cycle 3 (the 
largest harvest) reached 20 percent of the 300 grams per square foot target for 
hydroponic lettuce production.    
? Plant distance from grow tray inlet had a significant effect on final fresh weight in 
Cycle 1, and illuminance at each tray position significantly affected the final fresh 
weight of the corresponding sample in all three cycles.  
? The baseline energy model successfully displayed a comprehensive picture of 
MHSC electricity consumption over one design year, in which heating and 




? Alternative design scenarios provided methods for reducing yearly energy 
consumption up to 53 percent of the baseline model total.   
? From results of lettuce production and energy modeling, both experimental and 
theoretical crop production efficiency values were too low for the current MHSC 
design to be viable for commercial lettuce production. 
6.2 Final Thoughts and Recommendations 
Regarding food production in alternative spaces, there is much room for 
improvement in the MHSC design. To truly be a sustainable and effective method of 
producing food, the overall energy consumption in the full scale MHSC must be reduced. 
Additionally, the NFT hydroponic unit design must be developed further in order to 
increase lettuce yields and improve uniformity if the system is to become competitive 
with current commercial and industrial vegetable producers. Yet, the mobile, flexible 
elements of the MHSC design do offer a unique local alternative to industrial farming, 
and could potentially decrease the distance and energy required to transport food to 
consumers.   
Mentioned briefly in Chapter 5, improvements to the current design can be made in 
several areas. First, there are several components of the NFT design that should be 
studied further in order to increase lettuce yields. Customizing the nutrient solution for 
optimal lettuce growth, improving both the solution delivery and drainage, and 
optimizing lighting in terms of uniformity and total illuminance are some actions that 




of hydroponic trays in the full MHSC could take advantage of the three-dimensional 
space to increase lettuce yields without increasing the production land footprint. Stacking 
trays vertically in the shipping container would maximize the use of the total volume of 
the space. Regarding the energy model, improvements can be made in prediction of 
lighting and pumping electricity consumption. Additionally, further testing and data 
collection of system air temperature and humidity in a fully assembled version of the 
MHSC is required in order to optimize air flow, ventilation, heating, and cooling 
methods.   
Designing the MHSC involved considering practical, useful approaches to 
hydroponic growing in small spaces as well as trial and error with various components in 
the NFT Test Unit. Additionally, growing crops hydroponically requires knowledge of 
agronomy and chemistry, as well as skills in operating mechanical systems. As CPE 
analysis alluded in Section 5.4, a user is bound to encounter problems when operating a 
commercial unit like the MHSC, even if they have experience with hydroponic growing. 
Additionally, troubleshooting problems during the growing process requires credible and 
accessible information. While there are several helpful academic and professional sources 
regarding hydroponic growing and design, many of which were referenced in this study, 
the general public can often have difficulty accessing this information. Academic journals 
and other similar sources are not always available to the general public, and even among 
academics, the right information for a particular study can be difficult to find. 
Hydroponic growing is still very much a “hobby science,” and information on how to set 
up and operate a hydroponic system is often scattered on various websites and YouTube 




demonstrates that there is much room for innovation in this field. If hydroponic growing 
is to become a competitive and realistic means of producing food commercially, there is a 
need for more comprehensive, methodical, and accessible research and teaching 
regarding specific designs and methods of production.     
More broadly, hydroponic vertical farming in refurbished indoor spaces is certainly 
an innovative concept. There is a growing need for local food production and alternative 
sources of nutritious foods as more people find themselves living in urban areas and as 
the negative effects of industrial agriculture are realized. Yet, current vertical farms today 
consist mainly of companies that produce highly perishable microgreens, lettuces, and 
other leafy greens with a focus on quick crop turnaround. For example, FarmedHere ®, 
an indoor vertical farm based near Chicago, Illinois, produces microgreens, basil, and 
vinaigrette dressing, sold at 19 Whole Foods and 27 Mariano’s among other premium 
grocery stores located in the Chicagoland area. Yet, the company’s mission states that 
this produce is “accessible to everyone” because of the way it is grown and distributed 
locally (FarmedHere, n.d.).  
This is only one example of how many indoor vertical farming companies exist to 
serve a very small part of the population, mainly those who can afford and desire freshly 
available greens at a premium rate. As discussed in Chapter 1, food security is an issue 
that results due to a lack of affordability and accessibility to nutritious foods. In 
developed cities, such as Chicago, people who struggle to incorporate fresh, nutritious 
foods into their diets do so because of economic and geographic barriers associated with 




unique leafy greens simply cannot claim to be helping to solve food crises.  If the 
ultimate goal of vertical farming and hydroponic food production is to increase food  
security in cities, the technology needs to be applied to growing more nutrient-dense 
foods that are both affordable and accessible locally for all groups of people, not just a 
few.  
Since the MHSC and other commercial shipping container farms, such as Freight 
Farms, Podponics, and Growtainer, are high density, mobile systems, they have the 
potential to reduce the impact of geographic barriers to fresh foods. Mobility has been an 
important factor in the success of programs such as the Mobile Good Food Market, a 
travelling community food market truck that brings fresh produce to low income 
neighborhoods in Toronto, Canada (FoodShare, n.d.). Similar to a mobile market 
concept, shipping container farms have the potential to not only deliver but also grow 
fresh produce in a variety of neighborhoods.  
Growing food locally in settings visible to consumers also offers several 
educational opportunities for teaching people, adults and children alike, about the 
benefits of sustainable agriculture and healthy eating. For example, GreenTech Agro, the 
creators of Growtainer, have collaborated with Texas A&M AgriLife Research and 
Extension to implement the Growvan, a fully functional and mobile vertical farm for 
hands-on education. The K-12 curriculum includes topics such as water conservation, 
hydroponic growing, nutrition, and sustainability (GreenTech Agro LLC., 2014). 
Programs like the Mobile Good Food Market and the Growvan have important long term 
implications for the way people grow and purchase foods as well as for understanding 




global food security issues alone, they can certainly be part of the solution and help pave 
the way for introducing inclusive methods of growing and distributing foods to urban 
communities.    
Vertical farming and hydroponic growing are both young technologies with a 
long future ahead. These innovative concepts deserve further attention and study, as local 
sustainable food production methods are imperative if the conventional food production 
and distribution system is to be improved and adjusted for a continuously urbanizing 
world. Similarly, the MHSC design demonstrates possibilities in vertical hydroponic 
growing for mobile applications, and with further improvements to design components 
and reduction of system energy consumption, the MHSC can become one of many 
solutions improving the way food is grown and consumed. More research, innovation, 
and entrepreneurship in this field will undoubtedly make it possible for food production 
and consumption systems to become accessible, affordable, and sustainable for 
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Appendix A: Additional Test Unit Images and Nutrition Information 
     





Figure A.2: Overhead View Day of Harvest Cycle 3 
 
 





Figure A.4: Watt Meter and Mechanical Timer Configuration 
 
 





Figure A.6: General Hydroponics Nutrition Feed Chart  





Appendix B: Baseline Energy Modeling Structural Heat Transfer Information 
 
















R-value      
(K*m2/W)
Extruded Polystyrene 
Rigid Foam (XPS) 5 0.8805
Plywood 1.25 0.2201
FRP Wall Paneling 0.255 0.0449
CORTEN Steel 0.61 0.1074
Closed-cell Spray 










Table B.3: Baseline Energy Model Combined Thermal Resistances  
 
 
Table B.4: Alternative Scenario 1 Combined Thermal Resistances 
 
 
Table B.5: MHSC Dimensions 
 
  








Scenario 1 Surface Thermal Resistance (K*m2/W)
Surface Area (ft2) Area (m2)
Roof 320.00 29.73
South Wall 70.67 6.57
West Wall 353.33 32.83
North Wall 70.67 6.57
East Wall 353.33 32.83
Floor 320.00 29.73




Appendix C: Conductive Time Series & Radiant Time Series Tables and VBA Code 
 






































Appendix D: Additional 24-hour Cooling Load Results from Baseline Energy Model   
 
  





Figure D.2: March 15 Cooling Load 
 
 





Figure D.4: June 15 Cooling Load 
 
 





Figure D.6: September 15 Cooling Load 
 
 











Appendix E: Test Unit Component Measurements and Data 
 


















3/10/2016 4:00pm 82 - - 38 - -
3/11/2016 2:52pm 72 82 72 37 46 28
3/12/2016 - - - - - - -
3/13/2016 2:35pm 77 79 75 40 40 31
3/14/2016 3:25pm 77 79 77 48 49 33
3/15/2016 3:37pm 77 79 77 47 49 40
3/16/2016 3:18pm 73 79 73 27 49 25
3/17/2016 4:18pm 77 79 73 21 48 16
3/18/2016 4:05pm 79 79 73 16 28 16
3/19/2016 10:03am 77 79 77 23 27 16
3/20/2016 4:45pm 77 79 75 16 27 16
3/21/2016 4:22pm 72 77 72 21 23 16
3/22/2016 4:42pm 77 77 70 25 25 16
3/23/2016 3:23pm 79 79 70 34 34 16
3/24/2016 3:10pm 77 79 75 43 43 21
3/25/2016 4:12pm 77 79 73 25 43 23
3/26/2016 4:04pm 77 77 75 25 39 23
3/27/2016 4:04pm 79 79 75 28 29 23
3/28/2016 4:04pm 75 79 75 28 33 25
3/29/2016 4:09pm 73 79 72 23 33 21
3/30/2016 4:04pm 75 77 72 29 29 21























4/1/2016 4:17pm 77 77 73 34 47 30
4/2/2016 12:22pm 73 77 73 25 46 25
4/3/2016 4:04pm 75 77 73 21 34 16
4/4/2016 4:07pm 73 77 72 23 30 16
4/5/2016 4:45pm 75 77 72 21 30 16
4/6/2016 4:37pm 75 77 72 33 35 16
4/7/2016 4:24pm 70 77 70 27 35 16
4/8/2016 3:02pm 73 75 70 28 34 25
4/9/2016 7:40pm 75 75 72 16 27 16
4/10/2016 6:22pm 73 75 73 27 28 16
4/11/2016 4:04pm 68 75 68 33 45 16
4/12/2016 4:04pm 68 75 68 23 45 16
4/13/2016 4:04pm 77 77 66 23 32 16
4/14/2016 4:32pm 75 77 66 21 25 20
4/15/2016 3:33pm 77 77 73 27 27 21
4/16/2016 2:53pm 81 81 75 31 31 21
4/17/2016 2:23PM 82 82 79 26 31 23
4/18/2016 4:06pm 82 82 81 25 30 22
4/19/2016 5:03pm 81 82 77 31 34 24
4/20/2016 4:30pm 81 82 77 35 36 24
4/21/2016 4:05pm 81 81 77 40 44 28
4/22/2016 2:56pm 75 81 73 44 49 33
4/23/2016 3:16pm 81 81 70 35 49 31
4/24/2016 5:50pm 82 82 79 35 36 29
4/25/2016 4:05pm 81 82 79 36 36 29
4/26/2016 4:05pm 81 82 81 40 42 33
4/27/2016 3:31pm 79 82 79 37 42 34
4/28/2016 4:22pm 79 81 75 39 41 34
4/29/2016 4:12pm 77 79 75 36 41 35

























5/1/2016 4:04pm 77 77 77 44 44 35
5/2/2016 4:04pm 77 79 77 39 46 38
5/3/2016 12:09pm 77 79 75 34 46 33
5/4/2016 4:12pm 77 79 72 31 39 30
5/5/2016 4:04pm 77 79 72 33 36 28
5/6/2016 4:04pm 77 79 72 30 35 28
5/7/2016 4:04pm 79 81 72 36 38 29
5/8/2016 5:00pm 77 79 75 33 35 23
5/9/2016 3:30pm 72 79 68 51 51 23
5/10/2016 4:16pm 77 77 68 51 56 33
5/11/2016 4:08pm 79 79 73 49 60 46
5/12/2016 4:08pm 77 79 75 65 66 46
5/13/2016 4:04pm 77 79 73 35 65 35
5/14/2016 4:40pm 75 79 73 29 59 28
5/15/2016 3:20pm 75 77 75 25 40 25
5/16/2016 4:07PM 77 77 75 27 30 21
5/17/2016 4:16pm 77 79 73 33 36 21
5/18/2016 4:14pm 79 79 73 30 36 25
5/19/2016 5:06pm 79 81 73 27 32 25
5/20/2016 4:14pm 79 81 73 28 32 25
5/21/2016 2:03pm 79 81 77 37 41 25
5/22/2016 4:08pm 81 82 77 29 41 27
5/23/2016 4:14pm 81 82 79 25 33 23
5/24/2016 4:04pm 82 82 79 29 33 20
5/25/2016 4:10pm 82 84 79 38 40 20
5/26/2016 4:08pm 81 84 77 52 67 28





Table E.4: Test Unit Water Use  
 
 
Table E.5: Test Unit Reservoir Conditions 
 
Cycle 1 Cycle 2 Cycle 3
Nursery 4.75 5.25 8.25
Reservoir 46 38.5 45











3/29/2016 6.98 - - 17.5
4/2/2016 7.84 - - 20.9
4/4/2016 7.79 1.7 - 22.2
4/6/2016 8.18 1.7 - 22
4/7/2016 8.16 1.65 0.84 22
4/11/2016 8.08 1.98 1.04 20.5
4/13/2016 8.28 1.73 0.84 21.9
4/20/2016 5.77 0.24 0.15 25.1
4/21/2016 6.36 1.77 0.88 25.9
4/22/2016 6.49 1.63 0.75 23.8
4/25/2016 6.54 1.54 0.82 26.2
4/27/2016 6.6 1.44 0.72 25.3
5/11/2016 6.1 1.21 0.61 18.6
5/13/2016 6.52 1.33 0.65 17.1
5/16/2016 6.89 1.39 0.68 17.2
5/17/2016 6.88 1.3 0.65 17.6
5/20/2016 6.71 1.29 0.64 17.4
5/23/2016 6.6 1.55 0.77 17.8
5/26/2016 6.44 1.56 0.79 17.5










Table E.6: Illuminance Measurements at Each Tray Position 
 
 
Position A B C D
1 1.92 5.31 1.64 5.47
2 7.58 8.62 5.92 10.76
3 8.48 9.91 6.84 11.23
4 8.49 10.3 7.42 11.24
5 8.51 9.75 7.29 11.16
6 6.99 7.27 6.42 8.04
7 3.67 1.74 3.15 2.11
8 1.35 4.76 2.3 6.8
9 6.4 9.04 5.45 10.36
10 7.79 9.1 6.21 11.12
11 8.08 9.58 7.45 10.17
12 8.01 9.45 6.73 10.89
13 7.31 7.04 6.61 7.2
14 4.52 1.6 3.07 0.86
15 0.54 4.39 0.56 2.66
16 5.26 8.07 4.77 7.61
17 7.24 8.94 7.33 7.8
18 6.99 9.26 7.57 8.22
19 6.81 8.91 7.15 7.92
20 6.18 6.55 7.48 5.95






Appendix F: Statistical Regression Results 













df SS MS F Significance F
Regression 1 1505.686008 1505.686008 16.02075791 0.000180166
Residual 58 5451.039766 93.98344423
Total 59 6956.725773
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 21.27256 2.60004 8.18163 0.00000 16.06801 26.47711 16.06801 26.47711



















df SS MS F Significance F
Regression 1 2.164775995 2.164776 1.009996425 0.31907817
Residual 58 124.314309 2.14335016
Total 59 126.479085
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 4.03173 0.41139 9.80015 0.00000 3.20823 4.85523 3.20823 4.85523



















df SS MS F Significance F
Regression 1 310.0928802 310.09288 0.99617868 0.322382872
Residual 58 18054.37861 311.28239
Total 59 18364.47149
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 26.76128496 4.83263767 5.53761461 0.00000078 17.08770964 36.43486028 17.08770964 36.43486028



















df SS MS F Significance F
Regression 1 1091.989759 1091.99 10.79936 0.001726437
Residual 58 5864.736014 101.1161
Total 59 6956.725773
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 1.07959 3.61039 0.29902 0.76599 -6.14738 8.30657 -6.14738 8.30657


















df SS MS F Significance F
Regression 1 25.23924735 25.23925 14.4594893 0.000346404
Residual 58 101.2398377 1.745514
Total 59 126.479085
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 2.075906 0.451246 4.600387 0.000023 1.172639 2.979173 1.172639 2.979173















df SS MS F Significance F
Regression 1 7784.497247 7784.4972 42.67504153 1.77851E-08
Residual 58 10579.97425 182.41335
Total 59 18364.47149
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 3.5609120 4.5500176 0.7826150 0.4370370 -5.5469378 12.6687617 -5.5469378 12.6687617
X Variable 1 4.2084341 0.6442190 6.5326137 1.77851E-08 2.9188896 5.4979786 2.9188896 5.4979786
