We consider the boundary value problem
Introduction and statement of the main result
Chemotaxis is one of the simplest mechanisms for aggregation of biological species. The term refers to a situation where organisms, for instance bacteria, move towards high concentrations of a chemical which they secrete. A basic model in chemotaxis was introduced by Keller and Segel [9] . They considered an advection-diffusion system consisting of two coupled parabolic equations for the concentration of the considered species and that of the chemical released, represented, respectively, by positive quantities v(x, t) and u(x, t) defined on a bounded, smooth domain Ω in R N under no-flux boundary conditions. The system reads    ∂v ∂t = ∆v − ∇ · (v∇u) in Ω τ ∂u ∂t = ∆u − u + v in Ω ∂u ∂ν = ∂v ∂ν = 0 on ∂Ω,
where ν denotes the unit inner normal to ∂Ω. Steady states of (1.1) are the positive solutions of the system    ∆v − ∇ · (v∇u) = 0 in Ω ∆u − u + v = 0
in Ω ∂u ∂ν = ∂v ∂ν = 0 on ∂Ω. Reciprocally, a solution to problem (1.3) produces one of (1.2) after setting v = λe u . In this paper we consider problem (1.3) when Ω ⊂ R 2 is a bounded domain with smooth boundary and λ > 0 is a small parameter. By integrating both sides of the equation we see that a necessary condition for existence is λ < 1. The analysis of problems (1.1), (1.2) and their corresponding versions in entire space R 2 , has a long history, starting with the work by Childress and Percus [3] . The analysis of the steady state problem (1.3) for small λ started with Schaaf [17] in the one-dimensional case. Existence of a radial solution when Ω is a ball, generating a spike shape at the origin when λ → 0 was established by Biler [1] . The shape of an unbounded family of solutions u λ with uniformly bounded masses lim sup λ→0 + Ω λe u λ < +∞ was established in [18, 20] . As in the classical analysis by Brezis and Merle [2] , blow-up of the family is found to occur at most on a finite number of points ξ 1 , . . . , ξ k ∈ Ω, ξ k+1 , . . . , ξ k+l ∈ ∂Ω. More precisely, in the sense of measures,
4πδ ξi (1.4) as λ → 0. Here δ ξ denotes the Dirac mass at the point ξ. Correspondingly, away from those points the leading behavior of u λ is given by
where G(·, ξ) is the Green function for the problem
For each given non-negative numbers k and l, a solution u λ with the properties (1.4) and (1.5) for suitable points ξ i is proven to exist in [7] . Near each point ξ = ξ i the leading concentration behavior is given by u λ (x) ∼ ω(|x − ξ|) where ω is a radially symmetric solution of the equation
namely a function of the form ω(r) = ln 8δ 2 (δ 2 + r 2 ) 2 − ln λ. where δ is a suitable scalar dependent on λ and the point ξ.
Since u λ is uniformly bounded away from the points ξ i , this forces for the parameter δ to satisfy δ 2 ∼ λ. We observe that all solutions ω of (1.7) satisfy
Thus, consistently with (1.4), masses are quantized as Ω λe u λ → 4π(2k + l).
(
1.8)
A natural question is that of analyzing of solutions with large mass, namely solutions u λ of (1.2) with Ω λe u λ → +∞ as λ → 0.
It is natural to seek for solutions with property which concentrate not just at points but on a larger-dimensional set. The purpose of this paper is to prove the existence of a family of solutions to (1.2) with a boundary condensation property, exhibiting a boundary layer behavior along the entire ∂Ω. These solutions satisfy lim λ→0 1 | ln λ| Ω λe u λ > 0.
Let us formally derive the asymptotic shape of these solutions. Let us parametrize points of space in a sufficiently small neighborhood of ∂Ω in the form x = γ(θ) + yν(θ), where γ(θ) is a parametrization by θ, arclength of ∂Ω, and ν(θ) a corresponding unit inner normal, so thaṫ ν(θ) = −κ(θ)γ(θ), where κ designates inner normal curvature. We get the following expansion for the Euclidean Laplacian in these coordinates
The solution we look for has a boundary layer, thus large derivatives along the normal and a comparatively smooth behavior along the tangent direction. It is then reasonable to take near ∂Ω as a first approximation of a solution u(θ, y) of the equation (1.3) a solution of the ordinary differential equation Here ε = ε(λ) is a small positive number which we shall choose below andμ 0 (θ) is a uniformly positive and bounded smooth function. Then we expect that, globally, By maximum principle and ∂ ν U = −μ −1 0 < 0 the latter relation is consistent in the limit if the constant ε ln λ approaches a negative number. If we choose U = 1 on the boundary of Ω, then we take ε such that
Hence the limiting U equals U 0 , the unique solution of the problem
We observe that by maximum principle and Hopf's Lemma, we have that ∂ ν U 0 < 0, and hence this fixes our choice ofμ 0 (θ) asμ
Our main result asserts the existence of a solution with exactly the profile above for all λ sufficiently small which remains suitably away from a sequence of critical small values where certain resonance phenomenon occurs. Theorem 1.1. Suppose that Ω is a smooth bounded domain of R 2 . Then there exists a sequence of positive small numbers λ = λ m converging to 0 as m → +∞ such that the problem (1.3) has a solution u λ such that
Moreover, if ε λ = ε λm is the parameter defined by
then lim λ→0 ε λ u λ = √ 2 U 0 C 0 − uniformly on compact sets of Ω and, in the sense of measures,
We actually believe that problem (1.3) has a solution which concentrates along the entire boundary, also in the higher-dimensional case Ω ⊂ R N with N 3. This fact has been established in the radial case, when Ω is a ball, in [16] . Remark 4.3 below assures the existence of small numbers λ > 0 for which the problem (1.3) has a solution with the desidered behavior. In fact, a more general condition on ε λ (and then on λ) defined as in (1.12) is provided there. This type of condition, known as non-resonance condition, were imposed to establish the presence of higher dimensional concentration patterns without rotational symmetries in several works in the literature, starting with the pioneering works by Malchiodi and Montenegro [12, 13] , who prove existence of a concentrating solution u ε along the boundary for the classical Neumann problem
with p > 1. See also [4] , [11] , [14] for related results. A major difference between our problem and (1.13) is that the limiting profile is highly localized in the sense that the limiting solution has an exponentially sharp boundary layer O(e − d ε ) where d designates distance to the boundary. Instead, in our setting the interaction with the inner part of the domain is much stronger. The interaction inner-outer problem makes the improvement of approximations considerably more delicate. The construction of an inverse for the approximate linearized operator is in fact quite different because of the presence of slow decay elements in the kernel of the asymptotic linearization.
The proof of our result relies on an infinite-dimensional form of Lyapunov-Schmidt reduction. We look for a solution to (1.3) of the form U λ + Φ λ where U λ , the main term, is a suitably constructed first approximation and Φ λ is the remainder term. Then Problem (1.3) can be rewritten as
The strategy consists of finding an accurate first approximation U λ (Section 4.21) so that the error term S λ (U λ ) be small in a suitably chosen norm (Section 3). Then an invertibility theory for associated linearized operator L (Section 5) allows to solve equation (1.14) for term Φ λ via a fixed point argument (Section 4). The main term U λ looks like w µ − ln λ close to the boundary, with w µ defined in (1.10) solves the ODE (1.9) and concentration parameter µ := µ(λ) approaches 0 as λ goes to 0. The profile of U λ in the inner part of the domain looks like τ U 0 where U 0 solves the Dirichlet boundary problem (1.11) and the dilation parameter τ := τ (λ) approaches +∞ as λ goes to 0. The concentration parameter µ(λ) and the dilation parameter τ (λ) have to be chosen so that the two profiles match accurately close to the boundary. This is the most delicate part of the paper and it is carried out in sub-section 2.5.
The main term
2.1. The problem close to the boundary. Let us parametrize ∂Ω by the arc length
where ℓ := |∂Ω|. The tangent vector and the inner normal vector to the point γ(θ) ∈ ∂Ω are given by τ (θ) := (γ 1 (θ),γ 2 (θ)); ν(θ) := (−γ 2 (θ),γ 1 (θ)) respectively. If δ > 0 is small enough, let
be a neighbourhood of the curve ∂Ω. Then for any x ∈ D δ there exists a unique (θ, y)
We remark that in these coordinates the points of the boundary take the form (θ, 0). If u(θ, y) is a function defined in [0, ℓ] × [−δ, 0] we can define the function u(x) = u(θ(x), y(x)) (we use the same symbol for sake of simplicity) for x ∈ D δ and hence close to the boundary the equation
where κ(θ) is the curvature at the point γ(θ) ∈ ∂Ω.
It is useful to introduce the spaces C 0 ℓ (R) and C 2 ℓ (R) of ℓ−periodic C 0 −functions and C 2 −functions, respectively.
2.2.
The scaled problem close to the boundary. Now, let us introduce an extra parameter ε := ε λ such that
It is easy to check that ε λ → 0 as λ → 0. We agree that in the following we will use indifferently the two parameters ε and λ to get the necessary estimates. Moreover, let us choose the concentration parameter µ(θ) := µ(λ, θ) in (1.10) as
The functionμ will be defined in Lemma 2.8. Finally, let us setμ
.
We note that by maximum principle and Hopf's lemma, µ 0 is a strictly positive C 2 −function.
Now, let us scale problem (2.1). In D δ it is natural to consider the change of variables
It is clear that
Letũ =ũ(s, t), then we can compute
where the dot stands for the derivative with respect to θ. Hence, problem (2.1) can be written as
where C δ := R + × − δ µ , 0 and the linear operatorÃ is defined bỹ
(2.7)
It is important to point out that the linear operatorÃ is a perturbation term since all b i 's are uniformly small when λ is small (because of (2.3)).
2.3.
A linear theory close to the boundary. Let us read the first order term of u λ close to the boundary in the scaled variables: since u λ looks like w µ − ln λ where the one-dimensional bubble w µ is defined in (1.10), it turns out that the first order term ofũ λ is nothing but w − ln λ where w ≡ w 1 , namely
which solves w ′′ + e w = 0, in R.
(2.9) Therefore, it is important to develop a linear theory for the linear operator L which comes from the linearization of equation (2.6) around the bubble w − ln λ, namely
In order to study L, an important role is played by the linear operator
which is nothing but the linearized operator around w of equation (2.9). (i) Λ = 0 is an eigenvalue with associated eigenfunctions Z 1 (t) = 2 + tw ′ (t) and Z 2 (t) =
. We point out that Z 1 behaves like a constant at infinity and that Z 2 is not a bounded function. Proof.(i) has been proved in [8] . (ii) can be proved arguing as in Section 3 in [6] . ✷
We consider the following projected problem: given a bounded function h, which is ℓ ε −periodic in s, find s bounded ℓ ε −periodic function c 0 (s) andφ such that
(2.12)
In Section 5, we will establish existence and a priori estimates for problem (2.12) in the following norms:
More precisely, we prove that 2.4. The main term close to the boundary. The function w µ − ln λ is the main term of the approximated solution close to the boundary. We need to add some correction terms, which improve the main term. More precisely, we let
where Z 0 is defined in Lemma 2.1 and the function e ε 0 (θ) is defined as follows e ε 0 (θ) = ε We point out that the function e 0 is unknown: it is playing the role of one parameter and it will be chosen in Section 4.3 as solution of an ordinary differential equation. We assume that e 0 has uniformly bounded · ε −norm, i.e.
for some large fixed number M 0 .
The first term we have to add is a sort of projection of the function w µ , namely the function α µ given in the next lemma.
has the solution
(iii) Moreover, via the change of variables θ = εs and y = µt, the functionα µ (s, t) := α µ (εs, µt) solves the problem
The following expansion holds
and
(2.21)
Proof. We argue as in s Lemma 3.1 of [16] . ✷ Now, let us construct the second order term of our approximated solution. Proof. We apply Lemma 2.7. ✷
As we have done for the function w µ , we have to add the projection of the function v µ , namely the function β µ given in the next lemma.
(iii) Moreover, via the change of variables θ = εs and y = µt, the functionβ µ (s, t) := β µ (εs, µt) solves the problem
The following expansion holds:
where
Proof. We argue as in Lemma 3.4 of [16] . ✷ Finally, we build the third order term of our approximated solution. 
(ii) In particular, the function z µ (θ, y) := µ 2 z θ, y µ solves the problem
(iii) Moreover, via the change of variables θ = εs and y = µt, the functionz µ (s, t) := z µ (εs, µt) = µ 2 (εs)z(εs, t) solves the problem
2 and the following expansion holds (see
Proof. We apply Lemma 2.7. ✷
solves the ordinary differential equation
In particular, and most of all it is essential to modify the profile of the solution in the inner part of the domain by building a new function U ε which approaches U 0 as ε goes to zero and such that its value on the boundary together with the value of its normal derivative coincide with the value of u λ and its normal derivative. The main tool here is the Dirichlet-to-Neumann map and the key ingredient is the choice of the concentration parameterμ as showed in the next crucial lemma.
Lemma 2.8. There exists ε 0 such that for any ε ∈ (0, ε 0 ) there exist a functionμ ε ∈ C 2 (∂Ω) and a solution U ε to the problem
(2.28)
Proof. Let us apply the Dirichlet-to-Neumann map, which maps the value on ∂Ω of a harmonic function U to the value of its normal derivative ∂ ν U on ∂Ω, i.e. F U | ∂Ω = ∂ ν U. Therefore, we are going to find a functionμ ∈ C 2 (∂Ω) such that
We have that
Hence by the Implicit Function Theorem, there exists a uniqueμ =μ ε (θ) ∈ C 2 (∂Ω) such that H(ε,μ ε ) = 0, namely (2.31) holds. Estimates (2.29) and (2.30) follow by elliptic standard regularity theory. ✷ Lemma 2.9. Let U ε be given in Lemma 2.8. Then there exists ε 0 such that for any ε ∈ (0, ε 0 )
Proof. Let us prove the estimate (2.32). The proof of (2.33) is similar. Let U be a generic harmonic function, namely
Then the expansion of √ 2 ε U on the boundary reads as
Now, let us write the expansion of the function u λ close to the boundary. In D 2δ \ D δ we get 
, respectively. This is done in Lemma 2.8. Therefore, let us replace in (2.35) and (2.36) the generic armonic function U with the function U ε which solves problem (2.28). The first two terms coincide. Now, let us check what happens with the higher order terms, namely terms which involve the second and third derivatives of U ε . The function U ε solves equation (2.28) which in a neighborhood of the boundary reads as
We have then on the boundary
Then differentiating twice with respect to θ the value U ε on the boundary and the values of ∂ ν U ε on the boundary we get
By (2.37) and (2.38) we deduce
(2.39) Finally, by (2.35), (2.36) and (2.39) the claim follows. ✷ 2.6. The main term in the whole domain. The main term of the solution is given by
The error estimate
In this section we study the error term
3.1. Estimate of the error close to the boundary. It is useful to scale the problem. After the change of variables (2.5), in a neighborhood of the curve, we get that the error term is given by
whereÃ is the operator defined in (2.7) andŨ λ is defined as follows:
whereũ λ is the scaled function u λ defined in (2.15), i.e.
(3.4) Hereη δ (t) = η δ (µt) is the cut-off function η δ scaled, which is 1 inside C δ and 0 outside C 2δ . It is only necessary to compute the rate of the error partR(Ũ λ ) defined as
0ë ε 0 (εs) + Λ 1 e ε 0 (εs)]Z 0 (t) (3.5) Proof.
For sake of simplicity, let v 2,λ :=η
ε U ε (εs, µt). We are going to estimate R (v i,λ ) * * for i = 1, 2, 3.
It is useful to point out that the weight 1 + |t| 2+σ present in the weighted norm · * * in C 2δ has the following growth
(3.6)
For sake of simplicity, set We have to take into account that µ = εμ. Therefore, a direct computation proves that
10)
A straightforward computation together with Lemmas 2.3, 2.4, 2.5 and 2.6 lead tõ
By using the estimates of Lemma 3.2 together with the derivatives of the functionh µ computed in (3.7), (3.8), (3.9) and (3.10), we get
. Then we deduce immediately Ã (e ε 0 (εs)Z 0 (t)) * * ≤ cε 5 2 Finally,
and hence S 1 0 * * ≤ Cε 3 and it is independent of e 0 while S 2 0 * * ≤ Cε 2γ0 and it is quadratic in e 0 and finally S 3 0 * * ≤ Cε 5 2 and it is linear in e 0 . Since a > 13 14 the claim follows.
Claim 3: R (v 2,λ ) * * ≤ Cε By making some tedious computations, one gets that
By using the expansion (3.13) and the result of claim 1 and claim 2 we get that R (v 2,λ ) * * ≤ cε Now we take into account that
By (2.32), (2.33) and (3.30), we immediately deduce that for any (s, t)
and by using (3.30)
Then
from which it follows that B 1 * * ≤ cε 2a+1−(1−a)(σ+2) .
and straightforward computations show that
Finally,
Putting together all these estimates (3.1) follows by using the fact that a < 1. 
17)
and 
Moreover, some straightforward computations show that
and analogously 
We have used the following facts. Since v solves equation (2.22), the functions ∂ θ v and ∂ 2 θθ v solve the equations
Therefore we apply Lemma 2.7 and we deduce that v, ∂ θ v and ∂ 2 θθ v have a linear growth, namely they satisfy for any y ∈ R and θ ∈ [0, ℓ], the inequalities
θy v(θ, y)|, |∂ 3 θθy v(θ, y)| c 3 for some positive constants c 1 , c 2 and c 3 . We also remark that by equation (2.22) we deduce that
yy v (θ, y) | a 1 |y| 2 + a 2 |y| + a 3 for any y ∈ R and θ ∈ [0, ℓ], for some positive constants a 1 , a 2 and a 3 .
Arguing in a similar way, we prove estimates involving the functions β µ and z µ . ✷ Lemma 3.3. Let U ε be given in Lemma 2.8. Then if ε is small enough
Proof. First of all, by mean value theorem we get for someȳ ∈ [0, y]
Here we use the boundary condition in (2.28) and the fact that ∂ 2 y y (∂ θ U ε ) is uniformly bounded because of (2.30).
Now let us compute
(3.31)
We take into account estimate (3.21) together with the first estimates in (3.15) , (3.16) , (3.17) and (3.18) . Then the claim follows. ✷
3.2.
Estimate of the error in the inner part.
Lemma 3.4. There exist c > 0 and ε 0 > 0 such that for any ε ∈ (0, ε 0 ) we have
Proof.
Since U ε solves (2.28) we have
for some constant c. Moreover, by (2.30) we also deduce that |U ε (x) − U 0 (x)| cε for any x ∈ Ω \ D 2δ for some constant c. Therefore, the claim follows. Proof. For sake of simplicity, let v 2,λ :=η
. First of all we get that by using (3.5) and (3.13 
We remark that 
where M 0 (εs) is a sum of smooth functions uniformly bounded in ε that does not depend on e 0 . Now
where h(e 0 ,ė 0 ,ë 0 ) is a sum of functions depending linearly on e 0 ,ė 0 ,ë 0 . Now
where F is quadratic in e 0 .
Putting together all these estimates we get
h(e 0 ,ė 0 ,ë 0 )(1 + o(1)) and the result follows. ✷
The remainder term
We split the remainder term Φ λ in (1.14) as
where φ λ solves a linear problem defined in a neighborhood of the boundary and ψ λ solves a linear problem defined in the whole domain. More precisely, we are led to consider the couple of linear problems
and First of all, it is useful to point out that for any g ∈ L ∞ (Ω) there exists a unique ψ solution to the linear problem
It is enough to show that the linear perturbation term (1 − η 2δ ) λe U λ ψ is small as ε goes to zero. Indeed, arguing as in Lemma 3.4, we have
for some positive constant c.
Now, let us split the remainder ψ = ψ 1 + ψ 2 where ψ 1 solves a linear problem and ψ 2 solves a nonlinear problem. More precisely, ψ 1 solves (4.4) with
and ψ 2 solves (4.4) with
It is clear that for any function φ there exists a unique ψ 1 solution to (4.4) with the R.H.S. as in (4.6). Let us prove that 
where we agree thatφ is nothing but the scaled function φ(εs, µt). Finally
Moreover it is possible to show thta the nonlinear operator ψ λ is Lipschitz such that
Once we have found the function ψ 1 , we solve equation (4.4) with R.H.S. (4.7). A simple contraction mapping argument (the nonlinear term N is quadratic) yields the existence of a function ψ 2 such that
4.2.
The remainder term close to the boundary: a nonlinear projected problem. In order to solve problem (4.3), it is necessary to solve a nonlinear projected problem naturally associate with it. Since it is defined in a neighborhood of the boundary, it is useful to scale it. Then we are led to study the problem: given µ which satisfies (2.3) and e 0 which satisfies (2.17), find a function c 0 (s) and a functionφ so that
where L is defined in (2.10), R(Ũ λ ) is defined in (3.3) and the superlinear term N 1 (φ) is defined by
Hereψ(φ) is the scaled function [ψ(φ)] (εs, µt) and ψ(φ) is the solution to the problem (4.2). In (4.10) the terms which contains e ε 1 and e ε 2 in R(Ũ λ ) are encode in the last sum (see (3.5)).
By Proposition 2.2 L is invertible. Hence solving (4.10) together with boundary, the periodic and orthogonality conditions reduces to solve a fixed point problem, namelỹ
where T is the operator defined in Proposition 2.2. We will prove the following result. for a certain positive constant c. We first show that M maps E into itself.
Letφ ∈ E. Then by using Lemma 3.1
We evaluate N 1 (φ) * * . N 1 (φ) * * ≤ λµ 2 eŨ λ (η δφ +ψ(φ)) 2 * * + λµ 2 eŨ λψ λ (φ) * * + (λµ 2 eŨ λ − e w )φ * * ≤ e wφ2 * * + e wψ2 λ (φ) * * + e wφψ (φ) * * + e wψ (φ) * * + (λµ 2 eŨ λ − e w )φ * * Now
Putting together all these computations we find that
and the first claim is proved.
We next prove that M is a contraction, so that the fixed point problem (4.12) can be uniquely solved in E. Indeed, for anyφ 1 ,φ 2 ∈ M we get (settingψ 1 :=ψ(φ 1 ) andψ 2 :=ψ(φ 2 ))
Hence M is a contraction and the proof is complete. is equivalent to
We first remark that, by using (4.14) , it follows that
where r is the sum of functions of the form
where h 0 is a smooth function uniformly bounded in ε, h 1 depends smoothly on e 0 and onė 0 and it is bounded in the sense that h 1 ∞ c e 0 ε and it is compact, as a direct application of Ascoli-Arzelá Theorem shows.
The function h 2 depends on e 0 ,ė 0 ,ë 0 and it depends linearly onë 0 and it is Lipschitz with
. By using (3.33) it follows that (4.15) is equivalent to the following ODE ε 2 (a 0 (εs)ë 0 + a 1 (εs)ė 0 ) + a 2 (εs)e 0 = ε where a i ( es), i = 0, 1, 2 , M 0 , F 0 and H 0 are as in Lemma 3.5 and r is as in (4.16) . Our goal is to find a smooth periodic function e 0 which solves (4.17) .
In order to do this we introduce an auxiliary problem. Suppose that p 0 (θ) is a positive C 2 (0, ℓ) function, p 1 (θ) is a C 2 (0, ℓ) function and ε > 0 is a parameter small enough.
Given an arbitrary function f ∈ C 0 (0, ℓ) let us consider the problem
There is a small number ε 0 = ε 0 (p 0 , ℓ) > 0 such that if ε ∈ (0, ε 0 ) satisfies the gap condition
whitc 0 is small enough, then there exists a constant C > 0 such that problem (4.18) has a unique solution which satisfies
for any f ∈ C 0 (0, ℓ). Moreover, if in addition f ∈ C 2 (0, ℓ), the unique solution to problem (4.18) satisfies
Proof. Although similar results were obtained in [6] , we sketch the proof to illustrate why condition (4.19) is required. We take
Then (4.18) is transformed into
It is a standard fact that the eigenvalue problem (s)y m (s) ds.
Since y ∈ C 2 (0, π) the above expression holds in C 2 (0, π). From (4. 19) we find that
if ε is sufficiently small. Next we notice that, by using Cauchy-Schwarz inequality and Parseval's identity we have
Coming back to the original variable
In this way, one can also estimate the L ∞ (0, π)-norms ofẏ andÿ. Therefore the result holds. For a more detailed treatment of this and estimate (4.21) one can see [ [6] , Lemma 8.2] . ✷ In view of system (4.18) , it is natural to consider a perturbation of the equation in (4.18), namely
where {p 0,ε (θ)} ε>0 is a family of C 2 (0, ℓ) functions such that sup ε>0 p 0,ε C 2 (0,ℓ) < C (4.26) and sup ε>0 ε ∂p 0,ε ∂ε ∞ < C. We observe that if there exists a small ε > 0 such that 
then it should be
for a sufficiently small c > 0 and for every m ∈ N ∪ {0}. Given any small number ε > 0, let us write
with some m 0 ∈ N large and a 0 ∈ [0, 1). Assume a 0 = 0. Then the least m ∈ N satisfying 4π 2 m 2 ε 2 Λ p0 + εΛ ε is m = m 0 + 1. Besides, for m m 0 + 1 we have
(ii) Let us show the existence of a sequence of small positive numbers ε > 0 converging to zero satisfying (4.29) provided (4.27) holds. Indeed it is easy to see that the equation (4.30) has a unique pair (m 0 , a 0 ) for any ε ∈ (0, ε 1 ) where ε 1 > 0 is determined by Λ p0 and M in (4.28).
We come back to the original problem. Let us introduce the linear operator L 0 (e 0 ) := ε 2 (a 0 (εs)ë 0 + a 1 (εs)ė 0 ) + a 2 (εs)e 0 .
The following result holds. for some positive and sufficiently small constantc 0 , then for any f ∈ C 0 ℓ (R) ∩ L ∞ (R), there exists a unique e 0 ∈ C 2 ℓ (R) solution of L 0 (e 0 ) = f . Moreover, there exists C > 0 such that
Finally
Proof. The equation ε 2 (a 0 (εs)ë 0 + a 1 (εs)ė 0 ) + a 2 (εs)e 0 = f can be written as
It is clear that p 0 (θ) > 0 is a C 2 (0, ℓ) function andp 0,ε ∈ C 2 (0, ℓ) function and and that concludes the proof. ✷
The linear theory
In this section we give the proof of Proposition 2.2. We need a couple of preliminary results.
for some constant C ξ > 0 only depending on ξ.
Proof.We argue as in Lemma 3.1 of [6] . ✷
Proof. We argue as in Lemma 7.1 of [5] . ✷
Proof of Proposition 2.2
The proof will be carried out in three steps.
Step 1: A priori bound (special case) Let us assume for the moment that in problem (4.10) the function c 0 is identically zero. We will prove that there exits C > 0 so that for any h with h * * < +∞ and any φ solution of problem
By contradiction we assume that there exist sequences λ n → 0, (h n ) n and (φ n ) n solutions of (5.3) where δ n = ε a n for some a ∈ (0, 1) and µ n (ε n s) = ε nμ (ε n s) such that φ n * = 1 h n * * → 0.
To achieve a contradiction we will first show that
If this was not the case then we may assume that there is a positive number c for which φ n ∞,C 2δn > c. Since we also know that
we conclude that for some A > 0 φ n L ∞ (|t|≤A) ≥ c. Let us fix an s n such that φ n (s n , ·) L ∞ (|t|≤A) ≥ c 2 .
By elliptic estimates, compactness of Sobolev embeddings and the fact that the coefficients ofÃ(φ n ) tends to zero as λ n → 0, we see that we may assume that the sequence of functions φ n (s, t) := φ n (s+ s n , t) converges uniformly over compact subsets of R 2 , to a nontrivial, bounded solution ofμ ∞ 0 ∂ 2 ssφ + ∂ 2 ttφ + e wφ = 0 in R 2 whereμ ∞ 0 is a positive constant, which with no loss of generality via scaling, we may assume equal to one. By virtue of Lemma 5.2 thenφ is a linear combination of Z 0 and Z 1 . Moreover by the decay behavior and the orthogonality conditions assumed, which pass to the limit thanks to the Dominated Convergence, we find then thatφ ≡ 0. This is a contradiction that shows the validity of (5.4).
Let us conclude now the result of Step 1. Since φ n * = 1, there exists (s n , t n ) with r n := |t n | → +∞ such that r σ n |φ n (s n , t n )| + r σ+1 n |Dφ n (s n , t n )| ≥ c > 0.
Let us consider now the scaled functioñ φ n (z 0 , z) = r σ n φ n (s n + r n z 0 , r n z) defined onD given bȳ D := (z 0 , z) : −r −1 n s n ≤ z 0 ≤ r −1 n ℓ ε n − s n ; − 2δ n r −1 n µ n (ε n s) < z < 0 .
Then we have |φ n (z 0 , z)| + |z||Dφ n (z 0 , z)| ≤ |z| −σ inD and for some z n with |z n | = 1 |φ n (0, z n )| + |Dφ n (0, z n )| ≥ c > 0.
Moreoverφ n satisfiesμ 2 0,n ∂ 2 z0z0φn + ∂ 2 zzφn + o(1)C(φ n ) =h n inD whereh n (z 0 , z) = r σ+2 n h n (s n + r n z 0 , r n z),μ 0,n =μ n 0 (s n + r n z 0 ) andC(φ n ) is bounded. Since ∂ sμ 2 0,n ∞,D = O(ε n ); ∂ s r −1 n s n µ n (ε n (s n + r n z 0 )) ∞,D = O(ε a n ); ∂ 2 ss r −1 n s n µ n (ε n (s n + r n z 0 )) ∞,D = O(ε 1+a n ) then, we may assume thatμ with the boundary condition. With no loss of generality, we may assume thatμ * = 1.
Henceφ is weakly harmonic in D * and henceφ ≡ const. Moreover since it satisfies (5.6), it follows thatφ ≡ 0. This is a contradiction.
Step 2: A priori bound (general case) We claim that the a priori estimate obtained in Step 1 is valid for the full problem (4.10). We conclude from Step 1 that where b j are defined in (2.7). Now reasoning as before
hence by (5.9) c 0 ∞ ≤ C h * * + cε φ * . (5.12) Combining (5.12) with (5.7) the result follows.
Step 3: (Existence part) We establish now the existence of a solution φ for problem (4.10). We consider the case in which h(s, t) is a T -periodic function in s, for an arbitrarily and large but fixed T . We then look for a weak solution φ to (4.10) in H T defined as the subspace of functions ψ which are in H 1 (B) for any B bounded subset of C 2δ , which are T -periodic in s, such that ∂ ν φ = 0 on ∂C 2δ ∩ {t = 0} and so that Then problem (4.10) gets weakly formulated as that of finding φ ∈ H T such that
If h is smooth, elliptic regularity yields that a weak solution is a classical one. The weak formulation can be readily put into the form
where h is a linear operator of h and K is compact. The a priori estimate of Step 2 yields that for h = 0 only the trivial solution is present. Fredholm alternative thus applies yielding that problem (4.10) is thus solvable in the periodic setting. This is enough for our purpose. However we remark that if we approximate a general h by periodic functions of increasing period and we use uniform estimate we obtain in the limit a solution to the problem.
