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Abstract
We define an algebra on the space of BPS states in theories with extended supersym-
metry. We show that the algebra of perturbative BPS states in toroidal compactification of
the heterotic string is closely related to a generalized Kac-Moody algebra. We use D-brane
theory to compare the formulation of RR-charged BPS algebras in type II compactification
with the requirements of string/string duality and find that the RR charged BPS states
should be regarded as cohomology classes on moduli spaces of coherent sheaves. The equiv-
alence of the algebra of BPS states in heterotic/IIA dual pairs elucidates certain results
and conjectures of Nakajima and Gritsenko & Nikulin, on geometrically defined algebras
and furthermore suggests nontrivial generalizations of these algebras. In particular, to
any Calabi-Yau 3-fold there are two canonically associated algebras exchanged by mirror
symmetry.
September 1, 1996
1. Introduction
String theories and field theories with extended supersymmetry have a distinguished
set of states in their Hilbert space known as BPS states. Thanks to supersymmetry, one can
make exact statements about these magical states even in the face of all the complexities,
perplexities, and uncertainties that plague most attempts to understand nonperturbative
Quantum Field Theory and Quantum String Theory. As a result, they have played a
special role in the study of strong-weak coupling duality in both field theory and string
theory.
In this paper we point out that there is a simple, physical, and universal property of
BPS states: They form an algebra. There are four reasons the algebra of BPS states is
interesting:
1. BPS algebras appear to be infinite-dimensional gauge algebras, typically sponta-
neously broken down to a finite dimensional unbroken gauge symmetry.
2. Comparing BPS algebras in dual string pairs has important applications in mathe-
matics.
3. The BPS algebras appear to control the threshold corrections in d = 4,N = 2 string
compactification.
4. BPS algebras appear to be intimately related to black hole physics. In particular, the
counting of nonperturbative black hole degeneracies seems to be related to generalized
Kac-Moody algebras.
We will discuss (1) and (2) in this paper. Item (3) is the subject of several papers
[1,2,3,4,5]. Item (4) has been proposed recently in an imaginative paper of Dijkgraaf,
Verlinde, and Verlinde [6].
The outline of this paper is as follows. Section two contains the basic definition of
the algebra of BPS states. In section three we use the definition to compute the algebra
of perturbative BPS states in toroidal compactifications of heterotic string theory and
discuss the relation of this algebra to Generalized Kac-Moody (GKM) algebras. 1 In the
fourth section we turn to an analysis of BPS states in Type II string theory, we discuss
the formulation in terms of moduli spaces and argue that sheaves provide the correct
language for a general discussion of BPS states. Section 5 develops the sheaf-theoretic
interpretation of BPS states in some detail for K3 and T 4 compactifications. In section 6
1 In this paper the term GKM is used for something slightly different from the object defined
by Borcherds. See note added.
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this is extended to the Calabi-Yau case. Section 7 contains a conjectural method for the
computation of the algebra of BPS states in Type II string theory. String duality predicts
isomorphisms between certain algebras of Type II BPS states and the dual algebra of
perturbative heterotic BPS states. In sections 8 and 9 we discuss this isomorphism in a
certain limit. The final section contains brief conclusions and a discussion of open issues.
2. The space of BPS states is always an algebra
2.1. Definition
The definition of the algebra of BPS states uses very little information and is therefore
quite general. We suppose that
1. There are absolutely conserved chargesQ and therefore the Hilbert space of asymptotic
particle states is graded H = ⊕HQ.
2. In each superselection sector there is a Bogomolnyi bound on the energy:
E ≥‖ Z(Q) ‖ (2.1)
where Z(Q) is a central charge and ‖ · ‖ is some norm function.
Given the two conditions above we can define the Hilbert space of BPS states HBPS
to be the space of one-particle states saturating (2.1). 2 An algebra is simply a vector
space with a product and we can define the product
R : HBPS ⊗HBPS → HBPS (2.2)
as follows. Take two BPS states ψi of charges Qi, i = 1, 2. Boost them by momenta ±~p∗
to produce a two-body state in the center of mass frame such that the total energy satisfies
the BPS bound E =‖ Z(Q1+Q2) ‖. By definition R(ψ1⊗ψ2) is the orthogonal projection
of Λ~p∗(ψ1)⊗ Λ−~p∗(ψ2) onto HQ1+Q2BPS , where Λ~p is the Lorentz boost. The algebra (2.2) is
the central object of study in this paper.
Remarks
1. The nature of the charges and the Bogomolnyi bound depends on the context (dimen-
sion, number of supersymmetries, global vs. local supersymmetry, etc.). For example,
2 If the one-particle state is a bound state at threshold it can be distinguished from a two-
particle state satisfying (2.1) by the representation of the supertranslation group.
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in d = 4,N = 2 theories with unbroken U(1)r gauge group Q = (nI , mI) refers to the
electric and magnetic charges of the gauge group. The (N = 2) supersymmetry alge-
bra in these superselection sectors has a central charge given in terms of symplectic
periods (XI , FI) by:
Z(Q) = nIXI +mIFI (2.3)
In N = 2 supergravity we have ‖ Z ‖2≡ eK |Z|2. On the other hand, for N = 4, 8
Z(Q) is the maximal eigenvalue of the matrix Zij etc.
2. The value of ~p2∗ is fixed in terms of central charges:
~p2∗ =
1
4
(‖ Z12 ‖2 +(‖ Z1 ‖2 − ‖ Z2 ‖2)2‖ Z12 ‖2
)− 12(‖ Z1 ‖2 + ‖ Z2 ‖2) (2.4)
where Z12 = Z(Q1) + Z(Q2). It follows from (2.4) that ~p2∗ ≤ 0 with equality iff
‖ Z12 ‖=‖ Z(Q1) ‖ + ‖ Z(Q2) ‖. Therefore to implement the above definition we
must use analytic continuation in ~p. We will analytically continue in the magnitude,
leaving the direction pˆ real. Note that the definition of the algebra in principle depends
on the choice of direction pˆ.3
2.2. S-matrix interpretation
This definition has a simple S-matrix interpretation: Consider the two-body state
of two boosted BPS states ψ1,2 with quantum numbers (in the center of mass frame)
(Ei,±~p;Qi). Consider the scattering process:
ψ1 + ψ2 → F (2.5)
where F is some final state which is a vector in the superselection sector Q1 + Q2. The
S-matrix for (2.5) has a distinguished pole:
S(ψ1 + ψ2 → F) ∼ 〈F|R[ψ1 ⊗ ψ2]〉
s− ‖ Z(Q1 +Q2) ‖2 (2.6)
and the residue of the pole defines the product.
In the case of massless BPS states or BPS states which are bound states at threshold
care is needed. The algebra should be computed using a limiting procedure, or using
techniques such as those employed in [7].
3 We thank R. Dijkgraaf and E. Verlinde for emphasizing this.
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2.3. Relation to topological field theory
The algebra (2.2) may be viewed as a generalization of the chiral algebra of chiral
primary fields in massive d = 2,N = 2 theories [8]. Indeed, given the extended spacetime
supersymmetry we may twist the theory [9]. The space HBPS is the BRST cohomology of
a scalar supersymmetry Q. Interpolating operators which create such states should have
nonsingular products (modulo Q).
In many theories BPS states are thought to be smoothly connected to extremal black
hole states. This suggests an alternative viewpoint on the BPS algebra. One could collide
two extremal black holes of charges Q1, Q2 and consider the amplitude for the resulting
state to settle down to an extremal black hole of charge Q1 +Q2. It would be extremely
interesting to relate this amplitude to the structure constants of the BPS algebra.
3. Example: Toroidally compactified heterotic string
The simplest and most elementary example of the algebra of BPS states in string
theory is given by heterotic string compactification on T d. This gives the algebra of
Dabholkar-Harvey (DH) states. In this case the algebra may be studied (in string pertur-
bation theory) using well-developed vertex operator techniques.
The string tree level BPS algebra is closely related to the Gerstenhaber and BV
algebras investigated in [10]. The pole in the S-matrix simply comes from the “dot product”
of suitably boosted BRST classes:
R(V1 ⊗ V2)(z2, z¯2) ≡ lim
z1→z2
Λ~p∗
(
V1(z1, z¯1)
)
Λ−~p∗
(
V2(z2, z¯2)
)
mod QBRST (3.1)
where Λ~p∗ is the action of a Lorentz boost along some fixed direction with magnitude
specified by (2.4). The BRST class on the LHS of (3.1) is a class of (left,right) ghost
number (2, 2) but, for the models under consideration, ghost numbers 1 and 2 may be
identified via:
∂ccV → cV (3.2)
for V a matter vertex operator.
We now describe the algebra in more detail. BPS states are those in the right-moving
supersymmetric ground state [11] and thus the space of BPS states has the form
HBPS = Hmult ⊗ π (3.3)
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where π is a massless representation of real dimension 8boson ⊕ 8fermion of the spacetime
supertranslation algebra with ~p = 0. The leftmoving operators also carry spin. We will
show that those multiplets with no leftmoving spin in the uncompactified dimensions,
Hmult0 can be given the structure of an infinite dimensional generalized Kac-Moody alge-
bra [12][13]. The full space of multiplets Hmult carries an interesting algebraic structure,
described below. Hmult is graded by vectors in the Narain lattice: 4
Hmult = ⊕(PL;PR)∈Γ16+d,dHmult(PL;PR) (3.4)
Furthermore, we may choose a basis of bosonic states which (almost) factorize between
left and right as:
VI,P,ζ˜ = V
left
PL,I(z)⊗ V˜ rightPR,ζ˜ (z¯)ǫP (3.5)
where ǫP is a cocycle factor for the lattice. We will denote right-moving quantities with a
tilde. So, ζ˜M is a polarization vector in 10 dimensional space M = 0, ..., 9. While states of
string may be associated to an arbitrary vector in the Narain lattice (PL;PR), only those
charge sectors with P 2 ≥ −2 can satisfy a Bogomolnyi bound. We thus have:
N = 1
2
(P 2R − P 2L) + 1 = 12P 2 + 1 ≥ 0
E2 − ~p2 = P 2R
(3.6)
where N is the oscillator level of V left. The index I runs from 1 to p24(N) over a basis of
oscillator states.
In the basis (3.5) the product of states in Hmult0 takes the form
R[VP1,I1,ζ˜1 ⊗ VP2,I2,ζ˜2] = [V leftP1,I1 , V leftP2,I2 ]⊗ V˜ rightζ˜12 (3.7)
where ζ˜12 is a function, given below, of ζ˜i and Pi, and the first factor is a Lie bracket.
To compute the algebra in this basis we first examine the right-moving component in
the (−1) picture:
V˜ right
PR,ζ˜
(z¯) = c˜(z¯)e−φ˜eik˜·x˜ζ˜ · ψ˜(z¯) (3.8)
Here φ˜ is the superconformal ghost, x˜M , M = 0, . . .9 labels all right-moving spacetime co-
ordinates. The right-moving momentum is k˜ = (E, ~p;PR) and the BPS condition requires
~p = 0 and that k˜ is lightlike: 5
k˜2 = 0 (3.9)
4 Signature convention: Γ16+d,d has signature (−1)16+d, (+1)d.
5 Our signature convention for the spacetime metric is that η00 = −1. The index 0 refers to
time.
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We also have: k˜ · ζ˜ = 0 and ζ˜ ∼ ζ˜+αk˜. The right-moving part of the product is most easily
computed by multiplying operators in the −1 and 0 pictures. the physical boost used in
the definition in the previous section is characterized by the requirement that the total
spatial momentum vanish and that the new right-moving momentum remains lightlike:
(k˜1(~p∗) + k˜2(−~p∗))2 = 0 (3.10)
Under these circumstances the only BRST invariant operator on the right is again a d=10
U(1) SYM multiplet. The multiplicative structure on the multiplet is exactly given by the
on-shell three-point vertices of the SYM multiplet. In particular for the three-point vertex
of bosons we have:
ζ˜12 =
[{
ζ˜1(~p∗) · k˜2(−~p∗)
}
ζ˜2(−~p∗)−
{
ζ˜2(−~p∗) · k˜1(~p∗)
}
ζ˜1(~p∗)
− {ζ˜1(~p∗) · ζ˜2(−~p∗)}k˜2(−~p∗)]mod(k˜1(~p∗) + k˜2(−~p∗)) (3.11)
where ζ˜(~p∗) is the boosted polarization tensor.
Now let us turn to the left-moving operators. These have the form:
V leftPL,I = ce
ik·x(z)PI(∂∗x(z)) (3.12)
where k = (E, ~p;PL) is the left-moving momentum and the BPS condition states that
~p = 0 and
1
2k
2 +N = 1 . (3.13)
In particular, the matter part of the vertex operator is a dimension one primary. In
(3.12) PI(∂∗x(z)) runs over a basis of representatives of the BRST cohomology so I =
1, . . . , p24(N). The operator product of the ghost factors in two such boosted states is
c(z1)c(z2) = z12
(
c∂c + · · ·) and therefore we must isolate the simple pole in the OPE of
two dimension one primaries. Thus the left-moving matter part of the product state is
given by: ∮
z2
dz1Λ~p∗
(
VPL1 ,I1(z1)
)
Λ−~p∗
(
VPL2 ,I2(z2)
)
mod V ir+ (3.14)
It is well-known that the pole terms in mutually local dimension one primaries generate
a current algebra [14][15]. (The matter CFT is not unitary and therefore there will be
higher poles in the OPE, but these do not contribute to the BRST cohomology. ) It
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follows immediately that the product in (3.14) defines a current algebra for the states
which are bound states at threshold. For these states we can take ~p = 0.
When there is a nontrivial binding energy then k1 · k2 will not be integer and the
simple operator products of DH vertex operators will not define a new DH state. As for
the right-movers, the boost solves the problem and
k1(~p∗) · k2(−~p∗) = −P1 · P2
= N1 +N2 −N12 − 1
(3.15)
where N12 is the oscillator level of the product BPS state.
It remains to determine the properties of the product on states requiring a boost. For
states in Hmult0 which are left-Lorentz scalars the product again determines a Lie algebra.
This can be seen as follows. We choose four left-moving dimension one primaries Ψi and
consider the correlator
〈Λ1(Ψ1)Λ2(Ψ2)Λ3(Ψ3)Λ4(Ψ4)〉 . (3.16)
The Λi are Lorentz boosts determined by the conditions that (k˜i + k˜j)
2 = 0 for all pairs
i, j. In terms of the boosts used to define the product we have
ΛiΨi(zi, z¯i)ΛjΨj(zj , z¯j) = Λij
(
Λ~pij,∗ΨiΛ~pji,∗Ψj
)
(3.17)
where Λij is an overall Lorentz transformation and Λ~pij,∗ are the special boosts, for the
pair Ψi,Ψj defined above. We are only interested in the first order poles in (3.16). Thus we
multiply (3.16) by dz1∧dz2∧dz3∧dz4 and consider the resulting expression as a DeRham
class on (IP1)4−BD where BD stands for the big diagonal where any two points coincide.
The idea is that on such a space terms of the form zndz are exact except for n = −1. In
this way we focus on the pole terms.
The three point functions are given by
〈Λ1(ΨI)Λ2(ΨJ )Λ3(ΨK)〉dz1 ∧ dz2 ∧ dz3 = fIJK(pˆ12)dz1 ∧ dz2 ∧ dz3
z12z23z31
mod d(∗) (3.18)
where we have emphasized that, having chosen a basis of states ΨI , the structure constants
depend on direction. The two-point function defines a positive form on the algebra. Com-
paring expressions for (3.16) derived from the singularities in z1 with that derived from
the singularities in z2 gives a Jacobi-like identity on fIJK :
f I12 (pˆ12)f34I(pˆ34)− f I13 (pˆ13)f24I(pˆ24) + f I14 (pˆ14)f23I(pˆ23) = 0 (3.19)
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where the directions are related to each other by the requirement that s˜ = t˜ = u˜ = 0. For
vertex operators which are scalars under the left-moving noncompact Lorentz group, or
for states not requiring a boost the direction dependence vanishes and (3.19) is the Jacobi
identity. In this case the product defines a Lie algebra as a subalgebra of the algebra of
BPS states. The general structure on arbitrary BPS states is given by (3.19).
Finally, we must clarify the sense in which Hmult0 is a GKM algebra. We would like
to apply the definition of a GKM algebra in section 4 of [13], replacing only the ZZ-grading
by a IId+16,d-grading. The positive and negative grading is defined by the Narain vectors
±P supporting BPS and anti-BPS states, respectively. The subspaces at fixed grading
with respect to IId+16,d are finite dimensional. Unfortunately if we convert the IId+16,d-
grading to a ZZ-grading the finite-dimensionality of the graded subspaces need not hold any
longer. Thus, the algebras we are discussing are themselves generalizations of generalized
Kac-Moody algebras. 6
From the construction it is clear that the Lie algebra Hmult0 ⊂ Hmult satisfies two
key properties. It is invariant under O(d+16, d; IR) rotations, and at enhanced symmetry
subvarieties the massless subalgebra is the unbroken gauge group of the low energy theory.
Thus, the BPS algebra is a kind of universal algebra for toroidal compactification. We
regard it as a physically sensible version of the “duality invariant gauge algebra” of [16]
and of the “universal gauge algebra” of [17]. Note that it involves only physical on-shell 7
states, with positive definite inner product, and no compactification of time. (The role of
compactified time has been supplanted by the BPS conditions.)
Because of the properties of the BPS algebra described above, and because Narain
moduli are Higgs fields, the algebra of BPS states (or at least Hmult0 ) should be regarded
as a spontaneously broken gauge algebra.
Remarks
1. The above construction is closely related to the technique used in [18]. The boost Λ~p is
similar to the choice of certain kinematic invariants in [18]. In particular the result of
that paper can be applied to deduce that the “Ward identities” of the algebra of BPS
states completely fixes the tree level BPS scattering matrix. In general, a strongly
broken gauge symmetry is as useless as having no symmetry at all, but something
6 We are grateful to R. Borcherds for an illuminating comment on this point.
7 Although we use analytic continuation in ~p, we always work within the framework of BRST
cohomology.
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unusual appears to be happening in the present context. Not only is the S-matrix
fixed, but, in d = 4,N = 2 theories the quantum corrections appear to be closely
related to the BPS algebra [1,2,4,5].
2. We have computed the residue using a tree level string calculation. The nonrenor-
malization theorems of string perturbation theory could possibly be applied here to
guarantee that the algebra is unchanged to all orders of perturbation theory.
3. Similar considerations apply to d = 4,N = 2 compactifications of the heterotic string.
The space of DH states now has the form:
HBPS = Hvm ⊗ πvm ⊕Hhm ⊗ πhm (3.20)
where πvm, πhm are the massless vectormultiplet and hypermultiplet representations
of the supertranslation algebra. Both have real superdimension: 4boson⊕4fermion. (We
include the supergravity multiplet as a vectormultiplet). The algebra of states now
has a ZZ2 grading with vectormultiplets even and hypermultiplets odd.
4. Previous attempts [1] at defining the BPS algebra using vertex operators have used
the “left-right swap” according to which we associate a left-moving current
J (z) ≡ eipLX(z)−ipRX˜(z)PI(∂∗X) (3.21)
to the internal part of the BPS vertex operator, and then use null gauging to re-
move the right-moving oscillators. We regard the present formulation as a significant
improvement on the old one.
5. It would be interesting to understand the system of simple roots for this algebra. The
real simple roots will be the states associated with the P 2 = −2 vectors. The set of
reflections in these roots generates the Weyl group of the BPS algebra, which is thus
a subgroup of the T-duality group. This subgroup should be viewed as a gauge group,
as in [19,20].
6. A similar construction also applies to the perturbative BPS states of toroidally com-
pactified type II strings. The multiplicationR(ψ1⊗ψ2) can be defined, but we lose the
obvious connection to currents since now vertex operators (for medium sized represen-
tations) satisfy ∆(P) + 12P 2L − 12P 2R = 0, so the algebra need not be a GKM algebra.
This algebra is of interest because, by U -duality, it also computes the algebra of RR
charged BPS states for type II on a torus.
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4. Geometrical Realization of BPS states for type II on Calabi-Yau manifolds
Xd
The results of [1] and the previous section exhibit an interesting algebraic structure in
the interactions of BPS states in toroidal and K3 compactifications of the heterotic string.
Given the duality between the heterotic string on T 4 and the IIA string onK3 [21,22,23,24]
and between the heterotic string on K3×T 2 and type II theory on K3-fibered Calabi-Yau
manifolds [25,26] one expects to find the same algebraic structure of BPS states in the
dual formulation. This and the following sections are devoted to the development of this
idea.
We start with type II string theory on Xd × IRD,1, where D = 9 − 2d and Xd is a
Calabi-Yau manifold of complex dimension d. We will be interested in BPS particle states
obtained by wrapping D-branes on cycles in Xd.
4.1. The generalized Mukai vector
The charges of the unbroken U(1) gauge symmetries are naturally associated with a
vector:
Q ∈ H∗(Xd;ZZ) (4.1)
where ∗ is even for IIA and odd for IIB strings. 8 The reason is that the U(1) gauge
fields are obtained by Kaluza-Klein reduction of RR (p + 1)-form fields C(p+1) and for
each homology p-cycle Σ ⊂ Xd we may define a U(1) gauge field: AΣ ≡
∫
Σ
C(p+1). The
charge lattice should have a basis dual to the basis of gauge fields hence (4.1). The physical
interpretation of Q depends on dimension. For D = 5 the particles can only have electric
charge, then Q ∈ H∗(K3;ZZ) ∼= Γ20,4 is an electric charge vector. For D = 3 Q is a vector
of electric and magnetic charges.
In many cases the space of BPS states with a fixed charge can be defined in terms
of the cohomology of the moduli space of instantons [27,28]. Let us suppose that there
are r wrapped 2d-branes on Xd.
9 The low energy dynamics on the D-brane is governed
by maximally symmetric SYM theory in Xd × IR . The Chan-Paton spaces form a vector
bundle E → Xd and the ten-dimensional gauge field AM , M = 0, . . .9 on E becomes a
8 We assume for simplicity that there is no torsion. Otherwise we mod out by the torsion. We
will also find a possibility for fractional charges below, so ZZ should be replaced by 1
N
ZZ where N
depends on the manifold Xd.
9 Here we are considering the IIA theory.
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gauge field Aµ, µ = 0, . . .2d and a Higgs field Φi i = 1, · · ·D which are r× r antihermitian
matrices. In general the Chan-Paton vector bundle E is a twisted vector bundle. Indeed,
the RR charge vector Q and the characteristic classes of the bundle are related by the
important formula:
Q = v(E) ≡ ch(E)
√
Aˆ(Xd)
= ch(E)
√
Td(Xd) ∈ H2∗(Xd; 1
N
ZZ)
(4.2)
The second line follows since Xd is Calabi-Yau. The integer N depends on Xd and is
one for d = 2, is a divisor of 24 for d = 3, and so on. The Chern character should be
regarded as ch(E) = Tr exp
[
1
2π (F − B)
]
where F is the field strength of the gauge field
on the brane and B is the bulk NS-NS anti-symmetric tensor field [27]. The expression
(4.2) gives the various brane-charges associated to a gauge field configuration via Q =
(r2d, r2d−2, . . . , r0) ∈ H0⊕H2⊕· · ·⊕H2d. We will refer to the vector v(E) as a “generalized
Mukai vector.”
Remark. Various pieces of this formula appeared in [29,30,31,32] and the final form
was derived in [33] using an anomaly inflow argument. The vector (4.2) has also appeared
in the mathematics literature in the work of Mukai for the case d = 2 [34]. The origin of
the vector in [34] is the Riemann-Roch-Grothendieck formula and is closely related to the
derivation of [33].
4.2. Attempt at a precise formulation of the space of BPS states
In this section we will attempt to give a precise formulation of the space of BPS
states associated with r wrapped D-branes on Xd. Supersymmetric Yang-Mills does not
have nontrivial infrared dynamics in IR2d × IR for d ≥ 2. Thus the classical and quantum
moduli spaces must coincide. The situation can be different for SYM on Xd× IR since Xd
is compact. However, due to the topological nature of BPS states mentioned in section
2.3, the space of BPS states should be independent of the volume V of Xd. This motivates
our first assumption:
Assumption A: We may describe the BPS states by the supersymmetric ground states
of a supersymmetric quantum mechanics with target space given by the moduli of super-
symmetric field configurations. Note that we have made an important change of limits,
exchanging the large volume and low energy limits.
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The moduli space of classical ground states is the moduli space of solutions to the
“generalized Hitchin system” defined by the equations:
δχ = ΓMN ǫ1FMN + 1ǫ2 = 0 (4.3)
for some pair of covariantly constant spinors ǫi on IR
D×Xd. Here χ, FMN are the gaugino
and field strength respectively taking values in the Lie algebra u(r). The second term lives
in the u(1) subalgebra. In N = 4 SYM with gauge group U(1) the scalar fields can be
viewed as the Nambu-Goldstone modes related to translations transverse to the D-brane,
the non-linearly realized supersymmetry transformation involving ǫ2 is the superpartner
of these translations. 10
We would now like to simplify the equations (4.3). Since the gauge field AM is a
massless field representing excitations of open strings with Dirichlet boundary conditions
we are motivated to make
Assumption B: The fields (Aµ,Φi) in (4.3) are functions only of the coordinates x
µ on
Xd, and not functions of the coordinates of IR
D.
We will now argue that, while assumptions A and B are reasonable, and approximately
correct, in fact they are incompatible with string/string duality.
Let us now examine more closely the consequences of assumptions A and B. We can
choose our covariantly constant spinors to be of the form ǫ⊗η where η is a constant spinor
on IRD and ǫ is covariantly constant on Xd in the Calabi-Yau metric. We can normalize
ǫ1 so that the Ka¨hler form is
ωMN = ǫ
†
1ΓMN ǫ1 (4.4)
Expanding, we find three terms which must separately vanish. In the part depending
on Γµν ǫ2 is chosen so that the equations for the Yang-Mills field are: F is type (1, 1)
and ωd−1 ∧ F = λωd, where ω is the Ka¨hler form and λ is a constant. Explicitly, λ =∫
X
ωd−1c1/
∫
X
ωd. The resulting “generalized Hitchin equations” are
F ∈ Ω1,1(Xd) (4.5a)
ωd−1 ∧ F = λωd (4.5b)
DµΦi = 0 (4.5c)
[Φi,Φj] = 0 (4.5d)
10 The presence of the second term was noticed in conversations with J. Polchinski and A.
Strominger.
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The equations (4.5a, b) are the Hermitian Yang-Mills equations. The Φi represent the
normal motions of the 2d-brane. Moreover, from (4.5c) we see that if Φi is nondiagonal
then the vector bundle on Xd must in general be reducible.
For a fixed Mukai vector Q = v(E) will define M′(Q) to be the moduli space of
solutions of (4.5a, b, c, d) modulo the U(r) gauge group. We expect that the moduli space
M′(Q) will be rather singular. But we expect it to be a stratified space with smooth
strata.
Note from (4.5d) that M′(Q) has a natural projection to a configuration space of
points.:
π :M′(Q)→ Sr(IRD) (4.6)
given by the eigenvalues of the (simultaneously diagonalizable) Φi:
π[(Aµ,Φi)]→ {a(1)i , . . . a(r)i }
Φi ∼ Diag{a(1)i , . . . a(r)i }
(4.7)
These give the positions of the r wrapped branes, so (4.6) provides a partial stratification
of M′(Q) by Sr(IRD) = ∐Srν(IRD) where ν labels partitions of r.
Finally, from (4.5a, b) we see that over the “small diagonal” ∆(r) ⊂ Sr(IRD) where all
points coincide we have a moduli space of instantons. We define:
M(Q) ≡ π−1(p) (4.8)
for p ∈ ∆(r) (the fiber does not depend on p). A crucial point is that the space M(Q)
includes the reducible connections. Thus, M(Q) will itself be a stratified singular space
with singular strata corresponding to the loci of reducible connections. Roughly speaking,
the reducible connections are the connections for which the gauge field can be made block
diagonal:
A =
(
A(1) 0
0 A(2)
)
(4.9)
This will happen when we can split the Chan-Paton bundle as: E3 = E1 ⊕ E2. More
technically, the holonomy group of the connection should have trivial normalizer (in the
adjoint group). On the reducible locus the moduli space is roughly a product of smaller
moduli spaces
Let us now consider the BPS states. These should correspond to harmonic L2 forms
on M′(Q). Since we are interested in bound states the forms should have support on
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the stratum over ∆(r). Moreover, we do not want wave functions with support on the
reducible locus: such states will be products of wave functions already accounted for at
smaller charges and do not correspond to bound states, but rather to two (or more)-
particle states. For this reason we expect that the bound states will be associated with
the cohomology of the subspace Mirred(Q) ⊂M(Q) of irreducible connections.
With this motivation we therefore adopt the preliminary definition:
HQBPS ?= H∗(Mirred(Q)) (4.10)
at least when r2d > 0. Since Mirred(Q) is noncompact we should specify carefully the
notion of cohomology. The moduli space has a natural metric, and the physically correct
notion of cohomology would appear to be L2 cohomology. 11 In fact, as we will see below,
equation (4.10) is incompatible with string/string duality. One way to fix it is discussed in
the next section.
Remarks:
1. If we have a wrapped 2d brane with a nontrivial normal bundle, then, as remarked
in [28] the scalars Φi take values in the normal bundle and we get a topologically
twisted SYM. In the case of a 2-brane wrapping a holomorphic curve Σ in a K3
surface the equations (4.5 )become the Hitchin equations on Σ, after discarding the
scalars Φ corresponding to noncompact directions [28]. This is the reason for the
terminology “generalized Hitchin equations.” Note that the remaining Φi represent
normal motions of the brane within a compact space, and hence the Hitchin space
must be compactified.
2. Two parallel D-branes of spatial dimensions p, p′ appear to break supersymmetry
unless p = p′mod4 [35]. This raises a paradox: How then can there be (0, 2, 4, . . .)
bound states? One resolution of this paradox was explained in [35]. When binding
a p − 2-brane in a p-brane the p − 2 brane can decay via the nucleation of magnetic
objects. This decay is allowed by the “Chern-Simons couplings” which lead to the
formula (4.2). Another description of the same phenomenon can be given in terms of
the effective field theory on the p− 2 brane [36]. Naively there is a negative vacuum
energy for parallel p and p− 2 branes. However, the theory develops an FI term and
a hypermultiplet field condenses in such a way as to maintain supersymmetry.
11 However, G. Segal suggests that relative cohomology with respect to the reducible locus
might be more appropriate.
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3. The above description of BPS states differs markedly from the picture discussed in
[37]. It is likely that the two descriptions are valid in different regimes and that the
present one is only valid in the limit gIIstring → 0. It is quite important to understand
this point more clearly.
4.3. Chan-Paton sheaves
Let us return to the proposal (4.10) for the space of BPS states. It is easy to see that
this is incompatible with string duality. Consider, for example, X2 = K3, for which IIA is
dual to the heterotic theory on T 4. Consider a state with four-brane charge one and large
0-brane charge. There are many heterotic states with these charges, but there are no such
U(1) instantons. 12 There are similar problems for other RR charges.
These problems can be resolved if we take a compactification of Mirred(Q) provided
by moduli spaces of sheaves. That is: to maintain string duality we should replace Chan-
Paton bundles by Chan-Paton sheaves. This procedure restores string duality and has
other advantages, described below.
The generalization from a twisted Chan-Paton vector bundle E to a Chan-Paton
sheaf is extremely natural in D-brane theory. Intuitively, a sheaf is very much like a vector
bundle except that the dimension of the fiber can change discontinuously. In particular, the
fibers can be the zero-dimensional vector space everywhere except at a point (“skyscraper
sheaves”) or on a curve. This picture coincides nicely with the physical picture of the
Chan-Paton vector spaces associated to 0-branes and wrapped 2-branes, respectively. We
will not go very deeply into sheaf theory in this paper. Everything that one needs to know
(almost) can be found in sections 0.3 and 5.3 of [39].
The introduction of Chan-Paton sheaves also provides a nice compactification of the
moduli space of instantons. We assume here that Xd is algebraic and hence, by the
Donaldson-Uhlenbeck-Yau theorem the moduli space of irreducible connections can be
identified with the moduli of stable holomorphic vector bundles on Xd. In algebraic ge-
ometry the natural compactification of the moduli of holomorphic bundles is provided by
a certain moduli space of sheaves.
There is another advantage to the sheaf-viewpoint. When there are no 2d-branes
wrapping Xd, but there are branes wrapping submanifolds of Xd we cannot use SYM
12 This paradox is very similar to a problem which was addressed in [38], section 5.3, and the
resolution is the same: one must generalize from vector bundles to sheaves.
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theory on Xd. The advantage of the sheaf viewpoint is that in the IIA theory, the entire
set of (0, 2, 4, . . .) bound states can be discussed within a single framework.
Remarks:
1. An important open problem is to derive the sheaf viewpoint from first principles. We
believe this can be done by studying the string field theory of the DN sector states in
D-brane theory.
2. The necessity to include sheaves has already been remarked in another investigation
into D-brane moduli space [40] where it was noted that the full equivalence of in-
stantons with bound states of branes requires the generalization of vector bundles to
sheaves. We have recently learned that the idea that the natural setting for D-branes
is in the category of coherent sheaves has also been advocated by R. Dijkgraaf, M.
Kontsevich [41], D. Morrison [42], and G. Segal [43]. Sheaves have also recently played
an important role in (0, 2) Calabi-Yau compactifications [44].
5. Example: Sheaf-theoretic interpretation of (0, 2, 4) bound states on an alge-
braic K3 or abelian surface
Suppose the compactification manifoldX2 is an algebraic K3 surface or abelian variety
(T 4). 13 In this section we will advocate that, in order to have string/string duality,
BPS states should be formulated as cohomology classes on the moduli space of so-called
“coherent simple semistable sheaves”:
HQBPS = H∗(Mspl(Q)) (5.1)
Let us briefly indicate why such animals should be relevant to D-brane physics.
First, “coherent” essentially means that the sheaf fits in an exact sequence F → G →
E → 0 where F ,G are “locally-free” - that is, sheaves of sections of a holomorphic vector
bundle. We will interpret this later as the condition that the 0-brane and 2-brane states
can participate in interactions with wrapped 4-brane states.
Second, the adjective “simple” means that the sheaf contains no nontrivial automor-
phisms 14 and is the analog of the requirement that the corresponding gauge field be
13 We will need the technical assumption that these surfaces to be “polarized” which means
that we choose an embedding of the surface into projective space. In particular, we assume the
Ka¨hler class [ω] is the restriction of the hyperplane class.
14 Sheaves always carry a trivial automorphism obtained by simply scaling all sections by a
constant factor.
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irreducible. Indeed, note that the direct sum of two sheaves carries a nontrivial automor-
phism obtained by scaling the sections of just one summand. The criterion of simplicity
is required if we are to count BPS bound states, and not 2-particle states at zero relative
momentum. Unfortunately, there are a few expectional cases, involving states with zero
4-brane charge where simplicity is not the correct criterion. Nevertheless, as described
below, these states still admit a sheaf-description. 15
Finally “semistable” means that for any subsheaf 0 → F → E we have an inequality
on the “slopes” µ(F), µ(E):
µ(F) ≡
∫
ωd−1c1(F)
ch0(F) ≤
∫
ωd−1c1(E)
ch0(E) ≡ µ(E) (5.2)
(we assume ch0 > 0 for simplicity). The physical interpretation of this is much less evident,
but it is required for a nice 16 moduli space. The condition (5.2) will play a role in the
geometrical formulation of the BPS algebra below and therefore has some physical sense.
Let us work out the RR charge vector for X2 a K3 surface or abelian variety (T
4).
Then, p1 = −48 or p1 = 0, respectively and the BPS states have electric charge vector
given by:
Q = v(E) = (rk(E), c1(E), ǫrk(E) + ch2(E))
∈ H0(X ;Z)⊕H2(X ;Z)⊕H4(X ;Z)
(5.3)
where ǫ = 1, 0 for K3, T 4. Note that with our conventions ch2(E) < 0 for a bundle
admitting an ASD connection. The inner product on a vector v = (r, c1, r − ℓ) is:
v2 = (r, c1, r − ℓ)2 = c21 − 2r(r − ℓ) (5.4)
where c21 is the inner product on H
2(X,Z) ∼= Γ19,3 or H2(X,Z) ∼= Γ3,3 for K3 or T 4
respectively. For X2 = K3 we need only interpret states for v
2 ≥ −2. These decompose
into BPS and anti-BPS states. BPS states have r > 0 or r = 0, c1 > 0, or r = c1 = 0, ℓ > 0.
A theorem of Mukai [34] shows that the space of coherent simple semistable sheaves with
Chern classes specified by Q is smooth and compact and has dimension:
dimIRMspl(Q) = 4( 12Q2 + 1) (5.5)
This is consistent with string duality.
We will now describe the sheaf-theoretic interpretation of the various states on a
case-by-case basis.
15 The fact that the sheaves in these exceptional cases are not simple was pointed out to us by
D. Morrison.
16 e.g., Hausdorff
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5.1. Q = (r; c1;L), r > 1.
When r > 1 there is an open dense set in M(Q) consisting of the moduli space
of holomorphic vector bundles (equivalently, the moduli of irreducible instantons). The
moduli space is compactified by adding semistable sheaves. In the physics literature it is
sometimes stated that M(Q) is the N -fold symmetric product SNX2 for N = 12Q2 + 1,
or, more accurately, its hyperkahler resolution by the “Hilbert scheme of points”
M(Q) ?= X [N ]2 (5.6)
and this is quoted as providing evidence for string/string duality. Equation (5.6) is certainly
true at the level of dimensions, by Mukai’s theorem, and is known to be true at the level
of Hodge numbers for some cases [45,46] provided we use Mspl(Q). It is false at the level
of complex structures, see [47] for a counterexample. As more detailed questions about
the nature of BPS states become addressed the exact nature of the relation of these spaces
will become more important.
5.2. Q = (1; 0; 1− ℓ).
From Mukai’s theorem dimMspl(Q) = 4ℓ. Indeed, for this case it is known that [34]:
Mspl(Q) ∼= X [ℓ] (5.7)
The isomorphism is explained in the appendix. More generally, we should modify the
above by twisting by a nontrivial line bundle on X to get charge vector (1, c1, 1− ℓ). This
is covered by Mukai’s theorem, of course. Note that (5.7) resolves the glaring discrepancy
with string duality noted in section 4.3.
5.3. Q = (0; ch1; ch2)
Mukai’s theorem includes sheaves with r = 0 and support on a curve. These are
fairly strange objects from the point of view of a Yang-Mills theory on X2. Note that the
curve must be irreducible because we are only interested in bound states. This will be
guaranteed by the condition that the sheaf be simple.
Suppose n D-branes wrap a holomorphically embedded curve ι : Σ → X2. We then
have a rank n Chan-Paton vector bundle E → Σ. The corresponding sheaf on X2 is
E = ι∗(E) (5.8)
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The Chern characters of E is easily computed from the Riemann-Roch-Grothendieck
(RRG) theorem:
ch(E)Td(TX2) = ι∗(ch(E)Td(TΣ)) (5.9)
Expanding this out we obtain the Mukai vector:
v(E) = (0, n[Σ], deg(E)− n 1
2
Σ · Σ) (5.10)
where degE =
∫
Σ
ch1(E). The 2-brane states should be associated to the cohomology
H∗(Mspl(v(E))). Roughly, Mspl(v(E)) is the moduli of pairs consisting of a holomorphic
curve in a linear system: C ⊂ |n[Σ]| together with a rank n vector bundle E → C of fixed
degree. 17
In [28] the space of states associated with wrapped two-branes was characterized in
terms on the cohomology of Hitchin moduli space. We need a unified description of the
BPS states in order to describe the BPS algebras so we prefer the sheaf description. As
noted in [28] a paper of Donagi et. al. [48] shows that there is close relation between
Mukai’s moduli space and Hitchin’s.
5.4. Q = (0;~0;−L).
Describing zerobranes of charge L turns out to be the most subtle case. They must cor-
respond to sheaves of length L but concentrated at one point.18 At first sight string/string
duality suggests that the proper moduli space is the small diagonal: ∆(L) ⊂ SLX . How-
ever, for the sheaf interpretation we must modify this slightly.
Let
π : X [L] → SLX (5.11)
be the Hilbert scheme of points resolving the symmetric product. Bound states will only
form when the 0-branes are at the same point in spacetime, so we expect the 0-brane
charge −L < 0 states to be represented by cohomology classes in
π−1(∆(L)) = (X [L])L ≡ ΞL (5.12)
17 There are some exceptional cases where (5.10) does not define a simple sheaf, e.g., v(E) =
(0, L[E], 0) where E is elliptic. In these cases there is still a sheaf-description, similar to that
described in the next subsection.
18 This means that the fiber above the point is an L-dimensional vector space, in accord with
the relation of U(L) SYM to a charge L 0-brane.
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There are very natural homology cycles in (X [L])L. Let Σ be a cycle in X . Consider the
cycle:
Σ˜L ≡ {S ∈ ΞL : Supp(S) = P ∈ Σ} (5.13)
This allows us to map a homology class [Σ] ∈ H∗(X) to a class [Σ˜L] ∈ H∗
(
ΞL). The dual
cohomology classes to these homology classes in ΞL are the correct differential forms to
associate with pure zerobranes of charge −L.19 It should be noted that none of the sheaves
in (5.12) are simple, since they all have nontrivial automorphisms, given by arbitrary
GL(L,C) rotations of the fiber above a point.
5.5. Summary
In conclusion we have shown that the space of D-brane states can be interpreted as
a space of cohomology classes on the moduli space of coherent simple sheaves on X if the
2 or 4 brane charge is positive. For some exceptional 2-brane configurations and for pure
0-branes, the states are a set of distinguished cohomology classes in a moduli space of
sheaves supported on a curve and on a point, respectively.
6. Calabi-Yau compactification
If we compactify the IIA string on a Calabi-Yau threefold X3 then the RR charged
BPS states will be (0, 2, 4, 6) bound states. The RR charge vector is connected to the
characteristic classes of the sheaves via:
Q = (ch0, ch1, ch2 − p1
48
ch0, ch3 − p1
48
ch1) (6.1)
Q is now interpreted as a vector of electric and magnetic charges. The shift by −p148 is a
geometric version of the Witten effect. Indeed, choosing an electric/magnetic polarization
so that H0⊕H2 is the lattice of magnetic charges we observe a shift in the electric vector:
qe → qe − p148qm. In particular, although the shift induces fractional D-brane charges, it
does not violate the Dirac quantization condition.20 Once again we expect
HQBPS = H∗(Mspl(Q)) (6.2)
although much less evidence is available to test this proposal.
19 The space ΞL is topologically complicated. For example, the fiber has lots of cohomology:
b2i(π
−1(L[P ])) = p(L,L− i) [49,50] . Nevertheless, there are distinguished cohomology classes on
ΞL associated to multiplying the top degree cycle of the fiber with the homology of the base. We
thank G. Segal for some very helpful remarks on this point.
20 We thank M. Douglas and E. Witten for a discussion on this point.
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6.1. Special features of K3 fibrations
In general very little is known about the BPS algebras associated to general Calabi-Yau
manifolds. However, thanks to string/string duality it is possible to make some nontrivial
statements about the algebra in the case that there is a heterotic dual.
It is now understood that heterotic/IIA duality is intimately connected with K3 fi-
brations [51,52,53]. Let us consider therefore a Calabi-Yau 3-fold
X3 → IP1 (6.3)
We denote the K3 fiber over z ∈ IP1 by Kz. In all known examples it has Picard number
≥ 1 on the heterotic side, so Kz is always algebraic.
There is a subset of states which are of special relevance in string/string duality. These
are the BPS states which have finite mass in the heterotic weak coupling limit:
Im(ts) =
∫
IP1
ω →∞ (6.4)
These will be (0, 2, 4) bound states based on supersymmetric cycles which only wrap in
the fiber Kz. We will refer to these as the “fiber bound states.”
Let us determine the lattice of charges and RR charge vectors of the fiber bound
states. Consider first the supersymmetric 2-cycles in the fiber. These must be holomorphic
curves in the CY X3. Therefore, the supersymmetric 2-cycles with finite mass in the
limit (6.4) must be holomorphic curves in the K3 in the complex structure of Kz. The
elementary 2-branes will be labelled by vectors r ∈ ∆ir ⊂ H2(Kz;ZZ) of classes dual to
irreducible holomorphic curves. Note that r2 = 2g − 2 ≥ −2 determines the genus of
the curve. Multiply wrapped branes with 2-brane charge Nr can produce new bound
states. Therefore, the set of 2-brane charges is contained in the NEF cone NEF (Kz) and
correspondingly, the lattice of 2-brane charges is a sublattice of the Picard lattice Pic(Kz).
(For a clear discussion of these concepts in the physics literature see [53,54].) In fact, the
Picard lattice can undergo monodromy when circling a singular fiber. Thus, in general,
we expect the lattice of 2-brane charges to be Pic(Kz)
invt [54].
To obtain the full lattice of charges we recall that there are 2 more gauge fields from
wrapping C(5) on the K3 surface and from C(1), giving another lattice Γ1,1 for H0(Kz;ZZ)⊕
H4(Kz;ZZ). Note that rather than use the Ka¨hler class of the IP
1 base we have used it’s
magnetic dual corresponding to wrapping C(5) on the K3 fiber. Thus we are not using
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the standard CY polarization H0 ⊕H2 for the magnetic charges. 21 The total lattice of
charges is
(r4, r2, r0) ∈ H0(Kz;ZZ)⊕ Pic(Kz)invt ⊕H4(Kz;ZZ) (6.5)
This lattice embeds into the full lattice H∗(X3). The moduli space of sheaves Mspl(Q)
should be regarded as the moduli of sheaves in the full Calabi-Yau with specified Chern
classes.
We may now compare with the predictions of string/string duality. On the heterotic
side the lattice of charges is the lattice of vectormultiplet charges in a heterotic dual
theory. Here the gauge instanton breaks E8 × E8 to a rank s subgroup leaving a Narain
moduli space based on a lattice Γs+2,2. By general results Pic(Kz) is a lattice of signature
[(−1)n, (+1)1]. We identify Pic(Kz) = Γs+1,1 ⊂ Γs+2,2. By comparing this to the Type II
picture and using string duality we see that the 2-brane charges must in fact fill the entire
(monodromy invariant) NEF cone. Moreover, the perturbative BPS states in the heterotic
description (which correspond to (6.4)), are easily described in terms of vertex operators,
and are counted by the elliptic genus of certain vector bundles on the heterotic K3 surface
[1].
Remarks:
1. It is interesting to contrast (6.5) with the lattice of 2-brane charges in K3 compactifi-
cation. In K3 compactification we do not count holomorphic curves inK3, but, rather,
curves which are holomorphic in some complex structure compatible with the fixed
hyperka¨hler structure. The appropriate counting function is 1/η24 [28]. By contrast,
the holomorphic curves in a fixed family of complex structures is a more subtle object.
For example, in [1] the counting function for the K3 family x21 + x
3
2 + x
7
3 + x
42
4 = 0
was identified as E6/η
24.
2. A related point is that in the heterotic dual the BPS spectrum is chaotic in the sense
that it changes discontinuously on a dense subset of hypermultiplet moduli space [1].
This is most easily seen in the heterotic dual where it corresponds to discontinuity as
functions of the hypermultiplets describing the heterotic K3 moduli. Translating this
to the type IIA side we see that the BPS spectrum is highly chaotic as a function of the
complex structure. This makes sense: a small perturbation of the complex structure
changes wildly the allowed holomorphic curves in the K3 surface (generically there
21 and since the intersection form on H2∗(X3) is symmetric it is a little mysterious why, on a
priori grounds, such distinct polarizations should be related by electro-magnetic duality.
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are none, even for an algebraic K3 the Picard lattice jumps discontinuously). In spite
of this chaotic structure, the difference between the number of vector multiplet and
hyper multiplet BPS states is stable and it is this difference that governs physical
quantities [1].
7. The geometrical realization of the BPS algebra for type II strings
We would like to calculate the bound state BPS pole in the scattering of two BPS
states to a final state F :
ψ1 + ψ2 → ψ3 → F (7.1)
corresponding to charge vectors:
Q1 +Q2 = Q3 (7.2)
7.1. Positive and negative BPS states
It is important to note that we are scattering both BPS and anti-BPS states. The
distinction is determined by the orientation of Xd. We refer to these as positive and
negative BPS states. The notion of positivity corresponds to the positivity of roots in a
Lie algebra, and plays an important role in the geometrical formulation of the BPS algebra.
Example 1: In the case of 0,2,4 bound states on K3 we can order the charges by
saying that
1. (r,~c1, r − |ch2|) > 0 if r > 0
2. (0,~c1,−|ch2|) > 0 if ~c1 =
∑
ni[Σi] is in the NEF cone, i.e., if ni are nonnegative.
3. (0; 0;−L) > 0 for L > 0
Example 2: We now consider (0, 2, 4, 6) bound states on a Calabi-Yau 3-fold X3.
These will have charges (r6, r4, r2, r0) ∈ H∗(X ;Z). r2, r4 are vectors in lattices, but these
lattices still have cones: the Mori cone and the NEF cone respectively. 22 Bogomolnyi
states still lie in a cone in these lattices and we say that the BPS states are positive if
r6 > 0 or,
r6 = 0, r4 > 0 or,
r6 = r4 = 0, r2 > 0, or,
r6 = r4 = 0 = r2 = 0, r0 > 0
22 The Mori cone is the cone in H2(X;Z) of homology classes of holomorphic curves in X3 [55].
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7.2. The correspondence conjecture
We now consider the BPS states as differential forms on the moduli space of sheaves.
Then the BPS states are represented by cohomology classes
ωi ∈ H∗(Mspl(Qi))
We need to define the projection of the groundstate wavefunction
ω1 ⊗ ω2 ∈ H∗(Mspl(Q1)×Mspl(Q2))
onto a groundstate wavefunction in H∗(Mspl(Q3)).
A conjecture, motivated by the work of Nakajima, and of Ginzburg et. al., [56][57],
is the following. Suppose first that the three vectors Qi in (7.2) represent positive BPS
states. Recall that the charges are Chern characters of sheaves. There is only one natural
way that the three sheaves E1, E2, E3 can be related and satisfy (7.2). They must fit into
an exact sequence:
0→ E1 → E3 → E2 → 0 (7.3)
or
0→ E2 → E3 → E1 → 0 (7.4)
The ambiguity between (7.3) and (7.4) is resolved by the requirement that E3 be semistable:
since Chern characters are additive the inequality (5.2) cannot hold for both F = E1 and
F = E2. 23
We define the correspondence region to be the subset of M(Q1)×M(Q2) ×M(Q3)
defined by the set of triples:
C+++(Q1, Q2;Q3) = {(E1, E2, E3) : 0→ E1 → E3 → E2 → 0} (7.5)
If in (7.1)(7.2) we have some negative BPS states then we rewrite (7.2) in terms of positive
vectors and write the corresponding sequence. For example, suppose Q1 > 0, Q2 < 0, Q3 >
0. Then
Q1 = Q3 + (−Q2)
23 We thank D. Morrison for a helpful remark on this point.
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and the correspondence is
C+−+(Q1, Q2;Q3) = {(E1, E2, E3) : 0→ E3 → E1 → E2 → 0}
⊂ M(Q1)×M(−Q2)×M(Q3)
(7.6)
when µ(E3) ≤ µ(E1), etc. We can now state the
Correspondence conjecture: We conjecture that the residue of the boundstate pole is
the overlap of the quantum wavefunctions on the correspondence region:
〈ω3|R(ω1 ⊗ ω2)〉 =
∫
C(Q1,Q2;Q3)
ω∗3ω1ω2 (7.7)
Remarks
1. In order for (7.7) to make sense we must first restrict the forms ωi fromMspl(Qi) to the
moduli space of irreducible instantons Mirred(Qi) (using the Donaldson-Uhlenbeck-
Yau theorem). We are then assuming that the forms extend to the reducible locus,
perhaps with singularities, but such that the integrals over M(Q) are well-defined.
2. This definition ofR is extremely natural. It amounts to the assumption that the bound
state formation simply corresponds to local additivity of the Chan-Paton vector spaces.
3. The structure constants are therefore given in terms of an intersection number, in
harmony with the topological field theory interpretation.
4. Recall that the sheaf description of 2-brane states required [Σ] to be of type (1, 1).
Thus the above proposal does not cover the scattering of 2-branes which cannot be
simultaneously made into (1, 1) classes by rotation of complex structure.
5. The proposal (7.7) admits a nontrivial consistency check in terms of the degree of the
form R(ω1 ⊗ ω2). See appendix B for details.
7.3. An heuristic argument for the correspondence conjecture
Here we try to justify further the correspondence conjecture. The basic strategy is to
use a standard result of quantum mechanics: The residue of a bound state pole is related to
the coefficient of the exponential falloff in the bound state wavefunction [58]. We therefore
attempt to construct an L2 harmonic form
ω′3 ∈ H∗(M′(Q3),C) (7.8)
with the asymptotic behavior:
ω′3 → e−|~ppole||~a
(1)−~a(2)|ω1ω2 (7.9)
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in the region inM′(Q3) corresponding to widely separated states ψ1, ψ2 at positions ~a(i) ∈
IRD. 24 The restriction of ω′3 to M(Q3) should define the product R(ψ1 ⊗ ψ2).
Here we are assuming that we can restrict and extendH∗(Mspl(Q))→ H∗(Mirred(Q))→
H∗(M(Q)) as in remark 1 above. We are also assuming that there is a reasonable Hodge
theory on the singular stratified space M′(Q) which allows us to identify cohomology
classes with harmonic forms.
Now, to construct ω′3 we use the formulation of M′(Q3) in terms of the generalized
Hitchin system (4.5 )described above. Recall that this space is stratified by the partitions
Srν(IR
D).
A. Suppose Q1 = (r1, . . .), Q2 = (r2, . . .). On all strata except π
−1(∆(r1)×∆(r2)) and
π−1(∆(r3)) we take ω′3 = 0.
B. On the stratum π−1(∆(r1) ×∆(r2)) where we have the Higgs field
Φi =
(
a
(1)
i 1r1×r1 0
0 a
(2)
i 1r2×r2
)
(7.10)
we take
ω′3 = e
−|~a(1)−~a(2)||~ppole|ω1ω2 (7.11)
where ωi are harmonic forms onMspl(Qi) restricted and extended toM(Qi). Asymptoti-
cally the Hamiltonian is written in terms of the Laplacians on the moduli spaces M1,M2
as: H = − d2
d~a2
+∆1 +∆2
C. Finally, on the stratum |~a(1) − ~a(2)| = 0, corresponding to π−1(∆(r)) we take:
ω′3 =
∫
M1×M2
η(C →M(Q1)×M(Q2)×M(Q3))ω1ω2 (7.12)
Here η(X → Y ) denotes a harmonic representative of the Poincare´ dual of a space X
embedded in Y .
This defines a form ω′3 on all ofM′(Q3). It is a harmonic form on the various smooth
strata. It is also continuous because, if m3 is in the reducible locus of M(Q3) then R
imposes E3 = E1 ⊕ E2 so ω′3 = ω1ω2, just right to match to stratum B. We presume that
such a form is unique.
Thus, modulo the above caveats, we conclude that ω′3 is the form representing the
bound state in the scattering process. Now, if we want the overlap with a bound state
24 When the state is a bound state at threshold the falloff will be a power of r = |~a(1) − ~a(2)|.
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ω3 ∈ H∗(Mirred(Q3)) we recall that ω3 only has support in stratum C. The overlap 〈ω3|ω′3〉
is exactly given by (7.7).
This concludes the argument for the correspondence conjecture.
Remarks:
1. The above is an ansatz for the bound state waveform. If there turns out to be a
nontrivial metric on Sr(IRD) then the ansatz will have to be modified.
2. We have not treated the singularities at the reducible instantons with care. This is
related to Assumption A of section 4.2. It is possible that the moduli space is smoothed
out at the reducible locus due to short fundamental string degrees of freedom, along
the lines of [37] and some evidence for this is provided by [40]. This could lead to
corrections to (7.7), but these corrections should vanish in the large volume limit.
7.4. Implications of Heterotic/IIA duality
The above geometrical formulation of the algebra of BPS states together with string
duality have important applications to mathematics.
7.4.1.Nakajima algebras
Nakajima constructed algebras using correspondence varieties exactly as in the cor-
respondence conjecture. While these definitions make sense for any algebraic surface the
resulting algebraic structures are relatively unknown.
In particular, the answer for K3 was not hitherto known. We see that type II/heterotic
duality together with the correspondence conjecture makes an interesting prediction [59]:
Nakajima’s construction applied to the moduli space of U(r) “instantons” for all r ≥
0 defines a generalized Kac-Moody algebra whose root lattice is Γ20,4 and which can be
described explicitly as the algebra of BPS states in the heterotic string on T 4.
In the next two sections we will show how two special cases of this statement reproduce
exactly Nakajima’s results.
7.4.2.Remark on a conjecture of Gritsenko & Nikulin
In a fascinating paper, Gritsenko and Nikulin [60] postulated the existence of gener-
alized Kac-Moody algebras whose simple roots are associated to collections of elements in
the NEF cone of a K3 surface. The algebra of (0, 2)-brane fiber bound states in a K3 fibra-
tion, or of (0, 2, 4) fiber bound states provide examples of such GKM algebras, by virtue of
string/string duality. One of these algebras is probably the algebra needed for the “Mirror
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conjecture” stated in [60]. (It is possible that one will need to take a quotient algebra
of the algebra of BPS states.) Indeed, the (0, 2, 4) bound states, when interpreted on the
heterotic side, have counting functions associated with various threshold corrections, which
involve automorphic forms of the type entering in Gritsenko and Nikulin’s conjecture.
8. Comparison of heterotic and type II algebras: the Heisenberg algebras
In the next two sections we compare the BPS algebras of the type II and heterotic
strings on K3 and T4 respectively. We will restrict to the subspace of Narain moduli space
where we have the orthogonal decomposition:
Γ20,4 = Γ1,1 ⊕ Γ19,3 ⊂ IR1,1 ⊕ IR19,3 (8.1)
so we can describe the K3 in terms of classical geometry. A waveform ω ∈ H∗(Mspl(Q))
for Q = (r, c1, r − L) corresponds, on the heterotic side, to a vertex operator with matter
of the form:
eiEt(z,z¯)P(∂∗x(z))ei 1√2 (
(L−r)
V
−rV )X(z) ⊗ ei 1√2 (
(L−r)
V
+rV )X˜(z¯)
eic1·Y (z, z¯) (8.2)
The notation is as follows. V is the real parameter of the lattice Γ1,1. It corresponds to a
radius on the heterotic side, and to the volume of the K3 on the IIA side. x(z) stands for
all 26 holomorphic left-moving coordinates. (X, X˜) are left and right-moving coordinates
on IR1,1, while Y = (y, y˜) are left and right coordinates on IR19,3.
8.1. Type IIA description
Nakajima’s Heisenberg algebra [56][61] corresponds to the scattering of 0-branes off of
a single 4-brane bound to collections of 0-branes. Indeed, the space of such BPS states is:
H ≡ ⊕L≥0H(1;0;1−L)BPS
∼= ⊕L≥0H∗(X [L]2 )
(8.3)
where in the second line we have used (5.7).
Let us consider a single four-brane bound to zerobranes with total 0-brane charge
1 − L1, and let us scatter a 0-brane of charge −L2. The corresponding BPS states are
represented by homology classes:
[S1] + [Σ˜L2 ]→ [S3] (8.4)
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where
[S1] ∈ H∗(M(1, 0, 1− L1))
[Σ˜L2 ] ∈ H∗(ΞL2)
[S3] ∈ H∗(M(1, 0, 1− L3))
(8.5)
and L3 = L1 + L2. Nakajima defines the operator α
Σ
−L2 by
〈[S3]|αΣ−L2 |[S1]〉 = C+++ ∩
[
S1 × Σ˜L2 × S3
]
=
∫
C(Q1,Q2;Q3)
ηS1ηS3η(Σ˜L2 → ΞL2)
(8.6)
Recall that η stands for the Poincare´ dual.
In a similar way the absorption of a 0-brane bound state of charge +L2 is defined by
〈[S3]|αΣL2 |[S1]〉 = C+−+ ∩
[
S1 × Σ˜L2 × S3
]
=
∫
C+−+(Q1,Q2;Q3)
ηS1ηS3η(Σ˜L2 → ΞL2)
(8.7)
Nakajima has shown that the operators αIn defined in this way as operators on (8.3)
form a Heisenberg algebra
[αIn, α
J
m] = cnη
IJδn+m,0 (8.8)
where ηIJ is the intersection pairing on H∗(X) and cn are constants. Ellingsrud and
Stromme [50] have been able to calculate cn using intersection theory and find, remarkably,
cn = n(−1)n (8.9)
so the operators defined this way are canonically normalized in the sense of string theory!
8.2. Heterotic description
According to (8.2) the heterotic operators AL,ζ corresponding to zerobranes of charge
L have a left-moving matter piece given by
AleftL,ζ = ζ · ∂xe−i
L√
2V
(t+X)
(8.10)
where (X, X˜) are left/right coordinates on IR1,1, and x runs over all 26 left-moving co-
ordinates. We have ζ · k = 0 and ζ ∼ ζ + λk where k is the lightlike momentum in the
exponential in (8.10). Thus, ζ span a 24-real dimensional space.
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The algebra of the operators An,ζ is easily computed. The boost ~p = 0, and we simply
find:
R(An,ζ ⊗ An′,ζ′) = nζ · ζ ′δn+n′,0 i√
2V
(∂t+ ∂X) (8.11)
Note that it is important that we are working within BRST cohomology.
The algebra (8.11) is definitely not a Heisenberg algebra, but becomes closer to a
Heisenberg algebra when we consider the scattering of 0-branes off of a 4-brane bound
to zerobranes. Thus, we consider the subspace of BPS states (8.3) from the heterotic
side. When acting on the module H we find that the operator i√
2V
(∂t+ ∂X) acts as the
c-number −1, so that, acting on the module H the operators An,ζ are represented by:
[An,ζ , An′,ζ′ ] = n
′δn+n′,0ζ · ζ ′ (8.12)
Thus we recover Nakajima’s Heisenberg algebra.
Remarks.
1. There is a very close analogy of the above 0-brane operators with DDF operators.
2. The above remarks can be generalized to scattering off of wrapped 4-brane states
with charges (r, c1, r − L) at fixed r, c1. In this case the Heisenberg algebra becomes
[An,ζ , An′,ζ′ ] = rn
′δn+n′,0ζ · ζ ′
3. The previous remark can be further generalized: When the volume of K3 satisfies
V = 1 then in fact the algebra of pure 0-brane and 4-brane bound states is the
algebra w∞ of area-preserving diffeomorphisms. Note that at V = 1 the X-CFT has
the symmetry of ŜU(2)1 and we can define primary fields
VJ,m(X) ≡
(∮
e−i
√
2X
)J−m
ei
√
2JX (8.13)
of dimension ∆ = J2 where J = 0, 1/2, 1, . . . and m ≤ |J |. It follows immediately
from [62,63] that the corresponding BPS multiplets Ψ
(+)
J,m with energy E =
√
2
√
J2 − 1
satisfy:
R(Ψ(+)J1,m1 ⊗Ψ
(+)
J2,m2
) = (J2m1 − J1m2)Ψ(+)J1+J2−1,m1+m2 (8.14)
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8.3. Intuitive picture
There is an extremely simple intuitive picture that explains the noncommutativity
of the algebra of scattering 0-branes off 4-branes. We now define αIL for L > 0 to be the
operator on BPS states obtained by absorbing a charge +L 0-brane and projecting onto the
BPS state. Similarly, αI−L is the operation of absorbing a charge −L 0-brane and projecting
onto the BPS state. The 4-brane wrapped around a K3 constitutes the Heisenberg vacuum:
αL|0〉 = 0 because absorbing a charge L 0-brane breaks supersymmetry. Moreover, 0-
branes of charge L can only annihilate 0-branes of charge −L. Using these simple pictures
one can understand some aspects of the algebras. Note that if we replace K3 by T4 then
the algebra is not highest weight since T4 does not break any supersymmetry. This is in
accord with the fact that in the toroidally compactified type II theory there are two BPS
towers, one on the left and one on the right.
9. Comparison of heterotic and type II algebras: the Affine Lie algebras
9.1. Nakajima’s construction
In a famous set of papers Nakajima [56] showed how to construct highest weight
representations of affine Lie algebras on the cohomology spaces of quiver varieties using
the correspondences (7.5)(7.6). In particular, Nakajima associated ŜU(n)r current algebra
to the moduli of U(r) instantons on the ALE space Xn(~ζ) which is a resolution of C
2/ZZn.
25 In this section we will show how to recover Nakajima’s result from comparison of BPS
algebras via string/string duality 26.
Let us consider a family S(ǫ) of K3 surfaces degenerating to a surface with an ADE
singularity. Thus, in addition to (8.1) we suppose that Γ19,3(ǫ) degenerates to Γ19,3∗ where
(Γ(g); 0˜R) ⊂ Γ19,3∗ (9.1)
for an ADE root lattice Γ(g). For simplicity we will restrict our attention to g = An−1.
In this limit the two-spheres associated to the roots of g shrink to zero size so we simul-
taneously take a limit V → ∞ of the H0 ⊕ H4 lattice Γ1,1(V ) so that the area of the
25 The ~ζ are the hyperka¨hler moduli.
26 A suggestion that heterotic/IIA duality might be the right arena to explain Nakajima’s
affine Lie algebras associated to ALE manifolds appeared in [64]. A related suggestion had been
proposed independently by one of us previously in unpublished work.
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two-spheres A = ǫ2V is fixed. The result is that as ǫ → 0 the K3 degenerates to an ALE
space of type ADE.
As ǫ → 0 the moduli space of instantons on the K3 breaks up into components
corresponding to the various components of finite action instantons on the ALE. The
latter have the topological classification by ρ, a flat U(r) connection on S3/ZZn. So we
expect that as the K3 degenerates to an ALE with finite area 2-spheres the cohomology
of the moduli space of instantons behaves as
H∗(M(v;S(ǫ))) ǫ→0→ ⊕ρ H∗(M(v, ρ;Xn(~ζ))) (9.2)
The definition of correspondences carries over to Nakajima’s definition so we should ex-
pect to recover Nakajima’s current algebras if we translate the above degeneration to the
heterotic side. By (9.2), a prediction of string/string duality is that on the heterotic side
we should find all the highest weight representations. We will verify this below. Naka-
jima associated highest weight representations to the middle-dimensional cohomology. We
should take all the cohomology. This is in keeping with the heterotic description where it
is evident that there are many representations of gˆ
r
in HBPS .
9.2. Recovering Affine Lie algebras
Let us consider the heterotic algebra of BPS states under the degeneration
lim
ǫ→0
Γ1,1(A/ǫ2)⊕ Γ19,3(ǫ) (9.3)
described above.
We will consider algebras and modules associated to states with charge vectors Q =
(r, c1, r−L). These have matter operators given by (8.2), as above. In the limit ǫ→ 0 we
obtain BPS states with internal left-moving vertex operator:
J~α ↔ei~α·~yǫα
~H ↔− i∂~y
(9.4)
for roots ~α of g. 27 The algebra of these states is simply the Lie algebra g, in the
Cartan-Weyl basis. (ǫα is a cocycle factor.)
27 We use a vector sign to denote a vector in a Euclidean signature space.
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We now consider a larger algebra obtained by adding generators with left-moving
matter:
J−θ+1 ↔ e−i
1√
2
1
V
(t(z)+X(z))
ei
~θ·~y(z)
Jθ−1 ↔ e+i
1√
2
1
V
(t(z)+X(z))
e−i~θ·~y(z)
(9.5)
where ~θ is the highest root of g. The product of the two states in (9.5) is
R(Jθ−1 ⊗ J−θ+1 ) ∼ −i~θ · ∂~y +
i√
2
1
V
(∂t+ ∂X) (9.6)
While we do not obtain an affine Lie algebra in this way we can introduce a subspace
of BPS states analogous to (8.3). We choose r ∈ ZZ+, c1 ∈ Γ19,3 and define:
Hr,c1 ≡
∑
α∈(ΛR(g);0),L≥0
H(r;α+c1;r−L)BPS (9.7)
where we hold r, c1 fixed.
Now, when acting on the module (9.7) i√
2V
(∂t+ ∂X) is not a c-number, but acting
on the summand H(r;α+c1;r−L)BPS it becomes multiplication by
−12 (r −
L− r
V 2
)− 1
2V
√
(rV +
L− r
V
)2 + 2(~cR1 )
2 (9.8)
This is a complicated function, but, in the V →∞ limit it becomes simply −r, a c-number
on the entire module Hr,c1 . Thus, in the V →∞ limit we have:
[Jθ−1, J
−θ
+1 ] =
~θ · ~H − r (9.9)
Similarly, we can easily compute:
[(
i~θ · ∂~y − i√
2
1
V
(∂t+ ∂X)
)
, J−
~θ
+1
]
= 2J−
~θ
+1
[(
i~θ · ∂~y − i√
2
1
V
(∂t+ ∂X)
)
, J+
~θ
−1
]
= −2J+~θ−1
(9.10)
(this is valid for all volumes V ). Therefore, the subalgebra of BPS states generated by
(9.5)(9.4) acting on the module (9.7) is a deformation of the affine Kac-Moody algebra gˆ
r
of level r. In the V →∞ limit the subalgebra generated by (9.5)(9.4) becomes exactly gˆ
r
.
(9.5)(9.4) are the Serre generators of the algebra.
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9.2.1.The representations
We will now show that by choosing c1 appropriately we can obtain all the integrable
highest weight representations in (9.7) in the large volume limit. Since J−
~θ
+1 lowers L the
modules (9.7) are always highest weight representations.
States of type (8.2) come with degeneracy p24(N) where
N = r(L− r) + 12c21 + 1 . (9.11)
The highest weight state in a highest weight representation should have degeneracy one.
This can be ensured by choosing L = r and c21 = −2. We do not assume that c1 is purely
left-moving, although its projection to the subspace ΛR(g)⊗IR must be some weightvector
~λ since Γ20,4 is selfdual. At enhanced symmetry points (9.1) we can obtain all dominant
weights by choosing suitable c1.
28 We choose a basis vector Ψr,c1,0 in this space. Consider
the state:
(J
~θ
−1)
nΨr,c1,0 (9.12)
This state has charge vector Q = (r, c1+nθ, n). The smallest value of n for which
1
2Q
2+1 <
0 (and hence, for which there cannot be any BPS state) is:
n = r − ~λ · ~θ + 1 (9.13)
since c1 · θ = −~λ · ~θ. For this value of n the vector (9.12) must vanish. Thus, we interpret
(9.12) for n given by (9.13) as the null vector of the integrable highest weight representation
of level r with weight ~λ. 29 Similarly, we may demand that the action of J−θ+1 produce zero
because we have violated the BPS condition. This implies the inequality:
1
2(c1 − θ)2 + r(r − 1− r) + 1 < 0 (9.14)
or, equivalently:
~λ · ~θ ≤ r (9.15)
which is just the integrable highest weight condition for the affine Lie algebra.
In fact, the space (9.7) forms a module of states under the sub-algebra generated by
BPS states (8.2) with charges Q = (0; ~α;−N), for ~α ∈ ΛR(g). These are 2-branes bound
to arbitrary numbers of 0-branes. This is in principle a larger algebra than the affine Lie
algebra.
Remark. A recent paper [65] appears to be closely related to the construction of this
section.
28 We have only verified this for g of rank ≤ 3, but believe it to be generally true.
29 To complete the argument we should show that the states do not vanish for smaller values
of n. We have not done so.
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10. Conclusions and future directions
In this paper we have discussed the algebras of BPS states associated to toroidally
compactified heterotic strings and to IIA strings on K3 surfaces. However, as we have
stressed, the concept of a BPS algebra is quite general. In particular, to any Calabi-Yau
3-fold X3 there are two canonically associated algebras, g
A(X3), g
B(X3) defined by the
BPS algebras in the IIA and the IIB theory. Moreover, by quantum mirror symmetry, if
X3, X˜3 are mirror pairs then
gA(X3) ∼= gB(X˜3) . (10.1)
Almost nothing is known about these Calabi-Yau algebras. The formulation in terms
of correspondences gives a definition of the IIA algebra but does not give an effective
calculational scheme. Moreover, there is at present no analogous mathematical formulation
of the IIB algebra other than that provided by (10.1).
We would like to stress that the CY algebras are algebras of nonperturbative dyonic
BPS states in d = 4,N = 2 type II compactifications. Much remains to be understood
here. First, in the d = 4,N = 4 theory we can use 6-dimensional string/string duality of
heterotic/T6 with IIA/K3 × T2 to obtain the electric subalgebra. This will be a GKM
algebra with root lattice Γ22,6. Moreover, the results of [6] suggest that the full d = 4,N =
4 dyonic BPS algebra should be a GKM algebra. 30
Moving on to more complicated Calabi-Yau threefolds, heterotic/IIA duality for K3-
fibered Calabi-Yau’s shows that the (0, 2, 4) fiber bound states form a GKM algebra. This
suggests that the full dyonic algebra gA(X3) is a generalized Kac-Moody algebra and
would fit in well with the natural conjecture that the result of [6] should generalize to
d = 4,N = 2 compactifications.
There are many interesting avenues for further investigation of the above ideas. It
would be interesting to investigate in detail the algebras of BPS states associated to 4-
folds of exceptional holonomy together with their supersymmetric cycles. In view of recent
developments [66] the BPS algebra of 0-branes in IIA theory on tori seems of particular
importance.
In [1] it was shown that automorphic forms of the kind appearing in the study of
GKM algebras appear in threshold corrections. At the present moment we do not have a
30 We are using the term GKM algebra loosely here. See note below.
35
good understanding of how the algebra of BPS states and algebras appearing in threshold
corrections are connected. Indeed, until recently no clear connection has been established
between any automorphic form appearing in threshold corrections and a concretely defined
GKM. That situation has been improved recently [5], but there is still much to learn.
Recently a very interesting phase transition with an infinite number of massless dyonic
particles has been discussed [67,68]. These states may be thought of as analytic continua-
tions of (0, 2, 4) brane bound states in a Del Pezzo surface. These will form a subalgebra
of the IIA algebra. Perhaps the phase transition discussed in [67][68] is a phase - rather
analogous to D = 2 string theory at the self-dual radius, or to total string compactifica-
tion at special radii for the timelike coordinate, at which an entire GKM gauge algebra is
becoming unbroken.
Notes added
1. We would like to draw the reader’s attention to two papers making use of correspon-
dences in D-brane interactions [69][70].
2. R. Borcherds has pointed out to us that our use of the term “generalized Kac-Moody
algebras” is inaccurate. The algebras defined in [12][13] are ZZ graded, whereas our
algebras are graded by a lattice which is possibly non-Lorentzian (e.g. IIp,q). It seems
to us to be an important and interesting problem to develop the theory of this more
general class of algebras.
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Appendix A. The Hilbert scheme of points
We collect here a few basic facts about the Hilbert scheme of points. For more infor-
mation see [49].
For any manifold X we denote
SN (X) ≡ [X × · · · ×X ]/SN (A.1)
This space has orbifold singularities whenever two or more points in XN coincide. Indeed,
the space may be written as a stratified space parametrized by the partitions of N :
SN (X) = ∐ν(SN (X))ν (A.2)
where if ν is the parition (1)n1(2)n2 · · · (s)ns then
(SN (X))ν =
∏
i
[Xni −BD]/Sni
and BD stands for the “big diagonal” where any two points coincide.
If X is a complex surface then there is a resolution of singularities
π : X [N ] → SNX
given by the “Hilbert scheme of points onX .” This is the moduli space of sheaves supported
at points of length N . The length is given by the dimension of the stalk at the point.
The Hilbert scheme of points on higher dimensional complex manifolds also admits a
projection to SNX but is not smooth.
While the space X [N ] parametrizes sheaves supported at points it also parametrizes
sheaves of generic rank one which are rank zero at a finite set of points. The parametriza-
tion is via
0→ I → O → S → 0 (A.3)
where S is a skyscraper sheaf, and I is the sheaf defining the rank 1 Chan-Paton sheaf.
A local model for I on the open dense space (XN−BD)/SN is the following. Suppose
we work near a point x = y = 0. The structure sheaf is just the sheaf of analytic functions
O = C[[x, y]]. On the other hand, I(U) for U containing x = y = 0 is the O = C[[x, y]]
module of analytic series vanishing at x = y = 0. Explicitly we have:
I(U) = {a01x+ a10y + a20x2 + a11xy + a02y2 + · · ·} (A.4)
on small open sets U containing x = y = 0. The sequence (A.3) gives the vector space
S(U) = {a00} with O-module structure x · a00 = y · a00 = 0, if x = y = 0 is in U , that is,
S is a skyscraper sheaf. At the other extreme, π−1(P ) for P ∈ ∆(L) (with ∆(L) the small
diagonal) parametrizes ideals I in O such that O/I is of dimensional L and supported at
P .
37
Appendix B. Consistency check for the correspondence conjecture
It is possible to give a nontrivial consistency check of (7.7) by considering the degrees
of the forms involved. We thank G. Segal and K. Hori for asking the questions which led
to this calculation.
A massive BPS multiplet transforms under the group SO(5), the little group of ~p = 0,
as well as the d = 6,N = 2 supertranslation algebra. SO(5) acts on the space of multiplets
and we expect the two Cartan generators to be conserved in forming the BPS product.
Let us see how this is realized from the type IIA side.
We consider the process (7.5) for definiteness, and moreover suppose Q1 6= Q2. The
moduli space Mspl(Q) inherits a hyperka¨hler structure from X2. As is well known, the
complex cohomology of a Ka¨hler manifold has an action of sl(2,C) [39]. On a hyperka¨hler
manifold this is promoted to so(5,C) [71]. The two Cartan generators are diagonal on
Hp,q(M(Q),C) and take the values:
J12 = p+ q − dimCM(Q)
J34 = p− q
(B.1)
It is natural to interpret the so(5,C) action as the action of the complexified little group,
see, e.g., [72]. Let us verify that these are conserved by the product (7.7).
First, since C is an analytic subvariety its Poincare´ dual is of type (p, p). Hence J34
is trivially conserved. It takes more work to verify that J12 is conserved. To begin, the
conservation of J12 is equivalent to:
deg ω3 = deg ω1 + deg ω2 + 2Q1 ·Q2 − 2 (B.2)
Now, (7.7) predicts that
degω3 = degω1 + degω2 + dimIRM(Q3)− dimIR C+++ (B.3)
since η is a Poincare´ dual. Now, dim C+++ can be computed as
dimC C+++ = dimCM(Q1) + dimCM(Q2) + dimCH1(X ;Hom(E2, E1))− 1 (B.4)
The reason for this is that, having chosen E1, E2 there is a nontrivial space of extensions
given by H1(X ;Hom(E2, E1)). (See, for example, [73], Prop. 10.2.4.) The extra −1 comes
about because H1(X ;Hom(Ei, Ei)) for i = 1, 2 are both 1-dimensional (since the sheaves
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are simple) so the “ratio” of these defines a spurious direction in H1(X ;Hom(E2, E1)). In
terms of transition functions:(
λ1 0
0 λ2
)(
1 χαβ
0 1
)(
λ1 0
0 λ2
)−1
=
(
1 λ1λ
−1
2 χαβ
0 1
)
(B.5)
identifies a representative χαβ of H
1(X ;Hom(E2, E1)) with λ1λ−12 χαβ . Thus, the RHS of
(B.3) becomes
deg ω1 + deg ω2 + 4Q1 ·Q2 − 2 dimCH1(X ;Hom(E2, E1))− 2 (B.6)
Now, by RRG we can compute
dimCH
1(X ;Hom(E2, E1)) = Q1 ·Q2 + dimCH0(X ;Hom(E2, E1))
+ dimCH
2(X ;Hom(E2, E1))
(B.7)
See, [47], eq. 3.21. Moreover, H2(X ;Hom(E2, E1)) should vanish if C is smooth (this is
the space of obstructions). Finally, from the long exact sequence associated to
0→ Hom(E2, E1)→ Hom(E2, E3)→ Hom(E2, E2)→ 0 (B.8)
we get H0(X ;Hom(E2, E1)) ∼= H0(X ;Hom(E2, E3)). However, since E2, E3 are semistable
one finds the latter space is the zero vector space. Proof: If ψ : E2 → E3 were nonzero
then, since E2 is semistable, µ(E2) < µ(E2/ kerψ). We also know µ(E3) < µ(E2) but
E2/ kerψ ∼= im(ψ) ⊂ E3 is a subsheaf of E3, but this contradicts semistability of E3. Thus
dimCH
1(X ;Hom(E2, E1)) = Q1 · Q2 and we finally get agreement between the RHS of
(B.3) and (B.2).
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