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Abstract— First principles modeling of physical systems has
led to significant technological advances across all branches
of science. For nonlinear systems, however, small modeling
errors can lead to significant deviations from the true, measured
behavior. Even in mechanical systems, where the equations are
assumed to be well-known, there are often model discrepan-
cies corresponding to nonlinear friction, wind resistance, etc.
Discovering models for these discrepancies remains an open
challenge for many complex systems.
In this work, we use the sparse identification of nonlinear
dynamics (SINDy) algorithm to discover a model for the
discrepancy between a simplified model and measurement data.
In particular, we assume that the model mismatch can be
sparsely represented in a library of candidate model terms. We
demonstrate the efficacy of our approach on several examples
including experimental data from a double pendulum on a cart.
We further design and implement a feed-forward controller in
simulations, showing improvement with a discrepancy model.
I. INTRODUCTION
There are currently two dominant approaches in dynamical
systems modeling: 1) deriving equations of motion from
governing physical principles, and 2) data-driven system
identification. These two approaches are typically used in
isolation to develop an end-to-end model. Data-driven mod-
els, based on emerging techniques in machine learning, are
promising for the description of complex systems [1]. How-
ever, these models are often opaque, and it is difficult to cap-
ture the correct dynamical system structure to satisfy basic
constraints and conservation laws. In contrast, first-principles
physics models capture constraints and conservation laws
by design [2], but for complex systems, these models are
either overly simplistic or exceedingly expensive to resolve
all multiscale interactions. In this work, we propose a hybrid
modeling approach, where we employ data-driven techniques
to model the discrepancy between a simplified or insufficient
physical model and observed measurements. We employ
the sparse identification of nonlinear dynamics (SINDy)
framework [3] to discover parsimonious and interpretable
discrepancy models. Thus, we leverage prior knowledge
of the simplified physics, while more accurately modeling
details of the true system.
As an illustrative example for this paper, we consider a
double pendulum on a cart experiment. We typically model
this type of experiment as a simple mechanical system with
a few degrees of freedom, described by either a Hamiltonian
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or Lagrangian [2]. However, this model neglects real-world
effects such as nonlinear friction, bearing chatter, and wind
resistance. These factors may all reduce control performance,
for example, in model predictive control (MPC) [4], [5], [6],
where prediction errors adversely affect robustness [7]. For
this specific system, designing a feed-forward control law to
swing up the pendulum from rest requires a highly accurate
model. Even a small mismatch in the system model may
result in a considerable deviation in the computed trajectory,
since it is a chaotic system. It is also challenging to obtain a
data-driven model of this system with the correct structure,
so it is beneficial to incorporate prior physical knowledge in
the form of a simplified Hamiltonian or Lagrangian.
A. Problem statement: Discrepancy modeling
There are several reasons why model discrepancies oc-
cur [8], [9]. First, there may be measurement noise and
exogenous disturbances. In this case, the Kalman filter may
be thought of as a discrepancy model where the mismatch
between a simplified model and observations is assumed
to be a Gaussian process [10]. Next, the parameters of
the system may be inaccurately modeled. Even worse, the
structure of the model may not be correct, either because
important terms are missing or erroneous terms are present.
This is known as model inadequacy or model structure mis-
match. Other challenges include incomplete measurements
and latent variables, delays, and sensitive dependence on
initial data in chaotic systems.
In this work, we focus on parameter and structural un-
certainties, although a broader framework is the subject of
ongoing work. We consider dynamical systems of the form
d
dt
x = f(x,u;µ), (1)
where x ∈ Rn is the state, u ∈ Rr is the control input,
µ ∈ Rp are the parameters, and f are the dynamics. We
assume full-state measurements, although generally the state
must be estimated from limited measurements.
The discrepancy modeling problem seeks to model the
difference between a quantity of interest φ(t) from a physical
model φm(t) and the observed value φo(t):
δφ(t) = φo(t)− φm(t), (2)
where δφ is the discrepancy. Here, we consider the quantity
of interest φ(t) to be the dynamics themselves, or more
precisely the rate of change of the state in time. However,
this framework is more general and can incorporate several
other forms of model discrepancy. For example, φ(t) may be
a conserved quantity, such as the Hamiltonian, from which
the dynamics are derived.
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B. Related work
Accurate system modeling is a critical task in science and
engineering, including for autonomous robotics [11], [12]
and process control [13], [14], [15]. A model that is able to
accurately predict the future state of a system is imperative
for prediction and control. However, the high-dimensional,
nonlinear, and multi-scale nature of many systems renders
modeling a challenging task.
System identification has reached a high degree of ma-
turity encompassing myriad techniques to identify linear
and nonlinear systems [16], [17] from data, including state-
space modeling via the eigensystem realization algorithm
(ERA) [18] and other subspace identification methods,
Volterra series [19], [20], linear and nonlinear autoregressive
models [21] (e.g., ARX, ARMA, NARX, and NARMAX),
and neural network models [22], [23], to name only a few.
Machine learning techniques such as manifold learning and
non-parametric modeling have also been useful for identify-
ing nonlinear systems [24], [25].
There is an increasing shift from black-box modeling to
developing models that are physically intuitive and inter-
pretable, as well as models that are constrained models with
known prior information. For instance, genetic programming
can be used to infer governing equations from data [26],
[27]. The recent SINDy approach [3] identifies parsimonious
and interpretable models by promoting sparsity, and it has
been extended to incorporate the effect of control [6] and to
take into account expert knowledge, such as symmetries and
conservation laws [28]. However, it may be challenging to
identify certain types of systems, such as those containing
rational function nonlinearities [29]. Instead of modeling the
system entirely from data, when partial information is avail-
able, such as an idealized Hamiltonian, data-driven modeling
procedures may focus only on modeling the discrepancy.
One way to compensate for model discrepancy is with
Bayesian approaches [8], where a model discrepancy func-
tion is learned and the model output uncertainty is quantified
from data [30]. However, this method requires the selec-
tion of a prior form for the model discrepancy function,
which is difficult due to the lack of physical knowledge
about the model structure [31]. Furthermore, this method
may potentially introduce bias in the model parameters if
calibration is performed without knowledge of the model
discrepancy [32], [33]. Alternatively, reinforcement learning
can be used to learn the mismatch between a model and the
actual dynamics, for example in robotics [34]. The learned
dynamics are then used with the conceptual model to control
the real system. However, neither Bayesian methods nor
reinforcement learning can provide an interpretable represen-
tation for the model mismatch, and thus conceal the physical
meaning of the discrepancy model discovered.
C. Contributions of this work
In the present work, we leverage SINDy to compensate
for model parameter and structure mismatch given an im-
perfect model of the system. This serves several purposes:
(1) Prior partial knowledge on the system or a previously
learned model may be available and can be incorporated
to aid the modeling process and improve prediction accu-
racy. (2) The SINDy algorithm suffers from the curse of
dimensionality due to the growth of the library size with
increasing number of variables in the system, which makes
it challenging to discover the full governing equations when
a large library size is required. However, learning the model
mismatch significantly reduces this burden, focusing SINDy
only on modeling the mismatch. (3) Learning interpretable
representations of the model mismatch may inform physical
intuition and generalize beyond the training data. We will
demonstrate that SINDy is able to model discrepancies such
as incorrect system parameters and model inadequacy (or
structure) errors. The learned SINDy discrepancy model can
then be used to enhance the imperfect model, providing an
improved description of the system dynamics.
II. BACKGROUND: SPARSE IDENTIFICATION OF
NONLINEAR DYNAMICS
Here, we briefly introduce the SINDy algorithm for iden-
tifying dynamics from data [3]. We consider a system of
coupled nonlinear ordinary differential equations (ODE):
d
dt
x(t) = f(x(t);µ), (3)
with time-dependent state x(t) = [x1(t), . . ., xn(t)]T ∈ Rn.
The function f(x(t);µ) describes the underlying dynamics
of the system; it is possible to extend this formulation to
include control [6], although we omit it here for simplicity.
f is often sparse in the space of candidate functions.
If this assumption holds, sparse regression [3], [35] can
be used to infer f from measurement data as explained in
the following.
Step 1: Form a data matrix X ∈ Rm×n and matrix of
derivatives X˙ ∈ Rm×n sampled at times t1, . . . , tm:
X = [x(t1) x(t2) · · · x(tm)]T , (4a)
X˙ = [x˙(t1) x˙(t2) · · · x˙(tm)]T . (4b)
Step 2: Construct a library of candidate functions Θ(X)
Θ(X) = [θ1(X) θ2(X) θ3(X) · · · θp(X)], (5)
where θi(x) is a candidate function that may be
present in the dynamics f . For example, trigonomet-
ric functions θi(x) = sin(xj) or polynomial func-
tions θi(x) = xjx2k may be considered. The data
matrix Θ is obtained by evaluating these functions
at all m entries of the data matrix X .
Step 3: Form the sparse regression problem such that
X˙ = Θ(X)Ξ, (6)
where the matrix Ξ = [ξ1, . . . , ξn] ∈ Rp×n com-
prises sparse vectors ξi ∈ Rp×1 that select the active
terms in the library Θ. These are found via sparse
optimization [35] to minimize the following:
ξi = argmin
ξ′i
∥∥∥Θ(X)ξi − X˙∥∥∥
2
+ λ ‖ξi‖1 . (7)
III. DATA-DRIVEN DISCOVERY OF MODEL DISCREPANCY
In this section, we use SINDy to model discrepancies.
A. Discrepancy modeling for systems without control
Although it is possible to model any physical quantity, we
consider modeling the dynamics themselves [3]. Consider
noisy measurements from a true dynamical system f
φo(t) = f(x(t);µ) + , (8)
where  ∈ Rn is the measurement noise. The model output
for this system is represented as
φm(t) = fm(x(t);µ1). (9)
Parameter error, µ 6= µ1, model inadequacy, f 6=fm, and
measurement error will cause a model mismatch, given by
δφ(t) = φo(t)−φm(t) = f(x(t);µ)−fm(x(t);µ1). (10)
We then construct a model for the discrepancy δφ(t) as a
function of the state and new parameters µ2, capturing the
parameter and structure mismatch:
δφ(t) = g(x(t);µ2). (11)
Model error data is collected in
δΦ = [δφ(t1) δφ(t2) · · · δφ(tm)]T , (12)
where δΦ ∈ Rm×n.
Given data δΦ andX , we use SINDy to sparsely represent
g(x(t);µ2) in a library of candidate functions Θ(X). Con-
structing this library typically requires some prior knowledge
of the system to select a suitable basis in which the discrep-
ancy model will be sparse. The sparse regression problem is
then formulated as
δΦ = Θ(X)Ξ. (13)
Realistically, we will only have access to measurements of
x(t), from which we may derive ddtx(t), and the quantity of
interest becomes φ(t) ≈ ddtx(t). The model output is φm =
fm(x;µ1), the discrepancy is δφ =
d
dtx(t) − fm(x;µ1),
and we have
δX˙ := X˙ − fm(X;µ1) = Θ(X)Ξ. (14)
We solve for the sparsest coefficient matrix Ξ that satisfies
Eq. (14) using the SINDy approach. A schematic of the
method is displayed in Fig. 1.
B. Discrepancy modeling for systems with control
We now extend the formulation above to identify dynamics
that are affected by a control input u(t) ∈ Rq:
φo(t) = f(x(t),u(t);µ) + , (15)
The model output for this system is represented as
φm(t) = fm(x(t),u(t);µ1). (16)
As with the uncontrolled case, due to the model inadequacy
or parameter error, there will be a discrepancy
δφ(t) = φo(t)− φm(t)
= f(x(t),u(t);µ)− fm(x(t),u(t);µ1).
(17)
Our goal is to model δφ(t) and we further assume it is a
function of the system state x, control input u, and new
parameters µ2:
δφ(t) = g(x(t),u(t);µ2). (18)
To achieve this goal, we form a sparse regression problem
δΦ = Θ(X,U)ξ, (19)
where U ∈ Rm×r is
U = [u(t1) u(t2) · · · u(tm)]T . (20)
As before, we will actually be observing φ(t) ≈ ddtx(t) with
model φm = fm(x,u;µ1). The discrepancy becomes δφ =
d
dtx(t)−fm(x,u;µ1), resulting in the following regression
problem:
δX˙ := X˙ − fm(X,U ;µ1) = Θ(X,U)Ξ. (21)
Note that the library Θ(X,U) has the form
Θ(X,U) = [θ1(X,U) θ2(X,U) · · · θv(X,U)], (22)
where θi(X,U) ∈ Rm×1 is a candidate function that may
explain the discrepancy δφ(t). The functions θi(X,U) can
be any combination of X and U . For example, θi(X,U) =
sin(X) cos(U), θi(X,U) = XU2. By solving Eq. (19) we
are able to model g(x(t),u(t); δµ2).
IV. EXAMPLES
In this section, we demonstrate applications of the pro-
posed approach to discover model discrepancies. We start
with an illustrative example and then apply this method to
experimental data from a double pendulum on a cart.
A. Van der Pol oscillator
To begin, we will focus on an illustrative example, the
Van der Pol oscillator, and show how the SINDy method
can be used to compensate for both parameter errors and
model inadequacy. The Van der Pol oscillator is given by
x˙1 = x2, (23a)
x˙2 = α
(
1− x21
)
x2 − x1, (23b)
with parameter α = 0.5.
1) Parameter mismatch: Suppose we do not know the true
parameter α, but instead have an approximation α1 = 0.1. It
is possible to compensate for this model discrepancy caused
by parameter mismatch. We first gather the measurement
data of the actual system, in this case by integrating the
true dynamics using a fourth order Runge Kutta scheme.
We integrate for 25 time units with time step ∆t = 0.01
and initial condition is x0 = (0.5, 0). Random Gaussian
measurement noise with amplitude 0.01 is added to the data.
We evaluate the model dynamics f(x(t);α1), with the
measured trajectory x(t) and the inaccurate parameter α1.
The discrepancy between the true system output and the
model is then given by δx˙(t) := ddtx(t)− f(x(t);α1). The
augmented error matrix is formed as
δX˙ =
[
δx˙(t0) δx˙(t1) δx˙(t2) . . . δx˙(tm)
]T
, (24)
Fig. 1: Illustration of SINDy to discover the system-model mismatch for the Van der Pol oscillator. The system is simulated to generate the measurement
data. Measurement data x1 and x2 are provided to calculate the output estimated by our imperfect model. Sparse regression is used to infer the discrepancy
model for the difference between the actual output and estimated output. The discrepancy model is then combined with the imperfect model to provide
a better estimation of system dynamics. The model is then cross-validated on a new initial condition x0 = (−0.2,−0.3). As we can see, the model
discovered by SINDy is able to compensate for the discrepancy between the actual system and flawed model.
and the augmented state is
X =
[
x(t0) x(t1) x(t2) . . . x(tm)
]T
. (25)
The next step is to evaluate the library on the data. Here, we
construct the library as
Θ(x1, x2) = Ti
m
e
y
Functions−−−−−−−−−−−−−−−−−−−−−−−−−−→ | | | | | | |1 x1 x2 x1x2 x21x2 x1x22 x21x22
| | | | | | |
 ,
(26)
with polynomial terms up to second order. Finally, we form
the sparse regression problem
δX˙ = Θ(x1, x2)Ξ, (27)
and solve for the coefficient matrix Ξ. Results are shown
in the top row of Fig. 1. SINDy successfully identifies the
model discrepancy.
2) Model Inadequacy (or structure mismatch): We now
assume that the model discrepancy is caused by model
inadequacy, where the model fm is missing the linear term
in the second equation of the Van der Pol system:
x˙1 = x2, (28a)
x˙2 = α
(
1− x21
)
x2. (28b)
We assume that the parameter α = 0.5 is correct. The
data, x, x˙, δx˙ is collected and the library of functions is
constructed as before. The sparse coefficient matrix Ξ is
determined via SINDy, and the model discrepancy is suc-
cessfully modeled as shown in the bottom row of Fig. 1.
To summarize, the SINDy method successfully identifies
the discrepancy between the underlying governing equation
and an inaccurate model. The imperfect model is then
combined with the SINDy discrepancy model, resulting in
an accurate prediction of the true system dynamics.
B. Experimental double pendulum on a cart
We now demonstrate the use of SINDy to identify the
time-dependent Hamiltonian function for the double pendu-
lum on a cart from experimental data. A non-dissipative
pendulum is a quintessential example of a conservative
system, which admits invariants such as the Hamiltonian
function, from which the governing equations can be derived.
The conservative Hamiltonian is given by Hc(q,p) = T+V ,
where q and p are the generalized position and momentum of
the system, and T and V represent the kinetic and potential
energy of the system; the Hamiltonian Hc is the total energy,
which is constant along a trajectory. Since we measure q
and compute the time derivative q˙, we will represent Hc as
a function of q and q˙ in the following.
Real-world mechanical systems are, however, generally
not conservative, but instead exhibit friction and damping
from joints and wind resistance. Thus, the total energy is not
conserved, and instead decays over time without additional
exogenous energy input. While the potential and kinetic
Fig. 2: Double pendulum on a cart system with schematic (bottom left) and
zoom of the two-link pendulum (bottom right). The pendulum cart is locked
at its position to prevent horizontal movement.
energy terms can be easily formulated, dissipation terms can
be more challenging to derive. In this work, we seek to iden-
tify the time-dependent dissipative effects, by modeling the
difference between the conservative model Hamiltonian and
the measured energy of the system. In practice, the observed
energy is obtained by evaluating the idealized conservative
Hamiltonian, consisting of the kinetic and potential terms
T and V , on the measured trajectory. The model energy is
given by evaluating the idealized Hamiltonian on the initial
condition. Thus, the difference gives the energy dissipation,
which we will model with SINDy:
δH(q(t), q˙(t)) := Hm(q(t), q˙(t))−Hm(q(0), q˙(0)). (29)
1) Problem Formulation: We consider the double pendu-
lum on a cart as shown in Fig. 2. The kinetic and potential
energy of the double pendulum (assuming a locked cart
position) are
T =
1
2
(m1(x˙
2
1 + y˙
2
1) +m2(x˙
2
2 + y˙
2
2))
+
1
2
(I1ϕ˙
2
1 + I2ϕ˙
2
2),
(30a)
V = (m1y1 +m2y2)g, (30b)
where I1 and I2 are the inertia, m1 and m2 are the masses,
and l1 and l2 are the lengths of each pendulum arm,
respectively. ϕ1 and ϕ2 are the angles and ϕ˙1 and ϕ˙2 are the
angular velocity of the first and second pendulum arm. The
relative lengths to the center of mass of the first and second
pendulum arm are given by a1 and a2.
The position of each pendulum arm’s center of mass
(x1, y1) and (x2, y2) in (30) can be determined as
x1 = a1 sin(ϕ1), (31a)
x2 = l1 sin(ϕ1) + a2 sin(ϕ2), (31b)
y1 = a1 cos(ϕ1), (31c)
y2 = l1 cos(ϕ1) + a2 cos(ϕ2). (31d)
We assume that we can accurately determine the kinetic
and potential energy of the system
Hm(ϕ1, ϕ2, ϕ˙1, ϕ˙2) = T + V, (32)
which represents the insufficient model for the total energy.
The discrepancy model δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2) then comprises
the dissipative energy terms.
The frictional torque of the pendulum arm can be modeled
as Γ1 = k1ϕ˙1 and Γ2 = k2(ϕ˙1 − ϕ˙2),
where k1 and k2 are damping coefficients. Then,
δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2) is given by
δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2) =
∫ t
0
Γ1ϕ˙1 + Γ2(ϕ˙1 − ϕ˙2)dt
=
∫ t
0
k1ϕ˙
2
1 + k2(ϕ˙1 − ϕ˙2)2dt.
(33)
In many engineering applications, the direct measurement
of the frictional term is difficult if not impossible. Thus,
we would like to use our data-driven approach to learn
a model for the dissipated energy (33). Suppose that all
the states ϕ1, ϕ2, ϕ˙1, ϕ˙2 can be measured or estimated,
then Hm(ϕ1, ϕ2, ϕ˙1, ϕ˙2) can be immediately calculated.
Also, we can use the energy at the initial measurement
time as reference for the total energy of the system,
H(ϕ1(t0), ϕ2(t0), ϕ˙1(t0), ϕ˙2(t0)) = E0.
This allows us to calculate the dissipated energy as
δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2) = E0 −Hm(ϕ1, ϕ2, ϕ˙1, ϕ˙2). (34)
To model this energy discrepancy, we define a library
Θ(ϕ1, ϕ2, ϕ˙1, ϕ˙2) that contains polynomial and Fourier
terms up to the third order. Then, the discrepancy can be
represented by
δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2) = Θ(ϕ1, ϕ2, ϕ˙1, ϕ˙2)ξ, (35)
where ξ is a sparse vector that contains the coefficients of
the active terms in the library.
2) Results: Here, we present results for modeling the
dissipation δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2). The parameters of our ex-
perimental system are displayed in Table. I. All parameters
are obtained using a parameter estimation technique [36].
The pendulum mass and length are constrained during the
parameter estimation so that there won’t be a large deviation
from the measured value. The experiment was initialized
at a random position, and the angles ϕ1 and ϕ2 − ϕ1
were collected with a sampling rate of ∆t = 0.001 for
a duration of 20s. We used a US Digital HUBDISK-1 1”
transmissive rotary encoder disk, which provides 5000 counts
per revolution. Then the angular velocities ϕ˙1 and ϕ˙2 are
TABLE I: The parameters of the experimental double pendulum system.
Pendulum Mass (kg) Center of Mass (m) Inertia (kg ·m2) Length (m) Damping Coefficient Gravity Constant (m/s2)
1st Arm 0.2704 0.1910 0.003 0.2667 7.24× 10−4 9.818
2nd Arm 0.2056 0.1621 0.0011 0.2667 1.65× 10−4
0 10 20
-1.16
-1.14
-1.12
-1.1
0 10 20
0
0.02
0.04
0.06
(a) Left: Initial energy of the system E0 and the sum of kinetic and
potential energy Hm(ϕ1, ϕ2, ϕ˙1, ϕ˙2), which decreases due to friction.
Right: The difference between E0 and Hm(ϕ1, ϕ2, ϕ˙1, ϕ˙2) representing
the energy dissipated by friction.
0 5 10 15 20
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0.06
(b) The magnitude of energy dissipated by the friction δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2)
and the SINDy identified dynamics. Note that the discrepancy is positive,
since it is defined as the ideal conserved energy minus the measured
dissipative energy.
0 5 10 15 20
-1
0
1
10-4
(c) The SINDy estimation error on the training data. The percentage is
calculated using
δH(ϕ1,ϕ2,ϕ˙1,ϕ˙2)−δHSINDy
max(|δH(ϕ1,ϕ2,ϕ˙1,ϕ˙2)|) × 100%.
Fig. 3: Results for the identified model discrepancy caused by friction,
demonstrated on training data.
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(a) The magnitude of energy dissipated by the friction δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2)
and the SINDy estimation evaluated on validation data.
0 5 10 15 20
0
2
4
6
(b) The SINDy estimation error on validation data. The percentage is
calculated using
δH(ϕ1,ϕ2,ϕ˙1,ϕ˙2)−δHSINDy
max(|δH(ϕ1,ϕ2,ϕ˙1,ϕ˙2)|) × 100%.
Fig. 4: Results for the identified model discrepancy caused by friction,
demonstrated on validation data.
approximated by taking numerical derivatives on the raw
data. To mitigate noise, we first smooth the raw ϕ1 and ϕ2
data using the Savitzky-Golay filter and afterwards compute
the derivative by numerical differentiation.
Results of the discrepancy model, identified with SINDy
on the time series of δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2), are shown in Fig. 3
for the training data and in Fig. 4 for validation data. Note
that in Fig. 3a the signal Hm does not decrease asymptoticly.
We observe that the table on which the pendulum in mounted
oscillates with the pendulum, storing a small amount of
potential energy. The error of the SINDy prediction and
the measured δH(ϕ1, ϕ2, ϕ˙1, ϕ˙2) is shown in Fig. 3b. From
Fig. 3c we see that SINDy accurately describes the effect of
friction, explaining the model discrepancy.
Crossvalidation is critical to avoid overfitting. Hence, we
test the identified model on a new validation dataset unseen
during the training stage. The performance of the SINDy-
discovered model on the validation data is shown in Fig. 4a.
Although the errors are larger on the validation dataset, the
SINDy model is quite accurate in modeling the missing
friction term, demonstrating the ability of the discrepancy
model to generalize to new test cases.
C. Double pendulum on a cart with control
In the previous section, SINDy is utilized to discover
discrepancy models in the total energy caused by dissipation
when given an insufficient conservative energy model. We
now consider the case of an actuated double pendulum on
a cart, where a control input is added to the system. This is
an important generalization, since many real-life system are
affected by control, which requires additional modeling. To
discover the model discrepancy in systems with control, we
follow the steps outlined in Sec. III-B.
1) Problem formulation: In this example, we consider
data from a numerical simulation of the double pendulum on
a cart, shown in Fig. 2, with parameters provided in Tab. I.
The equations of motion can be represented as
x˙ = f(x) + [0, 0, 0, 0, 0, 1]Tu, (36)
where x = [ϕ1, ϕ2, s, ϕ˙1, ϕ˙2, s˙]T is the state vector and
s represents the displacement of the pendulum cart. We
choose the acceleration of the pendulum cart as control input
so that u = s¨. We refer to [36] for a derivation of the
equations of motion and a technique to estimate parameters
from experimental data.
We seek to perform the swing-up control of the double
pendulum. However, the employed model is flawed, as it
contains an additional term and an incorrect parameter:
fm(x) =f(x)+[sin(ϕ1), 0, 0, 0, 0, 0]
T+[0, 0, 0, 0, 0, 0.95]Tu.
(37)
Fig. 5: Swing-up of the double pendulum on a cart using feed-forward control. Top: The feed-forward control input is calculated using the imperfect
model, which is in then applied to the actual system. The pendulum cannot reach the up-right position. Bottom: System’s response under the control input
calculated using the hybrid model, which is comprised of the imperfect model and the identified discrepancy model. Since the discrepancy is identified,
the new model mimics the true dynamics of the double pendulum on a cart system.
The discrepancy model is then
δx˙ = x˙− fm(x) = [− sin(ϕ1), 0, 0, 0, 0, 0.05u]T , (38)
which we seek to model.
First, we generate data for the identification using the
imperfect model. Specifically, we design a feed-forward
control input to swing up the double pendulum based on
the imperfect model fm(x). When this control signal is
applied to the actual system, the observed behavior deviates
from the pre-planned trajectory due to the model discrepancy.
This difference is then used to form a sparse regression
problem, as in Eq. (22), to identify the discrepancy δx˙.
Finally, a new swing-up trajectory is designed using the
hybrid model consisting of the imperfect model, augmented
with the discrepancy model.
2) Results: Simulation results for the swing-up of the
double pendulum are shown in Fig. 5. The feed-forward
trajectory is determined as the solution to an optimization
problem [37]. The simulation time step is ∆t = 0.001,
the prediction horizon is 2, and the total swing-up time
is chosen to be T = 2.7. The weight matrices are Q =
diag[10, 10, 20, 1, 1, 0.1] and R = 1 for the state and input,
respectively. It is demonstrated in Fig. 5 that SINDy correctly
identifies the model mismatch shown in Eq. (38) and that the
new model mimics the actual dynamics of the system, which
results in a successful swing-up of the pendulum.
V. CONCLUSION
In this work, we present a data-driven framework to model
discrepancies between observations and simplified or incor-
rect physical models. In particular, we leverage the sparse
identification of nonlinear dynamics (SINDy) [3] algorithm
to discover model discrepancies caused by parameter mis-
match or model inadequacy. We demonstrate this approach
on several systems, including the Van der Pol oscillator and
experimental and numerical data from a double pendulum
on an actuated cart.
Our results suggest that a hybrid discrepancy modeling
approach, involving a physics-based model and a data-
driven correction, may have several benefits. First, we in-
corporate prior knowledge and enforce conservation laws
and constraints that are notoriously challenging in data-
driven approaches. In addition, focusing SINDy on the model
mismatch is a much simpler task than trying to model all
system dynamics at once, which would involve a large library
of candidate terms and a potentially ill-conditioned inverse
problem. This ill-conditioned problem often leads to the mis-
estimation of parameters, such as the mass and length of
the pendulum arms, which are accurately measured ahead
of time. Instead, we are able to focus the data-driven effort
on modeling the few terms and parameters that cause the
discrepancy.
There are several future directions suggested by this work.
First, it will be important to extend this framework to include
noise and exogenous disturbances, as in the Kalman filter,
along with partial measurements. It will also be interesting
to use our discrepancy models for the experimental swing-
up control of the double pendulum on a cart, which is the
subject of ongoing work.
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