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Abstract
This thesis relates to the emerging field of high-throughput density functional
theory (DFT) computation for materials design and optimization. Although high-
throughput DFT is a promising new method for materials discovery, its practical
implementation can be difficult. This thesis describes in detail a software
infrastructure used to perform over 80,000 DFT computations.
Accurately calculating total energies of diverse chemistries is an ongoing effort in
the electronic structure community. We describe a method of mixing total energy
calculations from different energy functionals (e.g., GGA and GGA+U) so that high-
throughput calculations can be more accurately applied over a wide chemical space.
Having described methods to perform accurate and rapid DFT calculations, we move
next to applications. A first application relates to finding sorbents for Hg gas
removal for Integrated Gas Combined Cycle (IGCC) power plants. We demonstrate
that rapid computations of amalgamation and oxidation energies can identify the
most promising metal sorbents from a candidate list. In the future, more extensive
candidate lists might be tested.
A second application relates to the design and understanding of Li ion battery
cathodes. We compute some properties of about 15,000 virtual cathode materials to
identify a new cathode chemistry, Li9V3 (P20 7)3 (PO 4)2 . This mixed diphosphate-
3
phosphate material was recently synthesized by both our research group and by an
outside group. We perform an in-depth computational study of Li9V3 (P2 0 7)3 (PO 4)2
and suggest Mo doping as an avenue for its improvement.
A major concern for Li ion battery cathodes is safety with respect to 02 release. By
examining our large data set of computations on cathode materials, we show that
i) safety roughly decreases with increasing voltage and ii) for a given redox couple,
polyanion groups reduce safety. These results suggest important limitations for
researchers designing high-voltage cathodes.
Finally, this thesis describes the beginnings of a highly collaborative 'Materials
Genome' web resource to share our calculated results with the general materials
community. Through the Materials Genome, we expect that the work presented in
this thesis will not only contribute to the applications discussed herein, but help
make high-throughput computations accessible to the broader materials
community.
Thesis Supervisor: Gerbrand Ceder
Title: R.P. Simmons Professor of Materials Science
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Figure 2-1 Distribution of energy (AE) and cell volume (AV) differences computed
using the "default" parameter set and the "increased k-point" parameter set (see
text for details). The majority of compounds show close agreement between the
two parameter sets (energies are within 5 meV/atom and volumes are within 2.5%).
We find two broad classes of disagreement: materials whose energies are in
agreement but volumes are not, and vice-versa. Examining the most egregious of
these disagreements indicates that energy differences are likely to be related to the
size of the k-point mesh, and volume differences are most closely related to the
convergence cutoff (see text and Table 2-2 for additional details)............................ 35
Figure 2-2 Data flow diagram highlighting important steps in high-throughput
computational screening. An external crystal structure database contains atomic
positions and crystal parameters of known materials (either experimentally
determined or from previous calculations), which can be used as a starting point for
high-throughput screening. The data selection phase determines interesting
compounds for computational testing. For example, compounds may be taken
directly from the external crystal structure database, or modified (e.g. via chemical
substitution) from previously computations to generate new candidate materials.
The data generation phase transforms the structural data from the data selection
phase into appropriate DFT input parameters and runs the computations. The data
storage step sends the raw output files from the computations to an efficient data
storage/retrieval system (i.e., a database system). This internal database contains
the results of all computations and may also contain experimental data. The user
operates on a set of data in the data analysis phase to produce new information
that m ay guide future data selection...................................................................................... 40
Figure 2-3 Data flow implementation described in this thesis. Data selection is
largely handled via researcher knowledge and crystal structure prediction
algorithms coded in Java.4 6-48 The Java backend creates batches of DFT jobs; each job
is wrapped by the Automatic FLOW (AFLOW) 15 software, which optimizes each
structure two times and handles some aspects of job convergence. The jobs are then
submitted to a Grid Engine 49 queuing system. Active jobs are monitored and
converged using Perl 50 scripts. Completed calculations are entered into a
PostgreSQL 51,52 database, which interfaces with the Java backend through Java
Database Connectivity (JDBC). Users explore and analyze data via a graphical front-
end that facilitates know ledge extraction ............................................................................. 41
Figure 2-4 Basic database schema for storing periodic crystal structures. Black
connections indicate table joins, and a forked end indicates a one-to-many relation.
Primary keys are indicated by (PK), and foreign keys are indicated by (FK).
Descriptions of each table can be found in the text........................................................... 49
Figure 2-5 Table diagram showing the 54 core tables and their relations. The
attributes of the tables are not shown for clarity; tables that are mainly used to
establish many-to-many relations italicized and in a smaller font. The tables
outlined by a red dashed lines were presented in greater detail in Figure 2-4. More
details about all tables can be found in the text................................................................ 50
Figure 2-6 Screenshot of Java application for performing exploratory data analysis.
Clockwise from top-left: the main query window for displaying results given user-
defined constraints, a detailed view of a single compound, a user-defined interactive
chart for exploring data on Li ion battery compounds, and a view of the phase
diagram tool to generate convex hull constructions. Not shown are interfaces for
comparing structures, finding formal valence/coordination, calculating reaction
energies, viewing density of states for an entry, filtering entries on more complex
properties, and interactively defining and generating VASP input files from database
e n trie s.......................................................................................................................................................5 7
Figure 3-1: Calculation methodology for mixing GGA and GGA+U calculations. The
elements and all delocalized/uncorrelated compounds are computed using GGA. We
compute using GGA+U all localized compounds; in this work, this includes any oxide
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containing one of the elements listed in Table 3-1. Other types of localized
compounds, such as transition metal sulfides or fluorides, might also fall within the
realm of GGA+U calculation. The energy adjustment applied to GGA+U can be
envisioned as a virtual reaction between the elements and localized binary
compounds that is determined using experimental data. This energy adjustment is
described in equation (3.6); details are provided in the surrounding text..............65
Figure 3-2: Differences between experimental and calculated formation enthalpies
as a function of metal content for V, Cr, Mn, Fe, Co, Ni, Cu, & Mo. The calculations
used GGA for the metals and GGA+U for the binary and ternary oxides. The
differences from experiment increase linearly with metal content in the oxides; this
difference can be removed simply by adjusting GGA+U energies for the oxides via
equation (3.6). The gray line is fitted via least-squares to the binary oxide data
alone (red squares), and its slope represents the magnitude of the adjustment AEM,
which is specific to the metal and U value. However, ternary oxides are also well-
represented by this line, suggesting that the adjustment generalizes beyond the
b in a ry o x id es. ........................................................................................................................................ 7 1
Figure 3-3 Computed and experimental formation enthalpies of ternary oxides from
the elements using (a) GGA+U for all compounds with Wang's 02 correction (b)
GGA+U with an 02 correction fitted to minimize the MARE and (c) the mixed
GGA/GGA+U framework proposed in this paper. The mixed GGA/GGA+U framework
best reproduces experimental results while retaining an 02 energy consistent with
GGA calculations. The full list of compounds and results can be found in Appendix
T a b le 9 -2 .................................................................................................................................................. 7 3
Figure 3-4 Strategy for generating the Fe-P-O phase diagram using a mixture of GGA
and GGA+U calculations. Regions of the phase diagram containing both Fe and 0 are
computed with GGA+U, whereas the remaining regions are computed with GGA.
This strategy follows the more general guidelines outlined in Figure 3-1. The 02
energy is taken from W ang et al.'s fit.100................................................ . .. . .. .. .. .. .. .. . .. .. .. . .. .. .. . . 75
Figure 3-5 Computed OK, Oatm phase diagram of the Fe-P-0 system within the GGA
methodology (a), GGA+U methodology (b), and mixed GGA/GGA+U technique of the
current work (c). The GGA phase diagram fails to reproduce known phases in the
Fe-O and Fe-P-O composition ranges, whereas the GGA+U methodology fails along
the Fe-P line. Only the mixed GGA/GGA+U phase diagram of the current work
successfully reproduces known phases in all composition areas............................... 77
Figure 3-6 Relations between adjustment vectors of different chemical spaces. If we
define an adjustment vector between GGA and GGA+U and another between a new
chemical space and GGA+U, the adjustment vector between GGA and the new space
is autom atically determ ined ...................................................................................................... 82
Figure 3-7 Differences between calculated and experimental binary sulfide
formation enthalpies as a function of metal content for Mn & Fe (analogous to Figure
3-2 for oxides). The slope of the gray line, fitted via least-squares to the error as a
function of metal content, represents the magnitude of adjustment AEM needed for
su lfid e s d ata ........................................................................................................................................... 8 4
Figure 3-8 Schematic diagram demonstrating how different chemical spaces can be
adjusted to the GGA energy scale either implicitly (H2 gas) or explicitly (all other
spaces). We discussed the GGA+U connections as being through binary formation
enthalpies. All gases other than H2 can be related to GGA using the method of Wang
et al.100 The connections to solvated ions, H20, and H2 gas involves adjustments
using experimental solvation energies of binary compounds and the experimental
formation enthalpy of H20, and is the subject of an upcoming publication by Persson
a n d C ed e r.118 .......................................................................................................................................... 8 5
Figure 4-1 Calculated DFT zero-pressure, zero temperature formation enthalpies of
metal-Hg amalgams versus solid phase enthalpies & energies listed in
references 37"142 (see Appendix Table 9-4 for further details). Open circles represent
experimental data which has been collected at high-temperature and subsequently
extrapolated to room temperature in reference 137; gray circles represent data we
strongly suspect as failures of our computations............................................................. 94
Figure 4-2 Calculated DFT zero-pressure, zero temperature formation enthalpies of
binary metal oxides versus enthalpies reported in the literature 10,143-145 (see
Appendix Table 9-5 for further details). Ni & Mn compounds, for which a DFT+U
correction was employed, are colored red, italicized, and are plotted as open
tria n g le s...................................................................................................................................................9 5
Figure 4-3 Calculated amalgam formation enthalpies of binary Hg amalgam versus
binary oxide, normalized per mol of Hg and per mol of 02, respectively to give
estimates of mercury and oxygen chemical potentials. Dashed lines indicate our
modeled chemical potential of oxygen and mercury in the syngas stream, as
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Figure 5-1 Flow chart for rapid computational screening of Li ion battery cathodes.
The diagram is a specific implementation of the more generalized high-throughput
screening strategy discussed in section 2.3. Figure courtesy of Charles Moore...... 107
Figure 5-2 Number of cathode formulations screened computationally for voltage,
stability, and safety since the project beginning in late 2007. Jagged edges are largely
due to wholesale insertion of completed computations into the database and do not
represent changes in computational throughput................................................................. 108
Figure 5-3 Two views173 of the Li9M3 (P2 0 7)3 (PO 4 )2 structure using optimized
coordinates for M=V. Blue polyhedra represent MO6, light purple polyhedra
represent P0 4 tetrahedra, and green atoms indicate Li. Figure (a) demonstrates the
alternating layers of Li and M3 (P2 0 7)3 (PO 4)2 along the c-axis. Figure (b), projected
along the c-axis, demonstrates the channels created by the anion groups and their
occupancy by Li(1) sites (center)............................................................................................... 109
Figure 5-4 View of Li sites173 projected along the c-axis. The Li sites are distributed
amongst three positions with occupancies Li(1)=1, Li(2)=2, Li(3)=6. The Li(1) and
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Li(2) sites are labeled and are stacked and rotated along the c-axis. The Li(3) sites
are unlabeled and form 6-member rings by corner sharing. They also share an edge
with the Li(1) sites in the channel. The gray plane along a-b is positioned halfway
along the c-axis, between the anion layers .................................. ........................... 109
Figure 5-5 Computed convex hull for LixV3 (P20 7)3(PO4)2. Each black circle
represents one calculated Li+ ordering. Voltages computed from the convex hull are
shown in grey text. For selected Li+ orderings (indicated by red squares), the Li
occupancies are indicated by the notation Li(1):Li(2):Li(3)-....... ........... 116
Figure 5-6 Changes in a- and c-lattice parameters upon Li removal from
LixM 3 (P207)3(PO4)2. In general, the a-axis shrinks and the c-axis expands upon
delithiation, but the c-axis expansion reverses for x < 3 ................. ...... 119
Figure 5-7 Experimental and computational galvanostatic operation curves of
Li9V3 (P2 0 7)3(PO4)2 on first charge and first discharge. The experimental data was
collected by B. Kang and J. Lee; the computed voltage profile is derived from the
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Figure 5-8 Computed voltage, volume change, thermodynamic decomposition
energy, and intrinsic safety with (respect to 02 release) for the pure metal and
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Figure 6-1 Relationship between computed oxygen partial pressure and measured
onset decomposition temperature for several common cathode materials. The
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Figure 6-2 Computed relation between equilibrium voltage and p02 for Li-M-0
systems. The predicted theory line assuming equilibrium with Li20, as determined
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Figure 7-1 Infrastructure of the prototype Materials Genome web site, July 2011.
The frontpages of the site are served by an Apache HTTP Server. Content
management systems are used to maintain the blog (Wordpress) and
documentation (MediaWiki). Apps are served either via Tomcat or via a Python CGI
script, depending on whether the app is coded in Java (Reaction Calculator,
Substitution Predictor, some VASPTools, Details View) or in Python (Materials
Explorer, PDapp, remaining VaspTools). There are two PostgreSQL databases: one
database contains web user information and another contains the computed data.
Authentication is handled by the Tomcat server; the Python CGI layer refers
authentication requests to Tomcat. The Tomcat server in turn sends login requests
to OpenID providers (currently Yahoo, Google, and OpenID) and CAPTCHA
verification requests to Google.................................................................................................... 171
Figure 7-2 Prototype Materials Genome front page, July 2011 (note that the 'Daily
Prediction' functionality is in progress)................................................................................... 173
Figure 7-3 Screenshot of the Materials Explorer app, July 2011. The screen is divided
into the search pane (top half) and results pane (bottom half). The 'Advanced' tab of
the search pane contains additional search fields; it is initially hidden so that the
initial search page is more inviting to novice users. The results pane contains a
tabular view of the results satisfying the user's criteria, and (not shown) tabs that
contain Detail Views of compounds the user clicks (Figure 7-4)................................... 175
Figure 7-4 Screenshot of the Details View for LiTiS2, July 2011. The crystal structure
graphic is interactive; the amount of information for the compound is minimal in the
prototype Details View, but will be more expansive in future generations of the
Materials Genome. User-contributions to the data for LiTiS2 will help provide
information beyond that provided by the computations.................................................. 176
Figure 7-5 View of the major portion of the Li-Fe-0 phase diagram in the PDApp
(July 2011), developed primarily by S.P. Ong. The 'Control Center' tab is not shown;
it allows users to select a phase diagram using an interactive periodic similar to that
show n for the M aterials Explorer (Figure 7-3)..................................................................... 179
Figure 7-6 Screenshot of the Reaction Calculator, July 2011. The top half is dedicated
to user input and the bottom half is dedicated to results, as with the Materials
Explorer (Figure 7-3). The energy adjustments slider controls the degree to which
experimental data is used to adjust calculated energies. The reaction calculator
automatically balances the reaction. The results section lists overall and individual
formation energies from the calculation and from known experimental sources,
listing each experimental source individually. Data from multiple experimental
sources can be combined to produce the overall experimental reaction enthalpy. 181
Figure 7-7 Main portion of the Substitution Predictor interface, July 2011. The user
specifies the desired chemical space and a threshold that determines the number of
results returned. The substitution predictor e-mails the user results as a summary
file of all compounds and their crystal structures in .cif format..................................... 184
Figure 7-8 Number of app requests (requests for data after filling out input fields)
from Materials Genome users in June 2011. We filtered out requests from MIT IPs
and from logged-in administrators to prevent counting requests from site
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Tables
Table 2-1 Summary of differences in results using "default" and "accurate"
parameters. More detailed results are presented in Table 9-1 in the Appendix.
When comparing parameter sets, the majority of compounds (-71%) show very
similar energies (<5 meV/atom difference) and very similar volume (<2.5%
difference). However, almost 4% of compounds show fairly large disagreement of
either over 15 meV/atom in energy or over 7.5% in cell volume. More information
on these compounds is presented in Table 2-2 and in the text. ................................... 36
Table 2-2 Compounds for which "default" and "accurate" parameters show large
(>15 meV/atom or >7.5% cell volume) differences. The "tight" parameters employ
the k-point mesh of the "default" parameters (500/atom) with the convergence
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1 Rapid computational screening for materials discovery
The development of new and improved materials is an ongoing effort in many
commercial and research areas. In particular, concerns over the threat of global
warming and fossil fuel availability have spurred efforts to find improved materials
for renewable energy applications (such as Li-ion batteries, solar PV, or
thermoelectrics) and for reducing the environment impact of coal power generation.
However, new materials seldom come quickly or easily. The latency time between a
new material's initial discovery and its subsequent commercial application is
generally around 20 years.' A principal reason for this delay is the complex
optimization problem new materials must overcome. Cost, mechanical properties,
thermal stability, and potential for large-scale fabrication are just some of the
secondary properties that must always be considered alongside an application-
specific property. To design materials that meet all of these requirements usually
involves a mixture of time, perseverance, researcher intuition, and some
serendipity. Thus, there has been a growing call to shorten discovery and
optimization times by using rapid screening approaches employed by
pharmaceutical companies. 2
Combinatorial materials approaches, which involve synthesizing and characterizing
libraries of materials, are one way to rapidly test a large chemical space. This
method and can be traced back at least to 1878, when Thomas Edison reportedly
screened about 6000 materials as candidate light bulb filaments. 3 However, the
systematic parallel fabrication of materials libraries began in the 1960s with
Kennedy,4 who synthesized ternary alloys to determine phase diagrams. Similar
strategies are now employed for materials design.5 ,6
A complement to such experimental exploration is theoretical investigation of
materials via computational chemistry. In particular, rapid, or high-throughput,
materials screening using density functional theory (DFT) calculations7 has been a
viable option for the last decade or so. The potential to conduct high-throughput
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DFT arose from commodity computing clusters becoming more affordable as well as
from DFT codes becoming more efficient, powerful, and robust. As will be discussed
in Section 2.1, DFT produces approximate solutions to the Schr6dinger equation at a
reasonable computational cost, thus providing a good balance between accuracy
and scalability. DFT computations have now helped design many different
categories of materials. 8-13
A DFT-based approach to materials screening poses several benefits:
* it is in principle trivial to scale such computations to screen hundreds of
thousands of compounds,
e the screening cost per compound can decrease sharply with time due to
'Moore's law' type advances in computing,
* fundamental materials information that can be very difficult to access via
experiments can often be accurately predicted via DFT calculations,
* and DFT calculations can often allow for much greater control over
investigations (for example, it is trivial to computationally test the effects of
straining the unit cell or of replacing a single atom with another).
However, it can be difficult with this approach to reliably predict the important
effects of processing or microstructure, and many materials properties (in
particular, excited-state properties) can still only be computed approximately. Thus,
both experiment and computation will continue to play important roles in rapid
materials design.
1.1 A Brief History of High-Throughput DFT
In the past decade, several researchers have employed high-throughput DFT
calculations either for scientific investigations or for materials screening. Curtarolo
et al. investigated the effect of structure on the stability of binary alloys using about
14,000 DFT energies.14 More recently, Curtarolo et al. presented an overview of
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technical issues in performing high-throughput band structure calculations.15 Ortiz
et al. screened about 22,000 materials to suggest new materials for radiation
detectors.16 Several research groups have screened on the order of hundreds of
materials for catalysis and hydrogen storage.17-22 In addition, a small number of
groups are now building general-purpose online electronic structure databases,16,
23
-
26 including a large (-81,000 DFT calculations) alloys database by Munter et al.2 7
While most such databases are presumably intended for materials screening, at
least one aims to verify and validate the results of electronic structure codes. 28 High-
throughput DFT is a nascent field of research but has already demonstrated many
potential applications.
1.2 Building a 'Materials Genome'
High-throughput DFT presents the opportunity to determine many fundamental
properties of all known inorganic materials. This information would be of
tremendous value to the materials community in accelerating the discovery of
materials with desired technological properties. In Section 7, this thesis describes a
'Materials Genome' web resource to disseminate the results of high-throughput DFT
computations to the broader materials community. The Materials Genome would
serve several broad goals:
" To provide researchers with calculated data on all known inorganic
compounds,
e to provide tools for transforming computed data into more useful forms
(such as phase diagrams or Ellingham diagrams),
e to provide an open-source codebase for materials analysis,
* to guide experimental work by using data-mined algorithms to predict new
compounds,
e and to compile experimental and computational observations side-by-side,
providing researchers with a comprehensive 'encyclopedia' of materials
properties across all chemical spaces.
Through the Materials Genome, high-throughput DFT can potentially involve and
benefit the much larger materials community.
1.3 Thesis Outline
This thesis is organized as follows:
e Section 2 proposes an infrastructure for running and storing high-
throughput DFT calculations, and is the result of a collaborative effort.
e Section 3 discusses how to accurately compute total energies across chemical
spaces with both delocalized and localized electrons by mixing GGA, GGA+U,
and experimental data. Such techniques are needed to reliably compare the
results of computations across diverse chemical spaces.
* Section 4 applies the high-throughput methodology described in Section 2 to
screen pure metals as Hg sorbents for application in coal gasification
technology.
* Section 5 describes a collaborative effort to employ the high-throughput
methodology to screen new materials for Li ion battery cathodes, and
investigates the composition Li9M3(P20 7)3(PO4)2 (M=V, Mo) as a promising
new cathode candidate.
* Section 6 uses the large computed data set from battery cathode screening to
establish an empirical inverse relationship between the voltage and safety of
Li ion battery cathodes.
* Section 7 describes preliminary work and future directions towards a
Materials Genome resource for the materials community.
e Section 8 summarizes and concludes this thesis.
2 An infrastructure for high-throughput density
functional theory
While many density functional theory codes now include sensible default
parameters that provide good results over a variety of materials, scaling such
calculations to high-throughput is still not trivial. Researchers must develop a data
infrastructure and software capable of running and managing hundreds of
thousands of calculations. Currently, little is published about how to build such an
infrastructure; 15,27 the time and expertise needed to scale DFT computations
impedes the widespread adoption of high-throughput DFT as a screening tool. This
chapter addresses topics related to high-throughput calculation infrastructure.
Much of this work, in particular the results of Sections 2.3.1, 2.3.2, and 2.3.4, was
performed as a collaborative effort with coworkers in the Ceder group, including G.
Hautier, C.J. Moore, S. P. Ong, C.C. Fisher T. Mueller, and K. Persson as described in a
prior publication.29
2.1 A short introduction to density functional theory
Density functional theory expresses the Schr6dinger equation in a way that makes
approximate solutions much more tractable. The foundations of DFT are the
Hohenberg-Kohn theorems, 7 which state that (i) all ground state properties of a
system are some functional of the ground state charge density and (ii) the correct
ground state charge density minimizes the energy functional. Although DFT is in
theory completely accurate for ground state properties, the functional relating the
charge density to the energy is unknown and must be approximated.
2.1.1 The Kohn-Sham equations
A major advance in establishing DFT as a practical tool came from the work of Kohn
and Sham, 30 who expressed the total energy as a set of equations for non-interacting
electrons that would lead to the same solved electron density (and thereby the same
properties) as the original system of interacting electrons. The Kohn-Sham
equations are advantageous because they can be solved self-consistently via
iterative methods, which can now be done relatively quickly for many systems on
modern computers. The Kohn-Sham equations are expressed as a set of equations of
the form:
2+ V(r)+VH(r) + Vxc(r) ]Pi(r) = Eqi1 (r) (2.1)
2m
In equation (2.1), the wavefunction of each electron i is represented as piand has
eigenvalue Ei. The remaining terms are summarized below:
e The first term of the equation, - h2 / 2m V2, represents the kinetic energy
operator on the wavefunction.
* V(r) represents the Coulomb interaction between nuclei and electrons. V(r)
can be expressed as V(r) = e2 z(r) where Zi represents the nuclearjr-ril
charges and e represents the charge of an electron.
* VH(r) represents the Hartree potential, or the Coulomb interaction between
all electrons in the system within a mean-field approximation. The Hartree
potential can be expressed as VH(r) = e2 f n(r) d 3 r, where n(r') represents
the total electron density from all electrons. Note that VH(r) includes an
unphysical self-interaction: each electron feels a Coulombic repulsion from
itself. This topic will be discussed further in Section 3.
* Vxc(r) includes all remaining electron interactions (namely, the effects of
electron exchange and correlation), and is the most difficult term to model.
2.1.2 The exchange-correlation functional Vxc
While the Hohnenberg-Kohn theorem 7 state that the electron energy due to
exchange and correlation effects Vxc(r) must be some functional of the electron
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density, there is no systematic way to determine this functional. To date, most DFT
research has been carried out using one of two classes of exchange/correlation
functional approximations:
1 The local density approximation (LDA), 30 in which the exchange-correlation
potential at each location is set equivalent to that of a homogeneous electron
gas with the same electron density: Exc = fn(r)eectron gas (n(r))d3 r
2 The generalized gradient approximation (GGA), 31 in which the gradient of the
electron density Vn(r) is also considered, subject to some constraints.
The majority of this thesis focuses on the GGA as parameterized by Perdew, Burke,
and Ernzerhof 32 as a good compromise between speed and accuracy when accurate
ground state energies are targeted. The GGA is known to overestimate lattice
constants (by an average of 0.076 A in one test set of 40 semiconductors) 33, but is
generally more accurate than LDA in computing cohesive energies and bulk moduli
34,35. Neither LDA nor GGA completely remove the self-interaction error, and both
functionals usually give qualitatively similar results.
There exist methods beyond LDA and GGA, such as hybrid functionals for
solids 3 3,36 ,37 or hyper-GGA,38 that improve the overall accuracy of calculated
properties. At present, most of these methods are either too computationally
expensive or not numerically stable enough to be employed in a high-throughput
environment. However, it is certainly possible that such functionals or others will
become promising options for high-throughput computation in the future.
2.1.3 Representing the core electrons
When solving the Kohn-Sham equations, wavefunctions are typically expanded in a
set of basis functions, which for periodic solids are usually a finite number of plane
waves. Although increasing the number of plane waves in the basis set improves
the accuracy, it also increases the computational expense. In particular, large basis
sets are required to accurately model the rapid changes in the wavefunction near
core electrons. Because core electrons usually do not participate in bonding, it is
possible to use much smaller basis sets by using a pseudopotential to reproduce the
behavior of core electrons in each element.3 9-4 1 As with the exchange correlation
functional, many types of pseudopotentials are available. We use the projected-
augmented-wave (PAW) method 42 ,43 because it can accurately reproduce the nodes
in the core region of the valence wavefunctions while retaining small basis sets. For
some elements with shallow semi-core states, we chose a version of the
pseudopotential that explicitly solves a greater number of electrons, treating fewer
electrons as core.
2.2 Numerical convergence
DFT calculations in practice are solved via numerical and iterative methods. This
procedure can sometimes make it difficult to determine when an accurate solution
has been obtained. In particular, common convergence issues pertain to:
1. Representing the wavefunctions with a finite number of plane waves (setting
the energy cutoff of the plane wave basis set)
2. Numerical integration over the Brillouin zone using a discrete k-point mesh
3. Determining an appropriate stopping criteria for the iterative optimization of
both the charge density and ionic positions (e.g., by stopping when the
energy difference between successive iterations is below a threshold)
The most widely-accepted way to determine an acceptable plane wave cutoff, k-
point density, or stopping criteria is to gradually increase the desired parameter
until the result of interest no longer changes significantly with further parameter
increases. In a high-throughput project, such convergence tests would result in
many additional computations as they must be repeated over hundreds of
thousands of calculations. In addition, convergence is typically performed with
regard to a particular computational property, such as final energy, position of the
d-band center, or band gap, which might not be known in advance.
To try to minimize the computational expense of each high-throughput
computation, we tested if relatively sparse k-point grids and somewhat loose
electronic/ionic energy cutoffs could produce reasonable total energies and cell
volumes without further parameter increases. We calculated 182 chemically diverse
compounds with two sets of parameters:
a) "default" parameters, for which we employed a k-point grid of (500)/n
points, where n represents the number of atoms in the unit cell, distributed
as uniformly as possible in k-space. We used a Gamma-centered grid for
hexagonal cells, and a Monkhorst-Pack grid 44 for all other cells. We set the
"default" electronic energy difference required for convergence to n * 5 * 10-s
eV, and the energy difference required for ionic convergence to 10 times the
electronic energy difference (n * 5 * 10-4 eV).
b) "accurate" parameters, where we tightened the electronic energy difference
and ionic energy differences for convergence to a constant value (5 * 10- eV
for electronic convergence, 5*10-5 eV for ionic convergence), and set a finer
k-point mesh equal to (5000)/number of atoms.
In both cases, we set our plane wave cutoff to be 30 percent higher than the
maximum energy cutoff recommended by pseudopotential, 45 which we believe
should be accurate for the vast majority of calculations.
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Figure 2-1 Distribution of energy (AE) and cell volume (AV) differences computed
using the "default" parameter set and the "increased k-point" parameter set (see
text for details). The majority of compounds show close agreement between the
two parameter sets (energies are within 5 meV/atom and volumes are within 2.5%).
We find two broad classes of disagreement: materials whose energies are in
agreement but volumes are not, and vice-versa. Examining the most egregious of
these disagreements indicates that energy differences are likely to be related to the
size of the k-point mesh, and volume differences are most closely related to the
convergence cutoff (see text and Table 2-2 for additional details).
The full results of our calculations tabulated in Table 9-1 in the Appendix. Figure 2-1
shows that, in most cases, the "default" parameter set produces energies and cell
volumes that are very close to the much more expensive "accurate" parameter set.
The majority of compounds (-71%) show less than a 5 meV/atom difference in
energy and less than a 2.5% difference in cell volume (Table 2-1) between the two
parameter sets. Almost all compounds (-96%) are within a 15 meV/atom
difference in energy and a 7.5% difference in cell volume (Table 2-1). From these
results, we expect that the "default" parameters should be reasonably sufficient for
screening purposes in applications for which energetics and structural details are
targeted. However, screening applications that are particularly sensitive to small
differences in energy or cell volume may benefit from using the "accurate" input
parameters exclusively. In addition, we suggest that promising results be re-run
with accurate input parameters after initial screening.
Difference between "default" and "accurate" parameter Number of Percent of
sets compounds compounds
< 5 meV/atom energy difference, < 2.5% volume difference 130 71.4%
< 10 meV/atom energy difference, < 5% volume difference 157 86.3%
< 15 meV/atom energy difference, < 7.5% volume difference 175 96.2%
total compounds 182 100%
Table 2-1 Summary of differences in results using "default" and "accurate" parameters.
More detailed results are presented in Table 9-1 in the Appendix. When comparing
parameter sets, the majority of compounds (~71%) show very similar energies (<5
meV/atom difference) and very similar volume (<2.5% difference). However, almost 4%
of compounds show fairly large disagreement of either over 15 meV/atom in energy or
over 7.5% in cell volume. More information on these compounds is presented in Table
2-2 and in the text.
Compound
MoCI5s
Mo(CO)6
TiBr 4
TiB2
Mo2B
Zn
Cu2S
Cell
volume
(A3),
"default"
parameters
1024.75
913.27
1613.71
25.75
73.03
29.42
180.08
Cell
volume(A3),
"tight"
parameters
1112.03
990.16
1815.48
25.71
72.97
29.43
179.24
Cell
volume(A3),
"accurate"
parameters
1113.51
995.99
1825.56
25.70
73.08
30.71
179.63
Energy
(eV/atom),
"default"
parameters
-4.135
-7.754
-4.068
-8.070
-9.869
-1.242
-3.956
Energy
(eV/atom),
"tight"
parameters
Energy
(eV/atom),
"accurate"
parameters
-4.138
-7.758
-4.074
-8.070
-9.869
-1.241
-3.985
-4.138
-7.758
-4.074
-8.085
-9.853
-1.267
-3.985
Table 2-2 Compounds for which "default" and "accurate" parameters show large (>15
meV/atom or >7.5% cell volume) differences. The "tight" parameters employ the k-
point mesh of the "default" parameters (500/atom) with the convergence criteria of the
"accurate" parameters (5*10-7 eV for electronic convergence, 5*10-5 eV for ionic
convergence). In cases where the "default" parameters show large disagreements in
cell volume, but fairly good agreement in energy (MoCI5, Mo(CO) 6, TiBr4), the "tight"
parameters reasonably reproduce the "accurate" parameters, indicating that the
disagreement in cell volume was due to convergence cutoffs. However, a large k-point
mesh is needed to resolve large disagreements in total energies. In Cu2S, the difference
in energy between the "default" and "accurate" parameters is related to small atom
rearrangements that can be modeled using the "tight" parameters.
In a small number of compounds (-4%), we find that results from the two
parameter sets differ by over 15 meV/atom in energy or by more than 7.5% in cell
volume. We find that these disagreements fall roughly into two classes. The first
class encompasses compounds for which the energies obtained with the two
parameter sets are in fairly good agreement, but the cell volumes are largely in
error. In
Figure 2-1, we have labeled MoCIs, MO(CO)6, and TiBr4 as compounds in this class.
We find that in these compounds, the results can be greatly improved by using the
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tighter convergence cutoffs in the "accurate" parameters (5 * 10- eV for electronic
convergence, 5 * 10-s eV for ionic convergence), but without changing the k-point
density (Table 2-2). These results suggest that if accurate cell volumes are targeted,
tight convergence parameters may be more important than large k-point meshes. A
second class of compounds shows large differences in energy between parameter
sets but with similar cell volumes. In
Figure 2-1, we have labeled TiB2, Mo2B, Zn, and Cu2S as compounds in this class.
With the exception of Cu2S, we find that simply increasing the convergence cutoffs
do not significantly improve the "default" results for these materials (Table 2-2).
We expect instead that these materials have somewhat complex Fermi surfaces for
which large k-point meshes are necessary for accurate energy integration. For Cu2S,
we find somewhat anomalous behavior in that the energy difference is largely due
to small atom rearrangements when running with higher convergence cutoffs. In
this sense, Cu2S behaves more like MoCls, Mo(CO)6, and TiBr4 in which
improvements to the convergence cutoff are more important than the k-point mesh
(Table 2-2).
In summary, we find that the relatively loose k-point meshes and convergence
criteria described by our "default" set of parameters can produce reasonable total
energies and cell volumes, but that such results should still be interpreted with
caution. In particular, we find that denser k-point meshes may be needed to
accurately represent the total energy in metallic systems. In addition, the stopping
criteria for electronic and ionic convergence appear to have a large effect on the
optimized cell volume. However, the overall results suggest that, as a first pass, it is
possible to generate high-throughput data sets of total energy and cell volume of fair
quality without explicitly converging each run.
2.3 Data flow in high-throughput DFT and software implementation
A major challenge in high-throughput computational screening is designing and
building the infrastructure to generate, run, store, and analyze a large number of
calculations. At present, there is little published guidance on this topic.15 ,27
Figure 2-2 is an abstract representation of data flow in a high-throughput project
that we expect will be typical of most high-throughput computational screening
projects. While there are a variety of ways to implement each step in the diagram,
we present in Figure 2-3 a visual overview of the technologies and techniques we
used to implement the abstract steps in Figure 2-2. In the remaining sections, we
examine each of the data flow stages in more detail.
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Figure 2-2 Data flow diagram highlighting important steps in high-throughput
computational screening. An external crystal structure database contains atomic
positions and crystal parameters of known materials (either experimentally determined
or from previous calculations), which can be used as a starting point for high-throughput
screening. The data selection phase determines interesting compounds for
computational testing. For example, compounds may be taken directly from the
external crystal structure database, or modified (e.g. via chemical substitution) from
previously computations to generate new candidate materials. The data generation
phase transforms the structural data from the data selection phase into appropriate DFT
input parameters and runs the computations. The data storage step sends the raw
output files from the computations to an efficient data storage/retrieval system (i.e., a
database system). This internal database contains the results of all computations and
may also contain experimental data. The user operates on a set of data in the data
analysis phase to produce new information that may guide future data selection.
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Figure 2-3 Data flow implementation described in this thesis. Data selection is largely
handled via researcher knowledge and crystal structure prediction algorithms coded in
Java.4648 The Java backend creates batches of DFT jobs; each job is wrapped by the
Automatic FLOW (AFLOW) 15 software, which optimizes each structure two times and
handles some aspects of job convergence. The jobs are then submitted to a Grid Engine
49 queuing system. Active jobs are monitored and converged using Perl so scripts.
Completed calculations are entered into a PostgreSQL 51,52 database, which interfaces
with the Java backend through Java Database Connectivity (JDBC). Users explore and
analyze data via a graphical front-end that facilitates knowledge extraction.
2.3.1 Data selection
In this thesis, we do not focus on data selection for high-throughput, as specific
details will vary from project to project. Bligaard et al.s3 have previously outlined
several algorithms (such as tiered screening and evolutionary algorithms)5 4-63 to
optimize data selection when screening materials for a particular application. One
additional approach is to compute compounds tabulated in a commercially-available
external database such as the ICSD 64,65 or the Pauling File.66 Because the materials
in these databases are generally characterized experimentally, one can be confident
that they can be synthesized.
The computational space can further be expanded by analyzing existing compounds
to predict the existence of novel materials. 46-48 We have used a mixture of external
crystal data and compound prediction to create our data set, and have now
computed most of the unique elements, binaries, ternaries, and quaternary
compounds in the ICSD. 64,65
The search space accessible to high-throughput DFT calculations is presently limited
to periodic unit cells containing up to approximately 200 atoms to ensure that
accurate total energies can be obtained using reasonable computing time and
memory. The limited cell size restricts, for example, the degree of disorder that can
be modeled for disordered/amorphous materials and the compositional resolution
that can be probed when investigating doping or defect effects.
2.3.2 Data generation
After selecting the data, the next step is compute the properties of each compound
(Figure 2-2). Although DFT calculations are well-suited for high-throughput due to
their relatively small number of adjustable parameters, automating DFT calculations
is not yet trivial. As we discussed in Sections 2.1 and 2.2, DFT calculations require
making choices related to the accuracy of the computation, including the choice of
the exchange-correlation functional, pseudopotentials, energy cutoffs, and k-point
grid. Unless otherwise stated, we use the "default" parameters described in section
2.2 for the remainder of this work, as they were shown to produce reasonably
accurate total energies and cell volumes.
We describe additional considerations for high-throughput computation below. Our
calculations were performed using the Vienna Ab Initio Simulation Package
(VASP) 67; however, the vast majority of our discussion should be relevant for all
DFT software.
2.3.2.1 Self-interaction
In section 2.1.1, we explained how the Kohn-Sham equations (2.1) contained a self-
interaction energy (SIE) in the Hartree term. Section 3 describes a calculation
strategy by which we remove this error using the DFT + U framework 68 while still
maintaining compatibility of the total energy with standard DFT computations.
2.3.2.2 Spin state and magnetic ordering
The true ground state is the global minimum of the energy functional, but DFT codes
typically only find local minima within this landscape. This means that DFT
calculations in practice often do not converge to the correct spin state or the correct
magnetic ordering unless they were initialized near that state. To obtain a magnetic
ground state, one must in practice compute many initializations of magnetic
ordering and treat the lowest-energy result as the ground state.
Although it is possible that automated magnetic ground state searches could be
scaled to high-throughput, we have thus far found it to be computationally
prohibitive. Instead, we initialize all ions that can be magnetic (Ag, Au, Cd, Ce, Co, Cr,
Cu, Dy, Er, Eu, Fe, Gd, Hf, Hg, Ho, Ir, La, Lu, Mn, Mo, Nb, Nd, Ni, Os, Pa, Pd, Pm, Pr, Pt,
Re, Rh, Ru, Sc, Sm, Ta, Tb, Tc, Th, Ti, Tm, U, V, W, Y, Yb, Zn, Zr) ferromagnetically with
high-spin, relying on the VASP's minimization algorithm to converge the magnetic
ground state. Unfortunately, this strategy does not always succeed; for example,
LiCo02 is known to contain low-spin C03+,69 but when initialized ferromagnetically
our calculations maintain C03+ as high-spin. Initializing the LiCo02 calculation with
a low-spin configuration correctly reproduces C03+ low-spin as the lower-energy
state.
To compromise between speed and accuracy, we initialize both high- and low-spin
calculations for several ions that are known to display low-spin configurations.
These ions currently include Co-containing oxides (C03+ in octahedral environments,
for example, is well-known to be low-spin in several compounds due to a d6 electron
configuration) 70 and Mn, Fe, Cr, and Co-containing sulfides. As this list is not
exhaustive, additional ions may be added in the future. While this strategy doubles
the number of calculations performed for these compounds, it increases the
possibility of finding the correct spin ground state.
In general, we do not find antiferromagnetic states using ferromagnetic
initializations. The energy penalty in incorrectly specifying the magnetic state
depends heavily on the chemical system. As an example, the difference between
antiferromagnetic and ferromagnetic energies in the lithium metal phosphates was
found to be about 10-60 meV per transition metal by Zhou et al.7 1 However, other
chemical systems may be more sensitive to magnetic ordering.
2.3.2.2 Computing compounds with partially-occupied sites
When computing data from a crystal structure database, some reported crystal
structures display partial occupancies of two or more chemical species (atoms or
vacancies) on a single site. In order to compute a reasonable ordering of these
'disordered' crystal structures, we followed a two-step procedure proposed by
Hautier et al. :48
1. Enumerate all potential ordered structures at the same or similar composition,
with the smallest possible supercell, using a method similar to that proposed by
Hart et al. 72
2. Rank each enumerated structure by electrostatic energy evaluated on formal
ionic point charges using Ewald summation. 73 If determining formal point
charge is difficult (e.g., in metal alloy), compute a radial distribution function
(RDF) instead. The more 'disordered' orderings from the RDF are ranked
higher.
In most cases, we computed only the top-ranked ordering. However, in some cases
(e.g., when computing Li-vacancy orderings in Section 5) we tested multiple
orderings.
2.3.2.3 Convergence to the electronic ground state and error handling
In practice, DFT codes solve the Kohn-Sham formulation of DFT (Equation (2.1)).
Kresse and Furthmuller have compiled an excellent and detailed discussion on how
an iterative approach can solve these equations. 67 The challenge in high-throughput
DFT is to choose an algorithm that efficiently, correctly, and reliably carries out this
procedure for many thousands of compounds without user intervention.
Many algorithm choices affect numerical convergence to the ground state, including
the matrix diagonalization scheme used to solve for the wavefunctions, the charge
mixing strategy, and the method of performing numerical integration of the energy
over a finite k-point grid. While simple systems often converge rapidly and
effectively using preset minimization algorithms and parameters found in modern
electronic structure codes, difficult systems often require such parameters to be
tweaked by the researcher to converge in reasonable time frames and with available
memory. In high-throughput DFT, where hundreds or thousands of jobs are
executed simultaneously, it rarely possible to manually intervene in job
convergence. We have therefore developed scripts coded in the Perl language50 to
monitor errors and adjust convergence parameters accordingly.
We describe next our default convergence settings and some of the automated
changes that are triggered when the electronic structure code fails to converge or
produces an error. As the diagnosis and solution to some errors are specific to the
electronic structure code used (and even specific to different versions of the same
software), we will not discuss all errors, but instead focus on errors common across
several software implementations of DFT.
For our default Hamiltonian matrix diagonalization algorithm, we use a built-in
routine in VASP that uses the blocked Davidson approach 74 for the first few
iterations, and then switches to the residual minimization method-direct inversion
in the iterative subspace (RMM-DIIS) method.75 ,76 This two-step approach is
attractive because RMM-DIIS is known to be quite fast, but requires good initial
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wavefunctions to converge to the correct ground state.4 ,67 The initial iterations of
the blocked Davidson method should generate a reliable wave function to pass into
the RMM-DIIS method. However, this approach can sometimes fail to converge after
electronic 100 iterations. In these instances, our algorithm switches to a pure
blocked Davidson approach.
As suggested in VASP 5.2,4 we use as our default charge mixing strategy a Pulay
mixer 76 that combines the input charge densities from all previous iterations in a
manner that minimizes their residual vectors while conserving the number of
electrons in the system. To further accelerate convergence, the charge densities are
preconditioned to dampen charge density changes at small wavevectors according
to a scheme proposed by Kerker.77 The magnitude of this preconditioning can be
varied, but results from Kresse and Furthmuller 67 indicate that the convergence
behavior is quite good over a range of values. However, the mixing parameters may
need to be tuned for slabs, magnetic systems, and molecules. 67,78 When our software
detects convergence problems, it sets the Kerkoff cutoff wave vector to 0.001 (in
effect leading to a "linear mixing scheme") and multiplies the mixing parameter by
the mean eigenvalue 45 to obtain more reliable mixing.
Finally, several strategies exist for numerical integration of the band structure
energy over k space using a discrete k-point mesh. By default, we employ the
tetrahedron method, which linearly interpolates energies between calculated
k-points, along with Bl6chl's corrections79 that both simplify the implementation of
this technique and correct quadratic errors. Although the tetrahedron method
converges quickly with respect to the number of k-points, 43,67 it can fail when the
number of k-points is small. In particular, metals and small-gap insulators may
require alternate techniques because the Fermi surface separating occupied and
unoccupied orbitals is complex and discontinuous. Therefore, when the VASP
software reports that it cannot determine the Fermi level accurately by the
tetrahedron method, our algorithm switches to a Gaussian smearing method that
smoothens the discontinuity in the Fermi function at zero temperature.
Our software also handles many additional convergence issues and job errors that
are specific to the VASP software. We do not discuss these errors here, and instead
plan in the future to release open source versions of our job control scripts.
2.3.2.4 AFLOW
We use the AFLOW software to handle many aspects of job convergence.15 In
particular, AFLOW optimizes the cell and ionic positions for each structure two
times (in separate runs). This procedure allows the basis set to change between
runs in case there are large changes in cell parameters after the first relaxation.
2.3.3 Data storage
A well-designed architecture for data storage allows researchers to explore large
amounts of data intuitively and naturally, enhancing the possibility of finding new
and interesting compounds for an application or discovering scientific trends in the
data.
A common way of managing data is through a relational database management
system (RDBMS). Many flavors of RDBMS are now available to researchers,
including MySQL 80 and PostgreSQLs1,5 2 (which are free of charge) and commercial
database systems such as Sybase 8' and Oracle 82. Relational databases have the
capability to store data compactly and efficiently query data, making them a good
option for data storage in high-throughput projects. Most relational databases can
also interface with many popular programming languages. In our high-throughput
project, we chose the free RDBMS PostgreSQL and interfaced it with a Java codebase
using Java Database Connectivity (JDBC).
Before proceeding, we note 'NoSQL' type document-stores like MongoDB 83 and
CouchDB84 have become popular in the last two years. Such databases are designed
to reduce setup and maintenance time by allowing for a flexible schema and making
parallelization over multiple servers ("sharding") simple. However, they also tend to
introduce redundant information, which can make it more difficult to enforce data
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consistency and accuracy. As many popular NoSQL databases were released well
after the development of our high-throughput infrastructure, they were not
considered in this thesis. However, a MongoDB-based system is currently being
tested by collaborators at Lawrence Berkeley Lab as a replacement for an RDBMS-
based approach.
Designing and maintaining a relational database system for storing and managing
DFT calculations requires considerable effort. To design a relational database, one
must identify the relevant data for storage, split the data into atomic pieces, and
determine the relations between the data. From the relations, one must design a
database blueprint, or schema, to minimize redundant information while optimizing
query and database insertion speeds. Several standards and techniques, such as the
ACID (Atomicity, Consistency, Isolation, Durability) guidelines 85, database
normalization 86, and E-R diagrams 87 can aid in database design.
We present in Figure 2-4 a portion of our database schema for storing periodic
crystal structures. The aim of this schema is to minimize redundant information by
compartmentalizing information into multiple tables. For example, the Elements
table contains basic properties of the elements (symbol, mass, atomic number,
common valences); each element is defined only once in this table. Because the
Elements table links to sites of our crystal structures stored in the Site table ('joins'
to the Site table, in this case indirectly through the Species table), the basic element
information is automatically stored within each crystal structure. This relational
structure makes it possible, for example, to search for all crystal structures
containing an element with an atomic mass greater than a specified value without
individually storing the atomic masses associated with each crystal structure.
Compartmentalizing data into several tables thereby minimizes redundancy, leading
to more compact data storage and less potential for error during data updates.
ElementEntr
Structure
+StructureID: serial (PK)
+EntryID: int (FK)
+SpaceGroupID: int (FK)
+LatticeID: int (FK)
44 +Lengths: varchar(50) []
+Angles: varchar(50) []
+PrototypeID: int (FK)
+cellvolume: double precision
+isordered: boolean
+numsites: int
+Symbol: char[2] (PK)SpeciesD: serial (P)
+EntryId: integer (F) +symbol: char(2] (PK, F):SpaceGroupID: serial (P)nt
+Amount: double precision +HMName: Varchar(100) +valence: double precision
+dimension: int
+origin: double
+inttablesnum: integer
Elements
/
Lattice
I SpaceGroupOps
+SpaceGroupID: int (PK, FK)
+CpNumber: int (PK)
+LatticeID: serial (PK) +Aatrix: double precision[][] 1inValence: ant
4-LatticeName: Varchar(100) I+TValues: double precision[] +MaxValence: int
Figure 2-4 Basic database schema for storing periodic crystal structures. Black
connections indicate table joins, and a forked end indicates a one-to-many relation.
Primary keys are indicated by (PK), and foreign keys are indicated by (FK). Descriptions
of each table can be found in the text.
However, because table joins can slow query performance, a relational database
may need to balance query speed and data compactness. In Figure 2-4, the Element
table and Entry table are separated by four joins (through Structure, Site, Species,
and finally Elements), which can reduce performance when searching for entries
containing particular elements (even after indexing). Because this is a very common
query, we have created an additional table ElementEntry which bypasses these joins
and allows for quick searching over element symbols. Although the ElementEntry
table introduces redundant information (the element symbols contained in a
particular entry are stored both in Elements and ElementEntry), it has improved
query speeds.
Entry
+EntryID: serial (PK)
+Numelements: int
+Formulasum: Varchar(200)
+formula_sum normal: varchar (200)
+formulaanonym: Varchar (200)
+chemsystem: varchar (200)
+CreationDate: Timestamp
Site
+StructureID: int (PK, FK)
+SiteID: serial (PK)
+SpeciesID: int (PK, FK)
+Coords: double precision[]
+Occupancy: double precision
Species'-A---'
+Symbol: char[2] (PK)
+Name: Varchar (40)
+Z: int
+Mass: doubleh1 precsio
l Spacegroup| 6u |netwandial|ElenmtEntry \ |Eewolent'
ILale l SpacegoOps1 ialnia
.........
jGenerascheme
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Figure 2-5 Table diagram showing the 54 core tables and their relations. The
attributes of the tables are not shown for clarity; tables that are mainly used to
establish many-to-many relations italicized and in a smaller font. The tables
outlined by a red dashed lines were presented in greater detail in Figure 2-4. More
details about all tables can be found in the text.
The nine tables represented in Figure 2-4 are only a small portion of our overall
database, which currently contains about 100 tables. In Figure 2-5, we show the 54
core tables in the database and their relations. They are briefly summarized below:
* Entry contains basic chemical information about the entry, such as the
chemical formula, the number of unique elements in the entry, and the
chemical system (e.g., "Li-O-P"). An entry is not required to have a crystal
structure; for example, in some experimental data the XRD pattern is known
but the structure has not yet been refined.
" For entries where the crystal structure is known, Structure stores the lattice
vectors and cell angles, along with somewhat redundant information, such as
the cell volume and number of sites, for fast querying.
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* The coordinates of the various sites are stored in Site, and the content of the
site is stored in Species. The species may be atomic (e.g., "Fe"), or it may be
molecular (e.g., "H20"). The species are composed of component elements
whose properties are stored in Element.
e Lattice categorizes the lattice type of the structure (e.g., "fcc").
e Spacegroup contains basic information such as the space group number and
Hermann-Mauguin symbol, while SpacegroupOps lists the symmetry
operations.
e ElementEntry allows for quicker searching over element symbols and
contains redundant information with Element.
* DatabaseEntry, Database, and MasterLocation store the type of entry (e.g.
experimental from ICSD or computed from VASP) and the location of the
original structure file on the stored server. MasterLocation helps preserve
location information of files when they are moved between servers or to a
different root directory.
* StructurePrototype, Prototype, AristotypePrototype, and Aristotype
store an id which are shared by entries having the same crystal structure as
defined by an affine mapping algorithm, 88-89 within certain cell and atom
distortion tolerances tabulated in PrototypeTolerances. Structures sharing
a common prototype must belong to the same space group, whereas
structures sharing a common aristotype may not necessarily share a space
group.
e Transformations links together different entries by structural relations
(e.g., structure A is equivalent to structure B but with Fe replaced by Mn) that
are listed in TransformationScheme. Almost all calculated compounds in
the database are structurally linked to experimental crystal data or other
calculations. At present, the links are documented at the time of input file
generation; when the Java software creates DFT input files (e.g., by direct
transcription of an existing compound or by substitution of chemical
species), it also notes the original compound and the structural
transformations that were applied to it. The database later incorporates
these links, so that it is possible to trace back the origin of any compound in
the database. These links are helpful in several ways. For example, when
examining a compound in the database, it is possible to quickly trace back the
original experimental research paper as a starting point for synthetic routes
to that compound. The structural links can also serve to restrict analysis to
compounds known to exist experimentally, or to filter compounds that were
designed via chemical substitution or structure prediction. An example of
such a use is the generation of phase diagrams based only on experimental
crystal structures. 48' 90 In the future, we expect to complement these
structural links with an algorithm that crawls the database and automatically
determines relations between compounds.
" ElementValCoord and ElementValCoordSite store post-processed
determinations of formal valence 91 and coordination number 92 for each site.
. ComputedInfo links together structures before and after relaxation and
stores basic properties of the calculation (e.g., total energy).
" InputTag, KPointData, LDAU, and POTCARComputedInfo store input
parameters used for the computation. InputTag stores arbitrary key-value
pairs, whereas the remaining tables are structured to query over standard
DFT parameters. The full text of each pseudopotential in the calculation is
stored in POTCAR. Raw input files can also be stored as text within the
database (TextFileComputedInfo, TextFile) or linked to an outside file on a
server (ExternalFileLink). Basic runtime metadata of the computation (run
machine, time of calculation) are stored in VASPRun; the software version is
stored in VASPVersion; user information is stored in
VASPUserVASPRun/VASPUser. The motivation for the calculation (e.g., 'to
test silicate cathodes') is stored in GenerationScheme. The
generationscheme makes it easy to query calculations based on project or
sub-project.
e Calculations are automatically classified by their exchange-correlation
functional type, pseudopotentials, and use of the DFT + U methodology.
UElements and POTCARElements define a + U value and pseudopotential
for each element and associate these values with a particular calculation
methodology. Multiple such methodologies can be grouped into
CompAttributes. For example, one compattribute row might specify using
PAW pseudopotentials with a GGA exchange-correlation function run with
VASP version 4.6, whereas another might specify using ultrasoft
pseudopotentials using a +U value for Fe and Mn with VASP version 5.2. The
CompAttributesComputedInfo stores all the compattributes that a given
calculation satisfies. CompAttributesVaspEquivalency/VaspEquivalency
allows multiple compattributes to be grouped together. For example, a
VaspEquivalency rule might define that two compattributes that differ only
in the version of the VASP software used (but are otherwise equivalent)
should be considered compatible. This infrastructure allows the software to
automatically prevent combining the results of calculations that use different
pseudopotentials for the same element, but allow the user to combine two
calculations that differ in the VASP version used. This framework also allows
analysis codes to restrict themselves to a chosen theoretical framework. For
example, by restricting queries to certain vaspequivalency rules we can
create phase diagrams using GGA calculations only, GGA + U calculations
only, or a mixture of the two. We expect that the ability to naturally
accommodate calculations with heterogeneous input parameters will
become increasingly important as more theoretical frameworks are tested
and added to our data set.
* Calculation allows several calculations to be grouped together. For example,
a computation using AFLOW 15 generally involves two distinct DFT
optimizations, each with its own total energies and input parameters, but can
be grouped into one 'calculation'. A nudged elastic band calculation might
also be grouped using this table.
" Author/AuthorEntry, Journal/JournalEntry, and XRayParams/XRayData
store additional metadata for experimental entries.
* DuplicateEntry groups together structures in experimental crystal structure
databases that have the same composition and crystal structure. This allows
the data generation software to run only the unique compounds in a
particular crystal structure database.
" Removals and TemporaryRemovals allow entries to be virtually removed,
while still retaining a record of their existence (removed compounds are by
default disregarded by the query engine, described later). Entries with
incorrect information are generally added to the Removals list along with an
explanation for removal; entries that a particular user might want to remove
from the database for conducting an analysis can be added to his/her
TemporaryRemovals list. Entries in TemporaryRemovals do not affect
other users, and can easily be purged after the analysis is complete.
* Remarks allows users to add custom notes to compounds. Users can then
search within their own notes or across all notes.
The large number of database tables, while minimizing redundancy and providing
powerful search capabilities, can make the SQL statements for performing queries
complex and unwieldy for novice users. We have therefore coded two types of
mappings between the database and the Java codebase. The first mapping allows
database tables to be translated into Java objects, so that users operate on high-level
objects within Java rather than query individual data pieces from the database. The
second mapping serves a translation layer between the user and the SQL database;
the user needs only specify the constraints and the desired properties within a Java
API, and the translation layer creates the necessary SQL syntax (including JOIN
statements). This second mapping layer separates the content of the user query
from the database architecture, thus allowing changes in the architecture to proceed
without affecting user behavior. In addition, it provides users with a simple
language with which to query the database.
We note that identifying which data should be stored in the database is itself a
challenging problem. It is at present impractical to store all data from a DFT
calculation in a relational database, as one calculation may easily produce several
hundred megabytes of uncompressed information. Our solution has been to
compress and archive the largest components of the computed data, such as the
charge densities and wavefunctions, to a dedicated file server. The database stores
only the most heavily queried items; for the remaining data, the database stores
links to the location of the original calculation files on the file server. With this
setup, all data from a calculation is linked by the database to the external file server,
and the most heavily accessed data can be quickly searched, retrieved, and sorted
using the built-in functionality of the database.
We are also beginning to add experimental data, such as measured binary and
ternary formation enthalpies, natively to the database and link them with computed
entries. Thus, a report of computed properties of a compound may also list known
experimental data. We hope that by organizing both computed and experimental
materials data, new paths to materials discovery and insight will be uncovered.
2.3.4 Data analysis
The data analysis process will depend heavily on the area of application. In Section
6, we present one example of data analysis that examines the error of binary and
ternary formation enthalpy calculations calculated with GGA. Here, we summarize
several types of analyses that have broad applications:
i) Structural equivalence - Many properties of materials are correlated to
their crystal structure, but it can be difficult to determine equivalence between
crystal structures. To determine structural "equivalence" or "similarity", raw
crystal structure data containing atomic positions may need to be classified into
crystal structure prototype. We have implemented such a crystal structure
prototyping scheme based on affine mapping 8 8,89 and have used it to prototype
entries in the ICSD. A version of this algorithm is available online.93
ii) Valence states of ions - Similarly, to enable property correlations to the
formal valence state of ions, we have implemented a valence designation scheme
based on bond-valence sums 9 ' and Bayesian probabilities.
iii) Phase diagrams - The phase diagram of a multi-component system is of
interest in many materials design problems, such as the design of multi-phase
materials with optimized functionality,94 the understanding of the stability of a
material under various experimental and usage conditions, 90,95 and the analysis
of reaction paths. With our comprehensive database of energies for a large
number of materials, the ground state phase diagram for most multi-component
systems can be calculated almost instantaneously. We have developed this
capability in the form of a phase diagram module that provides the ability to
generate compositional and grand canonical phase diagram constructions,
perform thermal stability analyses, and elucidate decomposition paths. As an
example, the thermal stability analysis of the delithiated LiMPO 4 (M = Fe, Mn)
systems by Ong et al. 90 was performed using this high-throughput infrastructure
and the above analysis tools. A version of the phase diagram module is available
online.93
iv) Electronic structure - Electronic structures are of interest to many
applications, e.g., solar cells, thermoelectric, and transparent conductors. We
have developed tools to view the calculated total and projected DOS of materials
and determine band gaps for high-throughput searching. Optical properties and
band structures may be pursued in the future.
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Figure 2-6 Screenshot of Java application for performing exploratory data analysis.
Clockwise from top-left: the main query window for displaying results given user-
defined constraints, a detailed view of a single compound, a user-defined interactive
chart for exploring data on Li ion battery compounds, and a view of the phase diagram
tool to generate convex hull constructions. Not shown are interfaces for comparing
structures, finding formal valence/coordination, calculating reaction energies, viewing
density of states for an entry, filtering entries on more complex properties, and
interactively defining and generating VASP input files from database entries.
We have developed a user interface coded as a Java application capable of
performing the above analyses (Figure 2-6). The authors are currently working on a
tool to bring these features to the larger materials community over the World Wide
Web 93 (discussed further in section 7).
3 Accurate formation enthalpies by mixing GGA and
GGA+U calculations with experimental data
In section 2.1, we introduced Density Functional Theory and discussed how the
most widely used exchange-correlation functionals, the local density (LDA) 30 and
the generalized gradient approximations (GGA) 31, do not completely remove the
non-physical electron self-interaction energy 33-35 ,96-98. In addition, these functionals
have a continuous variational derivative with the electron density, dExc/dn, which
stems from their derivation from a homogeneous electron gas. This property can
incorrectly lead to partially-occupied orbitals; the true density functional should be
discontinuous at integer occupations of orbitals.99
One method to mitigate the self-interaction error and simulate derivative
discontinuity is the GGA+U method,68 which selectively adds a Hubbard-like energy
correction to localized electron states such as d orforbitals for which the self-
interaction error is particularly large. The GGA+U method often correctly
reproduces the relative energetics, magnetic ground states, and electronic structure
for systems in which GGA fails, 96 including redox reaction energies in oxides for
which GGA may produce errors of over 1 eV.98-100 However, the GGA+U method also
suffers from several limitations. In particular, the transferability of U across
compounds is limited. For example, Franchini et al. used the GGA+U methodology to
calculate heats of formation for four binary manganese oxides (using a single U for
both metallic Mn and the oxides) and found an average relative error of about 4%
after fitting the 02 energy to minimize the total error.101 While better than a GGA
approach,101 this still represents a significant error (a 4% relative error in Mn304 is
greater than 0.575 eV/f.u. or about 55 kJ/mol). As we will demonstrate later in this
section, the GGA+U framework generally fails to produce the correct energy
difference between compounds with localized/correlated and
delocalized/uncorrelated electronic states, leading to errors in many technologically
relevant quantities, such as ternary oxide phase diagrams, or electrochemical
reaction energies such as lithium conversion voltages. The lack of a single
functional that reliably describes all chemistries hinders the use of DFT as a
predictive tool, especially limiting applications such as high-throughput studies that
investigate broad chemical spaces.2 9 One approach to address this issue is to develop
approaches to combine energies calculated with different functionals, each specialized
for particular chemistries or geometries (e.g., surfaces). 34,102,103
The method we propose in this section combines GGA and GGA+U energies to
improve the formation enthalpies of reactions between compounds with different
electronic characteristics. The premise of our approach is that GGA is reasonably
accurate in calculating energy differences between compounds with delocalized
states,14 but fails when the degree of electronic localization varies greatly between
the products and reactants.2 9,100 GGA+U on the other hand performs well when
studying reactions between compounds with localized states (e.g., oxide to oxide
reactions). Our approach adjusts the GGA+U energies using known experimental
binary formation enthalpies in a way that makes them compatible with GGA
energies. Although energy calibrations based on comparison with experimental
formation enthalpies have been suggested in the past,100,104 we believe this is the
first framework that attempts to systematically mix GGA and GGA+U energies. In
section 3.3, we present evidence that such a mixed approach more accurately
reproduces the relative energies of compounds with delocalized and localized states
than either technique by itself.
Before proceeding, we mention that new functionals beyond GGA or GGA+U may
better represent transitions from delocalized to localized electronic states. For
example, hybrid methods that mix in a fraction of Hartree-Fock exact exchange
energy represent one possible improvement as the Hartree-Fock method explicitly
cancels the self-interaction energy. In particular, the HSE06 33,36,37 hybrid functional
has been shown to accurately reproduce redox energies without the need to
introduce the U framework.101,105 However, further investigation of the HSE06 is
still needed to clarify its accuracy against GGA+U within both insulating and metallic
systems. For example, recent evidence indicates that HSE06 does not accurately
reproduce phase stability in some oxide mixtures.106 In addition, HSE06 is more
computationally expensive than our mixed GGA/GGA+U method; in their study of
oxides, Chevrier et al. reported about 40 times higher computational expense to use
the HSE06 functional than GGA+U.10 5
Our method proposes that chemical space be divided into distinct regions. Each
region is modeled by a single theoretical framework so that reference energies are
well-defined within each region. However, when mixing energies between chemical
regions, there may be a mismatch in reference energies. Therefore, the energies of
one region must be adjusted to match the reference energies of the other using
some known reaction energy that crosses both regions. To determine this
adjustment, one must in practice use experimental data or more accurate
computational techniques. However, the advantage of this approach is that the vast
majority of chemical space can be modeled using computationally inexpensive
functionals such as GGA or GGA+U. In our work, for example, GGA will be used to
compute all delocalized compounds and GGA+U will be used to compute all localized
compounds. Only a small number of reference reactions need to be determined by
experimental data or through more computationally expensive calculations. The
method described can go beyond mixing GGA and GGA+U calculations, as we discuss
in section 3.4.
3.1 Computational Methodology
Our computational methodology was outlined in Section 2.3.2. All compounds were
initialized with the crystal structure information as reported in the Inorganic Crystal
Structure Database (ICSD). 64,65 For binary oxides, we tested multiple magnetic
configurations for a single unit cell using an automated algorithm; for ternary
oxides, we initialized all calculations ferromagnetically only. Unless otherwise
specified, we used a 1.36 eV energy adjustment to the 02 molecule to correct for the
GGA binding energy and correlation errors as suggested by Wang et. al' 00 .
We used the rotationally invariant approach to GGA+U proposed by Dudarev' 07, in
which the total energy can be expressed as:
E GGA+U = E GGA + , [ am nmfni m)] (3.1)
In equation (3.1), n represents the occupation matrix of 3d orbitals with the
subscripts m representing the d orbital index (angular momentum quantum
number) and a indexing the spin. The on-site Coulomb parameter U and the
exchange parameterj are combined into a spherically averaged single effective
interaction parameter, U-J. We will henceforth refer to this effective interaction
parameter simply as U. In addition to correcting the orbital energies of the localized
d states, the correction term pushes orbital occupancies towards integer
occupations for which n = n2 (or equivalently, n={0,1}). Such a formulation
simulates a discontinuous variational derivative which helps to avoid partially-
occupied d bands. Further discussion of the GGA+U method and its application can
be found in a review by Anisimov et al. 9 6
We fit U values according to the methodology of Wang et al.,100 averaging the U value
over several reactions. Our resulting values are in close agreement with Wang et
al.'s previous work (Table 3-1).100
U value used in this work
(oxides, eV)
3.5
3.9
4.0
U values fit by
Wang et al.100
3.0, 3.1, 3.3
3.5
3.5, 3.8, 4.0
3.9, 4.1
3.3
6.4
4.0
N/A
6.0
4.0
3.5
Average AEm (eV)
1.764
2.067
1.687
1.723
1.751
2.164
1.156
2.668
Table 3-1: U values used in this work for all oxide systems. Multiple values for Wang et
al. indicate fits to different reactions; for details, see reference 10. We also present in
the last column the energy adjustments that are used to adjust GGA+U energies
(derived in Section 3.2.2).
Our reaction enthalpies are computed at 0 K and 0 atm and neglect zero-point
effects. We believe this approximation is acceptable because heat capacity and
density differences between solid phases are generally quite small, leading to only
small effects of temperature and pressure. One estimate by Lany, for example,
suggests that the difference between AH298K and AHOK is typically less than 0.03
eV/atom.104
3.2 Theoretical Framework
3.2.1 Basis of Theory
The essence of our technique to mix GGA and GGA+U results is to decompose
general reactions as a set of sub-reactions. The sub-reactions are chosen such that
each reaction is either:
Element
Mn
Mo
(a) well represented by GGA alone
(b) well-represented by GGA+U alone, or
(c) a formation reaction of a binary compound with localized electronic states
and known (e.g., experimentally tabulated) reaction energy. In our examples,
this will be the oxidation reaction of a metal.
In general, we consider reactions involving metals and metal alloys to be well-
represented by GGA (i.e., category (a)). 108 We also consider main group compounds
that do not contain localized d orfstates (e.g. Li2 0) to be in this category.100 The
GGA+U category (b) includes reactions between compounds with localized or
correlated electronic states.98-100,109 For the remainder of this paper, we focus on the
transition metal oxides as the localized compounds of interest (in Section 3.3.3,
however, we also apply our technique to fluorides). Finally, we use experimental
data for reactions (c) involving the formation of localized/correlated binary
compounds from the elements. Our motivation for selecting binary formation
enthalpies as the class of reactions (c) is two-fold. First, such reactions bridge the
gap between GGA and GGA+U because they include both compounds that we expect
to be accurate within GGA (the elements) and compounds that we expect to be
accurate within GGA+U (localized/correlated binary oxides). Second, the energies
of these binary formation reactions are generally well-tabulated in the experimental
literature, making our adjustments easier to determine from a practical standpoint.
Our calculation methodology is shown schematically in Figure 3-1.
Compounds with
delocalized states
(computed with GGA)
elements/
pure metals
no correction
delocalized
compounds
Compounds with
localized states
(computed with GGA+U)
adjust GGA+U
energies by -nmAEm
to reproduce AH of
binary oxides I
Figure 3-1: Calculation methodology for mixing GGA and GGA+U calculations. The
elements and all delocalized/uncorrelated compounds are computed using GGA. We
compute using GGA+U all localized compounds; in this work, this includes any oxide
containing one of the elements listed in Table 3-1. Other types of localized compounds,
such as transition metal sulfides or fluorides, might also fall within the realm of GGA+U
calculation. The energy adjustment applied to GGA+U can be envisioned as a virtual
reaction between the elements and localized binary compounds that is determined
using experimental data. This energy adjustment is described in equation (3.6); details
are provided in the surrounding text.
As an illustrative example how to decompose reaction energies using the method
specified above, we consider the formation of FeAl20 4 from FeAl, Al, and 0:
AH
FeAl + Al + 202 => FeA 2 04 (3.2)
The reaction energy of (3.2) is challenging to calculate because the electronic
environment of the product FeAl204 is much more localized than that of the
reactants, which implies that one cannot rely on cancellation of self-interaction
errors. The conventional way to compute the energy of reaction (3.2) is to use
localized binary
compounds
.
no correction
y
other localized
compounds
=0
either GGA or GGA+U for the entire reaction. However, standard GGA
underestimates the formation enthalpy of reaction (3.2) by 0.930 eV compared to
the experimental value of -19.861 eV.110-112 Meanwhile, GGA+U (with U=4.0 applied
to Fe d orbitals in FeAl and FeAl204) underestimates the formation enthalpy of
reaction (3.2) by 0.984 eV. We hypothesize that the solution to this problem is to
somehow represent FeAl in GGA, but FeAl204 in GGA+U according to the outline in
Figure 3-1. We can accomplish this by splitting reaction (3.2) into three sub-
reactions, introducing an intermediate binary oxide formation reaction for Fe203:
AH
FeAIGGA = FeGGA+AlgGGAGGA+U (3,3)
FeGGA + 3f it 1/ FeOGGA+U (3.4)
1/2 Fe2GGA+U GG GGAGGA+U + 5Ofit A F GGA+U (3.5)
The sum of these reactions reproduces reaction (3.2); each compound is labeled by
the framework by which the computation should be performed according to our
proposed guidelines. We have labeled metallic Al with both GGA and GGA+U labels
because we do not apply a U correction to Al (Table 3-1), thereby making the GGA
and GGA+U techniques equivalent. We label 02 with the label 'fit' because we
employ the energy adjustments suggested by Wang et al. 100 Finally, we note that
reaction (3.5) contains a transition from metallic Al with delocalized states to Al
with more localized states in FeAl204. However, the error of transferring electrons
from s and p metals is already accounted for in the 02 correction as determined by
Wang et al., 100 and so we expect this reaction to be accurately reproduced using GGA
with U applied only to Fe d orbitals.
We can now compute each reaction enthalpy under different computational
methodologies and then add the results to predict the overall reaction enthalpy. We
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expect that reaction (3.4) will be in error because it mixes GGA and GGA+U
calculations without any energy adjustments. Later in this section, we will quantify
this error and remove it by adding an energy adjustment based on known
experimental data.
The enthalpy of reaction (3.3) is overestimated by 0.126 eV in GGA and the enthalpy
of reaction (3.5) is underestimated by only 0.012 eV/atom in GGA+U. Therefore, in
the case of FeAl20 4 formation, both GGA and GGA+U are fairly accurate within their
realm of application. Assuming the energy of reaction (3.4) is adjusted to produce
no error, the total error in reactions (3.3)- (3.5) is only about 0.114 eV, which
represents a very substantial improvement over both the GGA methodology (error
of 0.930 eV/atom) and the GGA+U methodology (error of 0.984 eV/atom).
Removing the error of the binary formation reaction (3.4) thereby provides the
opportunity for substantial improvements over conventional reaction energy
predictions.
To extend this result into a more general framework for other Fe oxides, we note
that reaction (3.5) will need to be modified so that the amount of Fe203 balances the
amount of Fe in the desired Fe oxide. For example, in the case of Fe2SiO 4, we would
need twice as much Fe20 3 in reaction (3.5) as we did for FeAl 20 4. Accordingly,
reaction (3.5) would need to be repeated twice for Fe2SiO 4. If we define the error in
reaction (3.5) as AEFe, an error of AEFe was contributed by reaction (3.5) to FeAl204
formation but an error of 2 AEFe will be contributed to the overall reaction of
Fe2SiO4 . This suggests that the amount of error AEFe that needs to be subtracted
from a localized Fe oxide compound (e.g. FeAl20 4 or Fe2SiO 4) will be proportional to
its Fe content.
In general, we propose that the energy of all GGA+U calculations be adjusted via the
equation:
EGGA+ Uenorm = EnAE(compoUn EcompoundpouflM (3.6)
M
In equation (3.6), M represents the set of metals which have a U value applied (listed
in Table 3-1). The number of M atoms in a compound is represented by nM, and the
error in the binary oxide formation enthalpy (per metal atom) is represented by
AEm. We will fit AEm for various metals M in Section 3.2. Equation (3.6) subtracts
out the error in the binary formation enthalpies similar to reaction (3.4), in essence
allowing reactions to be broken down into GGA and GGA+U components but
connected by a 'virtual' binary formation reaction.
We emphasize that the correction in equation (3.6) is formulated such that it only
affects reaction energies that mix GGA and GGA+U calculations. A reaction energy
computed purely in GGA+U (such as reaction (3.5)) will contain the same correction
to the reactants and to the product, and thereby be completely cancelled. Similarly,
a reaction energy computed purely in GGA (such as reaction (3.3)) will contain no
corrections because the proposed framework only adjusts GGA+U energies. The
adjustment only affects computations which 'bridge' GGA and GGA+U calculations
such as reaction (3.4).
3.2.2 Transition metal fits
We now attempt to determine the errors AEM for various transition metals so that
we may use equation (3.6) to adjust GGA+U energies. One method to find AEM is to
pick a single binary formation reaction for each metal, such as the Fe203 formation
reaction (3.4) for Fe, and compute the difference between the calculated and
experimentally reported enthalpy of reaction. However, to provide a more robust fit
and to demonstrate that the error AEm does not depend much on the particular
reaction selected, we simultaneously fit AEM using several binary formation
enthalpies for each metal. We focus on binary oxide reactions because our U values
(listed in Table 3-1) are intended for oxides.
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For each metal, we compute the energies of multiple reactions of the form:
MGGA + x fit AH moGGA+U (3.7)
for which the reaction enthalpy is listed in the Kubaschewski tables.110 We note that
in equation (3.7) the metal is calculated in standard GGA, whereas the metal oxide is
computed in GGA+U. The correction AEM is determined as the average difference
between the experimental and computed formation enthalpy for each of these
reactions (normalized per metal, as in equation (3.7)).
Figure 3-2 plots the difference between the uncorrected calculated reaction
energies and experimental values. The enthalpy differences in Figure 3-2 are
normalized per atom, and plotted as a fraction of metal content in the compound. In
this representation, the correction AEm is represented by the slope of the least-
squares regression line that passes through the origin. This method of viewing the
data helps demonstrate the validity of our decision to add a correction proportional
to metal content: the difference between experimental and calculated reaction
enthalpies in Figure 3-2 clearly depends linearly on metal fraction for the binary
oxides as is suggested by equation (3.6). To further demonstrate this trend, we also
plot in Figure 3-2 the differences in ternary oxide formation enthalpies from the
elements (blue circles). Because the ternary oxide data falls roughly on the line
obtained from by the binary oxides, we can be more confident that the adjustments
that are fit to binary oxides generalize well to multi-component oxides. The full
ternary oxide data set is presented in Appendix Table 9-2, and the list of our
adjusted values is presented in Table 3-1.
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Figure 3-2: Differences between experimental and calculated formation enthalpies as a
function of metal content for V, Cr, Mn, Fe, Co, Ni, Cu, & Mo. The calculations used GGA
for the metals and GGA+U for the binary and ternary oxides. The differences from
experiment increase linearly with metal content in the oxides; this difference can be
removed simply by adjusting GGA+U energies for the oxides via equation (3.6). The gray
line is fitted via least-squares to the binary oxide data alone (red squares), and its slope
represents the magnitude of the adjustment AEM, which is specific to the metal and U
value. However, ternary oxides are also well-represented by this line, suggesting that
the adjustment generalizes beyond the binary oxides.
3.3 Results
3.3.1 Test set of 49 ternary oxide formation enthalpies
We test the applicability of our mixed GGA/GGA+U energies in reproducing 49
ternary oxide formation enthalpies from the Kubaschewski tables 10 versus
standard GGA+U. We restricted our test set to mixed metal oxides and avoided
polyanion systems (e.g. phosphates, sulfates, borates, etc.) because we believe other
systematic errors in GGA may be present for these systems.29 The compound set
includes the ternary oxides from Figure 3-2 and adds compounds which contain
multiple corrected metals. The full list of compounds we tested along with our
computational results is presented in Appendix Table 9-2. We emphasize that all
our energy adjustments were fit only to binary oxides and not to any compound in
this test set.
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Figure 3-3 Computed and experimental formation enthalpies of ternary oxides from the
elements using (a) GGA+U for all compounds with Wang's 02 correction (b) GGA+U with
an 02 correction fitted to minimize the MARE and (c) the mixed GGA/GGA+U framework
proposed in this paper. The mixed GGA/GGA+U framework best reproduces
experimental results while retaining an 02 energy consistent with GGA calculations.
The full list of compounds and results can be found in Appendix Table 9-2.
In Figure 3-3 we compare formation enthalpies calculated in three different ways.
The first method, represented by black 'x' data markers, uses standard GGA+U to
compute both metal and compound energies along with Wang et al.'s 02 energy
fit.100 Figure 3-3 demonstrates that the GGA+U calculations poorly represent the
experimental data, showing a mean absolute error (MAE) of 464 meV/atom (a mean
relative error (MARE) of over 21%). We believe this reflects the failure of GGA+ U to
properly capture the energetics of delocalized metallic states. To improve the
standard GGA+U results, we follow the work of Franchini et al.,101 fitting an alternate
correction to the 02 energy. The yellow triangles in Figure 3-3 represent pure
GGA+U formation enthalpies in which the 02 energy has been set to a value that
minimizes the MARE error over the data set. We find this 02 energy to be 0.166
eV/atom higher than the energy fit by Wang et al.100 This re-fitted 02 energy
removes a large portion of the pure GGA+U error, moving the MAE down to 172
meV/atom (MARE down to about 7.7%). However, while producing more accurate
results, re-fitting the 02 energy creates the problem of conflicting 02 energies: one
02 energy is accurate for non-transition metal oxide formation enthalpies' 00 and
another is accurate for transition metal oxide formation enthalpies. This problem
can be avoided, and even more accurate results can be obtained, by using the GGA
and GGA+U mixing scheme proposed in this paper with Wang et al.'s original 02
energy' 00 (red circles). In this method, we have used GGA to compute the metals,
GGA+U to compute the ternary oxides, and shifted the GGA+U energies using
equation (3.6) and the adjustments from Section 3.2.2. The MAE using our shifting
method is about 45 meV/atom (MARE under 2%), representing a significant
improvement over all standard GGA+U results. This supports our hypothesis that
most of the error in reaction energies occurs when electronic states on transition
metals change their localization character, and this error may be corrected by
applying an energy adjustment proportional to the transition metal content.
3.3.2 Application to ternary Fe-P-0 phase diagram
Thus far we have emphasized formation enthalpies from the elements, but our
methodology also generalizes to arbitrary reactions. To demonstrate how our
framework seamlessly mixes GGA and GGA+U calculations, we compute the phase
diagram for the Fe-P-0 system using methods described previously,95 and using
source crystal structures from the ICSD. 64,65 Such a phase diagram is challenging to
predict from first-principles because its construction requires comparing energies
between compounds which are largely delocalized in their electronic states (e.g.,
elemental Fe), largely covalent (e.g., FeP), and largely localized/correlated (e.g.,
Fe203). We consider a phase diagram successful if it reproduces the compositions
from the ICSD (which are known to exist experimentally) as stable on the phase
diagram.
We present three phase diagrams: one computed using pure GGA for all compounds,
a second computed using pure GGA+U for all compounds, and a third using our
mixed GGA/GGA+U framework. Wang et al.'s 02 fit is used in all cases; we note that
using our re-fit GGA+U 02 energy from Section 3.3.1 does not change the stable
phases on the phase diagram. We display graphically in Figure 3-4 our computation
strategy for the mixed phase diagram: we use GGA+U for all compounds containing
both Fe and 0 (e.g. Fe203, FePO4) and GGA for all other compounds.
0 fit
GGAFe PGGA
Figure 3-4 Strategy for generating the Fe-P-0 phase diagram using a mixture of GGA and
GGA+U calculations. Regions of the phase diagram containing both Fe and 0 are
computed with GGA+U, whereas the remaining regions are computed with GGA. This
strategy follows the more general guidelines outlined in Figure 3-1. The 02 energy is
taken from Wang et al.'s fit.10
GGA+U
Figure 3-5 Computed OK, Oatm phase diagram of the Fe-P-O system within the GGA
methodology (a), GGA+U methodology (b), and mixed GGA/GGA+U technique of the
current work (c). The GGA phase diagram fails to reproduce known phases in the Fe-O
and Fe-P-O composition ranges, whereas the GGA+U methodology fails along the Fe-P
line. Only the mixed GGA/GGA+U phase diagram of the current work successfully
reproduces known phases in all composition areas.
The pure GGA phase diagram we compute is shown in Figure 3-5(a). As the GGA
formalism is generally considered quite successful for compounds which do not
contain localized orbitals, the Fe-P compositional line correctly reproduces the
phases FeP 4, FeP2, FeP, Fe2P, and Fe3P as stable. However, the Fe-0 composition line
hints at a failure of GGA for the oxides; no compound near the composition FeO is
found to be stable. This failure is even more apparent when looking at ternary Fe-P-
O compounds; several important compounds, such as Fe2P20 7 and Fe3(PO4)2 are
absent. Thus, a pure GGA phase diagram is not able to accurately treat all systems in
the Fe-P-0 compositional range. We attribute this failure to the well-studied
problem of GGA producing poor energies for compounds containing localized d-
bands such as transition metal oxides.
The standard GGA+U phase diagram is shown in Figure 3-5(b). As we expect, the
GGA+U formalism corrects the self-interaction error in materials containing
localized orbitals so that the Fe-O binary and Fe-P-0 ternary compounds are more
correctly modeled. The Fe-O binary system, for example, shows a stable phase
Fe1401s near the FeO composition. The standard GGA+U formalism also correctly
reproduces Fe2P20 7 and Fe3(PO4 )2 as stable phases. However, GGA+U fails along the
Fe-P line where self-interaction is not as high as in the oxides; several important Fe-
P phases, including FeP and FeP2, are not found to be stable within the GGA+U
framework. Therefore, while GGA+U correctly identifies the stable oxides, it fails in
the regions of the phase diagram containing equilibria between compounds with
more delocalized states.
The phase diagram produced using the mixed GGA and GGA+U technique outlined in
this paper, Figure 3-5(c), successfully reproduces the Fe-P-0 phases in all areas of
the phase diagram, in essence acting like GGA+U in the regions with high self-
interaction and like GGA in regions with low-self interaction. All the phases found
individually by either GGA alone or by GGA+U alone are simultaneously present on
the mixed GGA/GGA+U phase diagram, showing how our framework in essence
naturally stitches together the successful results from GGA and GGA+U. The energy
adjustments we propose thereby lead to a more accurate representation of the
entire Fe-P-O phase diagram under a unified framework.
3.3.3 Application to Li ion electrode conversion voltages
One potential technological application of our work is the study of voltages in Li ion
battery conversion electrodes. Conversion electrodes differ from typical
intercalation electrodes used in commercial Li ion batteries in that the electrode
undergoes a structural transformation during the incorporation of Li. Conversion
electrodes offer the potential for higher energy densities but pose other problems,
such as reduced battery cyclability and lower Coulombic efficiency; a review of this
topic can be found elsewhere.113
The GGA error in predicting Li intercalation voltages in oxides has been previously
discussed by Zhou et al.,109 and is attributed to the electron transfer from the
metallic state in Li metal to a localized transition metal d state in the oxide as Li+ and
the electron are incorporated in the transition metal oxide. It has now been amply
demonstrated that such reaction energies can be well predicted by using GGA+U on
the transition metal oxides. However, in conversion electrodes both Li and the
transition metal undergo transformations between their metallic states and
oxidized states.
For example, one such electrode is LiFeF3, which is believed11411 5 to incorporate Li
via the reaction:
AH
LiFeF +2Li => Fe + 3LiF (3.8)
The electrochemical voltage of reaction (3.8), which is approximately equal to
AH/2,116 was calculated by Doe et al. to be 2.91V using GGA.11 5 The measured
potential, averaged between charge and discharge, is close to 2.5V (although it is
difficult to determine more accurately than about 0.1V due to polarization in
experiments).114 Doe et al. attributed the GGA error to the difficulty in
simultaneously modeling the delocalized states of Fe and the localized states of
LiFeF 3 and subsequently fit the Fe energy using known FeF2 and LiF enthalpies.115
With the fitted Fe energy, Doe et al. arrived at a calculated potential of 2.62V,115 in
better agreement with experiments. However, Doe et al. only fit corrections to pure
GGA energies and never intended to use the Fe correction outside the space of Fe
fluorides. Indeed, it was unclear whether the GGA error in the reaction was rooted
in the Fe energy, the LiFeF3 energy, or some combination.
Here, we show that the same accuracy can be obtained using our methodology that
mixes GGA and GGA+U calculations. Although we are now working in the space of
fluorides, we use the U value and element shift determined for binary oxides
(compiled in Table 3-1) to determine the voltage of reaction (3.8) under a mixed
GGA/GGA+U scheme. Our strategy, in accordance with Figure 3-1, is to use standard
GGA for Fe and LiF and to use GGA+U adjusted by equation (3.6) for LiFeF3.
Experiment 14  Doe et. al Doe et. al GGA/GGA+U GGA+U
GGA115  GGA, fitted mixing, this
Fe1 5  work
~2.5V 2.91V 2.62V 2.60V 3.46V
Table 3-2. Experimental and calculated voltages of LiFeF3 decomposition according to
reaction (3.8). The results of our work reproduce the accuracy of Doe et al.'s fitted
calculation but without fitting to any Fe fluoride data. The GGA+U results are much
worse, showing large disagreement with the measured voltage.
We summarize our results in Table 3-2. We calculate a voltage of 2.60V under our
mixed scheme, virtually identical to Doe et al.'s fitted results but without an explicit
fit to any fluoride data. For comparison, the pure GGA+U voltage for reaction (3.8)
is 3.46V, far from the measured voltage. Therefore, the calculation of conversion
electrode voltages represents another area where the results from multiple
functionals may outperform results from a single functional.
3.4 Extension to other chemical categories
It is possible to extend our method beyond two theoretical frameworks. In this
section, we introduce a methodology by which the energies of compounds in
multiple theoretical frameworks can be mapped onto a universal energy scale.
First, we must define the universal reference scale that will be employed for all
compounds. In our work, we considered this to be the GGA energy scale (we did not
adjust GGA energies). However, the universal reference scale could also be set
differently; for example, we could choose to use a reference scale common in
experimental research where all compounds in their standard state have an energy
of zero.
Next, for each chemical space we must determine an adjustment vector that defines
the mapping between reference energies between it and the universal energy scale.
The form of the adjustment vector is a 112-component vector in which each
component signifies the reference energy shift for one element (ordered by atomic
number). For GGA+U, for example, we determined that the element reference
energies are effectively shifted compared to GGA by the values determined in Table
3-1. The essence of equation (3.6) was to adjust GGA+U energies so to match the
energy reference scale of GGA. The adjustment vector for GGA+U calculations should
read (Table 3-1):
|...1.764 2.067 1.687 1.723 1.751 2.164 1.156 0 0 0 0 0 0 0 0 0 0 0 0 2.668 ... |,
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where we have explicitly written out components 23-42 for the elements V-Mo (the
rest are zero).
Once the adjustment vectors that define reference states are known, the energy of
each compound is straightforward to determine. Each compound should be
represented as afeature vector in value of each component represents the number
of atoms of that element in the overall compound. So, the feature vector for H2 0
should read 12 0 0 0 0 0 0 1 0 0 ... I (only the first 10 components are shown
explicitly). The feature vector for Fe203 would contain a '3' in the 8th position for
oxygen and a '2' in the 26th position for iron, with all other positions being zero.
Finally, the correction to the energy needed for each compound is the dot product of
the compound's feature vector and the adjustment vector of the relevant chemical
space. Thus, in the case of Fe203 computed with GGA+U, the dot product of the
feature vector with the GGA+U adjustment vector produces the correction of
(2)*(1.723) eV/f.u. (from the 26th component of the feature vector of Fe20 3 and the
adjustment vector for GGA+U). The dot product of the compound feature vector
with the adjustment vector reproduces the EM fMAEM term in equation (3.6), or the
energy adjustment in electron volts.
In summary, a new theoretical framework may be added via the following
procedure:
In summary, a new theoretical framework may be added via the following
procedure:
1. Determine an adjustment vector for that framework using the methods
described in section 3.2.
2. Determine corrections to all compound energies in that space by taking the
dot product of the compound'sfeature vector and the adjustment vector.
We note that the adjustment vector is always defined with respect to the universal
energy scale. In our case, the universal energy scale is GGA element energies.
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However, the reactions linking chemical spaces need not be with respect to GGA.
The reactions could also link, for example, between GGA+U energies and the
chemical space of interest. This is because the GGA and GGA+U spaces are linked
through the GGA+U adjustment vector. Thus, an adjustment vector with respect to
GGA+U can be transformed into an adjustment vector with respect to GGA by simply
adding the adjustment vector of GGA+U. This is illustrated schematically in Figure
3-6.
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Figure 3-6 Relations between adjustment vectors of different chemical spaces. If we
define an adjustment vector between GGA and GGA+U and another between a new
chemical space and GGA+U, the adjustment vector between GGA and the new space is
automatically determined.
The vector-based methodology provides an elegant way to perform the summations
in equation (3.6). In addition, it simplifies the software implementation of this
approach; all that is needed is an algorithmic way of determining the appropriate
chemical space (and thereby the relevant adjustment vectors) from the feature
vectors.
3.4.1 Example of adjustment vector determination for a new chemical
space: sulfides
Until now, we have assumed a unique U parameter for each metal. However,
previous studies have shown that even within a single chemical class (oxides,
phosphates, etc.), the optimal U values for a metal may vary between compounds or
depend on the particular property being investigated.97,98,117 However, energies
computed with different U values cannot be compared against one another. To use
multiple U values for a single metal, we must define a several theoretical
frameworks, each of which is restricted to one U value per metal.
As an illustrative example, we choose the case of sulfides. To use alternate U values
for sulfides as suggested in our previous work,29 we must determine the energy
adjustments using binary sulfide data. In Figure 3-7, we demonstrate this possibility
by re-fitting the Mn and Fe corrections using data for binary sulfides and using
U=2.5 and U=1.9 for Mn and Fe, respectively.29 We find adjustments of 1.232 eV and
1.113 eV for Mn and Fe, respectively, which differ from their values in oxides where
a different U was employed (Table 3-1). However, by adjusting metal sulfides data
using these fitted values and equation (3.6), the computed energies can be put on a
universal scale where they can be compared against GGA or GGA+U for oxides.
U.8 - 0.8
MnS
FeS
0.6 - 10.6
**
'00.4 - 0.4
NFeS 2  I MS
0.2 0.2
M binary sulfides N binary sulfides
AEFesMs= 1.113eV 
-fit to binay jAE'.,,H,, = 1.232 e' -fit to binary
sulfides sulfides
0 1 1 0 , ,
0 0.1 0.2 0.3 0.4 0.5 0.6 0 0.1 0.2 0.3 0.4 0.5 0.6
Fraction Fe in compound Fraction Mn in compound
Figure 3-7 Differences between calculated and experimental binary sulfide formation
enthalpies as a function of metal content for Mn & Fe (analogous to Figure 3-2 for
oxides). The slope of the gray line, fitted via least-squares to the error as a function of
metal content, represents the magnitude of adjustment AEM needed for sulfides data.
Thus, it is in theory possible to use our technique for multiple U values for a single
element provided that experimental data is available; the appropriate adjustment
will depend on the U value used. Unfortunately, in the case of sulfides, the lack of
appropriate ternary data makes it difficult to confirm that the adjustments
generalize well across many compounds.
3.4.2 Other chemical spaces
The feature and adjustment vector methodology can be used for other types of
corrections to GGA. For example, Wang et al.'s 02 correction' 00 is essentially an
adjustment vector with magnitude 0.68 eV (=1.36 eV/2) at the 8th component
(oxygen). The adjustment vectors could also be used to define compound energies
when the relevant elemental species are solvated ions. In this scenario, each
component of the adjustment vector would be the solvation energy of the element,
which is the subject an upcoming publication by Persson and Ceder.118
osolvated
11H20
ion
GGA+U
sulfides
Figure 3-8 Schematic diagram demonstrating how different chemical spaces can be
adjusted to the GGA energy scale either implicitly (H2 gas) or explicitly (all other spaces).
We discussed the GGA+U connections as being through binary formation enthalpies. All
gases other than H2 can be related to GGA using the method of Wang et al.'00 The
connections to solvated ions, H20, and H2 gas involves adjustments using experimental
solvation energies of binary compounds and the experimental formation enthalpy of
H20, and is the subject of an upcoming publication by Persson and Ceder."18
Even more elaborate feature vectors (and adjustment vectors) might be defined.
For example, we could fit different U values for Fe2+ and Fe3+ and calibrate each class
using only data with the appropriate oxidation state. In this case, the feature vectors
would contain a component for each possible oxidation state rather than each
possible element. Similarly, different local environments of Fe (e.g., tetrahedral or
octahedral) could be separate components in the feature vectors. The number of
divisions possible for a single metal is limited by the availability of accurate reaction
data for determing the adjustments. While we used experimental data to connect
GGA and GGA+U calculations, one could also use more accurate and computationally
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expensive approaches to obtain the energies of the small set of reactions that
connect these spaces.
3.5 Discussion
We have outlined a procedure by which energies may be calculated using different
theoretical frameworks (GGA and GGA+U) but then adjusted so that relative
energies between the frameworks are properly reproduced. This allows one to
divide chemical space into regions which are better-represented by either GGA or by
GGA+U (Figure 3-1) but still having the possibility of predicting energies of
reactions which cross both spaces. This was demonstrated in Section 3.3.1 where
we accurately predicted ternary oxide formation enthalpies from the elements, in
Section 3.3.2 where we demonstrated how GGA and GGA+U calculations could be
stitched together to create a Fe-P-0 phase diagram that matched experimental
observations, and in Section 3.3.3 where we successfully reproduced the conversion
voltage of an LiFeF3 electrode.
We note that the particular adjustments reported in this work depend on the U
parameter employed and will need to be re-fit from the values listed in Table 3-1 if
different U values are used. In addition, our adjustments depend on the particular 02
energy used. Although we have reported good results using the energy correction
proposed by Wang et al.,100 the adjustments would need to be re-fit should a
different 02 energy be more applicable.
We have shown that mixing GGA and GGA+U results performs well even in
challenging situations such as reproducing the Fe-P-0 phase diagram while adding
no additional computational cost over standard GGA+U calculations. It is currently
unclear whether functionals beyond GGA, such as the hybrid techniques mentioned
in Section 1, would produce more accurate results despite their greater
computational expense. The formation enthalpies of binary transition metal oxides,
for example, were found by Chevrier et al. to have a fairly large average error of
0.35eV per 02 using the HSE06 functional.105 This average error cannot be directly
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compared with our technique because our adjustments are fit to binary oxide data.
However, it seems likely that HSE06 alone will not produce metal to oxide reaction
energies that are accurate enough for many applications.
It appears that in the near future, no theoretical technique alone will be able to
characterize all chemical spaces accurately. This suggests the greater need for
techniques to mix results from several functionals, each of which is specialized for a
more narrow chemical space. In section 3.4, we demonstrated that our basic
methodology is applicable across multiple chemical spaces and theoretical
frameworks. Thus, it provides a path forward to tackling difficult energy
calculations that currently cannot be addressed via a single technique.
3.6 Conclusion
In this work we have demonstrated a procedure by which computational results
from different theoretical frameworks, GGA and GGA+U, could be combined by
adjusting the reference state of GGA+U calculations using known data. While we
focused on GGA and GGA+U, our general approach could divide chemical space into
multiple categories, each computed within a different theoretical framework. We
applied our method to model ternary oxide formation enthalpies more accurately
than a pure GGA+U scheme, showing that mean absolute relative errors could be
reduced from 7.5-21% to less than 2%. In addition, we demonstrated that our
methodology could successfully reproduce the ternary phase diagram of the Fe-P-O
system in which either the GGA or GGA+ U formalisms alone failed to reproduce all
known phases in this system. We presented some evidence of applicability of our
approach beyond oxides into the fluorides by successfully computing the reaction
voltage of the LiFeF 3 conversion electrode. Our results indicate that the general
approach of mixing results from several specialized functionals present a promising
opportunity to improve the accuracy of challenging total energy computations and
to accurately compute wide chemical spaces in a high-throughput mode.
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4 Screening metal sorbents for Hg gas capture in coal
gasification streams
Coal is a major energy source that currently supplies 25% of the world's energy
needs and produces 40% of its electricity.119 Forward-looking projections by the
International Energy Agency indicate that under most scenarios, coal will continue
to be a major energy source for many years to come.120 Unfortunately, coal power
plants suffer from their pollution footprint; pollutants from coal power generation
include the greenhouse gas C02, sulfur dioxide, and toxic metals such as cadmium,
selenium, arsenic, and mercury. Responsible future use of coal as an energy source
thereby depends on discovering methods to reduce harmful emissions.
One promising technology to extract energy from coal is the integrated gasification
combined cycle (IGCC). In this technique, coal is mixed with water vapor and
oxygen and then gasified to produce a combustible syngas, a mixture of carbon
monoxide and hydrogen gas. Power plants incorporating the IGCC are predicted to
operate at a higher efficiency than traditional pulverized coal-fired plants121 while
also facilitating C02 capture, using less water, and generating less solid waste.
Unfortunately, IGCC plants also suffer from pollution problems.
We focus in this section on the capture of Hg, a neurotoxin that the EPA has
identified as a particularly harmful air pollutant.122 While the Clean Air Mercury
Rule of 2005, which eventually mandated an approximately 70% reduction in
mercury emissions from coal-fired plants, was recently vacated, many in the field
expect even tighter Hg emissions standards in the future. As gasification technology
use is expected to rise in use in the United States over the next 20 years,123 a low-
cost mercury removal technique applicable to IGCC technology is urgently needed.
In general, mercury control options for IGCC applications focus on removing Hg
prior to combustion, i.e. in the pre-combustion syngas mixture rather than the flue
gas; as such, systems are cost-effective and help maintain the efficiency of IGCC.124
Unfortunately, current sorbents reduce the overall efficiency of IGCC plants because
they only operate well below combustion temperatures (approximately 260*C-
315*C),125 requiring the syngas stream to be cooled (in order to remove pollutants)
and then subsequently re-heated. According to calculations by Eastman Chemical
pertaining to the warm-temperature removal of H2S, increasing sorbent operating
temperatures to the dew point of water in the syngas stream, approximately 170*C
(assuming 30 bar stream pressure and negligible HCl),126 would improve IGCC
thermal efficiency up by 3.6%; i.e., electricity production would increase by almost
10%.
Efficient removal of mercury from the syngas stream without cooling is made
challenging due to the low concentration of mercury in the stream and the high
temperatures involved, both of which favor mercury's existence in the gas phase. In
addition, reports indicate that between half and 97% of mercury emitted from IGCC
plants is in elemental form.125,127 This form is less reactive than the oxidized form,
with removal even at lower temperatures often requiring surface oxidation.128
Recently, several studies have investigated cost-competitive sorbents with high
efficiency removal of elemental mercury from combustion flue gas products.123,129-
133Current sorbents for flue gas Hg removal, which include activated carbon, metal
oxides, metal sulfides, and metals only show high efficiency below -150*C;1 2 9,130a
satisfactory high-temperature Hg sorbent for IGCC applications has yet to be
identified.
As several research groups now have experimental facilities for testing Hg sorbent
performance on a small scale, what is needed in the field is a methodology by which
to suggest new sorbent candidates. In this work, we use computational chemistry
techniques to screen a large number of potential Hg sorbents applicable to the IGCC.
The current investigation focuses on a well-studied chemical space - the pure
metals - to validate our technique in reproducing experimental observations.
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4.1 Methodology
This work focuses on a particular type of sorbent in which elemental Hg in the
gaseous state binds to a pure metal M to form a binary amalgam, i.e.:
Hg(g) + yM -+ HgMy (4.1)
Although many metals, in particular the noble metals, are speculated to react with
Hg in this manner in a gas stream,130 the purpose of our analysis is not to try to
reproduce the mechanism by which Hg binds to sorbents. Instead, we compute the
bulk formation enthalpies of reaction (4.1) for different metals as an indicator of Hg-
metal bond strength.
The true performance of a sorbent ultimately depends on several complex factors,
which include the mechanism by which Hg binds to the sorbent, sorbent particle
size, mass transfer considerations, kinetics of capture, surface effects, residence
time, and interaction with other gas constituents.127 However, we expect that
despite these effects, amalgam formation enthalpy will strongly reflect the dominant
effects associated with varying sorbent chemistry. In this work, we use ab initio
computations to test the formation enthalpy for 70 different binary amalgam crystal
structures from the Inorganic Crystal Structure Database (ICSD), 64,65 encompassing
65 distinct compositions of metal-mercury amalgams for 47 crystal structures of 22
metals in an effort to screen metals as Hg sorbents.
In addition to strong Hg binding, an additional design constraint is that the desired
Hg sorbent must resist reacting unfavorably with other components of the syngas
stream, which are generally present in much higher concentrations than Hg. Based
on Ellingham diagrams,134135 we expect one of the most relevant issues for metals in
a syngas stream to be the possibility of competing oxidation by steam via the
reaction:
M + yH20(g) -* MOy + yH2(g)
To account for this possibility, we evaluate for our potential sorbents the enthalpy
of oxidation, i.e.:
M + yO2(g) -> MO2y (4.3)
which can yield enthalpies of reaction (4.2) by incorporating the experimental
dissociation enthalpy of water vapor:
yH2O(g) -> yH2(g) + MyO2(g) (4.4)
While experimental metal oxidation enthalpies of the form of reaction (4.3) are
largely tabulated, using computed ab initio oxidation enthalpies not only fills in
missing data but also places our results within a unified computational framework.
To evaluate the formation enthalpy of reactions (4.3), we calculate total energies for
183 metal oxide crystal structures from the ICSD encompassing 72 binary oxide
compositions. We then evaluate metals for their ability to capture mercury via
reaction (4.1) while resisting oxidation via reaction (4.2), screening them as
potential Hg sorbents fully in silico. It is important to emphasize that this technique
can be generalized to more complex sorbents, e.g. metal oxides or metal sulfides,
thus providing a systematic technique by which to suggest new candidate Hg
sorbents.
4.2 Calculation details
Our calculation methodology follows the procedure outlined in Section 2.3.2, with
GGA+U used to correct self-interaction in Ni and Mn binary oxides according the
(4.2)
methodology outlined in Section 3 and using U values from Table 3-1. Our structural
data was imported from the Inorganic Crystal Structure Database (ICSD). 64,65
To produce accurate energies for metallic alloys, it is sometimes necessary to use
higher k-point meshes than our default parameters (as discussed in Section 2.2). We
checked k-point convergence by running a subset of amalgams at a higher k-point
density of 2500/(number of atoms in unit cell); the higher density calculations
matched our initial formation enthalpies to -1-2 kJ/mol-Hg (Appendix Table 9-3),
indicating that the 'default' parameters should perform well for the remaining
calculations.
4.3 Enthalpy offormation and extension to stream conditions
If zero-point energy effects are regarded as small, the zero temperature, zero
pressure enthalpy of formation AH of solid phases can be obtained directly from
calculations by subtracting the DFT total energies of the reactant compounds from
the products. Though this calculated formation enthalpy is not strictly accurate at
finite temperatures or pressures, it is often a good approximation because solid
phase heat capacity differences are small between similar solids, as are differences
in coefficients of thermal expansion. Thus formation enthalpies under ambient
conditions are often estimated using zero temperature, zero pressure calculated
results.
4.3.1 Accuracy of DFT calculations
The comparison between the experimental and calculated formation enthalpies is
shown in Figure 4-1. For experiment data collected near ambient conditions
(designated by solid black circles), the agreement between the experiments and our
calculations is good, with an average absolute error of roughly 8 kJ/mol. For a few of
the transition metal amalgams, however, the calculated and experimental results do
not agree nearly as well. In the case of MnHg (shown in gray) and NiHg (not shown),
the calculated formation enthalpies show the compounds to be unstable, even
though both compounds are known to exist (albeit with weak binding).136,137 This
indicates that either the quantum calculations or some of the experimental structure
information are incorrect for these two compounds. Both Mn and Ni are unusual in
their strong spin polarization, which leads to ferromagnetic and antiferromagnetic
phases in some Mn- and Ni-containing alloys, phosphides, and arsenides, and the
spin state is very sensitive to the crystal structure.138,139 We speculate this may be
related to the failure of our DFT method, though calculations of MnHg and NiHg
performed with a low-spin initialization gave similar results. It is also conceivable
that electronic correlation or relativistic effects may be sources of error, as properly
treating these effects has previously been reported important for Hg
calculations.140 141 In the case of the Y and Zr amalgams, we do not know the source
of the disagreement between the calculations and the experiments, but it is at least
possible that there are inaccuracies in the experimental data. The data shown as
white circles, which include the Y and Zr amalgams, were collected at high
temperatures, and there may have been difficulty correcting these high-temperature
data to a low-temperature solid Hg reference state by 137. It should be noted that
published estimates137 for the enthalpy of formation of the Y-Hg amalgams also
disagree with the reported experimental values, but agree with our DFT calculations
to within 2 kJ/mol-Hg, 4 kJ/mol-Hg, and 24 kJ/mol-Hg for YHg 3, YHg2, and YHg,
respectively.
Though the accuracy of DFT in reproducing binary metal oxide formation enthalpies
has been previously established,100 for completeness Figure 4-2 compares our
computed results with experimental values reported in the literature. The median
error is about 4%, or 33 kJ/mol-02. Despite good accuracy overall, our results
indicate that two classes of materials - peroxides and noble metal oxides - are not
well reproduced within the PBE functional. As the peroxides show too negative
formation enthalpies, the 02- ion may be overbound. Previous studies have shown
that finding a universal correction for reproducing 02 reduction is difficult,29 and
Wang et al.'s 02 correction' 00 may not be accurate for peroxides. In addition, the
reduced accuracy of the noble metal oxides may be an indication that DFT+U may be
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needed to describe correlated the d states in these materials, though this was not
investigated further in this work.100
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4.3.2 Extension of calculated results to syngas environment
The primary aim of this work is to assess qualitative chemical trends in metal
sorbents by examining bulk formation enthalpies. However, it is also possible use
our calculated data to estimate whether a pure metal placed in a syngas
environment will thermodynamically favor oxidization, amalgamation, or neither,
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through the use of a grand canonical thermodynamic potential. We model the
syngas stream as an isothermal, isobaric system that is open to mercury, water
vapor, and hydrogen gas, with the chemical potentials of these species controlled by
temperature and their partial pressures in the gas stream. The water vapor and
hydrogen gas equilibrium determines in our analysis the chemical potential of
oxygen in the syngas stream. For open, isothermal, isobaric systems such as the
modeled syngas, relative stability between different compounds is assessed by
evaluating the grand canonical potential 0, defined for the syngas as:
4D(T, pH2, pH2o, PHg) = G(T, p) - pto2(T,pH2,pH20)Xo2 - ptHg(TpHg)Xng (4.5)
In equation (4.5), G represents the Gibbs free energy of the solid, Pi represents the
chemical potential of species i, and Xi represents the fraction of species i in the
compound (normalized per metal atom). The temperature T is the desired sorbent
operating temperature, p is the total pressure of the syngas stream, and pi
represents the partial pressure of species i. For each sorbent candidate, we evaluate
P for the amalgam, oxide, and metal phases. The lowest value of 0 corresponds to
the thermodynamically stable compound in the syngas stream. Sorbents that show a
lower value of cP for the amalgam than the oxide and the pure metal are likely to be
promising candidates for further investigation.
In order to evaluate D using only our ground state DFT calculations and available
thermodynamic data, a few simplifying assumptions need to be made. The most
important assumption is that we neglect finite temperature effects for condensed
phases when evaluating G, oz, and pag. This assumption is appropriate because
finite temperature effects arising from condensed phases are generally quite small
with regard to effects arising from gas phase entropies. Thus, a good approximation
for D can be determined by considering temperature for gas phases only.95 Other
assumptions are that gas phase species can be treated under the ideal gas law, and
that metal phases do not undergo phase transitions between OK and the sorbent
operating temperature.
These simplifying assumptions allow us to approximate the components of <b:
Gsolids(T, p) ~ Ecaic(OK, Oatm) (4.6)
tHg(T,PH2,PH2o)~ hg(T,po) + Ahvap(T) - T[SHg(T,po) (4.7)
+ Asvap(T) - kln(pag/po)]
p02(T,pH2,pH20) - ho2(T,po) - T[soz(T,po) - kln(po2 (pH20,pH2)/po)] (4.8)
In these expressions, h represents enthalpy and s represents entropy, and both are
evaluated at T and po minus their solid phase temperature contributions (though
includes their OK energy). The vaporization enthalpies and entropies of Hg, Ahvap
and Asvap, are added to account for mercury's phase transition from a condensed
(liquid) phase at standard pressure po to a gas at the syngas pressure.
Because we are subtracting out solid phase temperature effects, the enthalpies hg
and hoz are simply the calculated DFT total energy of bulk Hg solid and the fitted 02
molecule energy (as described in Section 4.2), respectively, plus a PV term. We set
the PV term to kT by the ideal gas law. In addition, sHg(Tpo) is approximated as zero
since Hg remains condensed (liquid) at standard pressure for syngas temperatures
of interest. We expect that this term will cancel with solid phase entropies, which
are excluded from G in equation (4.6). The vaporization pressure of Hg was
determined by experimental fits to the Antoine equation (Table 4-1). The
vaporization enthalpy Ahvap of Hg at the vaporization pressure and syngas
temperature was approximated from experimental data (Table 4-1). The
vaporization entropy Asvap is taken as Ahvap/T, where T represents the syngas
temperature. Finally the entropy of oxygen gas so 2 (T,po) was determined via
experimental fittings to the Schomate equation (Table 4-1).
Parameter Value
Ahvap for Hg
Antoine equation for pvap
Antoine parameters for
Hg
Equation for gas
entropies
Equation for gas
enthalpies
02 gas parameters for ho2
& S02
H2 gas parameters for hH2
& s2
H20 gas parameters for
hH20 & SH20
Equation for AGH"0
59.1 kj/mol 146147
logio(pvap) = A - B / (T + C) (bar)
A = 4.858, B = 3007.129, C = -10.001 145
Aln(T') + BT'+ 1/2CT'2 + 1/3DT'3 - ME/(T'2
+ G (J/mol*K) 145
AT'+ 1/2BT' 2 + ACT's + %A DT'4 - E/(T') +
F - H (J/mol*K) 145
A = 31.322, B = -20.235, C = 57.866, D = -
36.506, E = -0.00737, F = -8.903, G = 246.795,
H = 0.0, T'=T/1000 145
A = 33.066, B = -11.363, C = 11.433, D = -2.773,
E = -0.159, F = -9.981, G = 172.708, H = 0.0,
T'=T/1000 145
A = 30.092, B =6.833, C = 6.793, D = -2.534, E =
0.0821, F = -250.881, G = 223.397, H = -
241.826, T'=T/1000 145
ho2+ hH2 - hH20 - T(so2+ SHz - sH20)
Table 4-1 Experimental parameters used to evaluate G.
Because the syngas stream operates in a reducing environment, we do not expect
metal oxidation to occur directly by 02 gas. However, we do consider oxidation
through steam; by setting oxygen in equilibrium with hydrogen gas and water vapor
in the stream, we evaluate the effective partial pressure of oxygen po2(TpH2opH2):
lnpoz(T,pH2,pH20) - 2 [AG-n ()/RT - InpH20 + InpH2] (4.9)
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Here, AG "x is the Gibbs free energy associated with splitting water vapor into
oxygen and hydrogen gas, modeled as a function of temperature from experimental
parameters (Table 4-1).
Having derived approximations for many of the components of <D, the remaining
quantities needed are the partial pressures of the relevant species in the gas stream:
PHg, pH20, and PH2. A typical syngas stream profile is shown in Table 4-2; using this
as a reference, we set the partial pressure of Hg, PHg, for our model stream as 10 ppb
by volume (-10Oppbw) of the total syngas pressure of 30 bar, or 3 x 10- bar. We
also choose for our model stream equal pressures of H20 and H2 (30% each), which
is somewhat oxidizing.
Compound
CO
H2
Co2
H20
CH4
H2S
Cos
N2
NH3+HCN
Hg
Concentration (vol %)
30-60
25-30
5-15
2-30
0-5
0.2-1
0-0.1
0.5-4
0.2-1
0-0.3
10ppb
Table 4-2 Typical constituents and volume fractions of a syngas stream. 1 48
4.4 Results
We present the results of our DFT formation enthalpy calculations in Table 9-4 and
Table 9-5 in the Appendix. For each composition, only the formation enthalpy of the
most stable crystal structure amongst those found in ICSD (as determined by our
calculations) is presented for conciseness and clarity. When looking solely at
amalgam formation enthalpy trends (Table 9-4), the alkali earth metals and Li stand
out as the most promising candidates for mercury removal since they bind Hg
strongly (up to about -100 kJ/mol-Hg). However, it is important to remember that a
candidate sorbent must also resist reactions with other gas constituents that could
potentially render the sorbent ineffective for Hg removal. In particular, the alkali
and alkali earth metals, while showing strong amalgam formation enthalpies, also
have large oxidation enthalpies indicating that they will likely oxidize in the syngas
stream (Table 9-5). More generally, the data shows that amalgam formation and
oxidation are not independent variables that can be freely varied in the space of
possible chemistries; rather, metals that form strong amalgams are also strong
oxide-formers.
We can explain this trend roughly through simple chemical arguments. The alkali
and alkali earth metals may form strong Hg amalgams by donating a large portion of
their electron density to the more electronegative Hg. However, because oxygen is
much more electronegative than Hg, oxidation enthalpies for these metals will be
much larger than amalgamation enthalpies, making them difficult to use as sorbents.
On the opposite end, metals that resist oxidation, such as the transition metals and
noble metals, are near Hg on the periodic table. Thus there will not be a tendency for
them to form strong polar bonds, and may be stabilized only by weak metallic
alloying effects.
To understand the compromise between amalgamation and oxidation more clearly,
we plot for each metal the mercury amalgam formation enthalpy per mol-Hg versus
the binary oxide formation enthalpy per mol-02 (Figure 4-3). When normalized in
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this manner, the formation enthalpies indicate the minimum chemical potential of
Hg or 02 gas needed before the metal favors forming the amalgam or oxide,
respectively. In the case where multiple amalgams or oxides are present for a metal,
we choose the composition having the lowest chemical potential for Hg or 02,
respectively. We also show as dashed lines in Figure 4-3 the chemical potentials of
oxygen gas and mercury in a syngas stream, as determined by the methods in
Section 4.3.2. The chemical potentials are presented for the target temperature of
170*C, the dew point of water vapor in the syngas stream. These chemical potential
lines can be used to quickly predict whether a pure metal will amalgamate or
oxidize when placed in the syngas stream. If the minimum chemical potential of Hg
or 02 in the metal compound is less than that of the respective gas species in the
stream, the metal is thermodynamically predicted to react with that species in the
syngas stream. Thus, metals in Figure 4-3 above the chemical potential line of
oxygen gas are estimated to form oxides in the syngas stream. Metals to the right of
the chemical potential line of Hg gas are estimated to form amalgams in the stream.
Metals satisfying both criteria, in the upper right of the chart, must be evaluated via
the grand canonical potential (Section 4.3.2) to find the most stable compound. This
analysis predicts that all of these compounds will form oxides rather than
amalgams. The most desirable metals would fall in the bottom-right region of the
chart, where they would be predicted to amalgamate without oxidizing.
The only metal predicted to be close to the energy range of amalgamation at 170'C
and 10 ppb Hg is Pd. To bring the Hg chemical potential line to the Pd amalgam
formation enthalpy, one would need to increase the Hg concentration to
approximately 50 ppb, or alternatively cool the stream to 143*C. However, we
emphasize that there are a number of important factors neglected when using bulk
properties to model surface phenomena, so these numbers should be regarded as
estimates rather than accurate predictions. Recently, some evidence of
amalgamation has been found by Baltrus et al. when characterizing the surface of
Pd/A120 3 sorbents at 240ppb Hg in a simulated syngas and between 204*C -
371*C,149though more comprehensive characterization work remains in this area.
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Other promising candidates are also noble metals as they show the highest amalgam
formation enthalpies without oxidizing. Indeed the noble metals have been studied
experimentally for some time and are widely considered the most promising metal
Hg sorbents.123,129 130,132 Our work not only confirms this observation, but singles
out Pd as the most promising noble metal since its amalgam formation enthalpy is
significantly higher than that of Pt, Rh, and Au. Pd is now regarded as a standout
amongst the noble metals as a Hg sorbent.123 Ti was experimentally found to sorb
Hg in a nitrogen environment but not in a simulated syngas environment;123 such a
result could be inferred from our plot, in which Ti is shown to have moderate Hg
formation enthalpies but is predicted to be quite prone to oxidation in syngas
environments.
The alkali metals Na, K, Cs, & Rb show lower oxidation enthalpies than the alkali
earth metals, and higher amalgam formation enthalpies than the noble metals. This
makes them appear like a fair compromise between optimizing amalgamation and
oxidation behavior. However, the oxidation enthalpy of these metals may still be too
high to avoid oxidation; of greater concern may be the tendency of alkali metals to
react with steam to form hydroxides, which was not evaluated in this work.
Finally, we note that a previous study by Granite has examined the metals Ag, Ru, Ir
as possible Hg sorbents in syngas environments.123 None of these metals is present
in our work due to a lack of structural data of Hg amalgams in the ICSD. Ag was not
found to sorb mercury well. 123 Both Ru and Ir showed Hg removal comparable to Pt
in a nitrogen environment, but negligible Hg capacity in a syngas environment.123
Calculation of oxidation enthalpies of Ru02 and Ir02 yielded -421.6 kJ/mol-02 and -
361.4 kJ/mol-02, respectively, which are closer to the oxidation line than Pt (but still
below the line). The failure of Ru and Ir in syngas streams may be because oxidation
is more favorable for these metals than for Pt.
We note that our bulk calculations produce similar qualitative results to two studies
of Hg adsorption on metal surfaces - a DFT study performed by Steckel' 4 'and the
thermochromatography measurements by Soverna et al.1sO The DFT study by
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Steckel predicts increasing Hg-metal reactivity in the order Ag < Au < Cu < Ni < Pt <
Pd.123 This is consistent with our work, with two exceptions. We do not report data
for Ag or Cu because structural data of Hg amalgam phases for these metals is
lacking in the ICSD. In addition, this study found Ni to be less reactive with Hg than
Au, which is in disagreement with the surface adsorption order reported by Steckel.
Though this may represent a true difference between bulk and surface properties, it
could also be caused by structural issues or a failure of PBE within our Ni
calculations as described in Section 4.3.1. The sequence of Hg-metal reactivity as
measured by thermochromatography studies of Sovera et al. increased as Ag < Ni <
Au < Pd < Pt.150 The current work is in agreement with this order, with the exception
that this work found Pd to interact more strongly with Hg than Pt. It is unclear
whether this latter disagreement is due to inaccurate experimental numbers caused
by difficulty in obtaining samples of Pt and Pd free of oxidation, as stated by Soverna
et al. in their work,150 or due to a failure in the DFT method. The more detailed DFT
surface calculations by Steckel141 are in agreement with our work (i.e., Pd is found to
bind Hg more strongly than Pt). However, the experimental adsorption capabilities
of Hg in a simulated syngas as measured by Granite show Pt to have better low-
temperature Hg adsorption capabilities and Pd to have better high-temperature Hg
adsorption capabilities.123 Thus, it is still unclear whether Pt or Pd surfaces sorb Hg
more strongly.
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Figure 4-3 Calculated amalgam formation enthalpies of binary Hg amalgam versus
binary oxide, normalized per mol of Hg and per mol of 02, respectively to give estimates
of mercury and oxygen chemical potentials. Dashed lines indicate our modeled chemical
potential of oxygen and mercury in the syngas stream, as described in Section 4.3.2.
In conclusion, DFT tests of 22 metals did not yield a satisfactory new candidate for
use as a Hg sorbent. However, they reproduced previously measured reactivity
trends of surface phenomena and correctly identified the noble metals as promising
Hg sorbent candidates. Further computations could be aimed at retaining the
resistance to oxidation of the noble metals while improving Hg amalgamation
strength towards the level of the alkali earth compounds, e.g. by alloying.
Alternatively, completely different chemical classes, e.g. sulfides or oxides, which
have thus far only received marginal attention129 may be tested via DFT methods.
While not pursued in this work, techniques are now available for the prediction of
unknown crystal structures. 46 ,48,1s1 Thus, our methodology can be extended well
beyond the space of structures present in experimental databases such as the ICSD,
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thereby allowing many new chemical combinations to be tested via quantum
chemistry.
4.5 Conclusion
The discovery of high-temperature Hg sorbents for syngas applications is a complex
optimization challenge that has thus far been guided almost exclusively by a
relatively small number of experimental studies. This work demonstrates that
relatively simple bulk calculations using structural data from online databases can
predict qualitative experimental trends that highlight specific materials. Specifically,
this study found noble metal sorbents to be interesting Hg sorbents, with no new
interesting pure metal candidates for Hg sorbents with better performance than Pd.
It should be straightforward to extend our technique to screen wider, more
unexplored regions of chemical space prior to proceeding with experiments.
Additional computations performed at a larger scale have the potential accelerate
the discovery of new mercury sorbents by rapidly identifying chemistries of interest
to experimental researchers.
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5 Rapid discovery of Li ion battery cathodes: the case of
Li9M3(P207)3(PO4)2
Li ion batteries are the dominant power source for many consumer electronics and
will for the foreseeable future be the storage technology employed for plug-in
hybrid electric vehicles (PHEVs) and electric vehicles (EVs). Improving the
performance of Li ion batteries would accelerate adoption of PHEVs and EVs,
helping to mitigate concerns over pollution and climate change. One method to
improve Li ion battery performance is to design new cathode materials that are safe,
cost-effective, and possess a high specific energy and energy density. The basic
components and operation of a Li ion battery can be found in many prior
publications.15 2-15 4
Many important properties of cathode materials can now be computed using
density functional theory calculations.15 2-15 4 In particular, operating voltage,116
stability, and safety90 are relatively simple calculations to automate. A cathode's rate
capability, or ability to retain capacity at high rates of charge/discharge, can also be
investigated computationally (in a non-automated way) by calculating activation
barriers for Li+ diffusion. The ability to predict many important cathode properties
prior to synthesis makes it possible to rapidly screen cathode materials
computationally, similar to section 4 where we screened metals as Hg sorbents.
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Figure 5-1 Flow chart for rapid computational screening of Li ion battery cathodes. The
diagram is a specific implementation of the more generalized high-throughput screening
strategy discussed in section 2.3. Figure courtesy of Charles Moore.
Figure 5-1 is a flow chart that describes our strategy to computationally screen new
cathode materials using the high-throughput infrastructure described in Section 2.
As part of a collaborative effort, we screened over the course of this thesis almost
fifteen thousand potential cathode materials (Figure 5-2). Several results from this
effort are reported in prior publications.155 -158
In this section, we study a compound family revealed by high-throughput
computational screening, Li9M3(P20 7)3(PO 4)2 with M = {VMo}. This potential
cathode chemistry contains both monophosphate (P0 4) and pyrophosphate (P20 7)
groups. Monophosphate-based cathodes have been the subject of much
investigation since Padhi et al.'s discovery of LiFePO4159 and its subsequent
characterization as safe160-165 and high-rate166-168. Lithium metal pyrophosphates
have also been the subject of recent study as cathodes,169-171 although they have not
been tested as extensively as the monophosphates. Presumably, this is because
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pyrophosphates have a lower potential specific energy compared to
monophosphates due to their lower charge-to-weight ratio156.
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Figure 5-2 Number of cathode formulations screened computationally for voltage,
stability, and safety since the project beginning in late 2007. Jagged edges are largely
due to wholesale insertion of completed computations into the database and do not
represent changes in computational throughput.
The Li9M3 (P20 7)3(PO4)2 compound family was suggested to us by a computational
substitution of M = {VMo} for Fe into Li9Fe(P207)3(PO4)2, which was first reported
by Poisson et al. in a non-battery context.172 As reported by Poisson et al.17 2
Li9M3(P20 7)3(PO 4)2 forms in the spacegroup P-3c1 and contains alternating anion
and cation layers in the c-direction (Figure 5-3). The anion layers consist of
M3(P207 )(PO 4)2 groups. Each M is octahedrally coordinated; two vertices connect to
a single P20 7 group, two vertices connect to separate P207 groups, and the
remaining two vertices connect to separate P0 4 groups (a detailed illustration can
be found in Poisson et al.)172 The anion layer contains a large in-plane cavity that
forms a channel along the c-axis (Figure 5-3).
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Figure 5-3 Two viewss1 3 of the LigM 3(P207)3 (PO4) 2 structure using optimized coordinates
for M=V. Blue polyhedra represent MO6, light purple polyhedra represent P04
tetrahedra, and green atoms indicate Li. Figure (a) demonstrates the alternating layers
of Li and M3(P20 7)3(PO4) 2 along the c-axis. Figure (b), projected along the c-axis,
demonstrates the channels created by the anion groups and their occupancy by Li(1)
sites (center).
Figure 5-4 View of Li sites'7 3 projected along the c-axis. The Li sites are distributed
amongst three positions with occupancies Li(1)=1, Li(2)=2, Li(3)=6. The Li(1) and Li(2)
sites are labeled and are stacked and rotated along the c-axis. The Li(3) sites are
unlabeled and form 6-member rings by corner sharing. They also share an edge with
the Li(1) sites in the channel. The gray plane along a-b is positioned halfway along the c-
axis, between the anion layers.
The nine lithium ions per formula unit are divided into 3 distinct sites, with
occupancies of one, two, and six. Following the notation of Poisson et al.,172 the
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chemical formula can thus be written as Li(1)Li(2) 2 Li(3) 6V3 (P207)3(PO4)2. The Li(1)
sites exhibit a trigonal antiprism coordination and are positioned along the channel
created by the anion layers, sitting along the c-axis halfway between the anion
layers. The Li(2) sites are tetrahedrally coordinated, sit close to the anion layers,
and are rotated and stacked along the c-axis (Figure 5-3). Three vertices of the Li(2)
tetrahedron each corner-share with one metal polyhedron and one P0 4 group
within the same anion layer. The last vertex corner-shares with a P0 4 group in a
different anion layer. The Li(3) sites form strongly distorted tetrahedra (Figure 5-3)
that share one edge with Li(1) and another edge with an M06 octahedron. The two
vertices that edge-share with the Li(1) site each also corner-share with another
Li(3) site and a P0 4 group; these P0 4 groups belong to separate anion layers. The
two vertices that edge-share with the M06 octahedron each also corner-share with a
P0 4 group; these P0 4 groups belong to the same anion layer.
The V version of this compound has a theoretical capacity of 173 mAh/g. It was
synthesized experimentally and electrochemically tested by the author,174 but the
results were not disclosed publicly. The experimental synthesis and
electrochemical characterization of Li9V3(P2 07)3(PO4)2 were first published
independently by Kuang et al.175 Subsequently, Xu et al. reported on the properties
of Cr-doped Li9V3 (P2 0 7)3(PO4)2.1 7 6 In this section we concentrate on computational
results that clarify the electrochemical behavior of Li9V3 (P207)3(PO4)2 and
investigate replacement of V by Mo as a potential avenue for its improvement. In
particular, we find that substitution of 2/3 of the V site by Mo could lead to higher
usable capacity and better intrinsic safety.
5.1 Methodology
5.1.1 General computational methodology
We follow the general calculation methodology outlined in Section 2.3.2, with
GGA+U used to correct self-interaction in Mo and V oxides according the methods
outlined in Section 3 and using U = 3.1 for V and U = 3.5 for Mo (Table 3-1). All
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compounds were structurally optimized in two consecutive runs using the AFLOW
software.'s
Many of our calculations involve testing multiple cation orderings to find a ground
state. All ground states determined through this procedure were recomputed with
electronic and ionic cutoffs tightened by a factor of ten. For these calculations, we
expect our total energies to be converged to about 10 meV/f.u. (-0.1 meV/atom)
with respect to electronic and ionic cutoff energy.
The crystal structures of Li9V3 -3yMo 3y(P 2 0 7)3 (P0 4)2 were generated by starting with
the positions of the LigFe3(P20 7 )3 (PO 4)2 crystal structure as reported in the
Inorganic Crystal Structure Database (ICSD) 64 ,65 and relaxing the structures until the
lowest energy is achieved. As Li positions can sometimes be difficult to resolve by x-
ray diffraction, we computed the Li9V3 (P20 7)3 (PO 4)2 structure starting with slight
adjustments to the experimentally-reported Li positions. We calculated 50
structures with the Li starting positions subjected to a random displacement of 0.1 -
0.2A, but did not find a lower-energy ground state.
5.1.2 LixV 3 (P2 0 7)3 (PO4)2 convex hull methodology
For each integer x along the LixV 3 (P20 7)3 (PO 4)2 convex hull, we computed the 100
unique orderings 72 with the lowest electrostatic energy (as determined by Ewald
summation). 73 For x = 3 to x = 5, we calculated 25 additional orderings for which we
enforced the Li(1) and Li(2) occupancies to be zero.
5.1.3 Voltage profiles
For M = Mo and M = {Mo,V} systems, we did not perform an exhaustive convex hull
characterization to determine voltage profiles. Instead, we used the lowest-energy
Li orderings determined for LixV3(P20 7)3 (PO 4)2 to compute the voltage profiles for
all Mo-doped compounds. For x < 3 (for which there are no V orderings), we
computed up to 25 orderings. Although using the Li orderings determined for M = V
in the Mo-doped compounds is an approximation, we expect that these orderings
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will be close in energy to the ground state and will produce reasonably accurate
voltage profiles. For the mixed Mo-V compounds, our approximation may be less
valid as charge ordering of the metals might influence cation site energies more
strongly. However, our assumption is somewhat justified by a previous study from
Morgan et al. that showed similar voltage features for pure V NASICON cathodes
versus alloyed cathodes.177
5.1.4 Li-V antisite defect energies
Vanadium migration upon charging has been linked with irreversible structure
change and capacity loss in layered LixV021 78 and spinel LixV20417 9 .As a first step
towards investigating whether V migration might play a role in the observed
capacity loss for LixV 3 (P20 7)3(PO4)2, we calculated V-Li antisite defect energies for
both fully lithiated and fully delithiated states.
For fully lithiated Li9V3(P20 7)3(PO4)2, we started with a 98 atom unit cell and
calculated all 108 possible exchanges of one Li site for one V site, i.e.
(Li1 7V1)(VsLii)(P207)3(PO4)2. For the delithiated state, we calculated all possible
exchanges of Li and V in our ground state ordering for Li3V3 (P207)3(PO4)2, which
contains one Li(1) site and two Li(3) sites. We additionally calculated orderings in
which V migrated to an empty Li(2) site (without affecting Li(1) and Li(3)
positions).
5.1.5 Phase Diagrams to Assess Thermodynamic Stability and Safety
We computed 0 K, 0 atm phase diagrams using methods described in a previous
paper.95 ,180 Data was taken from the Materials Genome database 29,93 using crystal
structures from the ICSD. 64 ,6s We assessed safety as the critical 02 chemical potential
for oxygen release according to the methodology outlined by Ong et al.90 Oxygen
chemical potential ranges for typical binary oxides can be found in the supporting
information of Hautier et al.4 8
112
We assessed thermodynamic stability of the target compounds by assessing their
decomposition energy into stable phases at their composition as determined by our
phase diagrams. Positive decomposition energies reflect instability of the compound
with respect to decomposition; a decomposition energy of zero represents a stable
phase.
5.2 Structure and Stability of LixM 3(P20 7) 3(PO4)2
5.2.1 The lithiated phases Li9M3(P207 )3 (P0 4)2
Table 5-1 lists computed and known lattice parameters for M=(Fe, Al, V, and Mo)
versions of the Li9M3(P20 7)3(PO 4)2 structure. Our computed lattice parameters are
about 0.1A - 0.2A larger than those reported in experiments (regardless of metal),
which is typical of the GGA functional. Some of the c lattice discrepancy may be due
to the incomplete description in GGA of van der Waals interactions between layers.
We calculate a density of 2.65 g/cc for M = V and 2.92 g/cc for M = Mo. The lower
theoretical density of the Li9M3(P207)3(PO 4)2 compared to olivine LiFePO4 (3.49
g/cc) is expected as we previously found the olivine structure to have very high
density compared to other phosphate structures.15 6 While the lower structural
density of the Li9M3(P207)3(PO 4)2 leads to a lower theoretical energy density than
LiFeP0 4, its higher operating voltage dampens this effect. In addition, the practical
electrode density of LiFePO4 is severely diminished by the need for carbon coating
and nanosizing. The electrode density Li9M 3(P20 7)3(PO 4)2 may be competitive with
or even exceed that of LiFePO4 if good electrochemical performance can be obtained
from large particles or with less conductive carbon.
a (A) c (A) V (A3)
M=Fe 172 9.83 (9.721) 13.73 (13.594) 1148.3 (1112.6)
M=Al 172 9.65 (9.551) 13.60 (13.486) 1096.3 (1065.2)
M=V 175 9.88 (9.724) 13.73 (13.596) 1159.9 (1113.38)
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M=Mo 10.00
Table 5-1 Calculated and experimental (shown in parentheses) lattice parameters of the
Li9M3(P207)3 (PO4) 2 structure. The slight overestimation of the lattice parameter is typical
of the GGA+U method.
We assessed the thermodynamic stability of the lithiated phases by generating Li-V-
P-0 and Li-Mo-P-0 phase diagrams as described in Section 5.1.5. The phase
diagrams indicate that in the case of both M = V and M = Mo, the reaction compteting
for stability is:
Li9M3 (P2 0 7)3(PO4)2 -> 2 Li3 PO 4 +3 LiMP 2 0 7  (5.1)
The calculated reaction energy of (5.1) is -3 meV/atom for M = V and -7 meV/atom
for M = Mo, indicating that there is a mild driving force for decomposition. However,
it should be noted that the computed values are within typical GGA+U errors and
also within energy differences caused by finite temperature effects. In a previous
work, for example, we found that most phosphate cathodes known experimentally
have computed decomposition energies less than about 10 meV/atom.15 6
In addition to Li9V3 (P2 07 )3(PO4)2 and LigMo 3 (P 2 0 7)3(PO4)2, we also evaluated the
energies of the hypothetical mixed metal compounds Li9V3 -3yMo 3y(P207)3(PO4)2 fory
= /3, , and 2/3. We calculated all symmetrically distinct orderings of metal
substitutions. In all cases, mixing energies are within the convergence limits of our
calculations (Table 5-2). Because entropic effects will further stabilize the mixture,
our results indicate that a potential Mo/V mixture should not phase separate into
Li9V3(P 20 7)3 (PO 4)2 and LigMo 3(P 20 7)3(PO4)2. Like their single-metal counterparts,
we expect the mixed-metals to be mildly unstable (about 4 - 5 meV/atom) with
respect to decomposition into Li3PO4, LiVP207, and LiMoP207.
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13.94 1207.3
y in Li9V3-3yM 3y(P20 7)3(PO4) 2
y = 1/3 1 meV/f.u.
y = % 1 meV/f.u.
y= 2/3 -12 meV/f.u.
Table 5-2 Calculated OK mixing energies of Li9V3-3yMo 3y(P 20 7)3 (PO4)2 for y = 1/3, Y2, and 2/3.
Positive energies indicate unfavorable mixing, but all mixing energies are within the
accuracy limits of our calculation 29 (12 meV/f.u. corresponds to about 0.1 meV/atom)
Our calculations indicate that there should not be an enthalpic barrier to alloying Mo
and V.
5.2.2 Structure of delithiated Li9-xM3 (P2 0 7 ) 3 (PO4 ) 2
To help understand the electrochemical behavior of LixV 3 (P2 0 7 )3 (PO 4 )2 upon
deintercalation, we compute the convex hull for Li9V3 (P20 7)3 (PO 4 )2 according to the
methodology described in Section 5.1.2. The convex hull determines the Li sites
removed/added during equilibrium deintercalation/intercalation, which is non-
obvious in the Li9V3(P20 7)3(PO 4)2 structure as there exist 3 distinct Li sites. The
convex hull can subsequently be used to interpret features in the experimental
electrochemical charge-discharge curves (Section 5.3).
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Figure 5-5 Computed convex hull for LixV3 (P2 0 7 )3 (PO4) 2. Each black circle represents one
calculated Li+ ordering. Voltages computed from the convex hull are shown in grey text.
For selected Li+ orderings (indicated by red squares), the Li occupancies are indicated by
the notation Li(1):Li(2):Li(3).
The computed convex hull is shown in Figure 5-5. Starting with the fully lithiated
state (x = 9), the lowest energy configuration for removing the first Li corresponds
to removing Li from the Li(1) site in the channel. This configuration is highly
favored over removing either the Li(2) or the Li(3) sites. The energy of removing the
Li(2) site is 959 meV/Li higher than removing the Li(1) site, indicating that initially
removing the Li(2) site is highly unfavored. It is somewhat difficult to evaluate the
energy of removing the Li(3) site as the Li(1) site migrates to the empty Li(3)
position during the structural optimization. We can evaluate the energy for Li(3)
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removal only by using less stringent convergence parameters; this yields an energy
442 meV/Li higher in energy than removal of Li(1).
The x = 7 composition is unstable and phase separates into x = 6 and x = 8 (Figure
5-5).
At x = 6, the lowest energy state corresponds to the Li(1) site and all Li(2) sites
removed (Figure 5-5) only the six Li(3) sites remain in Li6V3 (P20 7)3 (PO 4)2.
Surprisingly, although we found the Li(2) site to be much more strongly bound than
the Li(3) site when removing a single Li from Li9V3 (P2 07 )3 (PO 4 )2 , the Li(2) site is
less strongly bound than the Li(3) site when the Li(1) site is absent.
The x = 5 composition is unstable and phase separates into x = 4 and x = 6 (Figure
5-5).
At x = 4, the lowest energy structure contains one Li(1) site and three Li(3) sites
(Figure 5-5). Our calculations indicate that a Li(3) atom migrates to the Li(1) site
when charging from x = 6 to x = 4, indicating a change in site energetics. As we found
for x = 8, reorganization between Li(1) and Li(3) may be facile due to their shared
edge. The x = 4 ground state provides further evidence that cation-cation
interactions play an important role in the Li9V3(P20 7)3(PO 4)2 electrochemical
profile.
The x = 3 state is similar to the x = 4 ground state, but with an additional Li(3) site
removed (Figure 5-5). The fully delithiated Li3V3 (P2 07 )3(PO 4)2 contains one Li(1)
site and two Li(3) sites. However, it should be noted that we find a competing
ordering containing three Li(3) sites that is competitive in energy.
In summary, our computations show an ordered state at x=8; this was initially
hypothesized by Xu et al. based on examination of the electrochemical
charge/discharge curves.176 We find additionally that this ordered state
corresponds to removal of Li from the Li(1) site. The next Li removed are from the
two tetrahedral Li(2) sites. Below x = 6, Li removal occurs from the Li(3) sites,
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which are the only Li sites that remain in the structure. However, changes to site
energetics also causes Li migration from Li(3) to Li(1) sites for x < 6.
5.2.3 Lattice parameter changes during delithiation
During intercalation, lattice parameter changes can sometimes lead to mechanical
fracture of particles, leading to capacity loss on cycling.181 In addition, for layered
LiCoO2, small expansions of the c-lattice parameter can greatly reduce Li diffusion
barriers.182 A similar effect might take place for layered LixM 3 (P207)3(PO4)2.
Therefore, we investigate the change in lattice parameters upon Li removal from
LixV 3(P20 7)3(PO4)2 and LixMo 3(P207)3(PO 4)2 (Figure 5-6).
For M = V, Li removal always leads to c-lattice parameter increase, whereas the a-
lattice parameter decreases or only slightly increases. The overall c-lattice
expansion of Li9V3 (P207)3(PO4)2 during charge is fairly significant (13.7 A to 14.6 A).
However, the overall volume change for LixV 3 (P20 7)3(PO4)2 is small (Figure 5-8)
because the c-lattice expansion is accompanied by a-lattice expansion. Removing the
last Li (x = 4 to x = 3) is calculated to result in a fairly large overall volume change of
2% as the c-lattice expands greatly but the a-lattice stays roughly constant (Figure
5-6).
The c-lattice parameter increase upon charge could be due to the fact that Li bridges
anion layers and screens their electrostatic repulsion. Removal of screening effect
and bonds between anion layers may lead to the significant increase in layer
spacing.
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Figure 5-6 Changes in a- and c-lattice parameters upon Li removal from
LixM 3(P20 7)3(PO4) 2. In general, the a-axis shrinks and the c-axis expands upon
delithiation, but the c-axis expansion reverses for x < 3.
For M = Mo, we evaluated volume changes upon delithiation by using the Li
orderings found for M = V according to the methodology in Section 5.1.2. For x = 9 to
x = 3, the general contraction of the a-lattice parameter and expansion of the c-
lattice parameter is similar for M = V (Figure 5-6). However, for x < 3, the c-lattice
parameter trend reverses, decreasing with further Li extraction. This behavior is in
many respects qualitatively similar to the complete deintercalation of LiCoO2.183 The
contraction of the c-lattice parameter at low x may be related to two factors. First,
the removal of volume-occupying Li atoms could directly cause c-lattice contraction
as was previously hypothesized for LiCoO2.184 Second, the anion layers (which
include the transition metal) become more charge-neutral upon Li removal, which
could reduce repulsion between layers and thereby reduce the c lattice parameter.
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5.2.4 Stability during delithiation
While we found the fully lithiated Li9V3(P20 7 )3(PO 4)2 to be marginally unstable with
respect to the competing reaction (5.1), we find that Li8V3 (P2 0 7)3 (PO 4)2 is
energetically stable. The Li-V-P-0 computed phase diagram indicates that the
relevant competing reaction for LiBV3(P207)3(PO 4)2 is to Li4P207, LiVP20 7, Li2V2P3012,
and LiV2P3012, and that the overall energy of decomposition is unfavorable by 5
meV/atom. It is somewhat surprising that our calculations indicate mixed-valent
Li8V3 (P20 7)3(PO 4)2 to be a stable phase whereas the target compound x = 9 is
computed to be marginally unstable.
As we delithiate further, we find fairly mild but growing instability (Figure 5-8). The
x = 6 state is somewhat unstable (16 meV/atom) against decomposition into
Li4 P20 7, LiPO 3, and LiV2P 3 012. The instability is even higher for x = 4 (38 meV/atom)
and x = 3 (32 meV/atom) with respect to VP20 7, VPOs, and LiPO3. However, these
instabilities are still fairly small for fully charged states. In contrast to typical LiM02
materials, Li9V3 (P2 0 7)3(PO 4)2 still contains residual Li even after fully oxidizing the
metal. The residual Li may help retain the structural integrity of the material. In
contrast, for M = Mo, full oxidation of the metal would result in no Li remaining in
the structure, i.e. Mo3 (P2 0 7)3(PO 4)2, because Mo can be oxidized to 6+. The
instability of the M = Mo compound upon charging is similar to M = V for the first six
Li removed (Figure 5-8). However, removal of the final Li in the structure causes a
spike in the instability which reaches about 90 meV/atom (Figure 5-8), which could
present the potential for capacity fade to due cathode decomposition on cycling.
5.3 Voltage Profiles of LixM 3(P207) 3(PO4)2
Using the methodology outlined by Aydinol et al.116 and our convex hull from Figure
5-5, we are able to compute voltage profiles of LixM3 (P20 7)3(PO 4)2 . In Figure 5-7
these voltages are displayed for M = V alongside the experimentally measured
voltage during the first cycle from 2.OV to 4.7V.17s We chose this voltage range
because a previous study by Kuang et al.175 demonstrated that it leads to fairly
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reversible cathode operation without obvious structural transformation. In
contrast, charging higher to 4.8V results in a discharge curve that is qualitatively
different than the first charge curve.175
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Figure 5-7 Experimental and computational galvanostatic operation curves of
Li9V 3(P20 7)3 (PO4) 2 on first charge and first discharge. The experimental data was
collected by B. Kang and J. Lee; the computed voltage profile is derived from the convex
hull in Figure 5-5. Testing was performed at C/50 (assuming a full 173 mAh/g capacity),
with a total electrode weight of 1.84 mg composed of 80% active material, 15% carbon,
and 5% PTFE binder. The discharge curve has been shifted left by about 10 mAh/g so
that full discharge corresponds to zero capacity remaining.
The first voltage step, below -30 mAh/g, represents removal of Li from the Li(1)
site (section 5.2.2). Our computations somewhat underestimate the voltage of this
step; whereas the computations predict a voltage of 3.09V, the experimental
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averages for this step are 3.65V and 3.22V for charge and discharge, respectively.
Thus, our calculations may be somewhat overstabilizing Li8V3(P 207)3(PO4)2 or
understabilizing Li9V3 (P207)3(PO4)2. Part of the discrepancy might be attributed to
the fact that our U value, which was calibrated using binary oxides data, might not
be fully optimal for predicting voltages in the Li9M3 (P20 7)3(PO4)2 crystal structure.
Our calculations successfully reproduce the large voltage step between removing
the first and second/third Li sites (Figure 5-7). Our computations indicated that this
voltage step arises from switching from Li(1) removal to Li(2) removal (section
5.2.2). Our computed voltage (4.17V) is comparable to the average discharge voltage
(4.15V) but slightly lower than the measured average charge voltage (4.37V). For
both charge and discharge, the experimental curves show a region of solid solution-
like behavior that is not reflected in the computation. To understand the nature of
the solid solution, calculations for x between 7 and 8 using large supercells may be
needed.
We calculate a -0.3V step between removing the third and fourth Li (around 87
mAh/g), corresponding to a transition from the V3+/4+ to V4+/s+ redox couple (Figure
5-7). This voltage step is typical based on data-mined voltages of vanadium
phosphates.1 s6 However, we do not observe the transition from V3 +/4 + to V4+/s in
either the charge or discharge curves. It is conceivable that there is some
disproportionation of V4 + to V3+ and Vs+ in the material as has been previously
suggested for V NASICON cathodes.177
Around 100 mAh/g, the experimental charge curve shows a small voltage step
(Figure 5-7). This step is not predicted by our computations, and is less pronounced
in the electrochemical data reported by Kuang et al.175 In addition, the capacity
extracted from this step appears to be non-reversible. Thus, it is unclear whether
this voltage step represents topotactic removal of Li or a side reaction.
In summary, the features of the LixV 3 (P207)3(PO4)2 voltage curve are driven largely
by the sites from which Li are removed. The lack of a distinct feature at -87 mAh/g
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in the experimental data indicates that V4+ may disproportionate to V3+ and Vs+,
contrary to the calculations which indicate a 0.3V step between V3+/4+ and V4+/s+
redox couples. The ab initio calculations slightly underestimate the experimental
voltages, but qualitative agreement is quite good.
We also calculated voltage curves for the hypothetical Mo-doped compounds LixV3-
3yMO3y(P 20 7)3(PO 4)2 fory = %, , 2/3, and 1. These voltage curves are presented in
Figure 5-8. For the pure Mo compound (y = 1), we note that in theory up to 9 Li+ may
be extracted from the structure as Mo may be oxidized to Mo6+. At x = 6, we see only
a small voltage step of about O.1V corresponding to the transition from Mo3+/4 + to
Mo 4 +/s+ redox couple. The closeness of the Mo3+/4+ to Mo4+/s+ redox couples is
typical both in phosphates and in oxides.15 6 There is a larger voltage step at x = 3 of
about O.5V, in line with observations that the Mo4+/5 + and Mos+/6+ redox couples are
about 0.3V apart in phosphates.s 6 The large final step at x = 1 indicates that
removing the final Li+ (from the Li(1) site) leads to an unstable structure. This is
also reflected by the sharp increase in the decomposition energy for x = 0 (Figure
5-8).
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Figure 5-8 Computed voltage, volume change, thermodynamic decomposition energy, and intrinsic safety with (respect to 02
release) for the pure metal and mixed metal compounds LixV3-3yMo 3y(P 20 7)3 (PO4) 2 with y = 0, %, Y2, 2/3, and 1.
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For the mixed Mo-V compounds, the voltage profile is complex because there are three
distinct Li sites and a total of five active redox couples (V3+/4+, V4+/s+, Mo3+/4 +, Mo4+/s+,
Mo5 +/6 +). By analyzing the final magnetic moments on the transition metal ions, we
determined that oxidation of the ions in the mixed compounds takes place in the order:
Mo3+/4+, V3+/4+, Mo4+/s+, y4+/s+, MoS+/6+. The order is somewhat surprising as we would have
expected V4+/ oxidation to occur after Mos+/6+; data-mined voltages across phosphates
demonstrate that the Mo5+/6+ couple in general tends to be about 0.4V lower in voltage than
V4+/5+.156
Because we expect Mo voltages to be lower than V voltages,156 we also expected that,
across the same range of x, the Mo-doped samples would reduce the average voltage from
the pure V sample. This is indeed borne out in the calculations; the average voltage from x =
9 to x = 3 is reduced by 0.1 - 0.15V per Mo doped (Figure 5-8). As the V compound is too
high in voltage towards the end of charge, we hypothesized that lowering the average
voltage might be beneficial for electrochemical performance. However, this advantage is
dampened by two factors. First, activation of the Mo3+/4+ couple rather than V4+/s+on the
first delithiation step reduces the voltage by 0.3 - 0.4V. This is undesirable because the
initial V4+/s+ experimental voltage of 3.75V is safe and provides good energy density.
Second, removing the final Li+ sites (below about x = 3) from the Mo-doped materials leads
to unstable structures that increase voltage to over 4.6V. Therefore, although Mo doping
reduces the average voltage and provides the potential for removal of all Li sites due to the
viability of using Mo6+ as a redox couple, several steps towards the end of charge may be
unusable due to high voltage. In Section 5.6, we discuss this trade-off in greater detail.
5.4 Safety and stability of the delithiated phases
As Li ion batteries become integrated into automotive applications, the issue of safety upon
heating becomes of great concern as 02 released from the cathode can react with the
electrolyte to cause thermal runaway. Recently, Ong et al. presented a computational
methodology to evaluate the intrinsic safety of Li ion battery cathodes by calculating the
critical oxygen chemical potential (p[o2-crit) at which charged cathodes release 02.90 In their
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study, Ong et al. found that MnPO4 was much more prone to 02 release (and thereby less
safe) than FePO4,90 against the intuition of many researchers in the field but in agreement
with experimental measurements.164,18s Subsequently, Hautier et al. evaluated on a large
scale the safety of all interesting battery redox couples in the phosphates chemistry.15 6 In
particular, they found that V+ and Mo6+ have on average a similar po2-crit. Using the same
methodology, we evaluated the intrinsic safety of delithiated Li3V3 (P207)3(PO4)2 and the
effect of Mo substitution.
We find that safety is indeed a concern for delithiated Li3V3 (P2 0 7)3 (PO4)2. Delithiated
Li3V3 (P20 7)3(PO4)2 is thermodynamically unstable by 32 meV/atom, and its decomposition
releases 02 gas according the reaction:
Li3V3 (P2 0 7)3 (PO 4 )2 4 2VP 20 7 + 1/2 02 + VOPO4 + 3 LiP03 (5.2)
Because fully charged Li3V3(P207)3(PO4)2 thermodynamically favors 02 release, its safety
will depend on kinetic limitations to 02 release rather than a thermodynamic 'safeguard'.
The intrinsic safety concern of this material may limit the ability to reduce particle size to
improve electrochemical performance, as smaller particles increase reactivity of the
cathode with the electrolyte.
We note that Mo doping improves the safety of Li3 V3 (P20 7)3(PO4)2. Although delithiated
Li3 Mo3(P20 7)3(PO4)2 is more thermodynamically unstable (46 meV/atom) than
Li3V3 (P207)3(PO4)2, its decomposition products do not include 02 gas:
Li3Mo3(P207)3(PO 4)2 4 Mo2P 401s + LiMo(P04)2 +2LiPO3 (5.3)
The 102-crit of Li 3Mo 3 (P20 7)3(PO 4 )2 is -0.96, similar to the value we compute for delithiated
NASICON V2 (PO 4)3 (po2-crit = -1.06), which has been reported to decompose at around
200'C in the presence of electrolyte.
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Fully delithiated Mo 3 (P20 7)3 (PO 4)2 also does not initially release 02, instead producing
solid reaction products (driving force is 88 meV/atom):
Mo3(P 20 7)3(PO 4)2 -> Mo(PO4)2 + P205 (5.4)
The po2-crit of Mo3(P207)3(PO 4)2 is -0.12, indicating that its safety should be comparable to
charged Lio.sCoO2, which has been reported to decompose between 170 and 2300 C.186,187
Thus, while the Mo-doped cathodes show a greater driving force for decomposition in the
charged state, the decomposition products are solid phases which may provide some buffer
to 02 release (but may influence the cyclability of Mo-doped cathodes).
5.5 Li-V antisite defects
When charging to 4.8V, Kuang et al. report that the subsequent discharge of
Li9V3(P20 7)3 (PO 4 )2 displays different electrochemical behavior. In particular, the discharge
voltage drops about 0.5V and voltage plateaus become less pronounced.175 Despite the shift
in electrochemistry, Kuang et al. do not report any significant changes in the XRD pattern of
the cathode before and after charge, indicating that the structural integrity of
Li9V3(P 20 7)3 (PO 4 )2 is maintained. We investigated whether these effects might be due to an
exchange of Li and V sites. Such antisite defects could affect the energetics of
charging/discharging while perhaps being difficult to detect via XRD.
Table 5-3 lists the calculated antisite defect energies for fully delithiated and fully lithiated
LixV 3 (P20 7) 3 (PO4 )2 in which one Li and one V were exchanged in the 98-atom unit cell. In
the lithiated state, the most favorable antisite defect is exchange of V3+ with the Li(2) site
with energy 1.43 eV. This energy is quite high; similar computations showing a 0.5 eV
antisite defect energy for LiFePO4 corresponded to experimental measurements of 1%
antisite defects at 600'C.188,189 Our calculations suggest that antisite defect energy
concentrations in the as-synthesized lithiated phase should be small. In the delithiated
state, the defect energies are even higher; the lowest antisite defect energy is about 3 eV
corresponding to V5+ exchange with an Li(3) site. We also calculated the energy of V5+
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migrating to an empty Li(2) site, but found this migration energy to be extremely high (4.5
eV).
Given the extremely high calculated antisite defect energies, we believe that the presence of
antisite defects is not responsible for the change in the electrochemical profile of
Li9V3(P20 7)3 (PO 4)2. It is possible that other types of defects may be present in this material
and further exploration of the defect chemistry of Li9V3 (P20 7)3 (PO 4)2 may yield new
insights.
Li(1) Li(2) Li(3)
Li9V3 (P2 0 7) 3 (PO4) 2  2.538 1.438 1.891
Li3 V3 (P 20 7) 3 (PO4) 2  4.370 4.512* 3.004
Table 5-3 Antisite defect energies (eV) of V exchanged with the given Li site. For
Li3V3(P207)3(PO4) 2, there are no Li(2) sites in our equilibrium structure; the calculation marked
with an asterisk (*) refers to V5 migration onto an empty Li(2) site.
5.6 Discussion
From a design perspective, Li9M3 (P2 0 7)3 (PO 4)2 is a promising cathode for optimization
amongst potential phosphate materials. A recent analysis by Hautier et. al.15 6 demonstrates
that amongst one-electron phosphates, only chemistries utilizing the Mn2 +/3+ and Cu'+/ 2.
redox couples are capable of surpassing LiFePO4's specific energy while retaining a
reasonable voltage (Mn2+/3+ in the form of LiMnPO4 is currently the subject of intense
study, and Cul+/2+ cathodes will likely be difficult to design 5 6). Beyond the one-electron
phosphates, Hautier et al. suggested that the V3-s and Mo3-6 redox couples are promising
avenues to design phosphates with high specific energy.15 6 Li9M3(P20 7)3(PO 4)2 is an ideal
candidate for this latter strategy because it theoretically contains enough Li to support up
to three electrons removed per transition metal (the well-studied NASICON Li3M(PO4)3 is
another known example)1 90-192 If both the V3-5 and Mo3-6 couples could be fully accessed at
reasonable voltages, the theoretical capacities of Li9V3(P20 7)3(PO 4)2 and
Li9Mo(P20 7)3(PO 4)2 are 173 mAh/g and 227 mAh/g (compared to 170 mAh/g for LiFePO4),
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with the added benefit of a higher operating voltage. Thus, optimization of
Li9M 3 (P20 7 )3 (PO 4)2 could lead to commercial impact.
Our computational study of Li9V3(P2 0 7)3 (PO 4 )2 revealed that, in addition to the known
problem of high operating voltage,175 a concern for this material is the intrinsic safety of
delithiated Li3 V3 (P 20 7)3 (PO 4 )2. Although the phosphate chemistry is often assumed to be
intrinsically safe due to strong P-0 bonds, this assumption has recently been challenged by
computational studies 90,15 6 and experimental observations.19 3,194 As initially pointed out by
Hautier et al. for phosphates in general,15 6 02 release for Li3V 3 (P2 0 7)3 (PO 4)2 is predicted to
occur while retaining P-0 bonds (reaction (5.2)), calling into question the 'strong P-0
bond' argument and underscoring the need for further computational and experimental
investigations of phosphates safety.
The electrochemical data reported by Kuang et al. for M = V demonstrate a steady capacity
loss on cycling.175 Volume changes during intercalation can sometimes explain capacity loss
on cycling due to mechanical fracture of electrode particles.181 We calculated that volume
changes for Li9V3(P 2 07)3 (PO 4)2 were mild (< 1.7% up to -145 mAh/g, < 4% for full
capacity). However, because c-lattice expansion is accompanied by a-lattice contraction,
the overall volume change may not be a good indicator of the stress on the particle.
Examining the c-lattice parameter alone shows a strain in the c-direction of 0.045 for -145
mAh/g capacity and 0.063 for full 176 mAh/g capacity. It is feasible that stresses caused by
c-lattice parameter strain could eventually lead to particle fracture.
A further reason for capacity loss upon cycling could be decomposition of the active
material. Our calculations indicate that decomposition energies of Li9V3 (P20 7)3 (PO 4)2
during cycling are generally quite low (<40 meV/atom). Ex-situ analysis of cycled
Li9V3 (P 20 7 )3 (PO4 )2 electrodes by Kuang et al.175 did not find any secondary phases, further
suggesting that electrode decomposition is minimal.
Our computed convex hull showed migration of Li from the Li(3) to Li(1) when charging
below x = 6, or about 87 mAh/g. The electrochemical data from Kuang et al. 175
demonstrates that qualitative shifts in the discharge curves occur for Li9V 3 (P20 7)3 (PO 4)2
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when charging above about 110 mAh/g. It is possible that the change in electrochemical
profile is related to the Li migration as was previously suggested for the V NASICON
structure 177 and hypothesized by Kuang et al.175 However, the full mechanism of this
structural change remains to be characterized.
Finally, we determined that the changes in electrochemical profile when charging to 4.8V17s
are likely not caused by antisite defect formation. We calculate very high antisite defect
formation energies (about 1.4 eV for the lithiated state and 3.0 eV for the delithiated state),
indicating that antisite defect concentrations are likely very low. We note that the presence
of antisite defects might also have consequences for diffusivity. Recently, Malik et al.18 8
proposed that the strong effect of particle size on the rate capability of LiFePO4 could be
explained by antisite defect blocking Li+ diffusion channels. For Li9V3 (P20 7)3(PO 4 )2,
particle-size dependent diffusivity due to channel blocking is unlikely given presumably
low defect concentrations resulting from the high barrier for V exchange with the Li(1) site.
We predict that doping Mo into the V site produces compounds that are only mildy
unstable and might therefore be synthesizable. We also hypothesized that Mo-doping could
lower the operating voltage of Li9V3 (P20 7)3 (PO4)2 and allow more Li+ might be extracted as
Mo can theoretically transfer 3 Li+ per metal site(Mo 3-6 ). Although Mo doping lowers the
average voltage of Li9V3 (P20 7)3(PO 4)2 as was desired, it increases the magnitude of voltage
steps during cycling. In particular, the first lithiation step drops by 0.3-0.4V, making its
voltage too low, and the last lithiation step rises close to or above 5V (Figure 5-8). The high
final voltage step is not intrinsic to the Mos/ 6 couple but rather due to a high energy needed
to extract the final Li+ sites from the Li9M3 (P2 07)3 (PO4)2 structure. This is supported by
Figure 5-8, which shows that the voltage of the last MoS+/6+ step in Mo-doped samples
varies from about 4.5V to about 6V depending on the x value at which the Li site is
removed. This interpretation is also consistent with data-mined voltages for Mos+/6+ in
phosphates by Hautier et al. that show Mos+/6+ voltages are typically around 4V in the
absence of strong Li+ site effects.'s 6
The hypothetical Mo-doped samples have slightly higher decomposition energies and
slightly higher volume changes than the pure V version (Figure 5-8). While decomposition
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energies of Mo-doped Li9M 3 (P20 7)3 (PO 4)2 are higher, the decomposition products are solid
phases that should lead to better intrinsic safety with respect to 02 release (Figure 5-8).
The higher values of volume change for Mo-doped compounds are somewhat misleading as
they are largely due to a-lattice contraction being smaller than the V version. The c-lattice
variation is comparable for V and Mo versions, and over the same range of x, is actually
smaller for the Mo version (Figure 5-6). Therefore, Mo doping should not have an adverse
effect on mechanical failure of electrode particles due to volume change.
Although the pure V and pure Mo compounds provide in theory 173 mAh/g and 226
mAh/g of capacity, respectively, it is not clear that the full capacity can be reversibly and
safely attained. To evaluate more quantitatively the relative benefits and disadvantages of
Mo-doping, we establish several design criteria to be met over the entire intercalation
process:
e Voltage must be between 3.OV and 4.6V
* Intrinsic safety po2-crit. must be less than zero (no thermodynamic driving force for
02 release under ambient conditions)
* Overall volume change must be under 10%
While these are fairly inclusive criteria, our goal is to allow for some error in the
calculations to avoid excluding any potentially promising candidates. We present in Table
5-4 the range of x for LixV3-3yMo 3y(P 2 07)3 (PO 4)2 for which each design criterion is met. We
then define a 'usable intercalation range' by determining the range of x that meet all design
criteria. It is important to note that other factors, such as Li+ diffusivity, may also play a role
in determining usable capacity. Therefore, our analysis is meant to represent a 'best-case'
scenario.
We predict that full capacity will not be reversibly and safely attainable for any of the
Li9M 3(P20 7)3(PO 4) 2 materials tested. The pure V material, Li9M3(P20 7)3(PO 4)2, will be
limited mostly by the potential for 02 release at full charge, leading to a 'best-case'
predicted capacity of 144mAh/g or 5 Li+. With the exception ofy = 2%, we find that Mo
doping does not expand the number of usable Li that may be extracted from LixV3-
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3yMo 3y(P 2 0 7)3 (PO 4)2 . Fory = andy = 1, the usable range of 5 Li+ is the same as for LixV3-
3yMo 3y(P 2 07) 3 (PO 4)2. However, for a constant amount of Li+ extracted, Mo-doped samples
will exhibit a lower gravimetric and volumetric capacity than their pure V counterpart due
to the greater weight of Mo and the larger unit cell of Mo-doped materials.
LixV3(P 207) 3(PO4)2
LixV2Mo1(P20 7)3(PO 4)2
LixVl.sMOi.s(P207) 3 (PO4)2
LixVlMo2(P 20 7) 3(PO 4) 2
LixMo3(P20 7)3(PO 4)2
Voltage
3.0 - 4.6V
x=9 - 3
x=8 - 2
x=8 - 1.5
x=8 - 2
x=8 - 3
Safety
p02-crit. < 0
x=9 - 4
x=9 - 4
x=8 - 3
x=9 - 2
x=9 - 0
Volume
Change
<10%
Usable range
x=9 - 3 x=9 - 4 (5 Li+)
144 mAh/g
585 Wh/kg
x=9 - 2 x=8 - 4 (4 Li+)
111 mAh/g
466 Wh/kg
x=9 - 1.5 x=8 - 3 (5 Li+)
135 mAh/g
576 Wh/kg
x=9 - 1 x=8 - 2 (6 Li+)
159 mAh/g
670 Wh/kg
x=9 - 0 x=8 - 3 (5 Li+)
127 mAh/g
503 Wh/kg
Table 5-4 Lithiation ranges for which LixV3-3yMo 3y(P20 7)3(PO4) 2 (for y = 0, %, /2, 2%, and 1) meet
the design criteria specified in the columns. We define a usable intercalation range for each
material as the intercalation range that meets all design criteria. We find that onlyy= 2/3
doping expands the usable range of LixV 3 (P2 0 7)3 (PO4) 2.
Fory = 2/3, we predict that up to 6 Li+ may be extracted within the guidelines of our design
criteria. The capacity over this range is 158.9 mAh/g at 4.2V, providing an overall
theoretical energy density of about 670 Wh/kg (over 10% improvement relative to
LiFePO4). Our calculations indicate that LigVlMo 2(P20 7)3 (PO 4) 2 is a promising material.
While we studied many aspects of Li9V3 (P20 7)3(PO4)2, several areas would benefit from
further investigation. In particular, clarifying the diffusion paths and diffusion barriers in
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this material could yield new ideas for optimization. As one example, tuning the c-lattice
parameter to enhance 2D diffusion in layered materials has been investigated previously9
and may also be relevant for Li9V3(P207)3 (PO 4)2. Finally, while we focused on Mo-doping to
reduce voltage, recent computational studies indicate that N and F doping might be
alternate paths to reducing the end-of-charge voltage of Li9V3(P2 0 7)3(PO4)2 .195,196
5.7 Conclusion
We present the first computational investigation of Li9M3(P207)3(PO4)2 for M=(Mo, V). The
M = {Al,Ga,Cr,Fe,V} versions of this compound have previously been synthesized 72,174,175
and the V version (along with Cr-doping)176 has been electrochemically characterized.174,175
During deintercalation of M = V, we find that the first voltage step corresponds to Li(1)
removal and the second and third steps correspond to Li(2) removal. Further
deintercalation leads to removal and rearrangement of the Li(3) and Li(1) sites. We
determined that the experimentally-observed capacity loss upon cycling is likely not the
result of cathode decomposition to other phases. Although the overall volume change is
small, the c-lattice expansion during deintercalation is significant and may play a role in
capacity loss due to mechanical fracture of particles. Finally, we determined that fully
discharged Li3V 3(P20 7)3(PO4)2 may suffer from poor intrinsic safety.
Mo-doping onto the M site should improve the safety of Li9M 3(P2 0 7)3(PO4)2, but lead to
detrimental voltage steps during charge/discharge. We determined that a mixture of 2/3 Mo
and V on the M site could potentially produce a usable specific energy that surpasses
that of LiFePO 4 by over 10%. Further investigation of diffusion paths and anion doping
might reveal alternate strategies to improve the electrochemical performance of the
promising Li9M3(P20 7)3(PO4)2 compound family.
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6 Is it possible to design safe, high-voltage cathodes? An
investigation with high-throughput computing
Much research effort is currently devoted to the discovery of safe, high-voltage cathodes for
Li ion batteries. A high voltage improves the energy density and power delivered by an
electrochemical cell, whereas good safety is essential for deployment in hybrid electric
vehicles (HEVs) and electric vehicles (EV). The safety of Li ion battery cathodes is generally
assessed as the potential for 02 release, as 02 gas can interact with the organic electrolyte
in battery cells via a combustion reaction that creates thermal runaway.197 198
To realize such safe, high voltage cathodes, much attention is currently being devoted to
polyanion chemistries.199-201 With regard to the voltage, the pioneering research of Padhi
et al.'s 9 demonstrated that polyanion-based systems can greatly increase the voltage of a
given redox couple through the inductive effect. It is also widely speculated in the field that
polyanion-based systems provide better safety with respect to 02 release.202,203 This
hypothesis is based on the known excellent safety characteristics of charged FePO4,16 2,164
which is thought to prevent 02 release through strong P-0 bonds. The observation of high
voltage and high safety in LiFePO4 has driven much of the interest in polyanion chemistries
as potential alternatives to LiCo02.
While the claim of higher voltages in polyanions has now been supported by numerous
studies,169,204-206 the claim that polyanion-based chemistries provide better safety has
recently been challenged. The safety of MnPO4 and CoPO4 is one area of debate; while the
'strong P-0 bond' hypothesis would suggest that these chemistries would be quite safe,
experimental1 64,207 and computational 90 evidence indicates that charged MnPO4 is much
less safe than FePO4. Charged CoPO4 is also found to be very thermally unstable in the
charged state; in fact, the instability was observed to be much worse than for C03+/CO4+ in
the oxide Lio.sCO02.208 These results suggest that the presence of P-0 bonds are certainly
not the only factor in determining safety, and may not even be the most relevant one.
Indeed, Hautier et al. recently pointed out that 02 release in phosphates generally occurs in
a way that preserves P-0 bonds, calling into question validity of the 'P-O' bond
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hypothesis.15 6 In addition, by using the same high-throughput methodology employed in
this work, 156 they determined that while phosphates overall offer better safety for a given
voltage, they possess comparable or poorer safety for a given redox couple.
An alternate view is that cathode safety is independent of chemistry or crystal structure
and depends only on voltage. This view was first proposed by Godshall et al. and supported
by their measurements of voltage (E) and equilibrium oxygen partial pressure (p02) of
conversion reactions in the L-M-O (M=Mn,Fe,Co) systems. 209 Godshall et al. found a linear
relationship between E and p02 suggesting that higher voltage would lead to a greater
tendency for oxygen release.209 This hypothesis could explain why MnPO 4 (4.1V) and CoPO 4
(4.5V) are unsafe compared to FePO4 (3.5V). However, it does not agree with Hautier et
al.'s large-scale computational results demonstrating that phosphates tend to have a higher
safety than oxides for a given voltage.156
The goal of this work is to use high-throughput computation to investigate systematically
the effect of cation, metal, and polyanion on the voltage and safety of battery cathodes. Our
study encompasses over 2700 phase regions in conversion systems and over 870 charged
cathode materials. In addition, we revisit the original derivation 209 of the relationship
between voltage and p02 and generalize it to help explain the effect of these factors on the
relationship between E and p02. Finally, we assess the prospects for designing safe, high-
voltage cathodes.
6.1 Methods
6.1.1 General computational methodology
We follow the general calculation methodology outlined in Section 2.3.2, with GGA+U used
to correct self-interaction in transition metal oxides and polyanion-containing systems and
using U values compiled in Table 3-1. The compound set includes all unique compounds in
the Inorganic Crystal Structure Database (ICSD) 64,65 with at most four elements and
additionally includes the computational data set for Li ion battery screening as described in
Section 5. We fit room-temperature gas phase energies for SO 2 and SO3 gas using Wang et
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al.'s method;100 details can be found in the supplementary information of a prior
publication.15 6
6.1.2 Assessing conversion voltage and p02
To determine conversion potentials and equilibrium p02, we computed OK, Oatm phase
diagrams from our data set using methods described in a previous paper.95 ,180 From the
phase diagrams, it is possible to determine the equilibrium chemical potentials of Li and 02
in each phase region (e.g., Gibbs triangle in ternary systems). The conversion voltage is
equivalent to the negative of the chemical potential of Li. The chemical potential of 02 can
be related to the equilibrium partial pressure of 02 through the relation:
oz = #0 + RTIn(p0 2) (6.1)
The oxygen reference at ambient conditions yo2 is set in our calculations to the value
proposed by Wang et al.100 For the phase diagrams, we artificially raised the 02 energy so
that we could evaluate phase regions with pO2 greater than zero (ambient conditions).
6.1.3 Assessing voltage and p02 in insertion systems
For the insertion data, we assessed voltage via the method first described by Aydinol et
al.210 Although insertion cathodes usually operate out of equilibrium, the partial pressure
of oxygen was determined using the same method as described in 6.1.2. This method, first
proposed by Ong et al. as 'equilibrium decomposition',90 assumes that 02 release occurs
first via decomposition of the active material to the equilibrium phases in the phase
diagram, and then assesses p02 in that phase region. As the equilibrium phase regions are
uniquely determined by chemistry, there is no structural dependence to our computed p0 2.
However, as will be shown next, our estimated values are a good indicator of
decomposition temperatures in practical cathode materials.
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6.1.4 The relationship between p02 and decomposition temperature
To measure safety, the experimental quantities of interest are the temperature at which
oxygen release is detected and total heat flow during decomposition. The detection is
usually done through a combination of calorimetry and thermogravimetric analysis. We
note that the experimental measurements for a particular material can differ due to the
measurement technique, environment differences (air, argon, electrolyte type and
concentration 21 1), and preparation techniques (particle size/shape/coating, the presence
of carbon). This can result in fairly large spreads in measured data. One of the benefits of a
computational approach is that it evaluates intrinsic safety on a common scale for all
compounds.
In our computations, we do not consider heat flow as an indicator of safety. Our interest is
to estimate the onset temperature of 02 gas release as this will indicate the initiation of
combustion. To demonstrate that our computed pO2 values are a good indicator of cathode
decomposition temperatures that are measured in experiments, we plot both quantities
together in Figure 6-1.
Figure 6-1 shows a clear linear relation between our computed equilibrium pO2 and
measured decomposition temperatures, indicating that our computed quantity is a useful
measure of safety in practical cathodes. We note two clear outliers towards the lower-left
of Figure 6-1: LiMnPO4 decomposition in electrolyte and Lio. 1VPO 4 F in argon. We can
explain the difference for LiMnPO4 by noting that the experimental data for electrolyte
decomposition differs greatly from similar measurements performed in air and under an
argon environment. Our computed P02 is a good indicator of theLiMnPO4 decomposition
temperature in the latter experiments. The disagreement for electrolytes therefore is likely
due to an uncharacteristically large drop in measured safety of LiMnPO4 when testing in
electrolyte. The second outlier is Lio.1VPOF; our predicted P02 indicates that it should
decompose at a much higher temperature than that measured by Gover et al.2 1 2 We
speculate that the disagreement might be related to the fact that F2 gas release might occur
in the experiments at higher temperatures but was not modeled in our computations. As
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we do not examine F-containing electrodes in this work, we disregard the disagreement for
this material.
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Figure 6-1 Relationship between computed oxygen partial pressure and measured onset
decomposition temperature for several common cathode materials. The experimental data was
compiled from referencesis1 16 s,17 207 20 s212 218
We note that the electrolyte decomposes somewhere between 200 and 320*C.214,219 If we
consider that a safe material must be stable to -250 0 C, Figure 6-1 shows that log(p02)
must equal about -50 or lower. If we relax our safety requirement to -200'C, log(p02)
must equal about -25 or lower.
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6.2 Derivation of a general relation between equilibrium voltage and
oxygen chemical potential
To help interpret our computed results, we generalize a relation between equilibrium Li
voltage and partial pressure of oxygen that was previously derived by Godshall et al. 20 9 for
lithium metal oxide systems. Although Godshall et al. only considered Li as the cation their
work,209 it is straightforward to extend their derivation to other cations, e.g. Li, Na, K, Mg,
Ca, etc.
To generalize the work of Godshall et al. 20 9 to quaternary systems, we must define four
bounding phases with which we expect quaternary compound energies may be well-
modeled. We attempt to stay fairly general in our derivation by considering equilibrium
between phases MOa, AbXcO, AfXcOg, & MOe, where A represents the cation, M represents
the metal, X represents a non-redox element, and lowercase letters represent coefficients.
We note that coefficients can be set to zero; additionally the coefficients for X in the two
ternary compounds and M in the two binary compounds are set equal to one another for
normalization.
Following the general methodology of Godshall et al.,2 09 we begin by defining the general
equilibrium reaction between these phases upon the addition of A:
(f - b)A + (- e)MOa +AbXCOd - ( )MOe + AfXcOg (6.2)
Reaction (6.2) can be divided into two reactions E1 and E2 :
E1 (f - b)A + AbXcOd + (2 d)0 2 -+ AfXc 0 g (6.3)
and
139
E2 = MOa -> MO,+ 02 (6.4)(a-e a -e 2
We note that the energy of reaction Ei is equal to the formation energy of AfXcOg from
AbXcOd and A. The reaction energy of E2 is the reduction energy of a metal oxide and can be
related to the equilibrium partial pressure of oxygen through the equation:
AE2 = - d) RTlnp0 2  (6.5)
In deriving eq. (6.5) from eq. (6.4), we have assumed that the metal oxides are pure and
therefore have an activity coefficient equal to 1.
The equilibrium voltage of A is equal to the total energy of the reaction (6.2) divided by the
total amount of charge transferred:
E =-AEtotal - 1AEtotal - AE1 - AE2  (6.6)
xZF (f - b)ZF (f - b)ZF
In eq (6.6), E represents voltage, x represents the number of A atoms transferred in
equation (6.2), Z is the charge transferred from A to the metal oxide (the oxidation state of
A), and F represents Faraday's constant. Combining equations (6.5) and (6.6) gives our
final result for the general relation between equilibrium voltage and oxygen partial
pressure:
-AE1  (g - d) RTlupo7
E = (f - b)ZF 2(f - b)] ZF (6.7)
We note that equation (6.7) is a more general form of the original result derived by
Godshall et al. 2 0 9 for ternary Li-M-0 systems, for which {b = 0, c = 0, d = 0, f = 2, g = 1, Z = 1}:
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-AELjO RTInpo(E = 2F + 2F (6.8)
At this point, we note several features of the generalized equation (6.7):
1. As originally determined by Godshall et al.,2 09 equilibrium voltage and oxygen
chemical potential form a linear relation, with higher voltages corresponding to
higher oxygen partial pressures and therefore reduced cathode safety. However, our
generalized form (equation (6.7)) demonstrates that the slope and intercept of the
line depends on the particular phases AbXcOd and AjXcOg that are in equilibrium
with the metal oxides.
2. The equilibrium voltage at ambient conditions (p02=1) is set by the formation
energy of E1 (equation (6.3)), which represents the movement of A between AbXcOd
and A! Xcg. For Li metal oxides, this represented the transition from Li metal to
Li20. To maximize safety, a high formation energy differene between AbXCOd and
ArXcOg is needed.
3. The variation of oxygen chemical potential with voltage will depend on the factor
(g - d)/2 (f - b), which corresponds to the amount of 0 transferred between A-X-0
phases in equilibrium divided by the amount of A transferred. To maximize safety,
the A-X-0 phases in equation (6.3) should transfer as much A as possible with
minimal transfer of oxygen.
4. We note that by combining equations (6.3), (6.4), and (6.6), equation (6.7) can be
rewritten as the sum of a reaction that transfers A between two phases and a
reaction that transfers an electron via metal reduction. Thus the voltage can be
approximately divided into A and electron contributions. The electron contribution
sets the p02 through metal reduction (equations (6.4) and (6.5)). By tuning the
redox couple, we influence voltage by changing the energy of metal reduction, but
the p02 is also influenced concurrently. However, it is possible to change the A
reaction (6.3) so that voltage is increased without affecting the p02.
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5. The accuracy of equation (6.7) hinges on our assumption of equilibrium between
MOa, AbXcd, AfXcOg, & MO,. When this is not the case, the accuracy of our
derivation would depend on the decomposition energy of the equilibrium
compounds into these phases. To minimize these decomposition energies, the A-X-O
phases should be chosen so that they are as close in composition as possible to the
targeted phase.
In the remaining sections we discuss how these features affect the relative behavior of
equilibrium P0 2 and voltage for different chemistries.
6.3 Equilibrium Voltages and Chemical Potentials
Before analyzing voltage and safety for insertion cathodes that operate out of equilibrium,
we first consider relationships between these quantities in equilibrium. Although our
analysis will apply directly to cathodes that operate via conversion reactions 220, our goals
in this section are mainly two-fold. First, we determine whether the relationship between
voltage and p02 is independent of chemistry in all lithium metal oxides as hypothesized by
Godshall et al. 20 9 Second, as will be discussed in greater detail in section 6.4, we compute
the equilibrium relations between voltage and p02 because they are unbiased by a choice of
dataset and guide the interpretation of data for insertion reactions.
6.3.1 Re-examination of the Li-M-O system from a computational standpoint
Voltage and safety in the Li-M-O systems was previously investigated experimentally by
Godshall et al.,20 9 but electrolyte limitations restricted the phase regions studied to under
2V. In addition, Godshall et al. examined only M=(Mn,Fe,Co). Our computational data set
paints a more complete picture by evaluating more metals, M={Ti,VCr,Mn,Fe,CoNi,CuMo},
across all voltages. We note that the particular voltage and p02 values measured by
Godshall et al. 209 were performed at high temperature, and therefore cannot be directly
compared with our computed results adjusted for room temperature. However, deviations
from the Li20 theory line (equation (6.8)) should be comparable for both high-temperature
experiments and our low-temperature calculations.
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Figure 6-2 Computed relation between equilibrium voltage and P02 for Li-M-0 systems. The
predicted theory line assuming equilibrium with Li20, as determined by eq (6.8), is displayed as
a black line. Each point represents a unique equilibrium between three phases (a particular
Gibbs triangle). For clarity, we grouped metals that show similar behavior in (a). In (b), we
examine only M=Mn and draw equilibrium lines using equation (6.7) and data from Table 6-1.
Phase A X Z b d f
LiMnO2-MnO
3(LiMnO2)-Mn 3O4
L120
Na20
MgO
CaO
L13B0 3-LIB0 2
g Z(f-b) AE
(kJ)
Li Mn 1 0 1 1 2 1 -443.53
Li Mn 1 0 4 3 6 3 -1096.7
Li - 1 0 0 2 1 2 -601.04
(-598.73)
Na - 1 0 0 2 1 2 -431.26
(-417.98)
Mg - 2 0 0 1 1 2 -594.94
(-601.6)
Ca - 2 0 0 1 1 2 -638.32
(-634.92)
Li B 1 1 2 3 3 2 -674.0
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AE/
Z(f-b)
(V)
4.60
3.79
3.11
2.23
3.08
3.31
3.49
(g-
d)/
2Z(f-
b)
0.5
0.33
0.25
0.25
0.25
0.25
0.25
LiB0 2-MB 20 3
Li4SiO4-MLi 2Si20 5
Li2SiO 3-SiO 2
Li3PO4-LIP
Li3 PO4 -MLI 4 P2 07
Li2 SO4-SO3(g)
LizSO4 -S02(g)
Li2SO4-S
Li B 1 0 2 1 1.5 1 -767.62
(-764.94)
Li Si 1 1 2.5 4 4 3 -1019.2
Li Si 1 0 2 2 3 2 -728.84
(-738.6)
Li P 1 1 0 3 4 2 -2031.99
Li P 1 2 3.5 3 4 1 -406.86
Li S 1 0 3 2 4 2 -1057.57
(-1041.4)
Li S 1 0 2 2 4 2 -1156.56
(-1140.39)
Li S 1 0 0 2 4 2 -1565.3
(-1437.2)
Table 6-1 Parameters to model E vs P0 2 relations using equation (6.7) for several phase regions.
For the first two rows, the equilibrium compounds are the phases listed and one other binary
oxide. For the remaining rows, the equilibrium compounds are the phases listed and two binary
metal oxides. For consistency we chose to use c=1 for all data. The last two columns indicate
the log(pO2 )=0 intercept and slope of the E vs P0 2 line, respectively. Parentheses indicate
experimental data from several sources. 110,14,221We note that for the Li2SO4-S phase triangle,
the computations poorly reproduce experiments. This is due to a GGA error in transitioning
from elemental sulfur to S6' as studied in a previous paper.29
Figure 6-2(a) displays the computed voltages and p02 values for all Gibbs triangles in the
Li-M-0 system for M=(Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Mo). We find significant deviations from
the Li20 line (equation (6.8)) that were not found in the data reported by Godshall et. al. 20 9
However, when restricting our data set to that examined by Godshall et al. (M={Mn,Fe,Co},
E<2V), we find that all points lie on the Li20 line, in agreement with Godshall et al.20 9 Thus,
while chemistry variations to the E vs. p02 relation exist, they would not be visible in the
data set originally examined by Godshall et. al. 209 We note that it should be possible to
observe deviations from the theoretical Liz0 line even under 2V by examining the Li-Ti-0
and Li-Mo-O systems.
As the voltage approaches 2V, we find that most metals deviate from the Li20 theory line.
The change in behavior at the 2V point can be explained by the fact that at low potentials,
almost all equilibrium phase triangles include Li20, which sets both the slope and intercept
of the E vs. p02 line according to equation (6.7). Indeed, of Godshall et al.'s 209 data, six of
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nine data points include Li2 O; of the three points that do not include Li20, one point (the
highest voltage point at 1.8V) displayed deviation about 0.1V higher than the theory line.
Above 2V, most phase equilibria no longer include Li20. We must therefore model such
equilibria using different phases. One alternate type of equilibrium is to have two metal
oxides in equilibrium with a ternary oxide such as LiM0 2. The predicted E vs. p02 relations
for this situation can be modeled using our generalized equation (6.7). Using data from
Table 6-1, we investigate in Figure 6-2(b) the E vs. P02 relation for M=Mn when assuming
the lithiation reaction is from a binary oxide (either MnO or Mn304) to LiMnO2. Although
not all phase regions above 2V in Figure 6-2(b) correspond exactly to one of these regions,
we find that most data points are only small deviations from one of these theory lines.
Therefore, one of these reactions can accurately model equilibrium in every phase region.
While we only present detailed results for Mn, similar situations exist for the other metals
in Figure 6-2. The position and degree of deviation for each phase will depend on energy of
adding Li to binary M-0 phases to form LiM0 2. Early transition metals in general begin
deviating at lower voltages than late transition metals due to the lower energy of this
reaction.
Overall, our investigation of Li-M-O phase diagrams confirm a general trend between
higher voltages and higher p02. However, even within Li-M-O systems, the voltage might
vary by up to 1V at a given p02 depending on chemistry. In addition, the position at which
the deviation begins depends on the metal, suggesting that chemistry plays an important
role in determining the safety of high-voltage materials.
6.3.2 The effect of the cation
Recently, cations other than Li have been proposed for use in intercalation-mechanism
batteries. The most heavily-studied alternate cation is Na, 22 2-23 1 although 'supervalent'
batteries involving Mg 232-234 and Ca234 ,2 35 are also being investigated. As research into these
alternative chemistries expands, it will be important to understand the relative safety
issues surrounding their use. Although Na, Mg, and Ca batteries are expected to use
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somewhat different electrolytes than Li batteries, 02 release is likely to remain a thermal
safety issue.
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Figure 6-3 Relation between equilibrium voltage and pO2 for A-M-0 systems, where A={Na, Li,
Mg, Ca} and M={Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Mo}. Each point corresponds to one Gibbs triangle.
The black lines indicate theoretical predictions assuming equilibrium with Ax0.
We can make theoretical predictions regarding the safety of alternative cations through
equation (6.7) using data from Table 6-1. The resulting relations between E and p02 are
plotted in Figure 6-3 as black lines.
AMO 2 -> % [A20 + M2031
A=Li
A=Na
M=Mn
43.78
90.43
M=Fe
45.79
98.27
M=Ni
57.03
91.37
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Table 6-2 Computed decomposition of Li and Na metal oxides into A20 and M203. The Na
decomposition energies are almost twice as large as Li, indicating that deviation from the A20
line will be about twice as large.
For Na-based cathodes, the theoretical predictions plotted in Figure 6-3 indicate that safety
will be lower than Li-based cathodes for a given voltage. This is a direct consequence of the
Na20 formation enthalpy being lower than the Li20 formation enthalpy (Table 6-1).
However, the computed data for Na in Figure 6-3 demonstrates that many Gibbs triangles
lie far from the predicted theoretical safety. In some cases, the computed equilibrium
voltage can be almost 2V higher than the theoretical prediction. This indicates ternary
phases in the Na-M-0 system can be much more stable with respect to Na20 and binary
metal oxides than Li systems are with respect to Li20 and binary metal oxides. An example
of this situation is demonstrated in Table 6-2, which suggests that deviation of Na data
points from the Na20 line should be about twice as large as the deviation of Li data points
from the Li20 line. This added stability of ternary Na metal oxides compared to ternary Li
metal oxides implies that while the safety of Na cathodes will be on average lower than for
their Li counterparts at a given voltage, it will be possible to find Na cathodes that have
comparable safety to Li.
For a given voltage, Figure 6-3 demonstrates that the supervalent cations Mg and Ca exhibit
in theory comparable safety to Li. For Mg, however, we find fewer instances of deviation
from the theory line. This indicates that ternary Mg-M-0 compounds tend to be only
marginally stable with respect to MgO and binary oxides. This is troubling from several
standpoints. For one, this reduced stability may make synthesis of Mg-based cathodes from
binary oxides more difficult. In addition, it implies increased likelihood of cathode
decomposition into inactive phases during cycling (reducing capacity retention). Most
pertinent to this study, the marginal stability of Mg-M-0 phases suggests that it will be
more difficult to design cathodes that are both safe and high voltage for Mg compared to Li.
Voltage in Mg-based systems might be increased by operating out of equilibrium via
insertion cathodes (section 6.4), but this will likely further increase the probability for
capacity retention loss due to cathode decomposition into inactive phases.
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6.3.3 The effect of polyanions
As discussed in sections 6.3.1 and 6.3.2, the identity of the metal M and the cation A in A-M-
X-0 cathodes can affect the relationship between safety and voltage. As mentioned in the
introduction, the role of adding a polyanion group XOy in affecting safety is currently under
intense debate in the battery field.
Figure 6-4 shows the computed equilibrium p02 and equilibrium voltage for 2763 different
phase regions in Li-M-0 and Li-M-X-0 phase diagrams, where
M={Ti,V,Cr,Mn,Fe,Co,Ni,Cu,Mo} and X={B,Si,P,S}. In Figure 6-4(a) we show all the data at
once; we plot in Figure 6-4(b)-(f) the data for the individual polyanions. We already
examined deviations from Li2O predicted theory for the oxide data, Figure 6-4(b), in section
6.3.1.
For the polyanion systems, Figure 6-4(c)-(f), the addition of X creates new relationships
between E and p02. In particular, we find that data for many phase regions can be well-
modeled by using equations (6.7) with AbXcOa and AfXCOg set to compounds that lie in
composition between LizO and XOa, where XOa includes B2 03, Si02, P2 0s, and S03(g). The
theoretical E vs P02 lines for many such compound combinations are outlined as red
dashed and dotted lines in Figure 6-4(c)-(f) using data from Table 6-1.
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Figure 6-4 Equilibrium voltages and P02 for Gibbs tetrahedra in polyanion systems.
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For the borates (Figure 6-4(c)), we find that many points lie above the black line predicted
using equation (6.8) representing equilibrium with Li20. Many points are better modeled
assuming Li3BO3-LiBO2 as AbXcOa and AfXcOg in equation (6.7), which predicts a voltage-
p02 relation 0.4V higher than the Li20-Li line. Compounds within the LiB0 2 -B20 3-MOx-MOy
phase region would have an even greater voltage shift from Li20-Li, almost 0.9V, for a given
P02 (Figure 6-4(c)).
We find the silicates data (Figure 6-4(d)) to be similar to the borates. Many points in Figure
6-4(d) can be accurately modeled by considering AbXcOd-AfXcOg in equation (6.7) to be
either Li4SiO 4-Li2Si2Os or Li2SiO 3-SiO2. Compounds falling within these regions should have
voltages that are shifted by 0.4V and 0.7V higher than the Li20 line, respectively.
For phosphates, the voltage shift can be even greater than the borates and silicates. The
Li3 PO4 -Li4 P2 0 7 phases in equilibrium with binary metal oxides is predicted to give about
1.1V higher voltage for a given p02 than Li20 equilibrium, which is observed for many of
the phase regions over 2V in Figure 6-4(e).
The theoretical safety of sulfates is difficult to determine from a theoretical standpoint
because the decomposition phases often include gaseous S02 and SO3. Upon heating, the
free energies of S02 and SO3 will be stabilized more than the solid phases due to their
higher entropy, making our ambient temperature analysis only partly applicable.
Nevertheless, the sulfates data presented in Figure 6-4(f reveals several insights. Around
2V, equilibrium with Li2SO 4 will result in a significant boost to voltage for a given pO2
compared to the Li2O theory line. We note that the position of the Li2SO 4 -S-MOx-M0y line is
shifted slightly towards lower voltages in our computations and theory lines compared to
what would be seen in experiments due to the inaccuracy of GGA in S->S6+ transitions
(Table 6-1).29
For sulfates, many phase regions are in equilibrium with either S02 or S03 gas before
reaching P02=0, where oxygen release is thermodynamically favored. Thus, it is expected
that S02 or SO3 outgassing will occur prior to 02 release for many sulfates systems. The
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safety of sulfur-based cathodes might therefore rely on the potential interactions of S02
and S03 gases with the electrolyte rather than 02.
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Figure 6-5 Regression fits to polyanion data for conversion (a) and insertion (b) using data
points above 2V and with PO2 < 0. The differences between conversion and insertion can be
explained by the degree of instability applied to the charged cathodes for insertion reactions.
Overall, we find that all polyanions deviate significantly from the Li20 theory line. However,
in section 6.3.1 we found that oxides also deviate from the Li20 theory line. To clarify
whether polyanions are on average more safe for a given voltage than oxides, we fit least-
squares regression lines to the data presented in Figure 6-4. We only consider points above
2V and with p02<0 so that our fit only includes phase regions that could be considered
interesting for application in cathodes.
The regression lines are shown in Figure 6-5(a). Surprisingly, the results demonstrate that
borates and silicates show very similar stability to the oxides for a given voltage, especially
for voltages greater than 3V. The results indicate that we should not expect borates and
silicates to be intrinsically safer than plain oxides at a given voltage. Thus, the presence of
X-O bonds will not necessarily lead to greater safety at a given voltage.
In contrast to borates and silicates, phosphates are clearly more safe for a given voltage
than the oxides. According to Figure 6-5(a), the difference in phosphate and oxide voltage
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safeties will be most pronounced at low voltages. This might explain, for example, why low-
voltage FeP04 (3.5V) is fairly safe whereas higher-voltage MnPO4 (4.1V) and CoPO4 (4.8V)
are considered unsafe. As discussed earlier, the safety of the sulfates at high voltages will
likely depend on S02 or S03 outgassing rather than 02 release. Interestingly, we find that at
low voltages, the intrinsic safety of phosphates is actually higher than that of the sulfates.
6.4 Li insertion voltages and safety
We now turn our attention to insertion-based cathodes. In contrast to the conversion-
based data studied in Section 6.3, insertion cathodes usually operate out of equilibrium. We
note that we define two types of instability for these compounds. We use the term safety to
refer to cathode decomposition with 02 release. We use the term instability to refer to
cathode decomposition into non-active solid phases, which would reduce capacity
retention but not cause thermal runaway.
Insertion will in general modify the E vs. PO2 trends from equilibrium in two ways:
1. The release of 02 from the charged state may be inhibited by kinetic limitations.
Conversely, a non-equilibrium process may accelerate the release of 02.90 However,
as we found in Figure 6-1, our computed equilibrium PO2 is a reliable indicator of 02
release temperature in practical insertion cathodes. Thus, we do not consider the
effects of non-equilibrium 02 release in our analysis.
2. The voltage will be modified depending on the degree of instability of the lithiated
and delithiated compounds from the equilibrium phases. The voltage will be
reduced with increasing instability of the lithiated compound, but will increase with
increasing instability of the delithiated compound. Commercial intercalation
cathodes are generally stable in their lithiated form (as they are synthesized in this
state) and electrochemically charged to a metastable delithiated state. This situation
will increase the voltage from the results in Section 6.3 and is the main effect of non-
equilibrium that we consider in our analysis.
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Given these considerations, the difference between conversion and insertion E vs. p02 lines
can already be estimated by considering the degree to which the delithiated state can be
destabilized from equilibrium. For example, if we assume a stable lithiated state and allow
up to 1 eV/Li destabilization of the delithiated state, we can obtain a 1V positive shift to the
E versus pO2 line determined for conversion. However, we note that there will be practical
limits to how much we can operate a charged cathode out of equilibrium. Increasing the
instability of the delithiated state increases voltage at the greater threat of cathode
decomposition to inactive phases that will reduce capacity retention. The equilibrium
results of Section 6.3 therefore already serve as a good indicator of the E versus p0 2
behavior can be expected for highly stable cathodes.
6.4.1 Voltage and p02 in insertion systems
We now present data voltage and p02 for insertion cathodes using the high-throughput
battery data set discussed in several papers 29,155 -158 and in Section 5. To obtain reliable
data, we filter the data using the following conditions:
e We consider only chemistries with oxygen and zero or one of the following atoms
{B, Si, P, S}. We remove from the analysis compounds containing any other
nonmetals (e.g., N, F, Ge, As).
e We restrict the instability of the charged compounds to 150 meV/atom as a limit to
'cycling stability'. For a typical LiMXO 4 compound, this would correspond to 1.05
eV/Li.
e We consider only charged states that have a 'synthesizable' discharged state. This is
assessed by the presence of a topotactic lithiated compound with at most 75
meV/atom instability.
* We only consider one charged structure per composition; the structure chosen is
the one that has the lowest instability in the discharged state.
e For each charged state, we use the topotactic discharged state that is closest in
composition to determine the charged state voltage. This best indicates voltage at
the end-of-charge.
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* We restrict our data to one-electron-or-less redox processes of the metals {Ti,
V,Cr,Fe,Mn,Co,Ni,Cu,Mo}. The redox pair is determined via a bond-valence sum.91
The computed insertion voltages and P02 for 855 charged cathodes are shown in Figure
6-6. In many respects, the E versus p02 lines are similar for insertion and conversion
(Figure 6-6 and Figure 6-4), but with the insertion lines "shifted" to a higher voltage. This is
a direct consequence of examining compounds that are more stable in their lithiated state
than their delithiated state. Indeed, the voltage shift between insertion and conversion
should be proportional to the degree of instability of the delithiated state minus the degree
of instability of the lithiated state.
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Figure 6-6 Insertion voltages and equilibrium P0 2 for charged cathodes.
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Instability Instability Difference in
lithiated delithiated instability
(meV/atom) (meV/atom) (meV/atom)
Oxides 33 72 39
Borates 41 83 42
Silicates 31 83 52
Phosphates 29 38 8
Sulfates 12 10 -2
Table 6-3 Difference in stabilities of the delithiated and lithiated states in our compounds data
set. The greater the instability difference, the larger the shift to the conversion voltage that can
be obtained.
To explore how instability shifts the E versus p02 plots from equilibrium, we compute the
average degree of instability for lithiated and delithiated states in our data set and report
them in Table 6-3. Table 6-3 demonstrates that our polyanion data set is unbalanced in the
degree of instability tested. For the phosphates and sulfates, our data set on average
includes systems that are only somewhat more unstable in their delithiated state versus
their lithiated state. Thus, the E versus p02 trends for these systems will be similar for
conversion and insertion. This is particularly evident when comparing the sulfates data in
Figure 6-4(f) and Figure 6-6(0; the data is virtually unchanged, although less data is
available for insertion. We note that the insufficient amount of sulfates insertion data
affects the appearance of our regression fits for sulfates conversion (Figure 6-5(a)) and
insertion (Figure 6-5(b)), making the two fits appear qualitatively different.
That the phosphates data is also only slightly modified is evident in our regression fits for
conversion and insertion in Figure 6-5. At low voltage, the equilibrium p02 for phosphates
insertion and conversion voltages are very similar; at higher voltages, the equilibrium p02
is smaller for a given insertion voltage than for the same conversion voltage. This is a
consequence of driving the delithiated state out of equilibrium to achieve higher voltage.
In contrast to the sulfates and phosphates, Table 6-3 demonstrates that our data set for
borates and silicates contain on average highly unstable delithiated states (over 80
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meV/atom) paired with relatively stable lithiated states (about 30 meV/atom). The
situation is similar but less pronounced for the oxides. This aspect of our data set leads to a
greater shift between conversion and insertion E versus P02 lines relative to the
phosphates and sulfates (Figure 6-5). In particular, within our data set the borates and
silicates have similar E vs. P02 behavior as the phosphates. It is unclear whether charged
borates and silicates being further from equilibrium in the charged state is a random aspect
of our data set or a true chemical trend. In this sense, the conversion analysis presented in
section 6.3 is a more unbiased measure of the relative difference between polyanions.
Compound Instability Voltage log(p02) Maximum
(meV/atom) (V) insertion
capacity
(mAh/g)
LiMn(S04) 2  13 4.50 -54 103
Lii.sMnSiO 4  92 4.30 -59 83
Fe4(PO4)3 98 4.25 -69 52
Fe(P0 3) 3  67 4.44 -88 89
LiFe(P0 3)4  45 4.01 -99 69
V3(PO4)4 111 4.33 -51 280/145
Li3/8 MnBO3  100 4.00 -68 139
Li2V2 (PO4) 3  63 5.12 -71 190/66
LiCr2Mo(P 20 7)3  15 4.06 -54 175 / 72
Table 6-4 Charged compounds for which the insertion voltage is over 4V and the computed
log(p0 2) < -50. The maximum insertion capacity into compounds is also presented. For some
compounds, two capacities are given; the latter capacity excludes V2/ 3,Mo 2 /3, and Cr2 /3 redox
couples as these are too low in voltage.156
To see whether our data set contains any interesting high-voltage, safe cathodes, we
present in Table 6-4 all compounds between 4 and 4.6V and with a log(p02) less than -50
(corresponding to 02 release around 2504C according to Figure 6-1). Of the 855
compounds in the initial data set, only 10 compounds (-1.2%) meet the criteria,
underscoring the difficulty of creating high-voltage, safe cathodes even with polyanions.
Within the candidate list, most charged states do not have an insertion capacity high
enough (120 mAh/g or greater) to be competitive cathodes, even at high voltages. Some of
these compounds could be further charged to improve capacity, but they would no longer
meet the safety criteria. Of the four candidates, two are previously known (Li2V2 (PO 4)3 and
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Li3/8MnB03)155,236-238. The remaining two candidates, LiCr 2 Mo(P207)3 and V3 (PO 4)4, have
competitive capacities assuming metal reduction to 2+. However, previous work'5 6 has
shown that the Mo2/3, Cr2 /3, and V2 /3 redox couples in phosphates will unusable due to low
voltages (<3V). Thus, the practical capacities of these compounds (assuming reduction to
3+ only) will not yield competitive new cathodes (Table 6-4). Therefore, while we did find
the potential for high voltage and high safety, we did not meet the added constraint of high
capacity.
6.4.2 Statistics on redox couple and polyanion
To better understand the factors determining safety and voltage, we plot in Figure 6-7
statistics of the insertion data from section 6.4.1 organized by redox couple and polyanion.
Figure 6-7(b) clearly shows the inductive effect increasing voltage for a given redox couple.
The voltage generally follows the order: oxide < borate < silicate < phosphate < sulfate,
which is not surprising given the linear relation between voltage and Pauling
electronegativity of X previously determined by Arroyo et al.2 04 . A more surprising trend is
that Figure 6-7(a) demonstrates that for a given redox couple, the equilibrium p02 is
actually higher in the polyanion systems than in the oxides, supporting the earlier
computational study by Hautier et al.156 This result would also explain why C03+ in CoPO4 is
much more prone to 02 release compared to C03+/Co4+ in Lio.sCoO2.
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Figure 6-7 Statistics for equilibrium P02 (a) and voltage (b) for different redox
couple/polyanion combinations. The circles indicate average values for the insertion data
set; the area of the circle is proportional to the square root of the number of data points.
The error bars indicate one standard deviation spread in the data.
Thus, while sections 6.3 and 6.4.1 demonstrated that the safety of polyanions is higher than
oxides for a given voltage, when performing the comparison for a given redox couple the
safety of polyanions are actually reduced from oxides. Although this was has not been
pointed out in the battery field, this trend can be rationalized through the inductive effect.
In polyanions, the inductive reduces the M-O covalency; the reduced strength of M-O
bonding pulls the M3d antibonding orbitals down in energy but the 02P bonding orbitals
higher in energy. While the lower position of the M3d orbitals increases voltage, the higher
position of the O2p orbitals makes these orbitals easier to reduce, facilitating 02 gas release.
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That the polyanions show poorer safety for a given redox couple could also be deduced
mathematically by considering a phase region in which oxidation occurs through the
reaction:
1
AE0 = MXa~b + -02 -+ MXaOb+l (6.9)
where M represents a metal, X represents a nonmetal, a and b are coefficients, and AEOx
represents the oxidation energy. This oxidation energy can be directly related to the
equilibrium oxygen chemical potential:
AEOX =- RTIn(p0 2 ) (6.10)2
Equation (6.10) shows that more negative oxidation energies correspond to lower oxygen
partial pressures. In general, oxidation energies for a given redox couple are more negative
for the equation (6.9) for the plain oxides than for polyanion systems. For example, we
compute the energy of MnO oxidation to Mn203 (Mn2/ 3 in oxides) to be -397 kJ/mol-02,
whereas the energy of Mn2P207 oxidation to MnPO4 (Mn2/ 3 in phosphates) is only -150
kJ/mol-02. Thus, for a given redox couple the addition of a polyanion group reduces safety
compared to the oxides.
We investigate whether tuning the redox couple and polyanion together present the
opportunity to design safe, high-voltage cathodes. A few redox couples come close to being
in both a good range for voltage (4-4.6V) and safety (log(p02)<-50): Mn2/ 3 in sulfates
(4.56V, p02=-53.5), Mo4/ 5 in phosphates (E=3.84V, p02= -61), and Fe 2/ 3 in sulfates (3.84V,
p02=-77).
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Figure 6-8 Redox couple/polyanion combinations for which the average voltage lies between
3.8-4.8V and log(p0 2) is under -25. Orange rectangles represent combinations that meet both
criteria, purple rectangles represent combinations that meet only the voltage criteria, blue
rectangles represent combinations that meet only the P0 2 criterion, and gray rectangles
indicate combinations for which neither of the conditions is met. Several combinations are not
present in our insertion data set and are represented by dark grey squares.
We can open up the design space somewhat by relaxing the safety requirement to p02=-25
(decomposition temperature around 200*C according to Figure 6-1). Figure 6-8 plots the
voltage couples that on average match design criteria of voltage between 3.8 - 4.8V and p02
< -25. We see that of the redox couples investigated, a total of 12 redox couple/polyanion
combinations are attractive. This set includes one oxide (Cr3/4), two borates (Cr3 /4, Mn3/4),
three silicates (C03/4, Cr3/4, Mn3/4), three phosphates (Mn2/3, Mo4/5,Mos/ 6) and three sulfates
(C02/3, Fe2/3, Mn2/3). Thus, although we found the polyanion systems to be less safe than the
oxides for a given redox couple, they offer the best potential for discovering high voltage
cathodes at reasonable safety. However, it should be noted that many polyanion systems
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require two-electron reactions in order to obtain competitive capacities, which will further
restrict the search for safe, high-voltage cathodes to very narrow chemical spaces.
6.5 Discussion & Design of High-Voltage, Safe Cathodes
The design of new cathode materials that exceed the energy density of those currently on
the market while retaining safety is a complex optimization problem. A high intrinsic
safety will be especially important for polyanion-based cathodes because they generally
require nanosizing to achieve good rate capability, which can increase reactivity with the
electrolyte and thereby reduce practical safety.239
While one way to increase energy density is to increase capacity rather than voltage, these
efforts have largely been hindered by the difficulty of discovering materials capable of
exchanging two electrons per metal. Raising the voltage is attractive because voltage
increases not only energy density but also power delivered for a given current density. In
addition, high-voltage cathodes will be essential to high energy density if paired with
anodes that are significantly higher in voltage than Li metal, e.g. lithium titanate. 240,241
Previous work by Godshall et al. found that safety and voltage follow an inverse
relationship that was unchanged by chemistry or structure.209 Our work revealed that the
rigidity of this observed trend was due to the limitations of the data set examined by
Godshall et al.;209 even within lithium metal oxides, there are several different types of
phase equilibria above 2V that boost voltage above that predicted by Godshall et al. 209
We presented a general form of the equation proposed by Godshall et al.209 that could be
used to estimate E vs p02 trends for many different chemical systems. In particular, we
estimate that the safety of Na-based cathodes will on average be lower at a given voltage
than their Li counterparts. However, the deviation from the theoretical trends is also
greater for Na than for Li. Further experimental research into the safety of Na-based
cathodes is needed to clarify their performance versus Li, especially when using Na-based
electrolytes.
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For insertion reactions, we found that polyanion chemistries provide an intrinsic safety
advantage compared to the oxides at a given voltage. However, this advantage was not
observed for borates and silicates when examining conversion data. Thus, it is unclear
whether borates and silicates offer a safety advantage over oxides.
We found the unintuitive result that for a given redox couple, the polyanion systems had on
average a higher p02 (and thus greater potential for 02 release) than oxides. Thus, the
voltage gains due to the inductive effect for a given redox couple are also partially offset
due to a decrease in safety. We rationalized that the decrease of safety is due to the
inductive effect raising the energy of the O2p states, making them easier to reduce. This may
explain why we find borates and silicates to be about the same thermal safety as oxides at a
given voltage: the small voltage gain is completely offset by the safety loss for a given redox
couple.
By examining statistics on voltage and p02 of redox metal/anion combinations, we
determined the combinations that might yield both high voltage and acceptable safety.
Indeed, several of these combinations were the ones that produced the safe, high-voltage
(but low-capacity) cathode predictions in Table 6-4. Working the set of promising redox
metal/anion combinations into practical cathodes may be difficult. The Cr-based
combinations will be difficult to commercialize due to concerns about Cr toxicity. The
sulfate-based combinations will generally yield low capacities due to the large weight of the
S0 42- anions. The remaining combinations - Mn3/ 4 borates, C03/ 4 & Mn3/4 silicates, and
Mn2/ 3, Mo 4/5 , and Mo 5/6 phosphates should be further explored. Of these, the Mo4-6in
phosphates combination has the potential for 2 e- at high voltages while retaining good
safety. This combination was also suggested by Hautier et al.15 6 as promising from their
high-throughput study, and would benefit from further exploration.
Overall, our study suggests that the quest for both safe and high-voltage cathodes requires
designing in a narrow chemical space. To achieve high energy densities with good safety, it
might be more practical to mitigate safety concerns by engineering the electrolyte 242, using
alternate electrolytes, 243,244 or by adding surface coatings to cathode particles 245 ,2 46.
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6.6 Conclusion
We investigated computationally the effect of cation, metal, and polyanion in determining
the relationship between voltage and equilibrium partial pressure of oxygen. Regarding the
choice of cation, our study revealed that Na-based cathodes may be on average less safe for
a given voltage than Li-based cathodes, whereas Ca- and Mg-based cathodes will likely have
comparable or (in the case of Mg) slightly lower safety. Although we found that polyanion
groups tend to increase safety for a given voltage, they tend to decrease voltage for a given
redox couple. We hypothesize that both observations could be rationalized through the
inductive effect. Finally, we reported several metal/polyanion combinations that might
produce cathodes with both high voltage and high safety. However, the relatively small
number of such combinations suggests that either voltage should be kept low to moderate,
or alternative methods of ensuring the safety of cathode particles (e.g. electrolyte
engineering or particle coatings) must be employed.
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7 The Materials Genome: a resource to accelerate materials
innovation
In Sections 2 and 3, we tackled fundamental issues in high-throughput computational
screening: computing methodology and accuracy of total energy across diverse chemical
spaces. In Sections 4 and 5, we used this groundwork to screen materials in two distinct
applications: Hg sorbents and Li ion batteries. The same approach could extend to other
applications, such as C02 capture or hydrogen storage. Indeed, colleagues in the Ceder
research group are currently using the infrastructure described in Section 2 to design new
thermoelectric and solar photovoltaic materials. In this section, we how the high-
throughput computations and methodology described in this thesis could be made useful to
the worldwide materials research community through a 'Materials Genome' web resource.
7.1 Vision of the Materials Genome
The vision of the Materials Genome is to help researchers discover and optimize new
materials in accelerated time frames. Researchers have now discovered about 100,000
inorganic compounds, 64,65 but little is known about the properties of the majority of these
compounds. This makes it difficult to determine which materials may be useful for
technological applications. For example, although crystal data for LiFePO4 was first
reported around the same time as the invention of Li ion batteries (the late 1970s),176 it
took 20 years for researchers to perform the first electrochemical studies on LiFePO4 as a
potential cathode material.159 Our own high-throughput study of Li ion battery cathodes
revealed several promising cathodes which were either previously known 247 or were fairly
minor adjustments to known materials (as in Li9(Mo,V) 3 (P20 7)2(PO 4)2, described in Section
5). These examples illustrate the pitfalls of relying on researcher intuition alone to design
materials.
The Materials Genome will address the materials design problem from several angles.
These broad goals of the Materials Genome are described in the following subsections.
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7.1.1 Provide a comprehensive, searchable database of materials properties
The Materials Genome will calculate fundamental, computable properties of all kwown
inorganic compounds and generate a searchable 'encyclopedia' of materials properties.
This data will allow researchers to target experimental studies to the most promising
materials candidates for a given application. By increasing the 'hit rate' of experimental
research, the Materials Genome could substantially reduce the time needed for the
discovery and deployment of new materials.
7.1.2 Guide researchers in predicting new materials.
In addition to computationally characterizing known compounds, a major goal of the
Materials Genome is to help discover and compute the properties of yet unknown
compounds. However, predicting stable chemical compositions and their crystal structure
is an extremely difficult task given the vastness of chemical space. Recent work by Hautier
et al. indicate that data-mined information on chemical trends can help reveal which
compositions are likely to be compound-forming and, in some cases, even suggest likely
synthesis conditions. 48,151 The methods were used in the discovery of
Li9(Mo,V)3(P20 7)2(PO 4)2 described in Section 5 as well as a family of Li-containing
sidorenkite materials for Li-battery cathodes.1 57,158 Although Hautier et al.'s results were
published only recently, an outside research group has also synthesized one of the
published predictions (SnTiO3 ilmenite) as a thin film. 24 8
Experimentalists searching for stable modifications of known materials could benefit
greatly from these structure prediction algorithms. In addition, these algorithms could help
identify the crystal structure for the tens of thousands of compounds for which a
composition and x-ray diffraction data are known but no structure has been determined.
7.1.3 Develop methods and tools for interpreting computed data
DFT calculated data can be difficult to apply to real materials; indeed, it is usually the case
that calculated data requires a physical model in order to be useful.8 The Materials Genome
will make it easier to interpret DFT data by presenting it in forms familiar to all materials
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researchers: phase diagrams, Ellingham diagrams, Pourbaix diagrams, etc. We expect that
this effort will lead to better adoption of DFT computed results by the experimental
community.
The Materials Genome will document the assumptions, approximations, and typical
accuracy of using DFT to produce such analyses. The documentation will not only help
researchers understand the limitations of the approaches but could also be used as an
education tool for teaching the fundamentals of electronic structure calculations and their
application to materials science.
7.1.4 Maintain an open-source codebase for materials analysis
The Materials Genome will develop and maintain a set of materials analysis codes that will
serve as the backend to the web site. Typical functions of the analysis libraries include:
" Manipulating crystal structures (cleaving surfaces, generating defects, creating
ordered structures given partial occupancies on sites, etc.)
* Generating and running ab initio computations, similar in spirit to the AFLOW
software 5 ,249 used by several research groups (and this project) but designed for
easier job management.
" Interfacing with a database system (either the Materials Genome database or a
user's internal database) to store, manage, and query computations.
* Analyzing the results of electronic structure calculations (e.g., numerically
extrapolating band gaps from density of state calculations).
While many materials analysis tools will be built by the Materials Genome development
team, other tools will require the time and expertise of outside researchers. The Materials
Genome will release the libraries under an open-source license so that they may be
extended and improved over time by outside developers. Researchers could also integrate
these libraries into other modeling or thermodynamic software.
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7.1.5 Consolidate materials information
A large amount of important materials data is currently outside the reach of computations.
Such data include typical microstructures, synthesis procedures, gas/liquid phase data, or
common uses of materials. The Materials Genome aims to consolidate computational and
experimental data into a single resource to form a more complete picture of each
compound.
Finding materials data can be a time-consuming task; an immediate benefit to data
consolidation would be quicker access to data. Data consolidation would also clarify the
accuracy of the calculations in predicting experimental measurements. This would in turn
help theoretical researchers design new exchange-correlation functionals that improve the
accuracy of the calculated data.
Experimental data might be obtained through collaborations with facilities producing the
data, e.g. synchrotrons. The arrangement would be mutually beneficial as experimental
researchers would obtain high-quality computational data to interpret their experiments
and storage of their results in a repository that other researchers can access (leading to a
greater number of citations). The Materials Genome will also obtain experimental data
through crowdsourcing: users will able to directly create and edit Wiki-like pages that
supplement the computational data about each compound (Section 7.2.3.2). The end
product, a computational encyclopedia of materials ('Materialspedia'), could become a
primary resource for general materials information.
7.2 First prototype of web site
The author and several collaborators (as discussed in section 7.2.1) have built a prototype
Materials Genome web site that is now live and accessible by the general public. The
current URL of the Materials Genome is http://www.materialsgenome.org, but it should be
noted that the project name will be modified. The dataset for the prototype site was
computed using the methods described in Section 2 and incorporates most compounds in
the 2006 release of the ICSD 64,65.
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7.2.1 History
The Materials Genome web project has its roots in high-throughput efforts1447 08 by the
Ceder research group and Computational Modeling Consultants, including contributions
from G. Ceder, K. Persson, D. Morgan, S. Curtarolo, C.C. Fischer, and T. Mueller. The present
Materials Genome project was rebuilt from the ground up from these earlier efforts,
growing out of the collaborative battery screening project described in Section 5 with
major contributions from the author and G. Hautier and improvements to the calculation
convergence methods by C. Moore.
The first Materials Genome web site and server was launched in October of 2010 by the
author and an external web developer, E. Chtykov. The initial site contained a substitution
predictor, ternary oxide predictions, and a structure matcher web interface to methods and
results reported by Hautier et al. 48,1s1 Around the time of the initial launch, the MIT team
began formal meetings with K. Persson and M. Kocher about migrating the Materials
Genome project to Lawrence Berkeley Lab.
In February of 2011, S.P. Ong began development on the web site, collaboratively
redesigning the site with the author, creating several additional tools with the author and
E. Chtykov (Materials Explorer, Reaction calculator, Details page), and leading the
development of a phase diagram app (March 2011) based on the database and
collaborative codebase described in Section 2. S.P. Ong also began migrating key
components of the Java codebase to Python in anticipation of the LBL redesign.
By late May of 2011, a fairly comprehensive early prototype of the Materials Genome site
was operational and online. The Materials Genome subsequently allowed users to login to
obtain easier access to data (all data and tools are accessible without login, but require
CAPTCHA verifications).
Major development on the prototype web site is currently on hold in preparation for a
rebuild and re-launch (expected to be deployed in late 2011) with collaborators at
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Lawrence Berkeley Lab (LBL) and the National Energy Research Scientific Computing
Center (NERSC).
7.2.2 Infrastructure
The prototype Materials Genome web site is built on top of two different backend
codebases: the Java codebase described in Section 2 and a Python codebase expected to
form the backend of the next-generation Materials Genome. As the current site architecture
attempts to form an intermediary between the two codebases (Figure 7-1), it duplicates
many functionalities and its organization is non-intuitive. However, by using universal
communication protocols, such as AJAX requests, CGI scripts, and JSON-based data
exchange, components act as 'black boxes' than can be modified or removed as needed.
Thus, much of the prototype web site can be reused in the next-generation Materials
Genome.
users
ReactionCalcultor
SubstitutionPredictor
VASPTools
DetailsView
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Figure 7-1 Infrastructure of the prototype Materials Genome web site, July 2011. The
frontpages of the site are served by an Apache HTTP Server. Content management systems are
used to maintain the blog (Wordpress) and documentation (MediaWiki). Apps are served either
via Tomcat or via a Python CGI script, depending on whether the app is coded in Java (Reaction
Calculator, Substitution Predictor, some VASPTools, Details View) or in Python (Materials
Explorer, PDapp, remaining VaspTools). There are two PostgreSQL databases: one database
contains web user information and another contains the computed data. Authentication is
handled by the Tomcat server; the Python CGI layer refers authentication requests to Tomcat.
The Tomcat server in turn sends login requests to OpenID providers (currently Yahoo, Google,
and OpenID) and CAPTCHA verification requests to Google.
7.2.3 Components
7.2.3.1 Front page
The Materials Genome front page (Figure 7-2) provides project information and serves as a
launch pad for the various apps. A live feed to the blog presents the latest project news,
which users can subscribe to via RSS. The front page also includes links to social media
(currently a Facebook page and Facebook 'Like' button) through which users can connect
with one another and receive announcements.
The front page links to the following pages (not shown):
e Vision of the Materials Genome project
* Publications and press concerning the Materials Genome
* Support form
e Links to other materials information sites, e.g. crystal structure and experimental
databases
* A blog updated with the latest news and features
e A Wiki that contains manuals for the apps, describes our methodology, and reports
the typical accuracy for various property computations
e Login page
The front page is currently being expanded to produce additional dynamic information.
Each page load will display a random structure prediction to encourage researchers to
stumble upon new compounds of interest. The front page might also display results of the
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most recent computation, the total number of computations available, or particularly
'popular' compounds.
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Figure 7-2 Prototype Materials Genome front
functionality is in progress).
page, July 2011 (note that the 'Daily Prediction'
asu disovery
7.2.3.2 Materials Explorer and Details View
The Materials Explorer app lets users search for compounds by chemistry, structural
details, or property (Figure 7-3). It is the main tool for data exploration and materials
screening. The prototype Materials Explorer is divided into a 'search pane' and 'results
pane'; each pane is tabbed and can show multiple windows. The 'results' pane, for example,
displays both a table of compounds meeting the screening criteria and several 'Details
Views'. The Details View is intended to provide comprehensive computed information
about a single compound of interest. The prototype Details View (Figure 7-4) displays an
interactive structure viewer and lists structural parameters, calculated total energies, and
thermodynamic quantities. Both the Materials Explorer and Details View allow users to
export data in multiple formats for further analysis.
While the prototype Materials Explorer allows provides basic search capabilities, future
releases will greatly increase its capabilities. For example, users will be able to save results
for future reference, or search within a set of previous results. They will also be able to set
up 'query alerts' in which users can define a set of criteria be e-mailed whenever new
compounds meeting the criteria are entered into the database.
The future Materials Explorer will also incorporate many of the data exploration tools
already described in Section 2.3.4. For example, plotting tools will allow users to quickly
determine basic trends in data. Users will additionally be able to define custom query
filters that allow for richer searching. One such example would be matching results to a
crystal structure or XRD pattern uploaded by the user.
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Q1 MATERIALSEXPLORER(ap)
Basic Chemistry Advanced
UU
Nube ofEeet: hmclFoml: Srutr
Nest 6 results
Search Results 1-6 of 6
Copy *CSV~ Excel~ PDF
104034 i20 3 -14.314 -4.771 0.000
88074 Li2O 3 -14.313 -4.771 0.000
88071 Ll2 0 2  8 -38.803 -4.8503 nul[
88077 U202 8 -37.695 -4.712 null
98988 U20 8 -37.693 -4.712 nW
94557 U2 02 8 -38.802 -4.850 null
Figure 7-3 Screenshot of the Materials Explorer app, July 2011. The screen is divided into the
search pane (top half) and results pane (bottom half). The 'Advanced' tab of the search pane
contains additional search fields; it is initially hidden so that the initial search page is more
inviting to novice users. The results pane contains a tabular view of the results satisfying the
user's criteria, and (not shown) tabs that contain Detail Views of compounds the user clicks
(Figure 7-4).
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Figure 7-4 Screenshot of the Details View for LiTiS2, July 2011. The crystal structure graphic is
interactive; the amount of information for the compound is minimal in the prototype Details
View, but will be more expansive in future generations of the Materials Genome. User-
contributions to the data for LiTiS2 will help provide information beyond that provided by the
computations.
Future work on the prototype Details View will improve both its features and its potential
for collaborative expansion. A simple improvement to the Details View will be to include
more properties (as described in section 7.4.2), such as DOS, band structure, or calculated
XRD pattern. We also plan to make the 'Details view' much more informative for expert
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users who are familiar with DFT calculations. In particular, expert users could examine
plots of convergence behavior, time to converge, parameters used for the calculations,
reported runtime errors, and calculations on the same structure but with different
parameters (e.g., GGA vs GGA+U data on the same compound). Providing this information
will help address the important issue of verification and validation in the modeling
community: theoreticians developing new simulation codes often only have access to a
limited set of dependable calculated results for testing and benchmarking. The Materials
Genome would provide a comprehensive set of well-documented calculations that could be
used for this purpose. The Materials Genome database could also link to databases
dedicated to this effort, such as ESTEST.28
In the interest of helping users stumble upon interesting compounds, the Details View
could include links to compounds similar to one the user has clicked on (or 'Liked') before.
As an analogy, many modern e-commerce sites have a 'Similar products you may like'
section; the Details page could analogously produce 'Similar compounds'. The similarity
map could be data-mined via user behavior, or could be determined by chemistry and
structure prototype. For example, the details page for BaTi0 3 could display a visual web of
compounds related by crystal structure (i.e. perovskites) or chemistry (alkali-earth ternary
metal oxides).
One of the primary ways in which the Details View can be expanded is through user
contribution. For example, users will also be able to tag compounds with their own
<propertyvalue,reference> triplets (similar to a Resource Description Framework data
format) that can be shared publicly. Such functionality will allow users to enter, for
example, known experimental data about a compound that can then be searched in the
Materials Explorer by all users.
In addition to easily-searchable triplets of information, each compound in the Details View
will have a Wiki-like space where users can contribute more substantial remarks, images,
etc. This could expand the encyclopedia-like nature of the effort into a 'Materialspedia' that
contains comprehensive background information on all compounds. User contributions
might be encouraged through the application of game mechanics (awarding contributing
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users credits for easier access to Materials Genome results or appointing them an
'authority' on a material).
7.2.3.3 Phase Diagram App
The phase diagram app (PDApp) generates interactive phase diagrams for any chemical
system using the methodology described by Ong et al. 95 Development of the phase diagram
app was led by S.P. Ong and is therefore not covered in detail in this thesis. The prototype
PDApp (Figure 7-5) allows users to create phase diagrams, examine the details of phases,
produce a tabular view of the data, and perform grand canonical projections.
A limitation of the prototype PDApp is that it only produces OK (ground state) phase
diagrams, although temperature can be modeled in an approximate way for many gaseous
compounds. Future work may involve calculating phonon spectra (as described in section
7.4.2) to better estimate temperature effects on solid-solid equilibria.
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Control Center Li-Fe-O PD x I
Figure 7-5 View of the major portion of the Li-Fe-O phase diagram in the PDApp (July 2011),
developed primarily by S.P. Ong. The 'Control Center' tab is not shown; it allows users to select
a phase diagram using an interactive periodic similar to that shown for the Materials Explorer
(Figure 7-3).
7.2.3.4 Reaction calculator
In Section 4, we demonstrated how to screen technologically-relevant Hg sorbents using
reaction energies of compounds in the ICSD. Reaction energies are a critical indicator of
materials performance in a multitude of technologies, including hydrogen storage, C02
capture, and catalysis. A general tool that produces accurate reaction energies over all
inorganic compounds would be of tremendous benefit to the materials community.
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The Reaction Calculator App allows users to calculate the energy of any solid inorganic
reaction (Figure 7-6). It uses the methodology developed in Section 3 to produce accurate
reaction energies even when combining compounds with very different electronic states. In
addition, the Reaction Calculator is able to apply other adjustments that correct for known
errors with the GGA functional, such as the systematic errors that occur when oxidizing or
reducing an element 29 or errors in gas-solid reactions.100 The Reaction Calculator applies a
sensible default for the number of error-correcting mechanisms it applies in order to
produce accurate results without overfitting; these mechanisms can also be turned off by
the user (Figure 7-6). The Reaction Calculator automatically balances reactions, can
normalize reactions in many different ways, or apply energy adjustments to the
calculations.
The Reaction Calculator summarizes both calculated and known experimental data for each
reaction (Figure 7-6) using an internal database of about 1,000 experimental enthalpies.
The Reaction Calculator can combine experimental results from several different sources to
produce a result. This type of behavior is similar to the concept of a 'knowledge engine' (as
introduced by Wolfram Alpha), where software is able to pull data from many datasets and
combine them in a rational way. We expect that refinements to this procedure will allow
users to perform even more complicated queries. For example, users could query for
experimental data taken within a specific temperature range or perform additional
thermodynamic analyses.
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Figure 7-6 Screenshot of the Reaction Calculator, July 2011. The top half is dedicated to user
input and the bottom half is dedicated to results, as with the Materials Explorer (Figure 7-3).
The energy adjustments slider controls the degree to which experimental data is used to adjust
calculated energies. The reaction calculator automatically balances the reaction. The results
section lists overall and individual formation energies from the calculation and from known
experimental sources, listing each experimental source individually. Data from multiple
experimental sources can be combined to produce the overall experimental reaction enthalpy.
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As with the Phase Diagram app, a major limitation of the Reaction Calculator is that it
produces reaction energies at OK only. A planned improvement will allow temperature
modeling of gaseous species using known experimental data and the creation of
approximate Ellingham diagrams. As with the Phase Diagram app, modeling the effect of
temperature on relative energies between solid phases will require phonon calculations.
The prototype Reaction Calculator only reports one reaction energy at a time, making it
difficult to screen large data sets for an application as in Section 4. Future enhancements
will allow users to define a set of generalized reactions, e.g. all metal oxidation enthalpies
to binary oxides, using a tool such as the Materials Explorer or by uploading a reactions file
in a standard format (e.g., CSV or JSON). Such a tool has already been coded by the author
for the Java GUI and used in Section 4 for Hg sorbent screening.
7.2.3.5 Substitution Predictor
One of the great problems in materials science is the prediction of unknown compounds
and their crystal structures. The Substitution Predictor suggests likely new compounds and
their crystal structures using data-mining algorithms reported by Hautier et al.15 1 The
prototype Substitution Predictor (Figure 7-7) allows users to search for new compounds by
chemistry. As substitution prediction is currently not a real-time process and takes
between 2-20 hours of backend analysis per chemical system, the web site handles
prediction requests as follows:
1. The user fills out a web form to specify a target set of ions in which to search for
new compounds (Figure 7-7).
2. The Substitution Predictor automatically e-mails the user a link to start the
prediction process. This process ensures that prediction requests come from valid e-
mail addresses and limits the number of simultaneous requests from one user.
3. Once the user clicks the link, the Substitution Predictor automatically queues the
prediction job.
4. When prediction is finished, the Substitution Predictor e-mails users with a list of
predictions and their associated crystal structures. Users can examine the
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predictions for future synthesis or use the data to generate computations for future
study.
The prototype Substitution Predictor does not compute the properties of the candidate list.
A more effective method for structure prediction48 is to use a two-step procedure: the first
step generates a list of candidate structures and the second step uses DFT to calculate their
decomposition energies into known phases. This latter step significantly narrows the
promising candidates list to those with zero or small decomposition energies. Future
releases of the substitution predictor could automatically perform DFT computations on
the candidates list and inform the user of the most stable entries.
Future releases of the substitution predictor will allow users to choose between several
different structure prediction algorithms. In addition, users will be able to search not only
by chemistry but also by specific composition or crystal structure. Thus, instead of
specifying a chemistry of interest, a user may specify that the structure predictor try to find
novel 'perovskite' compounds.
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Examples of chemical systems that were recently run successfully:
[S:2-, Cu:1+]
[S:2-, Zn:2+, Pb:2+, 0:2-]
[Ti:4+, 0:2-, N:1+]
[Ti:2+, 02-, Li:1+]
[Ge.4+. ln:3+, 0:2-, Li:1+]
Figure 7-7 Main portion of the Substitution Predictor interface, July 2011. The user specifies the
desired chemical space and a threshold that determines the number of results returned. The
substitution predictor e-mails the user results as a summary file of all compounds and their
crystal structures in .cif format.
7.2.3.6 Materials Tools
The Materials Genome is building a repository of online tools to aid in materials analysis
and input file generation. Currently, only two tools are available: one to convert between
.cif (a common crystal structure file format) and POSCAR (structure file format used by
VASP) files (programmed by S.P. Ong), and another to determine structural similarity
between compounds via affine mapping (programmed by G. Hautier). The tools section is a
relatively new component of the Materials Genome web site; additional tools are expected
to be released in the future.
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7.2.3.7 Datasets
The Materials Genome will serve as a repository for 'datasets': a dataset is distinct from an
app in that it contains static data that has been pre-analyzed. Datasets are may also be
presented in custom formats different from the apps. One example of a dataset is the list of
ternary oxide predictions published by Hautier et al.48 This list of predictions have been
verified to be computationally stable by the authors, checked for uniqueness, and
presented in a special format whereby researchers can find typical synthesis conditions
and a calculated phase diagram of the compound. Another example of a dataset would be
high-throughput screening data presented as supplemental information to a paper
(Appendix Table 9-4 is one such example). However, rather than presenting static tables
(as in Appendix Table 9-4), such datasets could link to the Details View of the original
entries, allowing outside researchers to examine not only the final results but the crystal
structures and calculation details for each data point.
7.3 Usage statistics of Materials Genome prototype
Although the initial launch of the Materials Genome web server was in November 2010,
many of the tools described in this thesis and user signups were not fully implemented
until late May of 2011. We present usage statistics for June 2011, the first full month of the
prototype site being in a 'semi-complete' stage (Figure 7-8).
Figure 7-8 shows that 24 new users signed up for the site in June (16 additional users had
already signed up by the end of May 2011). This rate of about one new user per day is
promising given the newness of the site, the lack of site marketing, and the fact that user
signup was not required to access any of the data or tools on the site (sign-up only speeds
data access by limiting CAPTCHA verification).
Figure 7-8 shows that the most heaviry-used app in June 2011 was the Phase Diagram app
with 363 requests, or about 12 requests per day. This statistic points to the usefulness of
presenting computational data in a format that can be understood by all materials
scientists. The next most used app was the Materials Explorer/Details view; as we extend
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the capabilities of the Materials Explorer, we expect usage of this app to grow significantly.
The Reaction Calculator was the third most used app, with an average of about 4-5 reaction
energies requested per day. The Reaction Calculator currently lacks the visual appeal and
easy input methods of the other apps, which might limit its use. Finally, the least-used app
over June 2011 was the Structure Prediction App. We believe this is largely due to the long
time delay between user input and final result. In addition, the requirement to enter an e-
mail address to receive predictions might deter some users.
structure
prediction
new users
reaction
calc.
details
materials
explorer
pdapp
12 requests
June 2011
24
138
227
290
363
Figure 7-8 Number of app requests (requests for data after filling out input fields) from
Materials Genome users in June 2011. We filtered out requests from MIT IPs and from logged-
in administrators to prevent counting requests from site developers.
7.4 Future site design and collaboration with Lawrence Berkeley National
Lab
While the prototype Materials Genome site now sees incipient usage, a team of developers
including the author are working on a successor to the site, which we will refer to in this
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work as the Materials Genome v2.0. The collaborators include researchers in the Ceder
research group (G. Ceder, G. Hautier, S.P. Ong), at Lawrence Berkeley Lab's Energy and
Environmental Science Division (Kristin Persson, M. Kocher) and Computational Research
Division (D.H. Bailey, D. Gunter), and at the National Energy Research Scientific Computing
Center (D. Skinner, S. Cholias, A. Greiner, & A. Kaiser). The interdisciplinary team includes
materials scientists, computer scientists, web designers, and mathematicians.
7.4.1 Infrastructure
As computing technology evolves, computing infrastructures that were once modern
become outdated as new tools and frameworks are developed. In particular, the
introduction and popularization of NoSQL-type databases in the last two years suggests
that the PostgreSQL-based infrastructure described in Section 2 and Figure 7-1 may be a
suboptimal choice on which to build the Materials Genome web site.
The database architecture, backend codebase, and computing infrastructure are currently
being re-built from the ground up by the LBL and MIT team. While many details of the new
architecture are still to be tested, several changes now appear close to deployment:
* The PostgreSQL database will be replaced by a NoSQL-type document-store
database, MongoDB
" The backend codebase for materials analysis will be built purely in Python
" The web server will employ Django rather than Tomcat
* Computations will be queued and submitted using a custom MongoDB management
system
Much of the web architecture redesign is still under discussion and is expected to be the
subject of a future publication.
7.4.2 Computing
In Section 2.2, we demonstrated that relatively sparse k-point meshes and loose
convergence criteria produce reasonably accurate total energies and cell volumes.
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However, we also demonstrated that these parameters can sometimes fail to produce
accurate energies or cell volumes. The Materials Genome v2.0 will use a higher plane wave
cutoff energy for all calculations (520 eV) and explicitly converge calculations with respect
to k-point mesh. In addition, it will use in almost all instances PAW pseudopotentials that
explicitly model a greater number of electrons. These changes will increase the initial
calculation budget, but will ultimately produce a more reliable dataset and avoid the need
to double-check calculation convergence.
The Materials Genome v2.0 will also compute many additional materials properties for
each compound. The types of calculations planned include:
e Density of states using a fine k-point mesh
" Band structure and related properties (e.g., band gap, electron effective mass)
* Equation of state (energy versus volume) for high-pressure studies
* Optical properties (e.g., absorption curves)
e Phonon spectrum
* Elastic constants
By providing information on a large number of fundamental properties, the Materials
Genome v2.0 aims to help researchers make technological impact in many diverse research
areas.
7.4.3 Data integrity
Ensuring the accuracy and integrity of data published online will be one of the major
challenges for the Materials Genome 2.0. The use of more accurate calculation parameters
as described in Section 7.4.2 is a first step towards creating high-quality data. However,
several post-calculation checks will also be needed before calculations are ready to publish
online for the general materials community.
As a first check, any errors reported by the VASP software will be analyzed and compared
against a known database of errors. Each error will be ranked in severity; calculations with
only minor errors that are not expected to affect results may simply be flagged on the web
188
site. Calculations with major errors will need to re-examined and perhaps re-run with
different calculation parameters.
A more challenging problem arises for cases in which the calculation might not report
errors but still produce inaccurate results. The Materials Genome v2.0 will develop
automated algorithms that can at least in part detect such physical errors. For example,
automated algorithms could detect structural anomalies such as unusual bond lengths
(based on known bond length data from the ICSD) or unusually large cell/atom relaxations.
Errors in the calculated total energy could be identified by determining the decomposition
energy of the material into known phases (as described in section 5.4). A compound known
experimentally but possessing a large decomposition energy suggests that the calculated
energy may be too high. Conversely, a compound not known experimentally but to which
experimentally-known compounds possess high decomposition energies indicates that the
calculated energy may be over-stabilized.
While the software may be able to detect a reasonable subset of numerical and physical
errors, we expect that the most comprehensive error checks will come from the materials
community after publication on the web site. Through usage of the site, experts on each
material as well as experts on the DFT method will examine the calculated results. These
users will be able to report suspicious calculations to the Materials Genome team and will
be a valuable asset to improving the quality of the dataset.
7.4.4 Data I/O
An important philosophy of the Materials Genome is to provide users with convenient data
export options. In addition to conventional data dumps (e.g. as CSV, XML, JSON, etc.), the
Materials Genome 2.0 will allow for 'live' access to the database. The LBL/NERSC team is
currently investigating the use of a REST-type interface whereby users could perform
database queries via a URL encoding scheme. This capability would allow users to write
their own custom apps that dynamically access the database. Such apps could also be
integrated into the Materials Genome web site as a hub dedicated to the distribution of
materials apps.
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In addition to data export, the Materials Genome v2.0 must also allow users to import their
data into the public apps. For example, the phase diagram app should allow users to upload
their own computed data (e.g., as raw VASP output data or in a universal file format),
incorporating both the user data and Materials Genome data into the final phase diagrams.
Future developments may make it possible to efficiently store and analyze all types of
electronic structure calculations, allowing users to directly important their calculations in
the Materials Genome database.
7.5 Conclusion
A major barrier to materials innovation is lack of information. Of the approximately
100,000 known inorganic materials, only a small percentage of known materials have been
thoroughly characterized. The result is that there currently exists little guidance on how to
design new materials. The Materials Genome project addresses this issue by generating
computed materials information and helping researchers find, share, and contribute
materials data.
We built a prototype Materials Genome web site that contains several apps to explore and
analyze data. In the first month after completing the prototype site, the site served over
1000 total app requests. The Materials Genome v2.0, currently being built in concert with
LBL and NERSC, intends to expand the number of properties presented for each compound,
improve the quality and integrity of the data, and provide additional tools for users to
collaborate and build upon the infrastructure. By providing materials researchers with the
information they need to design better, the Materials Genome aims to leverage high-
throughput computing and information technology to accelerate innovation in materials
research.
190
8 Conclusion
The use of density functional theory (DFT) calculations to understand materials is now a
common practice; a relatively new field is high-throughput DFT whereby hundreds,
thousands, or tens of thousands of computations screen new materials 'virtually'. While
high-throughput DFT has the potential to greatly reduce materials discovery time, its
impact is limited by a) a lack of software tools for performing such calculations and b) the
need for theoretical methods that are simultaneously accurate for diverse classes of
materials.
In this thesis, we described how to set up an infrastructure for high-throughput DFT
computations. The infrastructure has already been used to perform over 100,000
computations, demonstrating its scalability and robustness. We then presented a
systematic methodology to help ensure accurate total energy calculations across diverse
chemical spaces. Our particular implementation focused on mixing GGA and GGA+U
calculations, which allows systems with delocalized electrons to be accurately compared
against systems with delocalized electrons. Our groundwork in describing both details of
the practical implementation of high-throughput DFT and theoretical tools for its
successful application made it possible to focus next on concrete materials applications.
In a first application, we screened metals for use as Hg sorbents in coal gasification plants.
We demonstrated that simple computations of Hg alloy energies along with oxidation
energies could predict the best-performing Hg sorbents known experimentally. Our work
serves as a proof-of-concept that could be expanded to encompass a much broader class of
materials.
In a second application, we screened over 10,000 materials for Li ion battery cathodes, and
discovered a completely novel chemistry Li9V3(P 2 07 )3 (PO 4 )2. Although the author
discovered a synthesis route and characterized this material experimentally, we did not
disclose this information publicly for patent reasons. The material was independently
discovered and later reported by another research group. In this thesis we focused on
optimization of this new material through additional DFT computations. In particular, we
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found that the safety of this material could be improved through Mo doping; in particular,
we predicted that a larger usable capacity could be obtained by replacing 2/3V with Mo. The
author is currently working with colleague Jinhyuk Lee in the Ceder group to synthesize
and characterize the predicted Mo-doped compound.
While high-throughput computations are generally used for materials screening, the large
data sets generated by this procedure can also be used to gain scientific insight. In
particular, we used the data set from battery screening to test two conflicting assumptions
in the battery field: a) polyanion groups improve the safety of a material and b) that voltage
is linearly related to safety independent of chemical or structural factors. Our high-
throughput computations, as well as theoretical derivations, demonstrate that neither of
these hypotheses is strictly true. In particular, we found that only some polyanions
significantly improve safety for a given voltage (phosphate, sulfate). However, all
polyanions actually reduce safety for a given redox couple. In addition, we found that a
universal linear relationship between voltage and safety is somewhat accurate but can be
significantly altered, e.g. by the presence of polyanions. Therefore, the large data sets
generated by high-throughput computation can clarify the existence/non-existence of
trends that seem to be implied by only a few data points.
The number of applications that could be studied using our infrastructure and dataset are
not limited to those described in this thesis. To extend the impact of our calculations, we
developed a Materials Genome web site open to the general public. The site contains tens of
thousands of reaction energies, thousands of phase diagrams, and hundreds of predicted
new structures. In addition, users can browse computed data for over 20,000 compounds.
The Materials Genome currently has a small user base; many future improvements are
planned in collaboration with Lawrence Berkeley Laboratory to make it an indispensable
tool for materials design across several research fields. Thus, we expect that the work
presented in this thesis will not only contribute to the applications discussed herein, but
help make high-throughput computations accessible to the broader materials community.
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-5.267
-5.411
-4.715
-7.767
-9.086
-12.941
-6.455
30.71
692.06
206
307.42
64.18
857.46
42.49
0.025 -4.20
193
AE
(eV/atom)
"taccurate"
parameters
-3.741
-3.274
-6.652
-3.872
-2.004
-3.725
-8.317
-1.517
-1.095
-4.92
-1.896
-1.541
-10.945
-1.305
-5.269
-5.422
-4.715
-7.766
-9.083
-12.948
-6.456
29.42
Lil
Mg1
Mol
Nal
P1
Si1
Sm1
Til
Vi
Wi
Yl
Zn1
binaries
All Br3
All C13
All F3
All H3
All 13
All N1
"default"
parameters
16.37
18.09
817.32
73.36
41.45
11.98
11.36
187.2
71.71
146.38
20.17
45.73
15.65
36.73
759.68
40.81
101.74
34.19
13.5
16.19
65.58
-1.267
-3.28
-3.828
-5.891
-3.46
-2.748
-7.446
"accurate"
parameters
16.43
18.05
817.64
73.69
41.89
12
11.36
190.89
71.87
146.73
20.3
45.79
15.63
36.7
800.35
40.76
101.62
34.2
13.47
16.17
65.61
-1.242
-3.278
-3.827
-5.891
-3.462
-2.747
-7.446
AV
(%)
-0.37
0.22
-0.04
-0.45
-1.05
-0.17
0.00
-1.93
-0.22
-0.24
-0.64
-0.13
0.13
0.08
-5.08
0.12
0.12
-0.03
0.22
0.12
-0.05
-0.011
-0.001
0
0.001
0.003
-0.01
0
0.002
-0.001
-0.008
-0.003
0.007
0.012
0
0.002
0.011
0
-0.001
-0.003
0.007
0.001
0.002
0.001
0
-0.002
0.001
0
-6.43
-3.49
0.03
3.01
-4.61
0.00
All P1
A12 Lal
A12 03
A12 S3
A14 C3
81 Fel
BI Fe2
BI Mol
BI Mo2
BI Ni
BI P1
BI Til
B2 03
B2 S3
B2 Til
Bil C13
Bil F3
Bil 13
Bi2 03
Bi2 S3
Bri Cul
Bri Lil
Br2 Fel
Br2 Tii
Br3 Lal
Br4 Til
Cl Lii
C1 Mo2
C1 Sil
C1 Til
Cli Cul
Ci1 Lil
Cl2 Cu1
C12 Fel
C13 Fel
C13 Til
C15 Mol
Cul F2
Cul 11
Cul 01
Cu2 01
F -4 3 m
F d -3 m S
R -3 c H
P 61
R -3 m H
P b n m
1 -4 2 m
141/a m d
S
I 4/m c m
P 63 m c
F -4 3 m
P n m a
P 31
P 1 21/c 1
P 6/m m
m
P n 21 a
F m -3 m
R -3 H
P 1 21/c 1
P b n m
F -4 3 m
F m -3 m
P -3 m 1
P -3 m 1
P 63/m
P a -3
Irmmm
P b c n
P 63 m c
F m -3 m
F -4 3 m
F m -3 m
C 1 2/m 1
R -3 m H
R -3 H
P -3 1 m
C 1 2/m 1
P 1 21/n 1
F -4 3 m
C 1 2/c 1
P n -3 m Z
-5.184
-4.646
-7.481
-5.028
-6.19
-7.868
-8.086
-9.325
-9.869
-8.784
-6.445
-8.04
-8.023
-5.577
-8.07
-3.284
-4.567
-2.595
-5.753
-4.378
-2.937
-3.315
-4.309
-4.737
-4.482
-4.068
-5.555
10.484
-7.525
-9.251
-3.169
-3.687
-2.961
-4.722
-4.163
-4.889
-4.135
-3.699
-2.779
-4.267
-3.702
-5.188
-4.637
-7.481
-5.028
-6.189
-7.869
-8.077
-9.328
-9.853
-8.787
-6.454
-8.04
-8.024
-5.579
-8.085
-3.29
-4.567
-2.597
-5.753
-4.38
-2.938
-3.315
-4.309
-4.737
-4.482
-4.074
-5.555
-10.484
-7.527
-9.263
-3.169
-3.688
-2.964
-4.722
-4.166
-4.89
-4.138
-3.7
-2.781
-4.267
-3.701
194
41.58
135.28
262.59
662.8
81.57
63.27
53.95
83.01
73.03
39.72
23.53
84.96
146.83
938.84
25.75
476.3
47.83
394.27
341.23
524.55
46.29
41.86
86.07
84.72
258.44
1613.71
47.75
150.43
42
20.42
39.98
34.24
77.53
69.13
206.02
208
1024.75
70.72
56.64
44.31
79.97
41.58
134.86
262.58
671.92
81.57
63.58
53.9
83.01
73.08
42.34
23.53
85.03
147.99
1012.32
25.7
510.11
47.83
399.47
341.13
529.25
46.72
41.82
84.92
85.27
257.32
1825.56
47.22
150.33
42
20.41
39.83
34.24
79.53
70.29
218.97
215.33
1113.51
71.2
56.09
44.28
78.9
0.004
-0.009
0
0
-0.001
0.001
-0.009
0.003
-0.016
0.003
0.009
0
0.001
0.002
0.015
0.006
0
0.002
0
0.002
0.001
0
0
0
0
0.006
0
0
0.002
0.012
0
0.001
0.003
0
0.003
0.001
0.003
0.001
0.002
0
-0.001
0.00
0.31
0.00
-1.36
0.00
-0.49
0.09
0.00
-0.07
-6.19
0.00
-0.08
-0.78
-7.26
0.19
-6.63
0.00
-1.30
0.03
-0.89
-0.92
0.10
1.35
-0.65
0.44
-11.60
1.12
0.07
0.00
0.05
0.38
0.00
-2.51
-1.65
-5.91
-3.40
-7.97
-0.67
0.98
0.07
1.36
Cu2 Si
Cu3 P1
F1 Lil
F2 Fel
F3 Lai
F4 Til
Fe Sil
Fei Til
Fe2 03
Fe2 Pi
Fe2 Tii
Fe3 04
Fe3 Pi
Fe4 Ni
Hi Lii
H2 Lai
11 Lil
13 Lai
14 Sil
14 Til
Lal S1
La2 03
La2 S3
Lil 01
Li2 01
Li2 Si
1i3 Ni
Moi 02
Mol 03
Mol S2
Mol Si2
Mo2 S3
Mo3 Sil
Mo5 Si3
N1 Til
N4 Si3
01 Til
P 43 212
P 63 c m
F m -3 m
P 42/m n
m
P 63 c m
P n m a
P 21 3
P m -3 m
R -3 c R
P -6 2 m
P 63/m m
c
P 1 2/m 1
I -4
P m -3 m
F m -3 m
F m -3 m
F m -3 m
C c m m
P a -3
C 1 2/c 1
F m -3 m
I a -3
P n m a
P 63/m m
C
F m -3 m
F m -3 m
P 6/m m
m
P 1 21/c 1
P b n m
P 63/m m
c
1 4/m m m
P 1 21/m
1
P m -3 n
1 4/m c m
F m -3 m
P 63
A 1 1 2/m
-3.956
-4.17
-4.853
-5.697
-6.811
-6.315
-7.381
-8.46
-6.781
-7.809
-8.408
-6.823
-7.949
-8.352
-3.048
-4.525
-2.911
-3.921
-2.677
-3.486
-6.703
-8.404
-6.648
-4.851
-4.771
-3.99
-3.898
-7.508
-7.181
-7.265
-7.766
-7.545
-9.922
-9.281
-9.73
-8.182
-8.856
-3.985
-4.172
-4.853
-5.697
-6.811
-6.317
-7.382
-8.458
-6.781
-7.81
-8.409
-6.823
-7.95
-8.354
-3.05
-4.524
-2.911
-3.923
-2.679
-3.489
-6.696
-8.405
-6.648
-4.851
-4.771
-3.99
-3.898
-7.508
-7.183
-7.266
-7.767
-7.542
-9.91
-9.28
-9.725
-8.183
-8.857
180.08
305.7
16.8
76.26
335.29
882.81
88.48
25.8
105.19
100.03
152.45
313.61
179.33
54.65
15.58
44.65
54.2
338.98
2152.29
415.04
50.78
741.12
504.65
66.56
24.83
46.66
44.45
140.55
222.41
117.79
40.57
166.07
116.36
229.36
19.26
148.6
108.59
179.63
304.9
16.76
76.08
334.96
905.08
88.09
25.61
105.51
100.03
152.59
312.85
178.88
54.64
15.68
44.64
54.03
349.39
2203.12
443.7
50.74
740.74
503.52
66.45
24.91
46.64
44.39
140.28
225.26
118.87
40.52
166.57
116.67
229.06
19.27
148.62
108.73
0.029
0.002
0
0
0
0.002
0.001
-0.002
0
0.001
0.001
0
0.001
0.002
0.002
-0.001
0
0.002
0.002
0.003
-0.007
0.001
0
0
0
0.002
0.001
0.001
-0.003
-0.012
-0.001
-0.005
0.001
0.001
0.25
0.26
0.24
0.24
0.10
-2.46
0.44
0.74
-0.30
0.00
-0.09
0.24
0.25
0.02
-0.64
0.02
0.31
-2.98
-2.31
-6.46
0.08
0.05
0.22
0.17
-0.32
0.04
0.14
0.19
-1.27
-0.91
0.12
-0.30
-0.27
0.13
-0.05
-0.01
-0.13
195
02 Sil P 32 2 1 -7.905 -7.905 122.29 122.33 0 -0.03
02 Til I 41/a m d -8.831 -8.831 70.94 70.89 0 0.07
S
02 Til P 42/m n -8.804 -8.804 64.55 64.53 0 0.03
m
03 Ti2 R -3 c R -8.919 -8.919 106.02 105.94 0 0.08
05 P2 R 3 c H -7.011 -7.015 428.33 457.02 0.004 -6.28
05 Ti3 C 1 2/m 1 -8.892 -8.893 178.23 177.76 0.001 0.26
P1 Sil C m c 21 -5.568 -5.569 517.08 552.46 0.001 -6.40
P2 S3 P 1 21/c 1 -4.802 -4.804 1139.62 1230.15 0.002 -7.36
P4 53 P m n b -5.005 -5.007 1707.66 1803.75 0.002 -5.33
Si Til P 63/m m -7.358 -7.357 59.43 59.41 -0.001 0.03
c
S2 Sil I c m a -5.235 -5.237 172.7 184 0.002 -6.14
S2 Til C 1 2/m 1 -6.59 -6.589 86.06 85.98 -0.001 0.09
Sil Til P n m a -7.349 -7.35 118.94 118.96 0.001 -0.02
S12 Til F d d d S -6.748 -6.752 84.77 84.83 0.004 -0.07
ternaries
All C11 01 P m n m S -5.864 -5.865 95.28 98.37 0.001 -3.14
All F6 Li3 P n a 21 -5.299 -5.299 392.96 394.12 0 -0.29
All H3 03 P 1 21/n 1 -5.856 -5.857 439.45 432.91 0.001 1.51
All Lal 03 P m -3 m -8.008 -8.008 55.3 55.35 0 -0.09
All Lil 02 R -3 m H -6.614 -6.614 33.06 33.06 0 0.00
All 04 P1 R -3 H -7.476 -7.477 640.65 652.86 0.001 -1.87
A12 Cul 04 F d -3 m S -6.518 -6.518 134.43 134.59 0 -0.12
A12 Fel 04 F d -3 m S -7.338 -7.339 139.75 139.71 0.001 0.03
A12 012 S3 R -3 H -6.509 -6.51 410.15 414.18 0.001 -0.97
A12 05 Sil P -1 -7.633 -7.633 303.08 303.25 0 -0.06
A12 05 Til C m c m -7.976 -7.976 167.49 167.52 0 -0.02
A14 B2 09 P b a m -7.508 -7.509 162.99 163.42 0.001 -0.26
A16 013 Si2 P b a m -7.126 -7.126 226.28 226.59 0 -0.14
BI H3 03 P -1 -6.085 -6.088 276 287.1 0.003 -3.87
BI Li1 02 P 1 21/c 1 -7.018 -7.02 151.99 156.92 0.002 -3.14
B3 Lil 05 P n a 21 -7.616 -7.616 328.65 331.2 0 -0.77
B4 1i2 07 1 41 c d -7.446 -7.45 475.64 495.17 0.004 -3.94
Bil Cl 01 P 4/n m m -4.821 -4.824 116.32 119.98 0.003 -3.05
z
Bi2 012 S3 R -3 H -6.052 -6.056 579.73 594.28 0.004 -2.45
Bri H4 NI P -4 3 m -4.46 -4.459 68.42 67.96 -0.001 0.68
Cl Cul 03 C 1 m 1 -6.231 -6.233 58.11 59.24 0.002 -1.91
C1 Fel 03 R -3 c H -7.31 -7.311 100.41 100.22 0.001 0.19
C1 1U2 03 C 1 2/c 1 -6.56 -6.56 120.54 121.21 0 -0.55
C6 Mol 06 P n m a -7.754 -7.758 913.27 995.99 0.004 -8.31
196
Cl1 Fel 01
Cl1 H3 Ni
C11 Lal 01
Cl1 Lil 04
Cul Fel 02
Cul Fel S2
Cul Fel S2
Cul Fe2 04
Cu1 H2 02
Cui 04 Si
Cu5 Fel S4
Cu5 Fel S4
Fl H4 Ni
Fei Hi 02
Fel Mol 04
Fe1 03 Ti1
Fel 04 Si
Fe1 04 Wi
Fe2 012 S3
Fe2 04 Sil
Fe2 04 Til
Hi Lii 01
H4 N2 03
Lai 04 P1
Lil NI 03
Lil 03 P1
Li2 03 Sii
1i2 03 Til
Li2 04 Si
quaternaries
All C13 H12
06
Cli H4 N1 04
C12 Fel H4
02
C12 Fei H8
04
Cu1 H10 09
S1
Cu1 H2 05 S1
Cui H6 07 S1
P m n m S
P a -3
P 4/n m m
S
P n m a
R -3 m H
1 -4 2 d
1 -4 2 d
1 41/a m d
S
C m c 21
P n m a
F 2 3
F 2 3
P 63 m c
C m c m
C 1 2/m 1
R -3 H
C m c m
P 1 2/c 1
R -3 H
P b n m
F d -3 m Z
P 4/n m m
S
P c c n
P 1 21/n 1
R -3 c R
P 1 21/n 1
C m c 21
F m -3 m
P 1 21/c 1
R -3 c H
P n m a
C 1 2/m 1
P 1 21/c 1
P -1
P-1
C 1 c I
-5.469
-4.369
-7.082
-4.469
-5.691
-5.047
-5.046
-6.06
-4.634
-5.485
-4.353
-4.353
-4.898
-6.094
-7.194
-8.072
-6.458
-7.725
-6.321
-7.358
-7.734
-4.975
-5.53
-8.066
-5.986
-6.725
-6.563
-6.995
-5.887
-4.826
-4.685
-4.749
-4.828
-5.109
-5.325
-5.169
-5.469
-4.375
-7.082
-4.47
-5.691
-5.046
-5.046
-6.06
-4.641
-5.485
-4.354
-4.354
-4.898
-6.094
-7.195
-8.072
-6.458
-7.725
-6.322
-7.358
-7.734
-4.975
-5.534
-8.066
-5.986
-6.727
-6.563
-6.995
-5.887
-4.827
-4.689
-4.753
-4.83
-5.112
-5.33
-5.178
197
106.83
617.63
119.71
295.17
140.07
149.5
148.85
152.7
84.52
279.52
161.68
161.68
123.05
72.25
345.1
108.29
143.77
140.53
449.73
318.21
322.64
55.54
625.17
314.1
101.06
742.6
121.1
158.9
338.67
488.22
398.31
115.07
342.72
369.16
181.55
275.26
108.9
632.47
119.12
300.37
140.16
149.8
149.67
152.71
88.38
281.87
163.24
163.15
122.93
72.1
344.68
108.17
144.19
140.53
453.76
318.06
322.14
55.76
650.91
315.39
100.04
747.51
121.49
159.31
339.78
492.29
415.49
118.96
347.88
372.24
186.43
275.19
0
0.006
0
0.001
0
-0.001
0
0
0.007
0
0.001
0.001
0
0
0.001
0
0
0
0.001
0
0
0
0.004
0
0
0.002
0
0
0
-1.90
-2.35
0.50
-1.73
-0.06
-0.20
-0.55
-0.01
-4.37
-0.83
-0.96
-0.90
0.10
0.21
0.12
0.11
-0.29
0.00
-0.89
0.05
0.16
-0.39
-3.95
-0.41
1.02
-0.66
-0.32
-0.26
-0.33
0.001 -0.83
0.004
0.004
-4.13
-3.27
0.002 -1.48
0.003 -0.83
0.005 -2.62
0.009 0.03
Fel H4 06 PI P b c a -6.056 -6.057 890.14 901.24 0.001 -1.23
H8 N2 04 S1 P n a 21 -5.365 -5.372 507.28 540.68 0.007 -6.18
Table 9-1 Results of computations for 182 compounds using "default" and "accurate"
parameters as described in the text.
Formula expt AH GGA+U AH GGA+U AH GGA/GGA+U AH
(eV/f.u.) (Wang et. al 02) (fitted 02) (this work)
(eV/f.u.) (eV/f.u.) (eV/f.u.)
V compounds
BaV206 23.651 21.109 26.134 24.637
Ca3V208 39.153 35.587 42.287 39.115
Ca2V207 31.951 28.889 34.751 32.417
CaV206 24.136 21.142 26.167 24.670
MgV206 22.809 19.626 24.651 23.154
Mg2V207 29.379 26.460 32.323 29.988
Na3VO4 19.085 17.092 20.442 18.856
Na4V207 31.478 27.438 33.301 30.966
NaVO3 12.350 10.422 12.934 12.186
Cr compounds
CaCr204 18.963 14.732 18.082 18.860
Cs2CrO4 14.814 12.534 15.884 14.598
K2CrO4 14.409 12.476 15.826 14.540
MgCr2O4 18.425 14.310 17.660 18.438
NaCrO2 9.084 7.090 8.765 9.154
Na2CrO4 13.829 12.086 15.436 14.150
ZnCr204 16.045 11.753 15.103 15.881
Mn compounds
MnA12O4 21.769 19.661 23.011 21.345
Mn2TiO4 18.137 15.094 18.444 18.462
MnTiO3 14.085 12.817 15.330 14.501
Fe compounds
Ca2Fe2O5 22.115 18.241 22.428 21.682
CaFe204 15.334 11.618 14.968 15.059
FeAl2O4 20.381 18.525 21.875 20.246
Fe2TiO4 15.559 12.697 16.047 16.138
FeTiO3 12.827 11.497 14.010 13.218
LiFeO2 7.970 6.012 7.687 7.733
NaFeO2 7.237 5.540 7.215 7.261
ZnFe204 12.220 8.604 11.954 12.045
Co compounds
198
CoAI204
CoTiO3
Ni compounds
NiA1204
NiTiO3
Cu compounds
CuAI204
Mo compounds
BaMoO4
CaMoO4
Cs2MoO4
MgMoO4
Na2MoO4
Na2Mo2O7
SrMoO4
mixed compounds
CoCr204
MnFe2O4
FeCr204
CoFe2O4
CuFeO2
CuFe204
NiCr2O4
CuCr204
MnMoO4
FeMoO4
20.177
12.515
19.904
12.459
20.177
15.715
16.023
15.698
14.514
15.902
24.470
16.057
14.844
12.736
14.991
11.283
5.317
10.043
14.258
13.404
12.350
10.988
18.233
11.110
17.541
10.623
17.355
13.404
13.307
12.699
11.979
12.763
18.296
13.474
8.878
7.181
9.227
5.943
2.198
5.098
7.779
8.259
8.207
6.888
21.583
13.623
20.891
13.136
20.705
16.754
16.657
16.049
15.329
16.113
24.158
16.824
12.228
10.531
12.577
9.293
3.873
8.448
11.129
11.609
11.557
10.238
19.984
12.861
19.696
12.778
18.511
16.060
15.963
15.355
14.636
15.419
23.608
16.131
14.757
12.306
15.076
11.135
5.074
9.695
14.062
13.543
12.548
11.265
Table 9-2 Ternary oxides investigated in this work. Enthalpies of formation are presented for
experimental data,110 GGA+U alone using oxygen corrections from Wang et al. 100 and from this
work, and mixed GGA/GGA+U with the element corrections proposed in this work.
formula sum
amalgam
Li3Hg
LiHg
MnHg
Mn 2Hgs
Na3Hg
Na8Hg3
Na3Hg2
spacegroup
amalgam6 4,s65
F m -3 m
P m -3 m
P 4/m m m
P 4/m b m
R -3 m H
R -3 c H
P 42/m n m
calc. formation enthalpy
(kJ/mol-Hg)
k-points*atoms=500
-108.8
-73.2
65.5
31.6
-58.8
-66.0
-46.0
calc. formation enthalpy
(kJ/mol-Hg)
k-points*atoms=2500
-110.4
-73.0
65.6
31.6
-59.3
-64.7
-45.0
199
NaHg
NaHg 2
PdHg
Pd2Hg5
PtHg
PtHg 2
YHg
YHg2
YHg 3
Cmcrm
P 6/m m m
P 4/mrn m m
P 4/m b m
P 4/m m m
P 4/m m m
P m -3 m
P 6/m m m
P 63/m m c
-50.3
-34.7
-32.3
-8.3
10.3
-7.7
-97.8
-58.2
-47.0
-51.2
-35.7
-32.7
-8.2
9.7
-8.5
-100.0
-59.1
-47.1
Table 9-3 Calculated zero-temperature, zero pressure binary amalgam formation enthalpies
using two different numbers of k-points for all components in the reaction. The calculations
using a k-point mesh with 500 k-points/atom per unit cell match those with 2500 k-points/atom
per unit cell to within 1-2 kJ/mol-Hg.
formula sum
amalgam
Au6Hg5
Ba2Hg
Ba Hg
BaHg 2
Ba Hgn1
Ca5Hg3
Ca3Hg2
Ca Hg
CaHg 2
Ca4Hg9
Ca Hgu1
Cd2Hg
CdHg2
CsHg
CsHg 2
Cs5Hg19
Cs3Hg20
InHg
KHg
K5Hg7
KHg 2
K2Hg7
K3Hgn
KHgu
Li3Hg
LiHg
Mg3Hg
spacegroup
amalgam6 4' 65
P 63/m c m
I 4/m m m
P m -3 m
I m m a
P m -3 m
1 4/m c m
P 4/m b m
P m -3 m
P 6/m m m
P -4 3 m
P m -3 m
1 4/m m m
1 4/m m m
P-1
I m m a
1 4/m
P m -3 n
R -3 m H
P -1
P b c m
I m m a
P -3 m 1
I m m m
P m -3 m
F m -3 m
P m -3 m
R 3 2 H
calc. formation enthalpy
(kJ/mol-Hg)
4.2
-108.8
-99.6
-70.8
-18.6
-112.8
-114.1
-107.9
-64.3
-55.1
-8.3
5.4
5.8
-45.2
-38.1
-27.5
-19.3
-4.6
-47.8
-43.8
-39.8
-26
-25.1
-11.6
-108.8
-73.2
-47
exp. formation enthalpy
(kJ/mol-Hg)
-6.9 142
-47.7 142
-34.5 142
-83.7 142
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Mg2Hg P n m a -62.9
MgsHg 3  P 63/m c m -54.2
MgHg P m -3 m -42.1
MgHg 2  1 4/m m m -16.7
MnHg P 4/m rn m 65.5 -3.2* 137
Mn 2Hgs P 4/m b m 31.6 -0.6* 137
Na3Hg R -3 m H -58.8 -46.0 142
Na8Hg3  R -3 c H -66
Na3Hg2  P 42/m n m -46 -44.0 142
NaHg C M c M -50.3 -41.4 142
NaHg 2  P 6/m mrn m -34.7 -34.5 142
NiHg P 4/m m m 38.9
PdHg P 4/mrn m m -32.3 -46.0 137
Pd2Hg5  P 4/m b m -8.3 -6.4 137
PtHg P 4/m m m 10.3 -8.1 137
PtHg 2  P 4/m m rn -7.7 -6.5 137
Rb15Hg16  141/a Z -42.7
RbHg 2  I m m a -38.4
Rb2Hg7  P -3 m 1 -26.6
Rb5Hg19  1 4/m -26.3
Rb3Hg20  P m -3 n -17.3
RbHguj P m -3 m -12.5
RhHg 2  P 4/m m m -0.8 -9.0 137
ScHg P m -3 m -81.4
ScHg 3  P 63/m m c -29.7
Sr3Hg2  P 4/m b m -108.5
SrHg P m -3 m -102.9
SrHg 2  P 6/m m m -70.1
Ti 3Hg P m -3 m 20.7 -3.3* 137
TiHg P 4/m m m 0.7 -1.4 137
TlHg Pm-3m -4.8
TIHg3  P m -3 m -4.6
YHg P m -3 m -97.8 -26.0* 137
YHg 2  P 6/m m m -58.2 -12.5* 137
YHg 3  P 63/m m c -47 -5.7*137
Zr3Hg P m -3 n -76.4
ZrHg P 4/m m m -33.7 -7.6* 137
ZrHg 3  P m -3 m -8.6 -5.2* 137
Table 9-4 Calculated zero-temperature, zero pressure binary amalgam formation enthalpies
from VASP along with ICSD space group. Known experimental formation enthalpies with a solid-
state Hg reference are also indicated. Experimental numbers with an asterisk (*) indicate data
collected at high or unknown temperatures, and later extrapolated to a solid Hg reference state
137by reference
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formula sum spacegroup oxide calc. formation enthalpy exp. formation enthalpy
oxide (kJ/mol-0 2) (kJ/mol-0 2)
Au20 3  F d d 2 -119.4 -2.3 110
BaO F m -3 m -1090.3 -1096.2 "0
BaO 2  I 4/m m m -669.5 -634.3 '1"
CaO F m -3 m -1278 -1269.8 "
CaO 2  F 4/m m m -680.5 -659 143
CdO F m -3 m -530 -516.8 1"
CdO 2  P a -3 -290
Cs11O3  P I 21/c 1 -742.1
Cs30 P 63/m c m -740.6
Cs20 R -3 m H -701.6 -692 110
CsO I m m m -524.1
Cs0 2  1 4/m m m -388.6 -286.2 10
CsO 3  P 1 21/c 1 -301
In203  I a -3 -655.2 -617.3 10
K20 F m -3 m -730 -726.4 110
KO C m c a -544.8 -495110
K02  F 4/m m m -388.3 -284.5 110
K03  14/m c rn -301.1
Li20 F m -3 m -1208.2 -1195.8 110
LiO P 63/m m c -684.8 -633.9 110
MgO F m -3 m -1191.2 -1203.2 110
MgO 2  P a -3 -632.1
MnO F m -3 m -769.4 -769.8 110
Mn 30 4  1 41/a m d S -700.2 -693.7 110
Mn 20 3  P b c a -654.4 -638.7 110
Mn 5O8  C 1 2/m 1 -619.6
MnO2  I 4/m -523 -520.9 "0
Mn 20 7  P I 21/c 1 -212.7
Na20 F m -3 m -864 -830.2 11
NaO P -6 2 m -567 -513 110
NaO 2  P n n m -374.4 -260.7 110
NaO 3  I m 2 rn -291
NiO R -3 m R -479.4 -479.4110
NiO2  C 1 2/m 1 -220.7
Pd20 P n -3 m S -222.6
PdO P 42/m m c -304.3 -231 110
PtO P 42/m m c -225
Pt30 4  P m -3 n -284.6
PtO2  P n n m -268.5
Rb6O P 63/m -693.7
Rb90 2  P I 21/m 1 -692.4
Rb20 F m -3 m -646.7 -677.8 110
RbO I M M M -510.9 -472 144
Rb20 3 1 -4 3 d -426.8
202
RbO 3  P I 21/c 1 -296.7
Rh20 3  P b n a -348.9 -237.1 1o
RhO 2  P 42/m n rn -354.3
Sc20 3  1 21 3 -1278.5 -1272.2 110
SrO F m -3 rn -1190.4 -1184 110
SrO2  1 4/m rn rn -680.7 -633.5 110
Ti6O P 3 1 c -1223.8
Ti30 P -3 1 c -1205.2
Ti 20 P -3 rn 1 -1173
TiO A 1 1 2/m -1096.7 -1085.4 1
Ti 405  I 4/m -1065.4
Ti20 3  R -3 c H -1048 -1013.9 110
Ti305  C 1 2/m 1 -1023.9 -983.6 110
Ti40 7  P -1 -1012.8 -972.7 145
Ti5O9  P -1 -1006.2
Ti6O11  C 1 2/m 1 -1002.1
Ti7O13  P -1 -998.4
Ti8O15  I -1 -996
Ti9O17  P -1 -993.7
TiO 2  C 1 2/m 1 -985.4 -944110
T120 R -3 rn H -495.5 -334.8 110
Tl403  P I 21/m 1 -431.1
T1203  1 21 3 -342.2 -260.3 110
Y203 I a -3 -1280.1 -127011
Zr30 R -3 c H -1234.8
Zr20 P n -3 rn S -1044.1
ZrO F m -3 rn -1026.1
ZrO 2  P I 21/c 1 -1116.5 -1100.8 110
Table 9-5 Calculated zero-temperature, zero pressure binary oxide formation enthalpies from
VASP along with ICSD spacegroup. Known experimental formation enthalpies are also
indicated.
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