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HOMOCLINIC GROUPS, IE GROUPS, AND EXPANSIVE
ALGEBRAIC ACTIONS
NHAN-PHU CHUNG AND HANFENG LI
Abstract. We give algebraic characterizations for expansiveness of algebraic ac-
tions of countable groups. The notion of p-expansiveness is introduced for alge-
braic actions, and we show that for countable amenable groups, a finitely presented
algebraic action is 1-expansive exactly when it has finite entropy. We also study
the local entropy theory for actions of countable amenable groups on compact
groups by automorphisms, and show that the IE group determines the Pinsker
factor for such actions. For an expansive algebraic action of a polycyclic-by-finite
group on X , it is shown that the entropy of the action is equal to the entropy of
the induced action on the Pontryagin dual of the homoclinic group, the homoclinic
group is a dense subgroup of the IE group, the homoclinic group is nontrivial ex-
actly when the action has positive entropy, and the homoclinic group is dense in
X exactly when the action has completely positive entropy.
1. Introduction
Given a (continuous) action of a countable discrete amenable group Γ on a com-
pact metrizable space X , one has the topological entropy htop(X) of the action, lying
in [0,+∞]. Besides being an invariant of the action, the entropy also gives us a lot of
information about the action itself. Indeed, the intuition about the entropy is that
the larger the entropy is, the more complicated the action is. Thus it is very natural
to ask for the relation between entropy properties of the action and the asymptotic
behavior of orbits of the action, i.e. the asymptotics of ρ(sx, sy) as elements s of Γ
go to infinity, where ρ is a compatible metric on X and x, y ∈ X .
A well-known result in this direction is that of Blanchard et al. [8] in the case
of Γ = Z. They showed that positive entropy implies Li-Yorke chaos. That is, if
the Z-action is generated by a homeomorphism T : X → X and htop(X) > 0, then
there exists an uncountable subset Z of X such that for any distinct x, y in Z one
has lim supn→+∞ ρ(T
nx, T ny) > 0 and lim infn→+∞ ρ(T
nx, T ny) = 0.
In this article we concentrate on the phenomenon lims→∞ ρ(sx, sy) = 0 for points
under the action of a general group Γ. A pair (x, y) of points in X satisfying
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lims→∞ ρ(sx, sy) = 0 is called asymptotic or homoclinic. In the case Γ = Z and
the action is generated by a homeomorphism T : X → X , a pair (x, y) of points in
X satisfying limn→+∞ ρ(T
nx, T ny) = 0 is called positively asymptotic or positively
homoclinic. Thus, one of the questions we want to address is the relation between
htop(X) > 0 and the existence of non-diagonal asymptotic pairs.
A positive result on this question is that of Blanchard et al. [10]. They showed that
in the case Γ = Z, when htop(X) > 0, there exist non-diagonal positively asymptotic
pairs. On the other hand, Lind and Schmidt constructed examples of Z-actions
(actually toral automorphisms) which have positive entropy but no non-diagonal
asymptotic pairs [49, Example 3.4]. Thus one has to add further conditions.
The condition we are going to add is expansiveness. An action Γ y X is called
expansive if there exists r > 0 such that sups∈Γ ρ(sx, sy) ≥ r for all distinct x, y
in X . For example, for any k ∈ N and A ∈ Mk(Z) being invertible in Mk(Z), the
toral automorphism of Rk/Zk = (R/Z)k defined by x + Zk 7→ Ax + Zk for x ∈ Rk
is expansive if and only if A has no eigenvalues with absolute value 1 [80, page
143]. Bryant showed that for expansive Z-actions, when X is infinite, there are non-
diagonal positively asymptotic pairs [12, Theorem 2]. Schmidt showed that when
Γ = Zd for some d ∈ N, every subshift of finite type (which is always expansive)
with positive entropy has non-diagonal asymptotic pairs [75, Proposition 2.1]. These
results lead us to ask the following question:
Question 1.1. Let a countable discrete amenable group Γ act on a compact metriz-
able space X expansively. If htop(X) > 0, then must there be a non-diagonal as-
ymptotic pair in X?
Despite all the evidence above, we do not know the answer to Question 1.1 even
in the case Γ = Z. One of the main results of this article is that Question 1.1 has
an affirmative answer for algebraic actions of polycyclic-by-finite groups.
Actions of countable discrete groups Γ on compact (metrizable) groups X by
(continuous) automorphisms are a rich class of dynamical systems, and have drawn
much attention since the beginning of ergodic theory. Among such actions, the
so called algebraic actions, meaning that X is abelian in which case the action is
completely determined by the module structure of the Pontryagin dual X̂ of X over
the integral group ring ZΓ of Γ, is especially important because of the beautiful
interplay between dynamics, Fourier analysis, and commutative or noncommutative
algebra.
The Z-actions on compact groups by automorphisms are well understood now (cf.
[48, 60, 82, 83]). After investigation during the last few decades, much is also known
for such actions of Zd (cf. [21, 36, 37, 42, 49–52, 71, 74, 76, 78]). The fact that the
integral group ring of Zd is a commutative factorial Noetherian ring plays a vital
role for such study, as it makes the machinery of commutative algebra available.
In the last several years, much progress has been made towards understanding the
algebraic actions of general countable groups Γ (cf. [4, 11, 15, 17, 18, 41, 47, 62]).
HOMOCLINIC GROUPS, IE GROUPS, AND EXPANSIVE ALGEBRAIC ACTIONS 3
It is somehow surprising that operator algebras, especially the group C∗-algebras or
group von Neumann algebras of Γ, turn out to be important for such a study.
Let a countable group Γ act on a compact group X by automorphisms, and denote
by eX the identity element of X . A point x ∈ X is called homoclinic if the pair
(x, eX) is asymptotic, i.e. sx→ eX when Γ ∋ s→∞. When Γ is amenable, a point
x ∈ X is called IE if, for any neighborhoods U1 and U2 of x and eX respectively, there
exists c > 0 such that for any sufficiently left invariant nonempty finite set F ⊆ Γ
one can find some F ′ ⊆ F with |F ′| ≥ c|F | being an independence set for (U1, U2)
in the sense that for any map σ : F ′ → {1, 2} one has ⋂s∈F ′ s−1Uσ(s) 6= ∅. The set
of all homoclinic points (resp. IE points), denoted by ∆(X) (resp. IE(X)), is a
Γ-invariant subgroup of X . It is easy to see that ∆(X) describes all the asymptotic
pairs of X in the sense that a pair (x, y) of points in X is asymptotic if and only
if xy−1 lies in ∆(X). A group Γ is called polycyclic-by-finite [65, page 422] if there
is a sequence of subgroups Γ = Γ1 ✄ Γ2 ✄ · · · ✄ Γn = {eΓ} such that Γj/Γj+1 is
finite or cyclic for every j = 1, . . . , n−1. The polycyclic-by-finite groups are exactly
the virtually solvable groups each of whose subgroups is finitely generated (cf. [79,
pages 2 and 4]). One of our main results is
Theorem 1.2. Let Γ be a polycyclic-by-finite group. Let Γ act on a compact abelian
group X expansively by automorphisms. Then the following hold:
(1) Let G be a Γ-invariant subgroup of ∆(X) such that G and ∆(X) have the
same closure. Treat G as a discrete abelian group and consider the induced
Γ-action on the Pontryagin dual “G. Then the actions Γ y X and Γ y “G
have the same entropy.
(2) ∆(X) is a dense subgroup of IE(X).
(3) The action has positive entropy if and only if ∆(X) is nontrivial.
(4) The action has completely positive entropy with respect to the normalized
Haar measure of X if and only if ∆(X) is dense in X.
Note that the assertion (3) of Theorem 1.2 answers Question 1.1 affirmatively
for algebraic actions of polycyclic-by-finite groups. In the case Γ = Zd for some
d ∈ N, the assertions (3) and (4) are the main results of Lind and Schmidt in [49],
and the assertion (1) was proved by Einsiedler and Schmidt for G = ∆(X) [19].
As we mentioned above, the work in [19, 49] relies heavily on the machinery of
commutative algebra. When Γ is nonabelian, we do not have such tools available
anymore. Instead, the ℓ1-group algebra ℓ1(Γ) and the group von Neumann algebra
of Γ play a crucial role.
This paper has three parts: expansive algebraic actions of countable groups, the
local entropy theory for actions of countable amenable groups on compact groups
by automorphisms, and duality for algebraic actions of countable amenable groups.
Theorem 1.2 is the outcome of these three parts.
In Section 3 we give algebraic characterizations for expansiveness of algebraic
actions of a countable group Γ. Given a matrix A ∈ Mk(ZΓ) being invertible in
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Mk(ℓ
1(Γ)), the canonical Γ-action on the Pontryagin dual XA of the ZΓ-module
(ZΓ)k/(ZΓ)kA is expansive. Dynamically, our characterization says that the expan-
sive algebraic actions of Γ are exactly the restriction to closed Γ-invariant subgroups
of XA for all such A.
The notion of p-expansiveness is introduced in Section 4 for algebraic actions of
a countable group Γ, for 1 ≤ p ≤ +∞. This yields a hierarchy of expansiveness:
q-expansiveness implies p-expansiveness for p < q and +∞-expansiveness is exactly
the ordinary expansiveness. We show that, for an algebraic action of Γ on X , if
Γ is amenable and X̂ is a finitely presented ZΓ-module, then the action has finite
entropy if and only if it is 1-expansive. This relies on a result of Elek [22] about the
analytic zero divisor conjecture, the proof of which uses the group von Neumann
algebra of Γ.
In Section 5 we study the group ∆p(X) of p-homoclinic points for an algebraic
action of a countable group Γ and 1 ≤ p < +∞. They are subgroups of ∆(X). For
expansive algebraic actions, using our characterization for such actions, we show
that ∆1(X) = ∆(X).
Section 6 gives another application of our characterization for expansive algebraic
actions of a countable group Γ. We show that various specification properties are
equivalent and imply that ∆(X) is dense in X for such actions.
Initiated by Blanchard [6], the local entropy theory for continuous actions of a
countable amenable group Γ on compact spaces developed quickly during the last two
decades (cf. [7–10, 24, 26, 31–35]), and has been found to be related to combinatorial
independence [39, 40], which appeared first in Rosenthal’s work on Banach spaces
containing ℓ1 [69]. We develop the local entropy theory for actions of a countable
amenable group Γ on compact groups X by automorphisms in Sections 7 and 8. It
turns out that IE(X) determines the local entropy theory and the Pinsker factor
for such actions. Furthermore, when X is abelian, one has ∆1(X) ⊆ IE(X). In
particular, the “if” parts of the assertions (3) and (4) of Theorem 1.2 actually hold
for all countable amenable groups Γ. This also enables us to give a partial answer to
a question of Deninger about the Fuglede-Kadison determinant (see Corollary 7.9),
which is an application to the study of the group von Neumann algebra of Γ. We also
show that, for finite entropy actions on compact groups by automorphisms, having
completely positive entropy is equivalent to having a unique maximal measure.
For an algebraic action of a countable group Γ on X , we treat X̂ and ∆p(X)
as a dual pair of discrete abelian groups, with the expectation that the dynamical
properties of the Γ-actions on X and◊ ∆p(X) would be reflected in each other. We
discuss the relation of the entropy properties for such pairs of actions in Section 9,
for countable amenable groups Γ. It turns out that ∆1(X) and ∆2(X) are more
closely related to the entropy properties of Γy X than any other ∆p(X) or ∆(X).
In particular, when X̂ is a finitely presented ZΓ-module, the entropy of Γ y X is
bounded below by that for Γ y◊ ∆1(X). This depends on the equivalence between
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1-expansiveness and finite entropy mentioned above. Actually we establish a gen-
eral result (see Theorem 9.10) stating the relation between ∆1(X) and the entropy
properties of Γ y X , much as the assertions of Theorem 1.2. Then Theorem 1.2
is just a consequence of this result and our characterizations of expansive algebraic
actions.
In fact Theorem 1.2 holds whenever Γ is amenable and ZΓ is left Noetherian. It
is known that a polycyclic-by-finite group is amenable and its integral group ring is
left Noetherian [28] [65, Theorem 10.2.7]. On the other hand, it is a long standing
open question whether ZΓ is left Noetherian implies that Γ is polycyclic-by-finite.
Acknowledgements. The second named author was partially supported by NSF
grants DMS-0701414 and DMS-1001625. He is grateful to Doug Lind and Klaus
Schmidt for very interesting discussions. We thank David Kerr for helpful comments.
2. Preliminary
In this section we set up some notations and recall some basic facts about group
rings, algebraic actions, entropy theory, and local entropy theory.
Throughout this paper, Γ will be a countable discrete group. All compact spaces
are assumed to be metrizable and all automorphisms of compact groups are assumed
to be continuous. For a group G, we write eG for the identity element of G. When
G is abelian, sometimes we also write 0G.
2.1. Group Rings. For a unital ring R, we denote by RΓ the group ring of Γ with
coefficients in R. It consists of finitely supported R-valued functions f on Γ, which
we shall write as
∑
s∈Γ fss. The algebraic structure of RΓ is defined by (
∑
s∈Γ fss)+
(
∑
s∈Γ gss) =
∑
s∈Γ(fs + gs)s and (
∑
s∈Γ fss)(
∑
s∈Γ gss) =
∑
s∈Γ(
∑
t∈Γ ftgt−1s)s.
We denote by ℓ∞(Γ) the Banach space of all bounded R-valued functions on Γ,
equipped with the ℓ∞-norm ‖ · ‖∞. We also denote by ℓ1(Γ) the Banach algebra of
all absolutely summable R-valued functions on Γ, equipped with the ℓ1-norm ‖ · ‖1.
Note that ℓ1(Γ) has a canonical algebra structure extending that of RΓ, and is a
Banach algebra. We shall write f ∈ ℓ1(Γ) as ∑s∈Γ fss. Note that ℓ1(Γ) has an
involution f 7→ f ∗ defined by (∑s∈Γ fss)∗ = ∑s∈Γ fss−1.
For each k ∈ N, we endow Rk the supremum norm ‖ · ‖∞. For each 1 ≤ p ≤ +∞,
we endow ℓp(Γ,Rk) = (ℓp(Γ))k with the ℓp-norm
‖(f1, . . . , fk)‖p = ‖Γ ∋ s 7→ ‖(f1(s), . . . , fk(s))‖∞‖p.(2.1)
We shall write elements of (ℓp(Γ))k as row vectors.
The algebraic structures of ZΓ and ℓ1(Γ) also extend to some other situations
naturally. For example, (R/Z)Γ becomes a right ZΓ-module naturally.
For any n, k ∈ N, we also endow Mn×k(ℓ1(Γ)) with the norm
‖(fi,j)1≤i≤n,1≤j≤k‖1 :=
∑
1≤i≤n,1≤j≤k
‖fi,j‖1.
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The involution of ℓ1(Γ) also extends naturally to an isometric linear mapMn×k(ℓ
1(Γ))→
Mk×n(ℓ
1(Γ)) by
(fi,j)
∗
1≤i≤n,1≤j≤k := (f
∗
j,i)1≤i≤k,1≤j≤n.
To simplify the notation, we shall write Mk(·) for Mk×k(·). Note that Mk(ℓ1(Γ)) is
a Banach algebra.
2.2. Algebraic Actions. By an algebraic action of Γ, we mean an action of Γ on
a compact abelian group by automorphisms.
For a locally compact abelian group X , we denote by X̂ its Pontryagin dual.
Then for any compact abelian groupX , there is a natural one-to-one correspondence
between algebraic actions of Γ onX and actions of Γ on X̂ by automorphisms. There
is also a natural one-to-one correspondence between the latter and left ZΓ-module
structure on X̂ . Thus, when we have an algebraic action of Γ on X , we shall talk
about the left ZΓ-module X̂ . And when we have a left ZΓ-moduleW , we shall treat
W as a discrete abelian group and talk about the algebraic action of Γ on ”W .
Note that for each k ∈ N, we may identify the Pontryagin dual÷(ZΓ)k of (ZΓ)k with
((R/Z)k)Γ = ((R/Z)Γ)k naturally. Under this identification, the canonical action of
Γ on÷(ZΓ)k is just the left shift action on ((R/Z)k)Γ. If J is a left ZΓ-submodule of
(ZΓ)k, thenŸ (ZΓ)k/J is identified with
{(x1, . . . , xk) ∈ ((R/Z)Γ)k : x1g∗1 + · · ·+ xkg∗k = 0(R/Z)Γ , for all (g1, . . . , gk) ∈ J}.
We denote by ρ the canonical metric on R/Z defined by
ρ(t + Z, s+ Z) := min
m∈Z
|t− s−m|.
For k ∈ N, we denote by ρ∞ the metric on (R/Z)k defined by
ρ∞((t1, . . . , tk), (s1, . . . , sk)) := max
1≤j≤k
ρ(tj , sj).(2.2)
An action of Γ on a compact space X is called expansive if there is a constant
c > 0 such that sups∈Γ ρ(sx, sy) > c for all distinct x, y in X , where ρ is a compatible
metric on X . It is easy to see that the definition does not depend on the choice of
ρ. If X̂ = (ZΓ)k/J for some k ∈ N and some left ZΓ-submodule J of (ZΓ)k, then
the Γ-action on X is expansive exactly when there exists c > 0 such that the only
x ∈ X satisfying
sup
s∈Γ
ρ∞(xs, 0(R/Z)k) < c
is 0X .
We shall need the following result [74, Propositions 2.2 and Corollary 2.16].
Proposition 2.1. Let Γ act on a compact abelian group X expansively by automor-
phisms. Then X̂ is a finitely generated left ZΓ-module.
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2.3. Entropy. We refer the reader to [63, 64] for details on the entropy theory
of countable amenable groups. Throughout this subsection Γ will be a countable
amenable group.
Let Γ act on a compact space X continuously. Fix a compatible metric ρ on X
and a left Følner sequence {Fn}n∈N in Γ, i.e., each Fn is a nonempty finite subset
of Γ and |KFn\Fn|
|Fn|
→ 0 as n → ∞ for every finite set K ⊆ Γ. For a finite subset
F of Γ and ε > 0, we say that a set Z ⊆ X is (ρ, F, ε)-separated if for any distinct
y, z ∈ Z one has maxs∈F ρ(sy, sz) > ε. Denote by Nρ,F,ε(X) the maximal cardinality
of (ρ, F, ε)-separated subsets ofX . Then the topological entropy of the action Γy X
is defined as
htop(X) = sup
ε>0
lim sup
n→∞
logNρ,Fn,ε(X)
|Fn| ,(2.3)
and does not depend on the choice of the Følner sequence {Fn}n∈N and the metric
ρ.
For a measure-preserving action of Γ on a probability measure space (X,BX , µ),
one also has the measure entropy or Kolmogorov-Sinai entropy hµ(X) defined.
When Γ acts on a compact group X by automorphisms, the topological entropy
and the measure entropy with respect to the normalized Haar measure µX on X
coincide [15, Theorem 2.2]. Thus we shall simply denote by h(X) this common
value, and refer to it the entropy of the action.
One has the following Yuzvinski˘i addition formula [47, Corollary 6.3]:
Proposition 2.2. Let Γ act on a compact group X by automorphisms. Let Y be a
closed Γ-invariant normal subgroup of X. Consider the restriction of the Γ-action
to Y and the induced Γ-action on X/Y . Then
h(X) = h(Y ) + h(X/Y ).
2.4. Local Entropy Theory. The local entropy theory was initiated by Blanchard
[6]. We refer the readers to [24, 26] for a nice account for the case Γ = Z. In [39, 40]
Kerr and the second named author gave a systematic combinatorial approach to
the local entropy theory for general countable amenable groups. Here we follow
the terminologies in [39, 40]. Throughout this subsection, Γ will be a countable
amenable group.
Definition 2.3. Let Γ act on a compact space X continuously. For a tuple A =
(A1, . . . , Ak) of subsets of X , we say that a finite set F ⊆ Γ is an independence set
for A if for every function σ : F → {1, 2, . . . , k} one has ⋂s∈F s−1Aσ(s) 6= ∅. We
call a tuple x = (x1, . . . , xk) ∈ Xk an IE-tuple if for every product neighborhood
U1 × · · · × Uk of x, there exist a nonempty finite set K ⊆ Γ and c, ε > 0 such
that for any finite set F ⊆ Γ with |KF \ F | ≤ ε|F | the tuple (U1, . . . , Uk) has an
independence set F ′ ⊆ F with |F ′| ≥ c|F |. We denote the set of IE-tuples of length
k by IEk(X).
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We need the following properties of IE-tuples [39, Proposition 3.9, Proposition
3.12, Theorem 3.15]. For a continuous action of Γ on a compact space X , we denote
by M(X,Γ) the set of Γ-invariant Borel probability measures on X .
Theorem 2.4. Let Γ act on compact spaces X and Y continuously. Let k ∈ N.
Then the following hold:
(1) IEk(X) is a closed Γ-invariant subset of X
k, for the product Γ-action on Xk.
(2) IE2(X) has non-diagonal elements if and only if h(X) > 0.
(3) IE1(X) is the closure of
⋃
µ∈M(X,Γ) supp(µ).
(4) Let π : X → Y be a Γ-equivariant continuous surjective map. Then (π ×
· · · × π)(IEk(X)) = IEk(Y ).
(5) IEk(X × Y ) = IEk(X) × IEk(Y ), where we take the product Γ-action on
X × Y , and identify (X × Y )k with Xk × Y k naturally.
Definition 2.5. Let Γ act on a compact space X continuously and let µ ∈M(X,Γ).
For a tupleA = (A1, . . . , Ak) of subsets ofX and a subsetD ofX , we say that a finite
set F ⊆ Γ is an independence set for A relative to D if for every function σ : F →
{1, 2, . . . , k} one has D∩⋂s∈F s−1Aσ(s) 6= ∅. We call a tuple x = (x1, . . . , xk) ∈ Xk a
µ-IE-tuple if for every product neighborhood U1× · · ·×Uk of x, there exist c, δ > 0
such that for any nonempty finite set K ⊆ Γ and ε > 0 one can find a nonempty
finite set F ⊆ Γ with |KF \ F | ≤ ε|F | such that for every Borel set D ⊆ X with
µ(D) ≥ 1 − δ the tuple (U1, . . . , Uk) has an independence set F ′ ⊆ F relative to D
with |F ′| ≥ c|F |. We denote the set of µ-IE-tuples of length k by IEµk(X).
We need the following properties of measure IE-tuples [40, Proposition 2.16, The-
orem 2.21, Theorem 2.30]:
Theorem 2.6. Let Γ act on compact spacesX and Y continuously. Let µ ∈M(X,Γ)
and ν ∈M(Y,Γ). Let k ∈ N. Then the following hold:
(1) IEµk(X) is a closed Γ-invariant subset of X
k, for the product Γ-action on Xk.
(2) IEµ2(X) has non-diagonal elements if and only if hµ(X) > 0.
(3) IEµ1(X) = supp(µ).
(4) Let π : X → Y be a Γ-equivariant continuous surjective map. Then (π ×
· · · × π)(IEµk(X)) = IEpi∗(µ)k (Y ).
(5) IEµ×νk (X × Y ) = IEµk(X) × IEνk(Y ), where we take the product Γ-action on
X × Y , and identify (X × Y )k with Xk × Y k naturally.
(6) IEk(X) is the closure of
⋃
µ∈M(X,Γ) IE
µ
k(X).
3. Algebraic Characterizations of Expansive Algebraic Actions
In this section we prove the following algebraic characterizations for expansiveness
of algebraic actions. Throughout this section Γ will be a countable discrete group.
For a unital ring R, a right R-module M and a left R-module N, we denote by
M⊗R N the tensor product of M and N [1, Section 19], which is an abelian group.
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Theorem 3.1. Let Γ act on a compact abelian group X by automorphisms. Then
the following are equivalent:
(1) the action is expansive;
(2) the left ZΓ-module X̂ is finitely generated, and if we identify X̂ with (ZΓ)k/J
for some k ∈ N and some left ZΓ-submodule J of (ZΓ)k, then there exists A ∈
Mk(ZΓ) being invertible in Mk(ℓ
1(Γ)) such that the rows of A are contained
in J ;
(3) there exist some k ∈ N, some left ZΓ-submodule J of (ZΓ)k, and some
A ∈ Mk(ZΓ) being invertible in Mk(ℓ1(Γ)) such that the left ZΓ-module X̂
is isomorphic to (ZΓ)k/J and the rows of A are contained in J ;
(4) the left ZΓ-module X̂ is finitely generated, and ℓ1(Γ)⊗ZΓ X̂ = {0}.
Previously, characterizations of expansiveness for algebraic actions have been ob-
tained in various special cases, such as the case Γ = Zd for d ∈ N [73], the case Γ is
abelian [61], the case X̂ = ZΓ/J for a finitely generated left ideal J of ZΓ [18], the
case X is connected and finite-dimensional [5], and the case X̂ = ZΓ/ZΓf for some
f ∈ ZΓ [17].
When Γ is abelian, we have the following characterization of expansive algebraic
actions.
Corollary 3.2. Suppose that Γ is abelian. Let Γ act on a compact abelian group by
automorphisms. Then the action is expansive if and only if X̂ is a finitely generated
ZΓ-module and there exists f ∈ ZΓ being invertible in ℓ1(Γ) such that fX̂ = {0}.
Proof. Suppose that the action is expansive. By Theorem 3.1 we can write the ZΓ-
module X̂ as (ZΓ)k/J for some k ∈ N and some left ZΓ-submodule J of (ZΓ)k,
and find A ∈ Mk(ZΓ) being invertible in Mk(ℓ1(Γ)) such that the rows of A are
contained in J .
Since Γ is abelian, ℓ1(Γ) is a commutative algebra. Thus we can talk about the
determinant det(B) ∈ ℓ1(Γ) for any B ∈Mk(ℓ1(Γ)), and B is invertible inMk(ℓ1(Γ))
exactly when det(B) is invertible in ℓ1(Γ). Furthermore, the formula of A−1 in terms
of det(A) and the minors of A shows that A−1 is of the form (det(A))−1B for some
B ∈Mk(ZΓ).
For any b ∈ (ZΓ)k, we have
det(A)b = det(A)bA−1A = b(det(A) · A−1)A = bBA ∈ J.
Thus det(A)X̂ = {0}. This proves the “only if” part.
Now suppose that X̂ is a finitely generated ZΓ-module and there exists f ∈ ZΓ
being invertible in ℓ1(Γ) such that fX̂ = {0}. For any h ∈ ℓ1(Γ) and a ∈ X̂ we have
h⊗ a = hf−1 ⊗ fa = 0
in ℓ1(Γ)⊗ZΓ X̂ . Thus ℓ1(Γ)⊗ZΓ X̂ = {0}. By Theorem 3.1 the action is expansive.
This proves the “if” part. 
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From Corollary 3.2 we have the following consequence, which can also be deduced
from [61, Theorem 3.3].
Corollary 3.3. Suppose that Γ is abelian. If Γ acts expansively on a compact
abelian group X by automorphisms and Y is a closed Γ-invariant subgroup of X
with÷X/Y being a finitely generated ZΓ-module, then the induced Γ-action on X/Y
is expansive.
Remark 3.4. Corollary 3.3 fails for any Γ containing a free subgroup with 2
generators. Indeed, if elements s and t of Γ generate a free subgroup Γ′, then
RΓ(2 − s) ∩ RΓ(2 − t) = {0}. This can be proved first for the case Γ′ = Γ using
the arguments in the proof of [65, Corollary 10.3.7.(iv)], and then extended to the
general case using the fact that RΓ is a free right RΓ′-module. It follows that the
left ZΓ-submodule M of ZΓ/ZΓ(2 − t) generated by 2 − s + ZΓ(2 − t) is isomor-
phic to ZΓ. Note that 2 − t is invertible in ℓ1(Γ), thus the canonical action of Γ
on X = ¤ ZΓ/ZΓ(2− t) is expansive. But ”M is of the form X/Y for some closed
invariant subgroup Y of X , and the canonical action of Γ on ”M = ẐΓ = (R/Z)Γ is
not expansive.
For Γ = Zd with d ∈ N, the group ring ZΓ is the ring of Laurent polynomials
with d variables and integer coefficients, which is Noetherian [45, Corollary IV.4.2].
Thus, from Corollary 3.3 we obtain a new proof of the following result of Klaus
Schmidt [73, Corollary 3.11]:
Corollary 3.5. Let d ∈ N. If Zd acts expansively on a compact abelian group X
by automorphisms and Y is a closed Zd-invariant subgroup of X, then the induced
Zd-action on X/Y is expansive.
We remark that, based on Corollary 3.5, Schmidt also showed that if Zd acts
expansively on a compact (not necessarily abelian) group X by automorphisms and
Y is a closed Zd-invariant normal subgroup of X , then the induced Zd-action on
X/Y is expansive [74, Corollary 6.15].
Recall that a unital ring R is said to be left Noetherian if every left ideal of R is
finitely generated. In general, we have
Conjecture 3.6. Suppose that Γ is amenable and ZΓ is left Noetherian. If Γ acts
expansively on a compact group X by automorphisms and Y is a closed Γ-invariant
normal subgroup of X , then the induced Γ-action on X/Y is expansive.
The proof of [74, Corollary 6.15] shows that, in order to prove Conjecture 3.6, it
suffices to consider the case X is abelian.
We start preparation for the proof of Theorem 3.1. We describe first a class of
expansive algebraic actions, which are analogues of the expansive principal algebraic
actions studied in [17]. Conditions (2) and (3) of Theorem 3.1 state that these actions
are the largest expansive algebraic actions in the sense that every expansive algebraic
action is the restriction of one of these actions to a closed invariant subgroup.
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Lemma 3.7. Let k ∈ N, and A ∈ Mk(ZΓ) be invertible in Mk(ℓ1(Γ)). Then the
canonical action of Γ on XA :=
¤ (ZΓ)k/(ZΓ)kA is expansive.
Proof. Let x ∈ XA be nonzero. Take y ∈ ([−1/2, 1/2]k)Γ ⊆ (ℓ∞(Γ))k with P (y) = x,
where P denotes the canonical map (ℓ∞(Γ))k → ((R/Z)k)Γ. Then y 6= 0, and
yA∗ ∈ ℓ∞(Γ,Zk). Since A is invertible in Mk(ℓ1(Γ)), so is A∗. Thus we have
yA∗ 6= 0, and hence ‖yA∗‖∞ ≥ 1. Note that ‖yA∗‖∞ ≤ ‖y‖∞ · ‖A∗‖1 = ‖y‖∞ · ‖A‖1.
Therefore ‖y‖∞ ≥ ‖A‖−11 . Then sups∈Γ ρ∞(xs, 0(R/Z)k) ≥ ‖A‖−11 , where ρ∞ is the
metric on (R/Z)k defined in (2.2), and hence the canonical action of Γ on XA is
expansive. 
The following lemma is inspired by a question raised by Doug Lind and Klaus
Schmidt, and uses the technique of [17, Theorem 3.2].
Lemma 3.8. Let k, n ∈ N, and B ∈Mn×k(ZΓ). Then the following are equivalent:
(1) the canonical action of Γ on ¤ (ZΓ)k/(ZΓ)nB is expansive;
(2) the linear map ϕ : (ℓ∞(Γ))k → (ℓ∞(Γ))n sending y to yB∗ is injective;
(3) the linear map ψ : (ℓ1(Γ))n → (ℓ1(Γ))k sending z to zB has dense image;
(4) there exists A ∈ Mk(ZΓ) being invertible in Mk(ℓ1(Γ)) such that the rows of
A are contained in (ZΓ)nB.
Proof. (1)⇒(2): Let y ∈ (ℓ∞(Γ))k with yB∗ = 0. Then (λy)B∗ = 0 for every
λ ∈ R. If we denote by P the canonical map (ℓ∞(Γ))k → ((R/Z)k)Γ, then P (λy) ∈¤ (ZΓ)k/(ZΓ)nB for every λ ∈ R. Since the canonical action of Γ on ¤ (ZΓ)k/(ZΓ)nB
is expansive, we conclude that y = 0.
(2)⇒(3): Note that we can identify (ℓ∞(Γ))n and (ℓ∞(Γ))k with the dual spaces
of (ℓ1(Γ))n and (ℓ1(Γ))k respectively in a canonical way. For instance, for y =
(y1, . . . , yk) ∈ (ℓ∞(Γ))k and z = (z1, . . . , zk) ∈ (ℓ1(Γ))k, the pairing is given by
〈y, z〉 := (yz∗)eΓ = (
∑
1≤j≤k
yjz
∗
j )eΓ .(3.1)
Under such identification ϕ is the dual of ψ. If the image of ψ is not dense in
(ℓ1(Γ))k, then by the Hahn-Banach theorem we can find some nonzero bounded
linear functional y on (ℓ1(Γ))k, vanishing at the image of ψ. Since y is an element of
(ℓ∞(Γ))k, this means yB∗ = 0, which contradicts (2). Thus the image of ψ is dense
in (ℓ1(Γ))k.
(3)⇒(4): Since Mk(ℓ1(Γ)) is a Banach algebra, the set of invertible matrices in
Mk(ℓ
1(Γ)) is open. Thus we can find z1, . . . , zk ∈ (ℓ1(Γ))n such that the matrixÜ
z1
...
zk
ê
· B
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in Mk(ℓ
1(Γ)) is close enough to the identity matrix for being invertible. Since QΓ
is dense in ℓ1(Γ), we may require that z1, . . . , zk ∈ (QΓ)n. Then we can find some
N ∈ N such that Nz1, . . . , Nzk ∈ (ZΓ)k. Now we can set
A = N
Ü
z1
...
zk
ê
· B.
(4)⇒(1): Define XA as in Lemma 3.7. Then ¤ (ZΓ)k/(ZΓ)nB ⊆ XA. Since
the canonical action of Γ on XA is expansive by Lemma 3.7, its restriction on¤ (ZΓ)k/(ZΓ)nB is also expansive. 
Lemma 3.9. Let k ∈ N and J be a left ZΓ-submodule of (ZΓ)k. Then the following
are equivalent:
(1) there exists A ∈ Mk(ZΓ) being invertible in Mk(ℓ1(Γ)) such that the rows of
A are contained in J ;
(2) ℓ1(Γ)⊗ZΓ ((ZΓ)k/J) = {0};
(3) the left ℓ1(Γ)-module (ℓ1(Γ))k is generated by J .
Proof. (1)⇒(2): Write the j-th row of A as gj. Denote by e1, . . . , ek the standard
basis of (ZΓ)k. Let w ∈ ℓ1(Γ), 1 ≤ i ≤ k, and f ∈ ZΓ. Then in ℓ1(Γ)⊗ZΓ ((ZΓ)k/J)
we have
w ⊗ (fei + J) =
∑
1≤m≤k
wfδi,m ⊗ (em + J)
=
∑
1≤m≤k
wf(
∑
1≤j≤k
(A−1)i,jAj,m)⊗ (em + J)
=
∑
1≤j≤k
wf(A−1)i,j ⊗
∑
1≤m≤k
(Aj,mem + J)
=
∑
1≤j≤k
wf(A−1)i,j ⊗ (gj + J) = 0.
(2)⇒(3): Denote by J ′ the left ℓ1(Γ)-submodule of (ℓ1(Γ))k generated by J . Con-
sider the map ℓ1(Γ) × ((ZΓ)k/J) → (ℓ1(Γ))k/J ′ sending (w, f + J) to wf + J ′. It
induces a group homomorphism ϕ : ℓ1(Γ) ⊗ZΓ ((ZΓ)k/J) → (ℓ1(Γ))k/J ′ defined by
ϕ(w ⊗ (f + J)) = wf + J ′ for all w ∈ ℓ1(Γ) and f ∈ (ZΓ)k. Clearly ϕ is surjective.
Since ℓ1(Γ) ⊗ZΓ ((ZΓ)k/J) = {0}, we conclude that (ℓ1(Γ))k/J ′ = {0}. That is,
(ℓ1(Γ))k = J ′.
(3)⇒(1): The condition (3) says that every g ∈ (ℓ1(Γ))k can be written as a1f1+
· · · + anfn for some n ∈ N, a1, . . . , an ∈ ℓ1(Γ), and f1, . . . , fn ∈ J . Taking g to the
standard basis of the ℓ1(Γ)-module (ℓ1(Γ))k, we find some B ∈Mk×n(ℓ1(Γ)) for some
n ∈ N, and some f1, . . . , fn ∈ J such that BC is the identity matrix in Mk(ℓ1(Γ)),
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where
C =
Ü
f1
...
fn
ê
.
Since Mk(ℓ
1(Γ)) is a Banach algebra, the set of invertible matrices in Mk(ℓ
1(Γ))
is open. Approximating B by some B′ ∈ Mk×n(QΓ), we may assume that B′C is
invertible in Mk(ℓ
1(Γ)). Take some suitable N ∈ N such that NB′ ∈ Mk×n(ZΓ).
Then we may set A = (NB′)C. 
We are ready to prove Theorem 3.1.
Proof of Theorem 3.1. (1)⇒(2): By Proposition 2.1 we know that X̂ is a finitely
generated left ZΓ-module.
Identify X̂ with (ZΓ)k/J for some k ∈ N and some left ZΓ-submodule J of (ZΓ)k.
Denote by Ω the set of finitely generated ZΓ-submodules of J . We claim that there
exists some ω ∈ Ω such that the canonical action of Γ on Ÿ (ZΓ)k/ω is expansive.
Suppose that this fails. Let ω ∈ Ω. By Lemma 3.8 we can find some nonzero
yω = (yω1 , . . . , y
ω
k ) ∈ (ℓ∞(Γ))k such that 〈yω, f〉 = 0 for every f in a finite generating
set W of ω, where the pairing 〈yω, f〉 is given by the equation (3.1). Since ω is a
left ZΓ-module, we get yωf ∗ = 0 for all f ∈ W , and hence yωf ∗ = 0 for all f ∈ ω.
Replacing yω by syω for some s ∈ Γ, we may assume that ‖yωeΓ‖∞ ≥ ‖yω‖∞/2.
Replacing yω by λyω for some λ ∈ R, we may assume that ‖yωeΓ‖∞ = 1/2. Then
yω ∈ ([−1, 1]k)Γ. Note that Ω is directed by inclusion. Since the space ([−1, 1]k)Γ is
compact under the product topology, we can take a limit point z of the net (yω)ω∈Ω.
Then zf ∗ = 0 for every f ∈ J , and hence P (λz) ∈Ÿ (ZΓ)k/J for every λ ∈ R, where P
denotes the canonical map from (ℓ∞(Γ))k to ((R/Z)Γ)k. We also have ‖zeΓ‖∞ = 1/2,
and hence P (λz) 6= 0 for all 0 < λ ≤ 1. This contradicts the expansiveness of the
canonical action of Γ onŸ (ZΓ)k/J . Thus our claim holds.
So let f1, . . . , fn ∈ J such that the canonical action of Γ onŸ (ZΓ)k/ω is expansive
for ω = ZΓf1 + · · · + ZΓfn. By Lemma 3.8 we can find some A ∈ Mk(ZΓ) being
invertible in Mk(ℓ
1(Γ)) such that the rows of A are contained in ω, and hence in J .
This proves (2).
(2)⇒(3) is trivial.
(3)⇒(1) can be proved as in the proof of (4)⇒(1) of Lemma 3.8.
(3)⇔(4) follows from Lemma 3.9. 
4. P-expansiveness
In this section we study p-expansiveness, a weak version of expansiveness. Through-
out this section Γ will be a countable discrete group.
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Notation 4.1. Let Γ act on a compact abelian group X by automorphisms. For
every x ∈ X and ϕ ∈ X̂ , we denote by Ψx,ϕ the function on Γ defined by
Ψx,ϕ(s) = 〈sx, ϕ〉 − 1, s ∈ Γ,
where T denotes the unit circle in C and 〈·, ·〉 : X × X̂ → T denotes the canonical
pairing between X and X̂ .
Definition 4.2. Let 1 ≤ p ≤ +∞. We say that an action of Γ on a compact abelian
group X by automorphisms is p-expansive if there exist a finite subset W of X̂ and
ε > 0 such that eX is the only point x in X satisfying∑
ϕ∈W
‖Ψx,ϕ‖p < ε.
In the following we collect some basic properties of p-expansiveness. Assertion
(4) below justifies our terminology of p-expansiveness. Recall that for a unital ring
R, a left R-module M is called finitely presented if M = Rk/J for some k ∈ N
and some finitely generated left R-submodule J of Rk [43, Definition 4.25]. If R is
left Noetherian, then every finitely generated left R-module is finitely presented [43,
Proposition 4.29].
Proposition 4.3. Let α be an action of Γ on a compact abelian group by automor-
phisms. Let 1 ≤ p ≤ +∞. Then the following hold:
(1) If α is p-expansive, then it is q-expansive for all 1 ≤ q ≤ p.
(2) If α is p-expansive, then X̂ is a finitely generated left ZΓ-module.
(3) If α is p-expansive, then for any finite subset W of X̂ generating X̂ as a left
ZΓ-module, there exists ε > 0 such that eX is the only point x in X satisfying∑
ϕ∈W ‖Ψx,ϕ‖p < ε.
(4) α is ∞-expansive if and only if it is expansive.
(5) Suppose that X̂ is a finitely presented left ZΓ-module. Write X̂ as (ZΓ)k/(ZΓ)nA
for some k, n ∈ N and A ∈ Mn×k(ZΓ). Then α is p-expansive if and only if
the linear map (ℓp(Γ))k → (ℓp(Γ))n sending a to aA∗ is injective.
Proof. (1). This follows from the fact that for any f ∈ ℓq(Γ) with ‖f‖q ≤ 1, one has
‖f‖pp ≤ ‖f‖qq when p < +∞ and ‖f‖∞ ≤ ‖f‖q when p = +∞.
(2). Suppose that α is p-expansive. Let W and ε be as in Definition 4.2. Denote
by G the ZΓ-submodule of X̂ generated by W . If x ∈ X satisfies 〈x, ψ〉 = 1 for all
ψ ∈ G, then Ψx,ϕ = 0 for all ϕ ∈ W and hence x = eX . By Pontryagin duality we
have G = X̂.
(3). This follows from the fact that for any x ∈ X , ϕ, ψ ∈ X̂, and a, b ∈ ZΓ one
has
‖Ψx,aϕ+bψ‖p ≤ ‖a‖1‖Ψx,ϕ‖p + ‖b‖1‖Ψx,ψ‖p.(4.1)
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To prove the assertions (4) and (5), we observe a general fact first. Suppose
that X̂ is a finitely generated left ZΓ-module, and write X̂ as (ZΓ)k/J for some
k ∈ N and some left ZΓ-submodule J of (ZΓ)k. For each x ∈ X denote by Φx
the function s 7→ ρ∞(xs, 0(R/Z)k) on Γ, where ρ∞ is the canonical metric on (R/Z)k
defined in the equation (2.2). Denote by e1, . . . , ek the standard basis of (ZΓ)
k. Set
W = {e1 + J, . . . , ek + J}. Note that there exists C > 0 such that
C|t| ≤ |e2piit − 1| ≤ C−1|t|
for all t ∈ [−1/2, 1/2]. It follows that there exists C1 > 0 such that
C1‖Φx‖p ≤
∑
ϕ∈W
‖Ψx,ϕ‖p ≤ C−11 ‖Φx‖p(4.2)
for all x ∈ X .
(4). By the assertion (2) and Proposition 2.1 both ∞-expansiveness and expan-
siveness imply that X̂ is a finitely generated left ZΓ-module. Now the assertion (4)
follows from the p =∞ case of the inequalities (4.2) and the assertion (3).
(5). Denote by P the canonical map ℓ∞(Γ,Rk) → ((R/Z)k)Γ. Suppose that the
linear map (ℓp(Γ))k → (ℓp(Γ))n sending a to aA∗ is not injective. Take a nonzero
a ∈ (ℓp(Γ))k with aA∗ = 0. Then for any λ ∈ R, one has λaA∗ = 0 and hence
P (λa) ∈ X . When λ→ 0, one has ‖ΦP (λa)‖p → 0, and hence ∑ϕ∈W ‖ΨP (λa),ϕ‖p → 0.
Since a 6= 0, when |λ| is sufficiently small and nonzero, P (λa) 6= eX . Thus α is not
p-expansive. This proves the “only if” part.
Suppose that α is not p-expansive. Then we can find a nonzero x ∈ X such
that ‖Φx‖p < ‖A‖−11 . Take a lift x˜ of x in ℓp(Γ,Rk) with ‖x˜‖p = ‖Φx‖p. Then
x˜A∗ ∈ ℓ∞(Γ,Zn), and
‖x˜A∗‖∞ ≤ ‖x˜A∗‖p ≤ ‖x˜‖p‖A∗‖1 = ‖Φx‖p‖A‖1 < 1.
It follows that x˜A∗ = 0. Since P (x˜) = x is nonzero, x˜ 6= 0. This proves the “if”
part. 
Notation 4.4. For f ∈ ZΓ, we denote by αf the canonical Γ-action on Xf :=⁄ ZΓ/ZΓf . We also denote by C0(Γ) the space of C-valued functions on Γ vanishing
at infinity.
By Proposition 4.3.(5), for any f ∈ ZΓ and 1 ≤ p ≤ +∞, the action αf is p-
expansive if and only if for any nonzero g ∈ ℓp(Γ) one has gf ∗ 6= 0. The latter is
related to the analytic zero divisor conjecture and has been studied extensively in
[54–58, 68].
Example 4.5. Recall that the class of elementary amenable groups is the smallest
class of groups containing all finite groups and all abelian groups and is closed under
taking subgroups, quotient groups, extensions, and inductive limits. Suppose that
Γ is torsion free and elementary amenable. Then for any nonzero f ∈ CΓ and
nonzero g ∈ ℓ2C(Γ), one has gf 6= 0 [54, Theorem 2]. Thus αf is 2-expansive for
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every nonzero f ∈ ZΓ. On the other hand, by [17, Theorem 3.2], for f ∈ ZΓ, αf is
expansive exactly when f is invertible in ℓ1(Γ).
Example 4.6. Suppose that s ∈ Γ has infinite order. Denote by Γ′ the subgroup
of Γ generated by s. For any nonzero f ∈ CΓ′ and nonzero g ∈ C0(Γ′), one has
gf 6= 0 [57, Theorem 5.1]. Using the cosets decomposition of Γ, it follows that for
any nonzero f ∈ CΓ′ and nonzero g ∈ C0(Γ), one has gf 6= 0. Thus, for any nonzero
f ∈ ZΓ′ the action αf is p-expansive for all 1 ≤ p < +∞. Note that s − 1 is not
invertible in ℓ1(Γ), thus αs−1 is not expansive by [17, Theorem 3.2].
Example 4.7. Let Γ = Zd for some d ∈ N with d ≥ 2. One may identify ZΓ
with the ring Z[u±11 , . . . , u
±1
d ] of Laurent polynomials with integer coefficients in the
variables u1, . . . , ud. For any nonzero f ∈ CΓ and nonzero g ∈ ℓ 2dd−1 (Γ), one has
gf 6= 0 [58, Theorem 2.1]. Thus αf is 2dd−1-expansive for every nonzero f ∈ ZΓ. Set
h = 2d − 1 − ∑dj=1(uj + u−1j ) ∈ ZΓ. Then there exists a nonzero g ∈ ℓ∞(Γ) such
that gh = 0 and g ∈ ℓp(Γ) for all 2d
d−1
< p ≤ +∞ [68, Section 7]. Thus, for any
2d
d−1
< p ≤ +∞, the action αh is not p-expansive.
Example 4.8. Let Γ be a free group with canonical generators s1, . . . , sd, for d ≥ 2.
For any nonzero f ∈ CΓ, one has gf 6= 0 for every nonzero g ∈ ℓ2C(Γ) [55, Theorem
2]. Thus the action αf is 2-expansive for every nonzero f ∈ ZΓ. Endow Γ with
the word length with respect to s1, . . . , sd. For each n ∈ Z≥0 denote by χn the sum
of the elements in Γ with length n. Set g =
∑∞
n=0(−1)n(2d − 1)−nχ2n ∈ ℓ∞(Γ).
Then gχ1 = 0 and g ∈ ℓp(Γ) for all 2 < p ≤ +∞ [58, Example 6.5]. Thus, for any
2 < p ≤ +∞, the action αχ1 is not p-expansive.
Example 4.9. Let Γ = Zd for some d ∈ N with d ≥ 2. Denote by P the natural
projection Rd → (R/Z)d = Γ̂. For each f ∈ CΓ, via the pairing between Γ and Γ̂ we
may think of f as a function on Γ̂. Denote by Z(f) the zero set of f as a function
on Γ̂. For f =
∑
s∈Γ λss ∈ CΓ, set f¯ = ∑s∈Γ λss. The set Z(f¯) is contained in the
image of a finite union of hyperplanes in Rd under P if and only if gf 6= 0 for all
nonzero g ∈ C0(Γ) [58, Theorem 2.2]. Thus, for f ∈ ZΓ, if Z(f) is contained in the
image of a finite union of hyperplanes in Rd under P (for instance when Z(f) is a
finite set), then so is Z(f ∗), and hence αf is p-expansive for all 1 ≤ p < +∞.
A finitely generated elementary amenable group either contains a nilpotent sub-
group with finite index or has a free subsemigroup with two generators [13, Theorem
3.2’].
Example 4.10. Suppose that Γ has a free subsemigroup generated by two elements
s and t. Set f = ±3 − (1 + s − s2)t ∈ ZΓ. Then f is not invertible in ℓ1(Γ) [47,
Example A.1], and thus by [17, Theorem 3.2] αf is not expansive. An argument
similar to that in [49, Example 7.2] shows that for any g ∈ C0(Γ), if gf ∗ = 0, then
g = 0. Thus αf is p-expansive for all 1 ≤ p < +∞.
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It is well known that when Γ is amenable, every continuous expansive Γ-action
on a compact space has finite topological entropy (the case Γ = Z is proved in [80,
Theorem 7.11]; the proof there also works for general countable amenable groups Γ).
Next we show that 1-expansiveness and 2-expansiveness characterize finite entropy
for finitely presented algebraic actions of countable amenable groups. The definition
of entropy is recalled in Section 2.3.
Theorem 4.11. Suppose that Γ is amenable. Let α be an action of Γ on a compact
abelian group X by automorphisms. Suppose that X̂ is a finitely presented left ZΓ-
module, and write X̂ as (ZΓ)k/(ZΓ)nA for some k, n ∈ N and A ∈Mn×k(ZΓ). Then
the following are equivalent:
(1) h(X) < +∞.
(2) α is 1-expansive.
(3) α is 2-expansive.
(4) The linear map (RΓ)k → (RΓ)n sending a to aA∗ is injective.
(5) The additive map (ZΓ)k → (ZΓ)n sending a to aA∗ is injective.
We need some preparation for the proof of Theorem 4.11. First we need the
following result of Elek [22]. He assumed Γ to be finitely generated and k = 1,
which are unnecessary.
Theorem 4.12. Suppose that Γ is amenable. If A ∈ Mk(CΓ) for some k ∈ N and
aA = 0 for some nonzero a ∈ (ℓ2C(Γ))k, then bA = 0 for some nonzero b ∈ (CΓ)k.
We remark that the proof of Theorem 4.12 uses the group von Neumann algebra
of Γ.
Lemma 4.13. Let K and F be nonempty finite subsets of Γ. Then there exists a
finite subset F1 of F with
|F1|
|F |
≥ 1
2|K|+1
and ((F1F
−1
1 ) \ {eΓ}) ⊆ Γ \K.
Proof. Let F1 be a maximal subset of F subject to the condition that s
′ 6∈ Ks for all
distinct s, s′ ∈ F1. Then F ⊆ ({eΓ}∪K∪K−1)F1. Thus |F | ≤ |{eΓ}∪K∪K−1|·|F1| ≤
(2|K|+ 1)|F1|. 
Lemma 4.14. Suppose that Γ is amenable. Let Γ act on a compact abelian group
X by automorphisms. Suppose that X̂ = (ZΓ)k/J for some k ∈ N and some left
ZΓ-submodule J of (ZΓ)k, and that there exists 0 6= a ∈ (RΓ)k satisfying ab∗ = 0
for all b ∈ J . Then h(X) = +∞.
Proof. Denote by K the support of a as a Rk-valued function on Γ. Fix a compatible
metric ρ on X . Denote by P the natural projection ℓ∞(Γ,Rk)→ ((R/Z)k)Γ. Then
P (λa) ∈ X for every λ ∈ R. If λ1, λ2 ∈ (0, 1/‖a‖∞) are distinct, then P (λ1a) 6=
P (λ2a).
Let M ∈ N. Take distinct λ1, . . . , λM ∈ (0, 1/‖a‖∞). For each 1 ≤ j ≤M , set
Yj = {x ∈ X : xs = (P (λja))s for all s ∈ K}.
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Then the sets Y1, . . . , YM are pairwise disjoint closed subsets of X . Thus we can find
ε > 0 such that if x ∈ Yi and y ∈ Yj for some 1 ≤ i < j ≤ M , then ρ(x, y) > ε.
Let F be a nonempty finite subset of Γ. By Lemma 4.13 we can find a finite
subset F1 of F with
|F1|
|F |
≥ 1
2|KK−1|+1
and ((F1F
−1
1 ) \ {eΓ}) ⊆ Γ \KK−1. Then the
sets s−1K for s ∈ F1 are pairwise disjoint. For each σ ∈ {1, . . . ,M}F1 , set
xσ =
∑
s∈F1
s−1P (λσ(s)a).
Then sxσ ∈ Yσ(s) for every s ∈ F1. Thus the set {xσ : σ ∈ {1, . . . ,M}F1} is
(ρ, F, ε)-separated. Therefore
Nρ,F,ε(X) ≥M |F1| ≥M |F |/(2|KK−1|+1).
It follows that h(X) ≥ 1
2|KK−1|+1
logM . Since M is arbitrary, we get h(X) =
+∞. 
The following lemma is well known, and can be proved by a simple volume com-
parison argument (see for example the proof of [67, Lemma 4.10]).
Lemma 4.15. Let V be a finite-dimensional normed space over R. Let ε > 0. Then
any ε-separated subset of the unit ball of V has cardinality at most (1 + 2
ε
)dimV .
We are ready to prove Theorem 4.11.
Proof of Theorem 4.11. (1)⇒(4) follows from Lemma 4.14.
(4)⇒(1): Note that the definitions of (ρ, F, ε)-separated sets and Nρ,F,ε(X) in
Section 2.3 extend directly to any continuous pseudometric ρ on X . The equation
(2.3) holds for any continuous pseudometric ρ on X which is dynamically generating
in the sense that for any distinct x, y ∈ X one has ρ(sx, sy) > 0 for some s ∈ Γ [15,
Proposition 2.3] [47, Theorem 4.2]. Recall the canonical metric ρ∞ on (R/Z)
k defined
by the equation (2.2). Define a continuous pseudometric ρ′ on X by ρ′(x, y) =
ρ∞(xeΓ, yeΓ) for all x, y ∈ X . Clearly ρ′ is dynamically generating.
Denote byK the union of {eΓ} and the support of A as aMn×k(Z)-valued function
on Γ. Let ε > 0 and F be a nonempty finite subset of Γ. Take a (ρ′, F, ε)-separated
subset E ⊆ X with |E| = Nρ′,F,ε(X). For each x ∈ E denote by x˜ the element in
([0, 1)k)Γ such that x is the image of x˜ under the natural map ([0, 1)k)Γ → ((R/Z)k)Γ.
Then x˜A∗ ∈ ℓ∞(Γ,Zn) and ‖x˜A∗‖∞ ≤ ‖x˜‖∞‖A∗‖1 ≤ ‖A‖1.
For a finite subset W of Γ, we shall identify (Rk)W and (Rn)W as linear subspaces
of ℓ∞(Γ,Rk) = (ℓ∞(Γ))k and ℓ∞(Γ,Rn) respectively naturally, and denote by pW
the restriction maps ℓ∞(Γ,Rk)→ (Rk)W and ℓ∞(Γ,Rn)→ (Rn)W .
Set F ′ = {s ∈ F : s−1K ⊆ F−1}. We define a map ψ : E → ((Z∩[−‖A‖1, ‖A‖1])n)(F ′)−1
sending x to p(F ′)−1(x˜A
∗). Let a ∈ ((Z ∩ [−‖A‖1, ‖A‖1])n)(F ′)−1 . We shall give an
upper bound for |ψ−1(a)|.
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Consider the linear map ξ : (Rk)F
−1 → (Rn)F−1K−1 sending z to zA∗. By (4) ξ is
injective. Thus
dim ker(p(F ′)−1 ◦ ξ) ≤ dim((Rn)F−1K−1\(F ′)−1) = n|F−1K−1 \ (F ′)−1|.
For each x ∈ E, set x′ = pF−1(x˜) ∈ (Rk)F−1 . Note that x˜A∗ = x′A∗ on (F ′)−1.
Fix y ∈ ψ−1(a). Then (x′ − y′)A∗ = 0 on (F ′)−1 for all x ∈ ψ−1(a). Thus x′ − y′ ∈
ker(p(F ′)−1 ◦ ξ) for all x ∈ ψ−1(a). Since E is (ρ′, F, ε)-separated, we see that the set
{x′−y′
2
: x ∈ ψ−1(a)} is ε
2
-separated under the ℓ∞-norm, and is clearly contained in
the unit ball of (Rk)F
−1
with respect to the ℓ∞-norm. By Lemma 4.15 we have
|ψ−1(a)| ≤ (1 + 4
ε
)dim ker(p(F ′)−1◦ξ) ≤ (1 + 4
ε
)n|F
−1K−1\(F ′)−1|.
Therefore
Nρ′,F,ε(X) = |E| ≤ (2‖A‖1 + 1)n|F ′|(1 + 4
ε
)n|F
−1K−1\(F ′)−1|
≤ (2‖A‖1 + 1)n|F |(1 + 4
ε
)n|F
−1K−1\(F ′)−1|.
When F becomes sufficiently left invariant, |F−1K−1\(F ′)−1|/|F | becomes arbitrar-
ily small. It follows that
h(X) ≤ n log(2‖A‖1 + 1) < +∞.
(4)⇒(3): Suppose that (3) fails. By Proposition 4.3.(5) we have aA∗ = 0 for some
nonzero a ∈ (ℓ2(Γ))k. Then aA∗A = 0. By Theorem 4.12 we have bA∗A = 0 for
some nonzero b ∈ (CΓ)k. Replacing b by its real part or imaginary part, we may
assume that b ∈ (RΓ)k.
Note that for any w ∈ (ℓ2(Γ))n and w′ ∈ (ℓ2(Γ))k we have
〈wA,w′〉 = 〈w,w′A∗〉 ,
where we take (ℓ2(Γ))k and (ℓ2(Γ))n as the direct sum of copies of the Hilbert space
ℓ2(Γ). Thus 〈bA∗, bA∗〉 = 〈bA∗A, b〉 = 0, and hence bA∗ = 0. Therefore (4) fails.
(3)⇒(2)⇒(4) follows from Proposition 4.3.
(4)⇒(5) is trivial.
(5)⇒(4): Suppose that (4) fails. Then aA∗ = 0 for some nonzero a ∈ (RΓ)k.
Denote by F (resp. K) the support of a (resp. A∗) as a Rk-valued (resp. Mk×n(Z)-
valued) function on Γ. Consider the equation bA∗ = 0 for b ∈ (RF )k. One can
interpret it as a system of integer-coefficients homogeneous linear equations indexed
by FK × {1, . . . , n} which has variables indexed by F × {1, . . . , k}. These linear
equations have a nonzero solution given by a, thus has a nonzero integral solution.
Therefore (5) fails. 
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5. P-Homoclinic Group
In this section we study p-homoclinic points. Throughout this section Γ will be a
countable discrete group.
When Γ acts on a compact group X by automorphisms, a point x ∈ X is said
to be homoclinic [49] if sx → eX as Γ ∋ s → ∞. The set of all homoclinic points,
denoted by ∆(X), is a Γ-invariant normal subgroup of X . Note that when X is
abelian, a point x ∈ X is homoclinic exactly when Ψx,ϕ ∈ C0(Γ) for every ϕ ∈ X̂ ,
where Ψx,ϕ and C0(Γ) are defined in Notations 4.1 and 4.4 respectively.
Definition 5.1. Let Γ act on a compact abelian group X by automorphisms. Let
1 ≤ p < +∞. We say that x ∈ X is p-homoclinic if Ψx,ϕ ∈ ℓp(Γ) for every ϕ ∈ X̂ .
We denote by ∆p(X) the set of all p-homoclinic points of X . We also say x ∈ X is
∞-homoclinic if it is homoclinic, and set ∆∞(X) = ∆(X).
The set ∆1(X) was studied in [51, 77] for algebraic Zd-actions. In Section 9 we
shall see that both ∆1(X) and ∆2(X) play important roles in the study of entropy
theory for algebraic actions.
We collect some basic properties of the p-homoclinic group.
Proposition 5.2. Let Γ act on a compact abelian group X by automorphisms. Let
1 ≤ p ≤ +∞. Then the following hold:
(1) For any p < q ≤ +∞, one has ∆p(X) ⊆ ∆q(X).
(2) ∆p(X) is a Γ-invariant subgroup of X.
(3) If Γ acts on a compact abelian group Y by automorphisms and Φ : X → Y is
a continuous Γ-equivariant group homomorphism, then Φ(∆p(X)) ⊆ ∆p(Y ).
(4) If X̂ is a finitely generated left ZΓ-module and we write X̂ as (ZΓ)k/J for
some k ∈ N and some left ZΓ-submodule J of (ZΓ)k, then ∆p(X) consists
exactly of the elements x ∈ X for which the function s 7→ ρ∞(xs, 0(R/Z)k) on
Γ is in ℓp(Γ) when p < +∞ or in C0(Γ) when p = +∞, where ρ∞ is the
canonical metric on (R/Z)k defined by (2.2).
(5) If α is p-expansive, then ∆p(X) is countable.
(6) If ZΓ is left Noetherian, and α is p-expansive, then ∆p(X) is a finitely gen-
erated left ZΓ-module.
Proof. The assertion (1) follows from the facts that ℓp(Γ) ⊆ C0(Γ) and ℓp(Γ) ⊆ ℓq(Γ)
when q < +∞. The assertions (2) and (3) are obvious. The assertion (4) follows
from the inequalities (4.1) and (4.2).
Now we prove the assertion (5). The case p = +∞ is [49, Lemma 3.2]. So we
may assume p < +∞. Suppose that α is p-expansive. By Proposition 4.3.(2) we
may write X̂ as (ZΓ)k/J for some k ∈ N and some left ZΓ-submodule J of (ZΓ)k.
Denote by P the canonical map ℓ∞(Γ,Rk) → ((R/Z)k)Γ. For each x ∈ ∆p(X),
by the inequalities (4.2) we can take x˜ ∈ ℓp(Γ,Rk) such that P (x˜) = x. Since α is
p-expansive, by Proposition 4.3.(3) and the inequalities (4.2) we can find some ε > 0
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such that if x, y ∈ ∆p(X) are distinct, then ‖x˜− y˜‖p > ε. As ℓp(Γ,Rk) is separable
under the norm ‖ · ‖p, any ε-separated subset of ℓp(Γ,Rk) is countable. Therefore
∆p(X) is countable.
To prove the assertion (6), we need the following two lemmas.
Lemma 5.3. Let 1 ≤ p < +∞. Let Γ act p-expansively on a compact abelian group
X by automorphisms. Assume that X̂ is a finitely presented left ZΓ-module, and
write X̂ as (ZΓ)k/(ZΓ)nA for some A ∈ Mn×k(ZΓ). Then ∆p(X) is isomorphic to
a ZΓ-submodule of (ZΓ)n/(ZΓ)kA∗.
Proof. Denote by P the canonical map from (ℓ∞(Γ))k = ℓ∞(Γ,Rk) to ((R/Z)Γ)k.
For each x ∈ ∆p(X), by the inequalities (4.2) we can take x˜ ∈ ℓp(Γ,Rk) such that
P (x˜) = x. Then x˜A∗ ∈ ℓ∞(Γ,Zn) ∩ ℓp(Γ,Rn) = (ZΓ)n. Thus we can define a map
ϕ : ∆p(X)→ (ZΓ)n/(ZΓ)kA∗ sending x to x˜A∗ + (ZΓ)kA∗.
If a ∈ ℓp(Γ,Rk) satisfies P (a) = x, then a − x˜ ∈ ℓ∞(Γ,Zk) ∩ ℓp(Γ,Rk) = (ZΓ)k,
and hence aA∗+(ZΓ)kA∗ = x˜A∗+(ZΓ)kA∗. It follows easily that ϕ is a ZΓ-module
homomorphism.
Since the action is p-expansive, by Proposition 4.3.(5) the linear map (ℓp(Γ))k →
(ℓp(Γ))n sending a to aA∗ is injective. If x ∈ kerϕ, then x˜A∗ ∈ (ZΓ)kA∗, and hence
x˜ ∈ (ZΓ)k, which implies that x = P (x˜) = eX . Thus ϕ is injective. 
The next lemma is more than needed for the proof of (6), but will be useful later.
Lemma 5.4. Let k ∈ N, and A ∈Mk(ZΓ) such that the linear map T : (ℓp(Γ))k →
(ℓp(Γ))k sending a to aA∗ is invertible for some 1 ≤ p < +∞. Set XA = ¤ (ZΓ)k/(ZΓ)kA.
Then ∆p(XA) = ∆(XA) = P (T
−1((ZΓ)k)) is dense in XA, where P denotes the
canonical map from (ℓ∞(Γ))k = ℓ∞(Γ,Rk) to ((R/Z)Γ)k. Furthermore, ∆(XA) is
isomorphic to (ZΓ)k/(ZΓ)kA∗ as left ZΓ-modules.
Proof. From (1) and (4) of Proposition 5.2 we have ∆(XA) ⊇ ∆p(XA) ⊇ P (T−1((ZΓ)k)).
Let x ∈ ∆(XA). Take x˜ ∈ ([−1/2, 1/2]k)Γ ⊆ (ℓ∞(Γ))k with P (x˜) = x. Then the
function s 7→ ‖x˜s‖∞ on Γ vanishes at infinity. Since A∗ ∈Mk(ZΓ), it follows that the
function s 7→ ‖(x˜A∗)s‖∞ on Γ also vanishes at infinity. As x˜A∗ ∈ (Zk)Γ, we conclude
that T (x˜) = x˜A∗ ∈ (ZΓ)k. Then x˜ ∈ T−1((ZΓ)k), and hence x ∈ P (T−1((ZΓ)k)).
Therefore ∆p(XA) = ∆(XA) = P (T
−1((ZΓ)k)).
Take 1 < q ≤ +∞ with p−1 + q−1 = 1. Note that ℓq(Γ,Rk) can be identified
with the dual space of ℓp(Γ,Rk) naturally, as in the equation (3.1). Denote by T ∗
the bounded linear map ℓq(Γ,Rk) → ℓq(Γ,Rk) dual to T . Let ψ ∈ X̂A such that
〈∆(XA), ψ〉 = 1. Write ψ as a + (ZΓ)kA for some a ∈ (ZΓ)k. Then
(y˜((T ∗)−1(a))∗)eΓ = (y˜((T
−1)∗(a))∗)eΓ =
¨
y˜, (T−1)∗(a)
∂
=
¨
T−1(y˜), a
∂
= (T−1(y˜)a∗)eΓ ∈ Z
for all y˜ ∈ (ZΓ)k. Replacing y˜ by sy˜ for all s ∈ Γ, we get y˜((T ∗)−1(a))∗ ∈
ℓq(Γ,Zk) for all y˜ ∈ (ZΓ)k. Taking y˜ to be the canonical basis of (ZΓ)k, we get
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(T ∗)−1(a) ∈ ℓq(Γ,Zk). When q < +∞, we get (T ∗)−1a ∈ ℓq(Γ,Zk) = (ZΓ)k. When
q = +∞, from the surjectivity of T we see that A∗ has a left inverse in Mk(ℓ1(Γ))
and hence A has a right inverse in Mk(ℓ
1(Γ)). Multiplying this right inverse to
a = T ∗((T ∗)−1(a)) = ((T ∗)−1(a))A, we conclude that (T ∗)−1(a) ∈ ℓ1(Γ,Rk). There-
fore we still have (T ∗)−1a ∈ (ZΓ)k. Thus a ∈ T ∗((ZΓ)k)) = (ZΓ)kA and hence
ψ = 0”XA. By the Pontryagin duality ∆(XA) is dense in XA.
Denote ϕ by the map (ZΓ)k → ∆(XA) sending a to P (T−1(a)). Clearly ϕ is a
left ZΓ-module homomorphism, and kerϕ ⊇ (ZΓ)kA∗. If a ∈ kerϕ, then T−1(a) ∈
ℓ∞(Γ,Zk) ∩ ℓp(Γ,Rk) = (ZΓ)k and hence a ∈ T ((ZΓ)k) = (ZΓ)kA∗. Therefore
kerϕ = (ZΓ)kA∗. By the first paragraph of the proof ϕ is also surjective. Thus
∆(XA) is isomorphic to (ZΓ)
k/ kerϕ = (ZΓ)k/(ZΓ)kA∗ as left ZΓ-modules. 
When p < +∞, the assertion (6) follows from Lemma 5.3, Proposition 4.3.(2) and
the fact that if a unital ring R is left Noetherian, then every finitely generated left
R-module is finitely presented [43, Proposition 4.29]. When p = +∞, the assertion
(6) follows from Proposition 4.3.(4), Theorem 3.1 and Lemma 5.4. This finishes the
proof of Proposition 5.2. 
Example 5.5. Let Γ, f , and Z(f) be as in Example 4.9. When f is irreducible in
the factorial ring ZΓ and Z(f) is finite, ∆1(Xf) is dense in Xf [51, Propositions 5.1
and 5.2, Lemma 6.3]. Denote by u1, . . . , ud the canonical basis of Z
d. The group
∆1(Xf) was calculated explicitly for f = 2d −∑dj=1(uj + u−1j ) in [77, Theorem 2.4,
Proposition 3.1] and for f = 2− u1 − u2 when d = 2 in [51, Section 5].
Lind and Schmidt [49] showed that when Γ is finitely generated with sub-exponential
growth, for any expansive action of Γ on a compact abelian group X by automor-
phisms, one has ∆(X) = ∆1(X). From Theorem 3.1, Lemma 5.4, and Proposi-
tion 5.2.(1) we conclude that this holds for all Γ:
Theorem 5.6. Let Γ act expansively on a compact abelian group X by automor-
phisms. Then
∆(X) = ∆1(X).
We shall need the following result in Sections 6 and 9.
Proposition 5.7. Let Γ act on a compact abelian group X by automorphisms.
Suppose that X̂ is a finitely generated left ZΓ-module. Then there is a compatible
translation-invariant metric ρ on X such that
∑
s∈Γ ρ(0X , sx) < +∞ for every x ∈
∆1(X).
Proof. The case Γ is finite is trivial. Thus we may assume that Γ is infinite. Take
a finite set W ⊆ X̂ generating X̂ as a left ZΓ-module. List the elements of Γ as
s1, s2, . . . . Define a continuous translation-invariant metric ρ on X by
ρ(x, y) =
∞∑
j=1
∑
ϕ∈W
2−j|Ψx−y,ϕ(sj)|
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for all x, y ∈ X , where Ψx−y,ϕ is defined in Notation 4.1. If we denote by τ the
original topology on X , and by τ ′ the topology on X induced by ρ, then the identity
map σ : (X, τ) → (X, τ ′) is continuous. Since (X, τ) is compact and (X, τ ′) is
Hausdorff, σ is a homeomorphism. Thus ρ is compatible. For any x ∈ ∆1(X), one
has ∑
t∈Γ
ρ(0X , tx) =
∑
t∈Γ
∞∑
j=1
∑
ϕ∈W
2−j|Ψtx,ϕ(sj)|
=
∑
ϕ∈W
∞∑
j=1
2−j
∑
t∈Γ
|Ψx,ϕ(sjt)|
=
∑
ϕ∈W
∞∑
j=1
2−j‖Ψx,ϕ‖1
=
∑
ϕ∈W
‖Ψx,ϕ‖1 < +∞.

In the rest of this section we discuss pairs of algebraic actions. Let G1 and G2 be
discrete left ZΓ-modules. Consider a map Φ : G1 × G2 → T which is bi-additive in
the sense that
Φ(ϕ1 + ψ1, ϕ2) = Φ(ϕ1, ϕ2)Φ(ψ1, ϕ2) and Φ(ϕ1, ϕ2 + ψ2) = Φ(ϕ1, ϕ2)Φ(ϕ1, ψ2)
for all ϕ1, ψ1 ∈ G1 and ϕ2, ψ2 ∈ G2, and equivariant in the sense that
Φ(sϕ1, sϕ2) = Φ(ϕ1, ϕ2)
for all ϕ1 ∈ G1, ϕ2 ∈ G2, and s ∈ Γ. Then Φ induces Γ-equivariant group homomor-
phisms Φ1 : G1 → ”G2 and Φ2 : G2 → ”G1 such that
〈Φ1(ϕ1), ϕ2〉 = Φ(ϕ1, ϕ2) = 〈ϕ1,Φ2(ϕ2)〉
for all ϕ1 ∈ G1 and ϕ2 ∈ G2.
Lemma 5.8. Let G1, G2,Φ,Φ1, and Φ2 be as above. Then the following hold:
(1) Φ1 is injective if and only if Φ2(G2) is dense in ”G1.
(2) For any 1 ≤ p ≤ +∞, Φ1(G1) ⊆ ∆p(”G2) if and only if Φ2(G2) ⊆ ∆p(”G1).
Proof. (1). This follows from the Pontryagin duality and the fact that ker Φ1 consists
of exactly those ϕ1 ∈ G1 satisfying 〈ϕ1,Φ2(G2)〉 = 1.
(2). Let ϕ1 ∈ G1 and ϕ2 ∈ G2. For each s ∈ Γ, we have
ΨΦ2(ϕ2),ϕ1(s) = 〈sΦ2(ϕ2), ϕ1〉 − 1
= 〈Φ2(sϕ2), ϕ1〉 − 1
= 〈sϕ2,Φ1(ϕ1)〉 − 1
=
¨
ϕ2, s
−1Φ1(ϕ1)
∂− 1
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= ΨΦ1(ϕ1),ϕ2(s
−1).
Thus ΨΦ2(ϕ2),ϕ1 ∈ C0(Γ) exactly when ΨΦ1(ϕ1),ϕ2 ∈ C0(Γ), and when 1 ≤ p < +∞,
ΨΦ2(ϕ2),ϕ1 ∈ ℓp(Γ) exactly when ΨΦ1(ϕ1),ϕ2 ∈ ℓp(Γ). It follows that Φ1(G1) ⊆ ∆p(”G2)
exactly when Φ2(G2) ⊆ ∆p(”G1). 
The above pairing has been studied by Einsiedler and Schmidt [19, 20] for algebraic
actions of Γ = Zd with d ∈ N on X , in the case G1 = X̂ and G2 = ∆(X). In view of
Lemma 5.8, (G1, G2) should be thought of as a dual pair, and the dynamic properties
of the Γ-actions on ”G1 and ”G2 are reflected in each other. This point of view will
play a central role in Section 9.
6. Specification Properties and Dense Homoclinic Points
In this section, using Theorem 3.1, we discuss the relation between various specifi-
cation properties and having dense homoclinic points for expansive algebraic actions.
Throughout this section Γ will be a countable discrete group.
Specification is a strong orbit tracing property. Ruelle [72] studied the extension
of the notion to Zd-actions. We take the definition of various specification properties
from [49, Definition 5.1] (see also [49, Remark 5.6]), modified to the general group
case.
Definition 6.1. Let α be a continuous Γ-action on a compact space X . Let ρ be a
compatible metric on X .
(1) The action α has weak specification if there exists, for every ε > 0, a
nonempty finite subset F of Γ with the following property: for any finite
collection F1, . . . , Fm of finite subsets of Γ with
FFi ∩ Fj = ∅ for 1 ≤ i, j ≤ m, i 6= j,(6.1)
and for any collection of points x(1), . . . , x(m) in X , there exists a point y ∈ X
with
ρ(sx(j), sy) ≤ ε for all s ∈ Fj, 1 ≤ j ≤ m.(6.2)
(2) The action α has strong specification if there exists, for every ε > 0, a
nonempty finite subset F of Γ with the following property: for any finite
collection F1, . . . , Fm of finite subsets of Γ satisfying (6.1) and any subgroup
Γ′ of Γ with
FFi ∩ Fj(Γ′ \ {eΓ}) = ∅ for 1 ≤ i, j ≤ m,(6.3)
and for any collection of points x(1), . . . , x(m) in X , there exists a point y ∈ X
satisfying (6.2) and sy = y for all s ∈ Γ′.
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(3) When X is a compact group and α is by automorphisms of X , the action
α has homoclinic specification if there exists, for every ε > 0, a nonempty
finite subset F of Γ with the following property: for any finite subset F1 of
Γ and any x ∈ X , there exists y ∈ ∆(X) with
ρ(sx, sy) ≤ ε for all s ∈ F1,
ρ(eX , sy) ≤ ε for all s ∈ Γ \ FF1.
The following lemma is a version of [12, Lemma 1]. The same argument also
appeared in the proof of [27, Theorem 10.36].
Lemma 6.2. Let α be an expansive continuous action of Γ on a compact metric
space (X, ρ). Let d > 0 such that if x, y ∈ X satisfy sups∈Γ ρ(sx, sy) ≤ d, then
x = y. Let x, y ∈ X satisfy ρ(sx, sy) ≤ d for all but finitely many s ∈ Γ. Then
(x, y) is an asymptotic pair in the sense that ρ(sx, sy)→ 0 as Γ ∋ s→∞.
Proof. Take a finite subset W of Γ such that ρ(sx, sy) ≤ d for every s ∈ Γ \W .
Suppose that (x, y) is not an asymptotic pair. Then there exist ε > 0 and a sequence
of elements {sn}n∈N in Γ such that ρ(snx, sny) ≥ ε for all n ∈ N and for any finite
subset F of Γ one has sn 6∈ F for all sufficiently large n ∈ N. Passing to a subsequence
of {sn}n∈N, we may assume that snx and sny converge to x′ and y′ in X respectively,
as n→∞. Then ρ(x′, y′) ≥ ε and hence x′ 6= y′.
Let s ∈ Γ. When n ∈ N is sufficiently large, one has ssn 6∈ W and hence
ρ(ssnx, ssny) ≤ d. Letting n → ∞, we obtain ρ(sx′, sy′) ≤ d. By the hypothesis
on d we conclude that x′ = y′, which is a contradiction. Therefore (x, y) is an
asymptotic pair. 
Theorem 6.3. Let α be an expansive action of Γ on a compact abelian group X by
automorphisms. Then the following are equivalent:
(1) α has weak specification;
(2) α has strong specification;
(3) α has homoclinic specification.
Furthermore, these conditions imply
(4) ∆(X) is dense in X.
Proof. By Theorem 3.1 we may assume that X = Ÿ (ZΓ)k/J for some k ∈ N and
some left ZΓ-submodule J of (ZΓ)k, and find some A ∈Mk(ZΓ) being invertible in
Mk(ℓ
1(Γ)) such that the rows of A are contained in J . Denote by W the union of
{eΓ} and the support of A∗ as a Mk(Z)-valued function on Γ. Recall the canonical
metric ρ∞ on (R/Z)
k defined by (2.2) and the norm ‖ · ‖∞ on ℓ∞(Γ,Rk) defined by
(2.1). Let ρ be a compatible metric on X .
(3)⇒(2): Let ε > 0. Then we can find a nonempty finite subset W1 of Γ and
‖A‖−11 > ε′ > 0 such that if x, y ∈ X satisfy maxs∈W1 ρ∞(xs, ys) ≤ 2ε′, then ρ(x, y) <
ε. Take a finite subset W2 of Γ containing eΓ such that
∑
s∈Γ\W−12
‖((A∗)−1)s‖1 <
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ε′/(2‖A‖1), where ‖B‖1 denotes the sum of the absolute values of the entries of B
for B ∈ Mk(R). If x˜, y˜ ∈ ℓ∞(Γ,Rk) satisfy ‖x˜‖∞, ‖y˜‖∞ ≤ ‖A‖1 and x˜ and y˜ are
equal on sW2 for some s ∈ Γ, then ‖(x˜(A∗)−1)s − (y˜(A∗)−1)s‖∞ ≤ ε′. Take δ > 0
such that if x, y ∈ X satisfy ρ(x, y) ≤ δ, then ρ∞(xeΓ , yeΓ) ≤ ε′.
By the condition (3) we can find a finite subset W3 of Γ containing eΓ with
the following property: for any finite subset F1 of Γ and any x ∈ X , there exists
y ∈ ∆(X) with
max
s∈F1
ρ(sx, sy) ≤ δ and sup
s∈Γ\W3F1
ρ(eX , sy) ≤ δ.
By our choice of δ, we then have
max
s∈F−11
ρ∞(xs, ys) ≤ ε′ and sup
s∈Γ\(W3F1)−1
ρ∞(0(R/Z)k , ys) ≤ ε′.
Now set F = (W1W2W
−1
3 W )(W1W2W
−1
3 W )
−1.
Let F1, . . . , Fm be a finite collection of finite subsets of Γ satisfying (6.1), Γ
′ be a
subgroup of Γ satisfying (6.3), and x(1), . . . , x(m) be points inX . Take y(1), . . . , y(m) ∈
∆(X) with
max
s∈F−1
j
W1W2
ρ∞(x
(j)
s , y
(j)
s ) ≤ ε′ and sup
s∈Γ\(F−1
j
W1W2W
−1
3 )
ρ∞(0(R/Z)k , y
(j)
s ) ≤ ε′
for each 1 ≤ j ≤ m. Denote by P the canonical map ℓ∞(Γ,Rk) → ((R/Z)k)Γ. For
each 1 ≤ j ≤ m, take a lift x˜(j) and y˜(j) for x(j) and y(j) in (([−1, 1])k)Γ respectively
such that
max
s∈F−1
j
W1W2
‖x˜(j)s − y˜(j)s ‖∞ ≤ ε′ and sup
s∈Γ\(F−1
j
W1W2W
−1
3 )
‖y˜(j)s ‖∞ ≤ ε′.
Then y˜(j)A∗ belongs to ℓ∞(Γ,Zk). Note that, for any s ∈ Γ \ (F−1j W1W2W−13 W ),
one has
‖(y˜(j)A∗)s‖∞ ≤ ‖A∗‖1 · sup
t∈Γ\(F−1
j
W1W2W
−1
3 )
‖y˜(j)t ‖∞ ≤ ‖A‖1 · ε′ < 1.
It follows that, as a Zk-valued function on Γ, y˜(j)A∗ has support contained in
F−1j W1W2W
−1
3 W . We can rewrite (6.1) and (6.3) as
(F−1i W1W2W
−1
3 W ) ∩ (F−1j W1W2W−13 W ) = ∅ for 1 ≤ i, j ≤ m, i 6= j,
and
(F−1i W1W2W
−1
3 W ) ∩ (Γ′ \ {eΓ})(F−1j W1W2W−13 W ) = ∅ for 1 ≤ i, j ≤ m,
respectively. Thus the elements sy˜(j)A∗ of ZkΓ for s ∈ Γ′ and 1 ≤ j ≤ m have
pairwise disjoint support. Then we have the element z˜ :=
∑
s∈Γ′
∑m
j=1 sy˜
(j)A∗ of
ℓ∞(Γ,Zk) with
‖z˜‖∞ = max
1≤j≤m
‖y˜(j)A∗‖∞ ≤ ‖A∗‖1 · max
1≤j≤m
‖y˜(j)‖∞ ≤ ‖A‖1.
HOMOCLINIC GROUPS, IE GROUPS, AND EXPANSIVE ALGEBRAIC ACTIONS 27
Set y˜ = z˜(A∗)−1 ∈ ℓ∞(Γ,Rk) and y = P (y˜) ∈ ((R/Z)k)Γ.
We claim that y ∈ X . For each finite subsetK of Γ′, define z˜K = ∑s∈K ∑mj=1 sy˜(j)A∗,
y˜K = z˜K(A
∗)−1, and yK = P (y˜K). Then ‖z˜K‖∞ ≤ ‖A‖1 for every K. For each
s ∈ Γ, when K → Γ′, we have (z˜K)s → z˜s, and hence (y˜K)s → y˜s. It follows that,
when K → Γ′, yK converges to y. Clearly yK = ∑s∈K ∑mj=1 sy(j) ∈ X for each K.
Therefore y ∈ X .
For each s ∈ Γ′, we have sz˜ = z˜ and hence sy = y.
Fix 1 ≤ j ≤ m. Note that z˜ and y˜(j)A∗ are equal on F−1j W1W2W−13 W ⊇
F−1j W1W2. Since ‖z˜‖∞, ‖y˜(j)A∗‖∞ ≤ ‖A‖1, by our choice ofW2 we have maxs∈F−1
j
W1
‖y˜s−
y˜(j)s ‖∞ ≤ ε′. Thus maxs∈F−1
j
W1
ρ∞(ys, y
(j)
s ) ≤ ε′, and hence
max
s∈Fj ,t∈W1
ρ∞((sy)t, (sx
(j))t) = max
s∈F−1
j
W1
ρ∞(ys, x
(j)
s )
≤ max
s∈F−1
j
W1
ρ∞(ys, y
(j)
s ) + max
s∈F−1
j
W1
ρ∞(y
(j)
s , x
(j)
s )
≤ 2ε′.
By our choice of W1 and ε
′, we get maxs∈Fj ρ(sy, sx
(j)) < ε as desired.
(2)⇒(1) and (3)⇒(4) are trivial.
(1)⇒(3): By Lemma 6.2 there exists ε′ > 0 with the following property: if y ∈
X satisfies ρ(eX , sy) ≤ ε′ for all but finitely many s ∈ Γ, then y ∈ ∆(X). Let
ε′ ≥ ε > 0. Take F as in the definition of weak specification. Replacing F by
F ∪ F−1 if necessary, we may assume that F = F−1. Let F1 be a finite subset of
Γ and x ∈ X . For each finite subset F2 of Γ \ FF1, by the choice of F , taking
x(1) = x and x(2) = eX we can find yF2 ∈ X such that maxs∈F1 ρ(sx, syF2) ≤ ε
and maxs∈F2 ρ(seX , syF2) ≤ ε. Note that the set of finite subsets of Γ \ FF1 is
partially ordered by inclusion. Take a limit point y of the net {yF2}F2 . Then
maxs∈F1 ρ(sx, sy) ≤ ε and sups∈Γ\FF1 ρ(seX , sy) ≤ ε ≤ ε′. By our choice of ε′, we
conclude that y ∈ ∆(X). 
We give a new proof of the following result of Lind and Schmidt [49, Theorem
5.2].
Theorem 6.4. Suppose that Γ = Zd for some d ∈ N. Let α be an expansive action
of Γ on a compact abelian group X by automorphisms. Then the conditions (1), (2),
(3) and (4) in Theorem 6.3 are all equivalent.
Proof. We just need to show that (4)⇒(3). By Theorem 5.6 and Propositions 2.1
and 5.7, we can find a compatible translation-invariant metric ρ on X such that∑
s∈Γ ρ(0X , sx) < +∞ for all x ∈ ∆(X).
Since ZΓ is Noetherian [45, Corollary IV.4.2], from Propositions 4.3.(4) and 5.2.(6)
we see that ∆(X) is a finitely generated left ZΓ-module. Take z1, . . . , zn ∈ ∆(X)
such that ∆(X) =
∑n
j=1ZΓzj .
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By Theorem 3.1 X is a closed Γ-invariant subgroup of XA :=
¤ (ZΓ)k/(ZΓ)kA for
some k ∈ N and some A ∈ Mk(ZΓ) being invertible in Mk(ℓ1(Γ)). Treat ∆(XA)
as a discrete abelian group and consider the induced Γ-action on the Pontryagin
dualÿ ∆(XA). By Lemmas 5.4 and 3.7 the Γ-action onÿ ∆(XA) is expansive. By
Corollary 3.2 there exists f ∈ ZΓ being invertible in ℓ1(Γ) such that f∆(XA) = 0.
In particular, f∆(X) = 0.
Let ε > 0. Take a nonempty finite subsetW of Γ such that
∑n
j=1
∑
s∈Γ\W ρ(0X , szj) <
ε/(2‖f‖1). Set F = WW−1.
Let F1 be a finite subset of Γ and x
′ ∈ X . By the condition (4) we can take some
x ∈ ∆(X) with maxs∈F1 ρ(sx′, sx) < ε/2.
We have x =
∑
j ajzj for some a1, . . . , an ∈ ZΓ. Note that ajf−1 is in ℓ1(Γ).
Let bj be the integral part of ajf
−1. That is, bj ∈ RΓ has integral coefficients, and
ajf
−1 − bj has coefficients in [−1/2, 1/2). Then ‖bj‖1 ≤ 2‖ajf−1‖1 < +∞, and
hence bj ∈ ZΓ. Note that x = ∑j(aj − bjf)zj , and
‖aj − bjf‖∞ ≤ ‖ajf−1 − bj‖∞ · ‖f‖1 ≤ ‖f‖1.
Thus, replacing aj by aj − bjf if necessary, we may assume that ‖aj‖∞ ≤ ‖f‖1 for
all 1 ≤ j ≤ n.
For each 1 ≤ j ≤ n, define cj ∈ ZΓ to be the same as aj on F−11 W and 0 outside
of F−11 W . Set y =
∑
j cjzj ∈ ∆(X). For each s ∈ F1, since ρ is translation-invariant,
we have
ρ(sx, sy) = ρ(
∑
j
s(aj − cj)zj , 0X)
≤ ∑
j
∑
t∈Γ
|(s(aj − cj))t|ρ(tzj , 0X)
=
∑
j
∑
t∈Γ\W
|(aj − cj)s−1t|ρ(tzj , 0X)
≤ ∑
j
∑
t∈Γ\W
‖aj‖∞ρ(tzj , 0X)
≤ ‖f‖1
∑
j
∑
t∈Γ\W
ρ(tzj , 0X) ≤ ε/2,
and hence
ρ(sx′, sy) ≤ ρ(sx′, sx) + ρ(sx, xy) ≤ ε.
For each s ∈ Γ \ FF1, noting that s−1W ∩ F−11 W = ∅, we have
ρ(sy, 0X) ≤
∑
j
∑
t∈Γ
|(scj)t|ρ(tzj , 0X)
=
∑
j
∑
t∈Γ\W
|(cj)s−1t|ρ(tzj , 0X)
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≤ ∑
j
∑
t∈Γ\W
‖cj‖∞ρ(tzj , 0X)
≤ ‖f‖1
∑
j
∑
t∈Γ\W
ρ(tzj , 0X) ≤ ε/2.

In general, we have
Conjecture 6.5. Suppose that Γ is amenable and ZΓ is left Noetherian. Let α be
an expansive action of Γ on a compact abelian group X by automorphisms. Then
the conditions (1), (2), (3) and (4) in Theorem 6.3 are all equivalent.
7. IE Group
In this section we study the local entropy theory for Γ-actions on compact groups
by automorphisms. The basics of local entropy theory are recalled in Section 2.4.
Throughout this section Γ will be a countable amenable group, unless specified.
For a continuous action of Γ on a compact space X , we denote by M(X,Γ) the
set of all Γ-invariant Borel probability measures on X . For a compact group X , we
denote by µX the normalized Haar measure on X , and by eX the identity element
of X .
Lemma 7.1. Let Γ act on a compact group X by automorphisms, and let ν ∈
M(X,Γ). Then the product map X×X → X sending (x, y) to xy is a Γ-equivariant
surjective continuous map, for X ×X equipped with the product action, and sends
the Γ-invariant measures µX × ν and ν × µX to µX .
Proof. Denote the product map by π. Then π∗(µX×ν) is a Borel probability measure
on X . Since µX is left-shift invariant, so is π∗(µX × ν). Thus π∗(µX × ν) = µX .
Similarly π∗(ν × µX) = µX . The other parts of the lemma are obvious. 
Definition 7.2. Let Γ act on a compact group X by automorphisms. We say that
a point x ∈ X is an IE-point if (x, eX) ∈ IE2(X). We denote the set of all IE-points
by IE(X).
Theorem 7.3. Let Γ act on a compact group X by automorphisms. Then the
following hold:
(1) The set IE(X) is a Γ-invariant closed normal subgroup of X.
(2) For any k ∈ N, the set IEk(X) is a Γ-invariant (under the product action of
Γ on Xk) closed subgroup of the group Xk, and
IEk(X) = {(x1y, . . . , xky) : x1, . . . , xk ∈ IE(X), y ∈ X}
= {(yx1, . . . , yxk) : x1, . . . , xk ∈ IE(X), y ∈ X}.
(3) For any ν ∈M(X,Γ) and k ∈ N, one has IEνk(X) ⊆ IEµXk (X) = IEk(X).
(4) h(X) > 0 if and only if IE(X) is nontrivial.
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(5) Let Y be a closed Γ-invariant normal subgroup of X and denote by q the
quotient map X → X/Y . Consider the induced Γ-action on X/Y . Then
q(IE(X)) = IE(X/Y ).
Proof. Let k ∈ N.
(1) and (2). Since supp(µX) = X , from Theorem 2.4.(3) we have IE1(X) = X .
It is clear from the definition of IE-tuples that if 1 ≤ m < k and (x1, . . . , xm) ∈
IEm(X), then (x1, . . . , xm, xm+1, . . . , xk) ∈ IEk(X) for xm+1 = · · · = xk = x1. It
follows that the length k diagonal element (x, . . . , x) is in IEk(X) for every x ∈ X .
In particular, IEk(X) contains the identity element of the group X
k.
Consider the product action of Γ on X × X . Denote by π the product map
X ×X → X , and by πk its k-fold (X ×X)k → Xk. Note that πk can be identified
with the product map of the group Xk. By Theorem 2.4.(5) one has IEk(X ×X) =
IEk(X) × IEk(X). From Lemma 7.1 and Theorem 2.4.(4), one gets πk(IEk(X ×
X)) = IEk(X). Thus, IEk(X) · IEk(X) = IEk(X). Also applying Theorem 2.4.(4)
to the inverse map X → X , one gets (IEk(X))−1 = IEk(X). Therefore IEk(X) is a
subgroup of Xk.
By Theorem 2.4.(1), the set IEk(X) is Γ-invariant and closed.
Since IE2(X) is a Γ-invariant closed subgroup ofX
2, clearly IE(X) is a Γ-invariant
closed subgroup of X . If x ∈ IE(X) and y ∈ X , then (y, y), (y−1, y−1) and (x, eX)
are all in IE2(X), and hence (yxy
−1, eX) = (y, y) · (x, eX) · (y−1, y−1) ∈ IE2(X).
Therefore IE(X) is a normal subgroup of X .
Now we show that IEk(X) = {(x1y, . . . , xky) : x1, . . . , xk ∈ IE(X), y ∈ X}. The
case k = 1 follows from IE1(X) = X . Assume that k ≥ 2. Note that, by the defini-
tion of IE-tuples, IEk(X) is closed under taking permutation. If x1, . . . , xk ∈ IE(X)
and y ∈ X , then the k-tuples (x1, eX , . . . , eX), (eX , x2, . . . , eX), . . . , (eX , eX , . . . , xk)
and (y, . . . , y) are all in IEk(X), and hence
(x1y, x2y, . . . , xky) = (x1, eX , . . . , eX)·(eX , x2, . . . , eX)·· · ··(eX , eX , . . . , xk)·(y, . . . , y)
is in IEk(X).
Note that, by the definition of IE-tuples, if (x1, . . . , xk) ∈ IEk(X) and 1 ≤ m ≤ k,
then (x1, . . . , xm) ∈ IEm(X). Suppose that (y1, . . . , yk) ∈ IEk(X). Let 2 ≤ j ≤ k.
Then (y1, yj) ∈ IE2(X), and hence (eX , yjy−11 ) = (y1, yj) · (y−11 , y−11 ) ∈ IE2(X). Thus
yjy
−1
1 ∈ IE(X). Set x1 = eX , xj = yjy−11 for all 2 ≤ j ≤ k, and y = y1. Then
(y1, . . . , yk) = (x1y, . . . , xky). This proves IEk(X) = {(x1y, . . . , xky) : x1, . . . , xk ∈
IE(X), y ∈ X}. Similarly, one has IEk(X) = {(yx1, . . . , yxk) : x1, . . . , xk ∈ IE(X), y ∈
X}.
(3). Let ν ∈ M(X,Γ). From Theorem 2.6.(5) one gets IEµX×νk (X × X) =
IEµXk (X) × IEνk(X). By Lemma 7.1 and Theorem 2.6.(4), one has πk(IEµX×νk (X ×
X)) = IE
pi∗(µX×ν)
k (X) = IE
µX
k (X). Thus, for any x ∈ IEµXk (X) and y ∈ IEνk(X), one
has x · y ∈ IEµXk (X).
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By Theorem 2.6.(3), we have IEµX1 (X) = supp(µX) = X . It is clear from the
definition of µX-IE-tuples that if 1 ≤ m < k and (x1, . . . , xm) ∈ IEµXm (X), then
(x1, . . . , xm, xm+1, . . . , xk) ∈ IEµXk (X) for xm+1 = · · · = xk = x1. It follows that the
length k diagonal element (x, . . . , x) is in IEµXk (X) for every x ∈ X . In particular,
IEµXk (X) contains the identity element eXk of X
k.
For any y ∈ IEνk(X), we have y = eXk · y ∈ IEµXk (X). This proves IEνk(X) ⊆
IEµXk (X).
Now from parts (1) and (6) of Theorem 2.6 we conclude IEk(X) = IE
µX
k (X).
(4). This follows from Theorem 2.4.(2).
(5). By Theorem 2.4.(4) we have (q × q)(IE2(X)) = IE2(X/Y ). It follows that
q(IE(X)) ⊆ IE(X/Y ). Furthermore, for any z ∈ IE(X/Y ), there exists (x, y) ∈
IE2(X) with q(x) = z and q(y) = eX/Y . Then y ∈ Y . By Assertion (2) we have
xy−1 ∈ IE(X). Thus z = q(xy−1) ∈ q(IE(X)), and hence IE(X/Y ) ⊆ q(IE(X)). 
Under the assumptions of Theorem 7.3, Γ has an induced action on X/IE(X) by
automorphisms. Under the quotient map X → X/IE(X), X/IE(X) is a topological
factor of X .
Theorem 7.4. Let Γ act on a compact group X by automorphisms. Denote by q
the quotient map X → X/IE(X). Then the following hold:
(1) X/IE(X) is the largest topological factor Y of X satisfying htop(Y ) = 0, in
the sense that htop(X/IE(X)) = 0 and if Y is a topological factor of X with
htop(Y ) = 0, then there is a topological factor map X/IE(X)→ Y such that
the diagram
X
((◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
q
// X/IE(X)

Y
commutes.
(2) X/IE(X) is also the largest topological factor Y of X satisfying hpi∗(µX )(Y ) =
0 for π : X → Y denoting the factor map, in the sense that hq∗(µX )(X/IE(X)) =
0 and if Y is a topological factor of X with hpi∗(µX )(Y ) = 0 , then there is
a topological factor map X/IE(X) → Y such that the above diagram in (1)
commutes.
Proof. (1). Let (x, y) ∈ IE2(X/IE(X)). By Theorem 2.4.(4) we can find (x˜, y˜) ∈
IE2(X) with q(x˜) = x and q(y˜) = y. By Theorem 7.3 we have x˜y˜
−1 ∈ IE(X). Thus
x = q(x˜) = q(x˜y˜−1)q(y˜) = y. Therefore IE2(X/IE(X)) consists of only diagonal
elements, and hence by Theorem 2.4.(2) one has htop(X/IE(X)) = 0.
Now let Y be a topological factor of X such that htop(Y ) = 0. Denote by π the
factor map X → Y . To show that there is a topological factor map X/IE(X)→ Y
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making the diagram in Assertion (1) commute, it suffices to show for any x′, y′ ∈ X
with q(x′) = q(y′) one has π(x′) = π(y′).
Let x1 ∈ IE(X) and y1 ∈ X . From Theorem 7.3 we get (y1, x1y1) ∈ IE2(X).
By Theorem 2.4.(4) we have (π × π)(IE2(X)) = IE2(Y ). Thus (π(y1), π(x1y1)) ∈
IE2(Y ). Since htop(Y ) = 0, by Theorem 2.4.(2) the set IE2(Y ) consists of only
diagonal elements. Thus π(y1) = π(x1y1). If x
′, y′ ∈ X and q(x′) = q(y′), then
x′(y′)−1 ∈ IE(X) and hence π(x′) = π((x′(y′)−1)y′) = π(y′).
(2). This can be proved using arguments similar to that for Assertion (1), using
Theorem 2.6 instead of Theorem 2.4. 
From Theorem 7.4 we get
Corollary 7.5. Let Γ act on a compact group X by automorphisms. Then the
following are equivalent:
(1) IE(X) = X.
(2) The only topological factor Y of X with htop(Y ) = 0 is the trivial factor
consisting of one point.
(3) The only topological factor Y of X with hpi∗(µX )(Y ) = 0 for π : X → Y
denoting the factor map is the trivial factor consisting of one point.
Next we show that taking the IE group is an idempotent operation.
Lemma 7.6. Let Γ act on a compact group X by automorphisms. Let Y be a closed
Γ-invariant normal subgroup of X. Then IE(Y ) is a normal subgroup of X.
Proof. Consider the conjugation map π : X × Y → Y sending (x, y) to xyx−1.
Clearly π is surjective and Γ-equivariant for X × Y equipped with the product
action. By (4) and (5) of Theorem 2.4 we have (π × π)(IE2(X) × IE2(Y )) = (π ×
π)(IE2(X × Y )) = IE2(Y ). Let x ∈ X and y ∈ IE(Y ). Then (x, x) ∈ IE2(X) and
(y, eY ) ∈ IE2(Y ). Thus
(xyx−1, eY ) = (xyx
−1, xeY x
−1) = (π × π)((x, x)× (y, eY )) ∈ IE2(Y ),
and hence xyx−1 ∈ IE(Y ). 
Proposition 7.7. Let Γ act on a compact group X by automorphisms. Then
IE(IE(X)) = IE(X).
Proof. By Theorem 7.3.(1) and Lemma 7.6 the group IE(IE(X)) is closed and normal
in X . By Theorem 7.4 we have h(X/IE(X)) = h(IE(X)/IE(IE(X))) = 0. In virtue
of Proposition 2.2 one has
h(X/IE(IE(X))) = h(X/IE(X)) + h(IE(X)/IE(IE(X))) = 0.
By Theorem 7.4 we get IE(IE(X)) ⊇ IE(X). Thus IE(IE(X)) = IE(X). 
Now we describe the relation between ∆1(X) and IE(X) for algebraic actions.
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Theorem 7.8. Let Γ act on a compact abelian group X by automorphisms. Suppose
that X̂ is a finitely generated left ZΓ-module. Then ∆1(X) ⊆ IE(X).
Before giving the proof of Theorem 7.8, we use it to give a partial answer to a
question of Deninger. For any countable discrete (not necessarily amenable) group
Γ, and any invertible element f in the group von Neumann algebra LΓ of Γ, the
Fuglede-Kadison determinant detLΓ f is defined [23], which is a positive real number.
We refer the reader to [16, 59] and [47, Section 2.2] for background on LΓ and
detLΓ f . Deninger asked [16, Question 26] if f ∈ ZΓ is invertible in ℓ1(Γ) and has
no left inverse in ZΓ, then whether detLΓ f > 1. This was answered affirmatively
by Deninger and Schmidt [17, Corollary 6.7] in the case Γ is residually finite and
amenable. Now we answer Deninger’s question for all countable amenable groups:
Corollary 7.9. Suppose that f ∈ ZΓ is invertible in ℓ1(Γ) and has no left inverse
in ZΓ. Then detLΓ f > 1.
Proof. Let Xf be as in Notation 4.4. Since f has no left inverse in ZΓ, the left ZΓ-
module ZΓ/ZΓf is nontrivial, and hence Xf consists of more than one point. As f
is invertible in ℓ1(Γ), by Lemma 5.4 ∆1(Xf ) is dense in Xf and hence is nontrivial.
In virtue of Theorem 7.8, IE(Xf) is nontrivial. By Theorem 7.4 one has h(Xf ) > 0.
Theorem 1.1 of [47] states that for any g ∈ ZΓ being invertible in LΓ, one has
h(Xg) = log detLΓ g. As invertibility in ℓ
1(Γ) implies invertibility in LΓ, we get
log detLΓ f = h(Xf) > 0. Therefore detLΓ f > 1. 
Theorem 7.8 follows from Proposition 5.7 and the next result, which is inspired
by the proof of [17, Theorem 5.1].
Proposition 7.10. Let Γ act on a compact group X by automorphisms. Let x ∈ X
such that
∑
s∈Γ ρ(sx, eX) < +∞ for some compatible translation-invariant metric ρ
on X. Then x ∈ IE(X).
Proof. Let U1 and U0 be neighborhoods of x and eX in X respectively. Then there
exists ε > 0 such that U1 ⊇ {y ∈ X : ρ(y, x) < ε} and U0 ⊇ {y ∈ X : ρ(y, eX) < ε}.
Since
∑
s∈Γ ρ(sx, eX) < +∞, we can find a nonempty finite subset K of Γ such that∑
s∈Γ\K ρ(sx, eX) < ε.
Let F be a nonempty finite subset of Γ. By Lemma 4.13 there exists F1 ⊆ F
with |F1|
|F |
≥ 1
2|K|+1
and ((F1F
−1
1 ) \ {eΓ}) ⊆ Γ \K. Say, F1 = {s1, . . . , s|F1|}. For each
σ ∈ {0, 1}F1, set
yσ = (s
−1
1 x)
σ(s1)(s−12 x)
σ(s2) · · · (s−1|F1|x)σ(s|F1|).
We claim that s(yσ) ∈ Uσ(s) for every s ∈ F1. Let s ∈ F1. Since ρ is translation
invariant, we have
ρ(w1w2 · · ·wk, z1z2 · · · zk) ≤
k∑
i=1
ρ(wi, zi)
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for all k ∈ N and w1, . . . , wk, z1, . . . , zk ∈ X . Thus
ρ(s(yσ), x
σ(s)) ≤ ρ((ss−1x)σ(s), xσ(s)) + ∑
s′∈F1\{s}
ρ((s(s′)−1x)σ(s
′), eX)
=
∑
s′∈F1\{s}
ρ((s(s′)−1x)σ(s
′), eX).
Since s(s′)−1 ∈ Γ \K for every s′ ∈ F1 \ {s}, we get
ρ(s(yσ), x
σ(s)) ≤ ∑
s′′∈Γ\K
ρ(s′′x, eX) < ε.
Therefore s(yσ) ∈ Uσ(s). This proves the claim. Thus F1 is an independence set for
(U1, U0). Then (x, eX) ∈ IE2(X) and hence x ∈ IE(X). 
8. IE Group and Pinsker Algebra
Throughout this section Γ will be a countable amenable group.
Let (X,BX , µ) be a standard probability space. That is, (X,BX) is a standard
Borel space [38, Section 12] and µ is a probability measure on BX . Let Γ act
on (X,BX , µ) via measure-preserving automorphisms. The Pinsker algebra of this
action, denoted by Π(X) or Π(X,BX , µ), is the σ-algebra onX consisting of A ∈ BX
such that hµ({A,X \ A}) = 0. For two sub-σ-algebras B1 and B2 of BX , we write
B1 = B2 mod µ if for every A1 ∈ B1 there exists A2 ∈ B2 with µ(A1∆A2) = 0, and
vice versa.
For a compact space X (recall that all compact spaces are assumed to be metriz-
able), we denote by BX the σ-algebra of Borel subsets of X . Note that if X is a
compact space and µ is a probability measure on BX , then (X,BX , µ) is a standard
probability space.
Recall that we denote by µX the normalized Haar measure of a compact group
X . Also recall that when Γ acts on a compact space X continuously, we denote by
M(X,Γ) the set of all Γ-invariant Borel probability measures on X .
The following theorem is the main result of this section, saying that IE(X) deter-
mines the Pinsker algebra with respect to µX .
Theorem 8.1. Let Γ act on a compact group X by automorphisms. Denote by q
the quotient map X → X/IE(X). Then the following hold:
(1) q−1(BX/IE(X)) = Π(X,BX , µX) mod µX .
(2) For any ν ∈M(X,Γ), one has q−1(BX/IE(X)) ⊆ Π(X,BX , µX) ⊆ Π(X,BX , ν).
We shall need the following result of Danilenko [14, Theorem 0.4], which was
proved first by Glasner, Thouvenot, and Weiss [25, Theorem 4] in the case that the
actions of Γ on both (X,BX , µX) and (Y,BY , µY ) are free and ergodic. Though
Danilenko assumed Γ to be infinite in [14], the following result holds trivially when
Γ is finite, since in such case the Pinsker algebra consists of measurable sets with
measure 0 or 1.
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Theorem 8.2. Let Γ act on two standard probability spaces (X,BX , µX) and (Y,BY , µY )
via measure-preserving automorphisms. For the product action of Γ on (X×Y,BX×
BY , µX × µY ), one has Π(X × Y ) = Π(X)× Π(Y ) mod µX × µY .
Lemma 8.3. Let Γ act on a compact group X by automorphisms. Let ν ∈M(X,Γ).
Then x · Π(X,BX , µX),Π(X,BX , µX) · x ⊆ Π(X,BX , ν) for all x ∈ X.
Proof. Denote by π the product map X × X → X sending (x, y) to xy. By
Lemma 7.1 this is a measure-theoretic factor map (X × X,BX × BX , µX × ν) →
(X,BX , µX). Then π
−1(Π(X,BX , µX)) ⊆ Π(X × X,BX × BX , µX × ν). Let A ∈
Π(X,BX , µX). By Theorem 8.2 we can find B ∈ Π(X,BX , µX)×Π(X,BX , ν) with
(µX × ν)(π−1(A)∆B) = 0. Denote by χpi−1(A) the characteristic function of π−1(A).
Then χpi−1(A) ∈ L1(X × X,Π(X,BX , µX) × Π(X,BX , ν), µX × ν). By the Fubini
Theorem [70, Theorem 8.8], the function y 7→ χpi−1(A)(x, y) = χA(xy) = χx−1A(y)
is in L1(X,Π(X,BX , ν), ν) for µX almost all x ∈ X . That is, there exists E ∈ BX
with µX(E) = 0 such that the function χx−1A is in L
1(X,Π(X,BX , ν), ν) for every
x ∈ X \ E.
Since supp(µX) = X , the set X \ E is dense in X . Let x0 ∈ X . Since X is
metrizable, we can find a sequence {xn}n∈N in X \ E with xn → x0 as n→∞. For
each n ∈ N, since the function χx−1n A is in L1(X,Π(X,BX , ν), ν), we can find some
An ∈ Π(X,BX , ν) such that ν(An∆(x−1n A)) = 0. When n → ∞, since xn → x0
and ν is regular [80, Theorem 6.1], we have ν((x−1n A)∆(x
−1
0 A)) → 0 and hence
ν(An∆(x
−1
0 A)) → 0. Passing to a subsequence of {xn}n∈N if necessary, we may as-
sume that
∑
n∈N ν(An∆(x
−1
0 A)) < +∞. It follows that limk→∞ ν((x−10 A)∆(⋃n≥k An)) =
0 and hence ν((x−10 A)∆(
⋂
k∈N
⋃
n≥k An)) = 0. Note that if A
′ ∈ BX satisfies
ν(A′) = 0, then A′ ∈ Π(X,BX , ν). Since ⋂k∈N ⋃n≥k An is in Π(X,BX , ν), we con-
clude that x−10 A is in Π(X,BX , ν). This proves x ·Π(X,BX , µX) ⊆ Π(X,BX , ν) for
all x ∈ X . Similarly, one has Π(X,BX , µX) · x ⊆ Π(X,BX , ν) for all x ∈ X . 
We are ready to prove Theorem 8.1.
Proof of Theorem 8.1. (1). By Lemma 8.3 we have x ·Π(X,BX, µX),Π(X,BX , µX) ·
x ⊆ Π(X,BX , µX) for all x ∈ X . Thus, by [74, Lemma 20.4], there is a closed Γ-
invariant normal subgroup Y of X such that q−11 (BX/Y ) = Π(X,BX , µX) mod µX ,
where q1 denotes the quotient map X → X/Y . In particular, h(q1)∗(µX )(X/Y ) = 0.
By Theorem 7.4, there is a surjective continuous map q′ : X/IE(X) → X/Y such
that q′ ◦ q = q1. Clearly q′ is a group homomorphism and hence is open.
Every continuous open surjective map between compact metrizable spaces has a
Borel cross section [2, Theorem 3.4.1]. Thus we can find a Borel map ψ : X/Y →
X/IE(X) such that q′ ◦ ψ is the identity map on X/Y . It is easily verified that
the map φ : X/Y × ker q′ → X/IE(X) sending (z, y) to ψ(z)y is an isomorphism
from the measurable space (X/Y × ker q′,BX/Y ×Bker q′) onto the measurable space
(X/IE(X),BX/IE(X)). We claim that φ∗(µX/Y × µker q′) is left-translation invariant.
Let A ∈ BX/Y ×Bker q′ and (z1, y1) ∈ (X/Y )× ker q′. For each z ∈ X/Y , denote by
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Az the set {y ∈ ker q′ : (z, y) ∈ A}. Note that Az ∈ Bker q′ for every z ∈ X/Y . For
any (z2, y2) ∈ (X/Y )× ker q′, we have
φ(z1, y1)φ(z2, y2) = φ(z1z2, ψ(z1z2)
−1ψ(z1)y1ψ(z2)y2).
Thus, for any z2 ∈ X/Y , one has (φ−1(φ(z1, y1)φ(A)))z1z2 = ψ(z1z2)−1ψ(z1)y1ψ(z2)Az2
and hence µker q′((φ
−1(φ(z1, y1)φ(A)))z1z2) = µker q′(Az2). Therefore,
(µX/Y × µker q′)(φ−1(φ(z1, y1)φ(A))) =
∫
X/Y
µker q′((φ
−1(φ(z1, y1)φ(A)))z1z2) dµX/Y (z1z2)
=
∫
X/Y
µker q′(Az2) dµX/Y (z2)
= (µX/Y × µker q′)(A).
This proves our claim. Therefore φ∗(µX/Y × µker q′) = µX/IE(X). Also note that
the measures (q1)∗(µX), (q
′)∗(µX/IE(X)), and q∗(µX) are all translation invariant, and
hence (q1)∗(µX) = (q
′)∗(µX/IE(X)) = µX/Y and q∗(µX) = µX/IE(X).
We claim that q′ is an isomorphism. Suppose that q′ is not injective. Then we can
find disjoint nonempty open subsets U and V of ker q′. Since supp(µker q′) = ker q
′,
we have 0 < µker q′(U) < 1. By Theorem 7.4 we have hq∗(µX)(X/IE(X)) = 0, and
hence q−1(BX/IE(X)) ⊆ Π(X,BX , µX). Note that (X/Y )× U ∈ BX/Y × Bker q′ , and
hence φ((X/Y ) × U) = ψ(X/Y )U is in BX/IE(X). As q−11 (BX/Y ) = Π(X,BX , µX)
mod µX , we can find some A ∈ BX/Y with µX(q−11 (A)∆q−1(ψ(X/Y )U)) = 0. Then
µX/IE(X)((q
′)−1(A)∆(ψ(X/Y )U)) = q∗(µX)((q
′)−1(A)∆(ψ(X/Y )U))(8.1)
= µX(q
−1((q′)−1(A))∆q−1(ψ(X/Y )U))
= µX(q
−1
1 (A)∆q
−1(ψ(X/Y )U)) = 0.
Note that
µX/IE(X)(ψ(X/Y )U) = φ∗(µX/Y × µker q′)(φ((X/Y )× U))
= µX/Y (X/Y ) · µker q′(U)
= µker q′(U) > 0,
and hence
µX/Y (A) = q
′
∗(µX/IE(X))(A) = µX/IE(X)((q
′)−1(A)) = µX/IE(X)(ψ(X/Y )U) > 0.
Then
µX/IE(X)((q
′)−1(A) ∩ (ψ(X/Y )U))
= µX/IE(X)((ψ(A) ker q
′) ∩ (ψ(X/Y )U))
= φ∗(µX/Y × µker q′)(φ(A× ker q′) ∩ φ((X/Y )× U))
= φ∗(µX/Y × µker q′)(φ((A× ker q′) ∩ ((X/Y )× U))
= φ∗(µX/Y × µker q′)(φ(A× U))
= µX/Y (A) · µker q′(U)
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< µX/Y (A) = µX/IE(X)(ψ(X/Y )U),
contradict to the equality (8.1). Therefore q′ is an isomorphism. Then q−1(BX/IE(X)) =
(q1)
−1(BX/Y ) = Π(X,BX , µX) mod µX .
(2). Since Π(X,BX , µX) contains all A ∈ BX with µX(A) = 0, from the assertion
(1) we conclude that q−1(BX/IE(X)) ⊆ Π(X,BX , µX). Taking x = eX in Lemma 8.3,
we get Π(X,BX , µX) ⊆ Π(X,BX , ν). 
We say that an action of Γ on a compact group X by automorphisms has CPE
(completely positive entropy) if Π(X,BX , µX) consists of Borel sets with µX-measure
0 or 1. From Theorem 8.1 we get
Corollary 8.4. Let Γ act on a compact group X by automorphisms. Then IE(X) =
X if and only if the action has CPE.
In the case Γ = Zd for some d ∈ N and X is abelian, the following corollary was
proved by Lind, Schmidt, and Ward [52, Corollary 6.6] [74, Corollary 20.9].
Corollary 8.5. Let Γ act on a compact group X by automorphisms and let Y be a
closed Γ-invariant normal subgroup of X. Suppose that both the restriction of the
action on Y and the induced action on X/Y have CPE. Then the action itself has
CPE.
Proof. By Corollary 8.4 we have IE(Y ) = Y and IE(X/Y ) = X/Y , and it suffices
to show that IE(X) = X . From the definition of IE tuples we have IE2(Y ) ⊆
IE2(X), and hence Y = IE(Y ) ⊆ IE(X). By Theorem 7.3.(5) one has IE(X)/Y =
IE(X/Y ) = X/Y . Therefore IE(X) = X as desired. 
In the rest of this section we discuss when a Γ-action on a compact group by
automorphisms has a unique maximal measure.
Theorem 8.6. Let Γ act on a compact group X by automorphisms. Consider the
following conditions:
(1) the action has CPE;
(2) hν(X) < hµX (X) for every ν ∈M(X,Γ) not equal to µX .
Then (2)⇒(1). If furthermore h(X) <∞, then (1)⇔(2).
For the case Γ = Z, Theorem 8.6 was proved by Berg [3]. Yuzvinski˘ı [82] showed
that when Γ = Z and the action has finite entropy, the condition (1) is also equivalent
to that µX is ergodic.
When Γ = Zd for some d ∈ N, Lind, Schmidt, and Ward [52, Theorem 6.14]
proved Theorem 8.6 for the case X is abelian, and later Schmidt [74, Theorem
20.15] established the general case. Ledrappier [46] showed that, for Γ = Z2, the
canonical Γ-action on X =÷ZΓ/J is mixing with respect to µX and has zero entropy,
where J = 2ZΓ + (1− u1 − u2)ZΓ and u1, u2 denote the canonical basis of Z2.
38 NHAN-PHU CHUNG AND HANFENG LI
For a standard probability space (X,BX , µ), we say that two σ-algebras B1,B2 ⊆
BX are independent if µ(A ∩ B) = µ(A)µ(B) for all A ∈ B1 and B ∈ B2. We need
the following result of Danilenko [14, Theorem 0.4] (in the statement of Theorem
0.4 of [14], the condition hµ(X) < +∞ is missing).
Theorem 8.7. Let Γ act on a standard probability space (X,BX , µ) via measure-
preserving automorphisms. Suppose that hµ(X) < +∞. Let B1 and B1 be Γ-
invariant sub-σ-algebras of BX . Then B1 and B2 are independent if and only if
Π(X,B1, µ) and Π(X,B2, µ) are independent and
hµ(B1 ∨B2) = hµ(B1) + hµ(B2).
We are ready to prove Theorem 8.6.
Proof. Assume that the condition (2) holds. By Proposition 2.2 and Theorem 7.4
we have
h(X) = h(IE(X)) + h(X/IE(X)) = h(IE(X)) = hµIE(X)(IE(X)) = hµIE(X)(X).
Thus µIE(X) = µX , and hence IE(X) = X . By Corollary 8.4 the condition (1) holds.
Now assume that h(X) < ∞ and that the condition (1) holds. Let ν ∈ M(X,Γ)
with hν(X) = hµX (X). We shall show that ν = µX . Denote by π1 and π the first
coordinate map X ×X → X sending (x, y) to x and the product map X ×X → X
sending (x, y) to xy respectively. Set B1 = π
−1
1 (BX) and B2 = π
−1(BX). As X is
compact metrizable, BX×X = BX × BX . By [3, Lemma 1.2], both B1 and B2 are
Γ-invariant sub-σ-algebras of BX×X , and B1 ∨ B2 = BX × BX . The condition (1)
says that Π(X,BX , µX) consists of elements in BX with µX-measure 0 or 1. Then
Π(X × X,B1, µX × ν) = π−11 (Π(X,BX , µX)) consists of elements in BX×X with
µX × ν-measure 0 or 1. Thus Π(X ×X,B1, µX × ν) and Π(X ×X,B2, µX × ν) are
independent under µX × ν. Note that
hµX×ν(B1 ∨B2) = hµX×ν(BX ×BX) = hµX (BX) + hν(BX) = 2hµX (BX),
and by Lemma 7.1,
hµX×ν(B1) + hµX×ν(B2) = hµX (BX) + hµX (BX) = 2hµX (BX).
Thus
hµX×ν(B1 ∨B2) = hµG×ν(B1) + hµX×ν(B2).
By Theorem 8.7 we see that B1 and B2 are independent with respect to µX × ν.
From [3, Lemma 2.6] or [74, Lemma 20.17] we conclude that µX = ν. 
9. Duality
Throughout this section Γ will be a countable amenable group.
Let Γ act on a compact abelian group X by automorphisms, and 1 ≤ p ≤ +∞.
We shall treat ∆p(X) and its Γ-invariant subgroups G as discrete abelian groups,
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thus consider the induced Γ-action on the Pontryagin dual◊ ∆p(X) and “G by auto-
morphisms. The pair (X̂, G) will be treated as a dual pair as at the end of Section 5.
We first give some conditions for h(X) to be bounded below by h(◊ ∆p(X)). The
definition of entropy is recalled in Section 2.3.
Theorem 9.1. Let k, n ∈ N and A ∈ Mn×k(ZΓ). Let X be a closed Γ-invariant
subgroup of ¤ (ZΓ)k/(ZΓ)nA. Let 1 ≤ p < +∞. Suppose that one of the following
conditions holds:
(1) p = 1 and the linear map (ℓp(Γ))k → (ℓp(Γ))n sending a to aA∗ is injective.
(2) There exists C > 0 such that ‖a‖p ≤ C‖aA∗‖p for all a ∈ (ℓp(Γ))k, where
the norm ‖ · ‖p is defined by the equation (2.1).
Then
h(X) ≥ h(◊ ∆p(X)).
To prove Theorem 9.1, we need the following lemma, of which the case p = 2
appeared in [47, Lemma 5.1].
Lemma 9.2. Let 1 ≤ p < +∞. There exists some universal constant Cp > 0 such
that for any λ > 1, there is some δ > 0 so that for any nonempty finite set Y , any
positive integer n with |Y | ≤ δn, and any M ≥ 1 one has
|{x ∈ ZY : ‖x‖p ≤M · n1/p}| ≤ CpλnM |Y |.
Proof. Let δ > 0 be a small number less than e−1 which we shall determine in a
moment. Let Y be a nonempty finite set, n be a positive integer with |Y | ≤ δn,
and M ≥ 1. For each x ∈ ZY , denote {z ∈ RY : 0 ≤ zy − xy ≤ 1 for all y ∈ Y } by
Dx. Denote {x ∈ ZY : ‖x‖p ≤ M · n1/p} by S and denote the union of Dx for all
x ∈ S by DS. Then the (Euclidean) volume of DS is equal to |S|. Note that for any
z ∈ DS, say z ∈ Dx, one has
‖z‖p ≤ ‖x‖p + ‖z − x‖p ≤M · n1/p + n1/p ≤ 2Mn1/p.
A simple calculation shows that the function ς(t) := (n/t)t/p is increasing for
0 < t ≤ ne−1. The volume of the unit ball of RY under ‖ · ‖p is (2/p)|Y |(Γ(1/p))|Y |(|Y |/p)Γ(|Y |/p) [81,
page 394], where Γ denotes the gamma function. By Stirling’s formula [44, page 423]
there exists some constant C ′ > 0 such that Γ(t) ≥ C ′√2πtt−1/2e−t for all t ≥ 1/p.
Thus the volume of DS is no bigger than
(2/p)|Y |(Γ(1/p))|Y |(2Mn1/p)|Y |
(|Y |/p)Γ(|Y |/p) ≤
(2/p)|Y |(Γ(1/p))|Y |(2Mn1/p)|Y |
(|Y |/p)C ′√2π(|Y |/p)|Y |/p−1/2e−|Y |/p
≤ |Y |−1/2CpC˜ |Y |(n/|Y |)|Y |/pM |Y |
≤ CpC˜ |Y |ς(|Y |)M |Y |
≤ CpC˜δnς(δn)M |Y | = CpC˜δnδ−δn/pM |Y |,
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where Cp =
»
p/(2π)/C ′ and C˜ = max(4e1/pp(1−p)/pΓ(1/p), 1). Take δ > 0 so
small that C˜δδ−δ/p ≤ λ. Then the volume of DS is no bigger than CpλnM |Y |.
Consequently, |S| ≤ CpλnM |Y |. 
Let Γ act on a compact abelian group X by automorphisms. For any nonempty
finite subset E of X̂ , the function F 7→ log |∑s∈F s−1E| defined on the set of
nonempty finite subsets of Γ satisfies the conditions of the Ornstein-Weiss lemma
[53, Theorem 6.1], thus
log |
∑
s∈F
s−1E|
|F |
converges to some real number c, denoted
by limF
log |
∑
s∈F
s−1E|
|F |
, when F becomes more and more left invariant. That is,
for any ε > 0, there exist a nonempty finite subset K of Γ and δ > 0 such
that for any nonempty finite subset F of Γ satisfying |KF \ F | ≤ δ|F | one has
| log |
∑
s∈F
s−1E|
|F |
− c| < ε. We need the following beautiful result of Peters [66, Theo-
rem 6]:
Theorem 9.3. Let Γ act on a compact abelian group X by automorphisms. Then
h(X) = sup
E
lim
F
log |∑s∈F s−1E|
|F | ,
where E ranges over all nonempty finite subsets of X̂.
In [66], Theorem 9.3 was stated and proved only for the case Γ = Z, but the proof
there works for general countable amenable groups.
We are ready to prove Theorem 9.1.
Proof of Theorem 9.1. Fix a compatible translation-invariant metric ρ onX . Denote
by K the support of A as a Mn×k(Z)-valued function on Γ. When Γ is finite and
acts on a compact space Y continuously, one has htop(Y ) = |Y |/|Γ| when Y is a
finite set and htop(Y ) = +∞ otherwise. Thus we may assume that Γ is infinite.
By Theorem 9.3 it suffices to show
lim
F
log |∑s∈F s−1E|
|F | ≤ h(X) + δ
for every nonempty finite subset E of ∆p(X) and every δ > 0. Fix such E and δ.
Recall the canonical metric ρ∞ on (R/Z)
k defined in (2.2). Take ε > 0 such that
for any x ∈ X with ρ(x, 0X) ≤ ε one has ρ∞(xeΓ , 0(R/Z)k) ≤ (2‖A‖1)−1. It suffices to
show
|∑
s∈F
s−1E| ≤ Nρ,F,ε(X) exp(δ|F |)
for all sufficiently left invariant nonempty finite subsets F of Γ.
Set E ′ = E − E ⊆ ∆p(X). Denote by BF,ε the set of all x ∈ X satisfying
maxs∈F ρ(sx, 0X) ≤ ε. Take a maximal (ρ, F, ε)-separated subset VF of ∑s∈F s−1E.
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Then for any x ∈ ∑s∈F s−1E, since ρ is translation-invariant, one can find some
y ∈ VF with x− y ∈ BF,ε. Note that x− y ∈ ∑s∈F s−1E ′. It follows that
|∑
s∈F
s−1E| ≤ |VF ||BF,ε ∩
∑
s∈F
s−1E ′| ≤ Nρ,F,ε(X)|BF,ε ∩
∑
s∈F
s−1E ′|.
Thus it suffices to show
|BF,ε ∩
∑
s∈F
s−1E ′| ≤ exp(δ|F |)(9.1)
for all sufficiently left invariant nonempty finite subsets F of Γ.
Denote by P the canonical projection map ℓ∞(Γ,Rk) → ((R/Z)k)Γ. For each
w ∈ E ′, take w˜ ∈ ℓ∞(Γ,Rk) with P (w˜) = w and ‖w˜s‖∞ = ρ∞(ws, 0(R/Z)k) for
all s ∈ Γ. Since w ∈ ∆p(X), by Proposition 5.2.(4) one has w˜ ∈ ℓp(Γ,Rk). Set
E˜ = {w˜ : w ∈ E ′}. For each w˜ ∈ E˜, one has w˜A∗ ∈ ℓ∞(Γ,Zn) ∩ ℓp(Γ,Rn) = ZnΓ.
Denote by K1 the finite subset
⋃
w˜∈E˜ supp(w˜A
∗) of Γ. Note that for any nonempty
finite subset F of Γ and any x˜ ∈ ∑s∈F s−1E˜, one has supp(x˜A∗) ⊆ F−1K1.
Let F be a nonempty finite subset of Γ. Let x ∈ BF,ε ∩ ∑s∈F s−1E ′. Take
x′ ∈ ℓ∞(Γ,Rk) with P (x′) = x and ‖x′s‖∞ = ρ∞(xs, 0(R/Z)k) for all s ∈ Γ. Since x ∈
∆p(X), by Proposition 5.2.(4) one has x′ ∈ ℓp(Γ,Rk). Set F ′ := {s ∈ F : s−1K ⊆
F−1}. As x ∈ BF,ε, by our choice of ε one has ‖x′t‖∞ = ρ∞(xt, 0(R/Z)k) ≤ (2‖A‖1)−1
for every t ∈ F−1, and hence
‖(x′A∗)s‖∞ ≤ (max
t∈F−1
‖x′t‖∞)‖A∗‖1 ≤ 1/2
for all s ∈ (F ′)−1. Since x ∈ X , x′A∗ has integral coefficients. Thus x′A∗ = 0 on
(F ′)−1.
Since P (E˜) = E ′, we can find x˜ ∈ ∑s∈F s−1E˜ with P (x˜) = x. Define x¯ ∈ ℓp(Γ,Rk)
to be the same as x′ on F−1 and the same as x˜ on Γ \ F−1. Then x¯A∗ = x′A∗ = 0
on (F ′)−1. Also, x¯A∗ = x˜A∗ on Γ \ (F−1K−1), and hence x¯A∗ = x˜A∗ = 0 on
Γ \ (F−1(K1 ∪K−1)). Therefore supp(x¯A∗) ⊆ (F−1(K1 ∪K−1)) \ (F ′)−1.
Since P (x˜) = P (x′) = x, we have P (x¯) = x ∈ X , and hence x¯A∗ has integral
coefficients.
Now we separate two cases.
Assume first that the condition (1) holds. Set D =
∑
w˜∈E˜ ‖w˜‖1. Note that
‖x˜‖∞ ≤ D and hence
‖x¯‖∞ ≤ max(‖x˜‖∞, ‖x′‖∞) ≤ D + 1.
Thus
‖x¯A∗‖∞ ≤ ‖x¯‖∞ · ‖A‖1 ≤ (D + 1)‖A‖1.
Then the number of possible x¯A∗ is at most (2(D+1)‖A‖1+1)n|(F−1(K1∪K−1))\(F ′)−1|.
Since the map (ℓ1(Γ))k → (ℓ1(Γ))n sending a to aA∗ is injective, the number of
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possible x¯ is also bounded above by (2(D + 1)‖A‖1 + 1)n|(F−1(K1∪K−1))\(F ′)−1|. As
P (x¯) = x, we obtain
|BF,ε ∩
∑
s∈F
s−1E ′| ≤ (2(D + 1)‖A‖1 + 1)n|(F−1(K1∪K−1))\(F ′)−1|.
When F is sufficiently left invariant, the right hand side of the above inequality
is bounded above by exp(δ|F |), and hence (9.1) holds.
Next we assume that the condition (2) holds. Set D′ =
∑
w˜∈E˜ ‖w˜A∗‖1. Note that
‖x˜A∗‖∞ ≤ D′, and hence ‖x˜‖p ≤ C‖x˜A∗‖p ≤ CD′|F−1K1|1/p. Define xˆ ∈ ℓp(Γ,Rk)
to be the same as x¯ on ((F−1(K1 ∪K−1)) \ (F ′)−1)K and 0 on all other points of Γ.
Then xˆA∗ = x¯A∗ on (F−1(K1 ∪K−1)) \ (F ′)−1. Note that
‖xˆ‖p ≤ ‖x˜‖p + |((F−1(K1 ∪K−1)) \ (F ′)−1)K|1/p
≤ CD′|F−1K1|1/p + |((F−1(K1 ∪K−1)) \ (F ′)−1)K|1/p.
Since x¯A∗ has support in (F−1(K1 ∪K−1)) \ (F ′)−1, we get
‖x¯A∗‖p ≤ ‖xˆA∗‖p ≤ ‖xˆ‖p‖A∗‖1
≤ (CD′|F−1K1|1/p + |((F−1(K1 ∪K−1)) \ (F ′)−1)K|1/p)‖A‖1
≤ (2CD′ + 1)‖A‖1|F |1/p,
when F is sufficiently left invariant. By Lemma 9.2, for any λ > 1, when F is
sufficiently left invariant, the number of y ∈ ZnΓ with support in (F−1(K1∪K−1))\
(F ′)−1 and ‖y‖p ≤ (2CD′ + 1)‖A‖1|F |1/p is at most
Cnp λ
n|F |((2CD′ + 1)‖A‖1)n|(F−1(K1∪K−1))\(F ′)−1|.
Since Γ is infinite, it follows that when F is sufficiently left invariant, the number
of x¯A∗ is at most exp(δ|F |). As in the first case, one concludes that the inequality
(9.1) holds. 
Question 9.4. Could one weaken the conditions (1) and (2) of Theorem 9.1 to that
the linear map (ℓp(Γ))k → (ℓp(Γ))n sending a to aA∗ is injective?
From Theorems 4.11 and 9.1, and Proposition 4.3.(5) we get
Corollary 9.5. Let Γ act on a compact abelian group X by automorphisms such
that X̂ is a finitely presented left ZΓ-module. Then
h(X) ≥ h(◊ ∆1(X)).
From Theorems 3.1, 5.6 and 9.1, we get
Corollary 9.6. Let Γ act on a compact abelian group X expansively by automor-
phisms. Then
h(X) ≥ h(÷∆(X)).
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Let A ∈ Mk(ZΓ) for some k ∈ N. Let 1 < p, q < +∞ with p−1 + q−1 = 1.
One may identify ℓq(Γ,Rk) with the dual space of ℓp(Γ,Rk) naturally, as using the
pairing in (3.1). For the bounded linear map T : ℓp(Γ,Rk)→ ℓp(Γ,Rk) sending a to
aA∗, its dual T ∗ : ℓq(Γ,Rk)→ ℓq(Γ,Rk) sends b to bA. Thus T is invertible exactly
when T ∗ is invertible. From Theorem 9.1 and Lemma 5.4 we get
Corollary 9.7. Let k ∈ N, and A ∈ Mk(ZΓ) such that the linear map (ℓp(Γ))k →
(ℓp(Γ))k sending a to aA∗ is invertible for some 1 < p < +∞. Set XA = ¤ (ZΓ)k/(ZΓ)kA
and XA∗ =
¤ (ZΓ)k/(ZΓ)kA∗. Then
h(XA) = h(
Ÿ ∆p(XA)) = h(XA∗).
Remark 9.8. Since Γ is amenable, by a result of Herz [29, Theorem C] [30, Theorem
5], for any k ∈ N, and any 1 ≤ p ≤ q ≤ 2 or 2 ≤ q ≤ p < +∞, every bounded linear
map ℓp(Γ,Rk)→ ℓp(Γ,Rk) commuting with the left-shift action of Γ can be thought
of a bounded linear map ℓq(Γ,Rk)→ ℓq(Γ,Rk). It follows that, for any A ∈ Mk(ZΓ)
and 1 ≤ p ≤ q ≤ 2 or 2 ≤ q ≤ p < +∞, if the linear map ℓp(Γ,Rk) → ℓp(Γ,Rk)
sending a to aA∗ is invertible, then so is the linear map ℓq(Γ,Rk)→ ℓq(Γ,Rk) sending
a to aA∗.
Remark 9.9. For A ∈ Mk(ZΓ), note that the linear map (ℓ2(Γ))k → (ℓ2(Γ))k
sending a to aA∗ is invertible exactly when A is invertible in Mk(LΓ), where LΓ
denotes the group von Neumann algebra of Γ. In [47] it is shown that, when f ∈ ZΓ
is invertible in LΓ, h(Xf) can be calculated using the Fuglede-Kadison determinant
of f , and as a consequence, h(Xf) = h(Xf∗) [47, Corollary 9.2]. Corollary 9.7 yields
a new proof of this consequence, and in turn a new proof of [47, Theorem 1.1].
Recall our convention of CPE before Corollary 8.4.
Theorem 9.10. Suppose that ZΓ is left Noetherian. Let Γ act on a compact abelian
group Y 1-expansively by automorphisms such that ∆1(Y ) is dense in Y . Let X be
a closed Γ-invariant subgroup of Y . Then the following hold:
(1) For any Γ-invariant subgroup G of ∆1(X) with G = ∆1(X), one has h(X) =
h(“G).
(2) ∆1(X) is a dense subgroup of IE(X).
(3) The action Γy X has positive entropy if and only if ∆1(X) is nontrivial.
(4) The action Γy X has CPE if and only if ∆1(X) is dense in X.
Proof. (1). We show first h(Y ) = h(”G1) for any Γ-invariant subgroup G1 of ∆1(Y )
satisfying G1 = Y . Denote by T the unit circle in C. The canonical pairing Y ×“Y →
T restricts to a pairing G1×“Y → T which is bi-additive and equivariant in the sense
defined before Lemma 5.8. Since G1 is dense in Y , by Lemma 5.8, the induced Γ-
equivariant group homomorphism Φ : “Y → ”G1 is injective and maps “Y into ∆1(”G1).
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Since the Γ-action on Y is 1-expansive, by Proposition 4.3.(2) and Proposi-
tion 5.2.(6) both “Y and ∆1(Y ) are finitely generated left ZΓ-modules. As ZΓ is
left Noetherian, every left finitely generated ZΓ-module is Noetherian and finitely
presented [43, Proposition 4.29]. Thus both “Y and G1 are finitely presented left
ZΓ-modules. In virtue of Corollary 9.5, we have
h(Y ) ≥ h(◊ ∆1(Y )) ≥ h(”G1),
and
h(”G1) ≥ h(¤ ∆1(÷)G1 ) ≥ h(““Y ) = h(Y ).
Therefore h(Y ) = h(◊ ∆1(Y )) = h(”G1) as desired.
Next we show h(X) = h(◊ ∆1(X)). As above, both X̂ and ’Y/X are finitely pre-
sented left ZΓ-modules. By Proposition 5.2.(3) the quotient map Y → Y/X induces
an embedding ∆1(Y )/∆1(X) →֒ ∆1(Y/X). In virtue of Corollary 9.5 we have
h(X) ≥ h(◊ ∆1(X)),
and
h(Y/X) ≥ h(¤ ∆1(Y/X)) ≥ h( ¤ ∆1(Y )/∆1(X)).
From Proposition 2.2 we then obtain
h(Y ) = h(X) + h(Y/X) ≥ h(◊ ∆1(X)) + h( ¤ ∆1(Y )/∆1(X)) = h(◊ ∆1(Y )).
From the last paragraph we have h(Y ) = h(◊ ∆1(Y )). Since the Γ-action on Y is
1-expansive and “Y is a finitely presented left ZΓ-module, by Theorem 4.11 one has
h(Y ) < +∞. Thus we conclude that h(X) = h(◊ ∆1(X)).
Finally we show h(◊ ∆1(X)) = h(“G). For this purpose we may assume that
∆1(X) = G = X . Since the Γ-action on Y is 1-expansive, its restriction on X
is also 1-expansive. From the first part of the proof we conclude that h(“G) =
h(X) = h(◊ ∆1(X)).
(2). By Theorem 7.8 we have ∆1(X) ⊆ IE(X). From Assertion (1) we have
h(X) = h(◊ ∆1(X)) = h(∆1(X)).
In the above we have seen that h(X) ≤ h(Y ) < +∞. Thus, by Proposition 2.2 we
have
h(X/∆1(X)) = h(X)− h(∆1(X)) = 0.
In virtue of Theorem 7.4.(1), we conclude that IE(X) ⊆ ∆1(X). Therefore IE(X) =
∆1(X).
The assertion (3) follows from the assertion (2) and Theorem 7.3.(4). The asser-
tion (4) follows from the assertion (2) and Corollary 8.4. 
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Example 9.11. Let Γ = Zd for some d ∈ N with d ≥ 2. Let f ∈ ZΓ be irreducible
such that Z(f) (as defined in Examples 4.9) is nonempty but finite. For instance,
one may take f as 2d − ∑dj=1(uj + u−1j ) or d − ∑dj=1 uj for u1, . . . , ud being the
canonical basis of Zd. As pointed out in Examples 4.9 and 5.5, αf (as defined in
Notation 4.4) is 1-expansive and ∆1(Xf) is dense in Xf . On the other hand, αf is
not expansive [73, Theorem 3.9].
From Theorems 3.1, 5.6, 9.10, parts (1) and (4) of Proposition 4.3, and Lemma 5.4
we have
Corollary 9.12. Suppose that ZΓ is left Noetherian. Let Γ act on a compact abelian
group X expansively by automorphisms. Then the following hold:
(1) For any Γ-invariant subgroup G of ∆(X) with G = ∆(X), one has h(X) =
h(“G).
(2) ∆(X) is a dense subgroup of IE(X).
(3) The action has positive entropy if and only if ∆(X) is nontrivial.
(4) The action has CPE if and only if ∆(X) is dense in X.
Theorem 1.2 follows from Corollary 9.12 and the fact that when Γ is polycyclic-
by-finite, ZΓ is left Noetherian [28] [65, Theorem 10.2.7].
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