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Abstract—Near-surface relative humidity (RHns) is an essential
meteorological parameter for water, carbon, and climate studies.
However, spatially continuous RHns estimation is difficult due
to the spatial discontinuity of in situ observations and the cloud
contamination of satellite-based data. This article proposed ma-
chine learning-based models to estimate spatially continuous daily
RHns at 1 km resolution over Japan and South Korea under all
sky conditions and examined the spatiotemporal patterns of RHns.
All sky estimation of RHns using machine learning has been rarely
conducted, and it can be an alternative to the currently available
RHns data mostly from numerical models, which have relatively
low spatial resolution. We combined two schemes for clear sky
conditions (scheme A, which uses satellite and reanalysis data)
and cloudy sky conditions (scheme B, which uses reanalysis data
solely). The relatively small numbers of data in extremely low
and high RHns conditions (i.e., <30% or >70%, respectively)
were augmented by applying an oversampling method to avoid
biased training. The machine learning models based on random
forest (RF) and XGBoost were trained and validated using 94
in situ observation sites from meteorological administrations of
both countries from 2012 to 2017. The results showed that XGBoost
produced slightly better performance than RF, and the spatially
continuous RHns model combined based on XGBoost yielded the
coefficient of determination of 0.72 and a root-mean-square error
of 10.61%. Spatiotemporal patterns of the estimated RHns agreed
with in situ observations, reflecting the effect of topography on
RHns. We expect that the proposed RHns model could be used
in various environmental studies that require RHns under all sky
conditions as input data.
Index Terms—East Asia, extreme gradient boosting, spatially
continuous near-surface relative humidity.
I. INTRODUCTION
N EAR-SURFACE relative humidity (RHns), a ratio of ex-isting humidity to the potential capacity of saturation
vapor pressures under various air temperature (Ta) [1], directly
influences terrestrial ecosystems. RHns has been used as a
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crucial factor for a range of terrestrial and atmospheric research
fields, including climatic modeling [2], meteorological factor
estimations [3], aerosol estimation [4], energy balance modeling
[5]–[7], drought monitoring [8], [9], vegetation productivity
estimations [9], leaf wetness estimations [11], [12], climatic
zone classifications [13], [14], and heat index calculations [15].
RHns data are generally obtained using radiosonde [16] and
automated surface observing systems, which are point-based,
and thus spatially discontinuous. Several alternative methods
for generating spatially continuous RHns include 1) numerical
modeling such as reanalysis data [17], 2) spatial interpolation
based on in situ observations [18], and 3) satellite-based retrieval
methods [19], [20].
Reanalysis data provide the spatial distributions and vertical
profiles of RH. However, the relatively coarse spatial resolution
of the reanalysis data is a major uncertainty for grasping the
fine scale variation of RHns on the terrestrial ecosystems [21],
[22]. In particular, fine resolution meteorological data (e.g., solar
radiation, temperature, and humidity) are required in carbon
cycle modeling because they work as factors for the water and
temperature stress. For an example, Zhao et al. [22] found
that the biases in the shortwave solar radiation and RH of
reanalysis data could affect the model performance of gross
and net primary production [22]. Although the biases inherent
in estimating RHns are well known [23], the spatiotemporal
information of RHns reanalysis data has been widely used in
various environmental studies at regional to global scales, since
its global coverage and the gridded data are useful to analyze
the target variables qualitatively.
Spatial interpolation of in situ observations has been fre-
quently used for spatiotemporal analysis of meteorological data
[18], [24]. However, in complex terrain or in highlands, data
sparsity is still problematic [25], [26]. The spatial distribution
patterns in several datasets are often dissimilar when the datasets
are generated using different in situ measurements and interpo-
lation algorithms [27].
Satellite-based RHns retrieval methods are a tangible alterna-
tive to mitigating the limitation of the coarse spatial resolution
of reanalysis data and the uncertainties caused by the sparsity
of in situ stations for spatial interpolation. Satellite-derived
environmental variables (e.g., land surface temperature (LST)
and precipitable water) were often used to estimate RHns [19],
[20]. The usefulness of satellite retrieved RHns, especially using
Moderate Resolution Imaging Spectroradiometer (MODIS), has
been widely studied in the literature. The MODIS LST can
be used for the estimation of saturation vapor pressure and
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vapor pressure deficit [28]. However, the MODIS LST has a
limitation that is not available under cloudy sky conditions.
Liao et al. [29] proposed a method to estimate RHns under
clouds using Ta and LST, which were obtained under clear
skies [29]. They also used a linear regression model to estimate
the actual water vapor based on the precipitable water vapor
product derived from MODIS. The proposed all-sky RHns model
showed the coefficient of determination (R2) ranging from 0.28
to 0.5 in the US. There is room for further improvement in
estimating all-sky RHns through incorporating the effect of
surface moisture conditions based on empirical modeling with
additional input variables, which are related to evapotranspira-
tion, including vegetation indices, surface thermal flux, and soil
moisture.
Machine learning approaches have been used to estimate
not only RHns but also its vertical profile [30]–[32]. Shank
et al. [30] predicted hourly near-surface dew point tempera-
ture (Tdew) with artificial neural networks under various con-
ditions from freezing to very high temperatures. Li and Zha
[31] estimated RHns using MODIS products and geographic
information with random forest (RF) in China during June to
September in 2009, resulting in R2 of 0.7 and root-mean-square
error (RMSE) of 7.4%. The monthly product of MODIS en-
hanced vegetation index was chosen to avoid the influence of
cloud cover, and it showed the highest importance among the
whole input variables [31]. The studies pointed out that there
was a tradeoff between high accuracy for cloud-free areas and
completely no information under clouds when using optical
sensors [31], [32].
To overcome the spatial discontinuity caused by clouds,
approaches for estimation of environmental parameters using
remote sensing data under all-sky conditions has been recently
proposed for estimating LST [33], soil moisture [34], daily
actual evapotranspiration [35], and aerosol optical depth [4]. Mi-
crowave sensor images, less sensitive to clouds, are often com-
bined with optical images using machine learning approaches for
estimating spatially continuous environmental parameters. For
example, passive microwave radiometer data have been used to
estimate near-surface humidity in terrestrial and ocean surfaces
[30], [36]. In another way, Park et al. [4] modeled aerosol optical
depth under cloudy sky conditions using spatially continuous
data composed of Goddard Earth Observing System Chemical
Model (GEOS-chem) AOD and meteorological variables from
a numerical model.
In this research, we attempted to estimate spatially continuous
RHns regardless of weather conditions on land surface. The
objectives of this article were to 1) propose machine learning-
based models to estimate spatially continuous daily RHns over
Japan and South Korea under all sky conditions, 2) examine
the temporal patterns of RHns to verify the universality of the
proposed model in the study area where seasonal fluctuations
were large, and 3) explore the spatial patterns of RHns to confirm
the spatial transferability of our proposed model, analyzing
topographic effects to the model performance.
Fig. 1. Study area of this research. (a) Study boundary is enclosed with a blue
line. Ground stations in the mainland of Japan and South Korea are plotted with
yellow and red dots, respectively. The aerial background images are derived
from Bing map. (b) Elevation in the study area using SRTM DEM.
II. STUDY AREA AND MATERIALS
A. Study Area
Japan and Republic of Korea (South Korea) were selected as
the study area for modeling spatially continuous daily RHns on
land surface, which are frequently covered by clouds, especially
in the summer monsoon season. Many recent studies reported
that people in the region are exposed to agricultural damages
by decreasing crop yields [37], [38], heat waves [39], and air
pollutions [40], [41], which are related to RHns. The mainland of
Japan and South Korea are located in the northeast Asia with the
spatial extent of 33 °N125 °E–39 °N131 °E, and 30°N128 °E–
46°N153 °E (see Fig. 1). Democratic People’s Republic of Korea
(North Korea) was excluded due to the lack of in situ data.
Climate zones of the study area consist of temperate and
snow climates according to the scheme of Köppen-Geiger from
1980 to 2016 [14], [42]. The annual averages of temperature
and precipitation in Japan (referred to JMA) and South Korea
(referred to KMA) from 1981 to 2010 were 15.21 °C and
8616 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021
TABLE I
DESCRIPTION OF DATASETS FOR SPATIALLY CONTINUOUS RHns ESTIMATION
1610.61 mm, and 12.44 °C and 1347.11 mm, respectively. The
average altitudes in Japan and South Korea according to the
SRTM digital elevation model (DEM) are 382 m and 255 m,
respectively [43] (see Fig. 1).
B. Station-Based RHns Data
In situ RHns data measured at 1-2 m above the ground were
downloaded from JMA1 and KMA2 (see Fig. 1). The RHns
data measured at 13:30 (1:30 P.M. Japan Standard Time (JST);
corresponding to the satellite data collection time) of each day in
the period from 2012 to 2017 at 39 and 55 stations in Japan and
South Korea, respectively, were used for training and validation
of our spatially continuous RHns model. The averaged RHns
during the period were found as 72.54% and 53.55% for Japan
and South Korea, respectively.
C. Satellite-Based Data
The atmospheric and land products from Aqua MODIS were
used in this article. Aqua MODIS passes at 1:30 P.M. equatorial
crossing time, which might be more suitable to estimate dry hu-
midity conditions than the data from Terra (10:30 A.M.). It coin-
cides with the atmospheric mixing ratio, which generally starts to
increase from the early morning along with the increasing solar
radiation, peaking at noon [44]. The atmospheric variables from
the level-2 MODIS atmospheric products (i.e., MYD04_L2,
MYD05_L2, and MYD07_L2) with version 6.1—water vapor,
1[Online]. Available: https://www.jma.go.jp/
2[Online]. Available: https://data.kma.go.kr/
total precipitable water, surface pressure, and aerosol optical
depth—were used as input variables (see Table I). Aerosol
optical depth was considered for RHns modeling since it can
be indirectly related to relative humidity from the hygroscopic
growth of aerosols [45]. Land surface characteristics also di-
rectly or indirectly affect RHns. The normalized difference veg-
etation index, evapotranspiration, and latent heat flux from the
MODIS land products (i.e., MYD13A2 and MYD16A2) were
used as land input variables (see Table I). The process of evap-
otranspiration releases moisture into the air from vegetation,
resulting in increasing RHns, and the surface energy balance can
directly change surface temperature, affecting relative humidity.
Precipitation and elevation were additionally considered in
developing machine learning-based RHns models. The Global
Precipitation Measurement (GPM) Integrated MultisatellitE Re-
trievals (IMERG) product combines precipitation data retrieved
from multisatellite sensors in the GPM constellation. The 30-m
GPM precipitation data (3IMERGHH, V06B) were accumu-
lated into the 1-h, 3-h, and 1-day, and denoted as precip_1 h,
precip_3 h, and precip_1day (see Table S1). The SRTM 3
arc-second void-filled DEM was used to reflect the inverse
relationship between relative humidity and temperature relative
to altitude.
D. Reanalysis Data
ERA5-Land reanalysis data, the fifth generation of European
Centre for Medium-Range Weather Forecasts (ECMWF) reanal-
ysis, is the replayed result of a single stand-alone reintegration
of the near-surface atmospheric fields from ERA5 atmospheric
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reanalysis with precipitation and a lapse-rate adjustment but
without direct assimilation of observations [46]. ERA5-Land
has an enhanced spatial resolution of about 9 km on land,
when compared to the ocean-covered ERA5 of about 32 km.
ERA5-Land variables used in this article are presented in Table I.
Directly or indirectly related variables with RHns were extracted
including temperatures, solar radiations, winds, vegetations, and
surface energy balance (i.e., latent heat flux and sensible heat
flux). Solar radiation has a negative correlation with relative
humidity [47], and wind speed is related to a transpiration rate
that controls RHns around plants [48], [49]. The wind speed was
calculated using the 10 m U wind component (U10) and 10 m
V wind component (V10).
The soil temperature and soil moisture data were obtained
from the Global Land Data Assimilation System (GLDAS)
Version 2.1 coupled with the Noah Land Surface Model with
the 3-h 0.25° × 0.25° spatial grid. GLDAS provides the root
zone soil moisture, soil moisture, and soil temperature at four
levels—0–10 cm, 10–40 cm, 40–100 cm, and 100–200 cm.
III. METHODOLOGY
A. Schemes for Spatially Continuous RHns
The spatially continuous RHns maps were produced through
the combination of two schemes (i.e., schemes A and B) un-
der different conditions. Satellite-derived atmospheric products
have often no data in the low-quality pixels containing clouds
and aerosols, which results in spatial discontinuity in modeling.
In this article, we designed schemes A and B based on whether
to use satellite-derived products as input parameters. Scheme A
was applied for where the satellite-derived data were available
and used both satellite-derived products and reanalysis data, as
shown in Table S1. Scheme B used only spatially continuous
input parameters, which are reanalysis data (i.e., GLDAS-Noah
and ERA5-Land) and SRTM DEM (Table S1). Spatially con-
tinuous RHns maps were generated by filling gaps in scheme A
with scheme B results.
B. Data Preprocessing and Oversampling
In the data preprocessing step, the collected data were bilin-
early resampled into a 1 km spatial grid based on the MODIS
sinusoidal tile grid. Then, linear temporal interpolation was per-
formed on 8 days or 16 days MODIS land products to calculate
daily values. The data for schemes A and B were constructed by
extracting the preprocessed input variables (see Table S1) at the
ground RH stations.
We divided the data into training, validation, and test sets. The
test set consists of the data from the tenth day of every month
during 2012–2017 for unbiased evaluation of the model. The
remaining data were divided into training (80%) and validation
(20%) sets through the stratified random sampling approach
considering the distribution of the in situ RHns values.
There are a few numbers of samples for the extreme RHns
values (very low and high values; Table S2), which could cause
the biased training of a model [50]. Thus, oversampling was
performed on the training set where RHns values were very low
and high: 0–30% and 70–100%. Under the assumption that the
RHns values are not significantly different in the neighboring
pixels, the surrounding pixels within the 5 × 5 window from a
training sample (i.e., a center pixel) were perturbed within 3%
of the centered RHns value [51]. Consequently, the RHns data
simulated based on the stochastic way in the very low and high
ranges were added to the original training set as oversampled
data. Some oversampled data were additionally filtered out when
the Mahalanobis distances [52], [53] of the input variables
were greater than the mean plus one standard deviation for
each section in the original training set (i.e., 0–10%, 10–20%,
20–30%, 70–80%, 80–90%, and 90–100%). The original and
oversampled training sets for schemes A and B were constructed
based on the abovementioned processes.
C. Machine Learning Approaches
In this article, extreme gradient boosting (XGBoost) and
RF algorithms were tested for comparison. Extreme gradient
boosting (XGBoost) has often resulted in better performance
than other machine learning algorithms in various environmental
problems [54]–[59]. RF also has been applied to solve various
environmental problems in remote sensing fields [60]–[66]. Both
RF and XGBoost are based on the classification and regression
trees (CART). CART has a well-known problem related to the
model instability in which the tree structure changes signifi-
cantly by small change in training data [67]. RF and XGBoost
adopt different approaches to mitigating the weakness of CART.
RF [68] uses an ensemble approach based on a multitude of
decision trees from the bootstrapped samples (i.e., bagging)
with random subsets of training samples and input features
at a node. Such bagging helps to control the overfitting of
the model by reducing the variance [69], [70]. RF provides
information on variable importance by calculating the change
of mean square error in percentage using out-of-bag data not
used in training [68]. Boosting is another ensemble way to
reduce a model bias by sequentially updating weights of multiple
weak learners. XGBoost [71] is a relatively recent improvement
of gradient boosting, by focusing on the model performance
and computational speed, with 1) the scalability and speed by
regularization, 2) sparsity awareness, and 3) weighted quantile
sketch. XGBoost provides information of variable importance
as the number of appearance times an input variable in a tree.
The hyperparameters of both machine learning models were
optimized with the Bayesian optimization using the bayes_opt
library in python based on the training and validation sets. The
optimized parameters are described in Table S3.
For complement of relative variable importance embedded in
each RF and XGBoost, Shapely Additive exPlanations (SHAP)
values were used to analyze the contributions of each feature
on the model prediction and the interaction of features [72].
The feature contribution of a data point is calculated as the
difference between the predicted value on that data point and the
average of the repeated predictions [73]. Compared to existing
feature importance, SHAP values have the advantages of 1)
consistency based on the solid theory (i.e., game theory), 2) con-
trastive explanations from positive and negative contributions
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Fig. 2. Model performance of the RHns model using the test data for scheme A [i.e., (a)–(d)] and scheme B [i.e., (e)–(f)]. The test data were extracted the tenth
day of every month during 2012–2017. The subscripts marked as “ori” and “ovr” indicate that the models used the original and oversampled datasets, respectively.
The color scheme from blue to yellow indicates the density of points from low to high. (a) Scheme A, RFori. (b) Scheme A, RFovr. (c) Scheme A, XGBoostori.
(d) Scheme A, XGBoostovr. (e) Scheme B, RFori. (f) Scheme B, RFovr. (g) Scheme B, XGBoostori. (h) Scheme B, XGBoostovr.
of each variable to the target variable, and 3) understanding
the interactions between input variables. The interpretation of
SHAP values should be used with care since the contribution of
input features is calculated under the given set of input features
[74].
D. Assessment of Model Performances
The model performances were evaluated using four accuracy
metrics—coefficient of determination (R2), mean absolute error
(MAE), mean bias error (MBE), and RMSE. The relative RMSE
(rRMSE, %) was calculated by dividing the RMSE by the
mean observed data. The spatially continuous RHns map was
produced with the best models of each scheme A and B with
higher R2 and lower MAE, MBE, and RMSE. The leave-one-out
cross-validations on temporal (i.e., year) and spatial (i.e., ground
stations) domains were conducted to examine the stability of the
models.
E. Comparison With Reanalysis and Numerical Weather
Prediction Data
The RHns estimated in this article was compared to the manu-
ally calculated RHns from ERA5-land products. As a calculation
method of RHns using Ta and Tdew, (1) was used [75]
RHns =
(




where RHns is relative humidity, Ta air temperature above 2 m
of ERA5-land, and Tdew dew point temperature of ERA5-land.
Both Ta and Tdew are in °C.
The RHns of the meso-scale model (MSM) of JMA was
additionally compared to the RHns estimated in this article [76].
The MSM model has a 5 km spatial resolution and the forecast
frequency is 8 times per day (00, 03, 06, 09, 12, 15, and 18 UTC).
In this article, the 03 UTC and 25 h forecast data were chosen to
refer 13:00 JST (where UTC+09), and the ninth date was used
for matching with our test set (every tenth date for each month).
The coverage of MSM (22.4 N, 120 E–47.6 N, 150 E) includes
the whole area of Japan and South Korea.
IV. RESULTS AND DISCUSSION
A. Performance of the Spatially Continuous RHns Models
The model performances of schemes A and B for train-
ing/validation and test datasets are presented in Table S4 and
Fig. 2, respectively. While RF and XGBoost with training and
validation data showed similar R2, XGBoost resulted in slightly
better performance (i.e., 0–2% smaller MAE, MBE, and RMSE)
than RF. The model performance with the test set showed similar
results with the validation set. The performance on the test set
between RF and XGBoost was also similar (see Fig. 2), but
RF showed a less detailed spatial distribution of RHns when
compared to the XGBoost-derived RHns distribution (see Fig.
S1). DEM, a spatially static variable, showed the highest rank in
the relative variable importance by RF (not shown). Notably,
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Fig. 3. Spatial distribution of the seasonal average of RHns. (a) Spring (March to May). (b) Summer (June to August). (c) Fall (September to November). (d)
Winter (December to February).
the R2 between DEM and the daily averaged RHns of each
station was low around 0.09. This could lead to overfitting on the
RF model because of the spatial autocorrelation of geographic
input variables [77]. Li et al. [78] also suggested comparing the
spatial pattern between models even though when the model
performances were high. Thus, the RHns model of XGBoost
was selected for further analysis.
The oversampling was expected to complement the underrep-
resented data (i.e., typically for extreme ranges) by augmenting
sample size for the ranges. The performance on the test set (see
Fig. 2) was similar between the models developed using the
original and oversampled sets. Fig. S2 shows the spatial and
temporal cross-validation results of the XGBoost model with
the original and oversampled sets. The cross-validation results
of scheme A were slightly enhanced after oversampling as the
slope and R2 increased towards 1 and the MAE, MBE, and
RMSE decreased. Scheme B showed a different tendency when
compared to the scheme A. It should be noted that the slope
somewhat increased after oversampling. However, the decrease
of R2 and increase of MAE, MBE, and RMSE were found imply-
ing that the performance of scheme B was slightly degraded. The
oversampling slightly enhanced the model performance where
the number of samples in the extreme ranges (i.e., 0–30% and
70–100%) is small enough such as scheme A. On the other
hand, the oversampling seems not useful for scheme B, which
only consists of reanalysis data with coarse spatial resolution.
In scheme B, a central pixel and its corresponding neighboring
pixels (within 5 × 5 km) could belong to the same pixel in
the data before resampling [79]. Based on the abovementioned
results, the final models of schemes A and B were selected:
the XGBoost models with the oversampled dataset and original
dataset, respectively.
The spatially continuous RHns maps were generated by com-
bining the final models of schemes A and B (scheme AB after-
wards): The predicted RHns values of scheme B was filled where
scheme A results did not exist (see Fig. 3). The performance of
scheme AB resulted in R2, MAE, and RMSE as 0.72, 7.88%,
and 10.61%, respectively. When the same test data (i.e., clear sky
test samples) were used, scheme A resulted in slightly better es-
timation of RHns than scheme B (see Fig. S3). The performance
on the test set is comparable with the previous studies consider-
ing the research period and location (see Table II). It is notable
that the proposed spatially continuous RHns model showed
similar model performance with previous studies that developed
under clear sky conditions.
B. Contribution of the Input Variables on RHns Models
The contribution of the input variables for schemes A and B
were analyzed with the variable importance of XGBoost (see
Fig. 4) and the SHAP values (see Fig. 5). The common con-
tributing input variables for both schemes were solar and thermal
radiation, latent heat, and sensible heat, which are closely related
to the factors of the surface energy balance, implying the close
relationship between the relative humidity and evaporation [80].
The solar and thermal radiation from ERA5 were the most
contributing features for scheme B [see Figs. 4(b) and 5(b)]. The
summary plot of scheme B [see Fig. 5(b)] shows the negative and
positive relationships for Rth (or Rth,down) and Rsr (or Rsr,down),
respectively. Both Rth and Rsr are closely related to the surface
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TABLE II
COMPARISON OF THE PERFORMANCE OF THE PROPOSED MODEL WITH THOSE OF THE PREVIOUS STUDIES
Fig. 4. Top 20 important variables of XGBoost for (a) scheme A with the oversampled dataset and (b) scheme B with the original dataset. Gain indicates the
average of the relative contribution of each corresponding feature to the model for each tree. A higher value of gain indicates more relatively important variable for
prediction.
temperature, which has the negative relationship with RHns. The
negative relationship between Rth and RHns comes from the
definition of Rth, which is the difference between downward
and upward longwave radiation at the surface of the Earth.
The satellite-derived latent heat variables, PLE_S and LE_S,
were more contributing to the model than other radiation-related
variables, except for Rth, for scheme A. The different relative
contribution of the latent heat flux variables between schemes
A and B may come from the varied performance of satellite-
derived and reanalysis data. The satellite-derived latent heat
flux product had the correlation coefficient (R) of 0.7 with
the ground reference data [81], while the reanalysis-derived
latent heat flux product had 0.4 [81]. The vegetation indices
(e.g., NDVI and enhanced vegetation index), DEM, land surface
temperature, and precipitable water were reported as the most
relevant parameters to the RHns in several previous studies [20],
[32], [83], [84]. However, the surface energy balance-related
variables were relatively more contributing to the models in this
article.
In addition, the interaction between the humidity-related vari-
ables (i.e., WV, TPW, and SM0-10) and T2m to predict RHns
was further analyzed for scheme A [see Figs. 5(c) and (d)]
and scheme B [see Fig. 5(e)]. WV and TPW have negative
relationships with T2m: the larger WV and TPW, the lower T2m.
The smaller WV and TPW (i.e., higher T2m) tend to lower RHns.
SM0-10 showed a linear relationship with SHAP values, but there
was no clear trend for T2m.
C. Temporal Pattern Analysis of Near-Surface Relative
Humidity
Fig. 6 depicts the leave-one-year-out cross validation results
for schemes A and B. The variation of the year-by-year RMSEs
for 2012–2017 was not large, ∼8.16–9.35% and 10.92–13.57%
for schemes A and B, respectively, implying that the proposed
model is temporally stable and transferable. Fig. 7 shows the
national average of RHns on the tenth day of each month during
2012–2017 (i.e., test set). The RHns predicted from the final
models of schemes A and AB were compared with the ground
reference data. The surface relative humidity data of NCEP-
NCAR reanalysis 1 with 6 h-interval [17]3 was additionally
3[Online]. Available: https://psl.noaa.gov/
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Fig. 5. Summary plots for scheme A (a) and scheme B (b) of SHAP values. The horizontal axis indicates the impact of a feature value for prediction. The color
and thickness of summary plots show the direction of each feature value from low to high and sample size, respectively. Features with larger contribution are placed
in order from the top. The dependence plots of SHAP values between humidity-related features and air temperature are plotted on (c)–(e). The humidity-related
values (X-axis) were selected differently on scheme A ((c) WV and (d) TPW) and scheme B ((e) SM0-10) considering the contribution of input features for each
scheme. Each y-axis of (c)–(e) shows the SHAP values for each feature. The color means the feature value of T2m.
Fig. 6. Leave-one-year-out cross-validation results for schemes A and B.
compared after the linear temporal interpolation was applied.
The scheme AB model well reflected the temporal pattern of
the ground observations compared to the others. Since scheme
A provided results over limited areas (generally less than 20%
in most days), it is hard to represent the ground reference of
RHns. While the NCEP-NCAR reanalysis data seemed to follow
the temporal patterns of the observed RHns, they were overall
higher than ground reference data. This article also calculated
ERA5-based RHns using Ta and Tdew (1), which is shown
in Fig. 7. The RMSE of the ERA5-based RHns was 24.15%,
greater than the error of the model proposed in this article. The
coarse spatial resolution (∼9 km) of ERA5-based data could
be a reason to degrade the accuracy. Moreover, the interannual
fluctuations of the ERA5-based RHns are not corresponding
to in situ observations. The MSM-based RHns showed higher
accuracy (i.e., RMSE of 15.47%) than the other two numerical
model-based results (i.e., NCEP-NCAR and ERA5). It should
be noted that the RHns estimated using the proposed approach
has the highest accuracy (10.61%) when compared to the three-
numerical model-based RHns (see Fig. 7). The more specific
spatial modeling with a spatial resolution at ∼5 km of MSM
would derive relatively better estimations than ERA5 and NCEP.
However, it is confirmed that the proposed model in this article
showed higher accuracy than the other data sources.
D. Spatial Pattern Analysis of Near-Surface Relative Humidity
The spatial distribution of seasonal RHns is depicted in Fig. 3.
Both Japan and South Korea showed the highest RHns in summer
followed by autumn, winter, and spring. The spatial patterns of
RHns were also found in accordance with topographic character-
istics such as the gradual difference from plains to mountainous
areas (see Fig. 3). In common, areas with higher elevation tend
to have smaller RHns values than those with lower elevation
[85]. Duane et al. [86] also reported higher seasonal and diurnal
variability of RHns as elevation increases. The land use [87] or
clouds [88] could influence on the regional spatial patterns of
RHns.
The model performance of the leave-one-station out valida-
tion was relatively higher than that of the leave-one-year out
cross validation (see Fig. S2). Some stations in the leave-one-
station out validation were abnormally less accurate, showing
the higher maximum value of RMSE, MAE, and MBE, than the
results of leave-one-year out validation [see Fig. S2 (a)]. It means
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Fig. 7. National average of RHns in (a) Japan and (b) South Korea. The data of the tenth day of each month during 2012–2017 were compared. The black circles
indicate in situ observations. The red cruciform and yellow triangle markers indicate the RHns estimated from schemes A and AB, respectively. The gray stellate
markers show the NCEP-NCAR reanalysis data. The green diamond symbol describes MSM. The dark blue dash is the result of ERA5-based calculation using
dew point temperature and air temperature. The blue-sky bar graphs show the proportion of the stations that had output for scheme A.
Fig. 8. Relationship between RMSE and DEM of all in situ observation stations (94 sites). Relative RMSE (rRMSE) of each station (a) on the SRTM DEM,
and (b) with scatter plot with DEM for both scheme A (clear) and B (nonclear sky), and both countries.
the model proposed in this article might be better at training the
characteristics of in situ RHns observations according to the
geography (with 94 stations) rather than their annual variations
(with six years). It also implies if more temporal observation
data were accumulated, the model performance might improve.
In particular, the station sparsity such as few stations in a
mountainous region often greatly increase the uncertainty of the
RHns distribution [89]. The mountainous areas can cause two
kinds of uncertainties: 1) station representativeness regarding to-
pographic relief [90] and 2) low density of ground-level stations
in high elevation [91].
The impact of data sparsity on the proposed RHns model was
analyzed with the relationship between elevation and rRMSE
(see Fig. 8). Although some stations at low elevation showed
large variation between near to and far from coastal areas [see
Fig. 8(a)], most stations resulted in the tendency of higher
rRMSE with increasing elevation [see Fig. 8(b)]. The elevation
of ground stations measuring RHns varied from 1 to 3702 m in
our study area (the average was 211.18 m among 94 stations).
In terms of the elevation difference by country, the average
elevation of the 39 sites in Japan (308.41 m) showed higher
than that of 55 sites in South Korea (142.24 m). In Fig. 8(b), the
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Fig. 9. Boxplots of RMSEs between estimated and in situ RHns with each
climate zone: Cwa (temperate, dry winter, and hot summer), Cfa (temperate,
no dry season, and hot summer), Dwa (cold, dry winter, and hot summer), Dwb
(cold, dry winter, and warm summer), Dfa (cold, no dry season, and hot summer),
Dfb (cold, no dry season, and warm summer), and ET (polar, and tundra). The
line in the middle of each box shows the median RMSE of the data in the zone.
Error ticks around the box represent the maximum and minimum. Boxes describe
the first and third quartiles.
stations in Japan, which are located in relatively high altitudes
(>1000 m), showed large rRMSE. It might mean that RHns
data at high elevation in Japan were not well learned by the
model, whereas the most observations of both countries in low
elevation were trained well resulting in relatively high accuracy.
Gervais et al. [91] and Herrera et al. [92] showed consistent
results that the density of ground stations has a significant effect
on the model performance. This article also implies that RHns
in high elevation might not be trained well due to the lack of
in situ stations in high altitudes. Additionally, we tested the
dependency of DEM for both schemes with/without DEM as an
input variable in the XGBoost model. The results showed that
scheme A produced RMSE of 7.45% with DEM, and 7.93%
without DEM. Scheme B also showed RMSE of 10.68% with
DEM, and 10.79% without DEM. In all cases, the slight decrease
in the model accuracy was found when DEM was excluded.
The relationship between elevation and RHns should be further
examined in the future by adding more observation data in high
altitude regions.
Climate zones or climate factors are often used as a proxy for
evaluating the reliability of a meteorological humidity model
based on in situ observations [93]. To discuss the reliability
of the proposed RHns model over varied climate classes, the
boxplots of rRMSE were examined by climate zone (see Fig. 9).
The climate zones of the study area, according to the scheme
of Köppen-Geiger [14], [42], consist of Cwa (temperate, dry
winter, hot summer, 2 sties), Cfa (temperate, no dry season, hot
summer, 28 sites), Dwa (cold, dry winter, hot summer, 39 sites),
Dwb (cold, dry winter, warm summer, 1 site), Dfa (cold, no dry
season, hot summer, 19 sites), Dfb (cold, no dry season, warm
summer, 4 sties), and ET (polar, tundra, 1 site). Overall, the
temperate classes (Cwa and Cfa) showed high accuracy in terms
of rRMSE within 18 to 20% and the standard deviation was
also relatively small. In contrast, cold climates (Dwb, Dfa, Dfb,
and ET, excluding Dwa), showed more variations in rRMSE
when using daily RHns. The relatively low accuracy in cold
climate zones, in this article, area might be due to snow. Snow
plays roles to make soil moisture decrease by delaying water
discharge due to the time lag of melting [94], [95] and to change
an evaporation rate [96], [97]. Furthermore, snow on canopy and
subcanopy contributes to stimulating more evaporation since the
sublimation of snow is more active with the difference between
snow and air temperature [96], [97]. In Suzuki and Nakai [96],
the sublimation of intercepted snow was accounted to be 26% of
total precipitation at a coniferous forest site in northern Japan.
Accordingly, relatively low model performances with rRMSE in
cold climate regions in this article might be related to the snow
effect.
The spatial distribution of RHns stations is not uniform
by land cover type: about half of the stations (i.e., 57 sta-
tions) were located on nonvegetated areas (e.g., urban, crop-
land/natural vegetation mosaics, and barren) according to the In-
ternational Geosphere-Biosphere Programme land cover classes
of MCD12Q1 in 2017). The rRMSE of each station was plotted
according to the land cover types (see Fig. S4). The rRMSE
values on both vegetated and nonvegetated stations were similar
to each other. This indicates that our model has consistent
performance irrespective of the land cover types, although this
article focused on vegetation presence using NDVI, ET, and
LAI as predictors. However, RHns is also known to be related
with aerosols and heat island phenomena [98], [99]. In order to
further improve the proposed model, the representativeness of
in situ observations by environmental parameters such as land
cover, aerosols, and urban/rural landscapes should be carefully
considered.
V. CONCLUSION
In this article, the spatially continuous RHns was modeled
using machine learning approaches over Japan and South Korea,
a part of northeast Asia. Under cloud free conditions, satellite-
based data and reanalysis data were synergistically used for
modeling RHns, named scheme A. To estimate the RHns under
the cloudy sky conditions, spatially continuous reanalysis data
was solely used (scheme B). Combining scheme A and B (i.e.,
scheme AB) enabled to generate the map of all-sky RHns. RF
and XGBoost machine learning approaches were used for both
schemes. The results showed that XGBoost yielded slightly
higher accuracy than RF with the more appropriate spatial distri-
bution of RHns. Consequently, the combined scheme AB based
on XGBoost method for all sky conditions produced comparable
or even better performance with the literature, resulting in an R2
of 0.72, MAE of 7.88%, and RMSE of 10.61% using the test
data. The spatiotemporal patterns of the RHns predicted using
scheme AB agreed with the in situ observations in both Japan and
South Korea. However, some stations that were mostly located
in data scarcity areas still showed relatively low accuracy in
the leave-one-station out cross validation. A few in situ stations
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located at high altitudes were revealed as a possible uncertainty
of RHns distribution, showing rRMSE over 30%. The perfor-
mance of the proposed approach could be further improved by
modifying the input meteorological and climatic factors under
different conditions or reducing uncertainties associated with
input data. Besides, the spatial continuity between the results
of two schemes should be tested carefully in the future. Fu-
ture research should also focus on the improvement of all-sky
RHns estimation over the globe including ocean (which was not
consider in this article) through multisensor (i.e., optical and
microwave) data fusion. The spatially continuous RHns on land
surface based on the proposed approach can be used for various
environmental studies, which use RHns as input data
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