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Abstract
The extra trust brought by the model interpretation has made it an indis-
pensable part of machine learning systems. But to explain a distilled model’s
prediction, one may either work with the student model itself, or turn to its
teacher model. This leads to a more fundamental question: if a distilled
model should give a similar prediction for a similar reason as its teacher
model on the same input? This question becomes even more crucial when
the two models have dramatically different structure, taking GBDT2NN for
example. This paper conducts an empirical study on the new approach to
explaining each prediction of GBDT2NN, and how imitating the explanation
can further improve the distillation process as an auxiliary learning task. Ex-
periments on several benchmarks show that the proposed methods achieve
better performance on both explanations and predictions.
Keywords: Interpretation, Distillation, Joint Learning function,
GBDT2NN, Structure-based Method
1. Introduction
When Gradient Boosting Machines (GBMs) show consistently satisfac-
tory performance on noisy and heterogeneous data [1, 2, 3, 4, 5], it has two
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major weak points: 1) its ineffectiveness on sparse categorical features, and
2) its lack of proper mechanism to make online update. Neural network(NN),
on the other hand, shows better capabilities on these two points, despite its
weakness on dense numerical features.
Therefore, efforts have been made to combine the advantages of GBM
and NN. A straight-forward way to combine the two is to concatenate them
directly [6]. Soon after, Ling et al. [7] proposed to use the predicted values
of NN to initialize the gradient boosting decision tree(GBDT), and then the
results learned by GBM are used to fit the residual of NN. It is also pointed
that the boosted deep neural network(DNN) is the best among all of these
combining methods [7]. Nevertheless, these methods fail to fullfil the online
updating requirements. Thus, researches have been made to convert the de-
cision tree to NN model. For instance, some works [8, 9] try to use the results
as well as structure learned by decision tree to initialize NN. There is also
proposed the method that retained the frame of random forest, and replaced
the decision tree with NN [10]. Some studies [11] explored the relationships
between cascaded random forests and convolutional neural network(CNN).
When the number of decision trees is large, such conversion solutions have to
construct a very wide NN to represent, making these approaches extremely
inefficient or even impractical.
To solve this problem, Ke et al. [12] put forward a new framework, namely
GBDT2NN, which makes use of the knowledge distillation to approximate the
function of the tree structure by an NN. There are mainly three innovations
of GBDT2NN when compared with previous approaches: 1) It only takes the
features that decision tree used as the inputs, 2) Then it adds an embedding
layer between the leaf index and the output to reduce the dimension of struc-
ture distillation, 3) Finally it proposes the Tree Grouping strategy to reduce
the number of distilled NNs. This by far has been one of the best options to
incorporate the two different architectures.
However, learning to give the same answer is just one side of knowledge
distillation. We argue that besides “learn how” task, an intelligent agent
should also care about “learn why” task. That is, distillation should cover
both the prediction output and prediction explanation of the teacher model.
Model interpretability, as a mean to boost end-users’ trust and to help devel-
opers to understand and diagnose the model, makes up for an indispensable
part of machine learning systems [13, 14, 15, 16]. There have been various
studies on interpreting the behaviors of both GBMs and NNs though, very
few studies have been spotted on how NN model derived via GBM might be
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interpreted, as well as how this auxiliary task can help to further improve
the model distillation. Therefore, this paper proposes to take use of the in-
terpretations of the teacher model to get the local explanation of distillation
model. Following the previous researches, we suggest that this problem can
be better-handled by a two-stage framework: building an internal repetition
vector of the teacher model, which then helps to derive the interpretation
vector for the student model. Within this framework, we propose two types
of methods: the independent method trains a new model to provide explana-
tions for the distillation method, while the joint method combines the distil-
lation model and explanation model together by a two-folder loss function.
To verify these ideas, we conduct several experiments on publicly available
datasets, which demonstrate that the proposed methods can achieve good
performance on both explanations and predictions.
The rest of this paper is organized as follows. In Section 2, we give a brief
introduction on existing approaches on prediction explanation. In section 3,
we introduce the GBDT2NN model. And the proposed interpretable methods
for the distilled model is described in section 4. Descriptions of the datasets
and the experiment results are shown in section 5. Section 6 concludes the
paper and discusses some guidelines for the future work.
2. Related Works
2.1. Interpreting the tree-based model
As the base predictors, the decision trees prefer to use more leaf nodes to
replace the subtrees, and the sparsity characteristics prompt the model to use
fewer features to obtain the predictions. This property helps people to know
what features drive the model’s prediction. But it is difficult to intuitively
understand the tree-based ensemble models, such as XGBoost [17], CatBoost
[18], lightGBM [19] and some other complicated models.
The interpretability methods[20, 21, 22, 23] of ensemble trees can be
divided into two categories: global interpretability, and local interpretability.
To summarize, interpreting tree-based models is relatively straight-forward.
There are two general ways to calculate the global feature importance values.
1. Replace the original model with a simple one (i.e., model extraction),
given that the simple model can approximate its teacher model well
enough. Then the statistical characteristics of the original model could
be reflected in the simple model.
3
2. Measure the contributions of features mainly in some primary forms,
which may further be classified into three types:
(a) A classic approach is to compute the gain at each split node, which
contributes to the importance value of the feature that this node
represents.
(b) The second approach is to calculate the changes in the model’s
error caused by permuting the values of a feature. Since if a feature
is important, its permutation should create a large increase in the
model’s error.
(c) The third approach is to count the feature splits, which means
how many times a feature is used to split at the internal nodes.
Local interpretation helps to understand the model behaviour on each
of the individual input. Though some model agnostic local interpretation
methods can be applied to tree-based model, but they are significantly slower
than tree-specific methods and have sampling variability. By far, we consider
two widely-applied tree-specific methods: Sabbas [24] and SHAP [25].
• The Sabbas method measured the change in the model’s expected out-
put, and the differences between these expectations on each internal
node are treated as the attributes of splits features. So, the Sabbas is
a structure-based method.
• The SHAP method introduced the concept of SHAP values, then pre-
sented Tree SHAP to estimate SHAP values of tree ensembles.
2.2. Interpreting the neural nets
Modern deep learning models create hierarchies of representation from
raw data via layers of transformations, making it an essential step to under-
stand the intermediate layers of NNs in terms of model interpretations in
many of the approaches.
Some literature proposed to use the information learned from raw data
by NNs as the explanations of models. These methods are mostly designed
for some certain scenarios and networks. Zhang et al.[26] added different
losses at the higher convolutional layer to know the information learned by
the high layers of CNN. Besides the loss functions, researchers also adopted
the attention mechanism, which is often used in sequential models, to grasp
features, and then converted the grasped information to a form that can be
easily understood by users [27, 28]. Specifically, Xu et al.[27] attempted to
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grasp the picture features at a lower convolutional layer during the encod-
ing process, then used Long Short-Term Memory(LSTM) to transform the
grasped information into a textual description. Bahdanau et al. [28] applied
attention mechanism to the field of machine translation, and treated the cor-
responding relations between translation results and the original sentence as
the interpretations.
Some methods tried to analyze the trained structures and the parameters
of NNs to obtain explanations [29]. In order to better understand the entire
model framework, a lot of works [30, 31] focused on capturing the information
learned by the intermedia layers of NNs. Interpreting methods of CNN usu-
ally use the Activation maximization (AM) framework to capture the learned
information at a certain layer of the preferred inputs, while recurrent neural
network(RNN) related methods often use the language modeling techniques
to analyze the neurons.
For the local explanations of individual samples, one way is the investi-
gation of deep representations in intermediate layers as described in global
methods, and some others are to return the NNs to a “white-box”, which is
composed of the linearly weighted additions of important features as follows.
Some works directly calculated the gradient of a particular output related
to the input by back-propagation to obtain the influence of features [32, 33].
The perturbation-based methods [34] sequentially perturbed the input to get
the contribution values of each feature. Some studies [35, 36] also utilized
the representations of the intermediate layers to perform attribution.
On the whole, the first kind of methods are only applicable to certain
sceneries, which are not suitable to the GBDT2NN model. The latter meth-
ods take use of the parameters and the derivation conduction to explain the
NNs, so they are only applicable to the NNs of the end-to-end forms. All of
them do not apply to GBDT2NN.
3. Preliminaries
For better understanding, we introduce the GBDT2NN model first in this
section.
GBDT2NN converts GBDT into the NN model by learning the tree struc-
ture. As illustrated in Fig.1, GBDT2NN approximates the structure function
of decision tree by fitting the cluster results produced by the tree, and the
leaf index is taken as the cluster results. For a single tree t, it denotes the
one-hot representation of leaf index for sample x as Lt(x), and the NN part
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learns the mapping function between x and Lt(x) as:
min
θpred
Ex
[
l1(NN (x; θpred), Lt(x))
]
, (1)
where NN (·; θpred) is a neural network parameterized by θpred, and can be
optimized by back-propagation, l1 is a loss function for the prediction task.
And the output of NN corresponding to tree t can be denoted as:
yˆt(x) = NN (x; θpred) · qt (2)
where qt is the leaf values of tree t.
Figure 1: Tree structure distillation by leaf index.
To improve the efficiency, GBDT2NN adopts Tree-Selected-Features, Leaf
Embedding Distillation and Tree Grouping strategies to reduce the input fea-
tures, high dimensional one-hot representation L and #NN = #tree NN
models.
1. Tree-Selected-Features: Rather than using all input features, NN only
uses tree-selected features as the inputs. The indices of the selected
features are defined as It in the tree t, and the input can be denoted as
x(It).
2. Leaf Embedding Distillation: As shown in Fig.2, it adds an embedding
layer between leaf indices and output. The learning process of embed-
ding can be written as:
min
w,w0,wt
Ex[l1(w>H(Lt(x);wt) + w, pt(x))], (3)
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where Ht(x) = H(Lt(x);wt) is a special type of fully connected network
which converts Lt(x) to the dense embedding, pt(x) is the predict leaf
value of sample x. After that, instead of one-hot representation L,
GBDT2NN takes the dense embedding H as the target to approximate
the function of tree structure to get NN (x(It); θpred) as in Equation 1.
3. Tree Grouping: GBDT2NN use the equally randomly grouping, and
extends the Leaf Embedding Distillation for each group of trees. For
the tree group T, the leaf embedding process is as:
min
w,w0,wT
Ex[l1(w>H(‖t∈T(Lt(x));wT) + w0,
∑
t∈T
pt(x))] (4)
where ‖(·) is the concatenate operation, andHT(x) = H(‖t∈T(Lt(x));wT)
converts the multiple one-hot leaf index vectors to the dense embed-
ding. After that, GBDT2NN takes the new dense embedding as the
target to approximate the function of tree structure as in Equation 1.
Figure 2: Tree Structure distillation by leaf embedding.
Finally, the output of the GBDT2NN is the the summation of all tree
groups.
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4. Proposed Explaining Methods for GBDT2NN
In this section, we bring the path concept into the interpretation model,
and propose a new idea to give explanations of the individualized sample for
GBDT2NN. Based on the new idea, we put forward two concrete methods:
independent method and joint method.
4.1. Intuition for the explanations of GBDT2NN
Each leaf index s in the teacher’s model represents a decision path pis,
as well as a prediction ys. As discussed above, GBDT2NN learns the leaf
indices of samples before training the NNs to retain the structure functions
of decision tree, so each embedding representation L represents a prediction
yL. Any given sample x would go through the internal nodes or neurons, and
arrives at one leaf index s(x) or generates an embedding vector L(x), and
the intermediate states determine the output directly.
On the other hand, the structured-based interpreting methods of GBDT
explain the single sample’s prediction by analyzing the features’ gain of the
passing path. And we can get the interpretation vector Φ(x) of sample x,
which actually reflects the attributes of features used in decision path pis(x)
that sample x goes through. It is also means that the feature attributes
of every sample can also be determined by the leaf node. According to
the effects of the embedding layer and the additive relationship of NNs in
GBDT2NN, we take use of the different embedding of samples to give the
explanations. And the attributes reflected by the embedding of GBDT2NN
can be leant from the explanations of teachers’ model. Therefore, rather than
learning the relations between input vector of x and interpretation vector
Φˆ(x), we introduce the embedding concept and divide the original problem
into a two-stage framework:
1. The mapping between input vector of x and embedding representation
L(x);
2. The relations between embedding representation L(x) and the final
interpretation vector Φˆ(x).
4.2. The independent method
In this section, we put forward an independent interpretable model for
GBDT2NN. The introduction also starts with the learning of a single NN t of
GBDT2NN. To retain the ability of online update, we use NN to approximate
the first mapping function between x and Lt(x) as in Equation 1. After that,
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we can get the NN model NN (·; θpred). For the second learning process, we
use the interpretation vectors Φ(x) of GBDT to learn the mapping from the
leaf index to the final interpretation Φˆ(x), whose objective can be described
by Equation 5:
min
w,w0
Ex
[
l2(w
>NN (x(It); θpred) + w0,Φt(x))
]
, (5)
where w is a transition matrix that converts the one-hot leaf index to the in-
terpretation vector, w0 is the bias vector, l2 is the loss function of the interpre-
tation task, which is translated into a regression problems with MSE(mean-
square error) to fit dense interpretation vectors Φt(x). After that, we can get
the interpretation vector Φˆt(x) of the NN t for sample x, as follows
Φˆt(x) = w
>NN (x(It); θpred) + w0. (6)
The interpretation of ensemble NNs is obtained by summing up of every
single NN attribution vector:
Φensemble(x) =
T∑
t=1
Φˆt(x), (7)
where T is the total number of NNs.
Since the above procedure is the same as GBDT2NN, as well as the addi-
tive relations of the NNs’ interpretation vectors, the efficiency strategies for
GBDT2NN, such as Tree-Selected-Features, Leaf Embedding Distillation and
Tree Grouping, are also suitable for the out proposed method. Therefore, the
interpretable model does not need to train the first process again, only needs
to load the parameters from input to the embedding layer of GBDT2NN,
which is already trained for prediction. Parameters that are loaded from the
GBDT2NN model are shown in Fig. 3.
Then we get k NNs which are corresponding to k groups of trees in
GBDT2NN. We define x[T] to be the features’ subset that are used by the
tree group T, and denote
Gx = ‖j∈kNN (x[Tj]; θTjpred) (8)
as the concatenate of multi-group embedding for all k NNs. Then, we can fit
the affine function mapping from the embedding to the interpretation vector,
such that
min
θ
Ex
[
l2
(
w>Gx + w0,Φ(x))
]
, (9)
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Figure 3: The parameters of independent method loaded from GBDT2NN.
and the learnt interpretation vector by the new method is
Φensemble(x) = w
>Gx + w0. (10)
Then we obtain explanation model, and the prediction model shares the
same parameters with the explanation model except the final fully connected
layer. Furthermore, we merge two models and offer a mixed framework with
two outputs, as shown in Fig. 4.
From [12], the online update operations of GBDT2NN only adjust the pa-
rameters from input to the embedding layer, which are actually the parameter-
sharing parts of the two models as shown in Fig.4. That also means the online
update operations only ”recombine” the embedding, and retain the mapping
from embedding layers to the final output. Therefore, our proposed method
is also applicable to explain the updated GBDT2NN model.
4.3. The joint method
In the two-step learning process of GBDT2NN model, the embedding
layer is learned from the leaf index and then used as the distillation target of
NN model. Better representation of the embedding leads to better approxi-
mation of the tree structure. Inspired by this, we attempt to incorporate the
interpretation process into the construction of the prediction model, and train
the predictive model and interpreting model jointly. Compared with leaf in-
dices, structure-based interpretations directly reflects the feature importance
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Figure 4: The mixed model with two outputs.
of the decision paths, and taking this detailed information as another tar-
get can improve the embedding learning process. Therefore, we propose a
two-view loss function to combine leaf indices and interpreting vectors. The
learning process of embedding can denote as
min
w1,w2,w01 ,w02 ,wTj
Ex[λ · Ej[l1(w>1 H(‖t∈Tj(Lt(x));wTj) + w01 ,
∑
t∈Tj
pt(x))]
+(1− λ) · l2(w>2 ‖j∈k(H(‖t∈Tj(Lt(x));wTj)) + w02 ,Φ(x))],
(11)
where λ is a parameter that controls the trade-off between two parts. The
first part measures the prediction accuracy as in Equation 4, and the latter
part evaluates the interpreting quality as in Equation 9. After getting the
embedding, the follow-up process is the same as that of GBDT2NN model
and the above proposed method.
5. Experiments
To evaluate the performance of the proposed methods, we conduct experi-
mental comparisons on several public datasets. Specifically, OnlineNewsPop4
4https://archive.ics.uci.edu/ml/machine-learning-databases/Online+News+Popularity
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Table 1: Statistics of the experimental datasets
Dataset Sample Size Train Size Test Size No. Features Task
AutoML-3 0.78M 0.70M 0.08M 71 Cls
OnlineNewsPop 39.6K 30K 9.6K 58 Cls
MNIST-0 70K 60K 10K 28 * 28 Cls
MNIST-4 70K 60K 10K 28 * 28 Cls
Zillow 90.3K 81.3K 9K 57 Reg
is a standard dataset obtained from the UCI machine learning repository,
and we convert it to a classification problem by setting the popular value
of ”shares” to 1400 as in [37]. AutoML-35 is from ”AutoML for Lifelong
Machine Learning” Challenge in NeurIPS 2018. MNIST6 is a database for
handwritten digit recognition task. We convert the original dataset to several
binary classification datasets. More specifically, we choose two binary classi-
ficaiton tasks, number 0 and number 4, as the former is easy to learn and the
latter is much more difficult. Zillow7 is a dataset from Kaggle competition.
The experimental datasets contain classification and regression problems,
and the quantities are varying from large to small. The train set and test
set are constructed according to the existing literatures. The statistics of the
datasets are shown in Table 1.
5.1. Evaluation Metrics
Since consensus on the measurement of interpreting quality though has
not yet arrived, this paper takes the results obtained from the original model
GBDT as our ”baseline”, and use NDCG [38] and top-k coverage to measure
the correlation between the two explanation results. NDCG is a measure of
ranking quality, and it is used to evaluate the ranking quality of our proposed
method compared with the ”baseline”. ck(x) is a variant of top-k hit rate,
can be mathematically expressed as:
ck(x) =
∑
j∈F I(j ∈ Φtop-k(x)) · I(j ∈ Φˆtop-k(x))
k
, (12)
5https://www.4paradigm.com/competition/nips2018
6http://yann.lecun.com/exdb/mnist/
7https://www.kaggle.com/c/zillow-prize-1
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where F is the union of used features by all NNs, Φtop-k(x) is the top k most
important features of GBDT obtained by structure-based tree explanation
method, Φˆtop-k(x) is the top k important features of GBDT2NN obtained by
our proposed methods. Top-k coverage ck is aimed to calculate the intersect
rate of the important features.
Besides above quantitative evaluations, we also adopt the intuitive rep-
resentation to evaluate experiment results, which is only applicable for the
image datasets. As for GBDT and GBDT2NN, the pixel points are actu-
ally the input features of models. The specific implement is to show the
pixel points which contribute much to classification, and we call it visual
evaluation.
To evaluate the prediction improvements of the joint method, we use AUC
to measure the prediction results of classification datasets, and use MSE to
measure that of regression datasets.
5.2. Structured-based Interpretation Method of GBDT
As mentioned in 4, our new method builds the explanation model based on
the structured-based interpretation method of GBDT. Here, we use Sabbas
to get the features importance of each path. To illustrate the effective of
Sabbas, we represent the results of MNIST dataset using visual evaluation
method, and the original figures are shown in Fig. 5. As in Fig. 6 and
Fig. 7, each figure contains two classes results. The first row are the top-
k important features learnt by Sabbas, where we use the white pixels to
represent them. And the second row replace the color of the important
features with the color of the original pictures. To make the results more
obvious, we set the background gray values the same with that of the original
pictures, and the figure actually shows the top-k important features in the
digits’ outline. From these, it is easy to see that Sabbas can distinguish the
region of the handwritten digits from the background, and grasp the outline
pixels. And the result of digit 0 is a little better than 4, corresponding that
the classification accuracy of digit 0 is better than that of 4. The results of
visual evaluation prove that the Sabbas is effective, considering that GBDT
is not so good at dealing with image problems.
5.3. Experiment Results
Here, we present the performance of the independent interpretable method.
The results of NDCG and AVG(ck) are shown in Table 2 and Table 3. From
them we can draw the following observations. First, the repeatability of the
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(a) number 0 (b) number 4
Figure 5: The original figures of digit 0 and 4.
(a) Top-20 important fea-
tures.
(b) Top-50 important fea-
tures.
(c) Top-100 important
features.
(d) Top-20 important fea-
tures in outline.
(e) Top-50 important fea-
tures in outline.
(f) Top-100 important
features in outline.
Figure 6: The evaluation result of digit 0 with Sabbas. The first row are the top-k
important features, and we use the white pixels to represent them. And the second row
shows the top-k important features in the digits’ outline. The values of k are set as 20, 50
and 100.
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(a) Top-50 important fea-
tures.
(b) Top-100 important
features.
(c) Top-150 important
features.
(d) Top-50 important fea-
tures in outline.
(e) Top-100 important
features in outline.
(f) Top-150 important
features in outline.
Figure 7: The evaluation result of digit 4 with Sabbas. The first row are the top-k
important features, and we use the white pixels to represent them. And the second row
shows the top-k important features in the digits’ outline. The values of k are set as 50,
100 and 150.
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Table 2: The results of NDCG. NDCG is a measure of ranking quality, and it is used to
evaluate the ranking quality of our proposed method compared with that of GBDT
Dataset NDCG@5 NDCG@10
AutoML-3 0.9466 0.9305
OnlineNewsPop 0.8396 0.8316
MNIST-0 0.8775 0.8629
MNIST-4 0.7506 0.7534
Zillow 0.7614 0.7564
Table 3: The results of AVG(ck). ck is aimed to calculate the intersect rate of the important
features between different interpretable methods.
Dataset AVG(c1) AVG(c3) AVG(c5) AVG(c10)
AutoML-3 0.7861 0.7895 0.8121 0.7197
OnlineNewsPop 0.6682 0.5883 0.5601 0.5895
MNIST-0 0.7998 0.7904 0.65934 0.52588
MNIST-4 0.4732 0.5596 0.53944 0.54203
Zillow 0.5063 0.5468 0.5667 0.5836
two explanations is high, although the important features obtained by our
method from GBDT2NN are some different from the top attributes of GBDT.
Compared with AVG(ck), the values of NDCG are higher, which means that
the relative rankings of top attributes derived from the two models are rel-
atively consistent. Besides, the evaluation values of digit 4 is “worse” than
that of digit 0.
The quantitative evaluations only measure the correlations between two
methods. To better know the explanation results of the proposed method,
we also plot the visual evaluation results of MNIST-0 and MNIST-4 in Fig.
8 and Fig. 9. Compared with the results in 5.2, the figures in Fig. 8 and
Fig. 9 present a more accurate feature description of the digits. Especially
for the digit 0, our method not only grasps the outline better, and it learns
the background part inside the circle of digit 0, which is also important for
the recognition. Note that, the white pixels in the latter three pictures of
Fig. 8 and Fig. 9 seem a little more than in Fig 6 and Fig 7, and that
is because that Sabbas picks more background pixels as important features
where the background gray is the same with the original picture. Therefore,
these results prove the effectiveness of our proposed idea and method.
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(a) Top-20 important fea-
tures.
(b) Top-50 important fea-
tures.
(c) Top-100 important
features.
(d) Top-20 important fea-
tures in outline.
(e) Top-50 important fea-
tures in outline.
(f) Top-100 important
features in outline.
Figure 8: The evaluation result of digit 0 with independent method. The first row are the
top-k important features, and we use the white pixels to represent them. And the second
row shows the top-k important features in the digits’ outline. The values of k are set as
20, 50 and 100.
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(a) Top-50 important fea-
tures.
(b) Top-100 important
features.
(c) Top-150 important
features.
(d) Top-50 important fea-
tures in outline.
(e) Top-100 important
features in outline.
(f) Top-150 important
features in outline.
Figure 9: The evaluation result of digit 4 with the independent method. The first row
are the top-k important features, and we use the white pixels to represent them. And the
second row shows the top-k important features in the digits’ outline. The values of k are
set as 50, 100 and 150.
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Table 4: Prediction results of the joint leaning method.
Dataset GBDT GBDT2NN Joint Method λ metrics
AutoML-3 0.7634 0.7645 0.7660 0.5 AUC
OnlineNewsPop 0.7387 0.7391 0.7398 0.7 AUC
Zillow 0.02197 0.02198 0.02187 0.7 MSE
Besides the independent interpretable method, we also propose an joint
method. In theory, the joint method can improve the prediction performance
while providing the interpretation results. We only conduct experiments
on several datasets, and the prediction results are shown in Table 4. The
interpreting results are almost the same as the independent method, which
are omitted. From Table 4, we can see that the prediction performance
of GBDT2NN with our proposed two-view loss function has improved. To
investigate the impacts of the joint method on the convergence speed, we
represent the performance of loss on the test data with increasing epochs in
Fig. 10. Specifically, the loss function of AutoML-3 and OnlineNewsPop is
AUC, and the loss function of Zillow is MSE. From these figures, we can find
that the model trained with the interpretation vectors also converges faster
than GBDT2NN model.
AutoML-3. OnlineNewsPop. Zillow.
Figure 10: Epoch-Loss curves over test data. The loss of AutoML-3 and OnlineNewsPop
is AUC, and the loss of Zillow is MSE.
6. Conclusion
This paper proposes a novel explanation solution to explain GBDT2NN
model. It takes use of the interpreting vectors obtained from the structure-
based tree explanation method to learn the features’ attributions, and gives
the explanation results based on the embedding. In addition, we also put
forward two concrete methods. Empirical comparisons conducted on the
19
benchmarks demonstrate the effectiveness of the proposed approaches on
both interpretations and predictions, which also prove that imitating the
explanation of the teacher model is a useful mean to improve the performance
of distillation models.
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