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Abstract
Motivated by seminal paper of Kozlov et al. Kesten et al. [1975] we consider in this paper
a branching process with a geometric offspring distribution parametrized by random success
probability A and immigration equals 1 in each generation. In contrast to above mentioned
article, we assume that environment is heavy-tailed, that is logA−1(1−A) is regularly varying
with a parameter α > 1, that is that P( logA−1(1−A) > x) = x−αL(x) for a slowly varying func-
tion L. We will prove that although the offspring distribution is light-tailed, the environment
itself can produce extremely heavy tails of distribution of the population at n-th generation
which gets even heavier with n increasing. Precisely, in this work, we prove that asymptotic
tail P(Zl ≥ m) of l-th population Zl is of order ( log(l)m)
−α
L( log(l)m) for large m, where
log(l)m = log . . . logm. The proof is mainly based on Tauberian theorem. Using this result we
also analyze the asymptotic behaviour of the first passage time Tn of the state n ∈ Z by the
walker in a neighborhood random walk in random environment created by independent copies
(Ai ∶ i ∈ Z) of (0,1)-valued random variable A.
Key words and phrases. branching process, random environment, random walk in random
environment, regular variation, slow variation.
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1 Introduction and main results
We consider branching process appeared in Kesten et al. [1975] to study limit theorems for hitting
times associated to the Random Walk in Random Environment (RWRE). We describe briefly the
model RWRE and the associated geometric Branching Process in Random Environment (BPRE).
Consider a collection (Ai ∶ i ∈ Z) of i.i.d. (independently and identically distributed) (0,1)-valued
random variables. Let A be the natural σ-field associated to the collection (Ai ∶ i ∈ Z). Let(Xk ∶ k ∈ N) be a collection of Z-valued random variables such that, X0 = 0
P (Xk+1 =Xk + 1∣A,X0 = i0, . . . ,Xk = ik) = Aik = 1 − P (Xk+1 =Xk − 1∣A,X0 = i0, . . . ,Xk = ik)
for all ij ∈ Z, 1 ≤ j ≤ k and k ≥ 1. The collection (Ai ∶ i ∈ Z) is called the random environment. For
this random walk Kesten et al. [1975] studied asymptotic distribution (after appropriate normal-
ization) of a sequence of hitting times Tn = inf{k > 0 ∶ Xk = n} of the state n ∈ Z by the walker in
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the random environment. Following the arguments (see after Remark 3 in page 148 of Kesten et al.
[1975]) given in the aforementioned work, we have
Tn = n + 2 ∞∑
i=−∞
U
(n)
i (1.1)
where U
(n)
i ∶= Card{k < Tn ∶ Xk = i,Xk+1 = i − 1} denotes the number of times moved left being
at state {i} with Card(K) is the cardinality of the set K. Under the following assumptions (see
assumption (1.2) in Kesten et al. [1975]) on the environment
E( log 1 −A
A
) < 0 but E(1 −A
A
) ≥ 1, (1.2)
it follows that Xk →∞ almost surely as k →∞. So ∑0i=−∞ U (n)i is finite almost surely and can be
ignored in asymptotic analysis of Tn. It is also easy to observe that ∑∞i=n+1 U (n)i = 0 almost surely
as the walker can not reach to i before hitting n for all i ≥ n + 1. Thus the asymptotic behavior of
Tn is solely determined by the asymptotic behavior of ∑ni=1 U (n)i . The following observation
n∑
i=1
U
(n)
i
d
=
n−1∑
l=0
Zl. (1.3)
has been used in Kesten et al. [1975] to derive the asymptotics of ∑n−1i=1 U (n)i , where Zn denotes
the size of the n-th generation of a BPRE with one immigrant in each generation. The BPRE is
constructed in such a way that
Zn =
Zn−1+1∑
i=1
Bn,i, (1.4)
where (Bn,i ∶ i ≥ 1) are independent copies of the geometric random variable Bn such that
P(Bn = k) = An−1(1 −An−1)k for all k ≥ 0, n ≥ 1 (1.5)
conditioned on A. Kesten et al. [1975] derived central limit theorem for n−1/κTn if there exists a
κ > 0 such that
E( exp{κ log 1 −A
A
}) = 1. (1.6)
Note that the assumption in (1.6) implies that the random variable logA−1(1 − A) has an expo-
nentially decaying right tail. Under above assumptions, after appropriate scaling, Tn has the same
asymptotical tail like scaled ∑n−1l=0 Zl and converges to a κ-stable random variable if κ ∈ (0,2) and
Gaussian random variable if κ ≥ 2 (see main result in Kesten et al. [1975]).
The aim of this article is to study the asymptotic behavior of branching process Zn under the
assumption that logA−1(1 − A) has a regularly varying (instead of exponentially decaying) tail.
We assume then that
P( logA−1(1 −A) < x) = ⎧⎪⎪⎨⎪⎪⎩
1 − x−αL(x) if x > η
G(x) if x < η (1.7)
for some η > 0 and α > 1 where L(⋅) is a slowly varying function i.e. limx→∞L(tx)/L(x) = 1.
We assume that G is chosen in such a way that (1.2) holds. Note that logA−1(1 − A) is a real-
valued random variable. In (1.7), we only put restrictions on the right-tail of the distribution of
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logA−1(1 −A) but did not assume anything about the left-tail. It is clear that the probability of
the walker moving to right is small if the value of A is close to 0 which causes large values of Tn.
It is clear that log(a−1(1 − a)) is a decreasing function of a ∈ (0,1). So the tail behavior of A near
0 is same as the tail behavior of logA−1(1 − A) near infinity. So large values of logA−1(1 − A)
causes large values of Tn. As we are interested in the probability of large values of Tn, right-tail
of the random variable logA−1(1−A) only matters. Note that (1.2) implies that the BPRE under
consideration is subcritical without immigrant and hence becomes extinct eventually for almost
all environments. The formula for Tn involves the first n generations of the subcritical BPRE. So
there is a positive probability that the extinction of BPRE may happen before generation n. The
immigration is important for survival of the tree till generation n. But it does not contribute too
much the large values of Tn as it is constant through out all the generations. There is another
interpretation of the immigrant. Note that we are considering here nearest-neighbour random walk
on Z and so the walker has to spend atleast one unit of time at each state i before hitting n for all
i = 0,1,2, . . . , n − 1. Hence one immigrant in each generation appears in the description (see (1.4))
of the BPRE.
Following Vatutin et al. [2013], if there exists β > 0, given by the following equation
E [ exp{β logE(Z1∣A)} logE(Z1∣A)] = 0
which becomes
E [ exp{β log 1 −A
A
} log 1 −A
A
] = 0
in our case; then the asymptotic behavior of BPRE crucially depends on the parameter β. The
parameter β may not exist always. We would like to underline the fact that in our case, the
right-tail of logA−1(1−A) is regularly varying stated in (1.7) and so there does not exist any β > 0
such that
E [∣ exp{β log 1 −A
A
} log 1 −A
A
∣] <∞.
We are interested in the annealed behavior of the generation sizes (Zn ∶ n ≥ 1) of the BPRE in
this paper. Our first result Theorem 1.1 shows that P(Z1 ≥ m) ∼ (logm)−αL(logm) and hence
have slowly varying tail. It is clear that E(Z1) = ∞. We would also like to stress the fact that
this behavior is not totally unexpected. Note that the tail behavior of n−1/κTn is regularly varying
if κ ∈ (0,2) as the limit is stable random variable under the assumption stated in (1.6). So it is
natural to guess that Z1 have slowly varying tail under the assumption (1.7) though the form of
the slowly varying function is far from being obvious. We derive exact form of the slowly varying
function in Theorem 1.1 for Z1 and Theorem 1.2 for Zl with l ≥ 2. These results are used finally to
derive the asymptotics for Tn in Theorem 1.4. To the best of our knowledge, this kind of example
in BPRE is missing in the literature where generation sizes have exponentially decaying tail given
the environment but have slowly varying tail after averaging out the effect of random environment.
As a consequence of slowly varying tail of Z1, it is easy to guess that the annealed behavior of
generation sizes is very similar to a GW tree with infinite mean. Branching process with infinite
mean is well-studied in literature and a brief review indicating contribution of this article in that
literature is given after stating main results of this paper.
Theorem 1.1. Under the assumptions (1.5), (1.2) and (1.7),
lim
m→∞
P(Z1 >m)(logm)−αL(logm) = 1.
Theorem 1.2. Under the assumptions (1.5), (1.2) and (1.7),
lim
m→∞
P(Zl >m)
(log(l)m)−αL(log(l)m) = α
−α (1.8)
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for l ≥ 2 where log(l)m = log . . . log´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
l many
m.
Corollary 1.3. Under the assumptions in Theorem 1.2, we have
lim
l→∞
lim
m→∞
P ( log(l)Zl >m)
m−αL(m) = α−α.
Theorem 1.1 shows that the tail of Z1 is surprisingly heavy and it is slowly varying. What is
more surprising, with each new generation is getting even more heavy and the tail is slowly varying.
What should be underlined, this type of behaviour is a consequence of an environment only, not
branching mechanism which is of geometric type. In our opinion it is first time that such unusual
behaviour has been observed in the context of branching processes. As a consequence of slowly
varying tail of Z1, annealed behavior of the considered branching process seems to be similar to
the branching processes with infinite mean (see Seneta [1973], Hudson and S´eneta [1977], Davies
[1978], Grey [1977], Cohn [1977], Schuh and Barbour [1977] for example). The asymptotic study
in this paper is different as we are studying the asymptotics by looking at the tail behavior of the
generation sizes rather than their probability generating functions.
As a corollary we can get another very important result concerning the first passage time Tn of
the state n ∈ Z by the walker in a nearest neighbour random walk in random environment created
by i.i.d. (0,1)-valued random variables (Ai ∶ i ∈ Z) with generic A.
Theorem 1.4. Under the assumptions (1.2), (1.5) and (1.7),
lim
m→∞
P( log(n−1) [2−1(Tn − n − 2∑i≤0 U (n)i )] >m)
m−αL(m) = α−α (1.9)
for all n ≥ 2.
Remark 1.5. In Theorem 1.4 we also identify the asymptotic distribution of the first passage time
Tn of the state n ∈ Z by the walker in a neighborhood random walk in random environment. The
counterpart of so-called ’scaling’ in the central limit theorem takes the surprising form of taking
n-times logarithm. This is also a consequence of heavy-tailed environment. In this case roughly
one needs exp(n) trials to cross the barrier created by heavy-tailed environment where exp(n) is
the inverse function of log(n). Indeed, the large values of logA−1(1 − A) by (1.7) corresponds to
values of A close to 0. This is related, by single one jump principle, with the phenomenon that
there is a place on a lattice line that blocks move to the right and hence one has to wait long time
to get to the state n.
Proof of Theorem 1.4. It follows from (1.1) and (1.3) that it is enough to prove
lim
m→∞
P( log(n−1) (∑n−1i=1 Zi) >m)
(m−αL(m)) = α−α. (1.10)
We shall prove it using upper and lower bound of the probability in (1.10). Note that
P [ log(n−1) ( n−1∑
i=1
Zi) >m] ≥ P ( log(n−1)Zn−1 ≥m) ∼ α−αm−αL(m) (1.11)
for all n ≥ 2 as m → ∞ using Theorem 1.2. So we are done with the lower bound. We have to
prove now the upper bound. We shall first observe that {∑n−1i=1 Zi > m} ⊂ ∪n−1i=1 {Zi > (n − 1)−1m}.
Thus we have
P(n−1∑
l=1
Zl >m) ≤ n−1∑
l=1
P(Zl ≥ (n − 1)−1m)
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for all n ≥ 2. For large enough m, we have
n−1∑
l=1
P (Zl > (n − 1)−1m)
∼[ logm − log(n − 1))]−αL(logm − log(n − 1))
+
n−1∑
l=2
α−α[ log(l)m − log(l)(n − 1)]−αL[ log(l)m − log(l)(n − 1)]
∼ α−α( log(n−1)(m))−αL(log(n−1)(m)) (1.12)
for all n ≥ 2. This implies that
limsup
m→∞
P [ log(n−1) (∑n−1l=1 Zl) >m]
m−αL(m) ≤ α−α.
for every n ≥ 2. Letting n →∞, we get the second half for (1.10).
2 Proofs
Proof of Theorem 1.1. Note that P(Z1 ≥ m) = E ((1 −A)m). To study the asymptotics of above
expectation as m → ∞, we have to understand the tail behavior of A near 0. It follows from the
assumption (1.7) that
P(A > a) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
G( log 1−a
a
) if a > (1 + eη)−1
1 −Rα( log 1−aa ) if 0 < a < (1 + eη)−1,
(2.1)
where Rα(a) = a−αL(a) for all a > 0. Hence we obtain the following equation:
P(Z1 ≥m) = ∫ (1+e
η)−1
0
(1 − a)mdRα( log 1 − a
a
) +∫ ∞
(1+eη)−1
(1 − a)mdG( log 1 − a
a
). (2.2)
Using the fact that (1 − a) < eη(1 + eη)−1 if a > (1 + eη)−1, we can see that the second integral in
(2.2) can be bounded by emη(1 + eη)−m which decays exponentially with m. It is then enough to
consider the first integral. Substituting y = log ( 1−a
a
), we obtain the following expression for the
first integral in (2.2) as
∫ ∞
η
(1 − (1 + ey)−1)mdRα(y) = ∫ ∞
η
(1 + e−y)−mdRα(y). (2.3)
Again substituting eu = (1 + e−y), (2.3) can be transformed into
∫ log(1+e
−η)
0
e−mudRα( − log(eu − 1)). (2.4)
This expression helps to understand the behavior of the integral as m → ∞ since this is the
Laplace transform of the measure Rα(− log(eu − 1)) and we can use Tauberian Theorem 1.7.1′ in
Bingham et al. [1987]. Note that
lim
u→0
( − log(eu − 1))−αL( − log(eu − 1))
( − logu)−αL( − logu) = 1 (2.5)
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and thus
lim
u→0
Rα( − log(eu − 1))
( − logu)−αL(− logu) = 1.
This gives
lim
m→∞
∫ log(1+e−η)0 e−mudRα( − log(eu − 1))
( logm)αL( logm) = 1 (2.6)
which completes the proof.
We shall prove Theorem 1.2 based on the following result.
Proposition 2.1 (Lemma 3.8 in Jessen and Mikosch [2006]). Consider an iid sequence (Xi ∶ i ≥ 1)
of non-negative random variables independent of the integer-valued non-negative random variable
K. Define SK = ∑Ki=1Xi. If K,X1 > 0 are regularly varying with indices γ1 ∈ [0,1) and γ2 ∈ [0,1)
respectively. Then
P(SK > x) ∼ P [K > (P(X > x))−1] ∼ x−γ1γ2(LX(x))γ2LK(xγ1(LX(x))−1).
Proof of Theorem 1.2. We shall prove the result using induction. Note that Z2
d
=∑Z1+1i=1 B2,i where(B2,i ∶ i ≥ 1) is a collection of independent copies of Z1. Then we can use Proposition 2.1 with
K = Z1, Xi = B2,i, γ1 = 0, γ2 = 0, LK(x) ∼ (logx)−αL(logx) and LX(x) ∼ (logx)−αL(logx) to
obtain
P(Z2 >m) ∼ P(Z1 + 1 > (P(Z1 >m))−1)
∼ P (Z1 > (logm)α(L(logm))−1)
∼ [ log ((logm)α(L(logm))−1)]−αL( log [(logm)α(L(logm))−1])
= (α(log(2)m))−α[1 − logL(logx)
α log(2)m
]−αL[α( log(2)m)(1 − logL(logm)
α log(2)m
)]
∼ α−α(log(2)m)−αL(α log(2)m). (2.7)
We have used the fact that limm→∞ logL(logm)/ log(2)m = 0 which can be proved using Potter’s
bound given in [Feller, 1971, Lemma 2 in page 277]. Hence the result is proved for l = 2. Note
that Zl+1
d
= ∑Zl+1l=1 Bl,i where (Bl,i ∶ i ≥ 1) are independent copies of Z1. We shall assume that (1.8)
holds for Zl with l ≥ 3. Then we obtain similarly to the previous asymptotics
P(Zl+1 >m) ∼ P(Zl + 1 > (P(Z1 >m))−1)
∼ α−α( log(k+1)m + log(k−1) α − log(k) L(logm))−α
L(α log(k+1)m + α log(k−1) α − α log(k)L(logm))
∼ α−α( log(k+1)m)L(log(k+1)m).
We have again used Potter’s bound to show that limm→∞ log
(k) L(logm)/ log(k+1)m = 0. Hence
we conclude the proof.
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2.1 A weaker version of Theorem 1.2
Theorem 2.2. Under the assumptions (1.5), (1.2) and (1.7),
lim sup
m→∞
P(Zl ≥m)
( log(l)m)−αL( log(l)m) ≤
l−1∑
t=0
α−αt, (2.8)
lim inf
m→∞
P(Zl ≥m)
( log(l)m)−αL( log(l)m) ≥ α
−α, (2.9)
where log(l)m = log . . . log´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
l many
m.
Proof of Theorem 2.2. The assertion for l = 1 follows from Theorem 1.1. We will use mathematical
induction. Let us assume then that the assertion of Theorem 1.2 holds for l. We will prove it for
l + 1 ≥ 2. We start from proving upper estimate (2.8). Define
gl+1(m) = ( log
(l)m
log(l+1)m
)
α L( log(l+1)m)
L( log(l)m) (2.10)
for every l ≥ 2 and m ≥ 1. Our aim is to obtain the tail asymptotics of distribution of
Zl+1 =
Zl+1∑
i=1
Bl+1,i,
where (Bl+1,i ∶ i ≥ 1) are independent copies of geometric random variable Bl+1 with success
probability Al (its probability mass function is specified in (1.5)) and independent of Zl conditioned
on A. Thus
P(Zl+1 >m)
= P(Zl+1 >m,Zl = 0) + P(Zl+1 >m,Zl ≥ 1)
= P(Bl+1,1 >m,Zl = 0) + P(Zl+1 >m,1 ≤ Zl ≤ [gl+1(m)]) + P(Zl+1 >m,Zl ≥ [gl+1(m)])
= P(Bl+1 >m)P(Zl = 0) + P(Zl+1 >m,1 ≤ Zl ≤ [gl+1(m)]) + P(Zl+1 >m,Zl ≥ [gl+1(m)]) (2.11)
conditioning on A and using the fact that Zl and (Bl+1,i ∶ i ≥ 1) are independent conditioned onA. Now note that the marginal distribution of Bl+1 is same as that of Z1 and P(Zl = 0) = E(A).
Thus the first term in (2.11) becomes
P(Z1 >m)E(A) (2.12)
and its asymptototics by Theorem 1.1 is of order (logm)−αL(logm), hence is negligible with respect
of the main postulated asymptotics. Moreover, the remaining terms in (2.11) gives:
P(Zl+1 >m,1 ≤ Zl ≤ [gl+1(m)]) + P(Zl > [gl+1(m)])
=
[gl+1(m)]∑
k=1
P( k+1∑
i=1
Bl+1,i ≥m)P(Zl = k) + P(Zl > [gl+1(m)]) (2.13)
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using again the conditioning argument for the terms inside the sum. The upper asymptotics of the
last term in (2.13) follows from the induction assumption:
limsup
m→∞
P(Zl ≥ [gl+1(m)])
( log(l)[gl+1(m)])−αL( log(l)[gl+1(m)])
≤
l−1∑
t=0
α−αt. (2.14)
We derive the upper bound for the sum in (2.13) as follows:
[gl+1(m)]∑
k=1
P( k+1∑
i=1
Bl+1,i >m)P(Zl = k)
≤
[gl+1(m)]∑
k=1
P(⋃(Bl+1,i > m
k + 1
))P(Zl = k)
≤
[gl+1(m)]+1∑
k=1
k+1∑
i=1
P(Bl+1,i > m
k + 1
)P(Zl = k)
=
[gl+1(m)]∑
k=1
(k + 1)P(Bl+1 > m
k + 1
)P(Zl = k) (2.15)
using the fact that Bl+1,i
d
= Bl+1 for every i ≥ 1. Note that k < [gl+1(m)] implies that (k + 1)−1 <
([gl+1(m)] + 1)−1. Thus P(Bl+1 >m(k + 1)−1) ≤ P(Bl+1 >m([gl+1(m)] + 1)−1) and we obtain the
following upper bound for the sum in (2.15):
P(Bl+1 > m[gl+1(m)] + 1)
[gl+1(m)]∑
k=1
(k + 1)P(Zl = k)
≤ [gl+1(m) + 1]P(Z1 > m[gl+1(m) + 1]), (2.16)
where we use the fact that the marginal distribution of Bl+1 and Z1 are same. Thus by (2.11) and
(2.14), the asymptotic tail of the right hand side of P(Zl+1 >m) can be dominated by:
[gl+1(m) + 1]( logm − log[gl+1(m) + 1])−αL( logm − log[gl+1(m) + 1])
+ (1 + α−α)( log[gl+1(m)])−αL( log[gl+1(m)])
= ( log(l)m)α(L(log(l)m))−1[( log(l+1)m)−αL( log(l+1)m) + ( log(l)m)−αL(log(l)m)] (2.17)
( logm)−α(1 − log[gl+1(m) + 1]
logm
)
−αL( logm(1 − (log[gl+1(m) + 1])(logm)−1))
L(logm) L(logm) (2.18)
+
l−1∑
t=0
α−αt( log[gl+1(m)]
logl+1m
)
−αL( log[gl+1(m)]
log(l+1)m
log(l+1)m)
L(log(l+1)m) ( log
(l+1)
m)−αL(log(l+1)m). (2.19)
Note that
lim
m→∞
log[gl+1(m)]
log(l+1)m
= α. (2.20)
Moreover, the first term and the second term in the product (2.17) cancels with the the first
term and the last term in (2.18). Using (2.20), one can observe that the second and third
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term in (2.18) converges to 1 as m → ∞. Note also that (2.20) leads to the conclusion that
the third term in (2.17) for the fist summand and last increment (2.19) behaves asymptotically
like ( log(l+1)m)−αL(log(l+1)m) and
l−1∑
t=0
α−αtα−α( log(l+1)m)−αL(log(l+1)m) = l∑
t=1
α−αt( log(l+1)m)−αL(log(l+1)m),
respectively. This completes the proof of the upper bound.
We will prove now the lower estimate (2.9). We start from basic for our purposes lemma.
Proposition 2.3. Let (Xi ∶ i ≥ 1) be a collection of independent random variables with geomtric
distribution with parameter q, that is P(X > x) = qx for generic random variable X. Let δ > 0.
Then for
x ≥ (log 1/q)−1( logn − log δ
1 − δ
) (2.21)
we have
P( n∑
i=1
Xi > x) ≥ 1
1 − δ
nP(X > x). (2.22)
Proof. Note that for y ∈ (0,1) we have
(1 − y)n ≤ 1 − ny + n(n − 1)
2
y2.
Hence
P( n∑
i=1
Xi > x) = 1 − P( n∑
i=1
Xi ≤ x) ≥ 1 − n∏
i=1
P(Xi ≤ x)
= 1 − (1 − P (Xi > x))n ≥ nP (Xi > x) − n(n − 1)
2
P (Xi > x)2.
Now (2.21) produces (n − 1)P (Xi > x) ≤ nP (Xi > x) ≤ δ1−δ and thus the proof is completed.
Let
h0(m) = ( logm)
α
L( logm) and h1(m) =
( logm)α
L( logm)m.
Observe now that
P(Zl+1 >m) = P(Zl+1 >m,Zl ≤ [h1(m)]) + P(Zl+1 >m,Zl > [h1(m)])
≥ P(Zl+1 >m,Zl ≤ [h1(m)])
=
[h1(m)]∑
k=0
P( k+1∑
j=1
Bl+1,j ≥m,Zl = k)
= P(Bl+1 ≥m)P(Zl = 0) +
[h1(m)]∑
k=1
P( k+1∑
j=1
Bl+1,j ≥m)P(Zl = k)
= P(Bl+1 ≥m)P(Zl = 0) +
[h1(m)]∑
k=1
E[P( k+1∑
j=1
Bl+1,j ≥m∣A)]P(Zl = k). (2.23)
Recall that (Bl+1,j ∶ j ≥ 1) are independent geometric random variables with success probabil-
ity Al+1 conditioned on A. Furthermore, there exists an m0 ∈ N such that m > (log 1/(1 −
9
Al+1))−1(logk − log δ1−δ ) for some δ > 0 all m > m0 and k ≤ h1(m). We choose m sufficiently
large to have h0(m) > m0. Thus from Proposition 2.3 it follow that the expression of the right
hand side of (2.23) can be estimated from below by
P(Bl+1 ≥m)P(Zl = 0) +
[h0(m)]∑
k=1
P( k+1∑
j=1
Bl+1,j ≥m)P(Zl = k) (2.24)
+
1
1 − δ
P(Bl+1 >m)
[h1(m)]∑
k=[h0(m)]+1
kP(Zl = k)
≥
1
1 − δ
P(Bl+1 >m) [h1(m)]∑
k=[h0(m)]+1
kP(Zl = k). (2.25)
By Theorem 1.1, for any ǫ > 0 there exists a large enough m1 ∈ N such that for all m >m1, we have
P(Bl+1 >m) = P(Z1 >m) ≥ (1 − ǫ)( logm)−αL(logm). (2.26)
Note that by integration by parts formula for the tail F (x) = 1−F (x) of a distribution function F
supported on positive half-line, we have
−∫ x
x0
yF
′(y)dy = −xF (x) +∫ x
x0
F (y)dy + x0F (x0) ≥ x0F(x0)(1 − F (x)
F (x0)) . (2.27)
Since h0(m) ↑ ∞ and h1(m)/h0(m) ↑ ∞ as m → ∞, using the integral test for series and (2.27),
we can conclude the existence of m2 ∈ N such that for all m >m2,
[h1(m)]∑
k=[h0(m)]+1
kP(Zl = k) ≥ (1 − ǫ)Clh0(m)( log(l) h0(m))−αL(log(l) h0(m)), (2.28)
where C1 = 1 by Theorem 1.1 and Cl = α
−α for l ≥ 2 by induction assumption. Hence from (2.23),
(2.26) and (2.28) for m >max{m1,m2} we have
P(Zl+1 >m) ≥ (1 − ǫ)2 1
1 − δ
Cl( logm)−αL(logm)h0(m)
( log(l) h0(m))−αL(log(l) h0(m)). (2.29)
Now, if l = 1 then log(l) h0(m) = logh0(m) is of order α log(2)m and then the right hand side of
(2.29) is of order 1
1−δ
α−α(log(2)m)−αL(log(2)m). Taking δ ↓ 0, this also gives that C1+1 = C2 = α−α.
If l ≥ 0 then log(l) h0(m) is of order log(l+1)m and then the right hand side of (2.29) is of order
α−α(log(l+1)m)−αL(log(l+1)m). Letting ǫ→ 0 completes the proof.
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