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a b s t r a c t
We present a new hybrid method for solving constrained numerical and engineering optimization prob-
lems in this paper. The proposed hybrid method takes advantage of the differential evolution (DE) ability
to find global optimum in problems with complex design spaces while directly enforcing feasibility of
constraints using a modified augmented Lagrangian multiplier method. The basic steps of the proposed
method are comprised of an outer iteration, in which the Lagrangian multipliers and various penalty pa-
rameters are updated using a first-order update scheme, and an inner iteration, in which a nonlinear opti-
mization of the modified augmented Lagrangian function with simple bound constraints is implemented
by a modified differential evolution algorithm. Experimental results based on several well-known con-
strainednumerical and engineering optimization problemsdemonstrate that the proposedmethod shows
better performance in comparison to the state-of-the-art algorithms.
© 2013 Elsevier Ltd. All rights reserved.1. Introduction
In real-world applications, most optimization problems are
subject to different types of constraints. These problems are known
as constrained optimization problems. In the minimization sense,
general constrained optimization problems can be formulated as
follows:
min f (x⃗) (a)
s.t. gj(x⃗) = 0, j = 1, 2, . . . , p (b)
gj(x⃗) ≤ 0, j = p+ 1, . . . ,m (c)
li ≤ xi ≤ ui, i = 1, 2, . . . , n (d)
(1)
where x⃗ = (x1, x2, . . . , xn) is a dimensional vector of n decision
variables, f (x⃗) is an objective function, gj(x⃗) = 0 and gj(x⃗) ≤ 0
are known as equality and inequality constraints, respectively. p
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http://dx.doi.org/10.1016/j.cad.2013.07.007is the number of equality constraints and m − p is the number of
inequality constraints, li and ui are the lower bound and the upper
bound of xi, respectively.
Evolutionary algorithms (EAs) havemany advantages over con-
ventional nonlinear programming techniques: the gradients of the
cost function and constraint functions are not required, easy imple-
mentation, and the chance of being trapped by a local minimum is
lower. Due to these advantages, evolutionary algorithms have been
successfully and broadly applied to solve constrained optimization
problems [1–10] recently. It is necessary to note that evolution-
ary algorithms are unconstrained optimization methods that need
additional mechanism to deal with constraints when solving con-
strained optimization problems. As a result, a variety of EA-based
constraint-handling techniques have been developed [11,12].
Penalty function methods are the most common constraint-
handling technique. They use the amount of constraint violation to
punish an infeasible solution so that it is less likely to survive into
the next generation than a feasible solution [13]. The augmented
Lagrangian is an interesting penalty function that avoids the side-
effects associated with ill-conditioning of simpler penalty and
barrier functions. Recent studies have used different augmented
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Kim and Myung [14] proposed a two-phase evolutionary pro-
gramming using the augmented Lagrangian function in the sec-
ond phase. In this method, the Lagrangian multiplier is updated
using the first-order update scheme applied frequently in the de-
terministic augmented Lagrangianmethods. Although thismethod
exhibits good convergence characteristics, it has been tested only
for small-scale problems. Lewis and Torczon [15] proposed an aug-
mented Lagrangian technique, where a pattern search algorithm
is used to solve the unconstrained problem, based on the aug-
mented Lagrangian functionpresentedbyConnet al. [16]. Tahk and
Sun [17] used a co-evolutionary augmented Lagrangian method to
solve min–max problems by means of two populations of evolu-
tion strategies with annealing scheme. Krohling and Coelho [18]
also formulated constrained optimization problems as min–max
problems and proposed the co-evolutionary particle swarm op-
timization using Gaussian distribution. Rocha et al. [19] used an
augmented Lagrangian function method along with a fish swarm
based optimization approach for solving numerical test problems.
Jansen and Perez [20] implemented a serial augmented Lagrangian
method in which a particle swarm optimization algorithm is used
to solve the augmented function for fixed multiplier values.
In the above approaches, the augmented Lagrangian functions
were used to deal with the constraints in constrained optimiza-
tion problems. However, penalty vectors were only considered as
fixed vectors of parameter. Theywere given at the beginning of the
algorithms and kept unchanged during the whole process of solu-
tion. It is difficult and very important to choose some good penalty
vectors. In addition, Mezura-Montes and Cecilia [21] established a
performance comparison of four bio-inspired algorithms with the
same constraint-handling technique (i.e., Deb’s feasibility-based
rule) to solve 24 benchmark test functions. These four bio-inspired
algorithms are differential evolution, genetic algorithm, evolution
strategy, and particle swarm optimization. The overall results indi-
cate that differential evolution is the most competitive among all
of the compared algorithms for this set of test functions.
In this paper, we presented a modified augmented Lagrangian
technique, where a differential evolution algorithm is used to solve
the unconstrained problem, based on the augmented Lagrangian
function proposed by Liang [22]. The basic steps of the proposed
method comprise an outer iteration, in which the Lagrange mul-
tipliers and various penalty parameters are updated using a first-
order update scheme, and an inner iteration, in which a nonlinear
optimization of the modified augmented Lagrangian function with
bound constraints is solved by a differential evolution algorithm.
The rest of this paper is organized as follows. In Section 2, the
modified augmented Lagrangian formulation method is described.
In Section 3, the proposed hybrid method is discussed in sufficient
detail. Simulation results based on constrained numerical opti-
mization and engineering design problems and comparisons with
previously reported results are presented in Section 4. Finally, the
conclusions are given in Section 5.
2. Modified augmented Lagrangian formulation
In nonlinear constrained engineering optimization, the prob-
lem size ranges from a few hundred to several thousands of
variables and constraints. Currently, the most frequently used
solution methods are the generalized reduced gradient methods,
successive quadratic programmingmethods, and themodified bar-
rier function methods. These approaches are based on the lin-
earization techniques and can be applied to problems with either
a few variables, when used in full space, or a few degrees of free-
dom, when used in reduced space. Also, the presence of many in-
equality constraints (and bounds) maymake their active-set based
strategies quite inefficient. The modified barrier function method,which transforms the originally constrained problem to a series of
unconstrained ones, has finite convergence as opposed to asymp-
totic convergence for the classical barrier function methods and
their barrier parameters need not be driven to zero to obtain the
solution. But the case of equality constraints poses a serious diffi-
culty on the method. All these methods start from an initial point
and iteratively produce a sequence to approach some local solu-
tion to the studied problem. The purpose of this work is to utilize
the modified augmented Lagrangian multiplier method for con-
strained problems (1).
In formula (1), if the simple bound (1)(d) is not present, then
one can use the modified augmented Lagrange multiplier method
to solve (1)(a)–(c). For the given Lagrange multiplier vector λk
and penalty parameter vector σ k, the unconstrained penalty sub-
problem at the kth step of this method is
Minimize P(x, λk, σ k) (2)
where P(x, λ, σ ) is the following modified augmented Lagrangian
function:
P(x, λ, σ ) = f (x)−
p
j=1

λjgj(x)− 12σj(gj(x))
2

−
m
j=p+1
P˜j(x, λ, σ ) (3)
and P˜j(x, λ, σ ) is defined as follows:
P˜j(x, λ, σ ) =

λjgj(x)− 12σj(gj(x))
2, if λj − σjgj(x) > 0
1
2
λ2j /σj, otherwise.
(4)
It can be easily shown that the Kuhn–Tucker solution (x∗, λ∗) of
the primal problem (1)(a)–(c) is identical to that of the augmented
problem (2). It is alsowell known that, if the Kuhn–Tucker solution
is a strong local minimum, then there exists a constant σ¯ such that
x∗ is a strong local minimum of P(x, λ∗, σ ) for all penalty vector σ
which component not less than σ¯ ; the Hessian of P(x, λ, σ ) with
respect to x near (x∗, λ∗) can be made positive definite. Therefore,
x∗ can be obtained by an unconstrained search from a point close
to x∗ if λ∗ is known and σ is large enough.
If the simple bound (1)(d) is present, the above modified aug-
mented Lagrangemultipliermethod needs to bemodified. Inmod-
ified barrier function methods, the simple bound constraints are
treated as the general inequality constraints xi−li ≥ 0 and ui−xi ≥
0, which enlarges greatly the number of Lagrange multipliers and
penalty parameters. So,wemake anothermodification to dealwith
the bound constraints. At the kth step, assume that the Lagrange
multiplier vector λk and penalty parameter vector σ k are given;we
solve the following bound constrained sub-problem instead of (2):
min P(x, λk, σ k)
s.t. li ≤ xi ≤ ui (5)
where P(x, λ, σ) is the samemodified augmented Lagrangian func-
tion as in (3). Let S ⊆ Rn designate the search space, which is de-
fined by the lower and upper bounds of the variables (1)(d). The
solution x∗ to sub-problem (5) can be obtained by searching the
search space if λ∗ is known and σ is large enough. We will choose
the differential evolution algorithm for the global search in (5). The
details are discussed below.
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Fig. 2. Flowchart of the proposed MAL-DE algorithm.
3. The proposed hybrid approach
3.1. The framework of the proposed hybrid approach
The proposed hybrid approach is performed in two stages (as
shown in Fig. 1). The outer stage is performed, which formulates
a modified augmented Lagrangian function, updates the Lagrange
multipliers and penalty parameters, checks for convergence and
reinitiates another bound constrained minimization (5) accord-
ingly or declares convergence. Following this, the inner stage is
the bound constrained global minimization of the modified aug-
mented Lagrangian function, in which a new iterative point near
to the global minimum is found via the modified differential algo-
rithm. For given starting guess λ0 and σ 0 of the vectors of Lagrange
multipliers and penalty parameters, the framework of the pro-
posed hybrid approach can be described as in Fig. 1. The flowchart
of the MAL-DE algorithm is presented in Fig. 2.
3.2. Initialization and update of Lagrange multipliers
For the proposed hybrid method (called MAL-DE), the Lagrange
multiplier vector λk and the penalty parameter vector σ k drive
the approximate global minimum of sub-problem (5) to that of
the original problem (1) iteratively. It is well known that if theoriginal problem has a feasible solution, the multiplier penalty
functionmethodhas finite convergence. The options for initializing
the Lagrangemultiplier vectorλwithinMAL-DE allow two choices.
The first is set the initialization of the vector of multipliers to any
positive vector, and the second is using the provision of initial
guesses of the multipliers for each constraint explicitly by the user
(e.g. as stored from a previous run of a similar problem).
Assuming that the Lagrange multiplier vector λk and penalty
parameter vector σ k are given and xˆk is the global minimum of
sub-problem (5), from the first optimality condition of the original
problem (1) and the sub-problem (5), we update the Lagrange
multiplier vector as follows:
λk+1j =

λkj − σ kj gj(xˆk) i = 1, 2, . . . , p
max{λkj − σ kj gj(xˆk), 0} i = p+ 1, . . . ,m.
(6)
3.3. Initialization and update of penalty parameters
The initial values of these parameters are set to any arbitrary
positive values, where typically σ 0 = σ0(1, 1, . . . , 1)T and σ0 =
10 or σ0 = 100. The updating scheme is
σ k+1 = γ σ k (7)
where γ > 1 and typically γ = 10 or γ = 100. Instead of in-
creasing the values of the components of the penalty parameter
vector in every iteration, they may be increased only if no suffi-
cient progress is made towards feasibility of the original problem
(1) from the previous iteration to the current one. The schemes
available to the user are as follows.
Scheme 1. γ = 1 if g(xk+1)2 ≤ ζ g(xk)2, otherwise γ > 1,
where
∥g(x)∥2 =
 p
i=1
(gj(x⃗))2 +
m
i=p+1
(min{gj(x⃗), 0})2 (8)
is the feasibility norm and 0 < ζ < 1 and typically ζ = 0.25.
Scheme 2.
σ k+1j =

σ kj , if

gj(xk+1) ≤ ζ gj(xk)
for j ∈ {1, . . . , p}min{gj(xk+1), 0} ≤ ζ min{gj(xk), 0}
for j ∈ {p+ 1, . . . ,m}
max{γ σ kj , k2}, otherwise
(9)
where γ > 1 and typically γ = 10 or γ = 100.
It is also noted that, in the above schemes, when the current
feasibility norm is less than the user-required tolerance ε, it is use-
ful to restrain increase of σ for insignificant values of the norm,
which will not be the one determining the dissatisfaction of the
convergence criteria in this case. In MAL-DE, the user can couple
with a strict upper bound σu on the values of the penalty param-
eters, which is a fail-safe mechanism for not driving them to an
unrealistically large value.
3.4. Convergence criteria
Noting that the iterative sequence {xk} generated by the algo-
rithm MAL-DE satisfies the bound constraints, i.e., l ≤ xk ≤ u, we
can define the feasibility norm by (8). For user-specified tolerance
ε, the termination criterion is as follows.
If
g(xk+1)2 ≤ ε, then xk+1 is an approximate global solution
to problem (1), where xk+1 is the global minimum obtained from
the kth bound constrained minimization sub-problem (5) via the
differential evolution algorithm.
The above termination criterion is in some cases coupledwith a
maximum iteration number Km of the outer stage. If the feasibility
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the global minimum obtained from the last bound constrained
minimization sub-problem (5) will be taken as the approximate
global solution to problem (1).
3.5. Modified Differential Evolution (DE) algorithm
To obtain the global minimum for the kth bound constrained
minimization sub-problem (5), one can employ many solvers
based on genetic algorithm [23], particle swarm optimization [24]
or differential evolution [25,26]. Here we choose the modified dif-
ferential evolution algorithm for the global search in (5). The ob-
jective function in (5), i.e., the modified augmented Lagrangian
function P(x, λk, σ k) will be taken as the fitness evaluation, and
the search space is defined by the lower and upper bounds of the
variables li ≤ xi ≤ ui.
During the past decade, the characteristics of the trial vector
generation strategies of DEhave been extensively investigated, and
some prior knowledge has been obtained. Such prior knowledge
could be used for designing more effective and robust DE vari-
ants. In addition, the DE algorithm employing different trial vector
generation strategies usually performs differently during different
stages of evolution [27]. Some strategies have better exploration
capability, while others favor exploitation. Hence, adaptively se-
lecting a suitable strategy for a certain evolution stage according
to the current experience can improve the DE algorithm’s perfor-
mance.
The following trial vector generation strategies are selected to
be used in the DE literature:
DE/rand/1/bin: ui,j,G =
xr1,j,G + F · (xr2,j,G − xr3,j,G),
if rand ≤ CR or j = jrand
xi,j,G otherwise
(10)
DE/best/1/bin: ui,j,G =

xbest,j,G + F · (xr1,j,G − xr2,j,G),
if rand ≤ CR or j = jrand
xi,j,G otherwise
(11)
DE/current-to-rand/1: u⃗i,G = x⃗i,G + rand · (x⃗r1,G − x⃗i,G)
+ F · (x⃗r2,G − x⃗r3,G) (12)
where r1, r2, r3 ∈ {1, 2, . . . ,NP(population_size)} are randomly
chosen inters, which are different from each other and also differ-
ent from the running index i. xbest represents the best individual in
the current generation. F(>0) is a scaling factor which controls the
amplification of the differential vector. rand denotes a uniformly
distributed random number between 0 and 1. jrand is a randomlychosen index from {1, 2, . . . , n}, G is the current iteration number,
and 0 ≤ CR ≤ 1 determines the similarity of the offspring with
respect to the mutation vector.
The above trial vector generation strategies are frequently used
in many DE literatures and their properties have been well stud-
ied. The ‘‘DE/rand/1/bin’’ strategies are the most commonly used
strategies in the literature. In these strategies, all vectors for muta-
tion are selected from the population at randomand, consequently,
it has no bias to any special search directions and chooses new
search directions in a random manner. As a result, they usually
demonstrate slow convergence speed with superior exploration
capability. ‘‘DE/best/1/bin’’ strategies rely on the best solution
found so far. They usually have a faster convergence speed and
perform well when solving uni-modal problems. However, they
are more likely to get stuck at a local optimum and thereby lead
to a premature convergence when solving multimodal problems.
‘‘DE/current-to-rand/1’’ is a rotation-invariant strategy. Its effec-
tiveness has been verified when it was applied to solve multi-
objective optimization problems [22].
In general, we expect that the chosen DE trial vector generation
strategies show distinct advantages and, therefore, they can be
effectively combined to solve different kinds of problems. Unlike
the traditional DE algorithmwhere only one trial vector generation
strategy is used to generate the offspring of each vector in the
population, the three selected trial vector generation strategies
(see Eqs. (10)–(12)) compete to get more vectors to reproduce in
this paper. The initial population P(0) of NP vectors is divided in
three sub-populations (P1(0), P2(0), and P3(0)) of equal size. Each
sub-population is assigned to each one of the three DE trial vector
generation strategies. Each DE trial vector generation strategy then
generates the offspring for each vector in its sub-population. The
basic structure of the modified differential evolution algorithm is
described in Fig. 3.
4. Experimental studies
4.1. Constrained benchmark test functions
At first, 13 well-known constrained benchmark test functions
mentioned in Runarsson and Yao [28] are optimized to inspect the
performance of the proposed MAL-DE algorithm. The characteris-
tics of these test functions are shown in Table 1, and their expres-
sions are provided inAppendixA. FromTable 1, these test problems
include various types (linear, nonlinear and quadratic) of objec-
tive functions with different number of decision variables (n) and
a range of types (linear inequalities (LI), nonlinear equalities (NE),
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Details of the 13 constrained benchmark test functions [23] (‘‘n’’: dimensions, ‘‘LI’’, ‘‘NE’’, ‘‘NI’’, ‘‘LE’’: linear inequality, nonlinear equality, nonlinear inequality and linear
equality constraints).
Function n Type of function ρ (%)a LI NE NI LE Optimal solution
g01 13 Quadratic 0.0003 9 0 0 0 −15.00000000
g02 20 Nonlinear 99.9965 1 0 1 0 −0.803619104
g03 10 Nonlinear 0.0000 0 1 0 0 −1.000500100
g04 5 Quadratic 26.9356 0 0 6 0 −30665.53867
g05 4 Nonlinear 0.0000 2 3 0 0 5126.4967140
g06 2 Nonlinear 0.0064 0 0 2 0 −6961.813876
g07 10 Quadratic 0.0003 3 0 5 0 24.306209068
g08 2 Nonlinear 0.8640 0 0 2 0 −0.095825041
g09 7 Nonlinear 0.5256 0 0 4 0 680.63005737
g10 8 Linear 0.0005 3 0 3 0 7049.2480205
g11 2 Quadratic 0.0000 0 1 0 0 0.7499000000
g12 3 Quadratic 0.0197 0 0 93 0 −1.000000000
g13 5 Nonlinear 0.0000 0 3 0 0 0.0539415140
a The ratio of the size of the feasible search space to the size of the entire search space.Table 2
Experimental results obtained by MAL-DE with 30 independent runs on 13 benchmark functions.
Function Optimal value Best Median Mean Worst Std CPU(s)
g01 −15.000000 −15.000000a −15.000000 −15.000000 −15.000000 0.00000E+00 846
g02 −0.803619 −0.8036189 −0.7680527 −0.7575521 −0.6597349 3.74267E−02 1080
g03 −1.000500 −1.0000000 −1.0000000 −1.0000000 −1.0000000 0.00000E+00 3312
g04 −30665.53867 −30665.53867 −30665.53867 −30665.53867 −30665.53867 3.73340E−09 1764
g05 5126.4967 5126.4981 5126.4981 5126.4981 5126.4981 6.98840E−06 306
g06 −6961.813876 −6961.813886 −6961.813878 −6961.813877 −6961.813867 8.58170E−06 432
g07 24.306209 24.306209 24.306209 24.306209 24.306209 5.10000E−08 594
g08 −0.095825 −0.095825 −0.095825 −0.095825 −0.095825 0.00000E+00 414
g09 680.63005737 680.63005737 680.63005737 680.63005737 680.63005737 4.06000E−10 378
g10 7049.2480205 7049.2364989 7049.2367266 7049.2369743 7049.2398464 3.28640E−06 738
g11 0.74990000 0.74999999 0.74999999 0.75000000 0.75000003 7.40000E−09 18
g12 −1.0000000 −1.0000000 −1.0000000 −1.0000000 −1.0000000 0.00000E+00 504
g13 0.0539415 0.0539498 0.0539498 0.0539498 0.0539498 1.00000E−10 702
a A result in boldface indicates the best result or the global optimum.nonlinear inequalities (NI), and linear equalities (LE) and number
of constraints). The feasibility ratio ρ is the ratio between the size
of the feasible search space and that of the entire search space, i.e.,
ρ = |Ω|/|S| (13)
where |S| is the number of solutions randomly generated from S
and |Ω| is the number of feasible solution out of these |S| solutions.
In our experiment setup, |S| = 1000,000.
Note that test functions g02, g03, g08, and g12 aremaximization
problems, and the others areminimization problems. In this study,
the maximization problems are transformed into minimization
using−f (x⃗). In addition, only test functions g03, g05, g11, and g13
contain equality constraints.
The following parameters are established experimentally for
the best performance of MAL-DE: the population size was set to
100 and the number of cycles to 3000 (120,000 evaluations were
carried out per independent run); the scaling factor CR = 0.7; the
crossover rate F = 0.9. The individuals are randomly initialized
within the boundaries for each run according to a uniform
probability distribution. The maximum numbers of generations,
i.e., the maximum iteration number of the outer stage, was set to
30, the user-required tolerance ε = 1e − 08, the initial Lagrange
multiplier vector λ0 = (1, 1, . . . , 1), the initial penalty parameter
vector σ 0 = (10, 10, . . . , 10), the maximum allowed penalty
parameter σu = 1e10, the penalty parameter increasing factor
γ = 10, and the reduction factor for feasibility norm ζ = 0.25.
4.1.1. Experimental results
The experimental results are presented in Table 2 where the
best-known optimal solution and the best, median, mean, worst,
standard deviation of the obtained objective function values as
well as CPU times over 30 runs have been listed under the given
parameter settings.Fig. 4. The distribution of the resulting solutions for test function g02.
As in shown Table 2, the proposed MAL-DE is able to find the
global optima consistently on test functions over 30 runs except
for g02, g03, g05, g11, and g13. With respect to test functions
g02, g03, g05, g11, and g13, although the optimal solutions are
not consistently found, the best results achieved are very close
to the global optimal solutions. The distribution of the result-
ing solutions for test function g02 is shown in Fig. 4. Moreover,
the objective function values of problem g06 and g10 are the
‘‘best’’ results reported so far. For the test function g06, MAL-DE
provides the ‘‘best’’ result [14.095, 0.842961] and the constraints
[0.0000000019,−0.0000000105], respectively.With the test func-
tion g10, the ‘‘best’’ result [579.30589, 1359.96456, 5109.96605,
182.01858, 295.60135, 217.98142, 286.41723, 395.60135] and
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−0.0048985766,−0.0048806013,−0.0080747504] are presented
byMAL-DE, respectively. Furthermore, it can be observed from the
standard deviation for the test functions in Table 2 that MAL-DE
is stable and robust for solving these problems. In particular, the
standard deviations for test functions g01, g03, g08, and g12 are
equal to 0. The convergence graphs of function values over number
of iterations at the median run are plotted in Fig. 5. The above dis-
cussion validates that MAL-DE is an effective and efficient method
for constrained optimization, and that it is capable of providing
competitive results.
4.1.2. Comparisons with other state-of-the-art algorithms
MAL-DE is compared against six high-performance algorithms
under four performance evaluation criteria: the best objective
function values, the mean objective function values, the worst
objective function value, and the standard deviations. These
selected state-of-the-art algorithms are CDE [29], ES-DE [30], DSS-
DE [31], COMDE [32], DE-CV [33], and C-IDE [34]. The comparative
results have been shown in Tables 3–5. The results provided by
other algorithms were directly taken from the original references
for each approach.
From Table 3, it can be obviously seen that almost all the seven
algorithms can find the optimal solution consistently for five test
functions (g04, g06, g08, g09, and g12), but the results provided
by MAL-DE for g10 is closer to the optimal solution than all other
algorithms, although they practically provided the better solution.
For the test function g01,MAL-DE, CDE, DSS-DE, COMDE, and C-IDE
find the similar ‘‘best’’, ‘‘mean’’, and ‘‘worst’’ results, but ES-DE and
DE-CV provide similar ‘‘best’’ and worse ‘‘mean’’ and ‘‘worst’’ re-
sults. For the test function g02, the results provided by MAL-DE,
CDE, DSS-DE, COMDE, and C-IDE are closer to the optimal solution
than ES-DE and DE-CV. However, the better ‘‘mean’’ and ‘‘worst’’
results were found by CMODE, C-IDE, and DSS-DE. With respect to
ES-DE, DSS-DE, COMDE, and C-IDE, MAL-DE finds similar ‘‘best’’,
‘‘mean’’, and ‘‘worst’’ results for g03. However, MAL-DE provides
better results for function g03 than CDE and DE-CV. For the test
function g05, our algorithm is distinctly better than CDE and ES-DE,and the results are similar toDSS-DE, COMDE,DE-CV, C-IDE. For the
test function g07 almost all seven algorithms can find the optimal
results consistently except DE-CV. In the problem g11, MAL-DE,
ES-DE, DSS-DE, DE-CV, and C-IDE can find the optimal result con-
sistently. For the test function g13, better ‘‘best’’, ‘‘mean’’, ‘‘worst’’
results were reached by MAL-DE, DSS-DE, COMDE, and C-IDE al-
gorithms. As a general remark on the comparison above, MAL-
DE shows a very competitive performance with respect to the six
state-of-the-art algorithms in terms of the quality, the robustness,
and the efficiency of search.
4.2. Experiment on engineering design problems
In order to study the performance of the proposed algorithm
MAL-DE on real-world constrained optimization problems, four
well-studied engineering design problems that are widely used
in the literature and presented in Appendix B have been solved.
All parameter settings are the same as the previous experiments
for 13 benchmark test functions. The statistical results of four
engineering design problems that measure the quality of results
(best, median, mean, and worst) as well as the robustness of MAL-
DE (standard deviation) are listed in Table 6. From Table 6, it can
be concluded that MAL-DE is able to consistently find the global
optimal in four engineering design problems with a very small
standard deviation which indicates that the proposed MAL-DE
has a remarkable ability to solve constrained engineering design
problems.
4.2.1. Pressure vessel design problem
For this design problem (as shown in Fig. 6), proposed by
Sandgren [35], the objective is to minimize the total cost of
pressure vessel considering the cost of material, forming, and
welding. This problem (see Appendix B.1) has a nonlinear objective
functionwith one nonlinear and three linear inequality constraints
and two continuous (inner radius R(x3) and the inner radius and
length of the cylindrical selection of the vessel L(x4)) and two
discrete (thickness of the shell Ts(x1) and thickness of the head
Th(x2)) design variables.
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Comparison of the best results of MAL-DE with respect to the six other algorithms for 13 functions.
Function CDE [29] ES-DE [30] DSS-DE [31] COMDE [32] DE-CV [33] C-IDE [34] MAL-DE
g01 −15.0000a −15.0000 −15.000 −15.000000 −15.000 −15.000 −15.000000
g02 −0.803619 −0.803311 −0.803619 −0.803619 −0.704009 −0.804 −0.8036189
g03 −0.9954 −1.0000 −1.0005 −1.00000039 −0.461 −1.001 −1.0000000
g04 −30665.54 −30665.54 −30665.539 −30665.539 −30665.539 −30665.54 −30665.53867
g05 5126.571 5126.500 5126.497 5126.498109 5126.497 5126.497 5126.4981
g06 −6961.814 −6961.814 −6961.814 −6961.813875 −6961.814 −6961.814 −6961.813886
g07 24.3062 24.3062 24.306 24.306209 24.306 24.306 24.306209
g08 −0.095825 −0.095825 −0.095825 −0.095825 −0.095825 −0.096 −0.095825
g09 680.6301 680.6301 680.630 680.630057 680.630 680.630 680.63005737
g10 7049.248 7049.253 7049.248 7049.248020 7049.248 7049.248 7049.2364989
g11 0.7499 0.7500 0.7499 0.749999 0.75 0.750 0.74999999
g12 −1.00 −1.00 −1.000 −1.000000 −1.000 −1.000 −1.0000000
g13 0.05618 0.05395 0.053942 0.0539415 0.059798 0.054 0.0539498
a A result in boldface indicates the best result or the global optimum.Table 4
Comparison of the mean results of MAL-DE with respect to the six other algorithms for 13 functions.
Function CDE [29] ES-DE [30] DSS-DE [31] COMDE [32] DE-CV [33] C-IDE [34] MAL-DE
g01 −15.0000a −14.8511 −15.000 −15.000000 −14.855 −15.000 −15.0000000
g02 −0.724886 −0.738181 −0.786970 −0.801238 −0.569458 −0.795 −0.7575521
g03 −0.7886 −1.0000 −1.0005 −1.00000027 −0.134 −1.001 −1.0000000
g04 −30665.54 −30665.54 −30665.539 −30665.539 −30665.539 −30665.54 −30665.53867
g05 5207.411 5127.290 5126.497 5126.4981094 5126.497 5126.497 5126.4981
g06 −6961.814 −6961.814 −6961.814 −6961.813875 −6961.814 −6961.814 −6961.813877
g07 24.3062 24.3065 24.306 24.306209 24.794 24.306 24.306209
g08 −0.095825 −0.095825 −0.095825 −0.095825 −0.095825 −0.096 −0.095825
g09 680.6301 680.6301 680.630 680.630057 680.630 680.630 680.63005737
g10 7049.248 7049.418 7049.249 7049.248077 7103.548 7049.248 7049.2369743
g11 0.7580 0.7500 0.7499 0.749999 0.75 0.750 0.75000000
g12 −1.00 −1.00 −1.000 −1.000000 −1.000 −1.000 −1.0000000
g13 0.28832 0.05395 0.053942 0.0539415 0.382401 0.054 0.0539498
a A result in boldface indicates the best result or the global optimum.Table 5
Comparison of the worst results of MAL-DE with respect to the six other algorithms for 13 functions.
Function CDE [29] ES-DE [30] DSS-DE [31] COMDE [32] DE-CV [33] C-IDE [34] MAL-DE
g01 −15.0000a −13.0000 −15.000 −15.000000 −13.000 −15.000 −15.000000
g02 −0.590908 −0.530496 −0.728531 −0.785265 −0.238203 −0.754 −0.6597349
g03 −0.6399 −1.0000 −1.0005 −0.99999994 −0.002 −1.001 −1.0000000
g04 −30665.54 −30665.54 −30665.539 −30665.539 −30665.539 −30665.54 −30665.53867
g05 5327.390 5129.420 5126.497 5126.4981094 5126.497 5126.497 5126.4981
g06 −6961.814 −6961.814 −6961.814 −6961.81375 −6961.814 −6961.814 −6961.813867
g07 24.3062 24.3077 24.306 24.306211 29.511 24.306 24.306209
g08 −0.095825 −0.095825 −0.095825 −0.095825 −0.095825 −0.096 −0.095825
g09 680.6301 680.6301 680.630 680.630057 680.630 680.630 680.63005737
g10 7049.248 7050.226 7049.255 7049.248615 7808.980 7049.248 7049.2398464
g11 0.7965 0.7500 0.7499 0.749999 0.75 0.750 0.75000003
g12 −1.00 −1.00 −1.000 −1.000000 −1.000 −1.000 −1.0000000
g13 0.39210 0.05397 0.053942 0.0539415 0.999094 0.054 0.0539498
a A result in boldface indicates the best result or the global optimum.Table 6
Experimental results obtained by MAL-DE with 30 independent runs on four engineering design problems.
Problem Optimal Best Median Mean Worst Std
Pressure vessel design 6059.714355 6059.714355 6059.714355 6059.714355 6059.714355 1.35288E−12
Spring design 0.012665233 0.012665233 0.012666242 0.012668960 0.012672330 1.43636E−07
Three-bar truss design 263.8958434 263.8958434 263.8958434 263.8958434 263.8958434 4.01946E−14
Speed reducer design 2994.471066 2994.471066 2994.471066 2994.471066 2994.471066 0.00000E+00The pressure vessel design problem is a practical design prob-
lem that has been often used as a benchmark for testing different
optimization approaches: feasibility-based genetic algorithm in-
spired by the multi-objective optimization (abbreviated as FGA)
by Coello and Mezura-Montes [36], hybrid particle swarm op-
timization (denoted as HPSO) by He and Wang [37], improved
group search optimizer (denoted as IGSO) by Shen et al. [38], co-
evolutionary differential evolution (denoted as CEDE) by Huang
et al. [39], Accelerating adaptive trade-off model (denoted asAATM) byWang et al. [40], and co-evolutionary particle swarm op-
timization (abbreviated as CPSO) by He and Wang [8]. The statis-
tical results of the six approaches and MAL-DE are illustrated in
Table 7, and the best solutions obtained by the six algorithms are
listed in Table 8.
From Table 7, it can be concluded that the MAL-DE is more
efficient than the other optimization approaches for the pressure
vessel design problem, in this paper. From Table 8, it can be seen
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Statistical results of different approaches for the pressure vessel design problem.
FGA [36] HPSO [37] IGSO [38] CEDE [39] CPSO [8] AATM [40] MAL-DE
Best 6059.9643 6059.7143 6059.714 6059.7340 6061.0777 6059.7255 6059.7143
Mean 6177.2533 6099.9323 6238.801 6085.2303 6147.1332 6061.9878 6059.7143
Worst 6469.3220 6288.6770 6820.410 6371.0455 6363.8041 6090.8022 6059.7143
Std. 130.9297 86.2000 194.315 43.0130 86.4500 4.700 1.35288E−12Table 8
Comparison of the best solution for the pressure vessel design problem found by different algorithms.
FGA [36] HPSO [37] IGSO [38] CEDE [39] CPSO [8] AATM [40] MAL-DE
x1(h) 0.8125 0.8125 0.8125 0.8125 0.8125 0.8125 0.8125
x2(l) 0.4375 0.4375 0.4375 0.4375 0.4375 0.4375 0.4375
x3(t) 42.0974 42.0984 42.098446 42.0984 42.0913 42.0984 42.098445
x4(b) 176.6540 176.6366 176.636596 176.6376 176.7465 176.6375 176.636595
g1(x) −2.01E−03 −8.80E−07 −3.40E−10 −6.67E−03 −1.37E−06 −1.12694E−06 −1.14E−08
g2(x) −3.58E−02 −3.58E−02 −3.5881E−02 −3.58E−02 −3.59E−04 −0.035881 −0.0358808
g3(x) −24.7593 3.1226 −2.90E−05 −3.705123 −118.7687 −0.857920 −3.11E−05
g4(x) −63.3460 −63.3634 −63.363404 −63.3623 −63.2535 −63.362471 −63.363405
f (x) 6059.9463 6059.7143 6059.7140 6059.7340 6061.0777 6059.72558 6059.7143Table 9
Statistical results of different approaches for the spring design problem.
FGA [36] IGSO [38] CEDE [39] CPSO [8] AATM [40] WCA [42] MAL-DE
Best 0.0126810 0.012665 0.0126702 0.0126747 0.012668262 0.012665 0.012665233
Mean 0.0127420 0.012708 0.0126703 0.0127300 0.012708075 0.012746 0.012668960
Worst 0.0129730 0.012994 0.0126790 0.0129240 0.012861375 0.012952 0.012672330
Std. 5.9E−05 5.1E−05 2.70E−05 5.1985E−04 4.5E−05 8.06E−06 1.43636E−07Th Ts
R R
L
Fig. 6. Schematic view of the pressure vessel design problem.
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Fig. 7. Schematic view of the tension/compression spring design problem.
that the best feasible solution obtained by MAL-DE is better than
the results obtained by other techniques.
4.2.2. Tension/compression spring design problem
For tension/compression spring design problem (as shown
in Fig. 7) is described in Belegundu [41]. The objective of this
problem (see Appendix B.2) is to minimize the weight (f (x))
of a tension/compression spring subject to three nonlinear and
one linear inequality constraints with three continuous design
variables (the wire diameter d(x1), the mean coil diameter D(x2),
and the number of active coils P(x3)).
This problem has already been solved by several research
works, including FGA [36], IGSO [38], CEDE [40], CPSO [8],
AATM [40], and Water cycle algorithm (denoted as WCA) [42].
Table 9 compiles statistics of the solutions found by the differ-
ent methods for the spring design problem, and it is evident thatthe searching quality of MAL-DE is higher than those of other ap-
proaches. Table 10 provides the best solutions of MAL-DE and the
other six evolutionary optimization approaches. From Table 10, it
is clear that the best solution obtained by MAL-DE is better than
those by the other optimization techniques.
4.2.3. Three-bar truss design problem
The three-bar truss design problem (see Appendix B.3) is to deal
with the design of a three-bar truss structure in which the vol-
ume is to be minimized subject to stress constraints. The problem
has two decision variables and three constraints. The compari-
son of obtained statistical results for the MAL-DE with previous
studies including WCA, DSS-DE, society and civilization algorithm
(denoted as SCA) [38], hybrid particle swarm optimization and dif-
ferential evolution (abbreviated by PSO-DE) [39], and hybrid evo-
lutionary algorithm and adaptive constraint-handling technique
(denoted as HEA-ACT) [40] is presented in Table 11. Table 12 lists
the comparisons of the best solutions obtained by the proposed
MAL-DE and other compared approaches. Together these two ta-
bles demonstrate the superiority of MAL-DE over the other ap-
proaches in searching for the global optimum for the three-bar
truss design problem.
4.2.4. Speed reducer design problem
MAL-DE is applied to the design of a speed reducer which
is a benchmark engineering optimization problem [46] (see Ap-
pendix B.4). The objective of this problem is to minimize the total
weight of the speed reducer. The constraints involve limitations
on the bending stress of the gear teeth, surface stress, transverse
deflections of the shafts, and stresses in the shafts. This engineer-
ing design problem previously was optimized using DSS-DE, WCA,
SCA, PSO-DE, HEA-ACT, and differential evolution with level com-
parison (denoted as DELC) [47]. Table 13 lists the statistical results
that have been determined by the above mentioned approaches as
well as the proposed MAL-DE in this study. The best results ob-
tained by MAL-DE in this paper were compared with the six best
results reported in the literature, and are presented in Table 14.
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Comparison of the best solution for spring design problem found by different algorithms.
FGA [36] IGSO [38] CEDE [39] CPSO [8] AATM [40] WCA [42] MAL-DE
x1(d) 0.051989 0.051691 0.051609 0.0517280 0.0518130955 0.05168906749 0.05168906126
x2(D) 0.363965 0.356765 0.354714 0.3576440 0.3596904119 0.35671789406 0.35671774404
x3(N) 10.890522 11.286172 11.410831 11.244543 11.1192526803 11.2889567081 11.2889550277
g1(x) −0.000013 −2.095E−11 −3.90E−05 −0.000845 −1.62E−04 −1.65E−13 −2.735589E−13
g2(x) −0.000021 −1.302E−11 −1.83E−04 −00001260 −4.20E−05 −7.90E−14 2.0450308E−14
g3(x) −1.061338 −4.053880 −4.048627 −4.0513000 −4.058572 −4.053399 −4.0537856387
g4(x) −0.722698 −0.727696 −0.729118 −0.7270900 −0.725664 −0.727864 −0.7277287965
f (x) 0.0126810 0.012665 0.0126702 0.01267470 0.012668262 0.012665 0.012665233Table 11
Statistical results of different approaches for the three-bar truss design problem.
DSS-DE [31] WCA [42] SCA [43] PSO-DE [44] HEA-ACT [45] MAL-DE
Best 263.895843 263.895843 263.8958466 263.895843 263.895843 263.8958434
Mean 263.895843 263.895865 263.9033000 263.895843 263.895865 263.8958434
Worst 263.895849 263.896201 263.9697500 263.895843 263.896099 263.8958434
Std. 9.7E−07 8.71E−05 1.3E−02 4.5E−10 4.9E−05 4.01946E−14Table 12
Comparison of the best solution for the three-bar truss design problem found by different algorithms.
DSS-DE [31] WCA [42] SCA [43] PSO-DE [44] HEA-ACT [45] MAL-DE
x1 0.788675 0.788651 0.7886210370 0.788675 0.7886803456 0.78867514653
x2 0.408248 0.408316 0.4084013340 0.408248 0.4082335517 0.40824825671
g1(x) 1.77E−08 0.000000 NA −5.29E−11 −0.000000 −7.549516E−14
g2(x) −1.464101 −1.464024 NA −1.463747 −1.464118 −1.4641016535
g3(x) −0.535898 −0.535975 NA −0.536252 −0.535881 −0.5358983465
f (x) 263.895843 263.895843 263.8958466 263.895843 263.895843 263.8958434Table 13
Statistical results of different approaches for the speed reducer design problem.
DSS-DE [31] WCA [42] SCA [43] PSO-DE [44] HEA-ACT [45] DELC [47] MAL-DE
Best 2994.471066 2994.471066 2994.744241 2996.348167 2994.499107 2994.471066 2994.471066
Mean 2994.471066 2994.474392 3001.758264 2996.348174 2994.613368 2994.471066 2994.471066
Worst 2994.471066 2994.505578 3009.964736 2996.348204 2994.752311 2994.471066 2994.471066
Std. 3.6E−12 7.4E−03 4.0E+00 6.4E−06 7.0E−02 1.9E−12 0.00000E+00Table 14
Comparison of the best solution for the speed reducer design problem found by different algorithms.
DSS-DE [31] WCA [42] SCA [43] PSO-DE [44] HEA-ACT [45] DELC [47] MAL-DE
x1 3.50000000 3.500000 3.5000681 3.500000 3.500022 3.50000000 3.50000000
x2 0.70000000 0.700000 0.70000001 0.700000 0.700000 0.70000000 0.70000000
x3 17.0000000 17.00000 17.0000000 17.00000 17.000012 17.0000000 17.0000000
x4 7.30000000 7.300000 7.32760205 7.300000 7.300427 7.30000000 7.30000000
x5 7.715319 7.715319 7.71532175 7.800000 7.715377 7.715319 7.71531991
x6 3.350214 3.350214 3.35026702 3.350214 3.350230 3.350214 3.35021467
x7 5.286654 5.286654 5.28665450 5.2866832 5.286663 5.286654 5.28665446
f (x) 2994.471066 2994.471066 2994.744241 2996.348167 2994.499107 2994.471066 2994.471066As in shown Table 13, the proposed MAL-DE is able to find
the global optima consistently on the speed reducer design prob-
lem over 30 runs. In particular, the standard deviation is equal
to 0. With respect to DSS-DE and DELC, MAL-DE provides simi-
lar ‘‘best’’, ‘‘mean’’, and ‘‘worst’’ results for the speed reducer de-
sign problem. Comparedwith SCA, PSO-DE, and HEA-ACT, MAL-DE
finds better ‘‘best’’, ‘‘mean’’, ‘‘worst’’, and standarddeviation results
for the speed reducer design problem. Compared with WCA, the
proposed MAL-DE finds similar ‘‘best’’ result and better ‘‘mean’’,
‘‘worst’’, and standard deviation results for the speed reducer de-
sign problem. The constraints are [−0.07391528, −0.19799853,
−0.49917225,−0.904643904,−3.495495E−09,−2.825826E−09,
−0.70250000, 0.00000000, −0.58333333, −0.05132575,
−5.184488E−10] based on the best result provided byMAL-DE for
the speed reducer design problem.
These overall optimization results indicate that the proposed
MAL-DE has the capability of handling various constrainedoptimization problems and can offer optimum solutions (near or
better than the best-known results). Therefore, it can be concluded
that the proposedMAL-DE is an attractive alternative optimizer for
constrained and engineering optimization challenging othermeta-
heuristic approaches.
5. Conclusions
This paper has presented a hybrid approach coupling modi-
fied augmented Lagrangian multiplier method and modified dif-
ferential evolution algorithm for solving constrained optimization
and engineering design optimization problems. The proposed hy-
brid method employs the differential evolution (DE) to find global
optimum in problems with complex design spaces while directly
enforcing the feasibility of constraints using a modified aug-
mented Lagrangian multiplier method. The proposed algorithm
has demonstrated better performance than the other approaches
W. Long et al. / Computer-Aided Design 45 (2013) 1562–1574 1571in the literature on solving 13well-known benchmark constrained
optimization problems and four engineering design optimization
problems. In the future, wewill applyMAL-DE to various problems
found in the real world. Meanwhile, we are interested in extending
our method so that it can deal with multi-objective optimization
problems.
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Appendix A. Benchmark functions
A.1. g01
Minimize f (x⃗) = 5
5
i=1
xi − 5
4
i=1
x2i −
13
i=1
xi
Subject to
g1(x⃗) = 2x1 + 2x2 + x10 + x11 − 10 ≤ 0,
g2(x⃗) = 2x1 + 2x3 + x10 + x12 − 10 ≤ 0,
g3(x⃗) = 2x2 + 2x3 + x11 + x12 − 10 ≤ 0,
g4(x⃗) = −8x1 + x10 ≤ 0,
g5(x⃗) = −8x2 + x11 ≤ 0,
g6(x⃗) = −8x3 + x12 ≤ 0,
g7(x⃗) = −2x4 − x5 + x10 ≤ 0,
g8(x⃗) = −2x6 − x7 + x11 ≤ 0,
g9(x⃗) = −2x8 − x9 + x12 ≤ 0
where the bounds are 0 ≤ xi ≤ 1 (i = 1, . . . , 9), 0 ≤ xi ≤
100 (i = 10, 11, 12) and 0 ≤ x13 ≤ 1. The global minimum is
at x⃗∗ = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1), where f (x⃗∗) = −15.
A.2. g02
Maximize f (x⃗) =

n
i=1
cos4(xi)− 2
n
i=1
cos2(xi)
n
i=1
ix2i

Subject to
g1(x⃗) = 0.75−
n
i=1
xi ≤ 0,
g2(x⃗) =
n
i=1
xi − 7.5n ≤ 0
where n = 20 and 0 ≤ xi ≤ 10 (i = 1, . . . , n). The global
maximum is unknown; the best reported solution is f (x⃗∗) =
0.803619104.
A.3. g03
Maximize f (x⃗) = (√n)n
n
i=1
xi
Subject to
h(x⃗) =
n
i=1
x2i − 1 = 0
where n = 10 and 0 ≤ xi ≤ 10 (i = 1, . . . , n). The global
maximum is at x⃗∗ = 1/√n (i = 1, . . . , n), where f (x⃗∗) = 1.A.4. g04
Minimize f (x⃗) = 5.3578547x23 + 0.8356891x2x5
+ 37.293239x1 − 40792.141
Subject to
g1(x⃗) = 85.334407+ 0.0056858x2x5 + 0.0006262x1x4
− 0.0022053x3x5 − 92 ≤ 0,
g2(x⃗) = −85.334407− 0.0056858x2x5 − 0.0006262x1x4
+ 0.0022053x3x5 ≤ 0,
g3(x⃗) = 80.51249+ 0.0071317x2x5 + 0.0029955x1x2
+ 0.0021813x23 − 110 ≤ 0,
g4(x⃗) = −80.51249− 0.0071317x2x5 − 0.0029955x1x2
− 0.0021813x23 + 90 ≤ 0,
g5(x⃗) = 9.300961+ 0.0047026x3x5 + 0.0012547x1x3
+ 0.0019085x3x4 − 25 ≤ 0,
g6(x⃗) = −9.300961− 0.0047026x3x5 − 0.0012547x1x3
− 0.0019085x3x4 + 20 ≤ 0
where 78 ≤ x1 ≤ 102, 33 ≤ x2 ≤ 45, 27 ≤ xi ≤ 45 (i = 3,
4, 5). The optimum solution is at x⃗∗ = (78, 33, 29.995256025682,
45, 36.775812905788), where f (x⃗∗) = −30,665.53867.
A.5. g05
Minimize f (x⃗) = 3x1 + 0.000001x31 + 2x2 + (0.000002/3)x32
Subject to
g1(x⃗) = −x4 + x3 − 0.55 ≤ 0,
g2(x⃗) = −x3 + x4 − 0.55 ≤ 0,
h3(x⃗) = 1000 sin(−x3 − 0.25)+ 1000 sin(−x4 − 0.25)
+ 894.8− x1 = 0,
h4(x⃗) = 1000 sin(x3 − 0.25)+ 1000 sin(x3 − x4 − 0.25)
+ 894.8− x2 = 0,
h5(x⃗) = 1000 sin(x4 − 0.25)
+ 1000 sin(x4 − x3 − 0.25)+ 1294.8 = 0
where 1 ≤ x1 ≤ 99, 1 ≤ x2 ≤ 99, 10 ≤ x3 ≤ 200 and
10 ≤ x4 ≤ 200. The optimum solution f (x⃗∗) = 5126.4981.
A.6. g06
Minimize f (x⃗) = (x1 − 10)3 + (x2 − 20)3
Subject to
g1(x⃗) = −(x1 − 5)2 − (x2 − 5)2 + 100 ≤ 0,
g2(x⃗) = (x1 − 6)2 − (x2 − 5)2 − 82.81 ≤ 0
where 13 ≤ x1 ≤ 100 and 0 ≤ x2 ≤ 100. The optimum solution is
at x⃗∗ = (14.095, 0.84296), where f (x⃗∗) = −6961.81388.
A.7. g07
Minimize f (x⃗) = x21 + x22 + x1x2 − 14x1 − 16x2 + (x3 − 10)2
+ 4(x4 − 5)2 + (x5 − 3)2 + 2(x6 − 1)2 + 5x27
+ 7(x8 − 11)2 + 2(x9 − 10)2 + (x10 − 7)2 + 45
Subject to
g1(x⃗) = −105+ 4x1 + 5x2 − 3x7 + 9x8 ≤ 0,
g2(x⃗) = 10x1 − 8x2 − 17x7 + x8 ≤ 0,
g3(x⃗) = −8x1 + 2x2 + 5x9 − 2x10 − 12 ≤ 0,
g4(x⃗) = 3(x1 − 2)2 + 4(x2 − 3)2 + 2x23 − 7x4 − 120 ≤ 0,
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g6(x⃗) = x21 + 2(x2 − 2)2 − 2x1x2 + 14x5 − 6x6 ≤ 0,
g7(x⃗) = 0.5(x1 − 8)2 + 2(x2 − 4)2 + 3x25 − x6 − 30 ≤ 0,
g8(x⃗) = −3x1 + 6x2 + 12(x9 − 8)2 − 7x10 ≤ 0
where−10 ≤ xi ≤ 10 (i = 1, . . . , 10). The optimization solution
f (x⃗∗) = 24.3062091.
A.8. g08
Minimize f (x⃗) = sin
3(2πx1) sin(2πx2)
x31(x1 + x2)
Subject to
g1(x⃗) = x21 − x2 + 1 ≤ 0,
g2(x⃗) = 1− x1 + (x2 − 4)2 ≤ 0
where 0 ≤ x1 ≤ 10 and 0 ≤ x2 ≤ 10. The optimum solution
is located at x⃗∗ = (1.2279713, 4.2453733), where f (x⃗∗) =
−0.0958250414.
A.9. g09
Minimize f (x⃗) = (x1 − 10)2 + 5(x2 − 12)2 + x43 + 3(x4 − 11)2
+ 10x65 + 7x26 + x47 − 4x6x7 − 10x6 − 8x7
Subject to
g1(x⃗) = −127+ 2x21 + 3x42 + x3 + 4x24 + 5x5 ≤ 0,
g2(x⃗) = −282+ 7x1 + 3x2 + 10x23 + x4 − x5 ≤ 0,
g3(x⃗) = −196+ 23x1 + x22 + 6x26 − 8x7 ≤ 0,
g4(x⃗) = 4x21 + x22 − x1x2 + 2x23 + 5x6 − 11x7 ≤ 0
where −10 ≤ xi ≤ 10 (i = 1, . . . , 7). The optimum solution
f (x⃗∗) = 680.6300573.
A.10. g10
Minimize f (x⃗) = x1 + x2 + x3
Subject to
g1(x⃗) = −1+ 0.0025(x4 + x6) ≤ 0,
g2(x⃗) = −1+ 0.0025(x5 + x7 − x4) ≤ 0,
g3(x⃗) = −1+ 0.01(x8 − x5) ≤ 0,
g4(x⃗) = −x1x6 + 833.33252x4 + 100x1 − 83333.333 ≤ 0,
g5(x⃗) = −x2x7 + 1250x5 + x2x4 − 1250x4 ≤ 0,
g6(x⃗) = −x3x8 + 1250000+ x3x5 − 2500x5 ≤ 0
where 100 ≤ xi ≤ 10,000, 1000 ≤ xi ≤ 10,000 (i = 2, 3),
and 10 ≤ xi ≤ 1000 (i = 4, . . . , 8). The optimum solution
f (x⃗∗) = 7049.248.
A.11. g11
Minimize f (x⃗) = x21 + (x2 − 1)2
Subject to
h(x⃗) = x2 − x21 = 0
where −1 ≤ x1 ≤ 1 and −1 ≤ x2 ≤ 1. The optimum solution is
located at x⃗∗ = (±1/√2, 1/2), where f (x⃗∗) = 0.75.A.12. g12
Minimize
f (x⃗) = −(100− (x1 − 5)2 − (x2 − 5)2 − (x3 − 5)2)/100
Subject to
g(x⃗) = (x1 − p)2 + (x2 − q)2 + (x3 − r)2 − 0.0625 ≤ 0
where 0 ≤ xi ≤ 10 (i = 1, 2, 3), and p, q, r = 1, 2, . . . , 7. The
optimum solution f (x⃗∗) = −1.
A.13. g13
Minimize f (x⃗) = ex1x2x3x4x5
Subject to
h1(x⃗) = x21 + x22 + x23 + x24 + x25 − 10 = 0,
h2(x⃗) = x2x3 − 5x4x5 = 0,
h3(x⃗) = x31 + x32 + 1 = 0
where −2.3 ≤ xi ≤ 2.3 (i = 1, 2), and −3.2 ≤ xi ≤ 3.2 (i =
3, 4, 5). The optimum solution is located at x⃗∗ = (−1.717143,
1.595709, 1.827247,−0.7636413,−0.763645), where f (x⃗∗) =
0.0539498.
Appendix B. Engineering design problems
B.1. Pressure vessel design
Minimize f (x⃗) = 0.6224x1x3x4 + 1.7781x2x23
+ 3.1661x21x4 + 19.84x21x3
Subject to
g1(x⃗) = x1 + 0.0193x3 ≤ 0
g2(x⃗) = x2 + 0.00954x3 ≤ 0
g3(x⃗) = −πx23x4 +
4
3
πx33 + 1296000 ≤ 0
g4(x⃗) = x4 − 240 ≤ 0
where 1 ≤ x1 ≤ 99, 1 ≤ x2 ≤ 99, 10 ≤ x3 ≤ 200 and
10 ≤ x4 ≤ 200.
B.2. Tension/compression spring design
Minimize f (x⃗) = (x3 + 2)x2x21
Subject to
g1(x⃗) = 1− x
3
2x3
71785x41
≤ 0
g2(x⃗) = 4x
2
2 − x1x2
12566(x2x31 − x41)
+ 1
5108x21
− 1 ≤ 0
g3(x⃗) = 1− 140.45x1x22x3
≤ 0
g4(x⃗) = x1 + x21.5 − 1 ≤ 0
where 0.25 ≤ x1 ≤ 1.3, 0.05 ≤ x2 ≤ 2.0 and 2 ≤ x3 ≤ 15.
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Minimize f (x⃗) = (2√2x1 + x2)× l
Subject to
g1(x⃗) =
√
2x1 + x2√
2x21 + 2x1x2
P − σ ≤ 0
g2(x⃗) = x2√
2x21 + 2x1x2
P − σ ≤ 0
g3(x⃗) = 1√
2x2 + x1
P − σ ≤ 0
where 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1, l = 100 cm, P = 2 kN/cm2, and
σ = 2 kN/cm2.
B.4. Speed reducer design
Minimize f (x⃗) = 0.7854x1x22(3.3333x23 + 14.9334x3 − 43.0934)
− 1.508x1(x26 + x27)+ 7.4777(x36 + x37)+ 0.7854(x4x26 + x5x27)
Subject to
g1(x⃗) = 27x1x22x3
− 1 ≤ 0
g2(x⃗) = 397.5x1x22x23
− 1 ≤ 0
g3(x⃗) = 1.93x
3
4
x2x46x3
− 1 ≤ 0
g4(x⃗) = 1.93x
3
5
x2x47x3
− 1 ≤ 0
g5(x⃗) = [(745x4/x2x3)
2 + 16.9× 106]1/2
110.0x36
− 1 ≤ 0
g6(x⃗) = [(745x5/x2x3)
2 + 157.5× 106]1/2
85.0x37
− 1 ≤ 0
g7(x⃗) = x2x340 − 1 ≤ 0
g8(x⃗) = 5x2x1 − 1 ≤ 0
g9(x⃗) = x112x2 − 1 ≤ 0
g10(x⃗) = 1.5x6 + 1.9x4 − 1 ≤ 0
g11(x⃗) = 1.1x7 + 1.9x5 − 1 ≤ 0
where 2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x4 ≤ 8.3, 7.3 ≤ x5 ≤ 8.3, 2.9 ≤ x6 ≤ 3.9 and
5.0 ≤ x7 ≤ 5.5.
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