The aim of this paper is to solve the optimal reactive power dispatch (ORPD) prob lem. Metaheuristic algorithms have b een extensively used to solve optimization problems in a reasonab le time without requiring in-depth knowledge of the treated prob lem. The perform ance of a metaheuristic requires a compromise b etween exploitation and exploration of the search space. However, it is rarely to have the two characteristics in the same search method, where the current emergence of hyb rid methods. This paper presents a hyb rid formulation b etween two different metaheuristics: differential evolution (b ased on a population of solution) and simulated annealing (b ased on a unique solution) to solve ORPD. The first one is characterized with the high capacity of exploration, whil e the second has a good exploitation of the search space. For the control variab les, a mixed representation (continuous/discrete), is proposed. The rob ustness of the method is tested on the IEEE 30 b us test system.
Introduction
Reactive power dispatch (RPD) has shown an increasing attention these last years. Under voltages and over voltages in the lines cause the power system instability, the energy quality decrease and the equipment isolation degradation. Any change in the system configuration or system demand may result in higher or lower voltage profiles. The objectives of an optimal reactive power dispatch (ORPD) can mainly be summarized in the minimization of transmission losses and the improvement of the voltage profile in a power system by using a number of control tools. The optimal setting of switching VAr sources, changing transformer Several conventional techniques were described to solve this kind of problems after using some simplifications and special treatments [1] [2] [3] : Gradient's method, Quadratic programming, Linear programming, Newton's method and the Interior point's technique. However, all these techniques have a lot of problems such as: a. converging in local solution, b. large iteration number, c. sensitivity to an initial search point, d. limited modeling capabilities (in handling nonlinear, discontinuous functions and constraints,…). These problems can be overcome by the introduction of intelligent techniques such as Neural networks [4] , Fuzzy logic [5] and Evolutionary algorithms [6] [7] [8] [9] [10] [11] . With the advancement of soft computing during the last years, many new stochastic search methods were developed for global optimization problems. Metaheuristics are stochastic algorithms for solving a wide range of problems for which there is no known effective conventional methods. These techniques are often inspired from biology (Evolutionary algorithms [6] [7] [8] [9] [10] [11] , Differential evolution [12] [13] [14] [15] ), physics (Simulated annealing [16] [17] [18] , Gravitational search algorithm [19] ) and ethnology [20] [21] [22] [23] [24] .
In order to improve the performance of optimization algorithms, some authors have proposed hybrid algorithms [3, 11, 16-18, 25-27. Hybridization is a technique that combines the characteristics of two (or more) different methods to derive the benefits of both methods and compensate any disadvantages that were suffered by both algorithms. An ideal hybridization produces a hybrid method that combines the good properties of its constituents while inhibiting their weaknesses.
The main objective of this paper is to present a new hybrid formulation between differential evolution and simulated annealing algorithms for solving the optimal reactive power dispatch problem. The proposed methodology can be viewed as a two-stage algorithm. In the first level, a modified DE algorithm (based on the SA selection) is used to increase the diversity of solutions and resist premature convergence. When this modified DE algorithm is completed, the solution found can be improved by using the SA algorithm as a local search algorithm. To illustrate the suitability of this algorithm, the proposed hybridization is tested on the IEEE 30 bus test system. The organization of this paper is as following: Problem formulation of the ORPD is presented in section 2. Sections 3 and 4 provide a brief overview of differential evolution technique and the simulated annealing algorithms, respectively. The proposed hybridization is presented in section 5. Detailed simulation results and also performance analysis are given and explained in section 6. Finally, conclusions and perspectives are given in section 7.
Problem Formulation
In general, minimization problem with constraints can be written in the following form:
Minimize : f (x) , Subject to: h i (x) = 0 , i = 0, , . . . , m, g j (x) ≤ 0 , j = 0, , . . . , n, The number of variables is equal to the dimension of the vector x.
The purpose of an optimal reactive power dispatch (ORPD) can be summarized mainly in the minimization of transmission losses and the improvement of the voltage profile in a power system. The total loss can be described so, as the objective function: 
where k is the branch between buses i and j. The function f(x) is subjected to a number of equality constraints (real and reactive power balance at each node) related to the load flow:
Inequality constraints of control variables are given as:
Inequality constraints of state variables are written as:
The control variables such as generator bus voltage, transformer tap-setting, and switchable shunt capacitor banks are self restricted. While the load bus voltages and reactive power generations are state variables, which are restricted by adding them to the objective function as the quadratic penalty terms to form a penalty function:
This new formulation of the objective function is subject to equality constraints (3)-(4) and inequality constraints of control variables (5)- (7) . The coefficients 
Differential Evolution Algorithm
Differential evolution (DE) is a stochastic optimization technique proposed by Storn and Price in 1997 [12] . It was originally designed to solve problems with continuous variables. Based on a population of solutions, it belongs, like genetic algorithms (GA), to the family of evolutionary algorithms (EA). It uses the same genetic algorithms operators: crossover, mutation and selection, but it is distinguished by the way of creating new individuals. Genetic algorithms are based on the crossing, while DE algorithm is based on the mutation operation that is based on the difference between pairs of solutions randomly chosen from population.
The initial population of DE algorithm is randomly generated within the control variable bounds. The population contains N individuals. Each individual x i,G is a vector of dimension D, where G is the generation:
In every generation, the algorithm successively applies the three operations (mutation, crossover and selection) on each vector to produce a trial vector:
A selection operation selects individuals to be saved for the new generation (G + 1). DE has a specialized nomenclature that takes the form of DE/x/y, where x signifies the solution to be perturbed (random or best). The y represents the number of difference vectors used in the perturbation of x. The difference vector is the difference between two randomly selected distinct members of the population.
Mutation
For each current vector is generated a mutant vector which can be created using one of the following most used mutation strategies:
DE/Current to best/1 :
DE/Best/2 :
DE/Rand/2 :
Where r 1 , r 2 , r 3 , r 4 and r 5 ∈ {1,2, ..., N}, with r 1 ≠ r 2 ≠ r 3 ≠ r 4 ≠ i are mutually different integers randomly selected from the set {1,2, ..., N}. is the best individual in the generation G. The constant value F ∈ [0,2] (called differential weight or mutation constant), controls the amplification of the difference between two individuals so as to avoid search stagnation. If is found outside variable limit, it will be fixed to the accepted upper or lower limit. 
Crossover
The crossover operation is introduced to increase the diversity of the perturbed parameter vectors. The new vector is given by the following formula:
Where is a random number that belongs to the interval [0,1]. CR ∈ is the coefficient of crossover.
Selection
To decide if the vector should be a member of the population of the next generation or not, it is compared to the vector .
Stopping Criteria
The optimization process is stopped when a predefined maximum iteration is achieved or other predetermined convergence criterion is satisfied. DE algorithm is represented in the algorithm of Figure 1 . 
Simulated Annealing (SA)
Simulated annealing (SA) is a stochastic optimization approach proposed by Kirkpatrick in 1983. It is inspired from the natural process of annealing related to thermodynamics. The annealing process is used in metallurgy to improve the quality of a solid. A metal is heated to a very high temperature and slowly cooled to a low temperature that can crystallize. The heating procedure lets the atoms travel arbitrarily, if the cooling is done slowly enough, so the atoms have enough time to regulate themselves so as to reach a minimum energy state. This similarity can be applied in optimization problems where the state of metal is corresponding to the possible solution and the minimum energy state represent the final best solution. The principle of SA algorithm is to browse iteratively the solution space. We start with initial solution randomly generated which corresponds to an initial energy , and initial temperature generally high. At each iteration of the algorithm, a basic change is made to the solution. This modification varies the energy of the system. If this variation is negative (the new solution improves the objective function , and reduces the energy of the system ), it is accepted. If the solution found is worse than the previous one , so it may be accepted with a probability distribution calculated according to the following Boltzmann distribution:
Initialisation
Lets G = 0 Repeat Mutation step Crossover step Selection step G = G+1 (increment the generation counter) Until a stopping criterion is satisfied is compared to the probability . If ≥ , the new solution is accepted. Otherwise, the new solution is rejected, we try with another solution. Temperature T is gradually decreased in each iteration. In this paper the decrement of temperature at iteration is implemented using:
The coefficient , is a constant close to 1. This procedure is repeated until the stopping criteria is satisfied, which is in our algorithm T ≤ T min . SA algorithm can be summarized in Figure 2 , where Trymax is the max tries happened at each temperature value. 
Proposed Hybridization for ORPD
In this paper, a hybrid formulation between differential evolution and simulated annealing algorithms (HDESA) is proposed to solve the optimal reactive power dispatch problem. DE is a powerful global optimization technique that is simple and easy to use. It is characterized by its suitability for parallelization. The difference between DE and other EA's appears in the mutation and recombination phases. In the EA techniques such as GA, the perturbation occurs in accordance with a random quantity, while DE uses weighted differences between solution vectors to perturb the population. When the population lost completely its diversity, it will contain identical elements, and it remains unchanged by DE perturbation. To avoid premature convergence, it is necessary to keep a reasonable level of diversity in the population.
In the other side, SA method is characterized by the ability to escape from local minima because of its probability function incorporated to accept or reject new solutions. It does not need large computer memory. In this paper a hybrid formulation, shortened HDESA, is proposed. The proposed hybridization benefits from the global search ability of DE and the local search ability of SA, and offset the weaknesses of each other. The combination of DE and SA will provide so a good balance between exploration and exploitation. In this study, we start the hybrid algorithm with the DE algorithm described in section 3, but at the time of selection of the individual, we replace the stage: 
The decrease in temperature is calculated here in each generation. This method of selection can enable the exploration of areas not improving objective function value by accepting less good solutions, so it can avoid local point, resist premature convergence, and increase the diversity of DE solutions. When this modified DE algorithm is completed, we improve the solution found from it by using the SA algorithm as a local search algorithm to refine the best solution found so far.
Simulation 6.1. Data of the Studied Network
In this section, we describe an evaluation of the hybrid differential evolution simulated annealing-based algorithm for solving the ORPD problem. This evaluation is carried out through an application on the standard IEEE 30-bus test system. The network consists of 30 bus, 41 branches, 6 generators, 4 tap-setting transformers and 9 VAR switching sources. Bus 1 is the swing bus. Buses 2, 5, 8, 11 and 13 are selected as PV buses. The possible reactive power installation buses are 10, 12, 15, 17, 20, 21, 23, 24 and 29 . The branches with tap-setting transformer are branches (6-9), (6-10), (4) (5) (6) (7) (8) (9) (10) (11) (12) and . It should be mentioned that the system data is taken from [8, 15, 24, 28] . The constraints of control and state variables are shown respectively in Tables 1 and 2. The used base of power is SB = 100 [MVA].
To demonstrate the effectiveness of the proposed algorithm, the currant section proposes also to compare the achieved results by HDESA with those achieved by an application of a number of benchmark algorithms : SA, DE, PSO [29] and GA Based FGP [30] .
Load Flow Calculation
The execution of Newton-Raphson method for the load flow gave the results presented in Table 3 where the total transmission loss is 5.8223 [MW] . The voltages outside the limits are V 19 , V 20 , V 21 V 22 , V 23 , V 24 , V 25 , V 26 , V 27 , V 29 and V 30 . In fact, it is of primary importance to adjust the control variables at the end of ensuring a minimization of transmission losses and an improvement of the voltage profile in the studied network. 
Treatment of Control Variables, Initiation and Evaluation Steps
Each possible solution is represented as a vector containing the values of control parameters (generator voltages, transformer taps and injected reactive power of switchable shunt capacitor). It is represented as:
Generator voltages are considered as continuous values. However, reactive power installation and the transformer taps are regarded as discrete ones. At the initiation step of each approach (DE, SA or Hybridization), the initial solutions are created using uniform random variables:
where rnd is a random value 0 < rnd < 1. To deal with discrete variables, we must adjust the variable value to have a formulation as:
: Integer number represents the variation number of the variable X i :
Step size of the variable X i
In this paper, each one of the transformers contains 32 steps. Each one of the nine shunt compensator banks has 100 possible variations. To evaluate any solution, the corresponding fitness function value is obtained by running load-flow with Newton-Raphson method.
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Application of Simulated Annealing (SA)
The basic SA optimization procedure has 4 principal parameters: , , and Trymax. In order to help the SA algorithm to find optimal solution, we must use a large initial temperature, a small final temperature, a large max try times with a slow decrement on the temperature. The parameters used here for the SA are: a. Table 4 . One can clearly perceive an important improvement of 10.59% in total real losses, ranging also from 5.8223 [MW] in the case of load flow calculation to 5.2055 [MW] in our current case. The voltage profile has been improved and all the constraints have been respected. The convergence characteristic of the algorithm is shown in Figure 3 . 
Differential Evolution Algorithm Application
The main parameters of the DE are differential weight F (step size), and crossover coefficient CR. The parameter F controls the scale of differential variation. It is usually selected to be in the range of 0 ≤ F ≤ 2. If F is too small, the differentiation vectors will lead us to a local search around . In the case, where F is too large, the new vectors may often violate the constraints imposed on the search space. On the other side, CR is usually within the range 0 < CR < 1. Furthermore, it must be sufficiently close to 1 to enable the acceptance of new vectors and increase the diversity level in the population. In this paper, the different parameters of the DE are decided based on trial simulation run. The used parameters are: a. Maximal number of generations : 100 b. Population size : 500 c. Differential weight F : 1 d. Crossover coefficient CR : 0.8 The convergence characteristic of the algorithm is shown in Figure 4 . The DE results are given in Table 4 . Hence, we can clearly perceive the superiority of DE over SA, where the losses are moved from 5.2055 [MW] to 5.1439 [MW] . 
Proposed Hybridization between DE and SA
In this study, the hybridization starts with a DE algorithm but at the time of selection the equation (21) is replaced with the expression (25) . Once the execution of modified DE algorithm is finished, the solution found is used as an initial solution for the SA algorithm. We use the SA as a local search algorithm in the final stage to refine the best solution found so far. The convergence characteristic of the algorithm is shown in Figure 5 and the simulation results are resumed in Table 4 . The total loss is considerably reduced to 5.1298 [MW] . The results obtained from the proposed hybrid approach are better than those obtained from DE or SA. The results of our applied algorithm have been also compared in Table 4 with those achieved by a multiobjective RPD using classical PSO algorithm in [29] and genetic algorithm based fuzzy programming (GA based FGP) in [30] . Once again, the comparison shows the efficiency and the superiority of our hybrid algorithm. 
Conclusions & Perspectives
Reactive power dispatch (RPD) is a nonlinear multivariable optimization problem with constrains. To solve reactive power dispatch problem, this paper has proposed DE, SA and a hybrid combination between the two. The objective of this hybridizat ion is to benefit from the advantages of both methods and improve results. The proposed algorithm combines the global search capacity of the DE and the local search ability of the SA, and offsets the weaknesses of each other. It will provide so a good balance between exploration and exploitation. It can avoid local point, resist premature convergence, and increase the diversity of DE solutions.
In order to make the problem of RPD more practical the optimal setting of control variables are represented in a mixed (continuous/discrete) representation. Generator voltages are considered as continuous values. However, reactive power installation and the transformer taps are regarded as discrete ones.
The robustness of the proposed method is tested on the standard IEEE 30 bus test system. Compared with the use of DE or SA method alone, the hybrid method shows a potential advantage. Therefore, the hybridization techniques are a promising alternative approaches. As perspective of this work, we can hybrid SA algorithm with another technique and demonstrate the effectiveness of the proposed algorithm on different electrical test networks.
