Real world complex networks often exhibit multiplex structure, connecting entities from different aspects of physical systems such as social, transportation and biological networks. Little is known about general properties of such networks across disciplines. In this work, we first investigate how consistent are connectivity patterns across 35 real world multiplex networks. We demonstrate that entanglement homogeneity and intensity, two measures of layer consistency, indicate apparent differences between social and biological networks. We also investigate trade, co-authorship and transport networks. We show that real networks can be separated in the joint space of homogeneity and intensity, demonstrating the usefulness of the two measures for categorization of real multiplex networks. Finally, we design a multiplex network generator, where similar patterns (as observed in real networks), are emerging over the analysis of 11,905 synthetic multiplex networks with various topological properties.
Introduction
Real-world networks commonly consist of different types of entities, all connected into a single system. The abstraction of multiplex networks offers a structure, capable of capturing the key parts of such systems, such as connectivity patterns. Multiplex networks emerge, and were studied in biology, social sciences, finance, logistics and more. They are both theoretically interesting, as well as practically useful [1] . Recently, the notions of multiplex community detection and centralities have been a lively research area, indicating many insights can be obtained by studying such rich structures directly, without simplification [13, 27, 6] (e.g., aggregation into a single node type). Multiplex networks offer the opportunity to simultaneously explore multiple aspects of the same system [16] , and are as such indispensable for the study of e.g., biological or social networks, where entities can be naturally observed with respect to different aspects (e.g., an user on Twitter, Facebook and Snapchat is the same physical person, yet can be studied with respect to individual social networks where it is present). The ideas, that influenced this work the most are discussed next. Since the structure of a multilayer corresponds to its layers and aspects [15] , the analysis of the organization of layers is key to understanding the properties of a multiplex network [24] . The analysis of the overlapping edges between layers, namely edge entanglement [25] studies how the different layers of a multiplex network intertwine to form a coherent whole.
Even though the ideas related to description of multiplex networks are being actively developed [31, 22] , we believe little effort is focused on evaluation of such measures at larger scales, across multiple disciplines and contexts. This work was also inspired by multilayer flow analysis [10] , where distinct structures, describing parts of networks emerged. The contributions of this work are multiple, and are described next:
-We present an efficient implementation of multiplex homogeneity and intensity, the two measures used in this work [25] -Both measures, along with normalized homogeneity, are computed for the first time on 35 real-world multiplex networks. -We demonstrate a distinct relationship between homogeneity and intensity, showing the two measures can separate between different types of multiplex networks. -We present a multiplex network generator that produced networks with various degrees of intensity and homogeneity. We generated 11,905 synthetic networks, where patterns, similar to the ones in the real networks emerged.
Multiplex networks
A multiplex network can be defined as a sequence M = {G l } l∈L = {(V l , E l )} l∈L where E l ⊆ N l × V l is a set of edges in one network l ∈ L of the sequence [15] . Multiplex networks are commonly understood as layers comprised of interactions, where each layer corresponds to a specific aspect of the system, and nodes represent the same entity across all layers. We represent a multiplex network as a structure M = (V M , E M ), where V M is the set of nodes and E M the set of all edges (in all layers). For example, a biological system can be studied at the protein, RNA or gene level [29] , and similarly, social networks can be studied by taking into account a person's presence on multiple platforms [21] . For computational purposes, such networks are commonly represented in the form of supra-adjacency matrices, where block-diagonal structure, connecting the same node across individual layers emerges [9] . Algorithms can operate on such matrices directly and thus exploit such additional information representing multiple aspects. Such approaches are useful when node-level information is considered.
Algorithms for analysis of multiplex networks can also operate on sparse, adjacency structure of the multiplex network directly, yet need to take into account that a given node is present in multiple layers. Such representation is suitable for this work, as we are focused primarily on how edges co-occur across layers. Hence, this work focuses primarily on the relations between the layers of a given multiplex network. We next discuss the two measures we consider throughout this work. 
Multiplex entanglement and intensity
We briefly discuss the entanglement measures definitions from previous work [25] .
Layer interaction network
Recall our multiplex network M = (V M , E M ) = {G l } l∈L . Such a network really distinguishes itself from classical graphs through the use of different layers to connect nodes. These layers may have different patterns and may overlap together. There may even exist latent dependencies among these layers. To investigate this matter, each layer could be abstracted to one single node and form a new graph, the Layer Interaction Network (LIN) [25] . Visualizing the LIN is a key component for multiplex network visualization such as in Detangler [24] .
In the LIN, LIN = (L, F), each node corresponds to a layer l, l , l , . . . ∈ L of the multilayer network M, and each edge f ∈ F captures when two layers overlap through edges. More formally, there exist an edge f = (l, l ) whenever there exists at least two nodes u, v ∈ V M such that there exists at least one edge connecting these two nodes on each layer e M = (u, v) ∈ l and e M = (u, v) ∈ l . The LIN can be interpreted as an edgelayer co-occurrence graph, and the weight of an edge f = (l, l ), denoted as n l,l equals the number of times layers l, l co-occur. By extension, n l,l is the number of edges on layer l. This process is illustrated in Figure 1 .
Layer entanglement
The analysis of edge entanglement is inspired by the analysis of relation content in social networks [3] . The idea is to study the redundancy between relation content, each forming in our formalism a different layer. The edge entanglement measures the "influence" of a layer in its neighborhood.
This measure is recursively defined: the entanglement γ l of a layer l is defined upon the entanglement of the layers it is entangled with. Similarly to the eigen centrality [32] , this translates into the recursive equation:
The entanglement of a layer γ l can be retrieved from a vector γ which corresponds to the right eigenvector (associated to the maximum eigenvalue λ ) of the layer overlap frequency matrix with corresponding overlap, defined as:
this metric was initially discussed in [25] ), and is constructed using the weights in the LIN (see Figs. 1 and 2).
Entanglement intensity and homogeneity
The layer entanglement γ l measures the share of layer l overlapping with other layers, so that nodes of M are connected. The more a group of layers interacts together, the more the nodes they connect will be cohesive in view of these layers, hence the more γ l ∀l ∈ L values will be similar (their share of entanglement will be similar). This is captured by the entanglement homogeneity [25] which is then defined as the following cosine similarity:
Optimal homogenity is not necessarily reached only when all nodes are connected through all layers, but also when all nodes are connected in a very balanced manner between all layers (see Figure 2 ). Homogeneity thus permits various symmetries in a given LIN. When a maximum overlap is reached through all layers in the network, the frequencies in the matrix C (of size |L| × |L|) are saturated with C i, j = 1. This gives us a theoretical limit to measure the amount of layer overlap through the entanglement intensity [25] , defined as:
A multiplex network generator
In this section, we describe an algorithm for generation of multiplex networks based on the following observations. Let M = (V M , E M ) represent a multiplex network with L layers. Each node is associated to a random number of layers {l 1 , l 2 , . . . , l i } ⊆ L. Now for each layer l i ∈ L there is a set of nodes V l i ⊆ V M which form a potential set of edges of size |E l i | = 1 2 |V l i |(|V l i | − 1). We introduce the probability p of an edge to be created between any pair of node on a layer so we may avoid cliques to form on each layer. For algorithmic reasons, this probability is implemented as an edge dropout d such as p = 1 − d, and randomly prune edges from a potential clique. Thus, the higher the d, the sparser the network. Intuitively, the more similar a given random multiplex is to a clique over each layer, the higher its intensity. The purpose of this generator is to offer a simple testbed for further exploration, as well as additional evidence of the relation between homogeneity and intensity on many random, synthetic networks. The Algorithm 1 represents the proposed procedure. The generator first randomly assigns the same node index to randomly many layers (lines 1-6). Once assigned, the layers are processed by applying the dropout on |V l i | 2 possible edges in layer l i . The global multiplex is updated during this process (lines 7-12). Note that in line 8, the whole clique is virtually generated. This step is not necessary, as commonly only a small number of edges need to be sampled from all possible edge combinations. The implementation thus uses a generator with lazy evaluation, avoiding potential combinatorial explosion with a large number of nodes (very large networks).
Some theoretical properties of the generator
In this section we show two properties of the proposed generator. We denote v = |V M | the parameter setting the number of nodes of the network, k = |L| the parameter setting the number of edge layers in the network, and d the edge dropout.
Proposition 1 (Number of edges). Let φ ∈ N + represent the number of possible edges. Then φ ≤ k · v 2 . Proof. Note that in multiplex layers, each layer can have at most v nodes. Assuming they form a clique, each layer is thus comprised of v 2 nodes. As there are k layers, there can be at most k · v 2 edges -a clique of v nodes in each layer. As each layer is during generation subject to dropout, which is neglected, when set to 0 (no edges are erased), we refer to this bound as φ ≤ k · v 2 . Corollary 1 (Time complexity). In lower limit, d → 0, thus a full clique needs to be constructed, assuming each node is projected across all layers. The complexity w.r.t. the number of layers and edges is: O(k · v 2 ) = O(|E M |). Note that even though, theoretically, the proposed generator generates a clique and then samples from it, current, lazy implementation only generates the edges needed to satisfy a given d percentage. In practice, only when d ≈ 0, the generator needs larger portions of space (and time). As such, fully connected networks do not represent real systems, we were able to generate networks with tens of thousands of nodes using this approach.
Empirical evaluation
In this section we discuss the empirical evaluation of the two considered measures across a series of real world networks.
All considered networks are summarized in Table 1 3 . All considered networks are static. We computed the metrics for all connected components. The entanglement algorithm was integrated into the Py3plex library [26] 4 . For each network, we computed homogeneity and intensity. For the generation of synthetic networks, we used the following hyperparameter ranges: 
Results
In this section we present the results of empirical evaluation. For readability purposes, we visualize individual results as distributions of a given score across network types. We first show entanglement metrics on real networks in Figure 3 . We next present the results on the generated networks in Figure 4 . Two main observations are apparent when studying the results on real networks. First, the difference between social and genetic (biological) multiplex networks becomes obvious when both entanglement intensity, as well as homogeneity are considered. We further visualize the two most apparent distributions, i.e., the intensity and homogeneity of social vs. genetic networks in Figure 5 .
The properties of synthetic networks were plotted with respect to the dropout parameter. The reader can observe apparent linear trend between the dropout (sparseness) and entanglement intensity (Figure 4 (b) ). This trend indicates sparser networks are less The reader can also observe high density of networks in the space of high homogeneity and average or low intensity (Figure 4 (d) ). This property directly reflects the sampling procedure, as the majority of the considered networks consist of edges, which co-occur in majority of layers. A similar observation can be observed in Figure 4 (a,c) , where denser regions of the homogeneity/intensity space emerge when higher homogeneity is considered. Note that we also visualized the dependence of the synthetic network's properties on the dropout, as well as the number of layers -both parameters determine a given multiplex's structure. 
Discussion and conclusion
In this paper we demonstrated that two measures for assessing the relation between layers in a given multiplex network offer interesting insights when computed across a wide array of real-world networks. To our understanding, the observed relationship between the intensity and homogeneity of layer entanglement was not yet reported. We showed that real networks cluster based on their type (e.g. biological vs. social). Apart from experiments on real networks we also generated a large set of synthetic ones, where the analysis outlined the following properties: Intensity is directly correlated with edge dropout parameter -the sparser the network, the lower the intensity. This result indicates the proposed generator indeed emits networks which adhere to this property. Next, we observe that large parts of the generated networks are subject to high homogeneity with various degrees of entanglement intensity.
The detailed inspection of the synthetic networks with respect to the parameters d and the number of layers (k) reveals that the generative process is more sensitive to dropout (layered patterns of intensity emerge), than to the number of layers (uniformly distributed w.r.t. homogeneity). This property indicates the model's properties could also be investigated theoretically, which we leave for further work.
In addition, we may observe (from Figure 3 ) that our set of genetic networks tend to match networks with higher dropout, as opposed to social networks which tend to find their way in lower dropout area. This should be further investigated, but this may be related to homophily [20, 2] . Homophily is the implied similarity of two entities in a social network, and the property of entities to agglomerate when being similar. If the reason of 'being similar' could be modeled as a layer of interaction, the result of a group of entities in 'being similar' would lead to the formation of a clique in this layer, hence locating social networks in low dropout areas.
The proposed work offers at least two prospects of multiplex network study which are in our belief worth exploring further. The difference between the genetic and social networks is possibly subject to very distinct topologies which emerge in individual layers. This claim can be empirically evaluated via measurement of e.g., graphlets, communities or other structures. Next, genetic networks are less homogeneous. Further work includes exploration of this fact, as it can be merely a property of the networks considered, empirical methodology used to obtain the networks or some other effect.
We believe that theoretical properties of the proposed network generator can also be further studies, offering potential insights into how multiplex networks behave and whether the human-made aspects are indeed representative of a given system's state.
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