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Abstract—This study aims to figure out the effect of using 
Histogram Equalization and Discrete Cosine Transform (DCT) 
in detecting facial keypoints, which can be applied for 3D facial 
reconstruction in face recognition. Four combinations of 
methods comprising of Histogram Equalization, removing low-
frequency coefficients using Discrete Cosine Transform (DCT) 
and using five feature detectors, namely: SURF, Minimum 
Eigenvalue, Harris-Stephens, FAST, and BRISK were used for 
test. Data that were used for test were obtained from Head Pose 
Image and ORL Databases. The result from the test were 
evaluated using F-score. The highest F-score for Head Pose 
Image Dataset is 0.140 and achieved through the combination of 
DCT & Histogram Equalization with feature detector SURF. 
The highest F-score for ORL Database is 0.33 and achieved 
through the combination of DCT & Histogram Equalization 
with feature detector BRISK. 
Keywords—DCT, wiener filtering, feature detectors, key 
points, f-score  
I. INTRODUCTION  
Face recognition is a technology used to recognize people 
based on their facial characteristics, and with/without any 
prior knowledge. The numerous advantages of the technology 
become the reason of implementation by the government, 
private, and public sectors [1]. This technology works by 
analyzing and comparing the keypoints on a human face, 
extracted by a predefined method [2]. Compared to the 
traditional method of identification, the face recognition 
technology is more reliable [3]. Generally, human’s biological 
pattern like signature, mode of walking and speech, and 
keystroke tend to change with time [4]. However, the physical 
part, such as face, fingerprints, and iris tend to remain 
unchanged for a lifetime [5], [6]. Over the decades, finger-
prints have been used as a mean of identification [7]. One of 
the advantages of the face recognition method is that the 
observed person does not need to be approached to perform 
the identification process. Furthermore, the human face image 
is obtainable even from a cheap camera compared to the other 
biometric methods that require expensive tools to carry out 
biometric analyses such as the retina and iris [4]. However, the 
result is commonly affected by the noise due to the camera's 
defocus, inconsistency associated with the brightness, contrast 
levels, and other components that may disrupt the image. The 
noise component needs to be removed from the image due to 
its ability to degrade the quality, regardless of its intensity 
level, which will lead to diminished performance [8], [9].  
Various studies have been conducted on the removal of 
noise by taking out the high-frequency band using the DCT 
method [10], [8], [11], [12], [13]. However, in these studies, 
eliminating the high frequency made the images blur because 
high frequency storages edges information [14]. This research 
was conducted to evaluate the performance of five feature 
detectors in determining the key points without using the 
image processing method [15]. The feature detectors used are 
Harris-Stephens, Speeded Up Robust Features (SURF), 
Features from Accelerated Segment Test (FAST), Binary 
Robust Invariant Scalable Keypoints (BRISK), and Minimum 
Eigenvalue. Detecting facial keypoints is meant to 
reconstructing 3D models of face [16]. 
The images used as subjects were acquired from ORL 
dataset, which is currently known as the AT&T Database of 
Faces and Head Pose Image Dataset. The obtained images 
were transformed from spatial to the frequency domain using 
the Discrete Cosine Transform (DCT) to remove the high-
frequency band. After that, the images were transformed back 
to the spatial domain using the inverse DCT, then followed by 
the application of Wiener Filtering to deblurring the images 
and lastly the keypoints were detected by using five feature 
detectors [17]. The results were evaluated by comparing the 
acquired F-Score value from original grayscale images and the 
processed images. The F-Score values were obtained by 
evaluating the 15 facial keypoints to obtain accurate  
results [18]. The results show increase in F-score value which 
is advantageous in reconstruction of 3D modeling for 3D face 
recognition. Method using DCT scored the highest F-score 
value of 0.373 for ORL dataset and 0.200 for Head Pose 
dataset. Method using DCT & Wiener Filtering scored the 
highest F-score value of 0.339 for ORL dataset and 0.170 for 
Head Pose dataset. 
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This paper is further divided into five sections. The second 
section provides explanations on the related works, and the 
third presents the setup for the experiment. Meanwhile, 
section four contains the results and discussion of the 
experiment, while the last section provides the experimental 
conclusion.  
II. RELATED WORKS 
A. Discrete Cosine Transform (DCT) 
Discrete Cosine Transform (DCT) is a mathematical 
method used to transform an image from spatial to the 
frequency domain, by partitioning its pixel matrix into blocks 
of 𝑁 × 𝑁 size. In this research, the two-dimensional DCT is 
performed to processing the images using Equation 1 [19]: 
 










After the high-frequency component was removed by 
conducting feature extraction [10,11,18,20] the image was 
transformed back to the spatial domain using the inverse DCT 
as shown in Equation 2: 
 












B. Wiener Filtering 
Wiener Filtering is a restoration method used to minimize 
the Mean Square Error (MSE) between the original and 
restored images. In the frequency domain, Equation 3 [20] is 
applied :  
 
𝐻𝑤(𝑢, 𝑣) =  
𝐻∗(𝑢, 𝑣)
|𝐻(𝑢, 𝑣)|2 + 𝐾
 
  (3) 
 
After creating the filter, it is then applied to the degraded 
image. 
C. Facial Keypoints 
Key points represent the local feature from human faces, 
which are substantial for 3D reconstruction. This study 
consists of a total of 15 facial key points, as shown in Table 
1 [18]:  
TABLE I.  15 FACIAL KEYPOINTS  
 
 
Left eye center Right eye center 
Left eye inner corner Right eye inner corner 
Left eye outer corner Right eye outer corner 
Left eyebrow inner end Right eyebrow inner end 
Left eyebrow outer end Right eyebrow outer end 
Mouth left corner Mouth right corner 
Mouth center top lip Mouth center bottom lip 
Nose tip  
 
Figure 1 below shows the location of facial keypoints on 




Fig. 1. Location of facial keypoints: (a) subject 1 from ORL image database 
(b) person 06 from head pose image database. 
D. ORL Database 
The dataset consists of face images taken from April 1992 
to April 1994 at the lab using 40 different subjects, with each 
consisting of ten different images. All images had a dark 
homogeneous background, while the subjects are in an 
upright, frontal position with varying lighting and facial 
expressions or details [21].  
E. Head Pose  Database 
The Head Pose Image Database was created by capturing 
the face images of 15 different persons with varying pan and 
tilt angles ranging from -90° to +90°. Each person has two 
series of 93 images with a different pose, culminating in 2790 
monocular face images. However, some people wear glasses 
or have a different skin color [22]. 
III. METHOD  
The images used for the test come from ORL Database 
and Head Pose Image Dataset. The selected images of 
subjects from the dataset are subjects that do not wear glasses 
and do not have beard or moustaches. The chosen images then 
will be converted into grayscale images. 
In this experiment, three methods will be applied into the 
images: 
1. Not applying DCT or Wiener Filtering into the image. 
2. Applying DCT to remove the high frequency component. 
3. Applying both DCT and Wiener Filtering. 
Through these three methods, there will be three different 
image as the outcomes. Then, feature detectors will be 
applied to the images to detect the facial keypoints. Lastly, 
the method will be evaluated by using F-score. 
IV. EXPERIMENTAL RESULTS AND DISCUSSION 
To evaluate the results of the methods, F-Score, which is 
the harmonic mean value between precision and recall, was 
used to represent the test accuracy [22]. The recall is defined 
as the total number of correctly detected facial key points 




𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑓𝑎𝑐𝑖𝑎𝑙 𝑘𝑒𝑦 𝑝𝑜𝑖𝑛𝑡𝑠
𝑇𝑜𝑡𝑎𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑝𝑜𝑖𝑛𝑡𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
  (4) 
 
While precision is the number of the correctly detected 
facial key points divided by the total number of point in 
human faces as shown in Equation 5: 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑓𝑎𝑐𝑖𝑎𝑙 𝑘𝑒𝑦 𝑝𝑜𝑖𝑛𝑡𝑠
15
  (5) 
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To balance the value between precision and recall, F-
Score calculation is needed, which is represented in  
Equation 6: 
 





Fig. 2 shows and compares the images that had been 
processed through the three different methods mentioned on 
the previous part. 
 
(a) (b) (c) 
Fig. 2. Image processed in 3 different methods: (a) the grayscale original 
image, (b) high-frequency band is removed, and (c) high-frequency 
band is removed and applied with wiener filtering. 
A. Experiment with ORL Database  
1) BRISK 
A total of 5, 7, and 5 facial key points were detected 
from 17, 21, and 13 keypoints using BRISK feature 
detector as shown in Fig. 3 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 3. BRISK detection results on face images from ORL database: (a) the 
grayscale original image, (b) high-frequency band is removed, and 
(c) high-frequency band is removed and applied with wiener 
filtering. 
2) Harris-Stephens 
By using Harris-Stephens feature detector, 33, 27, and 
21 keypoints were detected in Fig. 4 (a), (b), and (c). 
Although some keypoints were detected, none of the 
detected keypoints could be registered as facial keypoints 
due to the location of the detected keypoints.  
 
 
(a) (b) (c) 
Fig. 4. Harris-Stephens detection results on face images from ORL 
database: (a) the grayscale original image, (b) high-frequency band 
is removed, and (c) high-frequency band is removed and applied 
with wiener filtering. 
3) SURF 
By using SURF feature detector, 1, 2, and 2 facial 
keypoint were detected from 12, 16, and 18 keypoints, as 
shown in Fig. 5 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 5. SURF detection results on face images from ORL database: (a) the 
grayscale original image, (b) high-frequency band is removed, and 
(c) high-frequency band is removed and applied with wiener 
filtering. 
4) FAST 
FAST feature detector successfully detected 38, 45, 
and 32 keypoints with 5, 9, and 9 facial keypoints as 
shown in Fig. 6 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 6. FAST detection results on face images from ORL database: (a) the 
grayscale original image, (b) high-frequency band is removed, and 
(c) high-frequency band is removed and applied with wiener 
filtering. 
5) Minimum Eigenvalue 
The maximum keypoints detected for Minimum 
Eigenvalue feature detector is set to 20 with the detection 
of 3 facial keypoints in the same position. The location of 
detected keypoints are shown in Fig.7 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 7. Minimum eigenvalue detection results on face images from ORL 
database: (a) the grayscale original image, (b) high-frequency band 
is removed, and (c) high-frequency band is removed and applied 
with wiener filtering.  
Table 2 below shows the average F-score from five 
images used from ORL Dataset and Fig. 8 shows the 
comparison of the average score in graph. 
TABLE II.  AVERAGE F-SCORE FROM ORL IMAGE DATABASE 
Feature 
Detectors 
ORIGINAL DCT DCT & Wiener 
SURF 0.151 0.157 0.155 
FAST 0.244 0.282 0.339 
Harris-Stephens 0.005 0.005 0.006 
BRISK 0.282 0.373 0.244 
Minimum 
Eigenvalue 




Fig. 8. Comparison of average f-score from methods applied on orl dataset. 
As shown in Fig. 8, the highest average F-Score achieved 
in ORL Dataset is 0.373 and obtained by using DCT method 
and BRISK feature detector. 
B. Maintaining with Head Pose Image Database  
This part will show the example result acquired by 
applying the methods and feature detectors to images from 
Head Pose Image Database. 
 
1) BRISK 
The use of the BRISK feature detector showed a total 
of 4, 5, and 4 facial keypoints detected from 34, 57, and 39 
detected keypoints as shown in Fig. 9 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 9. BRISK detection results on face images from head pose database: 
(a) the grayscale original image, (b) high-frequency band is 
removed, and (c) high-frequency band is removed and applied with 
wiener filtering. 
2) Harris-Stephens 
By using Harris-Stephens feature detector, 12 
keypoints were detected in both Fig. 10 (a) and (b), with a 
slight increase in Fig. 10 (c) by 15 keypoints, which is 
similar to the ORL image database. But, there was not any 
facial keypoints detected in the image. 
 
 
(a) (b) (c) 
Fig. 10.  Harris-Stephens detection results on face images from head pose 
database: (a) the grayscale original image, (b) high-frequency band 
is removed, and (c) high-frequency band is removed and applied 
with wiener filtering. 
3) SURF 
By using SURF feature detector, a total of 10, 9, and 
6 facial keypoints from 46, 70, and 67 keypoints were 
detected as shown in Fig. 11 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 11. Comparison SURF detection results on face images from head pose 
database: (a) the grayscale original image, (b) high-frequency band 
is removed, and (c) high-frequency band is removed and applied 
with wiener filtering. 
4) FAST 
In FAST feature detector method, 26, 67, and 53 
keypoints were detected and 2, 5, and 5 facial keypoints 
were detected as well as shown in Fig. 12 (a), (b), and (c). 
 
 
(a) (b) (c) 
Fig. 12. FAST Detection Results on Face Images from Head Pose 
Database: (a) the grayscale original image, (b) high-frequency 
band is removed, and (c) high-frequency band is removed and 
applied with Wiener Filtering. 
5) Minimum Eigenvalue 
The maximum amount of keypoints is set to 20, as 
carried out in the experiment with ORL database. The 
feature detector detected a total of 2 facial keypoints at 
different positions on each images as shown in Fig. 13 (a), 
(b), and (c). 
 
 
(a) (b) (c) 
Fig. 13. Minimum eigenvalue detection results on face images from head 
pose database: (a) the grayscale original image, (b) high-frequency 
band is removed, and (c) high-frequency band is removed and 
applied with wiener filtering. 
Table 3 shows the average F-score from five images 
used from Head Pose Image Database and Fig. 14 shows 
the comparison in table. For Head Pose Image Database, 
the highest average F-score is 0.200. The highest average 
score is acquired through DCT method and using SURF 
feature detector. 
TABLE III.  AVERAGE F-SCORE FROM HEAD POSE IMAGE DATABASE 
Feature Detectors ORIGINAL DCT DCT & Wiener 
SURF 0.180 0.200 0.170 
FAST 0.044 0.084 0.084 
Harris-Stephens 0 0 0 
BRISK 0.097 0.108 0.092 





























Original DCT DCT & Wiener
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Fig. 14. Comparison of average f-score from methods applied on head pose 
image dataset. 
According to the results of 5 different images used from 
the Head Pose Image Database, the best performing method 
is DCT and combined with SURF feature detector. On the 
other hand, for ORL dataset, the best performing method is 
DCT and combined with BRISK feature detector.  
SURF and BRISK feature detector work by considering 
the pixel value and applying Gaussian kernel as well as the 
Wiener Filtering, which smoothens the image [23], [24]. 
Gaussian kernel affected the pixel value when the image was 
smoothened once which later made the pixel became 
undetected and the value decreased even further when DCT 
& Wiener were applied. This was also proven in both datasets 
with the decreasing number of detected keypoints when 
Wiener was applied with BRISK as the feature detector. This 
explains why both feature detector works better in DCT-
processed images rather than DCT & Wiener Filtering-
processed images. 
From the research [25], it can be inferred that noise also 
affects keypoints detection, because noise is formed through 
random variation of intensity of pixels in an image. This also 
means that when there is noise, there may be changes in the 
value of pixel which can affect the detection result of feature 
detector. 
When images were detected by Harris-Stephens feature 
detector, the result was inconsistent in both datasets. In the 
test with ORL dataset, any changes in detected keypoints 
were dependent on the processed image while in the test with 
Head Pose Image Database, there was an increase from when 
detecting the original grayscale image with images that had 
been processed with DCT & Wiener Filtering. According to 
the research by [26], it is known that the Harris-Stephens do 
not have a definite way to describe the threshold value, which 
is necessary to define a descriptor [27]. 
According to the research in [28], it is known that the 
FAST feature detector is very sensitive to noise, thus causing 
the feature detector to detect more keypoints when there are 
a lot of noise on the image. In both ORL and Head Pose 
dataset, FAST feature detector detects more keypoints only 
when DCT was used to process the images compared to when 
both methods were utilized. As for the F-Score values, FAST 
feature detector scored higher when images from the ORL 
database were processed with both DCT and Wiener method 
and the score even decreased in Head Pose using the same 
methods. Through visual observation on ORL database, the 
images had more noise rather than in Head Pose Image 
Database. According to the research conducted by [26], due 
to the ability of FAST to detect actual corner-points, the 
greater the noise, the more likely it is to detect the facial key 
points. However, because F-Score calculation is based on 
total of all keypoints detected, FAST feature detector fails to 
deliver the best results. 
V. CONCLUSION 
From the experiment, it can be concluded that the 
proposed method with DCT & Wiener Filtering do not 
strongly affect the F-score of facial keypoint detection as 
much as the method with DCT only to remove the high-
frequency coefficients. The feature detectors that were used 
for detecting the facial keypoints also affecting the F-score 
result of each database. For Head Pose Image Dataset, the 
highest F-score is achieved with DCT and SURF feature 
detector with value of 0.2 which has the improvement rate of 
11.11% from the original. The method with DCT & Wiener 
Filtering with the same feature detector scores value of 0.170. 
For ORL dataset, the highest F-score is achieved with DCT 
and BRISK with value of 0.373 which has the improvement 
rate of 32.27% from the original. The method with DCT & 
Wiener Filtering with the same feature detector scores value 
of 0.282. According to the result, it can be concluded that 
DCT-only method provides better result rather than method 
that involves DCT & Wiener Filtering due to the smoothing 
effect in Wiener Filtering. Furthermore, each feature detector 
has a different way of recognizing keypoints which may lead 
to different results depending on the condition of images from 
different databases.  
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