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In this paper, by using Dirichlet's hyperbola method, we prove the following multiple Mertens evaluation where {a m } is a sequence related to the Riemann zeta function ζ, that is, a 2 = −ζ(2), a 3 = 2ζ(3), a 4 = 3ζ(2) 2 − 6ζ(4),
(−1) i C i k−1 i!ζ(i + 1)a k−1−i + (−1) k−1 (k − 1)!ζ(k) (k > 4).
Introduction
Throughout this paper we need the following notations. Denote by lnx = log e x, x > 0, where e is the Euler number. For a fixed number a ∈ R ∪ {−∞} and real-valued functions g : (a, ∞) → [0, ∞), f : (a, ∞) → R, f (x) = O(g(x)) or f (x) ≪ g(x) means there exists M > 0, b ≥ a, such that |f (x)| ≤ Mg(x) for any x ≥ b. Furthermore, i≤x means i≤x,i∈N , p≤x means p≤x,p prime and p 1 ...p k ≤x means p 1 ...p k ≤x p 1 ,...,p k prime , etc.
The well-known Mertens's second theorem indicates that there exists a constant B ≈ 0.261, named the Mertens constant, such that (1.1) p≤x 1 p = ln(lnx) + B + O 1 lnx (see [A98, p. 90, Theorem 4.12] ). The error term in (1.1) has been improved by Dusart [D98, Theorem 11] , Rosser and Schoenfeld [RS62, Theorem 5 and its corollary], and Schoenfeld [S76] under the Riemann Hypothesis. The Mertens's second theorem has many applications in modern number theory, such as Erdös and Selberg's elementary proof of the prime number theorem (see [A98, Chapter 4] ) and the estimation for the number of exceptions to Vandiver's conjecture for p ≤ x in the theory of cyclotomic fields (see [W82, p. 158-159] ).
To generalizing Mertens's second theorem to multivariable cases, Tenenbaum in his book proposed a problem for evaluating the sum pq≤x 1 pq , where p, q are primes (see [T15, Problem 12, p. 22] ). In fact, there are two known formulas in the literature pq≤x 1 pq = (ln(lnx)) 2 + 2Bln(lnx) + O(1) (see [P84, p. 23 ; solution on pp. 60-62]) and pq≤x 1 pq ∼ (ln(lnx)) 2 (see [N00, p. 315] From the equality −ln 2 2 + 2 1 2 0+0 ln(1−x) x dx = − π 2 6 ([L81, p. 5, (1.11)]), we see that (1.3) implies (1.2).
In 2016, Popa [P16] further proved the following triple Mertens evaluation
is the Riemann zeta function. Let k be any positive integer. In this paper, by using the inductive method and a large number of calculations, we prove the following multiple Mertens evaluation.
Theorem 1.1. For any positive integer k, we have
where {a n } is a sequence related to the Riemann zeta function ζ, that is, 
where P k (X) := 0≤j≤k λ j,k X j , and
In a recent version of the above article [T19] , Tenenbaum showed that his method actually provides the same error term as Theorem 1.1.
It is worth to mention that our approach which is based on Dirichlet's hyperbola method is elementary and makes no use of complex function theory.
Remark 1.4. Recently, Korolev [K16, also calculated some other types multiple sums with primes.
Preliminaries
2.1 The hyperbola method of Dirichlet for a multiple sum Proposition 2.1. (1) Let ψ : N k → R be a real-valued function. Then for each 0 < y < x, we have the following equality (2.1)
(2) Let f 1 , · · · , f k : N → R be real-valued functions and define
Then for each 0 < y < x, we have the following equality (2.2)
and the sets on the right side of the equation are disjoint, we have
It is easy to check that
Thus we obtain
Now we have completed the proof for the first part by substituting (2.4) into (2.3).
(2) By (2.1), we have
which completes the proof.
Letting f 1 = · · · = f k = f and y = √ x in Proposition 2.1, we immediately have the following corollaries.
Corollary 2.3. Let P be the set of the all prime numbers and u : P → R be a real-valued function on P.
Proof. The result follows directly from Corollary 2.2 by setting f = uχ P , that is f (n) = u(n), n ∈ P, 0, n ∈ P.
Polylogarithmic functions
The polylogarithmic functions appear in a natural way in the proof of the multiple Mertens evaluation. The polylogarithmic functions Li n : [0, 1] → R are defined by (see [L81] )
We will need the following integral later.
Proposition 2.4. Denote by a = ln2. For m ∈ N, we have
(2.5)
Proof. From the formula of integration by parts, we have
Using the following indefinite integral, which can also be derived from the formula of integration by parts,
we have
By the definition of polylogarithmic functions Li n (n ≥ 2), we get
3 Proof of Theorem 1.1
In this section, we will prove our main result. For k = 1, 2, and 3, it is easy to verify the result. We proceed by induction on k. Assume that the result holds for any positive integer < k, we desire to show that the result holds for k.
For simplification of notations, we set (3.1)
where, with B is the Merterns constant as before,
It is clear that
and with a natural notation P 0 (y) = 1,
First, we prove the following evaluation.
Proposition 3.1. Suppose that p 1 , · · · , p k are primes. Then we have
with the notations
Using Corollary 2.3 and the simplified notations (3.2), we have
Notice that
To evaluate the terms on the right-hand side of (3.3), we need the following two propositions.
Proposition 3.2. The following evaluation holds
Proof. Note that
Thus for any |x| < 1, we have ln m (1 − x) = (−1) m ∞ k=1 b k x k and from the evaluation (see [P14, Proposition 1 
which is the desired result.
Proposition 3.3. The following evaluation holds
By Proposition 3.2, we have
which completes our proof.
Using Proposition 3.2 and Proposition 3.3, we can evaluate the sum A on the righthand side of (3.3).
Proposition 3.4. The following evaluation holds
Proof. Since
The result is now seen from the simplified notations (3.2).
To compute the sum B, we need the following Lemma.
Lemma 3.5. The following evaluation holds
We will postpone the proof of the above lemma slightly to note the following two immediate corollaries.
Corollary 3.6. We have the following evaluation
Corollary 3.7. We have the following evaluation
Proof. Clearly 1 2 s < 1 is bounded. Using Corollary 3.6 we have 1 (lnx) s
Proposition 3.8. The following evaluation holds
Proof. By Corollary 3.7, we have
by Corollary 3.7. Since the series ∞ s=1 1 2 s ·s is convergent, we obtain
and the result is established.
Proof of Lemma 3.5 The method used here is analogue to that in [B18] . If s = 1, then first we claim that
In fact, by the Abel summation formula (see [B18] ), we have
since the inner term
By the indefinite integral ln a tdt = a l=0 (−1) l A l a t(lnt) a−l + constant, the first term becomes to
and the second term becomes to
.
and the claim follows. If s ≥ 2, then by the Abel summation formula (see [B18] ), we have (3.6)
where
Now we evaluate the right hand side of (3.6) term-wise.
For N(x), by (3.5) we have
and from the integral
This implies 
If we denote by
the proof is completed. Now we are at the position to prove our main result. Proof of Theorem 1.1 By Proposition 3.1, we have (3.8)
Denote by a = ln2. Then substituting the results of Propositions 3.4 and 3.8 into (3.8), we have
Now we evaluate P k (y) carefully. Notice that for any s ≤ k − 1,
and from the integral (2.5), we obtain
Using the equation (−1) t−1 C t−1 k−1 (t − 1)!ζ(t)C m−t k−t a m−t P 1 (y) k−m + k−3 t=1 C t k−1 (−1) t t!ζ(t + 1)a k−1−t + (−1) k−1 (k − 1)!ζ(k).
Then by using the equation 
