Introduction
Consider linear least squares (LS) problem 
Let x be an approximate solution of (1), define the backward error sets and the smallest backward perturbation (2) where ω is a real number, which balances the norms of the backward perturbations in A and b.The approximate solution x can be regarded as the exact solution to a perturbed problem of (1) . A small means that x is the exact solution to a nearby problem of (1), and x can be regarded as the computed result produced by a backward stable algorithm.
Consequently,
can be used to test the stability of numerical algorithms. It is also used to monitor the convergence of iterative solution methods and to design reliable stopping criteria for these methods [13] . If the approximate solution x is an iterate result from any chosen iterative method, the iteration can be stopped and x is accepted as a valid computed solution when the backward error is smaller than a chosen tolerance. Backward error analysis of the linear least squares problem is a thirty years old problem suggested by Stewart 
Theoretically, these results have solved the backward error analysis for the LS problem, so they are valuable results. However, from the view point of practice, the main aim of backward perturbation theory is to analyze the accuracy of computed results, thus the backward error bound should be computed efficiently, but (3) and (4) don't have the property, which is disadvantage to practical computation. N. J. Higham pointed out that perhaps it is not numerically stable to compute (3) and (4) directly, and recommended the following formula that have been derived from the pre-publication manuscript [2] where is defined by (5) . The two formulas can be computed with numerically stable method, but it requires to compute SVD of an matrix, which can be probably expensive for large problems. So how to estimate and effectively is worth further researching. Many authors including Wald n, Karlson, and Sun have paid much attention on the problem to derive explicit approximation or find upper and lower bounds for and [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] 16, 17] . The estimates and derived by Karlson and Wald n [6] in particular have been studied by several authors. The estimates can be written as The quantity and can be computed more cheaply than and [9] [10] [11] , and they can be estimated very efficiently in the iterative method LSQR [13] .
Karlson and Wald n [7] showed that 317 When is a full column rank matrix, Gu [5] proved that the estimation differs from by a factor , that is
Gratton [12] gave tight bounds on which involve the estimate Grcar [8] proved that asymptotically equals in the sense that where is an exact solution of the LS problem (1). The above results showed that is an excellent estimate of . Grcar [9] performed numerical experiments to examine the validity of as an acceptable estimate for in practice. The purpose of this paper is to give a simple and cheaply computable estimate for and . The paper is organized as follows. In Section 2, we propose the estimation method for and . Numerical examples are given to demonstrate the validity of the estimation in Section 3. Finally, some comments on the results are made in Section 4.
Estimation of and .
Firstly, we analyze the estimate method for . Notice the fol lowing facts: 
Let r=b-Ax, then r is an approximation of r. Therefore, the residual error of x as the approximate solution to (1) 
This fact can be demonstrated as follows. From (8), we have
hence (9) is obtained.
According to the application background of LS problem, we assume m  n, and rank(A)=p. We note that the method of least squares is mainly used in the case where Ax=b is inconsistent, so the general case of (3) is
From (6) and (7),we know that is the distance from to the set of the solution to (1), so generally, we have On the other hand, from (10), we have Obviously, evaluated the inconsistent degree of so is not very small in many cases. According to (15) - (17), the approximate estimation (13) where is given by (5).
Theorem2.1 Let

Numerical Examples
In Section 2 we have derived an estimate for the backward error
In this section, we present two numerical examples to demonstrate the validity of our estimation for large problems.
Example 3.1. The coefficient matrix A is"well1850.mtx", a 1850 712 matrix from the Matrix Market [7] with 8758 non-zeros entries, . Therefore, 0  is a practical and cheaply computable estimate of the backward error for the LS problem.
Conclusion
In this paper, we propose an efficient estimation for the backward error of least square problem. Numerical experiments show that in terms of the calculation accuracy and computational complexity, our result is good.
