ABSTRACT. The coefficient of the gradient is allowed to be discontinuous but is assumed to satisfy a "one-sided" Lipschitz condition. This condition insures the pathwise uniqueness of the underlying Markov process which in turn yields the existence Of a unique stable generalized solution of the parabolic equation. If the data is Lipschitz continuous, then so is the solution.
If D is nonnegative definite but not positive definite, i.e. if the equation is degenerate parabolic, then no matter how smooth <j> might be, unless a is differentiable a continuous solution need not exist even locally. A simple example (discussed by Gelfand in [6] ) is the one dimensional totally degenerate equation where D = 0, a(x) = y/\x\ and b = c = 0. However, in an earlier paper [1] , I showed that there was a stable Lipschitzian solution to the first order problem (D = 0) if a satisfies a "one-sided" Lipschitz condition, (a(t,x) -a(t,y),x -y) < k\x -y\2.
This condition allows a to be discontinuous (e.g. in one dimension it is satisfied by any nonincreasing function of x), but it insures the uniqueness (in the direction of increasing Z) of the underlying characteristic curves. This uniqueness, it turns out, is the crucial issue, not the smoothness. In this paper, I show that the same considerations are valid for the second order equation. The uniqueness in question is now the pathwise uniqueness of the underlying characteristic Markov process. A detailed statement of the results is given below but they include the following. Let D be C2 and G(|jc|2) at infinity. Let a satisfy the above condition and be G(|jc|). Let #, b and c be bounded and continuous. Then there is a unique stable continuous generalized solution. By stable I mean that it is the uniform limit on compacta of the bounded solutions of uniformly parabolic equations which approximate the given equation. If b, c and <j> satisfy a Lipschitz condition, then so does u. The stability is important since there are unstable bounded Lipschitzian solutions with the same initial data (I gave an example in [1] ). But now let us be a bit more detailed.
Write the equation in the form,
u, + a, (t, x)ux. + J aik (t, x)ojk (t, x)uXiXj = b(t, x)u + c(t, x).
The terminal condition is
Notation, x = (xx,... ,xd) E Rd; (x,y) = Xjyj = 2 */ty (summation convention); o is a dx n matrix-valued function which I will assume satisfies a local Lipschitz condition in the space variables. If F is C2 then a may be taken to be the symmetric square root of 2F (cf. [10] ). The functions a, a, b and <j> are defined throughout IxRd where I = [T0,T].
I will approach (l)-(2) through an underlying Markov process. This is the natural generalization of the elementary study of the first order equation
based upon the theory of characteristics [5] . Basic to that theory is the ordinary differential equation
Let zltX denote the characteristic through the point (/, x), i.e.
z'tAs) = a(.s>ziAs)) for all 5 in an interval containing / and z,x(t) = x. Under suitable conditions on the function a there is one and only one such absolutely continuous function and it is defined for all s, t < s < F. In such a case, if <|>, b and c are smooth enough the unique solution of (3)-(2) is given by In the second order case (l)-(2), we replace (4) by the stochastic characteristic equations (7) dx = a(t, x) dt + a(t, x) dß(t)
where [ß(t) : t E 1} is an «-dimensional Wiener process [9] . Let {C,¡x(s) : z < j < F) denote the solution of the Itô equation (7) with the property that (8) £*(')-* a.s.
Such processes are known to exist uniquely under suitable assumptions on a and o, e.g. if a and a are continuously differentiable in x and grow no more than linearly at infinity (cf. [7] or [9] ). If we now also assume sufficient smoothness and growth properties of <b, b and c then the unique solution (among functions with suitably restricted growth) of (l)- (2) is given by
where (S2,2, F) is the underlying probability space supporting ß and f. In other words the data <j> affects u in the same way as in the case o = 0 but now the effects come from many different points on the line z = F and are then averaged according to a particular measure upon the space of paths joining (Z, x) to that line. This is well known; see, for example, [8] . (9) can actually be derived under suitable assumptions from Itô's chain rule; an example of this is given in [4] . Now, the relationship of (9) to (l)-(2) is usually discussed under two general classes of assumptions. If equation (1) is assumed strictly parabolic, then continuity and boundedness are all that is required of a while a is assumed to be merely bounded and measurable. This is carried out for b = c = 0 by Stroock and Varadhan in their impressive paper [12] . When degeneracy is allowed (i.e. ax = 0 for some x ^ 0) the representation has been proved (cf. [7] , [8] and [13] ) only under the assumption that a and a are smooth enough to insure the pathwise uniqueness of solutions of (7). But it is the uniqueness that is important, not the smoothness. For in the discussion given below I prove that (9) is a highly regular and stable generalized solution even when a is discontinuous as long as it satisfies a dissipative-like condition (condition 2° below) which insures pathwise uniqueness of the characteristic processes. Since a need not be continuous, however, the characteristic processes are solutions of (7) for all t in 7 and \x\ < A, \y\ < A.
3° The real valued functions b and c are continuous on 7 X Rrf; both -b and |c| are bounded there.
4° The function <j> is bounded and continuous on Rd.
Let f,^ = {ÇlyX(s) : t < s < F} denote the unique relaxed solution of (7) starting at (/, x), i.e. satisfying (8) . A complete discussion of these processes including proofs of existence and uniqueness under conditions Io and 2° is given in [2] and [3] . Since the paths of fM are continuous, we see that 3° and 4° insure that
is well defined and in fact bounded throughout 7 X Rd. We shall refer to this function « as a generalized solution of (l)-(2). The first and most generally valid fact justifying this term is that it is the uniform (on compacta) limit of bounded solutions of nondegenerate equations whose coefficients converge to those of (1) . To be precise consider the sequence of strictly parabolic equations Note that the choice of convergence in A2 and A3 allows a to be discontinuous and o to be discontinuous in t.
Theorem 1. Let conditions 1 ° through 4° and Al through A3 be satisfied. Let i/(m) be the unique bounded solution of (12) in I X Rd such that u(m)(T,x) = <b(x). Let u be as in (9) . Then the sequence {w(m)} converges uniformly on compact sets to u. I wish to emphasize that the sequence {u(m)} converges and is not merely compact, i.e. m is a stable generalized solution.
Proof. Let #?> = {Ç%>(s) : t < s < F} be the unique solution of the Itô equation That Al is sufficient for the existence and uniqueness of these processes is proved in [9] . Since i/m) is the bounded solution we see (cf. [8] or [13] ) that The previous theorem shows that u is continuous and is stable under regularizaron, i.e. the sequence aSm) can be obtained from a by "mollifying" (convolution with smooth kernel) and a(m) can be obtained by mollifying and adding m~x • identity matrix to F. But u is also stable with respect to arbitrary perturbation of the coefficients as long as we stay within the class of drift and diffusion coefficients satisfying Io and 2°, i.e. if, for each m, a(m) and a(m) satisfy Io and 2° with M and kN independent of m and if they converge to a and a in the sense of A2 and A3 then w(m) -» u uniformly on compacta where w(m) is given by (14) but the f(m) are now relaxed processes. This follows from Theorem 3 of [3] just as the previous theorem followed from Theorem 2 of that paper. and we have the following slight improvement over [1] .
Theorem 3. Let Io through 5° be satisfied but let o = 0. Then (a) u is locally Lipschitz continuous in both t and x and hence is differentiable almost everywhere in I X Rd.
(b) u satisfies (29) almost everywhere in I X Rd.
Proof, (a) follows from a specialization of the proof of Theorem 2. The differentiability is of course Rademacher's theorem [11] . Part (b) is proved in my earlier paper [1] .
We again emphasize that u is stable under smoothing of the coefficients. But it also follows from our work in §1 that u is the uniform limit on compacta of solutions of parabolic equations.
