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Proreus simulans: AN EARWIG 
PRF.DATOR OF Tl-JR TROPICAL CORN BORER, Ostrinia furnacalis 1 , 2 , 3 
S. Patanakamjorn4 , W. D. Guthrie 5 , and W.R. Young6 
ABSTRACT. The earwig, Proreus simulans, occurs in maize fields throughout the year at the 
National Maize and Sorghum Research Center (Suwan Farm) near Pak Chong, Thailand. In 
the field an increase in corn leaf aphid (Rhopalosiphum maidis) populations seemed to cause 
earwig populations to increase. In the laboratory tests, six adult earwigs consumed 524 
"tropical corn borer" (Ostrinia furnacalis) larvae during a 2-hour period. The data indicate 
that P. simulans could be an effective predator of the tropical corn borer and that larval 
establishment from an articifial infestation (in host plant resistance and other studies) may be 
hampered by this predator. 
INTRODUCTION 
For several years, a number of research workers at the Thai National Maize and Sorghum 
Research Center had noticed the abundance of a species of earwig (Figure 1) in experimental 
maize fields during all cropping seasons. Despite its association with maize planted over a 
large area each year, the information on the taxonomy, life history, and economic importance 
of this active, crawling earwig was not available. In April, 1973 the insect was collected from 
maize plants at Suwan Farm and compared with identified specimens at the Technical Depart-
ment, Ministry of Agriculture and Cooperatives, Bangkok. It was identified as Proreus simulans 
(order Dermaptera, family Chelisochidae). This family comprises four genera, and Proreus is 
native to the Indo-Malayan region (Brues et al., 1954). 
In Formosa, Yanagihara (1936) found that P. simulans is entirely predaceous, whereas 
another earwig species, Euborellia pallipes, fed on sugar cane as well as preyed on pyralid 
borers. P. simulans was also reported as a predator of corn borers in the Philippines (Buligan, 
1929). 
Figure 1. Adult of the predaceous earwig, Proreus simulans, found in maize fields at Suwan 
Farm. Note the egg cluster in front of the adult. Adult = 1.5 cm. 
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At the National Maize and Sorghum Research Center (Suwan Farm) near Pak Chong 
(ca. 155 km northeast of Bangkok), a study was undertaken to determine the extent of 
P. simulans in maize fields, to determine feeding habits of this earwig, and to determine the 
effect of this predator on tropical corn borer (Ostrinia furnacalis ) populations. 
OFF-SEASON OBSERVATIONS 
During the off-season (February and March) of 1974, systematic observations were 
made to determine the natural habitat of P. simulans when no maize plants were in the field. 
Harvesting of maize from experimental plots is done by hand, and the stalks are knocked 
down with a rotary chain chopper. The broken stalks are left in the field until the next 
cropping season in August. The sampling pattern involved establishment of five lines running 
the length of the plot; eight quadrates (1 x 1 m) within each of the five lines were spaced at 
5-m intervals for a total of 40 quadrates. This sampling technique was use<l on 11 different 
days; the field, therefore, was marked off into 440 quad rates. All corn debris in each quadrate 
was carefully examined, including searching the ground surface, for P. simulans (Figure 2). 
Earwig counts are presented as frequency distributions in Table 1. The data show that 
this predaceous earwig was able to survive through February on maize debris, possibly 
preying upon small arthropods. 
Figure 2. Census of the predaceous earwig, Proreus simulans, in the soil during off-season. 
Suwan Farm, 1974. 
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Table 1. Frequency distribu tion of earwig (P. simulans) counts on maize debris during off-
season. Suwan Farm, February, 1974. 
Class (no. Class frequency 
earwigs/ 
qu::idrate) Date of recording (February) 
6 8 9 11 13 14 15 16 21 23 25 
0 17a 20 18 27 23 28 26 26 17 18 14 
1 13b 12 15 8 11 10 10 11 18 15 18 
2 8 6 4 3 3 1 3 2 4 3 6 
3 1 1 2 1 3 1 0 1 1 2 1 
4 0 1 1 1 0 0 0 0 0 2 1 
5 0 0 0 0 0 0 0 0 0 0 0 
6 0 0 0 0 0 0 0 0 0 0 0 
7 1 0 0 0 0 0 1 0 0 0 0 
8 0 0 0 0 0 0 0 0 0 0 0 
Mean number 
of earwigs/ 
quadrate/day 
.97 .78 .83 .53 .68 .38 .58 .45 .73 .88 .93 
aon February 6, 17 of the 40 quadrates contained no earwigs. 
b0n February 6, 13 of the 40 quad rates contained 1 earwig per quadrate, etc. 
PREDACEOUS EARWIGS ON VOLUNTEER J\ifAIZE 
During March to May, 1974, scattered rain resulted in emergence of volunteer maize in 
the field (Figure 3). When 100 plants were selected at random and examined for earwig 
adults and nymphs and for egg clusters, 0.2 earwigs occurred per plant averaging 39.9 cm in 
height. At the same time 40 quadrates of maize debris on the ground in the same field were 
examined for earwigs. The sampling procedure was similar to the procedure described in the 
off-season observation section. There were 2.1 earwigs per meter2 living in maize debris on 
ground. The low number of earwigs on the maize plants might be explained by unavailability 
of prey on the sparse volunteer corn. 
Figure 3. Volunteer maize plants during the off-season. Suwan Farm, 1974. 
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PLANTING-SEASON OBSERVATIONS 
Number of earwigs present in maize fields (from the late-whorl stage of plant develop-
ment until harvest) was determined during two cropping seasons in 1974. The maize plot was 
87.5 m long and 15 rows wide with 75 cm between rows and 25 cm between plants within a 
row. Four rows on each side and five hills on each end of the plot served as guards. Three 
seeds of DMR#5 (a variety of flint maize) were planted per hill and were thinned to one plant 
per hill 10 days after emergence. A fertilizer of 90-90-0 N-P-K (150 kgs/ha) was used. 
The 87 .5-m plot was divided into 10 subplots with a 1.5-m space between each subplot. 
Each subplot consisted of seven rows with 30 plants per row. Starting at the late whorl stage 
of plant growth, five plants were taken from each of three rows within each of five subplots 
each day (i.e., a total of 15 plants from five subplots for a total of 75 plants were used). Since 
P. simulans is an active crawler, the following data on individual plants were taken in the field 
as soon as the plant was cut: Number of adults, nymphs, nymph groups, newly hatched 
nymph per nymph group, egg clusters, and number of eggs per egg cluster. 
The corn leaf aphid, Rhopalosiphum maidis, is an insect pest of maize in Thailand. 
Since P. simulans may prey on the aphid, the percentage of plants (from the 75 plants used 
each day for earwig counts) infested with aphids was determined. 
Life stages of P. simulans are shown in Figure 4. Over a period of 31 days (early season, 
Mav-June counts), the average number of earwig forms per plant per day (2325 plants were 
examined) was as follows: Adults and nymphs = 5.5, nymph groups = 0.2, newly hatched 
nymphs per nymph group = 21.3, egg clusters = 0.2, and eggs per egg cluster= 35.1. Over a 
period of 27 days (late season, September-October counts), the average number of earwig 
forms per plant per day (2025 plants were examined) was the following: Adults and 
nymphs = 1.4, nymph groups = 0.04, newly hatched nymphs per nymph group = 22.8, egg 
clusters = 0.05, and eggs per egg cluster = 30. 7. 
Number of earwigs on maize plants was considerably higher during the early season than 
during the late season. Earwig populations, however, fluctuated from day to day duringeach 
season. The rainfall pattern and number of rainy days per month may have influenced the 
fluctuation in earwig populations. The average number of rainy days/ month during April-July 
was 16, with an average of 3.9 mm of precipitation/day ; whereas the average number of rainy 
days/month during August-October was 19, with 7.7 mm of precipitation/day. 
There was a high correlation between number of earwigs per plant per day and percentage 
of plants infested by the corn leaf aphid during both cropping seasons (r = 0.93 for the early 
season; r = 0.94 for the late season). These data suggest that earwigs are attracted to plants 
infested by corn leaf aphids. 
FEEDING HABITS OF Proreus simulans IN THE LABORATORY 
Ten adult earwigs were collected from the field at Suwan Farm. Each earwig was placed 
in a 2 x 6 cm glass vial. They were fasted for 20 hours at a temperature of 25-28°C. Five 
earwigs were provided with one tropical corn borer egg mass per earwig, each of the other 
five earwigs was provided with 20 newly hatched borer larvae. Adult earwigs prefer newly 
hatched larvae to eggs because none of the earwigs ate eggs, whereas all earwigs ate corn borer 
larvae. 
In another test six adult earwigs were collected from the field. Each earwig was placed 
in a 2 x 6 cm glass vial and was fasted for 20 hours at a temperature of 25-28°C. Each was 
fed with newly hatched tropical corn borer larvae for 2 hours; when all of the larvae in a vial 
were consumed, another 20 larvae were added to the vial. The six adults consumed 524 corn 
borer larvae during a 2-hour period for an average rate of 43. 7 larvae per earwig per hour. 
DISCUSSION 
Studies on P. simulans show that it occurs in maize fields throughout the year. During 
the off-season, thev survived in low numbers on debris on the ground, probably feeding on 
small arthropods. During the cropping seasons, earwig populations seemed to increase with an 
increase in corn-leaf aphid populations and seemed influenced by rainfall. Earwig populations 
at Suwan Farm, therefore, seemed influenced by both biotic and abiotic factors. The data 
indicate that P. simulans could be an effective predator of the tropical corn borer and that 
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a. Egg cluster laid on the inner side of 
leaf sheath. 
c. Young nymphs with their mother. 
b. Freshly emerged nymph group. 
d. Larger nymphs. Note length of antenna 
and compare with (c). 
Figure 4. Stages of development of P. simulans. Suwan Farm, 1974. 
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larval establishment from an artificial infestation (in host plant resistance and other studies) 
may be hampered by this predator. 
REFERENCES 
Brues, C. T., A. L. Melander, and F. M. Carpenter. 1954. Classification of insects. Keys to 
the living and extinct families of insects, and to the living families of other terrestrial 
arthropods. Bulletin of the Museum of Comparative Zoology at Harvard College, Vol. 108, 
pp.v+917. 
Buligan, C. T. 1929. The corn borer, Pyrausta nubilalis (Hubner) (Pyralidae, Pyraustinae, 
Lepidoptera). Philippine Agriculture 17 (8): 397-450. (Review of Applied Entomology 
17: 266). . 
Yanagihara, M. 1936. Results of studies on the distribution of soil insects of sugar cane field 
in Formosa (in Japanese). Journal Formosan Sugar Plant Association 14(9):341-424. 
(Review of Applied Entomology 23: 44). 
FOOTNOTES 
1 Lepidoptera: Pyralidae 
2 Joint contribution: Kasetsart University and Rockefeller Foundation, Bangkok, Thailand; 
Agricultural Research Service, USDA, and Journal Paper No. J-8803 of the Iowa Agriculture 
and Home Economics Experiment Station, Ames, Iowa 50011. Project 2183. 
3 Part of a dissertation submitted by the senior author to the Graduate Faculty, Iowa State 
University, Ames, Iowa . . 
4 Presently, Professor and Chairman, Department of Plant Science, Ayuthya Agricultural 
College, Institute of Technology and Vocational Education, Ayuthya, Thailand. 
5 Entomologist, Agricultural Research Service, USDA, and Professor, Department of Ento-
mology, Iowa State University, Ankeny and Ames, Iowa. 
6 Entomologist and Agricultural Project Leader and Foundation Representative, Rockefeller 
Foundation, Bangkok, Thailand. 
IOWA STATE JOURNAL OF RESEARCH/FEBRUARY, 1978 
Vol. 52, No. 3 283-290 
HOUSING ATTITUDES IN RURAL IOWA COMMUNITIES1 
Dean R. Prestemon2 , Willis J. Goudy3 , and Russell G. Pounds4 
ABSTRACT. During 1976, Iowa State University in cooperation with the Farmers Home 
Administration conducted a study on housing attitudes and preferences of low and moderate 
income households in smaller Iowa towns. A statistically reliable sample of 584 eligible 
households from 48 communities between 500 and 9,999 population were personally inter-
viewed by use of a new survey instrument. 
The results of the personal interviews provide useful information about and insights into 
attitudes toward basic housing alternatives. About 75% of the interviewees rated a single 
family house as the most preferred type of residence ; 20% gave apartments as their first choice. 
Almost 66% rated a single story ranch style as the most preferred type of single-family house; 
only 33% were willing to buy a single-family house without a basement. Three-fourths in-
dicated a willingness to buy a rehabilitated older house; only 33% would buy an older home 
that needed substantial renovation. A majority felt that single-family, manufactured housing 
placed on a permanent foundation was poorer in quality and lower in strength than houses 
built conventionally at the site. Only 37% were willing to purchase a manufactured house 
assembled from prebuilt panels; 25% were interested in buying a manufactured house as-
sembled from two halves; and 15% indicated a willingness to buy a mobile home as their 
year-around residence. Major criticisms were safety hazards, limited space, and poor quality. 
About 60% believed that a rented unit in an apartment building could provide satisfactory 
family housing; about 75% preferred buildings housing only two families and single-story 
apartment structures. 
INTRODUCTION 
More information directly useful to the financier , pl_;!nner, architect, or builder is needed 
to judge attitudes of moderate and low income residents of small Iowa communities toward 
basic housing alternatives. Preference data for different types of housing such as single-family 
vs. multifamily structures, new vs. remodeled units, and conventional vs. manufactured 
construction have not been available. 
Developing reliable information on housing attitudes through personal interviews re-
quires a suitable survey instrument. After considerable study and discussion, a new survey 
instrument was developed and rigorously pretested by Iowa State University during 1973. 
The instrument consisted of carefully worded questions with photographs used to clarify 
certain concepts. Results of the pretest have been reported (1). 
In January, 1976 the Farmers Home Administration, U.S. Department of Agriculture, 
Washington, D.C., and Iowa State University, Ames, Iowa, agreed to support cooperatively 
research designed to generate useful information on the housing attitudes of low and moderate 
income residents of smaller Iowa communities. 
OBJECTIVES AND PROCEDURE 
The primary purpose of this study was to develop statewide inferences for Iowa on the 
housing attitudes of low and moderate income residents of small communities. To insure that 
1 Journal Paper No. 8714 of the Iowa Agriculture and Home Economics Experiment Station, 
Ames, Iowa 50011. Project No. 1947. 
2 Professor, Department of Forestry, Iowa State University, Ames, Iowa. 
3 Associate Professor, Department of Sociologv and Anthropology, Iowa State University, 
Ames, Iowa. 
4 Associate Professor, Department of Economics, Iowa State University, Ames, Iowa. 
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potential respondents were selected from throughout the state, Iowa was divided into four 
geographic regions; each region corresponded to three administrative areas of the hwa State 
University Cooperative Bxtension Service. This particular geographic division was chosen to 
facilitate follow-up educational efforts. The towns in each region were stratified into four 
classes based upon population (500-999; 1,000-2,499; 2,500-4,999; 5,000-9,999). All 
communities within the population guidelines were included except those located in standard 
metropolitan statistical areas designated by the U.S. Bureau of the Census. Thus, the popu-
lation to be surveyed was defined as residents of rural communities with populations between 
500 and 10,000 throughout the state of Iowa. People living in the target area totaled 729,000 
or 25.8 percent of Iowa's population in 1970. 
An optimum goal of personal interviews in 600 households was set by the Iowa State 
University Statistical Laboratory; households for potential inclusion were drawn by using a 
self-weighting area sample. Three different communities were sampled in each size class with-
in each of the four regions, for a total of 48 communities. Sample allocations between regions 
and between size classes within regions were proportional to the population represented, and 
approximately equal numbers of households were interviewed in each selected community 
within a particular size class (Table 1). 
Table 1. Number of interviews completed by region of the state and population of the com-
munity. 
Population 
Region of Iowa of 
Community NW NE SE SW Totals 
500-999 32 29 36 24 121 
1,000-2,499 35 39 27 37 138 
2,500-4,999 36 37 32 19 124 
5,000-9,999 52 40 44 65 201 
Totals 155 145 139 145 584 
Eligibility depended upon income; only families who qualified for support by the Farmers 
Home Administration were interviewed. Maximum gross income allowed depended on family 
size and ranged from $13,500 for a one- or two-person family to $15,700 for a nine-member 
household. A screening schedule was used to identify eligible households; the head of the 
household or spouse was personally interviewed in each household by the survey section of 
the Statistical Laboratory. 
Initial contacts were made with 901 potential respondent households; 604 households 
qualified under the income guidelines of the screening instrument. A total of 584 completed 
interviews were obtained, representing a response rate of 96. 7 percent. 
RESULTS AND DISCUSSION 
Respondent Characteristics, Present !-lousing, and Financing of Homes 
To provide background information useful in interpreting attitudinal data, information 
on respondent characteristics was gathered. Interviews were completed with adults ranging in 
age from 18 through 93; over one-third were 44 or younger, one-fourth were between 45 and 
64, and over 38% were 65 or older. The larger proportion of adults over 64 is typical of 
small Iowa towns. The number of people in a household usually was small; about 30% were 
single-individual households, and about 35% contained two persons. About 70% of the 
respondents were female, and 30% were male. Approximately 40% of those interviewed had 
completed 12 years of education, but almost the same number had completed 11 years or 
fewer. About one out of three households had income of less than $6,000 per year in 1975; 
only 18% had incomes exceeding $12,000. 
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Respondents tended to have been long-time residents of their community; 37% had 
lived in their current town more than 20 years, and another 30% had resided in the community 
between 6 and 20 years. Three-fourths of those interviewed expected to stay indefinitely in 
the community; less than 5% thought they would be leaving within a year or two. The 
respondents were generally satisfied with their community as a place to live and (except 
for employment opportunities and housing availability) were satisfied or very satisfied with 
community services and opportunities. Employment was the reason most frequently cited for 
moving to and remaining in a particular community. 
More than three-fourths of the respondents indicated that their last residence had been 
a single-family house; about half of the respondents had lived in their previous home 5 years 
or less. About 71% of past residences had been located in towns rather than rural areas; al-
most 50% of the respondents had previously lived in the town in which they now reside. 
The most frequently (24%) cited reason for moving from their last residence was "changed 
jobs"; the second most frequent reason (18%) given was "bought this house." 
More than 80% of the households sampled currently resided in a single-family house; 
slightly more than 14% lived in multifamily structures. Approximately 45% of the re-
spondents had lived in their current residence more than 20 years. The three reasons most 
frequently indicated by respondents for selecting their current residence were: "one that we 
could afford," "convenient location," and "appropriate size of house." More than half of 
the respondents who indicated that affordability was a selection criterion had a choice of at 
least two residences when they were looking for housing. 
Almost half the respondents owned their own home, more than one-fourth were buying, 
and about one-fifth were currentlv renting. Almost three-fourths of the homes had 5 or more 
rooms (excluding bathrooms, basements, and porches); over 90% of the homes had at least 
two bedrooms. Almost 60% of the respondents rated their present residence "better" than 
previous homes; only 9% felt their present home was worse than their previous one. 
About one-third of the respondents reported total housing costs of $100 or less; 17% 
indicated costs exceeding $200 per month. ~falf of those interviewed had no monthly rental 
or mortgage payments; another 30% paid $100 or less each month for rent or house payment. 
Taxes were tvpically quite low; 63% of the respondents paid a monthly tax bill of $20 or less. 
Utility bills, however, seemed fairlv high; 64% paid $50 or more per month (11% had a bill of 
$100 or more). Very little was tvpicallv spent on maintenance of residences by those inter-
viewed. 
A greater proportion of residents living in the smaller communities (less than 5,000 
population) were home owners than in the larger communities; a larger percentage of renters 
and buyers were evidenced in the communities between 5,000 and 9,999 population. A 
larger fraction of older respondents and those with less education tended to own their homes; 
the percentage of respondents renting or buying decreas~d with age and increased with level 
of education. 5 The proportion of people buying homes increased with household income, 
but t he percentage of home owners increased with declining income. 
Most of those interviewed were satisfied with specific characteristics of their present 
home; even "amount of house payments or rent" and "amount of taxes paid" generated a 
generally favorable rating among interviewees for which the questions were applicable (Table 
2). 
Over three-fourths of owners or buyers who financed their homes bought them with a 
conventional loan or a contract purchase. The most common source of financing was a bank 
(31%); 24% obtained loans through a savings and loan institution. Only 14% obtained financing 
from Farmers Home Administration. Over 40% of those who financed their home obtained 
financing after 1970. Almost 70% of the respondents who financed their homes indicated that 
they borrowed from a local source; this percentage increased as the size of the community 
increased. The most common reason given by respondents (24%) for selecting the particular 
source used was "known there." 
5 Chi-square analysis was used to examine differences between respondents grouped into age, 
education, and income classes. The classes used for each variable were the following: age 
(<45, 45-64, 65+); education (<6, 9-11, 12, 13-15, 16+); income (<$3,000, $3,000-$5,999, 
$6,000-$8,999, $9,000-$11,999, $12,000+). 
286 PRESTEMON, GOUDY, and POUNDS 
Table 2. Satisfaction with characteristics of present residence. 
Hvusing Degree of Satisfaction not 
Characteristics Satisfied Dissatisfied Neutral applicable, 
no response 
(percent of respondents) 
Size 81.7 17.8 0.5 
Number of rooms 83.7 15.6 0.7 
Number of bedrooms 82.7 17.0 0.3 
Arrangement/floor plan 84.6 14.9 0.5 
Plumbing 89.2 10.4 0.3 
Electrical system 91.1 8.9 0.0 
Heating system 88.4 11.3 0.3 
Structural soundness 91.3 8.6 0.2 
Interior decorating 82.2 17.1 0.5 
Size of yard 78.3 16.4 1.4 4.0 
Amt. of payments 
or rent 45.2 4.5 1.4 48.9 
Amt. of truces paid 46.6 27.4 1.9 24.2 
The small number of respondents who used the government insured and guaranteed 
programs of the Federal Housing Administration and the Veterans Administration was some· 
what surprising. Less than 5% of those who were presently purchasing homes were doing it 
through either the Federal Housing Administration or the Veterans Administration. This was 
true even though about 40% of the loans were more than 10 years old, or during a period 
when government loan programs offered advantage over conventional loans. 
One disturbing finding was the large number of homes bought on contract. Although 
the data do not reveal the conditions under which these contracts were made, these are often 
disadvantageous to the purchaser. Other studies have indicated that persons who buy on 
contract often could use other financing methods but are not aware that they exist. 
Another item of interest was the large proportion of homeowners who did not finance 
their home purchase but paid cash for their home. Over 35% of the homeowner respondents 
fall into this category; this percentage tended to increase as size of the community decreased, 
as age of respondent increased, and as education decreased. Considering the limited income 
range of the households sampled, this becomes even more significant and speaks to the life 
style of small Iowa towns. 
Attitudes toward Housing Alternatives and Financing Methods 
A substantial majority of the respondents were not sat isfied with the availability of 
housing in their community. Only about one-fourth to one-third of the respondents were 
"satisfied" or "very satisfied" with housing availability when considering households with 
different income levels; similar satisfaction levels were indicated concerning available housing 
for different size families. A somewhat smaller percentage of respondents indicated satis-
faction with availability of rental housing compared with housing_ for sale. The highest 
percentage of dissatisfaction was registered by residents of the smallest communities. The 
highest percentage of satisfied respondents were 65 years or older; the least satisfied were the 
45 to 64 age group. · 
Almost 70% of the respondents felt there was a serious housing shortage in their com-
munity; a greater fraction of respondents less than 65 years of age judged the situation as 
serious. :tl,,.ost of those interviewed felt that the primary need was for lower cost or lower rent 
single-famiiy units. Respondents from communities with population between 2,500 and 
4,999 indicated the greatest need for more lower-cost, single-family houses for sale; younger 
persons and those with higher income tended to rate this need higher. Similarly, a larger 
fraction of respondents less than 65 years of age indicated a need for more single-family, 
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rental units. A larger proportion of better educated respondents indicated a need for more 
multifamily, rental units. Low-income families, young married couples and the aged were the 
types of households most frequently cited as having serious housing needs. A larger fraction 
of those interviewed who lived in communities between 2,500 and 9,999 expressed a need for 
more housing for lower-income families and the aged than in small communities. Younger, 
better educated, and higher income respondents registered a greater need for more housing 
for young married couples than did other people interviewed. 
Almost 9 out of 10 of those interviewed felt that owning their own home war; either 
"very important" or "important"; the percentage increased as household income increased. 
The American dream of owning one's home is obviously still viable in Iowa's smaller com-
munities. Almost three-fourths of those interviewed indicated a single-family house as most 
preferred for their next residence; the preference seemed strongest among young respondents 
and those in higher income households. About one-fifth of the respondents gave apartments 
as their first choice; the preference for this alternative was somewhat stronger among older, 
less educated, and lower-income respondents. The two types of residences most frequently 
rated as totally unsatisfactory for their next residence were mobile homes ( 41 % ) and 
apartments (19%). A greater percentage of respondents 65 and older rated mobile homes 
unsatisfactory; unsatisfactory ratings for apartments decreased with age of respondent. 
But only 14% of those interviewed were currently considering a change in their housing; 
almost half of those considering a change were contemplating buying a single-family house. 
Residents of communities with population between 2,500 and 4,999 were most often 
considering a housing change; those living in towns between 1,000 and 2,499 were least often 
considering a change. Younger and better educated respondents indicated a greater likelihood 
of changing their place of residence. 
When asked to rank new, single-family houses of different styles, almost two-thirds of 
the respondents ranked "single-story, ranch" as the most preferred (Table 3). Preference for 
this style tended to decrease with rising education and income and increased with age. 
Table 3. Rankings for style of new single-family dwelling. 
House 
Styles 
Single-story, ranch 
Split level 
Split entry, split foyer 
Two-story 
11h-story 
Ranked# 1 
65.8 
12.2 
4.5 
9.2 
8.0 
Percent of respondents - relative rankings 
Ranked# 2 Ranked# 3 
8.0 8.9 
28.8 23.1 
12.0 18.8 
12.0 18.3 
30.7 20.7 
Only one-third of the respondents were willing to purchase a house without a basement; 
the percentage was lowest among younger respondents and decreased with income. The most 
frequently mentioned reasons for .unwillingness to purchase a house without a basement 
related to reduced space for storage, living areas, and utilities. Almost 60% of the respondents 
felt that a basement was worth $1,000 or more; slightly more than one-third of those inter-
viewed would prefer to spend their money for more above-ground space rather than expense 
for a basement. Preference for a basement seems quite strong, and buyer resistance would 
liY.:ely occur if such houses were not available. 
In addition to -evaluating new, single-family houses, the respondents were asked to 
consider purchasing other types of residence (Table 4). Three-fourths of the respondents 
indicated a willingness to purchase a rehabilitated (restored) older house. But less than one-
third of those interviewed indicated a willingness to buy an older house that needed sub-
stantial rehabilitation. The percentage of respondents indicating willingness to buy older 
houses decreased with age and increased with education and income. One possible reason for 
the difference in preference between these two types of housing is that a rehabilitated house 
represents a finished product, while a house needing rehabilitation may represent a great deal 
of work and expense. 
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Table 4. Willingness to purchase specific types of housing. 
Specific type of housing 
yes 
Rehabilitated, single-family house 75.0 
Single-family house need rehabilitation 31.5 
Panelized manufactured house 37.3 
Sectionalized manufactured house 25.3 
Mobile home 15.2 
Living unit in multifamily dwelling 16.3 
Percent of respondents 
willing to purchase 
no don't 
know 
24.7 0.3 
68.0 0.5 
58.0 4.7 
70.5 4.2 
83.9 0.9 
81.8 1.9 
Respondents compared single-family manufactured houses placed on a permanent 
foundation with conventional on-site construction. Most of those interviewed felt that 
manufactured housing was lower in quality and strength than conventional construction. But 
over 70% of the respondents felt that the appearance of the finished manufactured house 
would be the same or better than conventional houses, and over 60% felt that the cost would 
be lower. Financing was not considered to be a problem for manufactured housing by a 
substantial majority of those expressing an opin.ion. 
Most of those interviewed had a reasonable basis for comparing manufactured housing 
with conventional construction. Over 60% of the respondents had been inside a manufactured 
house in their community, at a home show or fair, or at a manufacturing plant. A larger 
fraction of respondents living in communities between 2,500 and 4,999 had been inside 
manufactured housing than those living in small or larger towns; the percentage also increased 
as age decreased, education increased, and income rose. Similarly, almost 60% of those 
interviewed knew someone living in a manufactured house and felt that the . occupants of 
these houses were satisfied. 
But a minority of those interviewed indicated a willingness to purchase the two types of 
manufactured housing placed on a permanent foundation. About 37% of the respondents 
would purchase a manufactured house assembled from prebuilt panels; only 25% would buy 
a manufactured house assembled from two prebuilt sections or halves. The percentage willing 
to buy a house assembled from prebuilt panels increased with household income. The major 
reason given by those not willing to buy either type of manufactured house placed on a 
permanent foundation was "not constructed as well" ; approximately 40% of the respondents 
gave this reason. Acceptance of both types of manufactured housing placed on permanent 
foundations may be dependent upon suppliers convincing this clientele that the quality of 
housing constructed in this manner is comparable to conventional, on-site construction. 
Another type of manufactured housing considered by those interviewed was mobile 
homes. Only about 36% of the respondents felt that the quality of mobile homes was as good 
or better than manufactured homes placed on permanent foundations; relative ratings tended 
to deteriorate as educational level of respondents rose. An even smaller percentage of the 
respondents (11%) felt that the quality of mobile homes was as good or better than houses 
built conventionally at the site; the percentage rating mobile homes lower in quality increased 
with increasing household income. But almost half of those interviewed felt that mobile 
homes would last 10 years or more; younger and better educated respondents tended to 
indicate lower expectations. Only 15% of the respondents indicated a willingness to purchase 
a mobile home as their "year-round" residence. Major reasons given for unwillingness to buy 
mobile homes were "unsafe in fires and storms," "too small," and "poor quality." This type 
of manufactured housing is evidently perceived as having severe disadvantages; improved 
safety and construction quality need to be demonstrated. 
The attitudes of the respondents toward multifamily residential units also was evaluated. 
Over 60% of those interviewed felt that a rented unit in a multifamily structure could provide 
satisfactory housing for their family; households with incomes between $3,000 and $11,999 
rated apartments higher than low and high income groups. The major reasons volunteered 
for the feeling that multifamily units could not provide satisfactory housing related to lack of 
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privacy, limited freedom, and noise levels. Over three-fourths of the respondents indicated a 
preference for multifamily structures housing only two families and for apartments located in 
single-story buildings. A relatively larger percentage of respondents less than 65 years of age 
indicated a preference for units housing the smallest number of families ; respondents 65 or 
over indicated a stronger preference for single-story structures. Households with incomes 
above $9,000 tended to evidence weaker preference for single-story structures than the rest of 
the respondents in the sample. 
Almost three-fourths of those interviewed felt that they needed two or more bedrooms 
in a multifamily rental unit. The percentage of respondents needing two or more bedrooms 
increased with education and income. Over half of the respondents were only willing to pay 
monthly rental of $100 or less (assuming they had to pay their own utilities); 19% were 
willing to pay only $74 or less. Limited resources of this segment of the population 
obviously makes provision of adequate multifamily housing at an affordable price very 
difficult. 
Only about 16% of the respondents indicated a willingness to purchase a living unit in a 
multifamily building or complex. The percentage of respondents willing to buy such a unit 
increased from 12 to 26% as education increased. The two major reasons for unwillingness 
to purchase such housing units related to lack of privacy and reluctance to invest in that kind 
of property. Limited familiarity with this particular housing alternative may have biased the 
answers to this question. 
The respondents were asked to rate the importance of several specific features important 
in multifamily units (soundproofing, adequate outside storage, individual laundry facilities, 
air conditioning, private outside-area or yard). "Soundproofing" was ranked either first or 
second in importance by 80% of those interviewed. About 34% ranked "individual laundry 
facilities " as first or second; 31% ranked "air conditioning" as first or second. This strong 
preference for soundproofing in multifamily units dictates that housing suppliers consider 
specialized construction to promote acoustical privacy. 
Preferred sources of information on financing for single -family houses and mobile 
homes were identified by the respondents. About 58% of those interviewed indicated that 
they would first seek information on financing a home purchase from their local bank ; the 
next most popular source was saving and loan associations. The percentage of those inter-
viewed who would go to their local bank increased with age; a higher proportion of the 
respondents less than 45 years old would seek information about financing from the Farmers 
Home Administration than would older people. More better educated and higher income 
respondents would go to savings and loan institutions than others interviewed. Similarly, 63% 
would go to a local bank to finance a mobile home. Local banks are obviously the major 
source of information on home financing for this segment of the population. 
Little familiarity with current federal housing programs was evidenced by this segment 
of the population. Only 18% of those interviewed indicated familiarity with housing programs 
sponsored by the Farmers Borne Administration; an even smaller proportion (8%) was 
familiar with programs of the Federal Housing Administration. Some care should be exercised 
in interpreting these responses too literally; the way the questions were phrased might lead a 
respondent to a quite broad interpretation, i.e. , all the programs managed by these agencies. 
But it is obvious that people who have a need for these programs are not well informed. The 
proportion of respondents indicating familiarity with federal housing programs did tend to be 
substantially higher among younger respondents and among those with more formal education. 
This may indicate potential for increased demand in the future. 
OBSERVATIONS AND CONCLUSIONS 
This investigation identified and supported some widely held beliefs about life in small 
Iowa communities and the housing preferences of their residents. It also provides valuable 
information about the biases and beliefs this population has about the alternatives that we 
refer to currently as conventional housing. 
Home ownership is obviously very important for this population. This attitude is sub-
stantiated by the high proportion of those actually owning or buying their homes, which 
exceeds both state and national figures . This population also seems to have a preference for 
not incurring debt, considering the high percentage of those who did not finance their home 
purchase. The strong preference for local financing and the limited use of government 
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programs for housing purchases indicates the importance of local financial institutions. There 
are strong indications that knowledge about the housing and loan programs of the Farmers 
Home Administration, the Federal Housing Administration, and the Veterans Administration 
is quite limited in these smaller Iowa communities. 
In the recent past, Iowans left farms and small towns as soon as they were old enough to 
enter the labor force, and parents encouraged this movement. Parents in this study want their 
children to remain in their community, gave small town living high marks themselves, and a 
substantial number indicated a preference for living on a farm or in a rural nonfarm situation. 
This indicates that large cities are not as attractive as they used to be, and there will be continued 
pressure for suitable housing located in small towns. 
There are some disquieting results in this study. Despite rapidly escalating housing costs 
and an energy shortage, there is a very strong preference for the most costly type of housing-
single family dwellings with basements. There were strong feelings that mobile homes and 
manufactured housing placed on permanent foundations are inferior to more conventional 
forms of housing. Although multifamily forms have achieved some acceptability, a strong 
preference is shown for duplexes and for single-story apartment structures. Again, these 
would be the most costly in terms of energy, land use, and labor. One way of combatting the 
housing shortage is to recycle older housing; residents who live in these communities indicate 
a willingness to do this. 
The most significant conclusion from this study is the bias against other than con-
ventional forms of single-family housing and the weak preference for multifamily residences. 
Considering both the strongly articulated preferences and the limited resources of these 
families, the problem of supplying acceptable housing is substantial. But housing suppliers in 
Iowa should consider these housing attitudes when building in the small communities. 
LITERATURE CITED 
Prestemon, D. R., W. J. Goudy, and R. G. Pounds. 1975. Assessing attitudes of lower 
income small-town families toward basic housing alternatives. Iowa State Journal of 
Research, 49 : 373-376. 
IOWA STATE JOURNAL OF RESEARCH/FEBRUARY, 1978 
Vol. 52, No. 3 291-298 
GENETIC EFFECTS FOR GRAIN YIELD AND YIELD COMPONENTS 
AND RELATIONSHIPS AMONG AGRONOMIC CHARACTERS 
IN CONVERTED EXOTIC SORGHUMS' 
Paisan Laosuwan and R. E. Atkins2 
ABSTRACT. Eleven restorer lines derived from sorghum (Sorghum bicolor L. Moench) 
conversion program materials were used as male parents of single-cross and three-way hybrids. 
The hybrids were grown in four environments in Iowa to obtain estimates of the relative 
impact of various types of genetic effects on grain yield and the components of yield. Both 
additive and dominance gene effects were important in the inheritance of grain yield, seeds 
per head, and 100-seed weight. Relative magnitude of the mean squares for additive and 
dominance gene effects indicated that these effects were equally important in the variation 
expressed for grain yield, but additive gene effects were more important than dominance 
effects in the inheritance of seeds per head and 100-seed weight. Only additive gene effects 
were significant in the expression of heads per plant. 
A second objective of the study was to obtain intercharacter correlations in hybrids that 
involved exotic source populations. Grain yie ld showed strong phenotypic and genotypic 
correlations with seeds per head. Correlations between yield and 100-seed weight, and for 
yield and heads per plant, were either moderate in magnitude or very small. These results 
indicate that selection for number of seeds per head should be more effective for increasing 
grain yield than would selection for the other components of yield. 
INTRODUCTION 
The type of gene action involved in the expression of heterosis for grain yield and other 
agronomic characteristics has been investigated with several crop species. Estimates of the 
relative proportions of additive and dominant genetic effects have been reported from studies 
that used different procedures for the analyses and encompassed several types of hybrid 
populations. In many investigations epistatic genetic effects have not been delineated clearly 
or they have been assumed of minimal importance. 
Mating designs proposed by Comstock and Robinson (1948) have been used extensively 
in estimating the kinds and relative importance of genetic variation in specified populations. 
The use of these designs involves the mating of plants to form groups of relatives and equating 
the mean squares obtained in the analysis of variance to the appropriate functions of co-
variances among relatives. Covariances among relatives have mean-square expectations in 
terms of additive, dominance, and epistatic genetic variances. The procedures outlined by 
Griffing (1956) for diallel crossing systems likewise have been used widely. With these 
procedures the mean squares partitioned for general combining ability (g.c.a.) and specific 
combining ability (s.c.a.) are considered indicative of additive and nonadditive gene effects, 
respectively. 
Experiments with grain sorghum (Sorghum bicolor L. Moench) usually have shown that 
variations attributable to g.c.a. effects are appreciably larger than those for s.c.a. (Beil and 
Atkins, 1967; Kambal and Webster, 1965 ; Kirby and Atkins, 1968; Laosuwan and Atkins, 
1977; and Niehaus and Pickett, 1966). Although s.c.a. effects usually have been smaller 
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they often have been significant statistically, particularly in the inheritance of grain yield. 
Expressions of hybrid vigor and inbreeding depression in sorghums provide additional evi-
dence for the occurrence of nonadditive gene action. 
According to Falconer (1960), heterosis at one locus is a function of both dominance 
and the square of the difference of gene frequency between two strains at that locus. With 
multiple loci, functions of dominance type of epistasis must certainly be involved in the 
expression of heterosis. Models appropriate for definitive separation of additive, dominance, 
and epistatic gene effects in specific types of experiments or populations have been described 
by Hayman (1958) and by Gamble (1962). And, a general model has been proposed by 
Eberhart and Gardner (1966) for estimation of fixed genetic effects in all types of hybrids 
that may be developed from a fixed set of varieties. 
Objectives of the research reported herein were to characterize the gene effects manifested 
in the inheritance of grain yield and its primary components. Results are presented from a set 
of three-way and single-cross hybrids involving restorer (R) lines selected from materials 
derived in the sorghum conversion program. Additionally, intercharacter correlations are 
reported for both types of hybrids. These relationships, measured in hybrids involving 
exotic germplasm, should prove useful in comparisons with similar studies involving adapted 
lines. 
MATERIALS AND METHODS 
The first group of materials released from the sorghum conversion program (Stephens, 
Miller, and Rosenow, 1967) were grown at Ames, Iowa in 1970. Heads selected from 63 BC4 
lines, 63 temperate-zone bulk populations, and 40 partially ( < BC4 ) converted bulk popula-
tions were evaluated further in plant rows at Ames in 1971 and 1972. Plants from rows of 
moderate height, not extremely late in maturity, and desirable agronomically were used as 
male parents in crosses to three A-lines (Martin, Combine Kafir-60, and KS 24) and to three 
male-sterile single crosses (A, Kafir-60 x B, Redlan), (A, Martin x B, Redlan), and (A, Kafir-60 
x B, Martin). The resultant 223 single cro~ses were evaluated in nonreplicated observational 
rows at Ames in 1972, and 267 three-way hybrids were grown similarly in 1973. Only 11 of 
the converted lines produced single crosses and three-way hybrids with all six testers that 
were fully fertile and of plant height and maturity that could possibly make them acceptable 
as grain-type hybrids.for Iowa conditions. Therefore, only the 33 single crosses and 33 three-
way hybrids resulting from crosses with these R-lines were evaluated further. 
Entries for the single cross and three-way hybrid tests included the hybrids, their parents, 
three check hybrids (RS 608, RS 610, and RS 671). and parents of the check hybrids. The 
single-cross tests were grown at Ames (central) and Castana (west-central), Iowa, in 1973 and 
1974. Entries for the three-way hybrid tests were grown at Ames and Castana in 1974 in tests 
separate from, but adjacent to, the single-cross tests. The experimental design for each test 
was a randomized complete-block with two replicates at each location. Single-row plots, 
3.66 m long and 1.02 m apart, were used in all tests. Plots were thinned to a within-row-plant-
spacing of 7.62 cm, giving a final stand of about 128,500 plants per ha. The central 3.05 m 
of each plot were used for measuring grain yield, heads per plant, seeds per head, 100-seed 
weight, and plant height. 
Analyses of the data were first made in accordance with the Design II procedure of 
Comstock and Robinson (1948). Lines were considered fixed; replications and environments, 
random. This procedure provides estimates of general combining ability (g.c.a.) and specific 
combining ability (s.c.a.) effects. Results and interpretations from these analyses, together 
with agronomic descriptions of the 11 R-lines, have been reported previously (Laosuwan and 
Atkins, 1977). The data discussed in the present paper are based on a genetic analysis made 
by use of a model adapted from that suggested by Eberhart and Gardner (1966). The means 
for single-cross and three-way hybrid tests obtained from each environm.ent were analyzed 
according to the genetic model: 
yjk=m+ /...a + aj + ak + 8(11 + hj + hk + sjk) 
When j = k, Yjk = Yj = the mean of the jth female parent or otherwise Yjk = Y k = the mean of 
the kth male parent,!...= -3 and 11 for male and female parents, respectively, and 8 = 0. 
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When jt k, Yjk = the mean of the female j x male k cross, A. = 0, and 8 = 1. 
m =mean of the 14 parents, m + lla =mean of female parents, and m-3a =mean 
of male parents. 
aj =additive gene effect due to female j (A-line or male-sterile single-cross seed 
parent. 
ak =additive gene effect due to male k CR-line). 
h =average heterosis (average difference between parents and hybrids). 
hj =average heterosis effect of the jth female parent (A-line or male-sterile 
single-cross seed parent) in crosses. 
hk =average heterosis effect of the kth male parent (R-line) in crosses. 
sjk = specific heterosis effect of the jkth cross. 
Ljaj = LkaY.: = Ljhj = Lkhk = Lj s'jk = Lksjk = 0. 
The least-squares procedure was used to partition entry sum of squares into variations 
attributable to the different genetic effects described in the model. The sequential fit was 
made according to the order: a, aj, ak, 1i, hj, and hk- Tests of significance of the genetic 
effects were made by using the mean square for the error term as the denominator. 
In the combined analyses of variance the model was extended to include a component 
for environments, plus the interactions of environments with each of the genetic effects 
defined previously. 
Where F 1 = effect of the 1th environment, 1 = 1.. .. e; e = 2 and 4 for three-way and 
single-cross tests, respectively. 
Entry means over all environments were fit in the same manner described for the 
individual environments. The differences between the sums of squares pooled from the 
individual environment analyses and the corresponding values of the combined analyses 
provided estimates of the genetic effects x environments interactions for each component. 
Phenotypic and genotypic correlations among characters also were calculated from the 
data combined over environments by using the formulas: 
Phenotypic correlations = op / ( op2 x o2p ) 1/2 
ab a b ' 
where a is the phenotypic covariance between pairs of characters (a and b) and a~ and 
Pab a 
o~b are the phenotypic variances for each character, respectively, and 
Genotypic correlation= og I (a g2 x a 2 ) 1/2, 
ab a gb 
where og is the genotypic covariance between pairs of characters, and ag2 and og2 are the 
ab a b 
genotypic variances for each character, respectively. 
RESULTS 
Mean grain yields in 1973 were near 72 q per ha at both experimental sites. Conditions 
in 1974 were not so favorable. Low rainfall and high temperatures in July, an abnormally cool 
August that delayed pollination, and freezing temperatures in early September combined to 
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reduce grain yields at both locations. At Ames the means for all hybrids in the single-cross and 
three-way hybrid tests were 44 and 42 q per ha, respectively. The comparable means at 
Castana were 55 and 51 q per ha. 
Details of the conventional variance analyses and those for combining ability effects 
have been presented and discussed in an earlier paper (Laosuwan and Atkins, 1977). 
Briefly , the results showed that the entries differed significantly for all traits in both types of 
hybrids, and that the mean square for the entries x environments interaction was significant 
for each character, except heads per plant in the three-way hybrid test. For both types of 
hybrids, general combining ability (g.c.a.) effects of the male parents (R-lines) accounted for 
the largest portion of the variation expressed for grain yield, heads per plant, 100-seed weight, 
and seeds per head. Significant effects for g.c.a. (females) also were expressed for all characters 
in the single crosses, but this effect was significant only for seeds per head in the three-way 
hybrids. Variation attributable to specific combining ability (s.c.a.) effects provided the 
smallest contribution to the inheritance of all traits in both types of hybrids. 
Segments of the analysis of variance when genetic effects were estimated are presented 
for the single-cross hybrids in Table 1. Results from the analyses combined over four environ-
ments showed that additive gene effects were significant (P< 0.01) in the expression of grain 
yield and in each of the primary components of yield. Likewise, significant heterosis was 
expressed for all characters except heads per plant, indicating that dominance gene effects 
were important as well. 
Table 1. Mean squares from analyses of variance for genetic effects for grain yield and yield 
components of single-cross hybrids grown in four environments. 
Source of Degrees of Grain Heads/ 100-seed Seeds/ 
variation freedom yield plant weight head 
Additive effects 13 1.40** 0.690** 3.90** 3, 769,355** 
a 1 0.05 0.818 0.12 415,080* 
a· 2 0.51 ** 0.048 2.03** 405,546** J 10 1.71 ** 0.806** 4.65** 4,777,544** ak 
Heterosis 33 1.67** 0.031 0.49** 977,411 ** 
11 1 46.47** 0.089 7.63* 19,668, 767* 
h· 2 0.10 0.020 0.18* 26,117 
hk 10 0.57** 0.085* 0.49* 1,029,158** 
Sjk 20 0.14** 0.013 0.17* 112,099* 
Additive effects x 
Env. 39 0.16** 0.118** 0.29** 278,801 ** 
ax Env. 3 0.21 ** 0.107** 0.07 62,849 
aj x Env. 6 0.05 0.020 0.06 87,351 
ak x Env. 30 0.18** 0.139** 0.35** 338,686** 
Heterosis x F,nv. 99 0.05 0.019 0.15** 130,511 ** 
11 x Env. 3 0.14* 0.096** 0.72** 670,177** 
hj x F.nv. 6 0.06 0.012 0.05 76,142 
hk x Env. 30 0.07 0.034* 0.21 ** 194,877** 
sjk x Env. 60 0.06 0.008 0.09** 76,781 
CV, % 13.26 12.24 9.27 16.31 
* and ** indicate significance at the .05 and .01 ~1robability levels, respectively. 
Among the subdivisions of additivP. gene effects, a significant difference (P<0.05) between 
the means of male and female parents \a) was shown on ly for seeds per head. Additive effects 
contributed by the male and female parents (ak and aj) to hybrid combinations,however, 
were highly significant in all but one instance. Partitioning of the components of heterosis 
revealed that the mean square for average hE terosis (h) was largest for all characters. Heterosis 
due to females (hj) (a measure of the mean contribution of each female to the deviation 
from average heterosis) was significant (P< 0.05) only for 100-seed weight. Heterosis at-
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tributable to male parents (hk), however, was significant for all characters. Specific heterosis 
(skj )(the effect of specific interaction among male and female par en ts) was significant for all 
traits except heads per plant. 
Analvses of variance for genetic effects in three-way hybrids are presented in Table 2. 
Data combined over the two locations in 1974 show that additive gene effects were significant 
in the expression of all characters. Similarly, heterotic responses were significant for all 
characters except heads per plant. A significant difference between the means of male and 
female parents (a) was shown for only one character, 100-seed weight. Except for seeds per 
head, additive effects due to females (aj) were not significant, but additive effects due to 
males (ak) were large and exceeded either the 5 or 1 % probability level for all characters. 
Table 2. Mean squares from analyses of variance for genetic effects for grain yield and yield 
components of three-way hybrids grown at two locations. 
Source of Degrees of Grain Heads/ 100-seed Seeds/ 
variation freedom yield plant weight head 
Additive effects 13 0.36* 0.035** 1.71 * 716,853** 
a 1 0.62 0.000 1.82** 1,953 
a· 2 0.07 0.035 0.16 181,848* J 10 0.40* 0.038** 2.01 * 895,343** ak 
Heterosis 33 0.84** 0.006 0.24* 516,873** 
h 1 23.08 0.007 4.94 11,956,004 
h· 2 0.02 0.009 0.01 6,574 h] 10 0.34* 0.004 0.14 379,602** k 
Sjk 20 0.06 0.006 0.07* 64,582** 
Additive effects x 
Loe. 13 0.12** 0.010 0.46** 153,669 ~* 
ax Loe. 1 0.18* 0.014 0.10 233,820** 
aj x Loe. 2 0.01 0.033* 0.16* 52,397 
ak x Loe. · 10 0.13** 0.006 0.55** 165,908** 
Heterosis x Loe. 33 0.07** 0.003 0.08** 68,374** 
h x Loe. 1 0.26* 0.005 0.42** 493,954** 
hj x Loe. 2 0.03 0.009 0.22** 28,740 
hk x Loe. 10 0.08* 0.010 0.08* 70,500* 
sjk x Loe. 20 0.05 0.005 0.04 49,996 
CV, % 15.43 7.67 8.14 13.93 
* and ** indicate significance at the .05 and .01 probability levels, respectively. 
Although significant differences for the parents vs. hybrids (h) source of variation were 
not indicated for grain yield and for the components of yield, this mean square was large for 
most characters relative to those for the other components of heterosis. The contribution of 
hj effects to the variation in hybrids was not significant for any character, but heterosis 
ascribable to males (hk) was significant for grain yield and seeds per head. Specific heterosis 
(skj) was significant for 100-seed weight and seeds per head. 
The interactions of additive effects and heterosis with environments (or locations) were 
significant (P<0.05 or P<0.01) in nearly all instances (Tables 1 and 2). Likewise, the par-
titioned components of additive and heterotic effects often interacted significantly with 
environments. These results serve to emphasize the need for making evaluations in several 
environments. 
Phenotypic and genotypic correlations among grain yield, the primary components of 
yield, and plant height in the single crosses and three-way hybrids are shown in Table 3. The 
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correlations between yield and the yield components were positive except those for yield and 
heads per plant in the single-cross test. The correlations between grain yield and seeds per 
head were moderately high in both types of hybrids. In contrast, the coefficients for grain 
yield and 100-seed weight and for yield and heads per plant were relatively low, particularly 
in the single crosses. Plant height showed moderately high positive correlation with grain 
yield but the coefficients for height with the individual components of yield us:ually were low. 
Table 3. Genotypic and phenotypic s_orrelations among agronomic characters from data 
combined over environments 1 • 
Characters correlated~f 
Grain yield vs. heads/plant 
Grain yield vs. 100-seed weight 
Grain vield vs. seeds/head 
Grain yield vs. plant height 
Heads/plant vs. 100-seed weight 
Heads/plant vs. seeds/head 
Heads/plant vs. plant height 
100-seed weight vs. seeds/head 
100-seed weight vs. plant height 
Seeds/ head vs. plant height 
Single 
crosses 
-0.244 
-0.187 
0.081 
0.088 
0.531 
0.521 ** 
0.520 
0.4 76** 
0.775 
0.695** 
-0.834 
-0.722** 
0.230 
0.232 
-0.787 
-0.775** 
0.440 
0.400** 
-0.061 
-0.066 
t Genotypic correlations listed first, phenotypic second. 
t, ** indicates significance at the .01 probabili ty level. 
DISCUSSION 
Three-way 
hybrids 
0.400 
0.217 
0.306 
0.303 
0.615 
0.623** 
0.618 
0.538** 
0.583 
0.326 
-0.369 
-0.292 
0.208 
0.176 
-0.512 
-0.492** 
0.366 
0.257 
0.249 
0.279 
Both additive and dominance gene effects (heterosis) accounted for a significant 
(P<0.05 or P< 0.01) portion of the variation expressed for all characters except heads per 
plant in both types of hybrids. For grain yield, the mean squares for these sources of variation 
were relatively comparable, but slightly larger fo r the dominance effects in both types of hy-
brids. These results agree with those of Patanothai and Atkins (1974) and Starks, Eberhart, 
and Doggett (1970), who also found that both additive and dominance gene effects were of 
major importance in the variation expressed for grain yield in sorghum. Although both 
additive effects and heterosis sources of variation were significant in the analyses for 100-seed 
weight and seeds per head, the mean squares for additive effects were much larger. This was 
true in both the single-cross and three-way hybrid tests that encompassed several environments, 
thereby suggesting that additive gene effects may consistently be of major importance in the 
expression of these traits. 
In most instances the mean squares for additive effects of the male parents (ak) w~re 
decidedly larger than those for either the female parents (aj) or male vs. female parents (a). 
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This relationship was evident for both types of hybrids, indicating that the contribution of 
additive gene effects to the expression of all characters analyzed strongly reflects the impact 
of the diverse male parental group on the performance of the hybrid. 
Partitioning the variation ascribable to heterosis indicated that, apart from the large 
average heterosis effects (h), heterosis effects due to male parents (hk) were particularly im-
portant for each character. In contrast, heterosis effects due to female parents (hj) generally 
were not important. A very large portion of the dominance gene ef~cts for all characters, 
except heads per plant, was accounted for by the average heterosis (h) source of variation. 
Although specific heterosis (sjk) was significant (P<0.05 or P<0.01) for yield-component 
data in some instances, these mean squares usually were relatively small. It seems therefore, 
that dominance effects in these plant materials were not manifested strongly by specific 
crosses. 
The phenotypic and genotypic correlations between grain yield and seeds per head in 
our experiments, which involved both adapted and converted exotic sorghums, were 
moderately large. High phenotypic correlations between these traits also have been reported 
from studies in which both parents of the hybrid stemmed from adapted source populations 
(Beil and Atkins, 1967; Kambal and Webster, 1966; and Kirby and Atkins, 1968). Selection 
for a large number of seeds per head, therefore, seems an effective indirect avenue to increased 
grain yields. 
Correlations between grain yield and 100-seed weight were near zero in the single crosses, 
but these traits showed modest (but not significant) correlations in the three-way hybrids. 
Coefficients for the single crosses combined data from both favorable and unfavorable growing 
seasons. The values for three-way hybrids reflect the association only under the stressed 
conditions of 1974. Grain yield and 1000-kernel weight were correlated significantly (P<0.01) 
in studies by Malm (1968) that evaluated single crosses from exotic R-line parents. Liang, 
Overley, and Casady (1969) found that these characters correlated positively in one cross, but 
negatively in another. Thus, the association between grain yield and seed size seems to vary 
appreciably, depending on nature of the parents involved in the crosses and on environmental 
conditions in which the materials are tested. Several investigators have concluded that the 
contribution of seed size to grain yield is less important than that of seeds per head (Beil and 
Atkins, 1967; Kambal and Webster, 1966; Kirby and Atkins, 1968; Malm, 1968; and Nieoaus 
and Pickett, 1966). Our results with hybrids that involved converted exotic lines as male 
parents generally support this conclusion. 
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COAL-SPOIL PERFORMANCE OF ARNOT BRISTLY LOCUST AND 
CRANDON HYBRID POPLAR 1 
Ole T. Helgerson2 and John C. Gordon 3 
ABSTRACT. Survival and growth of Robinia fertilis cv. "Arnot" and Populus alba x 
grandidentata cv. "Crandon" were measured after one growing season on severe coal-spoil 
sites differing in slope, aspect, and pH. Over all the sites, 60% of locusts and 10% of poplars 
survived. Survival differences probably were caused by differences in root growth and 
metabolism. Survival and growth also may have been affected by differences in water stress 
between sites, caused by the effects of aspect and slope on insolation. Also, locust survival 
and root growth were poorer on the more acid spoil. 
INTRODUCTION 
Past coal mining activities in Iowa and the eastern United States have left much land un-
suitable for food and fiber production. Water stress and increased hydrogen-ion activity 
typically make these barren and near-barren areas inhospitable for plants. Water stress can 
be created by increased runoff, decreased infiltration, and increased surface temperature 
(Burton, 1958; Tyner and Smith, 1945). Increased hydrogen-ion activity affects plants pri-
marily by reducing nutrient availability and increasing the availability of toxic ions (Black, 
1968; Magistad, 1925; Struthers, 1964; Thompson and Troeh, 1973). Specifically, the 
availability of P and N is greatly inhibited in a soil with pH levels below 4.0 (Wilson, 1957; 
Muller, 1973). Available Al increases greatly in this pH range and has been implicated as a 
major cause of poor root growth and plant performance (Berg and May, 1969; Berg and Vogel, 
1973 ; Barabin and Greszta, 1973; Lorio, 1962; Magistad, 1925). Substantial concentrations 
of available Zn, Fe, Cu, and Ni have also been found on various acid coal spoils and probably 
contribute to poor plant survival and growth (Berg and Vogel, 1968, 1973; Massey, 1972; 
Turner, 1968). 
Reclamation of these very acid and toxic areas to intensive agriculture or forest pro-
duction does not seem warranted by present economic conditions. Despite increasing world 
demands for food and fiber, increased production on present crop or forest land still seems 
more efficient. Presently existing spoil areas seem more suited to less intensive forestry or 
agriculture. The problem, however, is low-cost conversion to these uses. The establishment 
of vegetative cover is one inexpensive way to start ameliorating acid spoil banks (Burton, 
1958; Broadfoot and Pierre, 1939 ; Hashimoto, l(ojima, Ogawa, and Suzuki, 1973; Helling, 
Chesters and Corey, 1964;Pionke and Corey, 1967). Few plants, however, can grow vigorously 
enough in these conditions to colonize and improve these dry, acid sites. Species of Robinia 
and Populus, however, have been suggested and used in coal-spoil reclamation elsewhere. 
This study attempted to identify plant characteristics useful for survival and growth of 
two members of these genera, Arnot bristly locust (Robinia fertilis cv. Arnot) and Crandon 
hybri,d poplar (Populus alba x grandidentata cv. Crandon), on a variety of uncolonized acid 
spoil banks in Iowa. 
1Journal Paper No. J-8761 of the Iowa Agriculture and Home Economics Experiment Station, 
Ames, Iowa 50011. Project 2034. 
2 Graduate Assistant, Department of Forestry, Iowa State University, Ames, Iowa. 
3 Professor, Department of Forestry, Iowa State University, Ames, Iowa; now at Oregon State 
University, Corvallis, Oregon. 
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MATERIALS AND METHODS 
Locust seedlings and poplar cuttings started in Jiffy-7 peat pellets in the greenhouse 
were planted on May 11, 1974, at the Hull mine site, 6 mi west of Oskaloosa, Iowa. The field 
planting was similar to a three-level factorial design, with 12 planting sites resulting from the 
combination of three slope classes-level (0-9% slope), medium (9-30% slope), and steep (over 
30%); two aspects-northeast and southwest; and two pH classes-less than and greater than 
4.0 (as measured in the field). Slope and aspect were used to index water stress in this study 
because they largely determine how much insolation is available on a particular site for 
evapotranspiration. In the north temperate zone, southwest aspects receive the most, the 
northeast aspects the least, total radiation during the growing season. Also, slopes that are 
most normal to the sun's rays receive more insolation than slopes not facing the sun as directly. 
Four plants of each species were planted at each of the 12 sites. Although the number of 
plants per site was low, this arrangement provided survival data and allowed some assessment 
of tolerance to water stress (slope and aspect) and soil reaction by the locust and poplar. 
The trees were harvested September 30, 1974, after one season's growth. During harvest-
ing, spoil samples were removed adjacent to the plants' roots and measured for pH in both 
water and 0.01 M CaCh (1 :2 by weight, soil to liquid). Plant variables measured were 
survival; root, stem, and leaf oven-dry weights (70°C, 48 hr); nodule number per plant; length 
of longest root; stem length; percentage of Nin roots, stems, and leaves; and percentage of P 
in roots. 
The data were analyzed by two statistical techniques: t-tests for groups of unpaired 
observations with unequal variances (Steele and Torrie, 1960), and canonical correlation. 
Also, direct observation of plant characteristics provided additional information. 
RESULTS AND DISCUSSION 
The most obvious result of this study was the gross difference in survival between the 
locust and the poplar. About 60% (29 of 48) of the locusts survived, but only about 10% 
(5 of 48) of the poplars survived until harvest. This large survival difference strongly indicates 
that some factor other than chance caused the survival difference. Despite the few surviving 
poplars, comparisons can be made cautiously between the two species. 
The few surviving poplars had fewer and longer roots than did the locusts (Table 1). 
Conversely, the locust roots were generally shorter and more evenly distributed around the 
plants. Unless the spoil material around the locust roots was uniformly better than that 
around the poplar roots, this indicates that the locusts have a greater tolerance of toxic metals, 
or of low moisture and nutrient levels, a greater ability to extract nutrients from acid spoil 
(particularly N), or some combination of these. 
Table 1. Characteristics of Arnot bristly locusts and Crandon hybrid poplars grown on acid 
coal spoils (sites pooled). 
Variable 
Plant dry weight, g 
Root dry weight, g 
Stem dry weight, g 
Leaf dry weight, g 
Root N, % dry wt 
Leaf N, % dry wt 
Root P, % dry wt 
Root length, cm 
Number of plants 
Arnot 
bristly 
locust 
2.44 
.80 
.65 
.99 
1.54 
2.08 
.15 
39.5 
22 
*Significant difference between the 5% and 20% levels. 
Crandon 
hybrid 
poplar 
4.05 
1.98 
.96 
1.10 
.80* 
2.58 
.14 
74.0* 
4 
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The average P percentages in the roots of both species were very similar, but the locusts 
averaged nearly twice as much root N as the poplars (Table 1). Because of the small difference 
in root P content and because available N usually is scarce in coal spoils, the difference in 
plant survival may be related to differences in N metabolism between the two species. Nearly 
all the locusts had some root nodules (usually within the Jiffy-7 pellet), and although there 
was no direct evidence that N was being fixed symbiotically by the locust, it is conceivable 
that the presence of nodules and differences in root N were causally related to survival. 
Although most legumes, aside from Robinia fertilis cv. Arnot, R. pseudoacacia, and Lespedeza 
sp., are intolerant of acid conditions, nonleguminous N fixers (such as Alnus sp.) can tolerate 
acid conditions (USDA, 1973). The ability to fix N does not make plants intolerant of acid 
conditions and may be, in some plants, a definite aid for survival on acid, coal-spoil material. 
Spoil pH at first seems only slightly related to plant survival and performance. Survival 
and plant characteristics for Arnot bristly locust are similar above and below pH 4.0. However, 
the values for root nitrogen, nodule number, and root length are significantly smaller (at the 
20% level) for locusts from spoil below pH 4.0 (Table 2). This trend is supported by the 
positive canonical correlation of pH measured in 0.01 M CaC1 2 with root P and N (Figure 1). 
Also, when a p.!-I of 3.5 was used as a dividing line, nearly four times as many plants survived 
above pH 3.5 as below. This rough pl-I ranking, considered with the positive canonical 
correlations of pH with root P and N, indicates that low soil pH decreases the availability of 
these nutrients. This could inhibit root growth and further limit the amount of nutrients and 
water available to the plant. 
Table 2. Characteristics of Arnot bristly locust from pH classes above and below pH 4.0. 
Variable 
Plant dry weight, g 
Root dry weight, g 
Stem dry weight, g 
Leaf dry weight, g 
Root N, % dry wt 
Leaf N, % dry wt 
Root P, % dry wt 
Root length cm 
Number of nodules 
Number of plants 
under 4.0 
2.30 
.76 
.67 
.88 
1.29 
2.17 
.13 
45 
23 
12 
*Significant difference between the 5% and 20% levels 
pH Class 
over 4.0 
2.59 
.84 
.63 
1.12 
1.84* 
1.99 
.18 
33* 
30* 
10 
Aspect seems to have had little effect on the survival of Arnot bristly locust. The number 
of surviving plants on each aspect is nearly the same. Root N, leaf N, and nodule number, 
however, were greatest with plants from the northeast aspect (Table 3). This aspect should 
be the most moist. Although only five observations were available for the poplars, their 
values for leaf N and root N follow the same pattern (Table 4). 
Domingo and Gordon (1974) found that water stress affected poplar root growth more 
than top growth. Less root growth and a greater difficulty in assimilating nutrients on dry 
sites could have caused the observed differences. However, the rest of our data for poplar 
root and top growth do not follow this pattern. Here, the plants from the southwest aspect 
had both longer roots and a greater root mass. Although this could imply that dry sites result 
in greater root growth, these observations are more likely a result of too small a sample size 
and confounding in the experimental design. Also, because soil moisture tension was not 
measured, it is not possible to state with certainty that plant growth differences on the two 
aspects are the re5ult of water stress. 
The effects of slope on plant survival may also be associated with water stress from 
insolation. On both aspects, locusts from steep slopes seemed to survive nearly as well as 
locusts from the level areas; locusts from the moderate slopes, however, did not do as well 
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(Table 5). Also, the surviving poplars were from the steepest slopes on both aspects. During 
the growing period, the moderately sloping southwest aspects would have been most normal 
to the sun and would have received more direct insolation than the flatter or steeper areas. On 
the northeast aspects, the steepest slopes would receive the least direct insolation. Again, 
because of the confounded design of the experiment, differences in growth cannot be ascribed 
directly to differences in percentage slope. Bowever, the low survival on slopes receiving the 
most direct insolation should further indicate that water stress can help cause mortality on 
coal spoils. 
Table 3. Characteristics of Arnot bristly locust from southwest and northeast aspects. 
Variable 
Plant dry weight, g 
Root dry weight, g 
Stem dry weight, g 
Leaf dry weight, g 
Root N, % dry wt 
Leaf N, % dry wt 
Root P, % dry wt 
Root length, cm 
Number of nodules 
Number of plants 
** Significant difference at the 5% level 
Southwest 
2.61 
.77 
.71 
1.12 
1.20 
1.'76 
.17 
42 
30 
12 
* Significant difference between the 5% and 20% levels 
Aspect 
Northeast 
2.23 
.83 
.48 
.82 
1.95** 
2.48* 
.14 
37 
62 
10* 
Table 4. Characteristics of Crandon hybrid poplar from steep slopes on northeast and 
southwest aspects . 
Aspect 
Plant Variable Southwest Northeast 
Plant dry weight, g 6.58 1.19 
Root dry weight, g 3.09 .66 
Stem dry weight, g 1.64 .24 
Leaf dry weight, g 1.84 .29 
Root N, % dry wt .32 1.35 
Leaf N, % dry wt 1.16 4.54 
Root P, % dry wt .08 .20 
Root length, cm 82 55 
Number of plants 2 3 
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Table 5. Growth characteristics of Arnot bristly locust from three slope classes - significant 
differences tested between flat and steep slopes. 
Slope 
Flat Moderate Steep 
Plant Variable 0-9% 9-30% over 30% 
Plant dry weight, g 2.12 .92 3.52* 
Root dry weight, g .70 .28 1.36** 
Stem dry weight, g .55 .28 .91 
Leaf dry weight, g .87 .37 1.25 
Root N, % dry wt 1.55 1.01 1.42 
Leaf N, % dry wt 2.05 2.07 2.27 
Root P, % dry wt .20 .06 .14* 
Root length, cm 30 25 61 ** 
Number of nodules 41 16 40 
Number of plants 10 3 9 
** Significant difference at the 5% level 
* Significant difference between the 5% and 20% levels 
CONCLUSION 
This study showed that Arnot bristly locust is more hardy on a variety of acid coal-spoil 
sites than is Crandon hybrid poplar. Most probably the reason for the locust's superiority is 
its ability to produce enough roots in an adverse substrate to supply the top of the plant with 
adequate water and nutrients. This superior ability for root growth may be associated with 
the plant's N-fixing potential and possibly is related to changes in the rhizosphere that could 
keep out toxic ions and facilitate the uptake of nutrients. Comparative studies on the root 
physiology of the two plants will be necessary to determine definitely the reasons for their 
differential survival. 
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SYRINGEAL HISTOLOGY. VIII. Short-billed marsh wren, Cistothorus platensis stellaris 1 • 
Charles J. Ellis2 
ABSTRACT. Histology of the syrinx of the short-billed marsh wren, Cistothorus platensis 
stellaris, is described. This report is based upon information gleaned from syringes salvaged 
from birds killed in collisions with a 2000-ft television transmitting tower. 
TRODUCTION 
Since Ellis and Thome (1975a) presented histologic data on house wren, Troglodytes 
aedon, material for short-billed marsh wren, Cistothorus platensis stellaris, has become avail-
able. The latter is presented, therefore, in this series (Ellis, 1973, 1976 ; Ellis and Thome, 
1975a, 1975b) of syringeal descriptions. Much effort expended in the series was directed 
towards salvaging histologic information from thousands of birds killed in collisions with a 
2000-ft television transmitting tower. This information is important because of the scarcity 
of the tissue even though the report is based upon imperfect material. Further comments 
were presented earlier and a review of syringeal histology literature was presented (Ellis, 1973, 
1976). 
MATERIALS AND METHODS 
After thawing, 2 male and 1 female syringes from short-billed marsh wrens were decalci-
fied, sectioned at about 8 µm and stained with hematoxylin and eosinor Matson's trichrome 
(Ellis, 1976). Each syrinx was sectioned in one of three planes, frontal, cross, or sagittal-
parasagittal. An attempt was made to mount sections passing through similar regions from 
these three planes on the same slide. While this was not completely successful, the effort 
resulted in fewer slides and an easier method of comparing sections from the three birds. 
Drawings were made with the aid of a microprojector. Slides were produced by Montana 
Microscopic, Milltown, Montana. 
RESULTS 
Antepessular region 
Tracheosyringeal boundary. This border was located at the cranial discontinuity of the 
syringeal tube, which indicated the location of the last tracheal ring. 
Syringeal tube. This structure projected approximately 400 µm cranially from syringeal 
ring # 1. 
Epithelium. This tissue layer was deteriorated in all birds. However, evidence of its 
existence could be seen under all stains. In this region epithelial details were not observable 
because of cellular debris clinging to the luminal walls. 
Lamina propria. This was scarce but loose connective tissue. 
Rings. No rings existed in this region. 
Outer layer. This _ tissue consisted of intrinsic striated musculature together with its 
epimysial covering. Celia patches were not seen . 
1 This work was done at the Howard K. LaFlamme Memorial Research Laboratory, Depart-
ment of Zoology, Iowa State University, Ames, Iowa 50011. 
2 Associate Professor, Department of Zoology, Iowa State University , Ames, Iowa. 
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Antepessular-pessular boundary. Because epithelial cilia were not located with certainty 
and because this boundary was first described on the basis of the presence or absence of such 
organelles, this border was not determined precisely. However, it was assumed to lie midway 
between the caudal and cranial extremities of the cross section of the pessulus seen in syringeal 
midfrontal section. 
Pessular region 
Pessulus. The flatter end of this structure lay dorsal to the dorsal terminations of syringeal 
rings. The pessulus was mainly osseous tissue, but at certain levels it included cartilage wings 
projecting ventrocaudally. In cross sections the pessulus usually was triangular and was aligned 
dorsoventrally. Striated muscle was attached to its wings (Figure 2). 
Epipessular tunic. This tissue layer was not sePn at all levels. When present, it was 
insignificant. 
Epithelium. The only epithelium in this region that can be described covered the pessulus. 
It was deteriorated in these specimens but cilia and multicellular glands were present. 
Lamina propria. Like the epithelium, the only lamina propria reasonably intact was on 
the pessulus. This layer was thin. 
Outer layer. This consisted of striated muscle and its associated epimysial covering. 
Patches of cilia were not seen on the most lateral portions. 
Medial syringeal valves. These trilamellar structures consisted of a dense, connective-
tissue core covered on both sides with loose connective tissue. Epithelia covered these valves, 
but a description of these would be unreliable. The valves were situated between the pessular 
base and the cranial ends of the medial tympanic membranes. These valves were also present 
in sections dorsal to the dorsal termination of the pessulus. 
Lateral syringeal valves. Like the medial syringeal valves, these terminated dorsal to the 
dorsal end of the pessulus. These valves were arranged so that dense connective tissue lay 
juxtaposed the crural epithelium. Their density became less as syringeal rings were approached. 
This formation of tissue was particularly evident in sections stained with a trichrome dye. 
Medial tympanic membranes. Together with the medial syringeal valves these terminated 
dorsal to the dorsal end of the pessulus. They were trilamellar and constructed similarly to the 
syringeal valves, except the latter were thicker. They were oriented vertically and located 
between the medial syringeal valves and the cranial end of the medial crural walls seen in 
syringeal midfrontal section. 
Lateral tympanic membranes. These were absent. 
Intercrural diverticulum. In a cross section of the pessular region this diverticulum was 
formed in part by striated muscle and its epimysium lying in the frontal plane. In a cross 
section of the diverticulum (syringeal frontal section), it was formed by medial syringeal 
valves, medial tympanic membranes, pessular base, and intercrural bridge. 
Intercrural bridge. This structure was formed partly by the bronchidesmus. It served as 
a tissue link between the two crura, and its location coincided with the caudal end of the 
medial tympanic membranes. 
Rings. The syringeal rings were enumerated as seen in midfrontal plane. Five such rings 
existed, with the 4th and 5th rings arranged so that their lateral ends (in cross section) nearly 
touched (Figure 1). The longitudinal axes of cross section of these two rings were almost 
perpendicular to each other at some levels. 
Ring # 1 was extremely slight at dorsal levels of the crus (Figure 1). In fact, this ring 
existed only as the caudal end of the syringeal tube at certain levels. Typically, ring# 3 was 
the largest in cross sectional area and the 5th was thin and obvious at all levels. 
Interannular space between rings# 3 and # 4. This space was filled mainly with loose 
connective tissue and little striated muscle. 
Bronchidesmus. This thick, collagenous tissue layer lying between the syrinx and the 
esophagus projected into the intercrural diverticulum. It terminated on the dorsal aspect of 
each syringeal crus in certain syringeal cross sections. In some sections it formed an S-curve; 
in many sections it was thin when close to the esophagus, thicker where it contacted the crura. 
Pessular-postpessular boundary. This border coincided with a line drawn between the 
5th rings through the caudal ends of the medial tympanic membranes in syringeal frontal 
sections. 
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Figure 1. Midfrontal section of short-billed marsh wren syrinx (mainly pessular region), with cellular details omitted . 
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Figure 2. Cross section of short-billed marsh wren syrinx showing medial tympanic membrane (right), medial syringeal valve (left), 
bronchidesmus, and close syringeoesophageal relationship. 
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Postpessular region 
Epithelium. This tissue was in the same condition as that in the other two regions. 
Lamina propria . This tissue was scarce but loose connective tissue. 
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Crural demirings. The dorsomedial portions of these C-shaped rings were cartilaginous; 
ventromedially they were bone (Figure 2). The bony portions formed part of the ventral 
aspect of each ring, which curved around the ventral side of each crus and continued onto 
the lateral portion thereof. The open portion of each ring was situated medially . In some 
crural cross sections an overlap was seen between bony portions of one ring and the carti-
laginous portions of an adjacent ring. 
Syringeopulmonary boundary . This border was not located because of Jack of tissue. 
DISCUSSION 
Because histology of short-billed marsh wren and other passerines so far reported were 
quite similar and because the tissue studied here was imperfect, minute details are not presented. 
However, histology of the syrinx of this bird has not been described previously. 
Sexual differences were not noted even though sections from both sexes were examined. 
However, because each syrinx was cut in a plane different from the others, any such differ-
ences may not have been seen. 
The bronchidesmus, a layer of collagenous tissue, can be stretched laterally without 
causing displacement of other organs. If this tissue were moved vertically in either direction, 
the syringeal crura to which it was attached would not necessarily move in accord . This 
failure to follow the movement of the bronchidesmus despite an attachment between the 
structures seems likely because of the S-shape configuration of the bronchidesmus at these 
attachment sites (not shown in Figure 1). This shape could act as a hinge isolating the crura 
from the movements of the esophagus, closely attached to the bronchidesmus. Such a 
possibility would be relevant in determining possible influence upon sound production by the 
syrinx of a bolus passing along the esophagus. 
This species was noteworthy for its short, bony, syringeal tube and its obvious 5th 
syringeal ring. Although reported in house wren (Ellis and Thome, 1975a), X-cells were 
not seen in short-billed marsh wren. 
Ciliary patches have been found in close association with syringes of other birds (Ellis, 
1973). However, when observed, these patches were part of an air sac wall that had been 
removed with the syrinx. The lack of these cilia on the "outer layer" of short-billed marsh 
wren may be attributable to the method of removing the syringeal complex. 
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CHARACTERISTICS OF WIND AND WIND ENERGY IN row A1 
E. S. Tak.le, J.M. Brown, and W. M. Davis2 
ABSTRACT. A hvbrid Weibull distribution is found to characterize satisfactorily Iowa wind-
speed data from ~n instrumented tower and from the National Climatic Center. Average 
wind speed (also available wind energy) is least in July and August, increases generally through 
the fall and winter to a maximum in April, thence decreases to the summer minimum. Annual 
totals of wind power can differ by 20% in adjacent years. A power-law relationship is used to 
characterize wind variation with height, with the increase with height being greatest (least) 
during nighttime (daylight) hours when wind speeds are least (greatest). Annual average 
wind speeds are slightly higher in western and northwestern sections of Iowa than elsewhere. 
A wind-power rose indicates that most wind power is associated with winds from the SE 
through SW and WNW through NNW. Power output characteristics df a 100 KW and a 6KW. 
generator are combined with wind-speed distributions to model energy production of these 
machines in Iowa. 
INTRODUCTION 
Wind has been suggested as a possible replacement for, or supplement to, conventional 
sources of energy. This report summarizes the characteristics of wind and wind energy at 
several locations in Iowa. Seasonal, diurnal, and spatial (both horizontal and vertical) 
variations in wind and wind energy are described. A hybrid Weibull distribution is used to 
describe the probability of occurrence of various wind speeds. Power output characteristics 
of two distinctly different-sized, wind-driven electrical generators are used as input to a model 
that simulates the electrical energy generation using Iowa wind characteristics. 
DATA SOURCES 
Ames Laboratory 
The data for this part of the study were collected from a 32-m instrumented tower 
operated in conjunction with the Ames Laboratory Research Reactor located at the north-
western edge of Ames. The terrain is gently rolling, with variations of less than 10 m for 0.9 km 
in all directions except the northwest where, at about 0.4 km, there is a 25-m drop to Onion 
Creek. The fetch consists of short grass for at least 60 m in all directions. Beyond 60 m to 
the south is agricultural land, to the west and east beyond 185 mis woodland, and to the north, 
at about 150 m, are the reactor building and offices with a maximum height of 16 m. 
Airways 339A counting-type anemometers were located at 2, 4, 8, 16, and 32-m levels 
on the tower. The wind measurements recorded for a given hour represent averages over the 
period beginning on the hour and ending 11.5 min after the hour. Wind direction was re-
corded continuously at 16 m, and an hourly average direction was assigned, based on the 
recorded behavior of the wind vane over the entire hour. 
1 Journal Paper No. J-8750 of the Iowa Agriculture and Home Economics Experiment Station, 
Ames, Iowa 50011. Project 2116. 
2 Associate Professor of Climatology and Meteorology, Departments; of Agronomy and Earth 
Science; Assistant Professor of Meteorology, l)epartment of Earth Science, Iowa State Uni-
versity, Ames, Iowa 50011; and Meteorologist, Geophysical Fluid Dynamics Lab., Princeton, 
New Jersey 08540. 
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The 8-year period from 1 January 1963 through 31 December 1970 was the basic data 
set used in this part of the study. Of the 70,128 total hours for this 8-year period, down time 
resulting from power outages, maintenance schedules, and equipment failure amounted to 
2,794 hours, or 4% of the total period. 
Wind-speed instruments were calibrated initially by using the wind tunnel calibration 
facilities at the Massachusetts Institute of Technology. Anemometers were cleaned and lubri-
cated annually thereafter. Annual comparisons of anemometer response were conducted by 
running all anemometers simultaneously and continuously at a common height for several 
hours . These tests consistently revealed the relative precision of the anemometers to be much 
better than 1 %. 
National Climatic Center 
There is a long history of wind measurements taken by National Weather Service or 
Federal Aviation Agency officials as part of standard hourly observations made at airports in 
support of aviation operations. Hourly observations beginning about 1945-1948 (3-hourly 
after 1 January 1965) from many of these airport locations are available on magnetic tape 
from the National Climatic Center, Asheville, North Carolina. For this study we procured 
data tapes for Des Moines (1945-1974), Sioux City (1948-1968), and Burlington (1948-1968). 
The choice of these stations was based on length of record and geographical location. These 
tapes were written in TDF-14 format, incompatible with ordinary FORTRAN. This required 
the tapes to be rewirtten in FORTRAN-compatible format before any processing of the wind 
data could begin. 
The sensitivity of wind-power levels to wind-speed values demands that wind speeds be 
measured accurately and uniformly if interstation comparisons are to be made. Neither the 
method of wind measurement nor the uniformity and representativeness of instrument 
exposure have been the most desirable for wind-energy assessments. 
The reported wind speed is a 1-min average estimated by the observer from watching the 
instantaneous wind-speed indicator. This procedure is identical for both National Weather 
Service and Federal Aviation Agency observers. It is not known to what extent this procedure 
introduces error into the measurements. 
Before the early 1960's, anemometers were usually mast-mounted atop buildings of 
various sizes and shapes. Since that time, wind-instrument exposure has been standardized 
and improved by mounting anemometers at a height of about 20 ft over grassy areas far 
removed from buildings or other major obstacles. A detailed description of wind-instrument 
exposure is, therefore, an essential part of wind data for a given site. Some peculiarities 
(e.g., height) can be quantified and corrected with reasonable success. The effects of other 
features (e.g., presence of buildings, terrain features, vegetative changes), although they can 
be estimated only in qualitative terms, provide vital information for interpretation of the 
results of wind-power calculations. On the basis of station histories of the anemometer 
exposure at Des Moines, Sioux City and Burlington, we assigned a subjective Data Quality 
Code to each instrument-exposure period. In order of decreasing quality, the Data Quality 
Codes are as follows : 
1 
2 
3 
Description 
Runway Exposure 
Reasonable building-mounted exposure (e.g., tall mast on 
flat roof of uniform height) 
Poor building-mounted exposure (rounded or pitched roof 
or flat roof with several different levels). 
WIND-SPEED CHARACTERISTICS 
Weibull Statistics 
The characterization of climatological variables is best achieved by finding a mathematical, 
statistical function that most closely fits the data. Once the data are thus described, many 
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applications of these data reduce to mathematical manipulation rather than tedious calcula-
tions from the raw data. The credibility of the results of such applications, however, is 
limited by the fidelity of the statistical function in describing the original data. 
So-called "normal" statistics are often applicable to weather phenomena. Some weather 
variables, such as rainfall amounts, cannot be described by the normal distribution function 
because of unique characteristics of the phenomena. Wind data, like rainfall amounts, demand 
a more sophisticated statistical description because of the "skewness " of the distribution. 
The two predominant characteristics of a distribution of wind speeds are (1) the 
smallest value observable is zero, and (2) the largest observable value is (theoretically) un-
limited except at extremely high values. Two candidate distributions are the log-normal and 
the Weibull. Each has disadvantages however, so both were tested on the Ames Laboratory 
wind-speed data. By using a chi-squared "goodness-of-fit" test, we observed the Weibull to 
be far superior to the log-normal distribution for applications to wind speed. The limitations 
of the Weibull are that low wind speeds are not appropriately accounted for theoretically. 
We have minimized this deficiency by defining a hybrid density function, which adds a discrete 
probability of observing zero wind speed to the continuous Weibull density function that 
gives the probability of observing any nonzero wind speed. 
The Weibull distribution is one of a class of "extreme-value" distributions. As such, it 
finds application in fields requiring accurate information on the "tail end" of the distribution. 
This feature makes the Weibull even more attractive for wind-power assessments because only 
the high wind-speed end of the distribution contributes substantial energy to the total derivable 
from a wind-driven generator. Justus, Hargraves, and Yalcin (1976) have applied the Weibull 
distribution to select Weather Service Data. 
The two-parameter Weibull density function is given (Johnson and Kotz, 1970) by 
(1) 
where k is the shape factor and c is the scale factor closely related to the mean value of the 
variable x. This equation gives the probability per unit x-value that the value x (i.e., any given 
wind speed) will occur. The corresponding cumulative distribution function is given by 
F~ (x) = 1 - exp [- ( ~ J k J (2) 
where FW(x) gives the probability of observing the value x or less. Note that if x = 0, FW(O) = 0, 
and if /tecomes very large, F~(x)+l; this shows the deficiency of the Weibull in d~cribing 
the low wind-speed values in that it gives a zero probability of observing a wind speed of zero 
(calm). 
Letting x equal wind speed, the raw data are used to determine the parameters ,k and c 
by the method of maximum likelihood estimation. To perform this calculation, we sum-
marized each data set (e.g., all January wind-speed measurements at 32-m height on the Ames 
Laboratory tower) into count bins, each bin representing a discrete number of anemometer 
counts over the 11.5 min period (one count represents the passage of 1/60 mi of wind). This 
gave us N wind-speed bins where N was the highest number of counts per 11.5 min recorded 
for that data set. Each bin could then be characterized by the bin number and the number 
of observations of that particular wind speed; that is, bin i would have Ai observations. 
The maximum likelihood estimators k and c of k and c, respectively, satisfy the equations 
h 
[ N-l I A. x . k -1 l / k c = 
i=l 1 l 
-1 
(3) 
lfI l p . k1-1 -1 N r k I k= A.x . X. n x. A x I -N A. ,\',n x. l 1 l J i=l i i J i=l l l. (4) 
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These equations differ slightly from those of Johnson and Kotz (1970), reflecting a 
simplification for our application. The value of k must be obtained from Equation 4 and 
then used in Equation 3 to find c. Equation 4, however, is a transcendental equation that 
requires an iterative process to achieve a solution. A "first guess" was made of the value of k. 
This was put into the right-hand side of Equation 4 and a new value calculated for k. This 
would be reinserted into the right side of Equation 4 and a second value fork obtained. By 
use of a three-point accelerated convergence routine, convergence to within 0.2% was achieved 
in 3 to 10 iterations depending on the difference between the first guess for and final value 
of k. The value of c was then computed, and the number of observations of zero wind speed 
printed. 
A hybrid density function can then be defined as 
(5) 
where F 0 is the probability of observing zero wind speed and o(x) is the Dirac delta function. 
The corresponding distribution function is then 
(6) 
Seasonal and annual variation 
The Weibull density function was fit to the various data sets by the maximum likelihood 
method. An alternate method is to fit the logarithm of the distribution function to a straight 
line by using.the linear least-squares technique. This is the method used by Justus et al. (1976). 
Thom (1954) judges this technique inferior to the maximum likelihood estimation procedure, 
however. 
The maximum likelihood estimation procedure was applied to wind-speed data sets 
corresponding to each month and annual total. Each data set consists of 8 years of hourly 
data taken at the Ames Laboratory tower. The raw data, grouped in 0.5 mis intervals, and 
the calculated Weibull curve are shown in Figure 1 for the annual total for the 32-m level. 
The ordinate of the graph gives the probability per 0.5 mis that the wind speed given by the 
abcissa value will occur. The circle located on the ordinate of the graph gives the probability 
of observing zero wind speed. This corresponds to F 0 in Equations 5 and 6. Table 1 sum-
marizes the values of F 0 , k, and c for each month and an annual average for three levels on 
the Ames Laboratory tower. Table 2 gives the resulting values of F 0 , k, and c by using data 
sets consisting of entire years. 
The mean wind speed for any data set can be calculated from the Weibull parameters 
with the equation 
v = c(l-F o) f (l+llk) (7) 
where vis the mean wind speed and r (x) is the gamma function of x. 
The variance of the wmd speed can be calculated from 
- 2 2 - 2 (v-v) = c f(1+2lk) (l- F0 ) - v • (8) 
The standard deviation of the wind speed is the square root of the variance. Table 3 gives 
mean wind speeds for the Ames Laboratory data for each month, calculated both from raw 
data and from the method devised from Weibull statistics. The agreement is very good and 
adds credence to the use of Weibull statistics to describe wind-speed data. 
The curve-fitting procedures were also applied to data from the National Climatic Center. 
Representative graphs of data from Des Moines, Sioux City, and Burlington are shown in 
Figures 2, 3, and 4, respectively. For ease of graphing, these are plotted as they are reported, 
namely in units of knots, where 1 knot = .515 mis. The low wind-speed tail was slightly 
smoothed to compensate for anemometers that have a threshold of about 2-3 knots. 
Evidence of human biases is revealed in these plots. The predominance of observations 
of wind speeds of 5, 8, 10, 12, 15, 18, and 20 knots and the relatively low number of oc-
currences of 6, 9, 11, 13, 16, and 19 knots suggests a tendency to report wind speeds as even 
integers or multiples of 5. The Weibull curve seems to average these oscillations reasonably well. 
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Table 1. Weibull parameters calculated for three levels on the Ames Laboratory Meteor-
ological Tower by using hourlv data from 1963 through 1970. 
32 m 16 m 2M 
MONTH F . k c F . k c F . k c 
JAN .0052 2.235 5.489 .0052 2.153 4.452 .0096 2.000 3.533 
FEB .0028 2.251 5.489 .0041 2.093 4.509 .0125 1.785 3.413 
MAR .0025 2.184 5.973 .0044 2.021 4.967 .0156 1.804 3.806 
APR .0045 2.216 6.362 .0040 2.071 5.322 .0157 1.773 4.034 
MAY .0042 2.135 5.679 .0063 1.952 4.753 .0202 1.637 3.549 
JUN .0083 2.231 4.968 .0083 2.012 4.153 .0192 1.689 3.039 
JUL .0087 2.335 4.187 .0071 2.100 3.412 .0319 1.726 2.447 
AUG .0075 2.201 4.211 .0137 1.953 3.409 .0514 1.558 2.349 
SEP .0079 2.230 4.512 .0077 1.971 3.606 .0431 1.592 2.562 
OCT .0028 2.313 5.433 .0071 2.109 4.481 .0176 1.766 3.272 
NOV .0031 2.202 5.305 .0037 2.063 4.322 .0099 1.820 3.273 
DEC .0022 2.180 5.266 .0041 2.058 4.278 .0087 1.859 3.306 
AVE 2.226 5.237 2.046 4.305 1.751 3.215 
ST DEV 0.055 0.845 0.065 0.770 0.122 0.706 
TOTAL 2.125 5.260 1.958 4.319 1.672 3.227 
Table 2. Weibull parameters calculated for annual data sets by using hourly data from the 
32-m level on the Ames Laboratory ~/reteorological Tower. 
1963 1964 1965 1966 1967 1968 1969 1970 AVE ST DEV 
k 2.024 2.089 2.250 2.186 2.017 2.182 2.117 2.253 
c 5.074 5.667 5.205 5.168 5.274 5.492 4.907 5.256 5.255 0.412 
Table 3. Mean and standard deviations of wi_!!__d speeds by using raw data (V r) and Weibull 
parameters derived from raw data (V w) from the Ames Laboratory tower. All wind 
speeds are given in m/s. 
32 m 16 m 2m 
vr vw SDr SDW vr vw SDr vr vw SDr 
JAN 4.89 4.86 2.21 2.27 3.97 3.94 1.84 3.16 3.13 1.54 
FEB 4.89 4.85 2.20 2.30 4.02 3.99 1.92 3.07 3.04 1.64 
l\11AR5.31 5.28 2.47 2.50 4.42 4.40 2.20 3.42 3.38 1.82 
APR5.66 5.61 2.60 2.71 4.73 4.71 2.31 3.62 3.59 1.97 
MAY5.05 5.01 2.40 2.49 4.23 4.21 2.18 3.20 3.17 1.88 
JUN 4.43 4.36 1.99 2.12 3.70 3.68 1.83 2.74 2.71 1.53 
JUL 3.74 3.68 1.60 1.71 3.04 3.02 1.43 2.21 2.18 1.19 
AUG3.76 3.70 1.70 1.81 3.04 3.02 1.53 2.13 2.11 1.26 
SEP 4.02 3.97 1.80 1.91 3.21 3.20 1.62 2.32 2.30 1.35 
OCT4.84 4.80 2.11 2.22 3.99 3.97 1.90 2.94 2.91 1.60 
NOV4.73 4.68 2.16 2.27 3.85 3.83 1.86 2.93 2.91 1.55 
DEC4.69 4.65 2.17 2.27 3.81 3.79 1.85 2.96 2.94 1.54 
TOT4.68 4.68 2.22 3.85 3.81 2.91 2.86 
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Table 4 gives Weibull parameters derived from National Climatic Center data divided into 
integral-year periods of constant anemometer exposure. The value of k generally increases as 
the Quality Code decreases: the spectrum of wind-speed values becomes more peaked (less 
spread out) when fewer obstructions are present to influence the flow patterns. 
Table 5 shows year-to-year behavior of Weibull parameters and wind speeds for Des 
Moines during a period of constant anemometer exposure. Annual mean wind speeds are 
observed to vary by as much as 20% from year to year over this 8-year period . 
The data from Sioux City from 1959 through 1964 and Des Moines for the year 1964 
were subjected to an analysis to determine the credibility of the 3-hourly data (8 measure-
ments per day) as compared with the hourly data (24 measurements per day). For both sites, 
the resulting Weibull parameters are virtually identical (0 .01-0.5% difference), suggesting that 
3-hourly data are certainly adequate for wind-energy assessment. 
Height Variation 
Wind speed generally increases with height above the surface of the earth. Profiles of the 
wind-speed variation with height are often described by a logarithmic, log-linear, or power-
law relationship (Businger, 1973). In practical applications, where a minimum of meteor-
ological data is available, the power-law relationship has been used quite extensively. This 
relationship is given by 
:: , l :J (9) 
where V1 and v2 are the wind speeds at height Z1 and Z2 , respectively, and (3 is some number 
usually in the range of 0.05 ~ (3 :::;: 0.5, depending on such factors as surface roughness, 
atmospheric stability, and height above the surface. The procedure most frequently followed 
is to assign (3 a value of 117 (=.14). This assumption was tested in various ways by using the 
Ames Laboratory meteorological-tower data. From simultaneous measurements of wind 
speed at five levels on the tower, a weighted-average (3 was calculated by using all 10 possible 
combinations of pairs of data points as follows: 
S = 1/86 2_32 + l /lOS2_16 + 1/1262_8 + l/ 30B2_4 + 1/884_12 
+ 1/ 1084-16 + l/1 2B4-8 + l/ 8B8-3 2 + 1/1068-16 + 1/8616-32, (10) 
where (3i-j is the value of (3 calculated from Equation 9 with wind speeds at height i and j. 
The seasonal and diurnal behavior of (3 is shown in Figure 5. Figure 5 shows a significant 
difference between the daytime and nighttime values of (3 . This behavior is to be expected 
because, as the atmosphere becomes stable during the early evening, the flow near the surface 
decouples from the flow aloft. This leads to a greater "wind shear" or change of wind speed 
with height. 
Daytime values of (3 do not vary appreciably throughout the year, always remaining near 
.12. Nighttime values, however, are substantially higher in the summer than in the winter. 
Periods of wind speeds greater than 6 mis are usually accompanied by an atmospheric 
stability condition near neutral, where the {3 = 1/7 power law is most applicable. For isolated 
cases, we plotted P vs. wind speed to inspect (3 at wind speeds of interest to a wind-energy 
assessment. The (3 = 117 power law was observed to describe the data quite well for moderate 
to high wind-speed conditions (Takle and Brown, 1976). 
The most recent National Climatic Center data were taken at anemometer heights of 
20 ft in Des Moines and Burlington and 24 ft in Sioux City. To establish wind-speed 
characteristics at typical generator operating heights of 32 m (105 ft) and 64 m (210 ft), 
the Weibull wind-speed parameters were extrapolated with guidance from the vertical profiles 
from the Ames Laboratory data and results reported by Justus et al. (1976), who rely on 
data from four instrumented towers. The shape factor, k, is plotted as a function of height in 
Figure 6 for the 8-year data sets for three levels on the Ames Laboratory tower. We have 
then assumed the vertical variation to be the same for the National Climatic Center data, and 
Table 4. Weibull parameters for National Climatic Center data divided into periods of constant anemometer exposure. 
STATION FROM TO CODE k c(kts) Fu V w(kts) Vw(m/s) 
DSM 01/45 01 /49 3 1.931 10.746 .0054 9.48 4.88 (") 
01 /51 01/61 3 2.280 12.120 .0145 10.58 5.45 ;.:r: :i> 
* 01/62 01 /63 1 2.115 9.075 .1221 7.06 3.63 ;:d :i> 
01 /65 01175 1 2.385 10.772 .0429 9.14 4.70 (") >-3 
M 
~ 
sux 01 /48 01 /54 3 1.822 9.795 .0280 8.46 4.36 en >-3 
02/54 02/58 3 1.985 13.613 .0165 11.87 6.11 0 en 
01/59 01 /65 1 2.037 10.932 .0172 9.52 4.90 0 
'Tl 
** 01 /59 01 /65 1 2.032 10.946 .0172 9.53 4.91 ~ 
01 /65 01 /69 1 2.087 10.976 .0354 9.38 4.83 ~ 
:i> 
BRL 02/48 02/50 3 2.038 10.850 .0056 9.56 4.92 
z 
0 
01/51 01/65 2 2.266 10.641 .0236 9.20 4.74 ~ z 01 /65 01 /69 1 2.037 10.932 .0509 9.19 4.73 0 
~ 
z 
M 
;d 
*Results from this period may be suspect in view of abnormally high F 0 , possibly because of instrument failure . 
Cl 
>-<: 
**This entry covers the same period as the preceding entry except only 3-hourly rather than hourly data were used . z 
0 
~ 
:i> 
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Table 5. Weibull parameters for Des Moines (20 ft) by year. 
Year k c(kts) Fo V w(kts) V w{m/s) 
1963 2.255 10.222 .0739 8.39 4.32 
1964 2.465 12.182 .0331 10.45 5.38 
* 1964 2.476 12.184 .0321 10.46 5.39 
1965 2.521 11.440 .0675 9.52 4.90 
1966 2.418 10.570 .0699 8.72 4.49 
1967 2.299 11.228 .0576 9.37 4.83 
1968 2.444 11.611 .0492 9.79 5.04 
1969 2.563 10.684 .0473 9.04 4.65 
1970 2.477 10.549 .0212 9.16 4.72 
1971-74 2.323 10.414 .0290 8.9C 4.61 
*This entry covers the same period as the preceding entry except only 3-hourly rather than 
hourly data were used . 
Table 6. Calculation of n by using c derived from Ames Laboratory data. 
32-2 32-16 16-2 
January .159 .302 .111 
February .171 .284 .134 
March .163 .266 .128 
April .164 .258 .133 
May .170 .257 .140 
June .177 .259 .150 
July .194 .295 .160 
August .211 .305 .179 
September .204 .323 .164 
October .182 .278 .151 
November .174 .296 .134 
December .168 .300 .124 
Total .176 .284 .140 
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have extrapolated these to the 64-m level. These extrapolations exhibit the same general 
behavior as that reported by Justus et al. (1976) for towers at the Kennedy Space Flight 
Center, Florida, Wallops Island, Virginia, Hanford, Washington, and WKY-TV in Oklahoma 
City, Oklahoma. 
Justus et al. (1 976) determined the Weibull scale parameter, c, to depend on height, 
according to the relationship 
_2 = [2] n 
cl zl 
(11) 
where n = .23 ± 0.03. Using three combinations of levels, we calculated values for n for each 
month and for the total data set for the Ames Laboratory data. These results are given in 
Table 6 and show annual values ranging from 0.140 to 0.284 depending on the levels used. 
The value of 0.23 proposed by Justus et al. was presented as an average over several heights 
on towers much taller than the Ames Laboratory Tower (up to 400 m), and except for the 
Kennedy Tower, the lowest measurements were above 10 m. This suggests that the height 
from which data are extrapolated upward is important in determining the value of n. If a 
10-m or higher wind-speed measurement is to be extrapolated upward, an n value of .23 
would be reasonable (this is in approximate agreement with our value of .284 between 16 m 
and 32 m). However, if a measurement at a level less than 5 m is to be projected upward, an 
n value of .14 to .18 would be more appropriate . The most recent National Climatic Center 
data were taken at approximately 6 m, so n values of .23 and .143 were used to establish 
upper and lower limits on wind-speed characteristics at 32 m and 64 m. The results of these 
calculations are given in Table 7. 
Spatial Variation 
Climatological maps of annual average wind speed (U.S. Dept. of Commerce, 1968) and 
some published studies on wind-energy assessment (Justus et al., 1976; Reed, 1975) suggest a 
significant increase in average wind speed from east to west across Iowa. Because of the cubic 
dependence of meteorological power on wind speed, such a variation across the state is of 
potential importance. Comparison of the National Climatic Center data from Des Moines, 
Burlington, and Sioux City for periods of Data Quality Code 1 indicates that interannual 
variations are of the same order as variations between these stations, although a weak east-to-
west gradient of average wind speed is evident. 
To describe the geographical variation more accurately, annual-average wind speeds for 
all National Weather Service and Federal Aviation Agency stations in Iowa and adjacent areas 
published in the Climatological Data, National Summary for the period 1966-1975 were used 
to construct a map (Figure 7) of average wind speed (m/s) for this 10-year period. Isotachs 
(interval 0.5 m/s) are highly smoothed; an average wind speed interpolated from this analysis 
should be considered as representative of a large area, and not as the point value of average 
speed at a particular location. La Crosse, Wisconsin, Topeka, Kansas, and North Platte, 
Nebraska, are in rather deep, narrow river valleys, and averaged speeds from these locations 
are judged as substantial underestimates of the predominant wind speeds in their proximity. 
Rochester, Minnesota, seems to report anomalously high winds, probably resulting from very 
favorable terrain influences. Although the remaining stations seem to have more representa-
tive exposures, subtle terrain influences, possible instrument inaccuracy, and the subjective 
procedure used to estimate wind speed all contribute to some uncertainty in the data of 
Figure 7. 
The salient features of Figure 7 are a relative maximum of wind speeds near Lake 
Michigan , a slight minimum of wind speed over the relatively hilly terrain of Wisconsin, 
extending into Northern Illinois, a very slow increase in wind speed across eastern and central 
Iowa, Minnesota, and Missouri, with a more rapid increase in speed across western Iowa and 
eastern Kansas, Nebraska, and South Dakota , culminating in the windy High Plains. It is our 
opinion , in light of data from surrounding stations, that in spite of Sioux City's floodplain 
location, the average wind speed is not significantly reduced. 
On the basis of information presented in this section, we conclude that the average wind 
speed across Iowa varies by no more than 0.5 m/s, with the average increasing from east to 
west, the most rapid increase being in the northwest. We emphasize, however, that this 
Table 7. Extrapolation of Weibull parameters to 32 m and 64 m. 
Station Period 
Sioux City 01/65-01/69 
Des Moines 01/65-01/75 
Burlington 01/65-01/69 
Ames 01/63-01/71 
* Extrapolation using n = 0.143 
** Extrapolation using n = 0.230 
*** Extrapolation using n = 0.284 
Height (m) k 
7.32 2.087 
6.01 2.385 
6.01 2.037 
32.00 2.125 
Measured values 
c(m/s) 
5.650 
5.545 
5.628 
5.260 
~ 
r:-.;i 
r:-.;i 
Extrapolated values 
32 m 64m 
k c(m/s) k c(m/s) 
2.412 *6.976 2.615 *7.703 
"'*7.934 **9.305 >-3 
2.720 *7.027 2.924 *7.759 > ;;i;: 
**7.786 **9.523 t"" ~t:x:l 
2.365 *7.132 2.565 **7.874 c:i 
:::0 
**7.902 **9.665 0 ~ 
2.125 5.260 2.320 *5.808 ~z 
**6.169 ~ ::s 
Q.. 
***6.405 t:l 
> 
:5 
U"J 
/ 
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variation is slight, probably substantially less than could be found by comparing a hilltop site 
and a valley site within a typical Iowa county. 
The obvious discrepancy between average wind speed at Des Moines and at the 32-m 
tower in Ames calls for further comment. By using Figure 6 and Equation 11 with n = .14 to 
interpolate the an~ual averages of k and c to the National Weather Service height of 6 m, we 
obtain an implied V from Equation 7 of 3.34 m/s for the 1963-1970 period, compared with 
4. 7 m/s for the 1965:1974 period at Des Moines. This discrepancy is too large to be attributed 
to sampling error alone. Aside from possible instrument calibration problems, the following 
are possible explanations. (1) The Des Moines exposure favors higher average wind speeds. 
(2) Bias may be introduced into the National Climatic Center data by the subjective estimation 
procedure. We do not have enough information to determine whether either of these con· 
side rations explains the discrepancy. Clearly, this matter needs further clarification. 
WIND-ENERGY CHARACTERISTICS 
The power present in a stream tube of area A through which air of density p and speed 
V is flowing is 
P = l/2µAV3 (12) 
This is sometimes referred to as meteorological power. Meteorological power is useful in 
comparing sites, as Reed (1975) has done, and for studying seasonal and diurnal effects. 
Extraction of power from this stream tube of area A requires a reduction in V with corre-
sponding (ideally) power transfer to the impellor sweeping out area A. Not all power can be 
extracted, however, because this would result in a final wind speed of zero, presenting an 
unphysical situation. Golding (1955) has shown that maximum power is extracted when the 
exit wind speed is one-third the impinging wind speed. This gives an ideal generator power of 
.. 16 (1 J 
P = 2Y rAV ) . (13) 
Power losses attributable to blade feathering, bearing friction, DC-AC conversion, resistive 
losses, etc., will result in an efficiency factor less than the 16/ 27 given in Equation 13. An 
accurate assessment of actual energy available from a given generator can be made only if the 
power characteristics of the generator are known; that is, power output as a function of wind 
velocity must be known. We have calculated both meteorological power and generator-
delivered power from Iowa data. 
Meteorological Power 
Meteorological power per unit area was calculated for each hour of the 8-year period of 
32-m Ames Laboratory data by using Equation 12 with a seasonally adjusted density, p. These 
power values were added to get daily and weekly totals of meteorological energy. Weekly 
totals smooth out day-to-day variations in energy and simulate 7-day maximum energy-storage 
conditions. 
The results for bimonthly periods are plotted in Figure 8. The mean weekly energy per 
unit of collector area (area swept out by impellor blades) is given by the bold line in Figure 8. 
The distribution about the mean of actual data points for each bimonthly period is suggested 
by plotting energy per unit area values corresponding to the mean plus one standard deviation 
(labeled +a), the mean minus one standard deviation (labeled -a), the minimum weekly total 
observed during the 8-year record (labeled MIN), and the maximum weekly total observed 
(labeled MAX). The annual cycle shows greater-than-average energy in winter and spring and 
below average energy in summer and fall, the July-August mean being only 29% of the March-
April mean. This points out the serious problem of lack of reliability of wind energy through-
out the year, even allowing for 7-day storage capabilities. 
In scanning through the daily totals, one cannot help but be impressed by the very 
occasional high daily totals that occur. On these rare days, the wind speed remains at a high 
level for most of the 24-hour period, giving a total energy often in excess of several times the 
weekly average. Although these occurrences provide an impressive contribution to the total 
meteorological energy, their contribution to total energy extractable by a wind-driven gener· 
ator is less impressive (although still high) because most generators are considerably less 
efficient at these high wind speeds. 
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Total annual meteorological energy per unit area was calculated for 6 years of Ames 
Laboratory 32-m data to assess year-to-year variation in wind energy. The results were as 
follows: 
1965 1966 1967 1968 1969 1970 AVE ST. D 
ENERGY (KWH/m2 ) 971 985 1130 1184 877 995 1024 113 
· Although the sample is limited, these results suggest that 10% or larger variations in wind 
power from year-to-year may not be unusual. 
Proper siting of a wind plant would require knowledge of the direction from which the 
wind blows during periods of high wind power. Climatological wind roses give information 
about wind speed and direction, but, because power is proportional to the cube of the wind 
speed, a power rose is a more appropriate description of the directionality of wind power. 
Figure 9 gives the meteorological wind power rose for the Ames 32-m data. 
SIMULATED GENERATOR POWER 
To obtain a closer estimate of the electrical energy extractable from actual operating 
wind-driven generators, power output characteristics for representative electrical generators 
were applied to Iowa wind data. The ave·rage output of a generator is 
( '° 
p = J r(v )p (v )dv , (14) 
where P(v) is the power produced by the generator at wind speed v, and p(v) is the probability 
density function for the distribution of wind speeds for a particular site. We performed this 
calculation in two separate ways: (1) by using actual raw wind-speed data and (2) by using 
the p(v) as given by the Weibull curve to fit the raw data (i.e., the smooth curve of Figures 1-4). 
Method 1 is the more accurate estimate of average power; however, if method 2 can be shown 
to give respectable results (i.e., close to those of method 1 ), the calculation is considerably 
simplified, because p(v) involves a single equation rather than a large number of individual 
data points. 
Power curves P(v), were obtained for the NASA 100 KW generator and the Swiss-built 
Electro 6 KW plant. The following two sections outline the details of these calculations. 
NASA 100-KW generator 
The Energy Research and Development Administration (ERDA) and the NASA-Lewis 
Research Center have engaged jointly in a wind-energy program that includes the design and 
erection of a 100-KW wind-driven electrical generator. This test machine has a hub height of 
200 ft and a two-blade impellor of 125-ft diameter. It was placed in operation in September 
1975 at the Plumb Brook Station near Sandusky, Ohio, and is tied into the local power-grid 
system, supplying 100 KW of AC electrical power at the buss bar when operating at rated 
speed. The buss-bar power level is given (Jus·t_us et al., 1976) by 
P(v) 
0, v < 3 .62 m/s 
-11.35 - 5.67 8v + 2.440v2 , 3.62 < v < 8.0 m/s 
100, 8.0 < v < 26. 8 m/ s 
0, v 2:. 26.8 m/s, (15) 
where P(v) is given in KW. For wind speeds between 8.0 m/s and 26.8 m/s, the output is held 
constant at 100 KW by the automatic blade pitchcontrol mechanism. 
To determine power levels expected at approximately 200 ft by using the Ames data, 
Equation 14 was used to calculate actual (method 1) and Weibull (method 2) power output at 
the 2-m, 16-m, and 32-m levels. The power calculated by method 1 was then extrapolated to 
64 m (210 ft) to simulate operation of the NASA machine in Ames. A numerical integration 
using Simpson's rule was used to perform the calculation by method 2. The results of the 
monthly and annual calculations are displayed in Table 8, all entries expressed in KW. The 
seasonal dependence is plotted in Figure 10. 
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Table 8. Actual vs Weibull power calculated for NASA 100-KW generator from wind-speed 
characteristics at 3 levels in Ames and extrapolated to 64 m. All entries are 
expressed in KW. 
64 m 32 m 16 m 2m 
Extr. Actual Weibull Actual Weibull Actual Weibull 
JAN 55.6 29.2 29.5 16.4 16.7 7.2 7.8 
FEB 47.5 28.6 29.5 17.3 17.7 7.5 8.2 
MAR 52.5 34.9 35.7 23.0 23.7 11.0 11.9 
APR 57.7 39.8 40.4 27.2 27.9 13.5 14.5 
MAY 47.0 31.1 32.2 20.6 21.5 9.8 10.8 
JUN 34.7 21.8 22.7 13.6 14.1 4.9 5.8 
JUL 24.4 12.0 12.5 5.9 6.2 1.4 2.0 
AUG 23.5 12.5 13.5 6.6 7.0 1.8 2.4 
SEP 30.0 15.8 17.0 8.3 8.7 2.5 3.3 
OCT 44.9 27.2 28.6 16.5 17.3 6.6 7.1 
NOV 45.2 26.2 27.2 15.0 15.7 6.1 6.8 
DEC 45.2 25.3 26.8 14.2 15.2 6.1 6.8 
ANN 42.0 25.6 15.5 6.6 
The seasonal cycle is again evident in these results. The extrapolated data show expected 
average power output ranging from 23.5 KW in August to 57.7 KW in April, with an annual 
level of 42.0 KW, or 42% of plant capacity (100 KW). 
The power calculated from the Weibull distribution is very close (within 1 to 8% at 
32 m) to the actual power. The Weibull results are all higher than the raw data results, 
averaging 4.2% higher on an annual basis. This suggests that performance of other generators 
could be calculated by using the Weibull distribution, requiring only a modest downward 
adjustment to correspond to results expected from the raw data. 
An alternate method for estimating power at 64 mis to extrapolate the Weibull param-
eters to 64 m and use these to calculate power. This technic was applied to the National 
Climatic Center data for periods listed in Table 9 for Sioux City, Des Moines, and Burlington, 
with n = .23 and n = .143. Calculations for NASA power at 64 m gives 57-59 KW for n = .143 
and 70-74 KW for n = .23 (see Table 9). 
Table 9. Power output of generators based on National Climate Center and Ames wind data 
extrapolated to typical operating heights. 
NASA POWER (KW) ELEKTRO POWER(KW) 
at 64 m at 32 m 
STATION PERIOD n = .23 n = .143 n = .23 n = .143 
Sioux City 01/65-01/69 70.1 56.7 2.159 1.607 
Des Moines 01/65-01/75 74.1 59.1 2.070 1.599 
Burlington 01/65-01/69 72.0 58.1 2.142 1.704 
Ames 01/63-01171 * 38.1 33.5 .689 
*Ann-value of 0.284 as determined from 16-m and 32-m winds gives NASA power= 41.0KW 
The marked difference in generator power from using Ames Laboratory data as opposed 
to National Climatic Center data is most disturbing but not unexpected, given the wind speeds 
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results of Tables 3 and 4. We wish to note the difference, although we cannot conclusively 
explain it. In the following paragraphs , we will take P(NASA) = 42.0 KW as characterising 
Ames data and P(NASA) = 72.0 KW as characterising National Climatic Center data. 
It is perhaps informative to compare this ·generating capability with typical energy 
requirements. The projected electrical energy consumption in the state of Iowa for 1975 was 
21.73 x 109 KWH (Iowa Energy Policy Council, 1976). By using the annual average power 
output of 42.0 KW for a NASA machine in Ames, 368,000 KWH would be generated ann,~ally. 
This would require 59,000 NASA 100-KW generators to supply the projected 1975 electrical 
demand of the state. Taking the area of the state to be 56,290 square miles would yield a 
generator density of about one per square mile. The average daily output of the NASA 
generator under Ames wind characteristics projected to 64 m would be 1008 KWH/day. 
Assuming that a typical "energy-conscious" household uses 20 KWH/day, one generator 
would satisfy the average demands of QO such households. 
Similar calculations by using the power of 72.0 KW derived from National Climatic 
Center data give a total annual energy production of 631,000 KWH, or 1728 KWH per day. 
This annual average daily output corresponds to the energy consumption of 84 energy-
conscious households. 
The previous examples are provided for order-of-magnitude considerations only. The 
peak demands of the seasonal cycle (summer months) and diurnal cycle (5-7 pm) could not 
be approached by a wind-only system. The combination of peak demand in consumption 
and lack of availability in the summer months casts considerable doubt on the practicality of 
a wind-only system. 
Elektra 6-KW generator 
The feasibility of wind-driven generators on a scale approximately equivalent to the 
needs of a typical household was explored by repeating the calculations described previously 
in this section for a 6-KW generator. The Elektra 6-KW unit is a Swiss-built unit for which 
power characteristics are available. The power output was approximated by the following 
formula: 
0, 0 ~ v < 2.98 m/s 
P(v) 6 {1-exp [ - (v ; 3 ~ 4~8 ) 512]} , 2. 98 < v < 20.1 m/s 
0, v 2_ 20.1 m/s. (16) 
The expected power output for this generator was calculated from raw data and by using 
the Weibull curve derived from the raw data for levels on the Ames Laboratory tower. The 
results of the Weibull calculations, shown in Table 10, are again in good agreement with the 
results from using raw data directly, the annual average being 7.2% higher for the Weibull 
results. The seasonal variation is plotted in Figure 11. 
The average power level to be expected from this machine on an annual basis is 689 
watts if it were mounted at 32 m. This corresponds to 11.5% of rated power, considerably 
lower than the 42.0% calculated for the NASA generator. There are several reasons for this 
large difference. The NASA generator was evaluated at 64 m, whereas the Elektra was subjected 
to 32-m wind characteristics. The cost of an additional 100 ft of tower could hardly be 
justified for a 6-KW machine. Secondly, a comparison of power characteristics of the generators 
shows the NASA wind plant to reach its rated speed much more quickly than the Elektra. 
This difference is important for sites having wind characteristics similar to Iowa's; sustained 
winds above 8 m/s are not common, so a wind plant that reaches rated output at a lower 
speed will be relatively more productive. 
The 689-watt power for the Elektra gives an annual energy production of 6036 KWH for 
Ames. Daily average energy delivered would be 16.5 KWH, or 83% of the assumed 20 KWH/day 
consumption by the energy-conscious household. The average July power output would be 
235 watts, or a daily total of 5.6 KWH . A typical April day, by comparison, would supply 
29.4 KWH. 
Repeating the calculations by using National Climate Center data again gives higher 
power levels, as shown in Table 9. Depending on then-value used, annual power output varies 
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Table 10. Actual vs Weibull power calculated for Elektro 6-KW generator from wind-speed 
characteristics at 2 levels. All entries are expressed in KW. 
32m 16 m 
Actual Weibull Actual Weibull 
January .784 .821 .361 .388 
February .775 .817 .404 .426 
March 1.031 1.090 .603 .642 
April 1.224 1.294 .745 .791 
May .894 .950 .541 .573 
June .534 .575 .302 .323 
July .235 .256 .102 .111 
August .266 .292 .132 .136 
September .359 .389 .172 .176 
October .721 .771 .397 .411 
November .685 .741 .342 .366 
December .668 .728 .328 .352 
Annual .689 .374 
from 1.6 KW to 2.2 KW. An average of 2 KW would put the output at 33% of rated power 
and provide 17,520 KWH annually or 48 KWH daily. This would be more than double the 
20 KWH/day benchmark. Assuming the seasonal variation for Climatic Center data to be 
comparable to that of Figure 11, the energy-conscious household would receive ample energy 
(on the average) during all months except July and August, and ev1m these months would be 
close. 
SUMMARY AND CONCLUSIONS 
Detailed wind-speed information has been presented for four stations in Iowa. By use of 
Equation 5 and 6 and Table 1, the probability of observing any wind speed at sites similar to 
Ames can be calculated. Specific terrain features at any given site, rather than geographical 
location within the state, were observed to be the dominant influences on wind-speed charac-
teristics. Wind-speed dependence on height was observed to obey the 1/7 power law reasonably 
well during periods of moderate to high wind speed; during periods of low wind speed, the 
vertical wind-speed profile is much less predictable. 
Calculations of wind power show spring to be the period of highest and summer the 
period of lowest average wind power. A wind-power rose shows wind directions from WNW 
through NNW to give the highest wind power and wind directions from NNE through E to 
give the lowest wind-power levels. 
Actual power delivered by a generator is highly dependent on the specific characteristics 
of the generator. Knowledge of only the power output at rated wind speed is inadequate for 
making estimates of expected energy production. Likewise, specification of only the mean 
wind speed for a site can lead to sizable errors in forecasting the wind-energy potential of a 
particular site. 
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Figure 3. Wind-speed distribution for Sioux City from National Climatic Center data. 
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GREENHOUSE EVALUATION OF THE GROWTH 
POTENTIAL OF A/nus g/utinosa CLONES 1 
Lawrence A. Bajuk, John C. Gordon, and Lawrence C. Promnitz2 
ABSTRACT. A/nus glutinosa exhibits potential for use in intensive silviculture because of its 
rapid growth and ability to fix atmospheric nitrogen. This paper discusses techniques for rapid 
assessment of its growth potential. Growth rate of superior A/nus clones was found to equal 
or exceed that of a fast-growing, hybrid Populus clone. 
INTRODUCTION 
A/nus glutinosa (European black alder) currently is under investigation for use in intensive 
silviculture systems (Gordon, 1975; Dickman, 1975 ). It has the potential for rapid biomass 
production and will regenerate by stump sprouts, making coppicing a feasible method of 
stand regeneration. Additionally, this species can fix, symbiotically, atmospheric nitrogen for 
its own use and for soil enrichment. Aldebi thus have the potential to play a role in intensive 
forestry similar to the role of legumes in agriculture (Tarrant and Trappe, 1971). If alders 
were to be used in mixtures with hybrid poplar, fast growth would be needed to insure survival 
to rotation age. Also, because alders would be a component of the final fiber harvest, rather 
than just a nurse crop, they would have to be good biomass producers. The goal of .using alder 
in intensive forestry will not be realized until adapted and productive alder spedes and geno-
types are available for planting on a wide variety of sites. Little has been done in the North 
Central Region to select alder genotypes for maximum growth rates, although provenance 
studies have begun (Funk, 1964). 
This study was a first assessment of growth potential of A/nus glutinosa, in the unnodu-
lated state, collected from secondary midwestem seed sources that showed good survival and 
growth in the field. No attempt was made to include a wide geographic range of seed from 
primary sources. Rather, the goal was to see whether alder clones produced from this restricted 
seed collection differed greatly in growth rate in controlled environments. If so, field experi-
ments to effect further selection would be justified. 
The overall objective was to select groups of fast- and slow-growing alder clones. This 
would allow for early selection for growth rate in controlled environments and would provide 
material for further physiological studies (Gordon and Promnitz, 1976). To do this~ we 
carried out two experiments. In the first, we grew seedlings from seed and selected, at an 
early age, those that grew rapidly in height and those that grew slowly. These individual 
seedlings were then assigned clone numbers and were vegetatively propagated for further 
screening. The second experiment was done to verify the selections previously made and to 
compare alder growth parameters with those of a fast-growing hybrid poplar clone grown 
under similar conditions. 
METHODS 
A/nus glutinosa seed was collected from six secondary seed sources (Table 1), extracted 
from the strobiles, and stored at 3°C until planted. On January 9, 1975, seed was sown in 
Jiffy-7 peat pellets and placed under an intermittent mist system. Three-hundred peat pellets 
1 Journal Paper No. J-8722 of the Iowa Agriculture and Home Economics Experiment Station, 
Ames, Iowa 50011. Project No. 2034. 
2
'Honors student, Professor of Forestry, and Associate Professor of Forestry, respectively, 
Iowa State University, Ames, Iowa 50011. 
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Table 1. Secondary seed sources used in the experiment. 
ISU 
source code Source 
1- Iowa Conservation Commission Nursery, Ames, IA 
(lot 1) 
2- Iowa Conservation Commission Nursery, Ames, IA 
(lot 2) 
3- 4-H Camp, Luther , IA 
4- Carbondale, IL 
5- Southern Illinois University , Carbondale, IL (6813)1 
6- Southern Illinois University, Carbondale, IL (6812) 1 
1 U.S. Forest Service seed source number. 
with 10-20 seeds per pellet were sown fo r each seed source. 
Collection 
time 
Fall '73 
Fall '73 
Fall '74 
Fall '74 
Fall '74 
Fall '74 
The mist system was initially set to mist 30 sec every 6 min and was thereafter adjusted 
as weather demanded. Use of the mist system afforded gentle and uniform watering and a 
more uniform seed-bed temperature (21° -24°C). A fungicide drench was applied to protect 
against damping-off. Later, Malathion was used to control insects. 
Initial germination occurred 1 week after sowing. Four days later, weeding began and 
all seedlings that emerged after this time were eliminated. During the fourth week (February 
7, 1975), each peat pellet was thinned and approximately 450 total seedlings remained. 
During week 9 (March 13, 1975), the first selection was made for fast- and slow-growing 
seedlings based on total height. Selected seedlings were labeled by seed source, selection 
decision {fast or slow), and individual number (i.e., 4-13 was A/nus glutinosa seed lot 4, 
individual 13). After the first selection, 25 fast and 25 slow seedlings per seed source 
remained except 4-, which had very poor germination and for which only 16 fast and 16 slow 
seedlings were selected. 
Seedlings were then potted into 2-gallon pots filled with 2:1 , Jiffy mix :perlit mix. 
Seedlings were watered daily and fertilized weekly with Pentac miticide. 
After week 17 (May 7, 1975), the second selection was made on the basis of total height. 
Seed source segregation was maintained, and the 10 tallest and 10 shortest of the original 50 
seedlings per seed source were retained. 
The remaining 120 seedlings were grown for another 4 weeks, and, at the end of week 21 
(June 4, 1975 ), the final selection was made on the basis of total height. The final selection 
was done across all seed sources, but still within fast and slow groups . This left 16 fast seedlings 
of the original 141 chosen in selection 1 and 17 slow of the original 139. 
Each of the 33 A/nus glutinosa clones was vegetatively propagated by using tip cuttings 
rooted (without hormone) in perlite under an intermittent mist system. Cuttings were taken 
on November 20, 1975, and had an average rooting time of 6 weeks (as compared with 2 weeks 
for most Populus clones). 
A completely randomized growth experiment was conducted for 12 weeks in the green-
house. Two rooted cuttings per clone were randomly selected and harvested from the mist 
bench to estimate initial cutting weight. Six other cuttings were potted and randomly 
assigned harvest times and bench positions. 
At week 6, all trees were measured for height, and 2 trees from each clone were harvested. 
At week 12, the experiment was terminated with the measurement and harvesting of the 
remaining 4 trees per clone. All harvested plants were oven dried for 24 hat 70°C, and leaf, 
stem, and root oven-dry weights were measured . 
RESULTS 
The three serial selections produced a large, statistically significant divergence in the 
mean height of the fast and slow groups (Figure 1). The first selection resulted in an almost 
complete separation of the two groups by week 1 7 of the experiment, with the mean height 
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Figure 1. Average total height over time for fast and slow groups in experiment 1. (nf =total number of seedlings in the fast group; 
ns = total number of seedlings in the slow group.) 
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of the fast group being nearly twice that of the slow group (Figure 2). After each selection, 
however, a tendency for individuals in the two groups to converge slightly was observed. This 
may have indicated that the factors most important in conditioning height growth changed 
slightly with developmental stage. Just before the final selection, however, the height-growth 
rate of the slow group began to decrease. Either pot binding, or a genetic tendency toward a 
shorter grand period of height growth, or both, may have been responsible. Pot binding seems 
a less likely explanation because the seedlings were well supplied with nutrients and water and 
because the fast group, composed of larger seedlings in identical pots, showed no growth rate 
decrease. 
In experiment 2, the clones propagated from the selected seedlings of experiment 1 again 
showed greatly different heights and dry weights at the end of the 12 weeks' growth. The 
tallest and heaviest clones came predominantly from the fast group, and the shortest and lightest 
clones came predominantly from the slow group. Although the overlap of the two groups 
was much greater than in experiment 1 {Table 2), the mean height of the fastest clone (1-23) 
was more than 3 times that of the slowest clone (5 -37 ). The total dry-weight differences were 
even more striking; the heaviest clone (1-26) was more than 10 times heavier than the lightest 
(5-37). 
Height at the end of the experiment 1 was only a moderately good predictor of height 
at the end of experiment 2 {r = 0.5329), although the correlation coefficient was statistically 
significant (Table 3). Height at the end of experiment 1 was a poor predictor of dry weight 
of plant parts and of total dry weight at the end of experiment 2 {Table 3), although the 2 
shortest clones also were the 2 lightest. Thus, the potential for dry-weight growth can not be 
adequately estimated on the basis of height-growth measurements alone. For example, clone 
6-16 was one of the 4 tallest clones at the end of experiment 2 (and was the tallest in experi-
ment 1), but was near the median in total dry-weight production. Also, analysis of experiment 
2 data by use of Duncan's multiple range test showed more significant differences in total dry 
.weight than in height. In addition to the height at the end of experiment 1, heights at each 
week of experiment 1 were correlated with height and dry-weight variables at the end of 
experiment 2. Correlation coefficients improved until week 18 of experiment 1, after which 
they were constant for both height and dry weight. Thus, equally efficient predictions of 
clone performance would have been derived if experiment 1 had been terminated 3 weeks 
earlier than it was. 
Hybrid poplar clone 5377 (Populus x euramericana cv. Wisconsin No. 5) had previously 
been grown under similar conditions and was used to compare with alder. This poplar clone 
has oroved relatively fast growing in a number of field trials and controlled-environment 
exgeriments (Promnitz and Wray, 1976). Three alder clones are used to illustrate this 
co~parison (clones 1-26, 4-40, and 5-55). At week 6, both leaf-stem and shoot-root ratios 
were lower in the alder clones than in poplar clones,. the shoot-root ratio particularly so 
{Table 4). By the 12th week, however, both ratios were similar in all clones, although the 
shoot-root ratio of poplar remained higher than that of any alder clone. Evidently, under 
our cultural conditions the alders have a slightly greater tendency to distribute photosynthate 
to roots than does this hybrid poplar. The fastest growing alder clone was more than 20% 
heavier than the hybrid poplar at the end of 12 weeks (Figure 3). Although most alder cuttings 
were slightly larger than most poplar cuttings at the outset of the experiment, it is unlikely 
that this difference is entirely responsible for the observed difference in final size. 
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Table 2. Rank order of clones by total height and dry weight at the end of the experiment 2, 
in comparison with height at the end of experiment 1. 
Total Height (cm} Total Dry Weight (g} 
Clone Clone 
(number) Expt.1 Expt. 2 (number) Expt. 2 
1-23 168.5 129.5 1-26 54.91 
3-36 76.0 122.4 2-50 49.14 
3-29 160.5 119.5 3-21 45.91 
6-16 186.0 115.5 3-36 45.16 
3-21 166.5 115.1 2-58 44.84 
1-26 163.0 113.2 1-23 44.49 
3-25 171.0 113.1 6-41 43.90 
3-23 168.0 112.8 3-45 42.31 
2-30 84.0 111.0 6-49 42.25 
3-13 171.0 111.0 5-50 38.62 
6-12 161.5 109.0 5-33 36.66 
6-13 177.5 108.1 6-12 35.55 
3-45 84.5 106.9 3-29 35.50 
2-58 48.5 102.6 3-13 34.31 
6-41 87.0 99.2 6-16 34.30 
6-30 172.0 96.4 3-25 30.06 
3-57 85.0 95.2 3-23 29.27 
4-40 80.0 94.9 1-42 29.25 
6-15 167.0 94.2 6-13 28.87 
5-33 160.0 92.2 4-40 27.61 
5-50 80.5 91.2 6-30 27.49 
5-19 174.0 89.6 3-32 25.21 
2-43 86.0 87.6 5-19 24.37 
6-49 80.5 87.6 2-43 23.27 
3-32 165.0 82.9 6-15 21.96 
1-42 61.0 80.4 3-57 21.75 
5-32 166.0 74.1 5-36 20.92 
4-43 89.0 71.2 2-59 14.10 
5-36 81.0 67.8 4-43 13.47 
2-59 65.0 66.8 5-40 10.02 
5-40 44.5 41.5 5-32 9.85 
5-55 . 47-,0 37.2 5-55 8.67 
5-37 89.5 . 37.1 5-37 5.20 
·-
Table 3. Correlations between height at the end of experiment 1 with growth variables 
at the end of e'xperiment 2. 
Correlation 
Dependent Coefficient 
Variable- ,;r • ~ •• 
Height +0.53* 
Leaf DW +0.08 
Stem DW +0.27 
RootDW +0.23 
Total DW +0.19 
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Table 4. Leaf-to-stem and shoot-to-root ratios for Populus clone 5377 and three selected 
Alnus glutinosa clones. 
Dry Weight Ratios 
Clone leaf/stem shoot/root 
number week 6 week 12 week 6 week 12 
5377 2.80 1.38 6.29 4.92 
(Poplar) 
5-55 2.11 1.72 1.29 3.59 
4-40 2.07 1.31 2.15 4.35 
1-26 2.29 1.04 2.19 4.04 
DISCUSSION 
Two significantly different groups of clones were the result of the first experiment, 
one containing the tallest seedlings and one containing the shortest. There are, however, 
several possible reasons that these two groups may not have been separated accurately into 
two genetically conditioned, growth-potential classes. 
Variation in cotyledon size may have caused differences in initial growth after germina-
tion and yet may have had no effect on later growth performance. The same could be said of 
germination time. It was assumed that the initial germination would yield a normal distribu-
tion of seedling, with regard to biomass production. This assumption was not necessarily 
correct, and germination time may indeed be correlated positively or negatively with biomass 
production. 
Another source of error was that height growth was used as a selection criterion for 
biomass production. Height was only weakly correlated with dry-weight yields, indicating 
that improved selection indices would be required. 
Seedlings were deliberately maintained in the unnodulated state and were well supplied 
with fixed nitrogen. There remains the possibility that inoculation with an appropriate source 
of alder endophyte would change the growth-potential rankings. 
In the second experiment, cutting quality may have varied among clones, although 
damaged cuttings or those with a poor appearance were eliminated. More experience with 
vegetative propagation of alder probably will lead to faster rooting and more rapid subsequent 
growth. For example, alder cuttings formed terminal buds after they were placed under 
mist, and these buds did not resume growth for from 1 to 3 weeks after cuttings were rooted 
and potted. 
We believe, however, that several conclusions can be drawn from this study that will be 
important to further research on the role of Alnus glutinosa in intensive silviculture. They 
are as follows: 
1. This study, which included a restricted range of seed sources, produced a large range 
of alder performance. Thus, the potential for improvement of growth rate through selection 
probably is high. 
2. Height growth of seedlings was not an adequate predictor, by itself, of dry-weight 
productivity of cuttings grown under a controlled environment. Better nondestructive means 
of producing dry-weight production potential should be devised to aid selection. Measures 
such as photosynthesis and respiration rates may have high potential for this (Gordon and 
Promnitz, 1976; Ledig, 1976); 
3. In initial growth, fast alder clones performed as well as a fast hybrid poplar clone 
in a controlled environment optimized for hybrid poplar. If this is substantiated by field 
experiments now under way, it would support the use of Alnus glutinosa in admixtures with 
hybrid poplar and make it reasonable to consider pure stands of Alnus glutinosa for pulpwood 
production on some sites. ._;, 
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