Abstract. In this paper we consider the following problem of phase retrieval: Given a collection of real-valued band-limited functions {ψ λ } λ∈Λ ⊂ L 2 (R d ) that constitutes a semi-discrete frame, we ask whether any real-valued function f ∈ L 2 (R d ) can be uniquely recovered from its unsigned convolutions {|f * ψ λ |} λ∈Λ .
Introduction
In phase retrieval, one wishes to recover a function from phaseless (or unsigned) measurements. A classical example is the problem of reconstructing a function f from its Fourier modulus |f | [14, 15] , a question which appears in e.g. X-ray crystallography. It is well-known that this problem is not uniquely solvable [1, 20] . In the discrete setting, phase retrieval is typically formulated as recovering a finite signal x ∈ C N from {| x,
, where {y i } m i=1 ⊂ C N is a collection of measurement vectors (such as elements of a frame for audio processing applications or complex exponentials in the Fourier modulus case) [4, 5, 9 ]. An interesting setting concerning phase retrieval that combines the continuous framework and frame aspects, studied in [16] , seeks to recover a function f ∈ L 2 (R) from the magnitudes of its semicontinuous wavelet coefficients, i.e. from {|f * ψ j |} j∈Z ⊂ L 2 (R), where ψ j (x) := 2 j ψ(2 j x). There it is shown that if ψ is a Cauchy wavelet, that is,ψ(ξ) = ξ p exp(−ξ)χ ξ>0 , then any f ∈ L 2 (R) can be uniquely determined from {|f * ψ j |} j∈Z , up to a global phase. In this paper we consider a setting complementary to the one in [16] . Given a collection {ψ λ } λ∈Λ ⊂ L 2 (R d ) of real-valued and band-limited functions such that the system Ψ Λ := {ψ λ (·−u)} u∈R d ,λ∈Λ constitutes a semi-discrete frame as defined in Section 2 below, we study the recoverability of real-valued, multivariate f ∈ L 2 (R d ) from unsigned convolutions {|f * ψ λ |} λ∈Λ .
Our main result states that, under very general conditions on the semi-discrete frame Ψ Λ (precisely stated in Section 4), any real-valued function f ∈ L 2 (R d ) that decays exponentially at ∞ can be uniquely recovered, up to a global sign, from unsigned samples of the convolutions |f * ψ λ | on sufficiently fine lattices. We formulate our results for exponentially decaying functions for simplicity, but this condition can be further relaxed, as can be seen from the proof of Theorem 1. The main requirement can be understood as a condition on the zero set of the Fourier transform f . In finite-dimensions, controlling the zero set of the measurements has been used to study uniqueness of some classes of phase retrieval problems [3, 6] . A recent paper studies phase retrieval in the real-valued setting for signals in shift-invariant spaces [10] . The arguments exploited in our approach are similar to those in previous works [2] and [18] by the authors, on the recovery of univariate band-limited and realvalued functions f ∈ L 2 (R) from unsigned samples. For the method of [18] it was essential that f be real-valued; our approach inherits the same restriction. Consequently, in contrast to the results of [16] , our result works only for realvalued and band-limited semi-discrete frames. Aside from that, however, the frame Ψ Λ can be rather arbitrary. In particular, our results cover general multivariate wavelet frames, curvelet frames, ridgelet frames and many others. Another difference with [16] is that we only require the unsigned convolutions to be known on a sufficiently dense sampling lattice. For instance, if ψ is a real-valued and band-limited wavelet we show that, for some oversampling constant α > 0 (which is determined explicitly by the bandwidth of ψ) the data {| f, 2 j/2 ψ(2 j · −αk) |} j,k∈Z uniquely determine any f ∈ L 2 (R) that has exponential decay at ∞; similar sampling results hold in the multivariate setting and for more general frames such as curvelets, shearlets or ridgelets. The two different settings, namely the one considered here and the one of [16] , might give insight into the general problem of recovering a function from phaseless information. This paper is organized as follows. In Section 2 we first recall the definition of a semi-discrete frame and then state the precise formulation of the problem. In Section 3 we derive a multidimensional generalization of the result in [18] . Next, this is used to show in Section 4 our main result (Theorem 1) on recovering a function f from unsigned samples of |f * ψ λ |. The stability properties of our reconstruction problem are the subject of Section 5, where we derive a local stability result (Theorem 2). In Section 6 we consider two concrete examples of discrete frames: an orthonormal basis of Meyer wavelets for L 2 (R) and a tight frame of curvelets for
. We show in Theorem 3 that suitably oversampling the Meyer wavelet basis yields a frame such that any exponentially-decaying, real-valued function in L 2 (R) can be uniquely recovered from its unsigned frame coefficients. Similarly, Theorem 4 gives a result in 2D: Sufficient oversampling of the curvelet frame results in a frame for which any exponentially-decaying, real-valued function can be uniquely recovered from its unsigned frame coefficients. We fix the following notations: For a set
The range of an operator T will be written as R(T ). Convolution is denoted by * , complex conjugation of f by f and the Fourier transform is normalized asf (ξ) = R d f (x)e −2πix·ξ dx; with this notation,
To describe a true subset we use the symbol ⊂ (i.e. E ⊂ F implies E = F ; if E = F is allowed, we write E ⊆ F ) and for k ∈ R, kZ = {k·n; n ∈ Z}. If M is a d × d−dimensional real matrix, then M T denotes its transpose.
Problem formulation
Let Λ be a discrete set of indices and
We assume that each ψ λ is bandlimited, i.e. that each F λ := supp (ψ λ ) ⊂ R d is compact. We further define Ψ Λ := {ψ λ (· − u)} u∈R d ,λ∈Λ and require that Ψ Λ constitutes a so-called semi-discrete frame. More precisely,
for some frame bounds B ≥ A > 0. Note that this is not a frame in the classical sense: in a semi-discrete frame the translation parameter u is left unsampled (i.e. one considers u ∈ R d rather than restricting it to a discrete subset of R d ). Let ψ λ denote the dual frame elements
With these assumptions the problem of phase retrieval considered here can be formulated as follows:
be a real-valued function and assume that f has exponential decay at ∞. We define f λ = f * ψ λ and consider d−dimensional lattices X λ = {x λ,n } n∈Z d defined for each λ ∈ Λ. Given the set of discrete sample magnitudes {|f λ |(X λ )} λ∈Λ = {|f λ (x λ,n )|} λ∈Λ,n∈Z d , we ask whether it is possible to recover f uniquely (up to a global sign).
Clearly, the answer will depend on the sampling scheme for each scale λ. In addition, some mild additional assumptions on the family {ψ λ } λ∈Λ will be needed.
We note that because f has exponential decay, i.e because R d |f (x)|e α|x| dx < ∞ for some α > 0, its Fourier transform extends to an analytic function on a "strip"
This implies that knowing f * ψ λ for even one λ already determines f (within the class of functions with the same exponential decay); in principle knowing sufficiently fine-grained samples of one |f * ψ λ | would therefore similarly determine f uniquely. However, this approach would be extremely unstable and totally unfeasible in practice: even within the class of compactly supported functions, one can,
With our approach, requiring a covering condition for the F λ = supp ψ λ (see below) and using samples |f * ψ λ | for all λ ∈ Λ, this type of instability is avoided.
The approach
In earlier work by one of the authors [18] , it was shown that if a real-valued bandlimited function g ∈ L 2 (R) can be reconstructed from the absolute values of samples |g(y k )| of g if the sampling frequency is at least twice the Nyquist frequency of g. For d = 1, an immediate consequence is that for Problem 1, each f λ can be reconstructed up to a global sign, if sufficiently finely sampled values of |f λ | are given. This follows from the assumptions that f and ψ λ are real-valued and that ψ λ is band-limited for each λ ∈ Λ. It then remains to piece together f from the σ λ (f * ψ λ ), where the σ λ ∈ {−1, 1} are arbitrary and unknown.
For d > 1, we instead use a non-constructive approach similar to [2, Theorem 3.5] to prove a multivariate version of [18, Theorem 1] .
Then, up to a global sign, g can be uniquely recovered from the samples |g|(X).
Proof. We argue by contradiction. Suppose that g, h both satisfy the requirements of the statement and that |g(X)| = |h(X)|, but g = ±h. Let X 1 := {x ∈ X : sgn g(x) = sgn h(x)} and X 2 := X \ X 1 . Put u := g − h and v := g + h. By our assumption that g = ±h, we know that u = 0 and v = 0. Furthermore, we have that u(X 1 ) = 0 and v(X 2 ) = 0. The function w := u · v hence satisfies that w(X) = 0. Furthermore, the function w is bandlimited with suppŵ ⊆ [−1, 1] d which, by the choice of the sampling set X implies that w = 0. Since u and v are both holomorphic functions, this implies that either u = 0 or v = 0 which is a contradiction.
For d = 1, it was shown in [18] and [19, p. 18 ] that the oversampling factor of 2 times the Nyquist frequency is sharp, and for any s < 1 there exist bandlimited functions h j , j ∈ {1, 2}, with supp( The support ofĝ need not be aligned with the coordinate axes of R d . We introduce the following:
d . Then a sign-blind sampling set for F is any lattice of the
Remark 1. Note that if a lattice X is a sign-blind sampling set for F , that it is also automatically a set of stable sampling for F , i.e. that every function g ∈ L 2 (R d ) with suppĝ ⊆ F is completely and stably determined by the sequence of samples g(X). We also note that Definition 1 can be easily generalized to include lattices X shifted by an arbitrary vector v ∈ R d , i.e., Figure 1 ), but we do not consider this case to simplify the notation.
v Figure 1 . Top: A compact set F . Bottom left: A sign-blind sampling set X for F centered at the origin. Bottom right: The set X (shaded dots) and its arbitrarily shifted version X +v (solidly black dots).
A slightly more general version of Proposition 1 can now be formulated as follows.
be real-valued and band-limited and let X be a sign-blind sampling set for suppĝ. Then, up to a global sign, g can be uniquely recovered from the samples |g|(X).
Proof. The proof follows immediately from Proposition 1, after a simple change of variables x → M x.
Note that when suppĝ does not align well with the coordinate axes, the critical density can depend on the lattice directions determined by the matrix M
Unsigned samples from a frame
Since f is real-valued and the ψ λ are real-valued and band-limited in the formulation of Problem 1, it follows from Proposition 2 that each f λ = f * ψ λ can be recovered up to an unknown sign factor σ λ , if |f λ | is sampled at a rate that in each direction is sufficiently high to meet the assumptions of the proposition. In order to allow for recovery of f up to a global sign from the individual σ λ f λ , an additional criterion on the frame family is needed:
Then, we say that the frame has good Fourier-support overlap (or good F-support overlap) if for all λ ∈ Λ there is a non-empty set U λ ⊂ F λ , with U λ open in R d , such that the U λ cover the whole space, i.e.,
Remark 2. It is a consequence of this definition that if we define U λ,µ by
We are now ready to formulate our main result, stating that for a semi-discrete frame with good F-support overlap and corresponding sign-blind sampling sets {X λ } λ∈Λ = {{x λ,n } n∈Z d } λ∈Λ a function f with exponential decay is uniquely determined, up to a global sign factor, by the samples {|f * ψ λ |(X λ )} λ∈Λ :
Theorem 1. Let Ψ Λ be a semi-discrete frame of real-valued band-limited functions that have good F-support overlap and let
be a sign-blind sampling set for each F λ = supp ψ λ . Furthermore, let f ∈ L 2 (R d ) be real-valued and satisfy R d |f (x)|e α|x| dx < ∞ for some α > 0. Then, f can be uniquely recovered up to one global sign factor. In fact, if any h ∈ L 2 (R d , R) satisfies |f * ψ λ |(X λ ) = |h * ψ λ |(X λ ) for all λ ∈ Λ, then h = σf with an unknown sign factor σ ∈ {−1, 1}.
Proof. We can apply Proposition 2 for any λ ∈ Λ to reconstruct f λ and hence, f λ = f ψ λ , up to a sign factor. We proceed in two steps, the first local, the second knitting these together to get a global argument.
If ψ λ , ψ µ are any two frame elements for which U λ,µ = ∅, consider the set F λ,µ defined as in the remark below Definition 2. By the analyticity of f on the ddimensional "strip" {z ∈ C d ; |Imz j | < α/d, j = 1, . . . d}, it follows that we can choose a subregion J λ,µ ⊆ F λ,µ , open in R d , on which |f | > 0. Now denote by g λ , g µ the reconstructions obtained, i.e.,
We can then use that g λ / ψ λ and g µ / ψ µ must coincide on J λ,µ to match the two reconstructions and eliminate one of the two sign factors. To assemble these local arguments into a global reconstruction of f , we start with an initial compact subset K 1 ⊂ R d . By the compactness, there is a cover {U λ : λ ∈ Λ K1 } of K 1 , with Λ K1 ⊂ Λ being finite. The signs of g λ , λ ∈ Λ K1 , can be matched by repeating the above step |Λ K1 | − 1 times. We now proceed iteratively: Let {U λ : λ ∈ Λ Ki } be the chosen finite cover of the compact set K i . We define the compact set K i+1 as the closure of this cover, i.e.,
For the finite covering of K i+1 we choose a collection of U λ 's such that the covers are nested, i.e., {U λ : λ ∈ K i+1 } ⊃ {U λ : λ ∈ K i }. The signs of g λ , λ ∈ Λ Ki+1 \Λ Ki , are then matched with the sign of g λ , λ ∈ Λ Ki , repeating the same procedure as before. For any x ∈ R d , this procedure will eventually involve a U ν for which x ∈ U ν , by the connectedness of R d , since the U λ form a covering of R d from open sets. It follows that this determines the whole family {f λ } λ∈Λ up to one global sign factor, and hence f itself up to one global sign factor. If h ∈ L 2 (R d , R) satisfies |f * ψ λ |(X λ ) = |h * ψ λ |(X λ ) for all λ ∈ Λ, then, h * ψ λ = σ λ f * ψ λ for some σ λ ∈ {−1, 1}. Furthermore, we have f ψ λ = σ λ h ψ λ . Let J λ,µ be defined as before so that | f | > 0 on J λ,µ . Since in addition | ψ λ | > 0 on F λ,µ , we also have | h| > 0 on J λ,µ . Repeating the above argument then yields that h = σf for some σ ∈ {−1, 1}.
Remark 3. These conclusions also hold under more general conditions: The requirement that f * ψ λ be band-limited has been obtained by asking compact support for ψ λ . Instead, one could also impose compactness of supp f , so that weaker conditions on ψ λ and adapted sampling rates would still give a similar solution. One would, however, need to impose additional conditions on f to make up for the loss of analyticity of f , which played a role in the proof. The exponential decay of f can also be slightly relaxed to include Fourier transforms of various quasi-analytic classes, e.g. R d |f (x)|e α|x|/ log(1+|x|) dx < ∞, for which J λ,µ as above can still be found.
Local stability
In this section, we study the stability of our reconstruction problem. Roughly speaking, we show that under the assumptions in Theorem 1, the operator T that maps a function f to its samples {|f * ψ λ |(X λ )} λ∈Λ has closed range R(T ) and is continuously invertible on R(T ).
Throughout this section we fix -a semi-discrete frame Ψ Λ of real-valued band-limited functions in L 2 (R d ) with good F-support overlap (see Definition 2) and with lower and upper frame bounds A, B > 0, respectively; -for each λ ∈ Λ, a sign-blind sampling set X λ for supp ψ λ (see Definition 1);
In what follows, to ease on notation, we shall replace the sequence space
With these prerequisites we define the sampling operator as the mapping
where |F λ | denotes the Lebesgue measure of
Remark 4.
(1) The normalization by |F λ | −1/2 is introduced to ensure the convergence of the sums in
(2) For the proof of Theorem 2 below, we need to consider a function class that is a closed set. Therefore we defined T to act on functions in L 2 (C, R) for C a fixed compact set.
We are now ready to state the main result of this section.
Theorem 2. The operator T is injective and its range R(T
is continuous.
Proof. We need to show that for any Cauchy sequence {h
} m∈N is a Cauchy sequence converging to u and T (u) = h, i.e., h ∈ R(T ). Our proof follows the lines of [16, Section 3.2] .
A theorem by Fréchet [21] states that a subset {x m } m∈N ⊂ ℓ 2 (N) is relatively compact if and only if
A straightforward corollary of this theorem is that if {|x
Clearly, the sequence {h m } m∈N is relatively compact in ℓ 2 (Λ × Z d ) because it is a Cauchy sequence. Identifying Λ × Z d with N, we obtain that
is relatively compact. Therefore, it has a subsequence
Next, we need to show that the above implies that
is a Cauchy sequence. Since each X λ is a sign-blind sampling set for supp ψ λ , it is also a set of stable sampling for supp ψ λ , so that standard results in sampling theory imply that reconstructing a function g * ψ λ from its samples
. More precisely, due to the normalization by
This implies that for all
Since {{|F λ | −1/2 f mj * ψ λ (X λ )} λ∈Λ } j∈N is a Cauchy sequence, this results in {{f mj * ψ λ } λ∈Λ } j∈N being a Cauchy sequence in ℓ 2 (Λ, L 2 (R d , R)). We denote its limit by {g λ } λ∈Λ .
As a next step we prove the existence of a function u ∈ L 2 (R d , R) with g λ = u * ψ λ for all λ ∈ Λ. To see this we defineû ↾ F λ := g λ / ψ λ and show that this definition is consistent, i.e., that
Indeed: by the definition of g λ , this is equivalent to
which is obviously true. It follows thatû is defined consistently on all of R. We
by the following argument:
where we have used that {u * ψ λ } λ∈Λ = {g λ } λ∈Λ is the limit of the Cauchy sequence {{f mj * ψ λ } λ∈Λ } j∈N . By the continuity of T this immediately implies T (u) = h.
is any accumulation point of the sequence f m , repeating the above argument would lead to T (ũ) = h. Since by Theorem 1 the operator T is injective, this leads toũ = u. Thus, the sequence {T −1 (h m )} m∈N has u as its unique accumulation point -in other words, it is a Cauchy sequence converging to u.
Because we have no quantitative estimates for the stability, this theorem is of at most theoretical interest. The local stability result in Theorem 2 asserts that the nonlinear mapping T −1 is continuous, but this does not imply any uniform continuity for T −1 . In fact, the one-dimensional phase retrieval problem studied in [16] is explicitly shown there to not be uniformly continuous. It turns out that the problem of reconstructing a real-valued band-limited function f (in our case these are the g λ ) from its unsigned samples is always unstable. This is a special case of the more general recent result [7] that phase retrieval is always unstable in the infinite dimensional setting: when the signal space is an infinite dimensional Hilbert space H, then no matter how one chooses the discrete frame {ϕ γ } γ∈Γ , one can always find, for any ǫ > 0, elements f ǫ , g ǫ ∈ H such that
c > 0 is some fixed constant independent of ǫ (but depending on the frame). If the frame allows for unique (but unstable) phase retrieval in H, then for signals f restricted to finite-dimensional subspaces of H, stable reconstruction is possible (see e.g. [9] ), but the stability estimate depends on a factor that scales with the dimension of the subspace, diverging to infinity as this dimension grows unboundedly [7] .
In the algorithm considered in [18] , reconstruction for real-valued and band-limited g ∈ L 2 (R) is based on choosing a line L = {z : Im z = c} for some constant c on which to unwrap the phase. Since g is analytic on C, g has no zeros on almost every such line L. The instability of the reconstruction then manifests itself in the possibility for g to have zeros arbitrarily close to L. In fact, one can construct band-limited functions such that for any c ∈ R, and any (arbitrarily narrow) strip S L around L, g has zeros in S L , see [19] . Note that increasing the sampling rate does not enhance the stability of the reconstruction. In view of the possibility that g has zeros close to the line L, it seems intuitive that the instability cannot be overcome by a higher sampling rate. This observation is also consistent with the discussion on higher sampling rates in [9] .
Examples
This section contains two examples illustrating the concepts discussed so far. We will need the notion of a (discrete) frame and a tight frame of L 2 (R d ), which we now introduce. Let M be a discrete index set and
then Ω is called a tight frame. We borrow a phrasing from [7] and say that a frame Ω = {ω µ } µ∈M ⊂ L 2 (R d ) of real-valued functions ω µ does sign retrieval if any exponentially-decaying realvalued function f ∈ L 2 (R d ) can be uniquely recovered (up to a global sign factor) from its unsigned frame coefficients {| f, ω µ |} µ∈M . In what follows we will show that for the orthonormal basis of Meyer wavelets in 1D and the tight frame of second generation curvelets in 2D, suitably oversampled frames do sign retrieval. Proof. Let Ψ be the semi-discrete frame formed by Ψ = {ψ j (·) := 2 j ψ(2 j ·)} j∈N ∪ {φ}.
We denote the supports in frequency domain by
and
Clearly, this semi-discrete frame has good F-support overlap. Furthermore, for all j ∈ N and for any c j ≥ 2 j+3 /3, the set X j = 1 2cj Z is a sign-blind sampling set for F j . By Theorem 1, any exponentially decaying real-valued function f ∈ L 2 (R) can be uniquely recovered from its unsigned samples {|f * ψ j |(X j )} j∈N ∪ {|f * φ|(X −1 )} up to a global sign factor. Note, however, that |f * ψ j |(X j ) = 2 j/2 | f, ψ 
