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Abstract: Virtualization in cloud computing has been used in combination with environments Platform as
a Service (PaaS) and Infrastructure as a Service (IaaS) in order to provide performance, isolation, and
scalability. However, containers and virtual machines (VMs) are susceptible to the vulnerabilities present
in the core of operating system as well as container solutions, which are a risk for information and service
operation of all entities sharing a same host. The safety recommendation guides aims to mitigate the security
in this scenario, but the selection of containerization solutions taking into account security requirements is a
complex task. Thus, we propose a security taxonomy focused on containers to cloud computing in order to
assist the classification and evaluation containers security mechanisms and solutions.
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Resumo: A virtualizac¸a˜o na computac¸a˜o em nuvem tem sido usada em combinac¸a˜o com os ambientes
de Plataforma como Servic¸o (PaaS) e Infraestrutura como Servic¸o (IaaS) para provisionar desempenho,
isolamento e escalabilidade. No entanto, conteˆineres e ma´quina virtuals (MVs) sa˜o suscetı´veis a`s vulner-
abilidades presentes no nu´cleo do sistema operacional, bem como a`s soluc¸o˜es de conteˆiner, que sa˜o um
risco para a operac¸a˜o de informac¸o˜es e servic¸os de todas as entidades que compartilham um mesmo host.
Os guias de recomendac¸a˜o auxiliam a mitigar seguranc¸a neste cena´rio, no entanto, a selec¸a˜o de soluc¸o˜es
de conteinerizac¸a˜o, levando em conta os requisitos de seguranc¸a, e´ uma tarefa complexa. Assim, este
trabalho apresenta uma proposta de taxonomia de seguranc¸a focada em conteˆineres para computac¸a˜o em
nuvem, com o intuito de auxiliar a classificac¸a˜o e avaliac¸a˜o de mecanismos e soluc¸o˜es de seguranc¸a para
conteˆineres.
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1. Introduc¸a˜o
A computac¸a˜o em nuvem e´ considerada um paradigma com-
putacional que requer mu´ltiplos aspectos de seguranc¸a nas
tecnologias adjacentes que a compo˜e [1]. A seguranc¸a, se-
guida de questo˜es como privacidade, conformidade e aspectos
legais, e´ uma das principais barreiras que nuvens enfrentam
para sua adoc¸a˜o em larga escala por corporac¸o˜es, indu´strias e
comunidades acadeˆmicas. Dentre as tecnologias que supor-
tam os servic¸os em nuvens, as relacionadas com virtualizac¸a˜o
de recursos computacionais possuem destaque [2]. Provedo-
res compartilham o substrato computacional entre mu´ltiplos
clientes/servic¸os utilizando virtualizac¸a˜o baseada em hipervi-
sores e/ou baseada em conteˆineres. Os principais benefı´cios
proporcionados pelo uso combinado de ambas tecnologias
compreendem o provisionamento de desempenho compu-
tacional, isolamento e escalabilidade para aplicac¸o˜es hos-
pedadas. Enquanto virtualizac¸a˜o baseada em hipervisores
encontra-se em sua maturidade tecnolo´gica, conteˆineres ainda
sa˜o iniciantes neste ramo. A associac¸a˜o de conteˆineres a
modelos de servic¸os Platform as a Service (PaaS) e Infra-
estructure as a Service (IaaS) ocorreu com o surgimento do
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Docker1 em 2013. Recentemente, surgiram outras soluc¸o˜es
para conteinerizac¸a˜o, tais como Linux Containers (LXC)2,
CoreOS rkt3 e Linux Container Hypervisor (LXD)4, todas ca-
rentes de documentac¸a˜o relacionadas a seguranc¸a destes com-
ponentes no contexto de nuvem computacional. O fato dos
conteˆineres serem uma tecnologia jovem e´ uma preocupac¸a˜o
no momento de escolha de uso, o que ainda e´ agravado pelo
fato de conteˆineres poderem utilizar diretamente os recursos
do nu´cleo do sistema operacional (SO) hospedeiro [4]. Dado
o compartilhamento direto de recursos do nu´cleo, SO hospe-
deiro e/ou conteˆineres, hospedados em uma mesma ma´quina
fı´sica, esta˜o sujeitos a ataques de escala de privile´gios, po-
dendo comprometer a seguranc¸a dos recursos [5].
Ciente do uso crescente de conteˆineres nas organizac¸o˜es, e
das possı´veis vulnerabilidades da a´rea, este trabalho apresenta
uma sı´ntese sobre as principais recomendac¸o˜es publicadas em
guias de seguranc¸a e propo˜e uma taxonomia para mecanismos
e soluc¸o˜es de conteˆineres. Esta taxonomia tem por objetivo
auxiliar na ana´lise e classificac¸a˜o de riscos e vulnerabilidades,
presentes em mecanismos e soluc¸o˜es de conteˆineres em ambi-
entes PaaS e IaaS. Arquitetura, Conformidade e Privacidade
sa˜o os treˆs principais pilares desta taxonomia, nomeados de
dimenso˜es.
O conteu´do deste trabalho esta´ organizado da seguinte
forma: a Sec¸a˜o 2 revisa as definic¸o˜es e possı´veis combinac¸o˜es
de hipervisores e conteˆineres. Na Sec¸a˜o 3 sa˜o detalhadas
as principais preocupac¸o˜es do uso de conteˆineres e guias de
recomendac¸o˜es de seguranc¸a, revisando os trabalhos relaci-
onados. A taxonomia de seguranc¸a elaborada com base nos
guias de recomendac¸a˜o da Sec¸a˜o 3 e´ apresentada detalhada-
mente na Sec¸a˜o 4. A Sec¸a˜o 5 apresenta as considerac¸o˜es
finais e trabalhos futuros.
2. Virtualizac¸a˜o de recursos em nuvens
computacionais
A virtualizac¸a˜o e´ uma tecnologia presente nas mais moder-
nas infraestruturas de computac¸a˜o em nuvem. O uso de
virtualizac¸a˜o na computac¸a˜o em nuvem ganhou adereˆncia por
prover treˆs propriedades: isolamento, desempenho e portabi-
lidade (e.g., Amazon Elastic Compute Cloud (EC2), Google
App Engine e OpenStack)-[6, 7, 8]. Atualmente, ale´m da
virtualizac¸a˜o tradicional baseada em hipervisores (Sec¸a˜o 2.1),
a virtualizac¸a˜o utilizando conteˆineres (Sec¸a˜o 2.2) tem ganhado
destaque.
1Docker e´ uma soluc¸a˜o para criac¸a˜o e manipulac¸a˜o de conteˆineres que
utiliza os recursos de seguranc¸a do nu´cleo Linux e.g., namespaces, mandatory
access control, control groups, chroot e seccomp policies [3].
2LXC possibilita virtualizac¸a˜o em nı´vel do SO. No inı´cio, o Docker
utilizou LXC para fazer o gerenciamento das imagens dos conteˆineres e o
deployment de servic¸os.
3CoreOS rkt e´ uma soluc¸a˜o baseada em nı´vel de aplicac¸a˜o concorrente do
Docker.
4LXD e´ considerado um hipervisor para conteˆineres por fornecer as mes-
mas caracterı´sticas de hipervisores de ma´quinas virtuais (MVs).
2.1 Virtualizac¸a˜o baseada em hipervisor
Com a utilizac¸a˜o de um hipervisor e´ possı´vel executar mu´ltiplas
instaˆncias de diferentes MVs sobre uma u´nica ma´quina fı´sica,
na qual cada SO, isoladamente, gerencia seus recursos, neste
caso virtuais, de processamento, de rede e de armazenamento.
Os recursos fı´sicos sa˜o gerenciados pelo hipervisor, virtua-
lizados e disponibilizados as MVs. Atualmente, pode-se ter
duas categorias de hipervisores: bare-metal (Tipo-1), que tem
seu isolamento a nı´vel de nu´cleo, e hosted (Tipo-2), o qual
oferece somente isolamento entre processos [3, 9]. Ressalta-
se que o Tipo-1 garante um nı´vel mais elevado de isolamento
e seguranc¸a e que o Tipo-2 e´ totalmente dependente do SO
hospedeiro. No caso do Tipo-2, vulnerabilidades do hospe-
deiro podem comprometer tanto o hipervisor quanto as MVs
hospedadas. Neste modelo de virtualizac¸a˜o, cada instaˆncia,
nomeada de MV, e´ uma co´pia de um SO completo. Como
qualquer SO, aqueles instalados em MVs requerem recur-
sos para gerenciamento dos processos e para estruturas de
operacionalizac¸a˜o do pro´prio SO. Se existir n MVs, o hiper-
visor alocara´ n estruturas de operacionalizac¸a˜o do SO, por
exemplo.
2.2 Virtualizac¸a˜o baseada em conteˆineres
A virtualizac¸a˜o baseada em conteˆineres tem seu foco no isola-
mento entre processos. Para isso, a conteinerizac¸a˜o apoia-se
nos recursos do nu´cleo do sistema e na˜o busca abstrair o
hardware do hospedeiro [10]. Um conteˆiner possibilita a
virtualizac¸a˜o de um aplicac¸a˜o implementando a gesta˜o de
tarefas, escalonamento e multiplexac¸a˜o de recursos.
A arquitetura baseada em conteˆineres permite que sejam
executados diversos servic¸os em um mesmo host, cada uma
dessas func¸o˜es sa˜o separadas e definidas por diferentes e
separados conteˆineres. O uso de conteˆineres possibilita a
implementac¸a˜o do sistema mais escala´vel e flexı´vel tornando
seu desenvolvimento mais simples e funcional [5]. A grande
questa˜o da utilizac¸a˜o de conteˆineres desta maneira, e´ a neces-
sidade de gerenciamento e protec¸a˜o dos objetos interligados.
Tendo em vista que e´ mais difı´cil e mais complexo, em termos
de seguranc¸a, mesclar questo˜es de SO, redes de computado-
res e aplicac¸o˜es. O princı´pio da virtualizac¸a˜o baseada em
conteˆineres e´ utilizar os recursos do nu´cleo do SO para criar
um ambiente isolado para ps processos.
2.3 Hipervisor vs. conteˆineres
O uso da virtualizac¸a˜o baseada em hipervisor possui be-
nefı´cios quanto a` seguranc¸a, quando comparado com as de-
mais tecnologias para prover va´rios servic¸os em uma mesma
plataforma. Explorar vulnerabilidades do hospedeiro ou do
convidado e´ uma tarefa complexa, pois, ao longo dos u´ltimos
anos, provedores de PaaS e de IaaS desenvolveram gerentes
de recursos virtuais aderentes a esta te´cnica de virtualizac¸a˜o e
oferecerem um nı´vel elevado de isolamento [11].
No contexto de PaaS, conteˆineres atuam como uma fer-
ramenta que auxilia no desenvolvimento de software, ofere-
cendo portabilidade e os mesmos princı´pios da virtualizac¸a˜o
baseada em MVs [12]. MVs, em PaaS, tem como foco o
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Figura 1. Possı´veis combinac¸o˜es do uso de MVs e conteˆineres em nuvem computacional.
gerenciamento e alocac¸a˜o de recursos do hardware. Portanto,
as te´cnicas de virtualizac¸a˜o, hipervisor e conteˆiner, teˆm apli-
cabilidades distintas em PaaS. Todavia, no contexto de IaaS,
o mesmo na˜o ocorre, conteˆineres podem substituir o uso de
MVs. Este tipo de operac¸a˜o e´ possı´vel com o uso de soluc¸o˜es
como LXD, que atuam como um hipervisor para conteˆineres.
A execuc¸a˜o de uma MV implica na inicializac¸a˜o do SO acar-
retando atrasos na disponibilizac¸a˜o da aplicac¸a˜o final, devido
ao tempo de inicializac¸a˜o do SO, desempenho, por se tratar
de uma estrutura complexa, e de armazenamento, pois estru-
turas e arquivos sa˜o copiados [13]. Este comportamento na˜o
e´ observado em conteˆineres, pois como ele esta´ associado as
estruturas do nu´cleo do sistema do hospedeiro, na˜o precisa
gerenciar estas estruturas e inicializac¸o˜es [14].
Por outro lado, MVs teˆm um modelo de isolamento mais
so´lido do que conteˆineres. Conteˆineres compartilham o mesmo
nu´cleo e podem ser executados com recursos e privile´gios va-
riados em um hospedeiro. Portanto, o grau de segmentac¸a˜o
entre os mesmos e´ inferior do que o fornecido em MVs,
feito atrave´s do hipervisor. Como conteˆineres encontram-
se no mesmo nu´cleo, o isolamento e´ fornecido atrave´s de
configurac¸o˜es no pro´prio nu´cleo. Um conteˆiner e´ visto pelo
nu´cleo como um processo ou conjunto de processos e proces-
sos sa˜o passı´veis de iterac¸a˜o e comunicac¸a˜o entre si. Portanto,
um descuido na configurac¸a˜o de conteˆineres pode habilitar a
capacidade de interac¸a˜o entre conteˆineres e o pro´prio hospe-
deiro, na˜o necessariamente, deseja´vel [15]. E´ possı´vel exe-
cutar conteˆineres sob MVs garantindo um nı´vel a mais de
isolamento entre componentes de uma aplicac¸a˜o [16].
2.4 Virtualizac¸a˜o em nuvem computacional
No contexto de nuvem computacional, conteˆineres e MVs sa˜o
tecnologias complementares. As diferenc¸as entre as te´cnicas
de virtualizac¸a˜o favorecem a implantac¸a˜o de aplicac¸o˜es com
necessidades distintas. A Figura 1 ilustra possı´veis combi-
nac¸o˜es do uso de conteˆineres e MVs que variam conforme a
capacidade do SO/Hipervisor, portabilidade e pelo seu uso
em PaaS.
Existem diversas combinac¸o˜es de conteˆineres e MVs, tal
que a escolha da combinac¸a˜o depende da finalidade e soluc¸a˜o
de conteinerizac¸a˜o. Por exemplo, se o objetivo e´ realizar a
implantac¸a˜o de aplicac¸o˜es com uma estrutura mı´nima, a abor-
dagem comum e´ SO - conteˆiner, a qual possui um desempenho
superior em comparac¸a˜o com SO/Hipervisor - MV [16]. De-
senvolvedores de software tendem a utilizar ambientes PaaS
pela possibilidade de conteinerizac¸a˜o em nı´vel de SO, maximi-
zando o desempenho e realizando o gerenciamento agrupado
da aplicac¸a˜o [15]. Ale´m do disso, caso o ambiente PaaS
na˜o fornec¸a suporte a` conteˆineres, a abordagem utilizada e´
executar o conteˆiner em nı´vel de aplicac¸a˜o sob uma MV.
3. Seguranc¸a no uso de conteˆineres
A seguranc¸a em conteˆineres e´ uma das maiores barreiras levan-
tadas para a adoc¸a˜o da tecnologia no ambiente de produc¸a˜o
[17], sendo que ha´ tanto problemas de seguranc¸a nos pro´prios
mecanismos empregados para fornecer os conteˆineres (e.g.,
isolamento) como nos mecanismos para orquestrar os con-
teˆineres e seus ecossistemas [5]. O risco envolvido ao compar-
tilhar recursos de um mesmo nu´cleo com diversos conteˆineres
na˜o pode ser ignorado. O uso de conteˆineres e MVs apresen-
tam propriedades semelhantes [18] (e.g., compartilhamento
de processamento, rede e armazenamento). Contudo, pre-
ocupac¸o˜es de seguranc¸a relacionados a`s MVs sa˜o detalhada-
mente abrangidas pelos principais guias de recomendac¸a˜o de
seguranc¸a para a computac¸a˜o em nuvem como: CSA [19],
NIST [20] e ENISA [21].
Analisando estes guias elencados [19, 20, 21], constata-se
que, no que se refere a` conteˆineres, apresentam apenas uma
breve descric¸a˜o conceitual, na˜o fazendo uma clara definic¸a˜o
dos aspectos de seguranc¸a inerentes a sua abordagem dife-
renciada. Trabalhos relacionados a` computac¸a˜o em nuvem
vem sendo desenvolvidos com o objetivo de analisar questo˜es
de seguranc¸a em plataformas PaaS, IaaS e Software as a Ser-
vice (SaaS) [1]. Estes trabalhos apresentam me´todos que
auxiliam na avaliac¸a˜o de risco de aspectos de seguranc¸a [21,
19] e desafios quanto a` privacidade, governanc¸a e confor-
midade [20]. Entretanto, contemplam superficialmente me-
canismos para reforc¸ar a polı´tica de controle do gerenci-
amento de conteˆineres, imagens e acesso aos recursos do
nu´cleo [22, 23, 3, 24]. Assim, os principais guias e trabalhos
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especı´ficos, relacionados a seguranc¸a para conteˆineres e que
servem de base para este trabalho sa˜o: (i) [25], contemplando
recomendac¸o˜es, mecanismos de seguranc¸a, ataques, ameac¸as
e me´todos para garantir a seguranc¸a do uso de conteˆineres no
ambiente de produc¸a˜o; (ii) [24], apresentando informac¸o˜es
conceituais e estrate´gias para garantir a seguranc¸a na execuc¸a˜o
de conteˆineres; e (iii) [26], discutindo boas pra´ticas, vulnera-
bilidades, riscos relacionados e proposta de soluc¸o˜es.
Dentre os materiais consultados, na˜o foi identificado ne-
nhum padra˜o ou recomendac¸a˜o para avaliar os aspectos de
seguranc¸a do uso de conteˆineres, apenas uma ana´lise quantita-
tiva das principais preocupac¸o˜es e soluc¸o˜es de seguranc¸a vol-
tada a` computac¸a˜o em nuvem [2, 11]. Em suma, os trabalhos
relacionados visam relacionar ameac¸as, riscos e vulnerabili-
dades presentes em mecanismos do nu´cleo do SO e que sa˜o
utilizados por tecnologias de conteinerizac¸a˜o [27, 25].
Com base no trabalho de [2], o qual apresenta uma taxono-
mia para classificar e organizar informac¸o˜es sobre aspectos de
seguranc¸a na computac¸a˜o em nuvem, e´ proposto um modelo
aplica´vel ao contexto de uso de conteˆineres. Esse modelo
e´ composto de seis categorias: (i) Seguranc¸a da Rede; (ii)
Conteinerizac¸a˜o; (iii) Polı´tica de Seguranc¸a; (iv) Conformi-
dade; (v) Seguranc¸a de Dados; e (vi) Questo˜es Legais.
No ano de 2017, o National Institute of Standards and Te-
chnology (NIST) elaborou uma documentac¸a˜o relevante sobre
conteˆineres e virtualizac¸a˜o [15], que apo´s ser analisada impli-
cou em adicionar a nova categoria de ”(vii) Risco do sistema
operacional”. Esta nova categoria leva em considerac¸a˜o os
problemas herdados do SO em que e´ aplicado a virtualizac¸a˜o
por conteˆineres. Em suma, neste trabalho sa˜o propostas um
total de sete categorias (Tabela 1), em cada categoria sa˜o apre-
sentados os principais problemas e preocupac¸o˜es de acordo
com os guias de recomendac¸a˜o e seguranc¸a mencionados.
Em cada categoria sa˜o apresentados os principais proble-
mas e preocupac¸o˜es de acordo com os guias de recomendac¸a˜o
e seguranc¸a mencionados. Seguindo a abordagem empregada
por [2], foi realizada uma ana´lise voltada para a seguranc¸a em
conteˆineres que resultou na categorizac¸a˜o descrita na Tabela 1.
Embora a categorizac¸a˜o indique os aspectos inerentes e de-
seja´veis relacionados com a seguranc¸a em conteˆineres, uma
organizac¸a˜o e´ necessa´ria para auxiliar na ana´lise das soluc¸o˜es
existentes.
4. Taxonomia da seguranc¸a de
conteˆineres
Com o objetivo de criar um modelo que auxilie na ana´lise
da seguranc¸a do uso de conteˆineres, essa sec¸a˜o apresenta os
riscos e vulnerabilidades mencionados, organizados atrave´s
de categorias com uma hierarquia envolvida, criando assim
uma taxonomia da seguranc¸a de conteˆineres, ilustrada na
Figura 2. A taxonomia foi elaborada visando tanto o gene-
ralismo quanto a` granularidade, isto e´: e´ possı´vel classificar
um determinado aspecto/soluc¸a˜o de acordo com o grau de
detalhamento desejado.
Figura 2. Primeiro nı´vel da proposta de taxonomia de
seguranc¸a do uso de conteˆineres em nuvem computacional.
Conforme a Figura 2, o primeiro nı´vel da taxonomia e´




O motivo dessa estruturac¸a˜o e´ classificar aspectos de
seguranc¸a de maneira independente das demais dimenso˜es.
Contudo, existe a possibilidade de classificar um mesmo
aspecto de seguranc¸a relacionando-o com mais de uma di-
mensa˜o. O motivo dessa possibilidade e´ pelas dimenso˜es Pri-
vacidade e Conformidade apresentarem aspectos de seguranc¸a
que envolvem a responsabilidade do provedor de servic¸o com-
putacional.
4.1 Dimensa˜o Arquitetura
A dimensa˜o Arquitetura (Figura 3) apresenta questo˜es volta-
das a configurac¸o˜es de seguranc¸a da rede e da transfereˆncia
de dados entre conteˆineres. Como tambe´m, soluc¸o˜es e me-
canismos responsa´veis por controlar o acesso aos recursos
do SO e verificar a autenticidade de dependeˆncia de imagens
de conteˆineres. Para cada dimensa˜o foram propostas subdi-
menso˜es, a fim de auxiliar na avaliac¸a˜o do uso de conteˆineres
tanto em PaaS como em IaaS e a possı´vel abordagem de me-
canismos de controle de acesso do nu´cleo:
• Arquitetura de seguranc¸a;
• Conteinerizac¸a˜o;
• Seguranc¸a de rede; e
• Risco do sistema operacional.
Arquitetura de Seguranc¸a: a Arquitetura de seguranc¸a de-
fine os controles e recursos para mitigar a seguranc¸a. Essen-
cialmente, tudo e´ proibido a menos que exista uma regra de
acesso permitindo.
i) Controle de acesso obrigato´rio: No uso de conteˆineres
e´ comum a falta da criac¸a˜o de regras de acesso e a
desabilitac¸a˜o de mecanismos de seguranc¸a por parte dos
administradores, devido a` complexidade da configurac¸a˜o.
SELinux [28] e AppArmor [29] sa˜o exemplos de meca-
nismos que atuam como elementos-chave no controle
de acesso a recursos do nu´cleo.
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Tabela 1. Categorizac¸a˜o de seguranc¸a em conteˆineres.
Categoria
Seguranc¸a da rede: Problemas relacionados
a` comunicac¸a˜o e transfereˆncia de dados entre
conteˆineres de um mesmo hospedeiro ou re-
motos.
1. Configurac¸o˜es de seguranc¸a: Questo˜es voltadas a` configurac¸o˜es, tecnologias e protocolos a fim de garantir a
seguranc¸a da rede sem comprometer o desempenho da transfereˆncia de dados.
2. Seguranc¸a na transfereˆncia de dados: Mecanismos que garantam a protec¸a˜o da rede contra os principais ata-
ques direcionados a` conteˆineres.
Conteinerizac¸a˜o: Isolamento entre
conteˆineres e recursos do SO, vulnera-
bilidades presentes em imagens e no
hipervisor, e problemas associados com o
uso da tecnologia.
1. Isolamento: conteˆineres compartilham recursos de um mesmo SO ficando suscetı´veis a` ataques e vazamento
de dados. O conceito de isolamento tambe´m e´ aplicado em processos, recursos, dispositivo, rede, sistema de
arquivos, e limitac¸a˜o de recursos.
2. Negac¸a˜o de servic¸os e consumo de recursos: Ataques de negac¸a˜o de servic¸o (e.g., forkbombs e exposic¸a˜o de
recursos do hardware) sob um mesmo conteˆiner ou entre conteˆineres de um mesmo hospedeiro.
3. Vulnerabilidades do conteˆiner: Vulnerabilidades e aspectos de seguranc¸a relacionado a`s soluc¸o˜es de
conteˆineres baseado em SO e aplicac¸a˜o.
4. Vulnerabilidades da soluc¸a˜o de conteinerizac¸a˜o: Vulnerabilidades e aspectos de seguranc¸a em soluc¸o˜es que
atuam como hipervisor para conteˆineres.
5. Orquestrac¸a˜o de conteˆineres: Risco associado ao uso de soluc¸o˜es proprieta´rias pela na˜o divulgac¸a˜o da
avaliac¸a˜o de seguranc¸a ou requisitos de seguranc¸a na˜o suportados.
6. Ataques internos ao conteˆiner: Violac¸a˜o da seguranc¸a do conteˆiner atrave´s de escalac¸a˜o de privile´gios.
7. Vazamento de dados: Explorac¸a˜o de vulnerabilidades das aplicac¸o˜es em execuc¸a˜o.
8. Imagens de conteˆineres: Falta de controle e mecanismos para verificac¸a˜o da autenticidade de bibliotecas e
dependeˆncias de imagens de conteˆineres.
9. Ataques cross-side-channel no conteˆiner: Ataques entre conteˆineres de um mesmo hospedeiro ou da mesma
rede.
Polı´tica de Seguranc¸a: Questo˜es relaciona-
das ao controle de acesso aos recursos do
nu´cleo do SO.
1. Controle de acesso obrigato´rio: Preocupac¸a˜o com vulnerabilidades presentes em soluc¸o˜es de controle de
acesso obrigato´rio e configurac¸o˜es das chamadas de servic¸o do nu´cleo.
Conformidade: Problemas relacionados a
auditoria de vulnerabilidades e ao quanto o
servic¸o atende/adere as polı´ticas, normas e
procedimentos.
1. Acordo de nı´vel de servic¸o: Mecanismos que garantam a disponibilidade, desempenho e procedimentos de
seguranc¸a do servic¸o.
2. Auditoria: Avaliac¸a˜o da seguranc¸a de imagens e conteˆineres em execuc¸a˜o.
Seguranc¸a de dados: Problemas relaciona-
dos a` identificac¸a˜o e controle de dados arma-
zenados em conteˆineres. Polı´ticas para mini-
mizar riscos e possı´veis danos.
1. Criptografia: Uso da criptografia para garantir a confidencialidade.
2. Redundaˆncia: Preocupac¸o˜es com mecanismos que garantem a disponibilidade e integridade dos dados em
caso de eventuais problemas no servic¸o.
Questo˜es legais: Aspectos legais do uso de
conteˆineres na nuvem computacional. 1. Privile´gios do provedor de servic¸o: Atividades maliciosas realizadas por empregados mal-intencionados que
possam afetar a disponibilidade, integridade e a disponibilidade de dados e servic¸os.
2. E-Discovery: Questo˜es relacionadas a` confidencialidade de informac¸o˜es quando solicitado a divulgac¸a˜o dos
dados por o´rga˜os judiciais.
Risco sistemna opracional do host: Proble-
mas relacionados ao sistema operacional lo-
cal da ma´quina.
1. Superficie de Ataque: Colec¸a˜o de todas vulnerabilidades que os invasores podem explorar e acessar as vulne-
rabilidades do host.
2. Compartilhamento do Nu´cleo: Embora conteˆineres oferec¸am um o´timo isolamento em nı´vel de software, ter
um nu´cleo compartilhado gera uma larga abertura para invasores.
3. Vulnerabilidade de componentes do host: Componentes que possuem falhas em nı´vel de software. Falhas
estas muitas vezes desconhecidas que podem ser exploradas.
4. Acessos impro´prios diretamente no host: Acessos aos conteˆineres atrave´s do host, sem necessariamente pas-
sarem pelas camadas de orquestrac¸a˜o.
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Figura 3. Taxonomia de seguranc¸a: dimensa˜o arquitetura.
ii) Confiabilidade de hardware: A facilidade de fazer o de-
ployment de conteˆineres em diversos computadores leva
a preocupac¸a˜o se este equipamento e´ de fato de quem
diz ser. Neste sentido, desenvolvedores podem querer
assegurar-se da confiabilidade do hardware no que diz
respeito se este faz parte de um conjunto de equipamen-
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tos seus ou do provedor contratado. Soluc¸o˜es como
Trusted Execution Environments (TEE) [30] para ambi-
entes confia´veis podem ser empregadas para tratar deste
aspecto. Ale´m disso, ha´ soluc¸o˜es a nı´vel de hardware
como o Intel Software Guard Extensions (SGX) [31]
que ja´ podem ser empregadas no contexto de seguranc¸a
de conteˆineres atrave´s de soluc¸o˜es como o Secure Linux
Containers (SCONE) [32].
iii) Controle de alocac¸a˜o: O uso de conteˆineres justamente
busca usar o compartilhamento de um hospedeiro (SO
e/ou MV) para diminuir sua carga administrativa, este
fato implica na alocac¸a˜o de va´rios conteˆineres em um
mesmo hospedeiro. Atacantes podem buscar manipular
a alocac¸a˜o do seu conteˆiner em um mesmo hospedeiro
para facilitar a execuc¸a˜o de ataques contra os demais
conteˆineres alocados no hospedeiro.
Conteinerizac¸a˜o : Relacionada a` seguranc¸a da virtualizac¸a˜o
baseada em conteˆineres. Preocupac¸o˜es com o isolamento
de recursos do nu´cleo do SO, vulnerabilidades associadas a`
imagens de conteˆineres, soluc¸o˜es proprieta´rias e ataques ao
conteˆiner.
i) Ataques cross-side-channel no conteˆiner: Ataques con-
tra conteˆineres em execuc¸a˜o sob um mesmo SO hospe-
deiro ou presentes na mesma rede. O objetivo e´ explorar
servic¸os e aplicac¸o˜es de uso comum entre conteˆineres
(e.g., comprometer o conteˆiner que executa o banco
de dados ou aplicac¸a˜o do ataque ARP Spoofing para
capturar credenciais de conteˆineres vizinhos).
ii) Imagens de conteˆineres: Preocupac¸a˜o com ameac¸as
e mecanismos que analisam a autenticidade das de-
pendeˆncias presentes nas imagens de conteˆineres. Cerca
de 30% das imagens do Docker Hub [33]) sa˜o sus-
cetı´veis a uma variedade de ataques (e.g., shellshock,
heartbleed e poodle) [34]. Muitos desses ataques sa˜o
possı´veis devido a vulnerabilidade de software e confi-
gurac¸o˜es indevidas.
iii) Vazamento de dados: Preocupac¸a˜o com a confiden-
cialidade da informac¸a˜o voltada a` configurac¸o˜es de
aplicac¸o˜es executadas em conteˆineres. Possı´vel vaza-
mento de dados por armazenar artefatos de seguranc¸a
em imagens de conteˆineres, exposic¸a˜o de varia´veis de
ambiente a` processos filhos e armazenamento de logs
de aplicac¸o˜es em locais compartilhado. Nestes logs ha´
a possibilidade da existeˆncia de informac¸o˜es sensı´veis
como tokens de autenticac¸a˜o.
iv) Ataques internos ao conteˆiner: Escalamento de pri-
vile´gios dentro do conteˆiner atrave´s de vulnerabilida-
des (e.g., bibliotecas desatualizadas e exposic¸a˜o do
conteˆiner em redes na˜o confia´veis) presentes em aplica-
c¸o˜es web com o uso de te´cnicas de invasa˜o (e.g., injec¸a˜o
de comandos, violac¸a˜o de memo´ria e escrita arbitra´ria
em arquivos).
v) Vulnerabilidades do conteˆiner: Questo˜es de seguranc¸a
voltadas a` tecnologias que atuam como soluc¸a˜o para a
conteinerizac¸a˜o.
a) Conteˆiner baseado em aplicac¸a˜o: Questo˜es de segu-
ranc¸a relacionadas a` tecnologias de conteˆineres em
nı´vel de aplicac¸a˜o (e.g., Docker e CoreOS rkt [35]).
b) Conteˆiner baseado em SO: Questo˜es de seguranc¸a
relacionadas a`s tecnologias de conteˆineres em SO
(e.g., LXC5 e OpenVZ6).
vi) Negac¸a˜o de servic¸os e consumo de recursos: Questo˜es
relacionadas a` ataques de negac¸a˜o de servic¸o como
forkbombs, exposic¸a˜o direta e indireta de recursos e
de mecanismos de criptografia do nu´cleo [25]. Neste
tipo de ataque, e´ possı´vel ter como alvo o conteˆiner em
execuc¸a˜o, o vizinho e ate´ mesmo o SO hospedeiro.
vii) Vulnerabilidades do hipervisor: Vulnerabilidades em
soluc¸o˜es que atuam como hipervisor para conteˆineres
(e.g., LXD), garantindo isolamento de recursos em nı´vel
de hardware.
viii) Orquestrac¸a˜o de conteˆineres: Para que o gerenciamento
em cluster de conteˆineres torne-se altamente escala´vel
e de alto desempenho, e´ essencial o uso de frameworks
(e.g., Kubernetes7, Docker Swarm, Mesos e OpenS-
tack Magnum8). Muitos frameworks sa˜o soluc¸o˜es pro-
prieta´rias e a avaliac¸a˜o de seguranc¸a de algumas e´ des-
conhecida [25].
ix) Isolamento: As soluc¸o˜es para conteˆineres utilizam na-
mespaces9 do nu´cleo do SO para prover isolamento
entre processos. Um exemplo e´ o Docker, que fornece
suporte aos recursos. Contudo, na˜o sa˜o todos os names-
paces que a tecnologia oferece por padra˜o.
a) Processo: Namespace responsa´vel por prover a iden-
tificac¸a˜o de processos do conteˆiner, permitindo que
cada conteˆiner possua uma a´rvore de processos in-
terna. Uma vulnerabilidade recentemente encontrada
no Docker e´ o vazamento de dados sobre os processos
de um conteˆiner [27].
b) Sistema de arquivos: Proveˆ isolamento do sistema de
arquivos entre conteˆineres com o objetivo de minimi-
zar o compartilhamento de dados. E´ utilizado o names-
pace mount para separar arquivos entre conteˆineres e
do pro´prio SO hospedeiro. Contudo, existem vulnera-
bilidades e podem ser exploradas por atacantes.
c) Dispositivo: Utilizado para isolar drivers de dispo-





9Namespaces e´ uma funcionalidade do nu´cleo do SO que fornece isola-
mento e virtualizac¸a˜o de recursos a um conjunto de processos [36].
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hospedeiro. Todavia, a exposic¸a˜o desses drivers e´
uma ameac¸a e pode ser explorada com o intuito de
escalar privile´gios, ganhar acesso ilegal a dados ou a
partic¸o˜es.
d) Comunicac¸a˜o inter-processos: Responsa´vel por iso-
lar os recursos da comunicac¸a˜o entre processos (e.g.,
compartilhamento de memo´ria, sema´foros e fila de
mensagens). Ataques de negac¸a˜o de servic¸o sa˜o utili-
zados para comprometer essa comunicac¸a˜o.
e) Rede: Responsa´vel pelo isolamento de recursos de
rede entre processos como: interfaces, roteadores e
regras do acesso do firewall. Em plataformas PaaS,
conteˆineres de diferentes empresas compartilham o
nu´cleo de um mesmo SO hospedeiro. Consequente-
mente a comunicac¸a˜o entre conteˆineres na˜o e´ restrita
na camada de enlace, ficando suscetı´vel a ataques
cross-container[27, 37].
f) Limitac¸a˜o de recursos: Preocupac¸a˜o com o uso de
mecanismos (e.g., cgroups [38]) para limitar recursos
que sa˜o consumidos por processos de um determinado
conteˆiner.
g) Usua´rio: Principal recurso utilizado por conteˆineres.
Responsa´vel por prover conteˆineres na˜o privilegiados.
Ou seja, dentro do conteˆiner o usua´rio tem privile´gio
root, mas fora na˜o. Contudo, ataques de negac¸a˜o de
servic¸o podem ser utilizados para comprometer os
recursos desse namespace.
Seguranc¸a da Rede: Problemas relacionados a` comunicac¸a˜o
entre conteˆineres e com o SO hospedeiro.
i) Configurac¸o˜es de seguranc¸a: Questo˜es voltada a` con-
figurac¸o˜es internas do conteˆiner, e.g., regras de acesso
do firewall, encaminhamento de pacotes, interfaces de
rede, modo da rede e versa˜o do protocolo.
a) Bridge Network: Quando um conteˆiner e´ instan-
ciado, por padra˜o, o tipo de configurac¸a˜o da rede
e´ a Bridge. A rede em modo bridge automatica-
mente encaminha pacotes para todas as interfa-
ces que fazem parte da dela. Tambe´m, permite
que conteˆineres comuniquem-se entre si e com
o seu SO hospedeiro. Com sua similaridade a`
rede de switches, o atacante possui a possibilidade
de realizar ataques ARP Spoofing, Spanning Tree
Protocol (STP) e ataques ao protocolo IPv6 [27].
b) Eficieˆncia: Configurac¸o˜es de rede necessa´rias
para garantir o desempenho sem comprometer
a eficieˆncia.
c) Protocolos: Uso, configurac¸a˜o e suporte (e.g.,
IPv6) aos protocolos necessa´rios para garantir o
funcionamento da rede.
d) Desempenho: Questo˜es de seguranc¸a de mecanis-
mos que melhoram o desempenho da rede.
e) Tecnologia: Configurac¸a˜o e integrac¸a˜o de no-
vas tecnologias na rede, (e.g., Software Defined
Networking (SDN) [39]).
ii) Seguranc¸a na transfereˆncia: Com o massivo compar-
tilhamento de informac¸o˜es entre conteˆineres e o hos-
pedeiro, e´ necessa´rio a utilizac¸a˜o de mecanismos que
garantam a seguranc¸a da rede na troca de informac¸o˜es.
Aqui ressalta-se o uso de protocolos de aplicac¸a˜o que
empregam criptografia (e.g., SSH e HTTPS) e Virtual
Private Networks (VPNs) [40].
Risco do sistema operacional:
i) Superfı´cie larga de ataque: Sa˜o va´rias vulnerabilida-
des que invasores podem explorar ao acessarem o host.
Como exemplo tem-se um servic¸o que realiza conexa˜o
com a rede ou com a internet e a partir desta conexa˜o
ele abre possı´veis pontos para realizac¸a˜o de ataques.
ii) Nu´cleo Compartilhado: Sabe-se que as aplicac¸o˜es des-
tinadas para conteˆineres oferecem um bom isolamento
no nı´vel de software. O compartilhamento do nu´cleo
no abre possı´veis pontos para ataque de invasores.
iii) Componentes vulnera´veis do host: Estes componentes
podem possuir falhas em nı´vel de software, que muitas
vezes sa˜o desconhecidas e necessitam de atualizac¸a˜o,
que podem abrir lacunas para um eventual ataque.
iv) Acessos indevidos: Estes sa˜o acessos realizados dire-
tamente na ma´quina/usua´rio host, que permitem total
acesso aos conteˆineres sem passarem por camadas de
orquestrac¸a˜o que delimitam o poder do usua´rio.
4.2 Dimensa˜o Privacidade
A dimensa˜o Privacidade (Figura 4) abrange preocupac¸o˜es
com a seguranc¸a da informac¸a˜o e o uso da criptografia para
proteger informac¸o˜es confidenciais e mecanismos para con-
trolar a redundaˆncia dos dados. Ainda, questo˜es voltadas ao
controle dos dados pelo provedor do servic¸o em ambientes
PaaS e IaaS.
Conforme a Figura 4, percebe-se a divisa˜o em duas subdi-
menso˜es principais: Seguranc¸a de Dados e Questo˜es Legais.
O objetivo e´ separar questo˜es relacionadas a` seguranc¸a de
questo˜es legais junto ao provedor do servic¸o. Aspectos le-
gais do provedor do servic¸o valem tanto para a virtualizac¸a˜o
baseada em conteˆineres quanto para MVs.
Seguranc¸a de dados: Mecanismos e polı´ticas que garantam
a integridade, disponibilidade e a confidencialidade de dados
do conteˆiner.
i) Criptografia: Questo˜es voltadas a cifragem de conteˆineres
em ambientes virtuais e da autenticidade de imagens.
Ale´m disso, vulnerabilidades presentes em mecanismos
(e.g., Docker Content Trust10) que auxiliam no processo
de verificac¸a˜o da autenticidade.
10〈https://blog.docker.com/2015/08/content-trust-docker-1-8/〉
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Figura 4. Taxonomia de seguranc¸a: dimensa˜o privacidade.
a) Confidencialidade: Preocupac¸o˜es com a confiden-
cialidade dos dados em conteˆineres e soluc¸o˜es
como Docker-squash11, que auxiliam na eliminac¸a˜o
de dados sensı´veis (e.g., dados do cache, logs e
chaves de acesso) [41].
b) Integridade: Mecanismos de protec¸a˜o a` integri-
dade dos dados como: sistemas automatizados de
hashes e outras que possam auxiliar a verificar
se o conteˆiner e os seus dados foram alterados
indevidamente ou corrompidos.
ii) Redundaˆncia: Preocupac¸a˜o com a perda de dados e
disponibilidade de dados sensı´veis armazenados em
conteˆineres. E´ essencial garantir a integridade de da-
dos independente do ciclo de vida do conteˆiner ou de
eventuais problemas da aplicac¸a˜o.
a) Perda de dados: Questo˜es voltadas a` persisteˆncia
de dados em aplicac¸o˜es e servic¸os em execuc¸a˜o
no conteˆiner. Uso de mecanismos como Convoy12
que permitem a criac¸a˜o e gerenciamento de volu-
mes para armazenamento persistente de dados em
conteˆineres que empregam Docker. A replicac¸a˜o
e backup de dados automa´tico e snapshot de da-
dos tambe´m sa˜o exemplos de abordagens neste
sentido.
b) Disponibilidade: Para garantir a disponibilidade
e a seguranc¸a no gerenciamento de dados, e´ reco-
mendado o uso de soluc¸o˜es de armazenamento de
dados dedicado [42].
Questo˜es Legais: Aspectos de seguranc¸a com relac¸a˜o jurı´dica
entre o cliente e o provedor de servic¸o computacional.
i) Privile´gios do provedor do servic¸o: O provedor de
servic¸o de conteinerizac¸a˜o na computac¸a˜o em nuvem
pode ter controle e acesso de todos os dados e procedi-
mentos da aplicac¸a˜o. A preocupac¸a˜o e´ com riscos de




a) Empregados mal-intencionados: Funciona´rios de
ma´ ı´ndole podem ter influeˆncia sob a perda, vaza-
mento e a confidencialidade da informac¸a˜o. Dessa
forma, ha´ uma relevaˆncia considera´vel em anali-
sar (e.g., investimento em seguranc¸a e equipe) o
provedor de servic¸o contratado [43].
b) Escalac¸a˜o de privile´gios: Risco associado ao com-
partilhar o hardware com diversas organizac¸o˜es.
A escolha de uma plataforma privada ou de acesso
limitado deve ser considerada a fim de amenizar
o risco.
ii) e-Discovery: Aspectos referentes a` aplicac¸a˜o da lei
para a divulgac¸a˜o de informac¸o˜es armazenadas em
conteˆineres.
a) Compartilhamento de hardware: Uma soluc¸a˜o
comum em PaaS e´ o compartilhamento do hard-
ware com diversas organizac¸o˜es. Tornou-se uma
pra´tica comum em nuvens pu´blicas. O comparti-
lhamento do hardware e´ um ponto crı´tico para a
confidencialidade da informac¸a˜o.
b) Medidas de aplicac¸a˜o da lei: Uma medida de
aplicac¸a˜o da lei e´ solicitar a divulgac¸a˜o de dados
de um conteˆiner pelo provedor do servic¸o. A es-
trate´gia de compartilhar o hardware com diversas
organizac¸o˜es pode afetar a confidencialidade da
informac¸a˜o.
4.3 Dimensa˜o Conformidade
A dimensa˜o Conformidade apresenta preocupac¸o˜es com polı´ticas
de seguranc¸a, perda do controle da informac¸a˜o, configurac¸o˜es
e indisponibilidade do servic¸o por parte do provedor. Ale´m
disso, preocupac¸o˜es com a transpareˆncia e avaliac¸a˜o da seguranc¸a
em imagens e configurac¸o˜es de conteˆineres.
De acordo com a Figura 5, a dimensa˜o conformidade apre-
senta duas principais subdimenso˜es: SLA e Auditoria. O
motivo dessa separac¸a˜o e´ tornar aspectos de auditoria inde-
pendente de polı´ticas do provedor do servic¸o.
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Figura 5. Taxonomia de seguranc¸a: dimensa˜o conformidade.
SLA: Questo˜es relacionadas ao provedor de servic¸o de com-
putac¸a˜o em nuvem e mecanismos que garantam a disponibili-
dade e procedimentos ba´sicos de seguranc¸a.
i) Procedimentos: Os usua´rios de servic¸os PaaS e IaaS sa˜o
tipicamente responsa´veis pelas definic¸o˜es de polı´ticas,
procedimentos e processos. Enquanto o provedor e´
responsa´vel pela execuc¸a˜o das mesmas. Conhecer e
definir procedimentos de seguranc¸a e´ uma preocupac¸a˜o
a ser levada em considerac¸a˜o.
ii) Disponibilidade: Questo˜es relacionadas a disponibili-
dade do servic¸o de conteinerizac¸a˜o na nuvem. Plata-
formas PaaS e IaaS comumente mencionam em suas
polı´ticas de conformidade a` disponibilidade do servic¸o
numa taxa entre 99.5% e 100% [44].
iii) Polı´ticas: Questo˜es como cobertura do servic¸o, uso ex-
cessivo de recursos, me´todos, penalidades e licenc¸a de
software. O desconhecimento de polı´ticas de conformi-
dade e´ uma ameac¸a ao servic¸o.
Auditoria: Possibilidade de auditar a seguranc¸a de conteˆineres
por clientes, usua´rios e provedores do servic¸o com uso de me-
todologias e mecanismos.
i) Avaliac¸a˜o de seguranc¸a: Relevaˆncia em identificar con-
teˆineres que possuem dependeˆncias desatualizadas e
imagens com potenciais vulnerabilidades. Para isso,
sa˜o utilizados mecanismos de avaliac¸a˜o de seguranc¸a
em conteˆineres, (e.g., OpenSCAP13, CoreOS Clair14 e
Docker Bench Security15).
ii) Transpareˆncia: Transpareˆncia e me´todos sa˜o necessa´rios
para analisar continuamente a conteinerizac¸a˜o em pla-
taformas PaaS e IaaS. Ao saber quais tecnologias e
softwares sa˜o empregados, facilita-se em identificar as-
pectos de seguranc¸a que podem ser assegurados e quais




implica em deixar explı´cito como as operac¸o˜es de trans-
fereˆncia de dados e execuc¸a˜o dos conteˆineres sa˜o reali-
zadas.
4.4 Classificac¸a˜o de soluc¸o˜es para conteˆineres
A taxonomia proposta deve auxiliar na classificac¸a˜o dos prin-
cipais mecanismos e soluc¸o˜es de conteˆineres empregados em
nuvens computacionais. Neste sentido, a Tabela 2 foi elabo-
rada para exemplificar a aplicac¸a˜o da taxonomia usando como
base algumas das refereˆncias / soluc¸o˜es citdas neste trabalho.
Analisando a Tabela 2, constata-se a ocorreˆncia de um
maior nu´mero de soluc¸o˜es relacionadas a` dimensa˜o Arquite-
tura. O motivo e´ que Privacidade e Conformidade possuem
questo˜es relacionadas ao provedor do servic¸o de computac¸a˜o
em nuvem de tal forma que na˜o necessariamente envolvem
mecanismos e soluc¸o˜es. Neste caso, o aspecto e´ voltado a`
acordos, procedimentos ou polı´ticas.
Quanto as ocorreˆncias de Arquitetura, o NIST [15] trouxe
contramedidas para uma considera´vel parte dos problemas
identificados nesta taxonomia, desta forma possibilita uma
maior mitigac¸a˜o e identificac¸a˜o das soluc¸o˜es apropriadas. Ja´ a
Red Hat [50] identificou possı´veis soluc¸o˜es para o isolamento
da rede compartilhada pelos conteˆineres, mas esta soluc¸a˜o
depende da arquitetura e topologia da soluc¸a˜o empregada no
conteˆiner.
5. Considerac¸o˜es & Trabalho futuros
As ferramentas para virtualizac¸a˜o de data centers de nuvens
computacionais sa˜o fundamentais para o provisionamento de
servic¸os. Atualmente, ale´m da utilizac¸a˜o de ma´quinas vir-
tuais, os conteˆineres tem sido utilizados para consolidar e
organizar hospedeiros e aplicac¸o˜es hospedadas. Entretanto,
diferentemente do cena´rio de ma´quinas virtuais, os aspectos
de seguranc¸a de conteˆineres ainda esta˜o em fase de amadu-
recimento, constituindo um ponto crı´tico para provedores e
clientes.
Voltado ao crite´rio da seguranc¸a das imagens de conteˆineres
foi possı´vel constatar que ate´ mesmo imagens de distribuic¸o˜es
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Tabela 2. Classificac¸a˜o de mecanismos e soluc¸o˜es de seguranc¸a de conteˆineres.
Soluc¸a˜o/Refereˆncia Dimensa˜o principal Subdimenso˜es
Docker Content Trust Arquitetura Conteinerizac¸a˜o - Imagens de Conteˆineres - Vulnerabilidades
Cgroups [38] Arquitetura Conteinerizac¸a˜o - Isolamento - Limitac¸a˜o de Recursos
SDN [39] Arquitetura Seguranc¸a da Rede - Configurac¸o˜es de Seguranc¸a
Docker Bench Security Conformidade Auditoria - Avaliac¸a˜o de Seguranc¸a
Vault [45] Privacidade Seguranc¸a de Dados - Criptografia - Confidencialidade
Docker Arquitetura Conteinerizac¸a˜o - Vulnerabilidades do Conteˆiner - Conteˆiner Baseado em
Aplicac¸a˜o
LXC Arquitetura Conteinerizac¸a˜o - Vulnerabilidades do Conteˆiner - Conteˆiner Baseado
em SO
Flocker [46] Privacidade Seguranc¸a de Dados - Redundaˆncia - Perda de Dados
OpenSCAP Conformidade Auditoria - Avaliac¸a˜o de Seguranc¸a
LXD Arquitetura Conteinerizac¸a˜o - Vulnerabilidades do hipervisor
Kubernetes Arquitetura Conteinerizac¸a˜o - Orquestrac¸a˜o de conteˆineres
Docker-squash Privacidade Seguranc¸a de Dados - Criptografia - Confidencialidade
CoreOS Clair Conformidade Auditoria - Avaliac¸a˜o de Seguranc¸a
Docker-Swarm [47] Arquitetura Conteinerizac¸a˜o - Orquestrac¸a˜o de Conteˆineres
Convoy Privacidade Seguranc¸a de Dados - Redundaˆncia - Perda de Dados
Twistlock Trust [48] Conformidade Auditoria - Avaliac¸a˜o de Seguranc¸a
Twistlock Runtime [49] Arquitetura Arquitetura de Seguranc¸a - Controle de Acesso
AppArmor [29] Arquitetura Arquitetura de Seguranc¸a - Controle de Acesso
SCONE [29] Arquitetura Arquitetura de Seguranc¸a - Confiabilidade de hardware
oficiais esta˜o vulnera´veis a` ameac¸as de dependeˆncias como
bibliotecas, servic¸os e co´digos arbitra´rios que compo˜e a ima-
gem. Ale´m disso, foi possı´vel notar o amadurecimento de
soluc¸o˜es para a auditoria das imagens, especificamente o Doc-
ker Security Scanning. Todavia, a soluc¸a˜o na˜o e´ de co´digo
fonte aberta. Tambe´m, as ferramentas sa˜o apenas informativas
e na˜o bloqueiam o uso de imagens vulnera´veis. Para amenizar
a superfı´cie de ataque recomenda-se uso do reposito´rio oficial
Docker Hub. De forma geral, a maior parte das soluc¸o˜es para
os problemas encontrados podem ser segmentado esta˜o em
ac¸o˜es como: auditar polı´ticas de seguranc¸a, caso na˜o seja
necessa´rio, na˜o alterar as regras impostas por padra˜o pelo
Docker para a filtragem de chamadas do sistema e configurar
corretamente a comunicac¸a˜o de conteˆineres atrave´s de redes
definidas pelo usua´rio.
Para auxiliar na compreensa˜o e organizac¸a˜o dos proble-
mas e ferramentas relacionados com a seguranc¸a de conteˆineres,
o presente trabalho apresentou uma taxonomia para avaliac¸a˜o
de mecanismos e soluc¸o˜es. A taxonomia proposta foi utili-
zada frente as soluc¸o˜es existentes atualmente para comprovar
a sua aplicabilidade.
A taxonomia desenvolvida neste trabalho serve como base
para uma segunda etapa na qual sera´ elaborado um me´todo
para ana´lise de pontos crı´ticos de seguranc¸a em conteˆineres.
Outro trabalho futuro, ja´ em realizac¸a˜o consiste e um estudo
de caso mais aprofundado sobre as diversas formas de uso da
soluc¸a˜o Docker em nuvens computacionais IaaS baseada na
soluc¸a˜o de co´digo aberto OpenStack.
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