In this paper, the collocation method proposed by Cai and Wang 1 has been reviewed in detail to solve singularly perturbed reaction diffusion equation of elliptic and parabolic types. The method is based on an interpolating wavelet transform using cubic spline on dyadic points. Adaptive feature is performed automatically by thresholding the wavelet coefficients. Numerical examples are presented for elliptic and parabolic problems. The purposed method comes up as a powerful tool for studying singular perturbation problems in term of effective grid generation and CPU time.
Introduction
Singular perturbation, now is a maturing mathematical subject with a fairly long history and a strong promise for continued important applications throughout science and engineering. One can find a huge literature dealing with such kind of problems but not an application of adaptive wavelet to singularly perturbed problems; thus this paper is an effort in this direction.
In this paper, we try to use cubic spline adaptive wavelet features to solve singularly perturbed reaction diffusion problems belonging to sobolev space H 2 0 (I).
We have chosen Cai and Wang's 1 wavelets because of their interpolating property.
They were considered by the authors as a semi-orthogonal cubic spline wavelet basis of homogenous Sobolev space H 2 0 (I). Here we consider two semilinear singularly perturbed reaction diffusion problem of elliptic and parabolic types. The first one is the elliptic problem defined as − u (x) = f (x, u), where 0 ≤ x ≤ 1, (1.1a)
with boundary conditions
where is a small parameter and f (x, u) is sufficiently smooth. For 1, the solution has boundary layers at x = 0 and x = 1 2 .
The second problem is the one-dimensional parabolic problem Lu = − u xx (x, t) + a(x, t)u(x, t) + b(x, t)u t (x, t) = f (x, t, u), (1.2a) where (x, t) ∈ Q = (0, In singular perturbation problems, we have shocks as boundary layers. For such kinds of problems, the solution can be smooth in most of the solution domain with small area where the solution changes quickly. When solving such problems numerically, we would like to adjust the discretization to the solution. In term of mesh generation, we want to have many points in area where the solution have strong variations and few points in area where the solution is smooth. It motivates to look for adaptive methods for dealing with such problems. Elliptic problems have been discussed earlier 4 using B-spline with Shishkin mesh. One should have the preknowledge about the locations of the boundary layers for working with Shishkin mesh, so adaptivity is also an advantage in this sense. Wavelets have been making an appearance in many pure and applied area of science and engineering. 5, 6 Wavelets detect information at different scales and at different locations throughout a computational domain. One of the key strengths of the wavelet methods is data compression. An efficient basis is one in which a given set of data can be represented with as few basis elements as possible. Given a wavelet representation of a function
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where ϕ j,k (x) are scaling functions and ψ j,k (x) are wavelets, the scaling function coefficients c j,k , essentially encode the smooth part of the function, while the wavelet coefficient d j,k contains information of the function behavior on successive finer scales. The most common way of compressing such a representation is thresholding. We delete all wavelet coefficients of magnitude less than some threshold, say τ . If the total number of coefficients in the original representation was N , we have N a significant coefficients left after the thresholding. Note that by thresholding a wavelet representation, we have a way to find an adaptive feature and we can also use this representation to compute function values at any point. Cubic spline have several useful properties. They are compactly supported, smooth and symmetric, which is an advantage when approximating a shocks.
7 Moreover, they have an analytic expression, which makes their values and the values of their derivatives at any point easily available. There is no system to solve or data vectors to store as it was the case with Daubechies scaling functions. 8 The main restriction imposed by the use of splines is the fact that it is not possible to build with them a basis that is both orthogonal and compectly supported: only biorthogonal systems are possible; for the resolution of a PDE, the interpolating wavelets fit easily in a collocaton method that presents the advantage that no evaluation of inner product is necessary.
Basis Functions
Let I denotes a finite interval, I = [0, L], and H 2 0 (I) and H 2 (I) denotes the following two subspaces of L 2 (R):
The space H 2 0 (I) is a Hilbert space with the inner product f, g = I f (x)g (x)dx and f = f, f provides a norm for H 2 0 (I). We are going to use a set of basis functions for the space H 2 0 (I) to generate a multiresolution analysis (MRA). To deal with the boundary conditions, we consider two scaling functions φ(x) as an interior scaling function and φ b (x) a boundary scaling function.
3)
where φ(x) is a cubic spline and for any real number n
The scaling function satisfies the following relations.
Lemma 2.1. 
V j can be written as 
We consider the following two wavelet functions ψ(x), ψ b (x) as
and
Property (2.13) will be used in the construction of a fast DWT.
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For each j ≥ 0, we define
where
For the sake of simplicity, we use the following notation:
So, when k = −1 and k = n j − 2, wavelet functions ψ j,k (x) will denote the two boundary wavelet functions, which cannot be obtained by translating and dilating ψ(x).
where stands for V j ⊥W j under the defined inner product and
Proof. For proof, see Ref.
1.
We can see that dimV j = n j − 1 and dimW j = n j . As a consequence of above Theorem 2, any function u(x) ∈ H 2 0 (I) can be approximated as closely as needed by a function
for a sufficiently large j and u j (x) has a unique orthogonal decomposition
When we deal with the functions belonging to H 2 (I) having nonhomogeneous boundary conditions. We use the following interpolation near the boundaries for j ≥ 0:
where η 1 , η 2 are given as
and coefficients α 1 , α 2 , α 3 and α 4 are determined by certain interpolating conditions. Since the spline I b,j u(x) is expected to approximate the non-homogeneities of the function u(x) at the boundaries, these interpolating conditions will be called end conditions. Since we have shocks at boundary layers, not-a-knot conditions are applied.
Not-a-knot conditions
In our case, the solution changes dramatically near the boundary so we use the so-called not-a-knot end conditions, 9 which amounts to requiring that the spline I b,j u(x) agrees with function u(x) at one additional point near each boundary. So we have the following equations for α k , 1 ≤ k ≤ 4:
In our case we take
is no longer in the space H 2 0 (I) in this case, an interpolating spline 
Discrete Wavelet Transform (DWT)
In this section, we introduce a DWT that directly decompose the sampling data of a function to its wavelet coefficients.
Interpolation operator I Vj in V j
Consider any function u(x) ∈ H 2 0 (I). we define the interpolation operator I Vj u(x) for the data {u
The transformation between u (j) = (u For our conveniences, interpolation in V 0 is considered for j = −1.
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The interpolation operator I Wj in W j , j = 0, 1, 2, . . . , J − 1 can be similarly defined. We choose the grid points in I:
The wavelet functions ψ j,k (x) satisfy point value vanishing property. For j > i,
form a hierarchical basis for the sobolev space H 2 0 (I). Moreover, the point value vanishing property will be useful in obtaining the fast DWT.
The interpolation
If we denote M j is the n j th order tridiagonal matrix that relatesû = (û j,−1 , . . . ,û j,nj−2 ) T and u = (u
In order to calculate all the expansion coefficients, we need to solve tridiagonal system, which requires 8n j operations, for each j. For any function u(x) ∈ H 2 0 (I), we can find the wavelet interpolation at all interpolating points (3.2) and (3.4) as given below
T as the value of u(x) on all interpolation points, i.e.
T as the wavelet coefficients, wherê
k=−1 , j ≥ 0. After solving a tridiagonal system for j − 1, the value of the interpolated function at level j − 1 must be subtracted from the original value of the function at the grid points for level j, i.e u(x j k ) − P j−1 u(x j k ). This requires 7n j + 5jn j + n j = (5j + 8)n j operations for each j. Therefore, the total number of operation for finding all the coefficients is given by 8(n j − 1) + J−1 j=0 (5j + 16)n j .
Calculation of Derivatives
Obviously, multiresolution representation is not very convenient for the calculation of derivatives. It is the smallest scale that is important for differentiation because the basis function at small scale changes rapidly. On the other hand, large scales are more important in a multiresolution representation of the function itself. For this reason, a collocation method may be a good idea if the calculation of derivatives is performed on different scales and then added together. The collocation method proposed in Ref. 1 has the advantage that the derivatives can be calculated using the smallest scale by approximating the solution with a cubic spline.
For the calculation of the derivative, we can use the fact that we have a representation of the solution on the basis consisting of cubic spline functions. Instead of differentiating the basis functions themselves, we use the continuity conditions for the derivatives. The cubic spline satisfy the following continuity conditions for the first and second derivatives:
1)
. At boundary points x = 0, and x = L, we have
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where h > 0 and p ≥ 3. For p = 3, if we take
then we have an error of O(h 3 ).
In matrix form, these relations become is given as
By solving this equation for u , we can get the second derivative of u(x). This calculation requires (8 + 5)N operations, where N be the total number of grid points. As a result of the uniqueness of the spline T 1 , it is invertible, and so we have
Adaptive Choice of Collocation Points and Numerical Experiments

Adaptive choice of collocation points
The error at k/2 j depends on the size of the neighbouring intervals, and a large value ofû j,k is an indication that the grid spacing 1/2 j is too coarse to resolve u properly in the interval. Hence when a large value ofû j,k arises, we add points with spacing 1/2 j+1 about position k/2 j to reduce the error locally. Most of the wavelet expansion coefficientsû j,k , as discussed in previous section, for large j can be ignored within a given tolerance τ . So we can dynamically adjust the number and locations of the collocation points used in the wavelet expansion, reducing significantly the cost of the scheme while providing enough resolution in the regions where the solution varies significantly. We can achieve this adaptivity as follow. Let τ ≥ 0 be a prescribed tolerance. First, we locate the index (j, k) such that
We retain the point corresponding to (j, k) and delete the remaining points. We redefine u J (x) as
The number of time steps to be taken between grid evaluations depends on the problem at hand: A rapidly changing solution will require frequent grid evaluations whereas a slowly changing solution can use the same grid for many time steps. We have had good results with the following criteria: If the number of grid points increases more than a given threshold from one grid to the next, then the previous series of time steps is repeated on the new grid.
Numerical experiments
Now we discuss the adaptive collocation method for elliptic and parabolic problems.
Elliptic problem
We consider linear elliptic problem as This problem has earlier been discussed in Doolan et al. 11 The exact solution is
This problem has boundary layers at x = 0 and x = 1.
Lemma 5.1. A discretization method is called uniformly convergent (with respect to ) of order > 0 in the norm · , if there exists a constant C that is independent of , such that for all sufficiently small
Here, u h is the solution computed by the method. Table 1 shows the uniform convergence obtained by the purposed method. Here, let N a be the number of grid points after adaptivity. Our main concern is to find Table 1 . Maximum error for elliptic problem using adaptivity. the compression error which shows the advantage of the adaptivity. We define the compression error as E τ = u τ − u 0 ∞ , where u τ is the solution obtained with tolerance τ and u 0 corresponds to the solution obtained using spline on the finest grid. In Table 2 , we have given the compression error for different value of singular perturbation parameter and for different J (n J = 2 J ). Figure 1(a) shows the solution for the elliptic problem for adaptive grid. It is clear from the figure that mesh points are more concentrated at the boundaries (where the boundary layers occur). The pointwise errors for the elliptic problem has been plotted in Fig. 1(b) , which shows that error is large at the boundary as Table 2 . Compression error for elliptic problem with tolerance τ = 10 −4 . compared to the interior solution. Eigenvalues for the diffusion operator T have been plotted in Fig. 2(a) which shows that all the eigenvalues for the diffusion operator are negative. Figure 2(b) shows the distribution of the wavelet coefficients at each level of wavelet spaces.
Parabolic problem
The second problem is a semilinear parabolic problem with a(
Nonlinearity is dealt with Bellman and Kalaba's quasilinearization technique. 12 In the quasilinearization technique, the nonlinear differential equation is solved recursively by a sequence of linear differential equations. The main advantage of this method is that if the procedure converges, it converges quadratically to the solution of the original problem. Quadratic convergence means that the error in the Table 3 . Compression error for parabolic problem with tolerance τ = 10 −4 at time t = 2. n + 1th iteration is proportional to the square of the error in the nth iteration. The linear equation is obtained by using the first and second term of the Taylor's series expansion of the original nonlinear differential equation. The nonlinear term f [x, u n+1 (x)] can be expanded as
where n = 0, 1, 2 . . ..
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Here, we consider an implicit two-level time difference scheme on the nonuniform mesh (3.2) and (3.4). Table 3 gives the compression error for the parabolic equation at time t = 2. It can be seen that the purposed method works well in term of compression error and CPU time. Figure 3 shows the approximated solution for parabolic problem at time t = 0.5, 2 with adaptive mesh points N a . Again we can see that more mesh points are concentrated in the area with large gradient. In order to better represent the solution in the area of boundary layers, one needs to add more points. One way to do this is to increase the resolution. With smaller and smaller scales, one can progressively resolves the boundary layers, as can be seen in Fig. 4. 
Conclusion
We have presented a method for adaptively solving singularly perturbed reaction diffusion elliptic and parabolic problems. The adaptivity is achieved by using an interpolating wavelet basis. The novelty of this work lies in the threshholding scheme used to adaptively reduce the CPU time with wavelet compression of data. This adaption works both for features that are moving and for features that develop over time, such as boundary layers.
