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Abstract
This working paper proposes an algorithm for the synthesis of modular supervisors
using extended finite-state machines, i.e., state machines with variables and guards on the
transitions. Synthesis is performed by iteratively selecting components from a synchronous
composition until a least restrictive controllable solution is obtained. This method is
usually faster and produces smaller supervisors than standard monolithic synthesis, while
offering the modelling benefits of variables. An example of manufacturing system control
illustrates the approach.
1 Introduction
Supervisory Control Theory [10] provides a framework for the synthesis, i.e., automatic com-
putation, of supervisors or controllers for discrete event systems. The theory has been gener-
alised for Extended Finite-state Machines (EFSMs) [3,7], which include variables and improve
modelling capabilities for systems with data dependency or software. Several synthesis al-
gorithms for EFSMs have been proposed [5, 6, 8]. The straightforward synthesis algorithms
explore the full system state space, including all possible combinations of variable values, and
this can result in prohibitively many states. This complexity can be avoided to some extent
using symbolic representation [6] or abstraction [11, 13].
This working paper focuses on the synthesis of least restrictive and controllable supervi-
sors, i.e., considering only prefix-closed behaviours, in a modular setting, where the system
model consists of several interacting EFSM components. In this case, efficient solutions for
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systems without variables are known that restrict the synthesis to subsystems [1, 2, 9]. Once
appropriate subsystems have been identified, the supervisors synthesised for the subsystems
together achieve the least restrictive controllable behaviour of the entire system.
These solutions do not generalise directly to EFSMs, because the composition with other
components may introduce new variable assignments and increase behaviour. Therefore, this
working paper proposes the use of abstractions that capture the possible variable changes
outside of the subsystem considered. This results in an incremental procedure that only
works with components needed to ensure a controllable and maximally permissive supervisor.
In the following, Section 2 introduces an improved version of the algorithm [1] for mod-
ular synthesis of ordinary finite-state machines, and Section 3 generalises this algorithm for
EFSMs. Afterwards, Section 4 illustrates the approach with an example, and Section 5 con-
cludes.
2 Finite-State Machines
2.1 Definitions
A finite-state machine (FSM) is a tuple F = 〈Σ, Q,Q◦,→〉, where Σ is a finite set of events,
Q is a finite set of states, Q◦ ⊆ Q is the set of initial states, and → ⊆ Q × Σ × Q is the
transition relation.
The transition relation is written in infix notation, where x
σ
→ y means the existence of a
transition from state x ∈ Q to y ∈ Q with event σ ∈ Σ. This notation is extended to traces
s ∈ Σ∗ in the standard way. Furthermore, given state sets X,Y ⊆ Q, the notation X
s
→ Y
means x
s
→ y for some states x ∈ X and y ∈ Y , and X → Y means X
s
→ Y for some s ∈ Σ∗,
and X
s
→ means X
s
→ Y for some Y , and F
s
→ X means Q◦
s
→ X. A trace s ∈ Σ∗ is accepted
by the FSM if F
s
→, and the language or behaviour of F is the set of all traces it accepts,
L(F ) = { s ∈ Σ∗ | F
s
→}.
In this working paper, FSMs do not have accepting states, and all languages are prefix-
closed: trace s ∈ Σ∗ is a prefix of t ∈ Σ∗ if t = su for some u ∈ Σ∗, and the language L ⊆ Σ∗
is prefix-closed, if all prefixes of traces t ∈ L are contained in L.
FSMs executing in parallel are synchronised in lock-step [4]. The synchronous composition
of two FSMs F1 = 〈Σ, Q1, Q
◦
1,→1〉 and F2 = 〈Σ, Q2, Q
◦
2,→2〉 with the same event set Σ is
F1 ‖ F2 = 〈Σ, Q1 ×Q2, Q
◦
1 ×Q
◦
2,→〉 , (1)
where (x1, x2)
σ
→ (y1, y2) if and only if x1
σ
→ x2 and y1
σ
→ y2. FSMs with different event
sets can be composed after the selfloop operation [14], adding selfloop transitions x
σ
→ x
with the missing events to all states of an FSM; this is not considered in this section for the
sake of brevity, and all FSMs are assumed to have the same event set Σ. In this case, it is
clear that synchronous composition of FSMs results in the intersection of their languages,
L(F1 ‖ F2) = L(F1) ∩ L(F2).
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For the purpose of control, the event set is partitioned into the sets Σc of controllable
events and Σu of uncontrollable events. Controllable events can be disabled by a controlling
agent, while uncontrollable events occur spontaneously. A prefix-closed specification language
K ⊆ Σ∗ is Σu-controllable [10] with respect to a prefix-closed plant language L ⊆ Σ
∗ if
KΣu ∩ L ⊆ K, i.e., if every uncontrollable event continuation possible in L is also possible
in K.
If a language K is not controllable, the task of synthesis is to find a controllable sublan-
guage K ′ ⊆ K. It is a classical result of supervisory control theory [10] that the union of
controllable languages is again controllable, and there exists a unique supremal controllable
sublanguage of any given language,
supC(L,K,Σu) =
⋃
{K ′ ⊆ L ∩K | K ′ is Σu-controllable with respect to L } . (2)
It is common to require that the result of synthesis is contained in the plant language L, which
is enforced by the intersection L∩K in (2). If the plant and specification are given by FSMs G
and E, a standard algorithm [10] with time complexity polynomial in the number of transitions
of G ‖ E can construct an FSM that accepts (2). This FSM is denoted supC(G,E,Σu) in
the following. It can be used as a so-called supervisor, which restricts the plant through
synchronous composition, enforcing the specification by disabling only controllable events in
the least restrictive way possible.
2.2 Modular Synthesis Algorithm
In the following, it is assumed that the plant is given by several FSMs, G = G1 ‖ · · · ‖ Gn,
and the specification is given by a single FSM E. In this case, the complexity to compute
supC(G,E,Σu) is exponential in the number n of plant components due to the exponential
number of states in the synchronous composition.
It has been proposed [1,2] to mitigate this complexity by identifying an appropriate subset
of the plants to perform synthesis with. Algorithm 1 shows such an approach. It is the basis
for the extended finite-state machine synthesis algorithm in the following section.
Here and in the following, for a set G of state machines,
∥∥(G) denotes the synchronous
composition of all elements of G, and
∥∥(∅) = 〈Σ, {x◦}, {x◦}, {x◦} × Σ × {x◦}〉 is the neutral
element of synchronous composition, a state machine that accepts all events without state
change.
The idea of Algorithm 1 is to gradually increase the set of plants and uncontrollable events
considered in synthesis. At the beginning, the loop entry condition in line 5 checks whether
the specification S0 = E is controllable by itself. This may succeed if, for example, E has only
controllable events, in which case E is returned as the least restrictive solution. Otherwise
the loop is entered and performs synthesis with respect to selected subsets Gi+1 of plants
and Σi+1u of uncontrollable events (line 8). When inside the loop, line 5 ensures that the
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Algorithm 1: Modular FSM synthesis.
Input: plants G = {G1, . . . , Gm}; specification E; uncontrollable events Σu;
1 G0 ← ∅;
2 S0 ← E;
3 Σ0u ← ∅;
4 i← 0;
5 while L(Si) is not Σu-controllable with respect to L(
∥∥(Gi)) do
6 Σi+1u ← Σ
i
u ∪ {µ ∈ Σu |
∥∥(Gi) ‖ Si → (xG, xS) and xG
µ
→ and xS 6
µ
→};
7 Gi+1 ← {G′ ∈ G | G′ → xG 6
µ
→ for some µ ∈ Σi+1u };
8 Si+1 ← supC(
∥∥(Gi+1), E,Σi+1u );
9 i← i+ 1;
10 end
11 return Si
current result Si is not controllable with respect to the full set Σu of uncontrollable events.
Thus, Si disables some event µ ∈ Σu \ Σ
i+1
u , which really is uncontrollable but was assumed
controllable in synthesis. These events are treated as uncontrollable in the next iteration
(line 6). To ensure the least restrictive result, all plants that in some state may disable one
of these uncontrollable events are also included (line 7).
The procedure continues until a Σu-controllable solution is found. Termination is guar-
anteed, because the set Σiu of included uncontrollable events increases with every iteration.
As the result is Σu-controllable with respect to a subset of plants, it is also controllable with
respect to the full plant, as stated in the following lemma.
Lemma 1 Let K,L1, L2 ⊆ Σ
∗ be prefix-closed languages, and let Σu ⊆ Σ be a set of events.
If K is Σu-controllable with respect to L1, then K is Σu-controllable with respect to L1 ∩L2.
Proof. See Proposition 3 in [2]. ✷
The approach [1] ensures least restrictiveness by including all plants that share an uncon-
trollable event with the specification, or with a plant already included. Algorithm 1 improves
on this in line 6, by considering only uncontrollable events that cause a controllability prob-
lem, and in line 7, by only adding plants that disable an uncontrollable event, as opposed to
plants that have it in their event set. This is enough to ensure that supervisor Si remains an
over-approximation of the least restrictive synthesis result after each iteration i.
Lemma 2 Before and after each iteration of Algorithm 1, it holds that
L(
∥∥(G) ‖ Si) ⊇ supC(L(
∥∥(G)),L(E),Σu) . (3)
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Proof. Before the first iteration, i = 0, it holds according to line 1 of Algorithm 1 that
L(
∥∥(G) ‖ S0) = L(
∥∥(G) ‖ E) ⊇ L(supC(L(
∥∥(G)),L(E),Σu)).
Otherwise, it holds after line 8 that Si+1 = supC(
∥∥(Gi+1), E,Σi+1u ). This firstly implies
supC(L(
∥∥(G)),L(E),Σu) ⊆ L(
∥∥(G))∩L(E) ⊆ L(
∥∥(Gi+1))∩L(E), and secondly it follows that
supC(L(
∥∥(G)),L(E),Σu) is Σi+1u -controllable with respect to
∥∥(Gi+1). To see the latter, let s ∈
supC(L(
∥∥(G)),L(E),Σu) and µ ∈ Σi+1u such that sµ ∈ L(
∥∥(Gi+1)). Then s ∈ supC(L(
∥∥(G)),
L(E),Σu) ⊆ L(
∥∥(G)). As µ ∈ Σi+1u it follows from line 7 that µ is enabled in all accessible
states of all plants outside of Gi+1, i.e., not only sµ ∈ L(
∥∥(Gi+1)) but also sµ ∈ L(
∥∥(G)).
Therefore, sµ ∈ supC(L(
∥∥(G)),L(E),Σu) as supC(L(
∥∥(G)),L(E),Σu) is Σu-controllable with
respect to
∥∥(G). It follows that supC(L(
∥∥(G)),L(E),Σu) ⊆ supC(
∥∥(Gi+1), E,Σi+1u ) = L(Si+1),
and then also L(
∥∥(G)‖Si+1) ⊇ L(
∥∥(G))∩supC(L(
∥∥(G)),L(E),Σu) = supC(L(
∥∥(G)),L(E),Σu).
✷
Lemmas1 and 2 are combined to obtain Proposition 3, which confirms that Algorithm 1
returns an FSM implementing the least restrictive supervisor. As synthesis within the loop
only includes a part of the plant, the remaining plants have to be composed with the result
to get the exact supremal controllable sublanguage.
Proposition 3 Upon termination of Algorithm 1, it holds that
L(
∥∥(G) ‖ Si) = supC(L(
∥∥(G)),L(E),Σu) . (4)
Proof. By the loop-entry condition (line 5 of Algorithm 1), it is clear that L(Si) is Σu-
controllable with respect to L(Gi) upon termination of the loop. By Lemma 1, it follows that
L(Si) is Σu-controllable with respect to L(G), and then L(
∥∥(G) ‖ Si) is also Σu-controllable
with respect to L(G) [2]. As furthermore L(Si) ⊆ L(E) from lines 2 and 8, it holds that
L(
∥∥(G) ‖ Si) ⊆ L(
∥∥(G) ‖ E), and therefore L(
∥∥(G) ‖ Si) ⊆ supC(L(
∥∥(G),L(E),Σu). The
converse inclusion has been shown in Lemma 2, hence the equality (4) holds. ✷
3 Extended Finite-State Machines
Extended finite-state machines (EFSMs) add to FSMs variables and the ability to read and
update these variables on the occurrence of transitions [3,7]. Examples of such state machines
are shown in Figure 4 on page 26.
3.1 Variables and Updates
An update is a formula constructed from variables, integer constants, Boolean literals, and
the usual arithmetic and logic connectives. The set of all update formulas is denoted by Π.
A variable v is an entity associated with a finite discrete domain dom(v) and an initial
value vˆ◦ ∈ dom(v). Let V = {v0, . . . , vn} be the set of variables with domain dom(V ) =
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dom(v0) × · · · × dom(vn). An element vˆ of dom(V ) is also considered as a valuation that
assigns to each variable v ∈ V a value vˆ(v) ∈ dom(v), and by extension a truth value to
each update. The initial valuation is vˆ◦ ∈ dom(V ) with vˆ◦(v) = vˆ◦ for each v ∈ V . An
update is satisfiable if it is true for at least one valuation, otherwise unsatisfiable, and valid
if it is true for all valuations of its variables. The restriction of a valuation vˆ ∈ dom(V ) to
W ⊆ V is vˆ|W ∈ dom(W ) with vˆ|W (v) = vˆ(v) for all v ∈ W . Two valuations vˆ ∈ dom(V )
and wˆ ∈ dom(W ) can be combined to give vˆ⊕ wˆ ∈ dom(V ∪W ) where (vˆ⊕ wˆ)(v) = vˆ(v) for
v ∈ V and (vˆ ⊕ wˆ)(w) = wˆ(w) for w ∈W \ V .
A second set of variables, called next-state variables and denoted V ′ = { v′ | v ∈ V } is
used to describe the values of the variables after a transition. Variables in V are also referred
to as current-state variables to differentiate them from the next-state variables in V ′. The
next-state variable v′ has the same domain as its current-state variable v. Given vˆ ∈ dom(V ),
the valuation vˆ′ ∈ dom(V ′) is defined by vˆ′(v′) = vˆ(v) for all v ∈ V . For an update p ∈ Π, the
term vars(p) denotes the set of all variables that occur as current-state or next-state variable
in p, and vars′(p) denotes the set of all variables whose corresponding next-state variables
occur in p. For example, if p is the update x′ = y+1, then vars(p) = {x, y} and vars′(p) = {x}.
3.2 EFSM Definition and Operations
Definition 1 An Extended finite-state machine (EFSM) is a tuple F = 〈Σ, Q,Q◦,→〉, where
Σ is a finite set of events, Q is a finite set of locations, Q◦ ⊆ Q is the set of initial locations,
and → ⊆ Q × Σ×Π×Q is the extended transition relation.
A transition between locations x, y ∈ Q with event σ ∈ Σ and update p ∈ Π is written
x
σ:p
→ y. It can occur if F is in location x and the update p evaluates to true, and when
it occurs, F changes its location to y while updating the variables in vars′(p) in accordance
with p; variables not in vars′(p) remain unchanged.
For example, let x be a variable with domain dom(x) = {0, . . . , 5}. A transition with
update x′ = x + 1 changes the variable x by adding 1 to its current value, if it currently is
less than 5. Otherwise (if x = 5) the transition is disabled. The update x = 3 disables a
transition unless x = 3 in the current state, and the value of x in the next state is unchanged.
Differently, the update x′ = 3 always enables its transition, and the value of x in the next
state is forced to be 3.
Given an EFSM F and event σ ∈ Σ, the referenced variable set is vars(F, σ) =
⋃
{ vars(p) |
x
σ:p
→ y }, and vars(F , σ) =
⋃
F ′∈F vars(F
′, σ) for a set F of EFSMs. Furthermore, vars(F ) =⋃
σ∈Σ vars(F, σ), and analogous notation is defined for vars
′.
This working paper imposes some syntactic restrictions on system models, which are
needed for the modularity results.
Definition 2 Let F = 〈Σ, Q,Q◦,→〉 be an EFSM.
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• F is normalised, if for any two transitions x1
σ:p1
−−→ y1 and x2
σ:p2
−−→ y2 with the same
event σ ∈ Σ, it holds that vars′(p1) = vars
′(p2).
• F is pure if vars′(F ) = ∅.
• F is state-deterministic if |Q◦| ≤ 1, and for all transitions x
σ:p1
−−→ y1 and x
σ:p2
−−→ y2 such
that p1 ∧ p2 is satisfiable, it holds that y1 = y2.
In a normalised EFSM, the set of variables changed by an event is the same on all transi-
tions. This assumption helps to maintain the implicitly unchanged variables after abstraction
and synchronous composition. Every EFSM can be transformed into a normalised EFSM by
a process of renaming similar to normalisation [7]. As a stronger condition, a pure EFSM
cannot assign any variables, it only restricts events. State-determinism is needed for super-
visors to track the location of the plant by the observation of events and variable values. It
ensures that the target locations are uniquely determined from the source location, event,
and variable assignment.
In the following, plants are modelled by normalised state-deterministic EFSMs, while
specifications are pure state-deterministic EFSMs. The synthesised supervisor is not subject
to these requirements and in particular can restrict variable assignments.
An EFSM F = 〈Σ, Q,Q◦,→〉 can be unfolded [7, 13] and interpreted as an FSM with
state set Q × dom(vars(F )). The states (x, vˆ) consist of a location x ∈ Q and a valuation
vˆ ∈ dom(vars(F )). A transition between two states, written (x, vˆ)
σ
→ (y, wˆ), exists if F
contains a transition x
σ:p
→ y such that that the update p is true if the current-state variables
are interpreted according to vˆ and the next-state variables according to wˆ, i.e., (vˆ⊕ wˆ′)(p) is
true, and all variables that do not appear as next-state variables in the update are unchanged,
i.e., vˆ(v) = wˆ(v) for v /∈ vars′(p). This transition relation is also defined for variables not
in vars(F ), which remain unchanged, and for events not in Σ, which are always enabled
without changing the EFSM’s location or any variables. That is, (x, vˆ)
σ
→ (x, vˆ), for all x ∈ Q
and σ /∈ Σ. The → notation is extended to traces, state sets, and state machines in the same
way as for FSMs. Based on this, the set of accessible states of an EFSM F is
Qacc(F ) = { (x, vˆ) ∈ Q × dom(vars(F )) | F → (x, vˆ) } . (5)
With the following definition, an EFSM can be restricted to a set of unfolded states,
symbolically, by rewriting updates to impose new constraints on the variables.
Definition 3 Let F = 〈Σ, Q,Q◦,→〉 be an EFSM, and let X ⊆ Q × dom(vars(F )). The
symbolic restriction of F to X is the EFSM F ↾X = 〈Σ, Q|X , Q
◦
|X ,→|X〉, where
Q|X = {x ∈ Q | (x, vˆ) ∈ X for some vˆ ∈ dom(vars(F )) } ; (6)
Q◦|X = {x
◦ ∈ Q◦ | (x◦, vˆ◦) ∈ X } ; (7)
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and x
σ:p∧qy
−−−−→|X y, if x, y ∈ Q|X , and x
σ:p
→ y, and qy is an update such that vars
′(qy) = vars
′(F )
and vˆ′(qy) is true if and only if (y, vˆ) ∈ X.
Definition 4 Let F = 〈Σ, Q,Q◦,→〉 be an EFSM. The accessible sub-EFSM of F is
Acc(F ) = F ↾Qacc(F ).
When comparing EFSMs, variables must be considered in addition to events, so the fol-
lowing notion of behavioural inclusion replaces language inclusion as used for FSMs.
Definition 5 An EFSM F1 is behaviourally included in another EFSM F2, written F1 ⊆v F2,
if for every path
(x0, vˆ0)
σ1→ (x1, vˆ1)
σ2→ · · ·
σn→ (xn, vˆn) (8)
in F1, with vˆi ∈ dom(vars(F1)), there exists a path
(y0, wˆ0)
σ1→ (y1, wˆ1)
σ2→ · · ·
σn→ (yn, wˆn) (9)
in F2 such that wˆi ∈ dom(vars(F2)) and vˆi |V12 = wˆi |V12 for 1 ≤ i ≤ n, where V12 = vars(F1)∩
vars(F2).
If F1 is behaviourally included in F2 then every path in F1 corresponds to a path in F2 with
the same events and variable assignments. The two EFSMs typically use the same variables,
but if not, only the common variables are required to match. It is an immediate consequence
of this definition that symbolic restriction (Definition 3) results in a behaviourally included
EFSM, i.e., F ↾X ⊆v F .
Definition 6 The synchronous composition of two EFSMs F1 = 〈Σ1, Q1, Q
◦
1,→1〉 and F2 =
〈Σ2, Q2, Q
◦
2,→2〉 is
F1 ‖ F2 = 〈Σ1 ∪ Σ2, Q1 ×Q2, Q
◦
1 ×Q
◦
2,→〉 , (10)
where (x1, x2)
σ:p1∧p2
−−−−−→ (y1, y2) if x1
σ:p1
−−→1 y1 and x2
σ:p2
−−→2 y2.
This definition captures EFSMs with different event sets through the extended definition
of the transition relation above. Updates in synchronous composition are combined by con-
junction. They may cancel each other out, e.g., if x1
σ:x′=0
−−−−→1 y1 in F1 and x2
σ:x′=1
−−−−→2 y2
in F2, then the conjunction x
′ = 0 ∧ x′ = 1 is unsatisfiable, or equivalently there is no
such transition in F1 ‖ F2. Synchronous composition can override the assumption of im-
plicitly unchanged variables in an EFSM. If x1
σ:x=0
−−−−→1 y1 and x2
σ:x′=x+1
−−−−−−→2 y2, e.g., then
(x1, x2)
σ:x=0∧x′=x+1
−−−−−−−−−→ (y1, y2). So the value of x changes from 0 to 1 in F1 ‖ F2 although
implicitly unchanged in F1.
It is clear that EFSM synchronous composition is associative and commutative, but it is
not idempotent as F ‖ F = F does not generally hold for non-deterministic state machines.
If F is a state-deterministic EFSM, then F ‖ F = F holds up to isomorphism, after deletion
of transitions with unsatisfiable updates and inaccessible locations.
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3.3 EFSM Controllability and Synthesis
For the supervisory control of EFSM systems, this working paper assumes that all variables are
controlled by the plant. The plant is modelled by a set of normalised EFSMs that represent
the possible system behaviour including all possible variable changes. The specification is
typically modelled by one or more pure EFSMs, which only restrict the occurrence of events.
The supervisor can also restrict variable changes. The following definition of controllability
covers both cases.
Definition 7 Let G = 〈ΣG, QG, Q
◦
G,→G〉 and E = 〈ΣE , QE , Q
◦
E ,→E〉 be two EFSMs,
and let Σu be a set of events. E is Σu-controllable with respect to G, if for all valuations
vˆ, wˆ ∈ dom(vars(G) ∪ vars(E)), all states (xG, xE , vˆ) ∈ Q
acc(G ‖ E), and all transitions
(xG, vˆ)
µ
→ (yG, wˆ) in G such that µ ∈ ΣE ∩ Σu, there exists a location yE of E such that
(xG, xE , vˆ)
µ
→ (yG, yE , wˆ) in G ‖ E.
Σu-controllability means that, from any accessible state in the synchronous composition
of the plant G and specification E, if an uncontrollable event is eligible in the plant, then it
is also eligible in the specification. In addition, the specification must allow any assignment
to next-state variables prescribed by the plant. The condition (xG, xE , vˆ)
µ
→ (yG, yE , wˆ) is
applied to the synchronous composition G ‖ E, so it requires the plant and specification to
be able to take the transition together. This allows a pure specification to follow the plant’s
assignments to next-state variables.
In the case that an uncontrollable event is not mentioned in the plant, µ /∈ ΣG, based
on the extended definition of the transition relation, the transition is always possible in the
plant and does not change variables. In order to be controllable, the specification must always
enable µ without changing any of the plant’s variables on its occurrence.
Remark 1 Given a plant G and pure specification E, it can be assumed without loss of
generality, that vars(E) ⊆ vars(G). This is because any variable v that appears only in E
and not in G, cannot appear as next-state variable in G or E as vars′(E) = ∅. This variable v
remains unchanged on all transitions of the synchronous composition G ‖ E, so all its occur-
rences can be replaced by a constant representing its initial value vˆ◦, resulting in an EFSM
system with equivalent behaviour.
If a specification is not controllable, synthesis is used to find a a supervisor, which restricts
the plant while satisfying the specification. The supervisor is an EFSM to be composed with
the plant in synchronous composition, and unlike the specification, may include next-state
variables on its updates. Thus, the supervisor can disable (controllable) events completely or
under certain circumstances, and it can remove some of the plant’s variable assignments from
a controllable transition.
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Definition 8 Let G and E be two EFSMs, and let Σu be a set of events. A supremal
supervisor for E with respect to G and Σu is an EFSM S such that
(i) vars(S) ⊆ vars(G) ∪ vars(E);
(ii) G ‖ S ⊆v G ‖ E;
(iii) S is Σu-controllable with respect to G;
(iv) For any EFSM S′ that satisfies (ii) and (iii), it holds that G ‖ S′ ⊆v G ‖ S.
Definition 8 characterises the possible synthesis results for a given plant G and specifica-
tion E. A correct supervisor can only use variables that appear in the plant or specification (i).
This syntactic condition is convenient but not essential, as any extra variables can be unfolded
into locations to construct an equivalent supervisor. A correct supervisor must satisfy the
specification through behavioural inclusion after composition with the plant (ii), and it must
be controllable (iii). It also should be least restrictive or supremal, i.e., any other supervi-
sor that controllably satisfies the specification should have less possible behaviour, again in
composition with the plant (iv).
A supervisor satisfying these four conditions can be computed by means of a standard
fixpoint iteration on the unfolded state set of G ‖ E, using the following operator.
Definition 9 Let G = 〈ΣG, QG, Q
◦
G,→G〉 and E = 〈ΣE , QE , Q
◦
E ,→E〉 be two EFSMs, let
V = vars(G) ∪ vars(E), and let Σu be a set of events. The extended synthesis step operator
ΘG,E,Σu : 2
QG×QE×dom(V ) → 2QG×QE×dom(V ) with respect to G, E, and Σu is defined as
ΘG,E,Σu(X) = { (xG, xE , vˆ) ∈ QG×QE×dom(V ) | if (xG, vˆ)
µ
→ (yG, wˆ) for some µ ∈ Σu
and wˆ ∈ dom(V ), then there exists yE ∈ QE such that (xG, xE , vˆ)
µ
→
(yG, yE , wˆ) ∈ X } .
(11)
For a set X of combinations of locations and variable assignments, the operator ΘG,E,Σu
removes from X any uncontrollable states, i.e., states where the plant enables some uncon-
trollable transitions not enabled by the specification, and any states from where the system
could uncontrollably reach some combination of location and valuation not contained in X. It
is easy to see that the operator ΘG,E,Σu is monotonic and has a greatest fixpoint ΘˆG,E,Σu [12].
In the finite-state case, this fixpoint is calculated as the limit of the iteration
X0 = QQ ×QE × dom(V ) ; (12)
Xj+1 = ΘG,E,Σu(X
j) . (13)
The result of state-based EFSM synthesis is then obtained by restricting the system to this
fixpoint.
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Definition 10 Let G and E be two EFSMs, and let Σu be a set of events. The supremal
Σu-controllable sub-EFSM of G and E is
supC(G,E,Σu) = Acc((G ‖ E) ↾ ΘˆG,E,Σu) , (14)
where ΘˆG,E,Σu is the greatest fixpoint of the operator ΘG,E,Σu from Definition 11.
The following Proposition 4 confirms that this fixpoint indeed gives a correct synthesis
result according to Definition 8.
Proposition 4 Let G and E be state-deterministic EFSMs, let E be pure, and let Σu be a
set of events. Then supC(G,E,Σu) is a supremal supervisor for E with respect to G and Σu.
Proof. Write S = supC(G,E,Σu). It is to be shown that S satisfies conditions (i)–(iv) in
Definition 8.
(i) It follows from Definitions 3 and 10 that vars(S) = vars(supC(G,E,Σu)) ⊆ vars(G) ∪
vars(E).
(ii) Note that vars(G ‖ S) = vars(G) ∪ vars(G) ∪ vars(E) = vars(G ‖ E). Let
(x0G, (y
0
G, x
0
E), vˆ
0)
σ1→ · · ·
σn→ (xnG, (y
n
G, x
n
E), vˆ
n) (15)
be a path in G ‖ S = G ‖ supC(G,E,Σu). Then x
k
G = y
k
G for 0 ≤ k ≤ n by the
state-determinism of G. It follows that
(x0G, x
0
E , vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
E , vˆ
n) (16)
is a path in supC(G,E,Σu) and in G ‖ E. This shows G ‖ S ⊆v G ‖ E according to
Definition 5.
(iii) Let vˆ, wˆ ∈ dom(vars(G ‖ S)), let (xG, xS , vˆ) ∈ Q
acc(G ‖ S), let µ ∈ ΣS ∩ Σu, and let
(xG, vˆ)
µ
→ (yG, wˆ) in G. Following Definition 7, it is to be shown that there exists a
location yS of S such that (xG, xS , vˆ)
µ
→ (yG, yS , wˆ) in G ‖ S.
Write xS = (x
′
G, xE), so that (xG, (x
′
G, xE), vˆ) = (xG, xS , vˆ) ∈ Q
acc(G ‖ S) = Qacc(G ‖
supC(G,E,Σu)) ⊆ Q
acc(G ‖G ‖E), which implies xG = x
′
G, as G is state-deterministic.
As vars′(S) = vars′(G), it follows that (xG, xE , vˆ) = (x
′
G, xE , vˆ) = (xS , vˆ) ∈ Q
acc(S) =
Qacc(supC(G,E,Σu)) ⊆ ΘˆG,E,Σu = ΘG,E,Σu(ΘˆG,E,Σu) by (14) and as ΘˆG,E,Σu is a fix-
point of ΘG,E,Σu . Then by Definition 9 there exists a location yE of E such that
(xG, xE , vˆ)
µ
→ (yG, yE , wˆ) ∈ ΘˆG,E,Σu . Then (xG, xE , vˆ)
µ
→ (yG, yE , wˆ) in supC(G,E,
Σu) = S, which implies the claim (xG, xS , vˆ)
µ
→ (yG, yS , wˆ) in G ‖S with yS = (yG, yE).
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(iv) Let S′ be an EFSM that satisfies (ii) and (iii). Then in particular G ‖ S′ ⊆v G ‖E (ii),
so by Definition 5 for every path
(x0G, x
0
S , wˆ
0)
σ1→ (x1G, x
1
S , wˆ
1)
σ2→ · · ·
σn→ (xnG, x
n
S , wˆ
n) (17)
in G ‖ S′, with wˆk ∈ dom(W ) and W = vars(G) ∪ vars(S′), there exists a path
(x0G, x
0
E , vˆ
0)
σ1→ (x1G, x
1
E , vˆ
1)
σ2→ · · ·
σn→ (xnG, x
n
E , vˆ
n) (18)
in G ‖ E, with vˆk ∈ dom(V ) and V = vars(G) ∪ vars(E), such that wˆkV ∩W = vˆ
k
|V ∩W
for 0 ≤ k ≤ n. Note that the locations xkG are the same in both paths due to the
state-determinism of G. Following Remark 1, assume without loss of generality that
vars(E) ⊆ vars(G), so that V = vars(G)∪ vars(E) = vars(G) ⊆ vars(G)∪ vars(S′) =W
and thus vˆk = wˆk|V for 0 ≤ k ≤ n.
Let X ⊆ QG × QE × dom(V ) be the set of all end states (x
n
G, x
n
E , vˆ
n) of paths (18) in
G ‖ E obtained from a corresponding path (17) in G ‖ S′. This means that G ‖ S′ ⊆v
Acc((G ‖ E) ↾X).
It is next shown that X ⊆ ΘG,E,Σu(X), i.e., X is a post-fixpoint of ΘG,E,Σu . Let
(xnG, x
n
E , vˆ
n) ∈ X and (xnG, vˆ
n)
µ
→ (xn+1G , vˆ
n+1) in G for some µ ∈ Σu, x
n+1
G ∈ QG,
and vˆn+1 ∈ dom(V ). As (xnG, x
n
E , vˆ
n) ∈ X, there exists a corresponding path (17) in
G ‖ S′ with end state (xnG, x
n
S , wˆ
n) such that vˆn = wˆn|V . It follows that (x
n
G, x
n
S , wˆ
n) ∈
Qacc(G‖S′). Let wˆn+1 = vˆn+1⊕ wˆn. Then it follows from (xnG, vˆ
n)
µ
→ (xn+1G , vˆ
n+1) that
(xnG, wˆ
n)
µ
→ (xn+1G , wˆ
n+1), and this implies by the Σu-controllability of S
′ with respect
to G (iii) and the state-determinism of G that (xnG, x
n
S , wˆ
n)
µ
→ (xn+1G , x
n+1
S , wˆ
n+1) in
G ‖ S′ for some location xn+1S of S
′. This transition extends the path (17), and by the
state-determinism of G and E, it follows that the corresponding path (18) extends by
(xnG, x
n
E , vˆ
n)
µ
→ (xn+1G , x
n+1
E , vˆ
n+1) for some location xn+1E of E. Therefore (x
n+1
G , x
n+1
E ,
vˆn+1) ∈ X and thus (xnG, x
n
E , vˆ
n) ∈ ΘG,E,Σu(X) by Definition 9. As (x
n
G, x
n
E , vˆ
n) ∈ X
was chosen arbitrarily, it follows that X ⊆ ΘG,E,Σu(X).
It follows from the Knaster-Tarski theorem [12] that X ⊆ ΘˆG,E,Σu . This implies G ‖
S′ ⊆v Acc((G ‖ E) ↾ X) ⊆v Acc((G ‖ E) ↾ ΘˆG,E,Σu) = G ‖ Acc((G ‖ E) ↾ ΘˆG,E,Σu) =
G ‖ supC(G,E,Σu). ✷
3.4 Modular Synthesis Algorithm
The idea of modular synthesis (Algorithm 1) is to identify a suitable subsystem to perform
synthesis and use the result to control the entire system. This is based on modularity proper-
ties, according to which synchronous composition of a state machine with another only ever
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c σ : v′ = ∗
Figure 1: The EFSM chaos(σ, v).
restricts the behaviour [2]. Then controllability with respect to a part of the plant implies
controllability with respect to the entire plant, as shown in Lemma 1.
EFSMs do not have this property. When EFSMs are combined in synchronous composi-
tion, new next-state variables can be added to transitions, possibly changing variables that
were implicitly unchanged. To enable modular synthesis with EFSMs, one solution is to re-
place the parts of the system not considered in a synthesis attempt by an abstraction that
includes all possible variable changes. This abstraction is called chaos EFSM.
Definition 11 Given an event σ and a variable v, the chaos EFSM for σ and v is defined as
chaos(σ, v) = 〈{σ}, {c}, {c}, {(c, σ, v′ = ∗, c)}〉 . (19)
The EFSM chaos(σ, v) is shown in Figure 1. The update v′ = ∗ means that v can assume
any value from its domain in the next state. Formally, this update is true for all valuations,
but it includes the next-state variable v′ so that v is no longer implicitly unchanged.
In the synchronous composition F1 ‖ F2 of two EFSMs, some variables in F1 may be
changed by transitions in F2. A variable v can be changed after composition of a transition
in F1 that does not mention v
′ with a transition in F2 that mentions v
′; or by a transition with
an event that only appears in F2. By inspection of the next-state variables on the transitions
of F2, it can be determined that certain variables are not changed in F2, or are only changed
on the occurrence of certain events. The following Lemma 5 shows how to identify the specific
chaos EFSMs to capture possible variable changes in another EFSM and obtain a modularity
result for EFSMs. It is the crucial argument needed to generalise Lemma 1, which is done in
Lemma 6 below.
Lemma 5 Let F1 and F2 be two EFSMs, and let
C =
∥∥({ chaos(σ, v) | v ∈ vars(F1) ∩ vars′(F2, σ) }) . (20)
If (x1, x2, vˆ)
σ
→ (y1, y2, wˆ) in F1 ‖F2 then (x1, c, vˆ|vars(F1))
σ
→ (y1, c, wˆ|vars(F1)) in F1 ‖C, where
c is the single location of C.
Proof. Let Σ1, Σ2, and ΣC denote the event sets of F1, F2, and C, respectively, and write
V1 = vars(F1). Note that vars(C) ⊆ V1 and thus also V1 = vars(F1 ‖ C). Assume
(x1, x2, vˆ)
σ
→ (y1, y2, wˆ) (21)
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in F1 ‖ F2.
If σ /∈ Σ1 ∪Σ2 then x1 = y1 and x2 = y2, and from ΣC ⊆ Σ2 it follows that σ /∈ Σ1 ∪ΣC .
Then it is clear that (x1, c, vˆ|vars(F1))
σ
→ (x1, c, wˆ|vars(F1)) = (y1, c, wˆ|vars(F1)) in F1 ‖ C.
Otherwise F1 ‖ F2 contains a transition
(x1, x2)
σ:p
→ (y1, y2) (22)
such that (vˆ ⊕ wˆ′)(p) is true and vˆ(v) = wˆ(v) for all v /∈ vars′(p). C contains a single
σ-transition c
σ:pC−−−→ c, where pC is the conjunction of v
′ = ∗ statements over its variables
vars′(pC) = V1 ∩ vars
′(F2, σ). The update pC is true for all valuations, only its next-state
variables are important. From (22) it follows that x1
σ:p1
−−→ y1 in F1 and x2
σ:p2
−−→ y2 in F2
such that p = p1 ∧ p2. (By the extended definition of the transition relation, if σ /∈ Σk for
k ∈ {1, 2}, then xk = yk and pk = true.) Then F1 ‖ C has a transition
(x1, c)
σ:p1∧pC−−−−−→ (y1, c) . (23)
As (vˆ ⊕ wˆ′)(p) = (vˆ ⊕ wˆ′)(p1 ∧ p2) is true, it follows that (vˆ ⊕ wˆ
′)(p1) is true, and thus
(vˆ ⊕ wˆ′)(p1 ∧ pC) is also true.
Now consider v ∈ V1 \ vars
′(p1 ∧ pC). Then v ∈ V1 and v /∈ vars
′(p1) and v /∈ vars
′(pC) =
V1∩vars
′(F2, σ), and given v ∈ V1 also v /∈ vars
′(F2, σ) ⊇ vars
′(p2). This means v /∈ vars
′(p1∧
p2) = vars
′(p) and therefore vˆ(v) = wˆ(v) from above. This shows the claim (x1, c, vˆ|V1)
σ
→
(y1, c, wˆ|V1). ✷
In a synchronous composition F1‖F2, Lemma 5 allows F2 to be replaced by chaos EFSMs C
for variables in F1 and events with transitions assigning to these variables in F2. Then all
transitions in F1 ‖ F2 are also possible in F1 ‖ C.
Algorithm 2 uses this result to extend Algorithm 1 for EFSM plants G and specification E.
As before, the algorithm seeks to identify suitable subsets Gi ⊆ G of the plants and Σiu ⊆ Σu
of the uncontrollable events, starting with no plants and trying to use the specification E as
supervisor. Differently from Algorithm 1, the plants G¯i = G \Gi not included at each step are
replaced by appropriate chaos EFSMs Ci. If the supervisor Si found in the i-th iteration is
controllable with respect to the abstraction
∥∥(Gi) ‖
∥∥(Ci) of the plant and all uncontrollable
events, then it is returned as the result.
Otherwise line 9 extends the set Σiu by including uncontrollable events that cause S
i to
violate controllability as it is done in Algorithm 1. Then line 10 extends the plant Gi, which
like in the FSM case must include all components that may disable some uncontrollable event,
however here variables must be taken into account.
Definition 12 Let F = 〈Σ, Q,Q◦,→〉 be an EFSM. An event σ ∈ Σ is always enabled at
location x ∈ Q, if the disjunction
∨n
i=1 pi is valid, where x
σ:pi−−→ yi for 1 ≤ i ≤ n are all the
σ-transitions originating from x. Event σ is always enabled in F , if it is always enabled at
every location x ∈ Q.
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Algorithm 2: Modular EFSM synthesis with a single specification.
Input: normalised state-deterministic plants G = {G1, . . . , Gm}; pure
state-deterministic specification E; uncontrollable events Σu.
1 Σ0u ← ∅;
2 G0 ← ∅;
3 G¯0 ← G ;
4 V 0 ← vars(E);
5 C0 ← { chaos(σ, v) | v ∈ vars(E) ∩ vars′(G , σ) };
6 S0 ← E;
7 i← 0;
8 while Si is not Σu-controllable with respect to
∥∥(Gi) ‖
∥∥(Ci) do
9 Σi+1u ← Σ
i
u ∪ {µ ∈ Σu | there exist vˆ, wˆ ∈ dom(V
i),
(xG, c, xS , vˆ) ∈ Q
acc(
∥∥(Gi) ‖
∥∥(Ci) ‖ Si), and (xG, vˆ)
µ
→ (yG, wˆ)
in Gi, and there is no location yS of S
i such that
(xG, c, xS , vˆ)
µ
→ (yG, c, yS , wˆ) in
∥∥(Gi) ‖
∥∥(Ci) ‖ Si };
10 Gi+1 ← {G′ ∈ G | there exists µ ∈ Σi+1u such that µ is not always enabled in G
′ };
11 G¯i+1 ← G \ Gi+1;
12 V i+1 ← vars(Gi+1) ∪ vars(E);
13 Ci+1 ← { chaos(σ, v) | v ∈ V i+1 ∩ vars′(G¯i+1, σ) };
14 Si+1 ← supC
( ∥∥(Gi+1) ‖
∥∥(Ci+1), E,Σi+1u
)
;
15 i← i+ 1;
16 end
17 return Si
15
An event is always enabled in an EFSM if it can be taken at any location, independently of
variable updates. Plant EFSMs not satisfying this condition are included in the next iteration
following line 10 of Algorithm 2.
It is next shown that Algorithm 2 indeed returns the least restrictive controllable super-
visor. First, to confirm that the result is controllable, the following Lemma 6 extends the
FSM result of Lemma 1 to EFSMs. The second plant, G2, cannot be dropped completely and
instead is replaced by appropriate chaos EFSMs C.
Lemma 6 Let G1, G2, and E be EFSMs, let Σu be a set of events, and let
C =
∥∥({ chaos(σ, v) | v ∈ (vars(G1) ∪ vars(E)) ∩ vars′(G2, σ) }) . (24)
If E is Σu-controllable with respect to G1‖C, then E is Σu-controllable with respect to G1‖G2.
Proof. Let Σ1, Σ2, and ΣE denote the event sets of G1, G2, and E, respectively, let ΣG =
Σ1 ∪ Σ2, and let ΣC ⊆ Σ2 denote the event set of C. Further write V1 = vars(G1), V2 =
vars(G2), and VE = vars(E). Assume that E is Σu-controllable with respect to G1 ‖ C, let
vˆ, wˆ ∈ dom(V1 ∪ V2 ∪ VE), let (x1, x2, xE , vˆ) ∈ Q
acc(G1 ‖ G2 ‖ E), and let µ ∈ ΣE ∩ Σu such
that
(x1, x2, vˆ)
µ
→ (y1, y2, wˆ) (25)
in G1 ‖G2. According to Definition 7, it is to be shown that
(x1, x2, xE , vˆ)
µ
→ (y1, y2, yE , wˆ) (26)
in G1 ‖G2 ‖ E for some location yE of E.
From (x1, x2, xE , vˆ) ∈ Q
acc(G1 ‖ G2 ‖ E) it follows by Lemma 5 (with F1 = G1 ‖ E and
F2 = G2) that (x1, c, xE , vˆ|V1∪VE ) ∈ Q
acc(G1‖C‖E), where c is the single location of C. It also
follows from (25) by Lemma 5 (with F1 = G1 and F2 = G2) that (x1, c
′, vˆ|V1)
µ
→ (y1, c
′, wˆ|V1)
in G1 ‖ C
′, where c′ is the single location of
C ′ =
∥∥({ chaos(σ, v) | v ∈ vars(G1) ∩ vars′(G2, σ) }) . (27)
C differs from C ′ by the addition of variables that appear in E but not in G1, however
since C only contains updates of the form v′ = ∗ that are always true, it also holds that
(x1, c, vˆ|V1∪VE )
µ
→ (y1, c, wˆ|V1∪VE ) in G1 ‖ C. Since (x1, c, xE , vˆ|V1∪VE ) ∈ Q
acc(G1 ‖ C ‖ E), it
follows from the Σu-controllability of E with respect to G1 ‖C that there exists a location yE
of E such that
(x1, c, xE , vˆ|V1∪VE )
µ
→ (y1, c, yE , wˆ|V1∪VE ) (28)
inG1‖C‖E. Also, by (25) it holds that (x1, x2)
µ:pG−−−→ (y1, y2) inG1‖G2 such that (vˆ⊕wˆ
′)(pG) is
true and vˆ(v) = wˆ(v) for all v /∈ vars′(pG). (If µ /∈ ΣG, then x1 = y1, x2 = y2, and pG = true.)
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From (28) and µ ∈ ΣE it follows by Definition 6 that E has a transition xE
µ:pE−−−→ yE such that
(vˆ|V1∪VE⊕wˆ
′
|V1∪VE
)(pE) is true. Then (vˆ⊕wˆ
′)(pE) is also true. Again by Definition 6, it follows
that G1 ‖G2 ‖E has a transition (x1, x2, xE)
µ:pG∧pE−−−−−→ (y1, y2, yE). Here (vˆ ⊕ wˆ
′)(pG ∧ pE) is
true, and for v /∈ vars′(pG ∧ pE) ⊇ vars
′(pG) it holds that vˆ(v) = wˆ(v) as stated above. This
is enough to show the claim (26). ✷
The following lemma is needed to lift controllability with respect to a subsystem to a
larger system. It shows that any part of the plant can be added to the specification without
affecting controllability. This known result for FSMs [2] extends directly to EFSMs.
Lemma 7 Let G1, G2, and E be EFSMs, where G2 is state-deterministic, and let Σu be a
set of events. If E is Σu-controllable with respect to G1 ‖G2, then E ‖G2 is Σu-controllable
with respect to G1 ‖G2.
Proof. Let Σ1, Σ2, and ΣE denote the event sets of G1, G2, and E, respectively. Assume
that E is Σu-controllable with respect to G1 ‖G2, let V = vars(G1)∪ vars(G2)∪ vars(E) and
vˆ, wˆ ∈ dom(V ), let (x1, x2, xE , x˜2, vˆ) ∈ Q
acc(G1 ‖ G2 ‖ E ‖ G2), and let µ ∈ (ΣE ∪ Σ2) ∩ Σu
such that (x1, x2, vˆ)
µ
→ (y1, y2, vˆ) in G1 ‖G2. According to Definition 7, it is to be shown that
(x1, x2, xE , x˜2, vˆ)
µ
→ (y1, y2, yE , y˜2, wˆ) in G1 ‖ G2 ‖ E ‖ G2 for some locations yE of E and y˜2
of G2.
First note that, as G2 is state-deterministic, it holds that x2 = x˜2 and (x1, x2, xE , vˆ) ∈
Qacc(G1 ‖G2 ‖ E). Then it follows from the Σu-controllability of E with respect to G1 ‖G2
that (x1, x2, xE , vˆ)
µ
→ (y1, y2, yE , wˆ) in G1 ‖ G2 ‖ E for some location yE of E. This implies
(x1, x2, xE , x2, vˆ)
µ
→ (y1, y2, yE , y2, wˆ) in G1 ‖G2 ‖E ‖G2, and the claim follows with x˜2 = x2
and y˜2 = y2. ✷
The following lemma is the key argument to prove that the result of Algorithm 2 is least
restrictive. It shows that the supervisor Si after each iteration is an over-approximation of
the least restrictive supervisor for the full plant, after composition with omitted the plants G¯i.
Although similar to Lemma 8, the proof needs to take variables into account. The variable
sets may be different between the partial plant Gi and the complete plant G , and this can result
in the supervisor for G not being controllable with respect to Gi. Therefore, the following
proof does not use behavioural inclusion and Definition 8 directly, and instead works through
the synthesis iteration.
Lemma 8 At the end of every iteration of Algorithm 2 (before line 15), it holds that
supC(
∥∥(G), E,Σu) ⊆v
∥∥(G¯i+1) ‖ Si+1 . (29)
Proof. The unfolded state set of supC(
∥∥(G), E,Σu) has state tuples (xG, x¯G, xE , vˆ) where
(xG, x¯G) is a location of G , separated into the components xG of G
i+1 and x¯G of G¯
i+1, and xE
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is a location of E, and vˆ ∈ dom(V ) with V = vars(G∪{E}). The unfolded state set of
∥∥(G¯i+1)‖
Si+1, on the other hand, has state tuples (x¯G, (xG, c, xE), vˆ), where (xG, c, xE) is a location
of Si+1 = supC(
∥∥(Gi+1) ‖
∥∥(Ci+1), E,Σi+1u ) (line 14) and c is the single location of
∥∥(Ci+1).
The unfolded state set of Si+1 contains tuples (xG, c, xE , vˆi+1) with vˆi+1 ∈ dom(V
i+1).
It is first shown that every accessible state of the global synthesis result supC(
∥∥(G), E,Σu)
corresponds to a state of the local synthesis result, or more precisely
pi(Qacc(supC(
∥∥(G), E,Σu))) ⊆ Θˆ‖(Gi+1)‖‖(Ci+1),E,Σi+1u (30)
where pi is an operation to erase the G¯i+1 part from state tuples, defined by
pi(xG, x¯G, xE , vˆ) = (xG, c, xE , vˆ|V i+1) . (31)
Let Xj be the state sets encountered during synthesis of Si+1 = supC(
∥∥(Gi+1) ‖
∥∥(Ci+1),
E,Σi+1u ), i.e.,
X0 = Q‖(Gi+1) × {c} ×QE × dom(V
i+1) , (32)
Xj+1 = Θ‖(Gi+1)‖‖(Ci+1),E,Σi+1u (X
j) . (33)
It is shown by induction on j that
pi(Qacc(supC(
∥∥(G), E,Σu))) ⊆ Xj . (34)
For the inductive base, j = 0, let (xG, x¯G, xE , vˆ) ∈ Q
acc(supC(
∥∥(G), E,Σu)) ⊆ Q‖(G)×QE×
dom(V ). Then pi(xG, x¯G, xE , vˆ) = (xG, c, xE , vˆ|V i+1) ∈ Q‖(Gi+1)×{c}×QE×dom(V
i+1) = X0.
Now assume (34) has been shown for some j ≥ 0 and consider j + 1. Let
(xG, x¯G, xE , vˆ) ∈ Q
acc(supC(
∥∥(G), E,Σu)) . (35)
It is to be shown that
pi(xG, x¯G, xE , vˆ) = (xG, c, xE , vˆ|V i+1) ∈ X
j+1 = Θ‖(Gi+1)‖‖(Ci+1),E,Σi+1u (X
j) . (36)
Considering Definition 9, let µ ∈ Σi+1u and wˆi+1 ∈ dom(V
i+1) such that (xG, c, vˆ|V i+1)
µ
→
(yG, c, wˆi+1) in
∥∥(Gi+1) ‖
∥∥(Ci+1). It follows from Definition 6 that xG
µ:p
→ yG in
∥∥(Gi+1) such
that (vˆ|V i+1 ⊕ wˆ
′
i+1)(p) is true, and then (vˆ ⊕ wˆ
′)(p) with wˆ = wˆi+1 ⊕ vˆ is also true. Further
it follows from line 11 for all EFSMs G′ ∈ G¯i+1 that G′ /∈ Gi+1, so µ ∈ Σi+1u is always enabled
in G′ by line 10. It follows that there exists a location y¯G of G¯
i+1 such that
(xG, x¯G, vˆ)
µ
→ (yG, y¯G, wˆ) (37)
in
∥∥(Gi+1) ‖
∥∥(G¯i+1) =
∥∥(G). Further it follows from (35) that (xG, x¯G, (xG, x¯G, xE), vˆ) ∈
Qacc(
∥∥(G) ‖ supC(
∥∥(G), E,Σu)). Then it follows from the Σu-controllability of supC(
∥∥(G), E,
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Σu) with respect to G and the state-determinism of G that there exists a location yE of E
such that
(xG, x¯G, (xG, x¯G, xE), vˆ)
µ
→ (yG, y¯G, (yG, y¯G, yE), wˆ) (38)
in
∥∥(G) ‖ supC(
∥∥(G), E,Σu). Then also (yG, y¯G, (yG, y¯G, yE), wˆ) ∈ Qacc(
∥∥(G) ‖ supC(
∥∥(G), E,
Σu)) and (yG, y¯G, yE , wˆ) ∈ Q
acc(supC(
∥∥(G), E,Σu)). It follows by inductive assumption (34)
that (yG, c, yE , wˆi+1) = pi(yG, y¯G, yE , wˆ) ∈ pi(Q
acc(supC(
∥∥(G), E,Σu)) ⊆ Xj . Furthermore, it
follows from (38) that (xG, xE , vˆ|V i+1)
µ
→ (yG, yE , wˆi+1) in
∥∥(Gi+1) ‖ E. By construction of
the chaos EFSMs, and as
∥∥(Gi+1) ‖
∥∥(Ci+1) ‖ E only has variables from V i+1, also
(xG, c, xE , vˆ|V i+1)
µ
→ (yG, c, yE , wˆi+1) ∈ X
j . (39)
It follows by Definition 9 that (xG, c, xE , vˆ|V i+1) ∈ Θ‖(Gi+1)‖‖(Ci+1),E,Σi+1u (X
j) = Xj+1.
This completes the induction, which shows that (34) holds for all j ≥ 0. This in turn
implies (30).
Finally, to show the original claim (29), let
(x0G, x¯
0
G, x
0
E , vˆ
0)
σ1→ · · ·
σn→ (xnG, x¯
n
G, x
n
E , vˆ
n) (40)
be a path in supC(
∥∥(G), E,Σu). Clearly, all states on this path are accessible, i.e., (xkG, x¯kG,
xkE , vˆ
k) ∈ Qacc(supC(
∥∥(G), E,Σu)) for all 0 ≤ k ≤ n, and therefore by (30),
(xkG, c, x
k
E , vˆ
k
|V i+1) = pi(x
k
G, x¯
k
G, x
k
E , vˆ
k) ∈ Θˆ‖(Gi+1)‖‖(Ci+1),E,Σi+1u . (41)
Furthermore, the path (40) also exists in
∥∥(G) ‖ E, which implies by Lemma 5 that (x0G, c,
x0E , vˆ
0
|V i+1
)
σ1→ · · ·
σn→ (xnG, c, x
n
E , vˆ
n
|V i+1
) is a path in
∥∥(Gi+1) ‖
∥∥(Ci+1) ‖ E, and by (41) also in
supC(
∥∥(Gi+1) ‖
∥∥(Ci+1), E,Σi+1u ) = Si+1. Combining this with (40), the path
(x¯0G, (x
0
G, c, x
0
E), vˆ
0)
σ1→ · · ·
σn→ (x¯nG, (x
n
G, c, x
n
E), vˆ
n) (42)
in
∥∥(G¯i+1) ‖ Si+1 is obtained. (Variables that do not appear as next-state variable on a
transition in (42) do not appear at all in Gi+1 or E as the construction of Si+1 by restriction
(Definition 3) requires all variables to appear as next-state variables on all transitions, nor
in G¯i+1. These variables must remain unchanged according to (40).) The claim (29) follows
by Definition 5. ✷
The following Proposition 9 combines the above lemmas to confirm that Algorithm 2
correctly returns a least restrictive supervisor. As the algorithm clearly terminates because
the set Σiu of uncontrollable events increases with each iteration, this completes the correctness
proof of Algorithm 2.
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Proposition 9 Upon termination of Algorithm 2, Si is a supremal supervisor for E with
respect to
∥∥(G).
Proof. It is to be shown that Si and G =
∥∥(G) satisfy conditions (i)–(iv) in Definition 8.
(i) In the case i = 0, it holds that vars(S0) = vars(E) ⊆ vars(G) ∪ vars(E) by line 6
of Algorithm 2. Otherwise, it follows that vars(Si+1) = vars(supC(
∥∥(Gi+1) ‖
∥∥(Ci+1),
E,Σi+1u )) ⊆ vars(G
i+1) ∪ vars(Ci+1) ∪ vars(E) ⊆ vars(Gi+1) ∪ vars(G¯i+1) ∪ vars(E) =
vars(G) ∪ vars(E) from lines 11–14.
(ii) In the case i = 0, it holds that
∥∥(G) ‖ S0 =
∥∥(G) ‖ E by line 6 of Algorithm 2.
Otherwise consider a path in
∥∥(G) ‖ Si+1,
(x0G, x¯
0
G, x
0
S , vˆ
0)
σ1→ · · ·
σn→ (xnG, x¯
n
G, x
n
S , vˆ
0) (43)
where the locations of
∥∥(G) are decomposed into the parts xkG and x¯kG for
∥∥(Gi+1) and∥∥(G¯i+1), respectively. The locations of Si+1 = supC(
∥∥(Gi+1) ‖
∥∥(Ci+1), E,Σi+1u ) are
further decomposed into xkS = (x
k
G, c, x
k
E), where the x
k
G are the same as in (43) due to
the state-determinism of G . By Lemma 5,
(x0G, c, (x
0
G, c, x
0
E), vˆ
0
|V i+1)
σ1→ · · ·
σn→ (xnG, c, (x
n
G, c, x
n
E), vˆ
n
|V i+1) (44)
is a path in
∥∥(Gi+1) ‖
∥∥(Ci+1) ‖ Si+1. As Si+1 = supC(
∥∥(Gi+1) ‖
∥∥(Ci+1), E,Σi+1u ) is a
supremal supervisor for E with respect to
∥∥(Gi+1)‖
∥∥(Ci+1) by Proposition 4, it holds by
Definition 8 (ii) that
∥∥(Gi+1) ‖
∥∥(Ci+1) ‖ Si+1 ⊆v
∥∥(Gi+1) ‖
∥∥(Ci+1) ‖E. Then according
to Definition 5, there exists a path
(x0G, c, x
0
E , vˆ
0
|V i+1)
σ1→ · · ·
σn→ (xnG, c, x
n
E , vˆ
n
|V i+1) (45)
in
∥∥(Gi+1) ‖
∥∥(Ci+1) ‖ E, where the locations xkG of
∥∥(Gi+1) and xkE of E are again the
same due to state-determinism. Combining (43) and (45), it is possible to construct a
path
(x0G, x¯
0
G, x
0
E , vˆ
0)
σ1→ · · ·
σn→ (xnG, x¯
n
G, x
n
E , vˆ
n) (46)
in
∥∥(G) ‖E. (Variables that do not appear as next-state variables on the i-th transition
in (46), do not appear at all as next-state variables associated with σi in
∥∥(G) due to
normalisation (Definition 2), and therefore also not in
∥∥(Ci+1) or on the correspond-
ing transition in Si+1. These variables must remain unchanged between vˆi and vˆi+1
according to (43).) This shows
∥∥(G) ‖ Si+1 ⊆v
∥∥(G) ‖ E.
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G1 G2 E C2 supC(G1 ‖ C2, E,Σu) G1 ‖G2 ‖ E
α
µ
α
α : x′ = 1
µ : x = 1 α : x′ = ∗ α : x′ = 1
µ : x = 1
α
µ : x = 1
Figure 2: Issue arising from a plant that is not normalised.
(iii) By the loop-entry condition (line 8 of Algorithm 2), it is clear that Si is Σu-controllable
with respect to
∥∥(Gi)‖
∥∥(Ci) upon termination of the loop. It follows by Lemma 6 (with
G1 =
∥∥(Gi), G2 =
∥∥(G¯i), and E = Si; note vars(Gi) ∪ vars(Si) = vars(Gi) ∪ vars(Gi) ∪
vars(E) = vars(Gi) ∪ vars(E) = V i, so C in Lemma 6 becomes the same as
∥∥(Ci)) that
Si is Σu-controllable with respect to
∥∥(Gi) ‖
∥∥(G¯i) =
∥∥(G).
(iv) Let S′ be an EFSM that satisfies (ii) and (iii). Then
∥∥(G)‖S′ ⊆v
∥∥(G)‖supC(
∥∥(G), E,Σu)
by Proposition 4. In the case i = 0, it holds that
∥∥(G)‖S′ ⊆v
∥∥(G)‖supC(
∥∥(G), E,Σu) =
supC(
∥∥(G), E,Σu) ⊆v
∥∥(G) ‖E =
∥∥(G) ‖ S0 by state-determinism of G and from lines 3
and 6. Otherwise it follows from Lemma 8 and again by state-determinism of G that∥∥(G)‖S′ ⊆v
∥∥(G)‖supC(
∥∥(G), E,Σu) = supC(
∥∥(G), E,Σu) ⊆v
∥∥(G¯i+1)‖Si+1 =
∥∥(G¯i+1)‖
supC(
∥∥(Gi+1)‖
∥∥(Ci+1), E,Σi+1u ) =
∥∥(G¯i+1)‖
∥∥(Gi+1)‖supC(
∥∥(Gi+1)‖
∥∥(Ci+1), E,Σi+1u ) =∥∥(G) ‖ Si+1. ✷
The above proof of condition (ii) requires that the plant is normalised according to Defi-
nition 2. The following example shows that normalisation is required.
Example 1 Consider the EFSM system consisting of plants G = {G1, G2} and specifica-
tion E as shown in Figure 2. Variable x has domain dom(x) = {0, 1} and initial value x◦ = 0,
event α is controllable, while µ is uncontrollable. G2 is not normalised because of the two
updates associated with event α, namely x′ = 1 with vars′(x′ = 1) = {x} and true with
vars′(true) = ∅. If synthesis is considered for a subsystem consisting of G1 and E, then G2
is replaced by the chaos EFSM C2 = chaos(α, x) also shown in the figure. In the composi-
tion of G1 and C2, the variable x can change arbitrarily on event α, so synthesis constrains
this to a next-state value of 1 to satisfy the specification. This results in the supervisor
supC(G1 ‖C2, E,Σu). It is behaviourally included in the local system G1 ‖C2 ‖E, but not in
the complete system G1 ‖ G2 ‖ E where the variable x remains implicitly unchanged on the
α-transition. Synthesis for the complete system has to disable α entirely, as it is not possible
to change x from its initial value 0 before the uncontrollable event µ occurs.
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3.5 Multiple Specifications
If an FSM system contains more than one specification, then controllability can be verified
for each specification separately, and it is also known that a least restrictive supervisor can
be obtained by combining the least restrictive supervisors obtained for the individual spec-
ifications [2]. Under the assumption of pure specifications, these results extend directly to
EFSMs.
Lemma 10 Let G be a normalised state-deterministic EFSM, let E1 and E2 be pure EFSMs,
and let Σu be a set of events. Then
G ‖ supC(G,E1 ‖ E2,Σu) ⊆v G ‖ supC(G,E1,Σu) ; (47)
G ‖ supC(G,E1 ‖ E2,Σu) ⊆v G ‖ supC(G,E2,Σu) . (48)
Proof. Write E = E1 ‖ E2. Note that S = supC(G,E,Σu) is a supremal supervisor for E
with respect to G by Proposition 4. To show the claim (47), following Definition 8, it is
enough to show that S satisfies conditions (ii) and (iii) in Definition 8 (with E = E1).
(ii) Let
(x0G, x
0
S , vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
S , vˆ
n) (49)
be a path in G ‖ S where vˆk ∈ dom(vars(G ‖ S)). As G ‖ S ⊆v G ‖E (ii), there exists a
path
(x0G, x
0
E , wˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
E , wˆ
n) (50)
in G ‖ E where wˆk ∈ dom(vars(G ‖ E)), and vˆk|vars(G‖S) = wˆ
k
|vars(G‖E) for 1 ≤ k ≤ n;
note that the locations xkG of G are the same due to state-determinism. Decompose
the locations of E into the components of E1 and E2 by writing x
k
E = (x
k
E1, x
k
E2). As
vars′(E2) = ∅, it follows that
(x0G, x
0
E1, wˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
E1, wˆ
n) (51)
must be a path in G ‖ E1. As the path (49) was chosen arbitrarily, it follows from
Definition 5 that G ‖ S ⊆v G ‖ E1.
(iii) S is Σu-controllable with respect to G, because S = supC(G,E,Σu) is a supremal
supervisor for E with respect to G (iii).
This shows (47). The proof for (48) is analogous. ✷
Proposition 11 Let G be a state-deterministic normalised EFSM, let E1 and E2 be pure
EFSMs, and let Σu be a set of events. Let S1 and S2 be supremal supervisors for E1 and E2
with respect to G, respectively. Then S1 ‖S2 is a supremal supervisor for E1 ‖E2 with respect
to G.
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Proof. It is to be shown that S = S1 ‖ S2 satisfies conditions (i)–(iv) in Definition 8 (with
E = E1 ‖ E2).
(i) Clearly, vars(S) = vars(S1) ∪ vars(S2) ⊆ vars(G) ∪ vars(E1) ∪ vars(G) ∪ vars(E2) =
vars(G) ∪ vars(E) as S1 and S2 are supremal supervisors for E1 and E2, respectively.
(ii) Write V = vars(G). Let
(x0G, x
0
S1, x
0
S2, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
S1, x
n
S2, vˆ
n) (52)
be a path in G ‖ S = G ‖ S1 ‖ S2 where vˆ
k ∈ dom(vars(G ‖ S)) for 0 ≤ k ≤ n. Following
Remark 1, assume without loss of generality that vars(E1), vars(E2) ⊆ vars(G), which
by (i) implies vars(G‖S) = vars(G)∪vars(S1)∪vars(S2) ⊆ vars(G)∪vars(G)∪vars(E1)∪
vars(G) ∪ vars(E2) = vars(G) = V , i.e., vˆ
k ∈ dom(V ) for 0 ≤ k ≤ n.
It is shown by induction on n that
(x0G, x
0
S1, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
S1, vˆ
n) (53)
(x0G, x
0
S2, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
S2, vˆ
n) (54)
are paths in G ‖ S1 and G ‖ S2. This clearly is the case for n = 0. Now assume paths
(53) and (54) of length n ≥ 0 have been constructed, and consider a path (52) of length
n+ 1,
(x0G, x
0
S1, x
0
S2, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
S1, x
n
S2, vˆ
n)
σn+1
−−−→ (xn+1G , x
n+1
S1 , x
n+1
S2 , vˆ
n+1) . (55)
The final transition of (55) implies by Definition 6 that xnG
σn+1:pG
−−−−−→ xn+1G in G and
xnS1
σn+1:pS1
−−−−−−→ xn+1S1 in S1 and x
n
S2
σn+1:pS2
−−−−−−→ xn+1S2 in S2, where (vˆ
n ⊕ (vˆn+1)′)(pG), (vˆ
n ⊕
(vˆn+1)′)(pS1), and (vˆ
n ⊕ (vˆn+1)′)(pS2) are all true, and
vˆn(v) = vˆn+1(v) for all v ∈ V \ vars′(pG ∧ pS1 ∧ pS2) . (56)
Again by Definition 6, there exists a transition
(xnG, x
n
S1)
σn+1:pG∧pS1
−−−−−−−−→ (xn+1G , x
n+1
S1 ) (57)
in G‖S1 such that (vˆ
n⊕(vˆn+1)′)(pG∧pS1) is true. It remains to be shown that variables
in V1 = V \ vars
′(pG ∧ pS1) are unchanged between vˆ
n and vˆn+1. However, so far it
only follows that (xnG, x
n
S1, vˆ
n)
σn+1
−−−→ (xn+1G , x
n+1
S1 , vˆ
n
|V1
⊕ vˆn+1) in G ‖ S1. This transition
extends the path (53) from the inductive assumption. Given that S1 is a supremal
supervisor for E1, i.e., G ‖ S1 ⊆v G ‖ E1 by Definition 8 (ii), it follows by Definition 5
that there exists a path
(x0G, x
0
E1, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
E1, vˆ
n)
σn+1
−−−→ (xn+1G , x
n+1
E1 , vˆ
n
|V1
⊕ vˆn+1) . (58)
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in G ‖E1. The locations of G are unchanged from (55) due to state-determinism. Then
G‖E1 must contain a transition (x
n
G, x
n
E1)
σn+1:pG∧pE1
−−−−−−−−→ (xn+1G , x
n+1
E1 ), such that variables
outside of vars′(pG ∧ pE1) = vars
′(pG) (note pE1 is an update from the pure EFSM E1)
are unchanged on the last transition of (58), i.e.,
vˆn|V \vars′(pG) = (vˆ
n
|V1
⊕ vˆn+1)|V \vars′(pG) . (59)
By a symmetric argument, it can be shown that
vˆn|V \vars′(pG) = (vˆ
n
|V2
⊕ vˆn+1)|V \vars′(pG) , (60)
where V2 = V \ vars
′(pG ∧ pS2). Now let v ∈ V1 and consider two cases.
• v /∈ vars′(pS2). Then it follows from v ∈ V1 = V \ vars
′(pG ∧ pS1) that v /∈
vars′(pG ∧ pS1 ∧ pS2) and thus vˆ
n(v) = vˆn+1(v) by (56).
• v ∈ vars′(pS2). Note that v ∈ V1 = V \ vars
′(pG ∧ pS1) ⊆ V \ vars
′(pG) and
v /∈ V \vars′(pS2) ⊇ V \vars
′(pS2∧pG) = V2, and therefore it follows from (60) that
vˆn(v) = vˆn|V \vars′(pG)(v) = (vˆ
n
|V2
⊕ vˆn+1)|V \vars′(pG)(v) = (vˆ
n
|V2
⊕ vˆn+1)(v) = vˆn+1(v).
Thus, vˆn(v) = vˆn+1(v) for all v ∈ V1 = V \ vars
′(pG ∧ pS1), so it follows from (57) that
(xnG, x
n
S1, vˆ
n)
σn+1
−−−→ (xn+1G , x
n+1
S1 , vˆ
n+1) (61)
in G ‖ S1. Thus, the path (53) also exists for n + 1. The path (54) is extended by a
symmetric argument, completing the induction.
Therefore, the paths (53) and (54) exist inG‖S1 andG‖S2. Given that S1 is a supervisor
for E1, i.e., G ‖ S1 ⊆v G ‖ E1 by Definition 8 (ii), and likewise G ‖ S2 ⊆v G ‖ E2, by
Definition 5 there also exist paths
(x0G, x
0
E1, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
E1, vˆ
n) (62)
(x0G, x
0
E2, vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
E2, vˆ
n) (63)
in G ‖ E1 and G ‖ E2. As E1 and E2 are pure, it follows that
(x0G, x
0
E1, x
0
E2
, vˆ0)
σ1→ · · ·
σn→ (xnG, x
n
E1, x
n
E2
, vˆn) (64)
is a path in G ‖ E1 ‖ E2 = G ‖ E. Since the path (52) was chosen arbitrarily, it follows
from Definition 5 that G ‖ S ⊆v G ‖ E.
(iii) Let vˆ, wˆ ∈ dom(vars(G ‖ S)), let (xG, xS , vˆ) ∈ Q
acc(G ‖ S), let µ ∈ ΣS ∩ Σu, and let
(xG, vˆ)
µ
→ (yG, wˆ) in G. Following Definition 7, it is to be shown that there exists a
location yS of S such that (xG, xS , vˆ)
µ
→ (yG, yS , wˆ) in G ‖ S.
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Write xS = (xS1, xS2). As (xG, xS1, xS2, vˆ) = (xG, xS , vˆ) ∈ Q
acc(G ‖ S) = Qacc(G ‖ S1 ‖
S2), it follows from Lemma 5 (with F1 = G ‖ S1 and F2 = S2) that (xG, xS1, c, vˆ) ∈
Qacc(G‖S1‖C). Given that vars
′(C) ⊆ vars′(S2) = vars
′(G‖E2) = vars
′(G)∪vars′(E2) =
vars′(G) ⊆ vars′(G‖S1), as vars
′(E2) = ∅ by assumption, it also holds that (xG, xS1, vˆ) ∈
Qacc(G ‖ S1). Then by the Σu-controllability of S1 with respect to G, there exists a
location yS1 of S1 such that (xG, xS1, vˆ)
µ
→ (yG, yS1, wˆ) in G ‖S1. Likewise, there exists
a location yS2 of S2 such that (xG, xS2, vˆ)
µ
→ (yG, yS2, wˆ) in G ‖S2. Then it also follows
that (xG, xS , vˆ) = (xG, xS1, xS2, vˆ)
µ
→ (yG, yS1, yS2, wˆ) in G ‖ S1 ‖ S2 = G ‖ S.
(iv) Let S′ be an EFSM that satisfies (ii) and (iii). Then G ‖ S′ ⊆v G ‖ supC(G,E,Σu) ⊆v
G ‖ supC(G,Ej ,Σu) ⊆v G ‖Sj , for j ∈ {1, 2}, by Proposition 4 and Lemma 10. Now let
(x0G, x
0
S , vˆ
0)
σ1→ · · ·
σn→ (xnG, x
n
S , vˆ
n) (65)
be a path in G ‖ S′. As G ‖ S′ ⊆v G ‖ S1 and G ‖ S
′ ⊆v G ‖ S2, there exist paths
(x0G, x
0
S1, vˆ
0
1)
σ1→ · · ·
σn→ (xnG, x
n
S1, vˆ
n
1 ) (66)
(x0G, x
0
S2, vˆ
0
2)
σ1→ · · ·
σn→ (xnG, x
n
S2, vˆ
n
2 ) (67)
in G‖S1 and G‖S2, with (vˆ
k)|vars(G‖S′)∩vars(G‖Sj) = (vˆ
k
j )|vars(G‖S′)∩vars(G‖Sj) for j ∈ {1, 2}
and 1 ≤ k ≤ n. Note that (vˆk)|vars(G) = (vˆ
k
j )|vars(G). Then
(x0G, x
0
S1, x
0
S2, vˆ
0
1 ⊕ vˆ
0
2)
σ1→ · · ·
σn→ (xnG, x
n
S1, x
n
S2, vˆ
n
1 ⊕ vˆ
n
2 ) (68)
is a path in G‖S1‖S2 = G‖S, with (vˆk)|vars(G‖S′)∩vars(G‖S) = (vˆ
k
1⊕vˆ
k
2 )|vars(G‖S′)∩vars(G‖S)
for 0 ≤ k ≤ n. As the path (65) was chosen arbitrarily, it follows from Definition 5 that
G ‖ S′ ⊆v G ‖ S. ✷
Given sets of plant EFSMs G and specifications EFSMs E , by Propositions 9 and 11 syn-
thesis can be performed separately for each specification Ej ∈ E with respect to G using Algo-
rithm 2, and the synchronous composition of the resulting supervisors Sj = supC(
∥∥(G), Ej ,Σu)
gives the least restrictive supervisor for the combined specification
∥∥(E) and plant
∥∥(G). This
approach is shown in Algorithm 3.
4 Manufacturing system example
Figure 3 shows a manufacturing system with material feedback [13]. The system consists of
two machines,M1 andM2, linked by one-place buffers B1 and B2. Buffer B1 receives external
workpieces by event s. Machine M1 removes workpieces from B1 (event s1), manufactures
and puts them in B2 (event f1), where a quality test is performed. The test determines
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Algorithm 3: Modular EFSM synthesis with multiple specifications.
Input: normalised state-deterministic plants G = {G1, . . . , Gm}; pure specifications
E = {E1, . . . , El}; uncontrollable events Σu.
1 S ← ∅;
2 foreach Ej ∈ E do
3 Calculate Sj using Algorithm 2 with E = Ej ;
4 S ← S ∪ {Sj};
5 end
6 return S
B1 B2
M1 M2
s s1 f1 s2f
s2r
f
r
Figure 3: Manufacturing system with material feedback [13].
M0
s : b′
1
= 1
M1 s1 : m′1 = b1 ∧
b′
1
= 0
f1 : b′2 = m1 ∧
m′
1
= 0
s2f : b
′
2
= 0
f
s2r : m′2 = b2 ∧
b′
2
= 0
r : b′
1
= min(m2 + 1, 5) ∧
m′
2
= 0
M2
O1
s : b1 = 0
r : b1 = 0
U1
s1 : b1 > 0
O2
f1 : b2 = 0
U2
s2f : b2 > 0
s2r : b2 > 0
Max
r : m2 < 5
Figure 4: EFSM model of manufacturing system.
the operation to be performed by M2 (s2f or s2r), which leads to a release of the workpiece
(event f) or its return to B1 for rework (event r). Events f1, f , and r are uncontrollable,
the others are controllable. The control objective is to avoid overflow and underflow of the
buffers, and to ensure that workpieces pass through the system at most five times.
Figure 4 shows an EFSM model of this system. The variables b1, m1, b2, and m2 with
domain {0, 1, 2} and initial value 0 record the contents of machines and buffers. A value of 0
indicates that the machine or buffer is empty, while a value of k > 0 indicates the presence
of a workpiece that has been placed k times into buffer B1.
Plants M0, M1, and M2 model the behaviour of the machines and buffers. A first unload
to B1 (transition s in M0) sets the variable b1 to 1, indicating presence of a workpiece in its
first cycle. Loading a workpiece from B1 to M1 (transition s1 in M1) transfers the value from
b1 to m1 and resets b1 to 0, as B1 is again empty. Likewise, a transition with f1 assigns the
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s1 : b1 > 0
PSfrag
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s2f : b2 > 0
s2r : b2 > 0
SO1
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ss s : b′
1
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s2f s2r : b1 = 0
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′
2
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Figure 5: Synthesised supervisors for manufacturing system.
value of m1 to b2 and resets m1 to 0, etc. When a workpiece is returned to B1 on event r,
the condition b′1 = min(m2 + 1, 5) in M2 assigns to b1 the value that identifies the next work
cycle. The transition is also defined when m2 = 5, i.e., the workpiece is already in its last
cycle, but this case is ruled out by specification Max .
Specifications O1, U1, O2, and U2 model the avoidance of overflow and underflow. For
example, O1 specifies that a workpiece can only be added to buffer B1 on event s or r when
it is empty, b1 = 0. Specification Max restricts the number of cycles per workpiece.
To obtain a modular supervisor, Algorithm 2 is invoked for each specification separately.
Specifications U1 and U2 contain only controllable events, so they are naturally controllable
and Algorithm 2 terminates without entering the loop. These specifications can serve as
supervisors directly, e.g., U1 prevents loading of a workpiece from B1 when B1 is empty.
For specification O1, the first iteration of Algorithm 2 without plants, G
0 = ∅, uses chaos
EFSMs for variable b1, which appears in O1 and is changed by the plant on events s, s1, and r,
i.e., C0 = {chaos(s, b1), chaos(s1, b1), chaos(r, b1)}. It turns out that O1 is not Σu-controllable
with respect to
∥∥(C0), because O1 prevents the uncontrollable event r when b1 6= 0. Therefore,
r is considered as uncontrollable in the next iteration, Σ1u = {r}, so plant M2 that disables r
is added, G1 = {M2}. Among the variables in M2 and O1, V
1 = {b1, b2,m2}, only b1
and b2 may be changed by the remaining plants M0 and M1, so that C
1 = {chaos(s, b1),
chaos(s1, b1), chaos(f1, b2)}. Synthesis gives the supervisor SO1 = supC(M2 ‖
∥∥(C1), O1, {r})
shown in Figure 5, which is Σu-controllable with respect to M2 ‖
∥∥(C1). Algorithm 2 stops
here.
The figure only shows updates added during synthesis, a computed supervisor may contain
more updates. The update on s2r in SO1 avoids overflow of B1 by preventingM2 from loading
a workpiece to be reworked unless B1 is empty. The update on s contradicts plant M0 and
thereby disables s, i.e., the loading of a new workpiece to B1, while another is being returned.
The update on s1 is redundant due to plant M1, but appears here as M1 was not included in
the partial synthesis.
Synthesis for specifications O2 and Max also terminates after the first iteration, producing
the supervisors SO1 and SMax in Figure 5.
Table 1 shows an overview of the synthesis procedure for this example and the numbers
of states encountered at the end of each iteration. Overall, modular synthesis never composes
more than two of the EFSMs from Figure 4 and gives five supervisor components with 1–3
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Table 1: Synthesis Statistics for Example.
Specifications Plants Variables Uncont. Explored states Sup. locations
E Gn V n Σnu
∥∥(Gn) ‖
∥∥(Cn) ‖ E Sn
Modular Synthesis
O1 M2 b1, b2,m2 r 288 3
U1 — b1 — 3 1
O2 M1 b1, b2,m1 f1 252 2
U2 — b2 — 3 1
Max M2 b1, b2,m2 r 288 3
Monolithic Synthesis
O1, U1, O2, U2,Max M0,M1,M2 b1, b2,m1,m2 f, f1, r 912 6
locations each. The largest compositions are encountered at the end of synthesis for O1
and Max and have 288 unfolded states each. In contrast, the standard algorithm to construct
a supervisor for all plants and specifications together explores a state space of 912 states and
produces a single supervisor with six locations.
5 Conclusions
The working paper presents an algorithm that calculates modular controllable supervisors that
control a system in a least restrictive way. The proposed incremental approach is simpler and
produces smaller supervisors than the usual methods of monolithic synthesis in the literature.
It improves on the authors’ previous work [13] by completely removing some components and
variables from the subsystems subject to synthesis at each step of the algorithm.
In future work, the authors would like to investigate the use of variable abstraction [13]
to further reduce the subsystems. It would also be interesting to extend the approach to
consider the synthesis of nonblocking supervisors.
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