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CURVATURE BLOW-UP RATES IN SPHERICALLY SYMMETRIC
GRAVITATIONAL COLLAPSE TO A SCHWARZSCHILD BLACK HOLE
XINLIANG AN∗1 AND DEJAN GAJIC†2
Abstract. We study the black hole interiors of spacetimes arising from gravitational collapse in
the spherically symmetric Einstein–scalar field setting, and we investigate the precise blow-up rates
of curvature and mass at the spacelike singularity near timelike infinity. We show in particular that
the Kretschmann scalar blows up faster than in the Schwarzschild setting, due to mass inflation.
Moreover, the blow-up rate is not constant and converges to the Schwarzschild rate towards timelike
infinity and it depends on the precise late-time polynomial behaviour of the scalar field along the
event horizon. This indicates a new blow-up phenomenon, driven by a PDE mechanism, rather
than an ODE mechanism.
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1. Introduction
1.1. Background. A central feature of the celebrated Schwarzschild spacetime solutions [45] to
the vacuum Einstein equations
Ricµν [g] = 0,
is the presence of a black hole region which is bounded to the future by a spacelike singularity with
area radius r = 0. The Kretschmann scalar of the Schwarzschild solutions satisfies the following
equation:
RαβγδR
αβγδ =
48M2
r6
,
1Department of Mathematics, National University of Singapore, 10 Lower Kent Ridge
Road, Singapore, 119076
2University of Cambridge, Department of Pure Mathematics and Mathematical Statistics,
Wilberforce Road, Cambridge CB3 0WB, United Kingdom
E-mail addresses: ∗matax@nus.edu.sg, †d.gajic@dpmms.cam.ac.uk.
Date: April 27, 2020.
1
ar
X
iv
:2
00
4.
11
83
1v
1 
 [m
ath
.A
P]
  2
4 A
pr
 20
20
2 SPACELIKE SINGULARITY
whereM > 0 is the Schwarzschild mass. An immediate corollary of the blow-up of the Kretschmann
scalar as r ↓ 0 is that the metric cannot be extended in C2 across the singularity.1
Singularities of dynamical black holes were investigated by Christodoulou in a series of papers
[8, 9, 10, 11] in the setting of the Einstein-scalar field system:
Ricµν − 1
2
Rgµν = 2Tµν ,
Tµν = ∂µφ∂νφ− 1
2
gµν∂
σφ∂σφ,
(1.1)
under the restriction of spherical symmetry.
Christodoulou showed in the spherically symmetric setting that the maximal globally hyperbolic
Cauchy development of generic initial data, with respect to an appropriate choice of norm, contain
a future-complete null infinity and are future C0-inextendible as spherically symmetric Lorentzian
manifolds, affirming thus both the Weak and Strong Cosmic Censorship conjectures in this spher-
ically symmetric setting; see for example [22] for modern statements of these conjectures and a
discussion of their history. Christodoulou demonstrated moreover that for suitably large initial
data, the corresponding spacetime solutions will have a black hole region, bounded to the future by
a spacelike singularity S where the area radius of the round 2-spheres foliating the spacetime goes to
zero and the Kretschmann scalar blows up. See Figure 1 for a Penrose diagrammatic representation
of such black hole solutions.
Γ
S
T
S0 i+
i0
H
I+
A
Figure 1. A Penrose diagram of the dynamical black hole solutions constructed by
Christodoulou, with Γ denoting the center of spherical symmetry, future null infinity
I+, event horizon H and spacelike singularity S. The trapped region T is foliated
by trapped spheres, A denotes apparent horizon, which is a hypersurface foliated by
marginally trapped spheres and the point S0 denotes the first singularity.
In the present paper, we investigate quantitatively the precise interior dynamics of black hole
spacetimes constructed by Christodoulou. Assuming both quantitative inverse polynomial upper
bounds on the convergence of the black hole exterior to Schwarzschild (obtained in [23]) and inverse
polynomial lower bounds (obtained in a linearized setting in [5]), we establish blow-up of the
Hawking mass at the spacelike singularity, resulting in a blow-up of the Kretschmann
that is stronger than in the non-dynamical Schwarzschild setting and depends on the
precise late-time behaviour of the scalar field along the event horizon. Along the way, we show
that appropriately renormalized dynamical quantities converge to their Schwarzschild
values as we approach future timelike infinity in the black hole interior.
1In fact, by [44], it cannot even be extended in C0.
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1.2. Lower bounds for the Kretschmann scalar from monotonicity. In this section, we
provide a sketch of the argument provided in [8] for establishing blow-up of the Kretschmann
scalar at the spacetime singularity. We can express the relevant spacetime metric g in double null
coordinates:
g = −Ω2(u, v)dudv + r2(u, v)(dθ2 + sin2 θdφ2), (1.2)
where the level sets of u and v correspond to outgoing and ingoing null hypersurfaces, respectively;
see Figure 2 for an illustration.
D
(u0, v0)
Γ
v
(u0, v1)
u
(u1, v1)
(u0, v2)
Figure 2. The double null foliation of the spacetime, with each point (u, v) repre-
senting a 2-sphere Su,v with area radius r(u, v), and Γ denoting the center of spherical
symmetry.
The Hawking mass is defined as the quantity
m(u, v) =
r
2
(
1 + 4Ω−2∂ur∂vr
)
.
In [8], the following three properties are observed:
1)
RαβγδR
αβγδ(u, v) ≥ 32m
2(u, v)
r6(u, v)
. (1.3)
2) The Hawking mass m is monotonic in the trapped region T : ∂um(u, v) ≥ 0.
3) The apparent horizon A consists of points (uA(v), v) such that ∂vr(uA(v), v) = 0 and hence
m(uA(v), v) = 12r(uA(v), v).
From these properties, one can easily deduce the following uniform lower bound in T :
RαβγδR
αβγδ(u, v) ≥ 8r
2(uA(v), v)
r6(u, v)
. (1.4)
It follows that the Kretschmann scalar blows up at least as fast as r−6 as we approach S along
hypersurfaces of constant v. Recall that in Schwarzschild, the r−6 rate in the above lower bound is
in fact precisely attained.
1.3. Polynomial upper bounds for the Kretschmann scalar. Following the arguments in
the proof of the qualitative extension principle2 in [9], fixing the final Bondi mass M to be 1 for
notational convenience, one can prove that at S:
RαβγδRαβγδ(u, v) . exp
(
exp(
1
r(u, v)
)
)
.
2This states that for characteristic initial data prescribed on initial incoming and outgoing hypersurfaces with
r ≥  > 0, local existence towards the future can be proved for (1.1).
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The extension principle proved in [9] is qualitative in nature. To get a sharper upper bound, one
needs to adapt a different approach and needs to improve all the estimates into quantitive, sharp
estimates.
Recent work of the first author and Zhang [3], shows that the above double-exponential upper
bounds can be improved to polynomial upper bounds (see Figure 3):
Theorem A ([3]). Consider the trapped region of dynamical black hole spacetimes of Christodoulou
[8], solving (1.1) and let (u0, v0) denote a point along the space singularity S, away from the first
singularity S0 and let M = 1 denote the final Bondi mass. Then:
(i) There exist positive numbers D1 and D2, such that
r2(u0, v0)|∂uφ|(u0, v0) ≤ D1, r2(u0, v0)|∂vφ|(u0, v0) ≤ D2. (1.5)
(ii) For r0 > 0 suitably small, there exists a positive number Nu0,v0, such that
RαβγδRαβγδ(u, v) . r(u, v)−Nu0,v0 (1.6)
for all (u, v) lie both in the causal past of (u0, v0) and the causal future of {r = r0}.
The values of D1, D2 and Nu0,v0 depend on the values of ∂uφ and ∂vφ in the causal past of (u0, v0)
along the hypersurface {r = r0}.
Remark 1. The bounds (1.6) and (1.4) together imply that the blow-up of the Kretschmann scalar
is bounded above and below by inverse polynomials in r.
Remark 2. The powers in r appearing in (1.5) are sharp and are crucial for establishing (1.6).
Figure 3. Local polynomial upper bound for Kretschmann scalar at S.
1.4. Polynomial tails, mass inflation and precise blow-up of the Kretschmann scalar. In
this section, we present a rough version of the main theorem of the present paper.
Theorem 1.1 (Rough version of Theorem 5.1). Consider the dynamical black hole spacetimes of
Christodoulou [8] with final Bondi mass M = 1. Assume the following asymptotic scalar field
behaviour along the event horizon H:
D1v
−q ≤ ∂vφ|H ≤ D2v−p, (1.7)
for some 1 < p ≤ q < 3p− 1.
Then there exist positive numerical constants 0 < ρ < σ, with ρ independent and σ dependent on
the bounds in (1.7), so that we can estimate
lim inf
r↓0
[
r6+ρD
2
1v
−2q
RαβµνRαβµν
]
(v, r) & 1, (1.8)
lim sup
r↓0
[
r6+σv
−2p
RαβµνRαβµν
]
(v, r) . 1 (1.9)
for suitably large v.
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We refer to Theorem 5.1 for a more precise version of Theorem 1.1 and Theorem 5.2 for additional
bounds on the Hawking mass, the scalar field φ and the components of the metric g, which are crucial
for obtaining Theorem 5.1.
Remark 3. Theorem 1.1 establishes the existence of a class of spherically symmetric black hole
spacetimes with a spacelike singularity where the Kretschmann scalar blow-up is stronger than in
Schwarzschild. This may be contrasted with spacetime regions bounded by spacelike singularities at
which the Kretschmann scalar blows up according to the Schwarzschild rate, with respect to a natural
choice of area radius; see for example [26] and references therein.
Remark 4. The upper bound of the estimate (1.7) was proved in [23] in the setting of the Einstein–
Maxwell–scalar field system and holds in particular for the black hole spacetimes of Christodoulou
[8]. While an L2-version of the lower bound in (1.7) has been obtained for generic initial data in
[39] in the same setting, it remains open (in L∞) in the setting of (1.1).
In [5], it was shown that in the linearized setting the scalar field has “polynomial tails” along the
event horizon, i.e. the leading-order asymptotic behaviour of the scalar field along the event horizon
is inverse polynomial. This is sometimes called “Price’s law” in the literature as it originates from
earlier heuristic work by Price [41]. In light of the linearized results in [5] and the L2-lower bounds
in [39], we expect that for suitably regular and localized spherically symmetric initial data for (1.1),
(1.7) should hold with p = q = 4.
Remark 5. Note that the constant D1 in the lower bound for the Kretschmann scalar in Theorem
1.1 arises directly from the lower bound assumed on the scalar field along the event horizon. In
the linearized setting of [5], D1 is proportional to the time-inverted Newman–Penrose constant (in-
troduced in [5]), which can either be expressed as an integral over the initial data in the black hole
exterior (that is generically non-vanishing) or as a quantity defined at future null infinity [5, 37]. The
time-inverted Newman–Penrose constant can moreover be interpreted as a global conserved quantity
for the wave equation [4].
Remark 6. The bounds in Theorem 1.1 imply that the blow-up rate of the Kretschmann scalar is
not constant along S, and moreover, it converges to the Schwarzschild rate as we approach future
timelike infinity along S. The variation of the blow-up rate at different points of S illustrate how the
blow-up mechanism is not of an “ODE type”, i.e. it can not be understood at the level of an ODE
model equation, but instead can be thought of as being of “PDE type”. This is in contrast with many
of the blow-up mechanisms encountered in the setting of nonlinear dispersive equations, geometric
evolutionary equations and fluids.
1.5. Previous work. In this section, we give an overview of some related previous work on singu-
larities and curvature blow-up in black hole interiors.
1.5.1. Spherically symmetric models. In [8], Christodoulou showed that for generic large data, spher-
ically symmetric solutions to (1.1) have black hole regions bounded to the future by a spacelike sin-
gularity where the Kretschmann scalar blows up and the metric is C0-inextendible under spherical
symmetry; thus validating the C0-formulation of the Strong Cosmic Censorship conjecture (SCC)
for the spherically symmetric Einstein–scalar field system (see for example [22] for a precise for-
mulations of this conjecture). In [11] Christodoulou showed moreover that generic initial data (in
the bounded variation class) lead to solutions that are either future geodesically complete or con-
tain a black hole region, establishing therefore also the Weak Cosmic Censorship conjecture in this
spherically symmetric setting (see [12] for a precise formulation of this conjecture).
In a series of papers [18, 19, 20] Dafermos considered spherically symmetric dynamical black
hole solutions to the Einstein–Maxwell–scalar field system with constant electromagnetic charge
0 < e < M , which may be viewed as toy models for dynamical non-spherically symmetric black
holes with an angular momentum. He showed that dynamical black hole solutions approaching sub-
extremal Reissner–Nordström (with non-zero charge) along the event horizon, with rates that agree
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with the upper bounds for the scalar field established in [23], have a non-empty Cauchy horizon
across which the metric is C0-extendible, thus violating the C0-formulation of the SCC.
Under the additional assumptions of pointwise lower bounds for the scalar field, however, which
are consistent with the rates predicted in [41] and proved in the linearized setting in [5], it was
moreover shown that the Hawking mass blows up at the Cauchy horizon (this is known as “mass
inflation”) and hence, the Kretschmann scalar blows up, resulting in C1-inextendibility of the metric,
or inextendibility with L2loc Christoffel symbols, which is in agreement with the Christodoulou
reformulation of SCC in [13]. The Einstein–Maxwell–scalar field setting of Dafermos was revisited by
Luk–Oh [38, 39], who obtained C2-inextendibility for generic initial data by removing the additional
lower bound assumptions on the event horizon and proving instead an L2-lower bound.
Black holes arising from asymptotically flat two-ended initial data for the Einstein–Maxwell–
scalar field system must have charge 0 ≤ e < M , see [36] and Appendix A of [38] for a proof, i.e. they
are sub-extremal in the limit. Nevertheless, if one considers incomplete data hypersurfaces or adds
charge to the scalar field, the corresponding black hole may be extremal in the limit. Such solutions
were considered by the second author and Luk [32] and it was shown that under expected upper
bound assumptions for the scalar field along the event horizon, the metric is H1loc at the Cauchy
horizon and it is moreover possible to extend the metric as a solution to the Einstein equations
across the horizon. A general characterization of solutions to the Einstein–Maxwell–charged scalar
field system was initiated in [36] and it provides a setting for studying more generally black hole
solutions forming from one-ended asymptotically flat initial data. See [46, 47, 48] for recent results
on the nature of black hole interior singularities in this setting. Note also the numerics in [7].
Let us moreover note that adding a cosmological constant term to the Einstein equations results in
exponential decay of dynamical black hole solutions towards a stationary state [34]. Consequently,
there can be a range of stability and instability phenomena at the Cauchy horizon [15, 16, 17],
depending on the precise value of the exponential decay rate.
1.5.2. Linearized setting. A first step towards understanding the interiors of black hole solutions
outside of spherical symmetry is to develop a theory of stability and instability for solutions to
the linear wave equation on the interior of a fixed black hole background. Fournodavlos–Sbierski
considered the behaviour of linear waves φ on Schwarzschild interiors [27] and obtained the general
blow-up profile φ at r = 0, with logarithmic blow-up to leading-order.3
Franzen established in [28] boundedness and C0-extendibility of φ at the Cauchy horizon of sub-
extremal Reissner–Nordström, whereas H1loc blow-up was established by Luk–Oh [37]. In contrast,
it was shown by the second author in [30] that φ is bounded in H1loc at the inner horizon of ex-
tremal Reissner–Nordström, assuming the decay properties of [5], with higher regularity depending
delicately on the precise asymptotic behaviour of φ along the event horizon. The situation in the
cosmological setting of near-extremal Reissner–Nordström–de Sitter spacetimes is similarly more
delicately connected to precise asymptotics along the event horizon; see [6, 14].
Stability and instability results for φ at the Cauchy horizon have been extended to non-spherically
symmetric backgrounds: see for example [40, 24, 33, 29] for results in sub-extremal Kerr, [31] for
results in extremal Kerr and [25] in sub-extremal Kerr–de Sitter.
1.5.3. Einstein equations in polarized axisymmetry. Recently, [1] Alexakis and Fournodavlos proved
a stability result for the Schwarzschild singularity in the setting of the Einstein vacuum equations
in polarized axisymmetry. In contrast with the spherically symmetric setting, there is no longer a
single natural parameter that measures the strength of the singularity (i.e. the area radius of the
2-spheres foliating the spacetime).
3We note that this blow-up profile is consistent with the behaviour in the spherically symmetric non-linear setting
found in [3].
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The authors evolved small perturbations of Schwarzschild initial data on constant (small) r level
sets in the black hole interior via an “asymptotically constant-mean-curvature spacetime foliation”,
i.e. they considered a congruence of timelike geodesics emanating from the initial data hypersurface
with a parameter s and showed that the mean curvature trgK of level sets of s satisfies:
trgK =
3
2
s−
3
2 +O(s−
3
2
+ 1
4 ),
and the Kretschmann scalar blows up with the rate 1
s6
as s ↓ 0.
While in Schwarzschild spacetimes, the above coordinate s coincides with the area radius r of 2-
spheres, this is no longer true in the dynamical setting. We refer to Section 1.2.3 of [1] for additional
comments on the blow-up rates of the Kretschmann scalar with respect to the area elements of the
spheres in the asymptotically constant-mean-curvature foliation (an analogue of the area radius
function in spherical symmetry).
1.5.4. Einstein equations without symmetry. In [26], Fournodavlos proved the backward stability
of the Schwarzschild singularity for Einstein vacuum equations. In [22], Dafermos–Luk established
C0-extendibility across the Cauchy horizon for black hole spacetimes approaching sub-extremal Kerr
solutions suitably fast along the event horizon.
1.5.5. Cosmological singularities. A related problem to understanding curvature blow-up near space-
like singularities inside black holes is the behaviour of past singularities in the setting of pertur-
bations of cosmological spacetimes like the FLRW spacetimes. See for example [42, 43, 2] and
references therein.
1.6. Open problem: interior of dynamical black holes approaching Schwarzschild out-
side of symmetry. In light of the construction of dynamical black hole spacetimes approach-
ing Schwarzschild in the exterior without any symmetries, following from a stability analysis the
Schwarzschild exterior announced in [21] and similar results obtained recently in polarized axisym-
metry [35], it is natural to investigate quantitatively the nature of the singularities in the corre-
sponding black hole interiors near timelike infinity, and in particular, the effect of expected inverse
polynomial behaviour of dynamical quantities along the event horizon on the blow-up rate of the
Kretschmann scalar. We believe that the quantitative upper and lower bound estimates developed
in the present paper, together with the global characterization of blow-up rates in r−1 near r = 0
may be useful for such an analysis outside of spherical symmetry.
2. Geometric preliminaries
2.1. Schwarzschild black holes. The Schwarzschild black hole interior with mass M > 0 is
defined as the Lorentzian manifold (Mint, gS), withMint = (Ru × Rv ∩ {v + u < 0})× S2, with
gS = −Ω2S(rS(u, v))dudv + r2S(u, v)(dθ2 + sin2 θdϕ2),
where
Ω2S =
2M
rS
− 1
and rS is the unique solution to
1
2
(v + u) = r∗(rS) = rS + 2M log
(
2M − rS
2M
)
.
with 0 < rs < 2M .
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Figure 4. A Penrose diagrammatic representation of the Schwarzschild black hole
interior.
Note that we can express
rS
2M
Ω2S(u, v) = e
− rS
2M · e 14M (v−|u|) ≤ e 14M (v−|u|).
Furthermore,
∂urs = ∂vrs = −1
2
Ω2S ,
so we can also estimate
|∂urs| = |∂vrs| ≤ M
rs
e
1
4M
(v−|u|). (2.1)
Let U = 4Me
u
4M , then we can express
gS = −Ω2S(rS(u, v))e
|u|
4M dUdv + r2S(dθ
2 + sin2 θdϕ2),
and we can extend (Mint, gS) smoothly to the manifold-with-boundary
Mint =
(
[0,∞)U × Rv ∩
{
v + 4M log
(
U
4M
)
< 0
})
× S2.
3. System of equations
The Einstein–scalar system of equations (1.1) for Lorentzian metrics of the form
g = −Ω2(u, v)dudv + r2(u, v)(dθ2 + sin2 θdφ2),
with r and Ω2 strictly positive functions, reduces to a 1+1-dimensional system of equations for
(r,Ω2, φ) on subsets of R2. We can split the system into:
1) Propagation equations for the metric components r and Ω2,
2) Constraint equations for the metric components r and Ω2,
3) Propagation equations for the scalar field φ.
3.1. Propagation equations for the metric components.
∂u(r∂vr) =− 1
4
Ω2, (3.1)
∂v(r∂ur) =− 1
4
Ω2, (3.2)
∂u∂v log Ω
2 =− 2∂uφ∂vφ+ 1
2
r−2Ω2 + 2r−2∂ur∂vr. (3.3)
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It will be convenient to consider also the following equations for the rescaled quantities rΩ2 and
r2Ω2:
∂u∂v log(rΩ
2) =
1
4
r−2Ω2 − 2∂uφ∂vφ, (3.4)
∂u∂v log(r
2Ω2) =− 2r−2∂ur∂vr − 2∂uφ∂vφ. (3.5)
The equations (3.4) and (3.5) follow from a combination of (3.3) with (3.1).
3.2. Constraint equations for the metric components.
∂u(Ω
−2∂ur) =− rΩ−2(∂uφ)2, (3.6)
∂v(Ω
−2∂vr) =− rΩ−2(∂vφ)2. (3.7)
Equations (3.6) and (3.7) are known as the “Raychaudhuri equations”.
3.3. Propagation equations for the scalar field.
∂u(r∂vφ) =− ∂vr∂uφ, (3.8)
∂v(r∂uφ) =− ∂ur∂vφ. (3.9)
Denote
Y =
1
−∂ur∂u. (3.10)
It will be convenient to consider also the following propagation equation for the rescaled quantity
Y φ:
∂v(r
2Y φ) =
[
−1
4
r−1
(
Ω2
−∂ur
)
+ 2r−1∂vr
]
r2Y φ+ r∂vφ. (3.11)
Equation (3.11) follows from a combination of (3.9) with (3.2).
We also consider the Hawking mass, which is defined as follows:
m(u, v) =
r
2
(1 + 4Ω−2∂ur∂vr). (3.12)
4. Initial data
We consider a characteristic initial value problem for (r, Ω̂2, φ) satisfying the system of equations
(3.1)–(3.3), (3.6)–(3.9) with Ω̂2 replacing Ω2 and U replacing u, and initial data imposed on the
hypersurfaces-with-boundary
H0 := {(U, v) ∈ R2 |U = 0, v0 ≤ v <∞},
H0 := {(U, v) ∈ R2 | 0 ≤ U ≤ U0, v = v0}.
We denote also H := H0.
Let M > 0 be a Schwarzschild mass parameter. We normalize the coordinates (U, v) via the
following gauge choices:
Ω̂2(0, v) =Ω̂2S(0, v) = e
−1+ 1
4M
v for all v ≥ v0, (4.1)
Ω̂2(U, v0) =Ω̂
2
S(U, v0) =
2M
rs(U, v0)
e
−rs(U,v0)
2M e
1
4M
v0 for all 0 ≤ U ≤ U0, (4.2)
and we assume that r approaches the Schwarzschild horizon radius along H0, i.e.
lim
v→∞ r(0, v) = 2M,
and moreover,
lim
v→∞φ(0, v) = 0.
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We then take our freely prescribable data to be rY φ on H0, ∂vφ on H0 and ∂Ur(0, v0). We
making the following quantitative assumption on ∂vφ|H0 : let 1 < p ≤ q < 3p − 1, then there exist
positive dimensionless constants D1 and D2, such that
D1(M
−1v)−q ≤ r∂vφ(0, v) ≤ D2(M−1v)−p. (4.3)
We moreover assume
sup
0≤U≤U0
|rY φ|(U, v0) + |∂Ur|(0, v0) ≤ D3. (4.4)
for some dimensionless constant D3 and, without loss of generality, we take rY φ(U, v0) > 0.
Figure 5. The initial data.
Using the constraint equations (3.6) and (3.7), we obtain the following estimates for ∂vφ(0, v)
and ∂Ur(0, v):
Lemma 4.1. There exists constants c, C > 0 such that along H0:
cD21(M
−1v)−2q ≤ ∂vr(0, v) ≤ CD22(M−1v)−2p, (4.5)
cMD21(M
−1v)−2q+1 ≤ 2M − r(0, v) ≤ CMD22(M−1v)−2p+1, (4.6)∣∣∣∣∂Ur
Ω̂2
(0, v) +
1
2
∣∣∣∣ ≤ CD22(M−1v)−2p+1 + CD3e− 14M (v−v0). (4.7)
Furthermore, for all  > 0, there exists a v1 ≥ v0 that depends moreover on Di, i = 1, 2, 3, such that
for all v ≥ v1:
r2Y φ(0, v) ≥ 4M(1− )D1(M−1v)−q. (4.8)
We will need to appeal to the following lemma:
Lemma 4.2. Let f : [a,∞)→ R be a continuous function satisfying:
f(x) ≤ Bx−p
for all x ∈ [a,∞), with p,B > 0.
Then for all α > 0, there exist constant C > 0 such that∫ b
a
e−αxf(x) dx ≤ Cα−1 ·Be−αaa−p, (4.9)∫ b
a
eαxf(x) dx ≤ Cα−1 ·Beαbb−p. (4.10)
Proof. See Appendix A. 
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Proof of Lemma 4.1. By integrating (3.7) along H0 (with Ω replaced by Ω̂) and using (4.3), it
follows that e−
1
4M
v∂vr(0, v) attains a finite limit as v → ∞, which moreover is equal to 0, because
r(0, v)→ 2M as v →∞. Furthermore, by (3.7), we must have that r(0, v) ≥ 2M .
We can therefore integrate (3.7) and apply (4.3) and Lemma 4.2 to estimate:
cD21e
− 1
4M
v(M−1v)−2q ≤ e− 14M v∂vr(0, v) ≤ CD22e−
1
4M
v(M−1v)−2p
for all v ≥ v0 and obtain (4.5). We integrate (4.5) in v to obtain (4.6).
In order to estimate ∂Ur(0, v), we apply (3.2) along H0, with u replaced by U and Ω2 replaced
by Ω̂2:
r∂Ur(0, v) = r∂Ur(0, v0)−
∫ v
v0
1
4
e−1+
1
4M
v′ dv′
= r∂Ur(0, v0)−M(e−1+ 14M v − e−1+ 14M v0)
and therefore ∣∣∣∣r∂Ur
Ω̂2
(0, v) +M
∣∣∣∣ ≤ CM(1 + ∂Ur(0, v0))e− 14M v,∣∣∣∣∂Ur
Ω̂2
(0, v) +
1
2
∣∣∣∣ ≤ CD22(M−1v)−2p+1 + CD3e− 14M v,
where we applied (4.6) and to arrive at the second inequality.
By (3.11), together with (4.5), (4.6) and (4.7), we have that along H0:
|∂v(e 14M vr2Y φ)− e 14M vr∂vφ| ≤ CM−1[D22(M−1v)−2p+1 +D3e−
1
4M
v]|e 14M vr2Y φ|. (4.11)
We integrate along H0 and use Lemma 4.2 and (4.3) to obtain:
|e 14M vr2Y φ|(0, v) ≤ |e 14M v0r2Y φ|(0, v0) +
∫ v
v0
D2e
1
4M
v′(M−1v′)−p dv′
+ CM−1
∫ v
v0
[D22(M
−1v′)−2p+1 +D3e−
1
4M
v]|e 14M v′r2Y φ|(0, v′) dv′
= |e 14M v0r2Y φ|(0, v0) + CMD2e 14M v(M−1v)−p
+ CM−1
∫ v
v0
[D22(M
−1v)−2p+1 +D3e−
1
4M
v]|e 14M vr2Y φ|(0, v′) dv′
We can finally apply a Grönwall inequality to obtain:
|e 14M vr2Y φ|(0, v) ≤ C(D2, D3, v0, p)M(1 + (M−1v)−pe 14M v). (4.12)
We apply (4.11) again, together with the lower bound in (4.3) and the upper bound in (4.12), to
obtain:
r2Y φ(0, v) ≥ e− 14M (v−v0)r2Y φ(0, v∗) + e− 14M v
∫ v
v0
D1e
1
4M
v′(M−1v′)−q dv′
− CM−1e− 14M v
∫ v
v0
[D22(M
−1v)−2p+1 +D3e−
1
4M
v]|e 14M vr2Y φ|(0, v′) dv′
≥ e− 14M (v−v0)rY φ(0, v0) + 4Me− 14M v
∫ v
v0
d
dv
(
D1e
1
4M
v′(M−1v′)−q
)
dv′
− C(D2, D3, v0, p)M [e− 14M v + (M−1v)−3p+1]
≥ 4MD1(M−1v)−q + e− 14M (v−v0)rY φ(0, v0)− 4MD1e− 14M (v−v0)(M−1v0)−q
− C(D2, D3, v0, p)M(M−1v)−3p+1.
(4.13)
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Using that q < 3p − 1, we conclude that for all  > 0, there exists v1 ≥ v0 depending on , v0,
D1, D2 and D3 such that for all v ≥ v1:
r2Y φ(0, v) ≥ 4M(1− )D1(M−1v)−q.

5. Precise statements of the main theorems
Consider solutions (r, Ω̂2, φ)(U, v) to the system of equations (3.1)–(3.3), (3.6)–(3.9) arising from
initial data on H0 and H0, as prescribed in Section 4. We denote with
g = −Ω̂2(U, v)dUdv + r2(U, v)(dθ2 + sin2 θdϕ2)
the Lorentzian metric corresponding to (r, Ω̂2, φ). Then (g, φ) form a solution to the Einstein–scalar
field system of equations (1.1).
We denote with Rαβµν [g], α, β, µ, ν ∈ {0, 1, 2, 3}, the components of the Riemann curvature tensor
corresponding to g.
Theorem 5.1. There exists a unique smooth solution (r, Ω̂2, φ)(U, v) in [0, U0]U× [v0,∞)v∩{r > 0}
to characteristic initial data prescribed in Section 4 and the following bounds hold for the correspond-
ing Rαβµν [g]: there exist constants c, C, ρ > 0 depending only on M and a constant σ > 0 depending
on M , D2 and D3, and v1 > v0 suitably large, such that for all v ≥ v1
cM2
r6+ρD
2
1(v/M)
−2p ≤
3∑
α,β,µ,ν=0
Rαβµν [g]Rαβµν [g] ≤ CM
2
r6+σ(v/M)−2p
.
Remark 7. While Theorem 5.1 applies in particular to the interior of dynamical black hole space-
times of Christodoulou [8] with the additional assumption of quantitative upper and lower bounds on
φ along the event horizon, it actually provides a self-contained treatment of the black hole interior
regions corresponding to dynamical black holes spacetimes approaching Schwarzschild.
The bounds in Theorem 5.1 rely on upper and lower bounds for the triple (r,Ω2, φ) and its
derivatives. These are summarized in Theorem 5.2 below. Theorem 5.1 follows directly from
Proposition 9.1.
Theorem 5.2. Let (r, Ω̂2, φ) denote the solution from Theorem 5.1. Then there exist constants
c, C, ρ > 0 depending only onM , a constant σ > 0 depending onM , D2 and D3, and v1 > v0 suitably
large, such that the following bounds hold in (0, U0]U × [v1,∞)v ∩ {r > 0}, with u = −4M log(4MU )
and Ω2 = dUdu Ω̂
2:
|r∂ur +M |(u, v) ≤M(r/M) 1100 + CM(v/M)−p,
|r∂vr +M |(u, v) ≤M(r/M) 1100 + CM(v/M)−p,
cM
( r
M
)σ(v/M)−2p ≤ rΩ2(u, v) ≤ CM ( r
M
)ρD21(v/M)−2q
in
{
r ≤ 1
10
M
}
,
cM
( r
M
)−ρD21(v/M)−2q ≤ m(u, v) ≤ CM ( r
M
)−σ(v/M)−2p
,
ρD1M(v/M)
−q ≤ |r2∂vφ|(u, v) ≤ σM(v/M)−p
ρD1M(v/M)
−q ≤ |r2∂uφ|(u, v) ≤ σM(v/M)−p in
{
r ≤ 1
10
M
}
,
ρD1(v/M)
−q ≤ |rY φ|(u, v) ≤ σ(v/M)−p in
{
r >
1
10
M
}
.
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Theorem 5.2 follows directly by combining the results of Theorem 10.1, Propositions 8.5, 8.6,
7.11, 7.12 and 8.3.
Remark 8. The lower bound for the Hawking mass m in Theorem 5.2 implies that m blows up at
r = 0, which is a phenomenon known as mass-inflation. Note that this contrasts the Schwarzschild
setting, where m is constant (and equal to the Schwarzschild mass parameter M). Mass-inflation
in the dynamical setting can be viewed as the reason why the Kretschmann scalar in the dynamical
setting blows up at a stronger rate than in the static Schwarzschild setting.
Remark 9. In [3] it is shown that the quantities r∂ur and r∂vr attain finite limits along S (where
r = 0), so from the first two estimates in Theorem 5.2 it follows that they moreover approach their
corresponding Schwarzschild values:
r∂ur|S(v)→ −M,
r∂ur|S(v)→ −M,
as v →∞.
6. Main ideas in the proofs of Theorem 5.1 and 5.2
As a first step, we establish L∞ estimates for the quantities (r,Ω, φ) away from r = 0 via a
continuity argument. We assume bootstrap estimates for (r,Ω, φ) in a spacetime region
Dv∞,r0 = [0, U0]U × [v0, v∞] ∩ {r ≥ r0},
with r0 an arbitrarily small positive number, which are certainly valid locally (i.e. for small values
of v∞) and we close the bootstrap estimates by improving them in Dv∞ . We then complete the
continuity argument by taking v∞ →∞.
As a second step, we employ the estimates on {r = r0} to extend (r,Ω, φ) to a larger region
D∞,0 = [0, U0]U × [v0, v∞] ∩ {r > 0} and derive appropriate upper and lower bound estimates
(without the need for bootstrap assumptions).
6.1. Red-shift region. We consider a region where v − |u| < −δ−1, with δ > 0 suitably small.
This corresponds to the spacetime region where the red-shift effect plays a role. The red-shift
effect has been used in a similar setting in previous works [18, 19, 38] to establish smallness and
decay of the difference quantities (r− rS , log Ω2Ω2s ) in the red-shift region, together with upper bound
estimates on derivatives of φ. We follow an analogous approach to obtain sufficient control on the
curve v−|u| = −δ−1. We moreover identify precisely the location of the apparent horizon A in this
region.
6.2. No-shift region. Next, we consider a region where v − |u| > −δ−1 but r ≥ r0, which we call
the no-shift region. The estimates in this region deviate from the estimates in the “no-shift regions”
of [18, 19, 38] and other arguments in the Einstein–Maxwell–scalar field setting as we can take r0
arbitrarily small and r will attain arbitrarily small values. In this region, we derive new estimates
to identify the leading-order behaviour of (derivatives of) (r,Ω2, φ) in r with error terms that decay
in v and |u|.
The upper bound estimates in the red-shift and no-shift region allow us to complete the continuity
argument, as discussed above.
6.3. Lower bounds. We subsequently establish additional lower bound estimates in {r ≥ r0} for
the derivatives of φ, propagating the lower bounds along H. Here it is important to keep precise
track of the dependence of our estimates on r0.
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6.4. Small-r region. The estimates in this region may be interpreted as global versions of the
main local estimates in [3], incorporating appropriate u-weights and v-weights that reflect the decay
behaviour along {r = r0} derived in the previous steps. To calculate the precise value for the
blow-up rate of the Kretschmann scalar, given initial data, we trace the change of every quantity
very carefully. We employ renormalized equations to trace the changes of lower order terms. For
example, in the small-r region, to estimate r∂vr and r∂ur. We prove Proposition 10.1:
For (u, v) ∈ J−(q˜), with |u| ≥ |u1|+ 2vr=0(u1) and r(u, v) ≤ r0, we have
|r∂ur(u, v) +M − f1(uq˜)| ≤M [M−1r(u, v)] 1100 , (6.1)
|r∂vr(u, v) +M − f2(vq˜)| ≤M [M−1r(u, v)] 1100 , (6.2)
where
|f1(uq˜)| .M(M−1vq˜)−2p .M |M−1[uq˜ − u1 − v0(u1)]|−2p,
|f2(vq˜)| .M |M−1[uq˜ − u1 − v0(u1)]|−2p .M(M−1vq˜)−2p.(
u1, v0(u1)
)
q˜S i+
Hr = r0
u
=
u 1 q˜2
q˜1
Here deriving the decay rates of f1(uq˜) and f2(vq˜) is crucial for the proof. Instead of using equation
∂u(r∂vr+M), we use equation of ∂u(r∂vr+M − r/2) to trace the lower order term and to explore
the cancellations.
Similarly, in Proposition 8.4 and Proposition 8.5, we prove sharp estimates for both the lower
and upper bounds of Ω2(u, v): for (u, v), with |u| ≥ |u1|+ 2v0(u1) and r(u, v) ≤ r0, it holds that
1
[M−1r(u, v)]
1− 6D˜1D˜2
1− · 1M−2p|u−u1+v0(u1)|2p
. Ω2(u, v) . 1
[M−1r(u, v)]
1− D
′
1D
′
2
6(1+)
· 1
M−2p|u−u1+vr=0(u1)|2q
,
where 0 ≤  1 and D˜1, D˜2, D′1, D′2 constants defined in Proposition 8.3. To obtain the inequalities
above, instead of using equation for ∂u∂v log(Ω2), we use renormalized equations of ∂u∂v log(rΩ2)
and ∂u∂v log(r2Ω2) to cancel some borderline terms. The use of these renormalized equations is
new.
By applying an algebraic calculation from [8], the Kretschmann scalar obeys
RαβµνRαβµν(u, v) ≥ 32m(u, v)
2
r(u, v)6
.
Here the Hawking mass m(u, v) = r2(1 + 4Ω
−2∂ur∂vr) is defined in (3.12). Clearly, the sharp upper
bound on Ω2(u, v) would lead to a sharp lower bound on the Kretschmann scalar. And it is different
from the Schwarzschild value.
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7. Estimates away from the singularity
7.1. Bootstrap assumptions. Let r0M be an arbitrarily small number such that
r0 < inf
0≤U≤U0
r(U, v0).
By a standard local existence argument, there exist a smooth solution (r, Ωˆ, φ) satisfying the
system of equations (3.1)–(3.3), (3.6)–(3.9), with initial data as prescribed in Section 4, in [0, U0]×
[v0, v0 + ), for  > 0 suitably small and hence the set
Dv∞,r0 = [0, U0)× [v0, v∞) ∩ {r ≥ r0}
is well-defined and non-empty for v∞ suitably small. We will now assume Dv∞,r0 is well-defined for
some v∞ > v0, with (r, Ωˆ, φ) a smooth solution.
We moreover denote the apparent horizon in Dv∞,r0 as follows:
A = {∂vr = 0} ∩Dv∞,r0 .
By (3.1) it follows that A has only (possible empty) spacelike or outgoing null segments.
Lemma 7.1. Suppose (r,Ω2, φ) is a well-defined smooth solution to the system (3.1)–(3.3), (3.6)–
(3.9) in Dv∞,r0 corresponding to initial data as prescribed in Section 4. Then, for U0 suitably small,
γr0 := {r = r0} ∩Dv∞,r0
is either empty or a connected, spacelike curve intersecting {U = U0} at v > v0, and, if non-empty,
we can write
Dv∞,r0 = [0, U0)× [v0, v∞) ∩ J−(γr0).
Proof. First of all, ∂vr(U, v0) > 0 for |U0| suitably small by ∂vr(0, v0) > 0 and continuity. We also
have that ∂Ur < 0 in Dv∞,r0 by (3.2). Hence, r > r0 in Dv∞,r0 ∩ {∂vr ≥ 0} = Dv∞,r0 ∩ J−(A).
Since {r = r0} ⊂ J+(A) \ A and ∂vr, ∂Ur < 0 in J+(A) \ A, we can conclude by Rolle’s theorem
that {r = r0} must be connected and moreover spacelike. By ∂vr, ∂Ur < 0 it moreover follows that
r ≥ r0 in J−(γr0). 
It will be more convenient to work with an Eddington–Finkelstein-type coordinate u instead of
U in Dv∞,r0 ∩ {U > 0}, which is related to U as follows:
u = −4M log
(
4M
U
)
. (7.1)
Accordingly, we define
Ω2(u(U), v) := Ω̂2(U, v)
dU
du
= Ω̂2(U(u), v)e
−|u|(U)
4M (7.2)
and we consider (r,Ω2, φ) as functions of (u, v), satisfying (3.1)–(3.3), (3.6)–(3.9). We moreover
denote u0 := u(U0).
We define for δ > 0
Rδ =Dv∞,r0 ∩ {v − |u| ≤ −δ−1},
Nδ,r0 =Dv∞,r0 \ Rδ,
and we denote
γδ := Dv∞,r0 ∩ {v − |u| = −δ−1}.
We moreover introduce the constant rδ := rS(u, vγδ(u)).
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Figure 6. The domain under consideration, away from r = 0.
We make the following bootstrap assumptions on the solution (r,Ω, φ):
r2|∂vφ|(u, v) ≤ 2∆1M(M−1v)−p for all (u, v) ∈ Dv∞,r0 , (7.3)
r|Y φ|(u, v) ≤ 2∆1(M−1v)−p for all (u, v) ∈ Dv∞,r0 , (7.4)∣∣∣∣∂u log(Ω2Ω2S
)∣∣∣∣ ≤∆2e 14M (v−|u|)(M−1v)−2p+1 for all (u, v) ∈ Rδ ⊆ Dv∞,r0 . (7.5)
where ∆1,∆2 are dimensionless constants that will be chosen suitably large later.
7.2. Estimates for r and Ω2. We will first derive estimates for r and Ω2, assuming (7.3) and
(7.4).
Proposition 7.2. Assuming (7.3) and (7.4), we have that for all (u, v) ∈ Dv∞,r0:∣∣∣∣−Ω−2∂ur − 12
∣∣∣∣ (u, v) ≤ C(∆1, D2, D3, v0)(M−1v)−2p+1, (7.6)∣∣∣∣r∂vr + (M − 12r)
∣∣∣∣ (u, v) ≤ C(∆1, D2, D3, v0)M(M−1v)−2p+1, (7.7)
where C(∆1, D2, D3, v0) > 0 is a constant depending on ∆1, D2, D3 and v0.
Proof. We can rewrite (3.6) to obtain
∂u log(−Ω−2∂ur) = r−∂ur (∂uφ)
2 = r(−∂ur)(Y φ)2.
By monotonicity of ∂ur (which follows directly from (3.6)), we have that ∂ur < 0. We can
therefore integrate in u and change the integration variable to r to obtain:
log(−Ω−2∂ur)(u, v)− log(−Ω−2∂ur)(−∞, v) =
∫ rH+ (v)
r(u,v)
r(Y φ)2 dr′ ≤ C∆12(M−1v)−2p,
where we moreover applied (7.4) and we used that r is bounded, by (4.6) and monotonicity of ∂ur.
By applying (4.7) and using that Ω−2∂ur = Ω̂−2∂Ur, we therefore obtain∣∣∣∣−Ω−2∂ur(u, v)− 12
∣∣∣∣ ≤ CD22(M−1v)−2p+1 + CD3e− 14M v + (eC∆12D22(M−1v)−2p − 1).
The estimate (7.6) follows by taking C = C(∆1, D2, D3, v0) > 0 to be suitably large.
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Subsequently, we integrate (3.1) in u to obtain
r∂vr(u, v) = r∂vr(−∞, v) +
∫ u
−∞
−14Ω2
∂ur
∂urdu
′
= r∂vr(−∞, v)− 1
2
(rH+(v)− r(u, v))−
∫ rH+ (v)
r
[
−1
4
Ω2(∂ur)
−1 − 1
2
]
dr′.
Hence,∣∣∣∣r∂vr +M − 12r
∣∣∣∣ ≤ r∂vr(−∞, v) + 12(2M − rH+(v)) +
∫ rH+ (v)
r
∣∣∣∣−14Ω2(∂ur)−1 − 12
∣∣∣∣ dr′,
so we can apply Lemma 4.1 and (7.6) to obtain (7.7). 
In the following proposition, we derive additional estimates for the difference quantities r − rS
and Ω
2
Ω2S
in the region Rδ. In contrast with Proposition 7.2, we will additionally make use of the
bootstrap assumption (7.5).
Proposition 7.3. There exist a suitably large C(∆1, D2, D3, v0) > 0, such that for any  > 0 and
δ = δ() > 0 appropriately small:∣∣∣∣Ω2Ω2S − 1
∣∣∣∣ ≤ C∆2(M−1v)−2p+1, (7.8)
|∂u(r − rS)| ≤ C∆2e 14M (v−|u|)(M−1v)−2p+1 + C(∆1, D2, D3, v0)e 14M (v−|u|)(M−1v)−2p+1, (7.9)
|r − rS | ≤ C∆2Me 14M (v−|u|)(M−1v)−2p+1 + C(∆1, D2, D3, v0)M(M−1v)−2p+1, (7.10)
|∂v(r − rS)| ≤ C∆2e 14M (v−|u|)(M−1v)−2p+1 + C(∆1, D2, D3, v0)(M−1v)−2p+1, (7.11)
for all (u, v) ∈ Rδ.
We moreover have that∣∣∣∣log( r2Ω22Mr − r2
)∣∣∣∣ ≤ C∆2Me 14M (v−|u|)(M−1v)−2p+1 + C(∆1, D2, D3, v0)(M−1v)−2p+1 on γδ.
(7.12)
Proof. We obtain (7.8) by integrating (7.5) in the u direction, using that Ω
2
Ω2S
(−∞, v) = 1 and
e
1
4M
(v−|u|) ≤ e− 1δ
in Rδ.
By combining (7.8) with (7.6), we obtain (7.9). We then integrate (7.9) and apply (4.6) to obtain
(7.10). The estimate (7.11) follows by combining (7.7) with (7.10). Finally, (7.12) follows from a
combination of (7.8) with (7.10), using that (rS)γδ < 2M and (rS)γδ is constant. 
Proposition 7.4. For |u0| suitably large, A ⊂ Rδ and
|rA(v)− 2M | ≤ C(∆1, D2, D3, v0)M(M−1v)−2p+1, (7.13)
Proof. We use that ∂vr = 0 along A and apply (7.7) to obtain (7.13). Together with (7.10) and the
fact that (rS)γδ < 2M is constant, this implies that A ⊂ Rδ and taking δ > 0 suitably small. 
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Figure 7. The location of the apparent horizon A.
Proposition 7.5. We have that in Nδ,r0∣∣∣∣ r2Ω22Mr − r2 − 1
∣∣∣∣ ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1v)−2p+2, (7.14)
|∂v log(r2Ω2)(u, v)− r−1 +Mr−2|(u, v) ≤ Cr0 · C(∆1, D2, D3, v0)(M−1v)−2p+1, (7.15)∣∣∣∣−∂ur − (Mr−1 − 12
)∣∣∣∣ (u, v) ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1v)−2p+2, (7.16)∣∣∣∣∂ur∂vr − 1
∣∣∣∣ (u, v) ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1v)−2p+2. (7.17)
Proof. We integrate (3.5) to obtain
∂v log(r
2Ω2)(u, v) = ∂v log(r
2Ω2)(−∞, v) +
∫ u
−∞
[−2r−2∂ur∂vr − 2∂uφ∂vφ](u′, v) du′
= ∂v log(r
2Ω2)(−∞, v) +
∫ r(u,v)
rH+ (v)
[−2r−2∂vr − 2Y φ∂vφ]|v′=v(r′) dr′
= ∂v log(r
2)(−∞, v) + ∂v log(Ω̂2)(−∞, v)−
∫ r(u,v)
rH+ (v)
[r′−2 − 2Mr′−3] dr′
+
∫ r(u,v)
rH+ (v)
[−2r−2(∂vr − 1
2
+Mr−1)− 2Y φ∂vφ]|v′=v(r′) dr′.
where we used that ∂ur < 0 to reparametrize v = const. lines with r instead of u.
Note that we can estimate∣∣∣∣∂v log(r2)(−∞, v) + ∂v log(Ω̂2)(−∞, v)− 14M
∣∣∣∣ = 2r−1∂vr(−∞, v) ≤ CM−1D22(M−1v)−2p.
Furthermore,
−
∫ r(u,v)
rH+ (v)
[r′−2 − 2Mr′−3] dr′ = r−1 −Mr−2 − r−1H+ +Mr−2H+ ,
so ∣∣∣∣∣
∫ r(u,v)
rH+ (v)
r′−2 − 2Mr′−3 dr′ +
[
r−1 −Mr−2 − 1
4M
]∣∣∣∣∣ ≤ CM−1D22(M−1v)−2p+1.
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We also apply (7.3), (7.4) and (7.7) to estimate:∫ r(u,v)
rH+ (v)
[2r−2(∂vr − 1
2
+Mr−1)− 2Y φ∂vφ]|v′=v(r′) dr′ ≤ Cr0 · C(∆1, D2, D3, v0)(M−1v)−2p+1.
We combine the above estimates to obtain:
|∂v log(r2Ω2)(u, v)− r−1 +Mr−2|(u, v) ≤ Cr0 · C(∆1, D2, D3, v0)(M−1v)−2p+1,
which concludes the proof of (7.15).
Consider
∂v log
(
r2Ω2
2Mr − r2
)
= ∂v log(r
2Ω2)− ∂v log(2Mr − r2)
= ∂v log(r
2Ω2)− 2M − 2r
2Mr − r2∂vr
= ∂v log(r
2Ω2)− r−1 +Mr−2 − 2M − 2r
2Mr − r2 (∂vr −
1
2
+Mr−1).
Note that
(2M − rS)−1 = (2M − r)−1 2M − r
2M − rS = (2M − r)
−1(1 +
rs − r
2M − rS ),
so we can estimate on γδ:
(2M − r)−1(u, v) ≤ 1
2M − rδ
1
1 + (r−rs)(u,v)2M−rδ
.
By (7.10) together with v − |u| ≤ −1δ along δ, we obtain
(2M − r)−1(uδ(v), v) ≤ CδM−1[1 + ∆2(M−1v)−2p+1] + C(∆1, D2, D3, v0)M−1(M−1v)−2p+1.
By ∂ur < 0 the above estimate holds in fact for all (u, v) in Nδ,r0 .
We conclude by using (7.15) and (7.7) that in Nδ,r0 :∣∣∣∣∂v log( Ω22Mr−1 − 1
)∣∣∣∣ ≤ Cδ,r0(∆2 + C(∆1, D2, D3, v0))M−1(M−1v)−2p+1. (7.18)
We integrate in v and and apply (7.12) and (7.18) to obtain∣∣∣∣log r2Ω22Mr − r2
∣∣∣∣ ≤ ∣∣∣∣log( r2Ω22Mr − r2
)∣∣∣∣ (u, vγδ(u))
+ Cδ,r0(∆2 + C(∆1, D2, D3, v0))M
−1(M−1vγδ(u))
−2p+2
≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+2.
(7.19)
This concludes the proof of (7.14).
By combining the above estimate with (7.6), we moreover obtain (7.16). We finally combine
(7.16) with (7.7) to obtain (7.17). 
Proposition 7.6. Let δ > 0 be suitably small. Then we can choose ∆2 > 0 suitably large so that∣∣∣∣∂u log( r2Ω2r2SΩ2S
)∣∣∣∣ ≤ 12∆2(M−1v)−2p+1 for all (u, v) ∈ Rδ,
thereby improving the bootstrap assumption (7.5).
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Proof. We will apply (3.5). We decompose:
−2r−2∂ur∂vr =− 2r−2[∂urS∂vrS + ∂u(r − rS)∂vrS + ∂vrS∂u(r − rS) + ∂u(r − rS)∂v(r − rS)],
r−1 = r−1S
(
1− rS − r
rS
)−1
,
∂uφ∂vφ =− ∂urY φ∂vφ = −∂urSY φ∂vφ− ∂u(r − rS)Y φ∂vφ.
Note first that we can take rS > M in Rδ for suitably small δ > 0. By the above expression for r−1,
together with (7.10), we can moreover conclude that for v ≥ v1, with v1 suitably large depending
on Di, with i = 1, 2, 3 and ∆1, we moreover have that r > 12M in Rδ ∩ {v ≥ v1}. We can moreover
take |u0| suitably large depending on v1 to conclude that in Rδ ≤ {v ≤ v1}:
r ≥ 1
2
inf
H0
r|H0 .
By (3.5), together with the above observations, we can therefore estimate:
∣∣∣∣∂v∂u log( r2Ω2r2SΩ2S
)∣∣∣∣ ≤ CM−2[|∂vrs|(|∂u(r − rS)|+ |∂v(r − rS)|+M2|Y φ||∂vφ|)
+ |∂u(r − rS)||∂v(r − rS)|+M2|∂u(r − rS)||Y φ||∂vφ|
]
.
We use (2.1) together with the estimates in Proposition 7.3 and the bootstrap assumptions (7.3)
and (7.4) to conclude that for ∆2 << 1:∣∣∣∣∂v∂u log( r2Ω2r2SΩ2S
)∣∣∣∣ ≤ CM−2e 14M (v−|u|)[2∆2(M−1v)−2p+1 + C(∆1, D2, D3, v0)(M−1v)−2p+1],
We conclude the proof by integrating the above inequality in v, applying (4.10) and choosing ∆2
suitably large compared to C(∆1, D2, D3, v0). 
7.3. Upper bound estimates for φ. In this section, we derive upper bounds for φ. We moreover
improve the bootstrap assumptions (7.3) and (7.4).
In the following proposition we improve the bootstrap assumptions (7.3) and (7.4) the region Rδ:
Proposition 7.7. In Rδ with δ > 0 suitably small and ∆1 suitably large, we can estimate
r|∂vφ|(u, v) ≤ 1
4
∆1(M
−1v)−p, (7.20)
|Y φ|(u, v) ≤ 1
4
M−1∆1(M−1v)−p. (7.21)
Proof. By integrating (3.8) in u and applying (2.1), (7.4), (7.7) and (7.3), we moreover have that
|r∂vφ|(u, v) ≤ |r∂vφ|(−∞, v) +
∫ u
−∞
|∂vr||∂ur||Y φ|(u′, v) du′
≤ CD2(M−1v)−p + C(∆1, D2, D3, v0)(M−1v)−pe 14M (v−|u|)
≤ CD2(M−1v)−p + C(∆1, D2, D3, v0)(M−1v)−p.
(7.22)
Hence, for  > 0 suitably small compared to C(∆1, D2, D3, v0) and ∆1 suitably large compared to
D2, we obtain (7.20).
We use (3.11) and apply the estimates in Lemma 7.3 to obtain
∂v(|r2Y φ|) ≤ − 1
4M
(1− )|r2Y φ|+ r|∂vφ|,
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in Rδ, for  > 0 arbitrarily small, with δ chosen appropriately small. We rearrange the above
inequality to obtain:
∂v(e
1
4M
(1−)v|r2Y φ|) ≤ e 14M (1−)vr|∂vφ|.
By integrating the above equation in v and applying (7.22) and Lemma 4.2 , we obtain
|r2Y φ|(u, v) ≤ e− 14M (1−)v|r2Y φ|(u, v0) + e− 14M (1−)v
∫ v
v0
e
1
4M
(1−)v′r|∂vφ|(u, v′) dv′
≤ e− 14M (1−)vD3 + e− 14M (1−)v
∫ v
v0
e
1
4M
(1−)v′r|∂vφ|(u, v′) dv
≤ CMe− 14M (1−)vD3 + CMD2(M−1v)−p + C(∆1, D2, D3, v0)M(M−1v)−p.
(7.23)
For  > 0 suitably small depending on r0 and ∆1 suitably large, depending on D2 and D3, we
therefore obtain (7.21). 
Lemma 7.8. On every curve γr1 = {r = r1} in Nδ,r0, we can estimate∣∣vγr1 (u)− |u||∣∣ ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1v)−2p+2 (7.24)
Furthermore, for all (u, v) ∈ Nδ,r0 we have that∣∣∣∣1− v|u|
∣∣∣∣ ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1v)−2p+1. (7.25)
Proof. We have that r(u, vγr1 ) = r1 by definition, so
0 = ∂ur(u, vγr1 ) +
dvγr1
du
∂vr(u, vγr1 ),
which implies that∣∣∣∣dvγr1du + 1
∣∣∣∣ ≤ ∣∣∣∣1− ∂ur∂vr
∣∣∣∣ (u, vγr1 ) ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1v)−2p+1,
where we applied (7.17).
We obtain (7.24) by integrating the above equation in u.
To obtain (7.25), we simply observe that for all (u, v) ∈ Nδ,r0 , there exists an r1 ≥ r0 such that
vγr1 ≤ v ≤ vγr0 , so that
vγr1 (u)− |u| ≤ v − |u| ≤ vγr0 (u)− |u|,
and we apply (7.24). 
Now, we improve the bootstrap assumptions (7.3) and (7.4) the region Nδ,r0 :
Proposition 7.9. In Nδ,r0 with δ > 0 suitably small and |u0| suitably large depending on δ, ∆1,
∆2, D2, D3, v0 and r0, we can estimate
r2|∂vφ|(u, v) ≤M∆1(M−1v)−p, (7.26)
r2|∂uφ|(u, v) ≤M∆1(M−1v)−p, (7.27)
r|Y φ|(u, v) ≤M∆1(M−1v)−p. (7.28)
Proof. For η > 0 sufficiently small and |u0| appropriately large, the curve {r = rδ+η}∩{v ≥ vγδ(u0)}
is contained in Rδ. Furthermore, we can arrange vγδ(u0) to be arbitrarily large, by taking |u0|
appropriately large. In particular, we may use that vγδ(u0) > v0 and {r = rδ + η} ∩ {v ≥ vγδ(u0)}
is spacelike (since it is contained in J+(A)).
Denote:
Φ(s) := max
{
sup
{r(u,v)=s}∩{v≥vγδ (u0)}
(M−1|v|)p||r∂vφ|, sup
{r(u,v)=s}∩{v≥vδ(u0)}
(M−1|u|)p|r∂uφ|
}
,
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with r0 ≤ s ≤ rδ + η.
Figure 8. Relevant region for Grönwall inequality.
We integrate (3.8) in u and (3.9) in v to obtain the estimate:
Φ(r(u, v)) ≤ Φ(rδ + η) + max
{∫ u
urδ+η(v)
r−1|∂vr|(M−1v)p|r∂uφ|(u′, v) du′,
∫ v
vrδ+η(u)
r−1|∂ur|(M−1|u|)p|r∂vφ|(u, v′) dv′
}
≤ Φ(rδ + η) +
∫ rδ+η
r(u,v)
r′−1Φ(r′) dr′ +
∣∣∣∣∣
∫ rδ+η
r(u,v)
r′−1
[
vp
|u′|p
|∂vr|
|∂ur| − 1
]
(M−1|u′|)p|r∂uφ|
∣∣∣
v′=v
(r′) dr′
∣∣∣∣∣
+
∣∣∣∣∣
∫ rδ+η
r(u,v)
r′−1
[ |u|p
v′p
|∂ur|
|∂vr| − 1
]
(M−1v′)p|r∂vφ|
∣∣∣
u′=u
(r′) dr′
∣∣∣∣∣.
We further estimate the last two integrals by applying (7.17), (7.25), (7.3) and (7.4) and then we
apply a standard Grönwall inequality to obtain:
Φ(r(u, v)) ≤ (Φ(rδ + η) + Cδ,r0 · C(∆1, D2, D3, v0)(M−1v)−2p+2) rδ + ηr .
We moreover have in Nδ,r0 that
v ≥ |u| − 1
δ
>
1
2
|u0|
for |u0| suitably large depending on δ. Hence, by taking |u0| to be suitably large depending on
C(∆1, D2, D3, v0), ∆2 and applying and Propositions 7.7 and 7.5 to estimate Φ(rδ + η), we obtain:
(M−1v)p|r2∂vφ|(u, v) ≤ 1
2
M∆1 + Cδ,r0M · (M−1v)−2p+2,
(M−1v)p|r2∂uφ|(u, v) ≤ 1
2
M∆1 + Cδ,r0M · (M−1v)−2p+2.
We need to additionally take |u0| suitably large compared to Cδ,r0 to establish (7.26) and (7.27).
Finally, we apply (7.16) to obtain also (7.28). 
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7.4. A continuity argument.
Proposition 7.10. For |U0| suitably small, there exists a smooth solution (r, Ω̂2, φ) to the system
(3.1)–(3.3), (3.6)–(3.9) in (U, v) coordinates (with Ω̂2 replacing Ω2) in the region
D∞,r0 := [0, U0)× [v0,∞) ∩ {r ≥ r0},
arising from initial data as prescribed in Section 4, satisfying moreover the estimates (7.3)–(7.5)
and all the estimates in Sections 7.2 and 7.3 with v∞ = ∞, where u and Ω2 are related to U and
Ω̂2 according to (7.1) and (7.2), respectively.
Proof. We introduce the following conditions for v0 ≤ v∞ ≤ ∞:
(A) A smooth solution (r, Ω̂2, φ) exists in Dv∞,r0 with the prescribed initial data.
(B) The estimates (7.3)–(7.5) hold in Dv∞,r0 .
Now consider the set V ⊆ [v0,∞), defined as
V = {V ∈ [v0,∞) | (A) and (B) hold for all v0 ≤ v∞ < V }.
By standard local existence theory, V is non-empty. Closedness of V follows immediately from the
definition of V. In order to conclude that V = [v0,∞), it remains to establish openness of V.
Suppose V ∈ V.
By the boundedness properties established in DV,r0 following from Sections 7.2 and 7.3, together
with a standard propagation of regularity argument, the condition (A) holds in
[0, U0)× [v0, V ] ∩ {r ≥ r0}.
Applying local existence theory again, with the restrictions of (r, Ω̂2, φ) on v = V (and H0) taken
as initial data, it follows that there exists δ > 0 such that (A) holds in DV+δ,r0 .
Finally, since the estimates in Sections 7.2 and 7.3 improve the bootstrap estimates (7.3)–(7.5) in
DV,r0 , it follows by continuity that (B) also holds in DV+δ,r0 , provided δ > 0 is taken to be suitably
small. Hence, (v − δ, v + δ) ⊂ V and openness follows. 
7.5. Additional lower bound estimates for φ. In this section, we derive additional lower bound
estimates for ∂uφ and ∂vφ on {r ≥ r0}. We restrict to the region D∞,r0 .
Proposition 7.11. Let  > 0 and 2M < r1 ≤ r0. Then there exists v1 ≥ v0 suitably large, depending
on r0, , D1 and ∆1, so that for all v ≥ v1 and suitably large |u0|:
r∂vφ(u, v) ≥ (D1 − )(M−1v)−q, (7.29)
r2Y φ(u, v) ≥
(
2Mr−21 −
1
2
r−11
)−1
(D1 − )(M−1v)−q, (7.30)
for all (u, v) in {r ≥ r1}, where 2M < r1 ≤ r0.
Furthermore, along {r = r1}, we obtain for v ≥ v1:
r∂uφ|r=r1 ≥
M − 12r1
2M − 12r1
(D1 − )(M−1v)−q. (7.31)
Proof. By (4.8) together with continuity of Y φ(U, v1) in U at U = 0, it follows that for suitably
large |u0|, we can estimate:
r2Y φ(u, v1) ≥ 4M(1− 2)D1(M−1v1)−q. (7.32)
By (3.11) it then follows that for v ≥ v1 we have that Y φ ≥ 0.
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By integrating (3.8) and using that Y φ(u, v) ≥ 0 for v ≥ v1, we obtain for all v ≥ v1:
r∂vφ(u, v) = r∂vφ(−∞, v) +
∫ u
−∞
[∂vr∂urY φ](u
′, v) du′
= r∂vφ(−∞, v)−
∫ rA(v)
r(u,v)
∂vrY φ
∣∣∣
v′=v
(r′) dr′ −
∫ rH+ (v)
rA(v)
∂vrY φ
∣∣∣
v′=v
(r′) dr′
≥ r∂vφ(−∞, v)−
∫ rH+ (v)
rA(v)
∂vrY φ
∣∣∣
v′=v
(r′) dr′
≥ r∂vφ(−∞, v)− (|rH+(v)− 2M |+ |rA(v)− 2M |) sup
−∞≤u′≤uA(v)
|∂vr||Y φ|(u′, v)
≥D1(M−1v)−q − C(∆1, D2, D3, v0)(M−1v)−5p+2,
where we used (4.6), (7.7) (7.4) and moreover, we used that by (7.7):
|rA − 2M | ≤ C(∆1, D2, D3, v0)M(M−1v)−2p+1.
Hence, using that q < 5p − 2, it follows that we can choose v1 suitably large, depending on D1,
∆1 and , so that
r∂vφ(u, v) ≥ (D1 − )(M−1v)−q
for all v ≥ v1.
Furthermore, for an arbitrary small constant 0 > 0 and
δ1 := (D1 − )(2Mr−21 −
1
2
r−11 + 0M
−1)−1,
we can write
r∂vφ(u, v) ≥ δ1(2Mr−21 −
1
2
r−11 + 0M
−1)(M−1v)−q. (7.33)
Note that δ1 is well-defined and positive since r1 < 2M .
We will now apply (3.11). Observe first that by (7.6) and (7.7) and r ≥ r0, v ≥ v1:∣∣∣∣14 Ω2r∂ur + 2∂vrr + 2Mr2 − 12r−1
∣∣∣∣ ≤ Cr0(∆1, D2, D3, v0)M−1(M−1v)−2p+1
≤ Cr0(∆1, D2, D3, v0)M−1(M−1v1)−2p+1 =: 0M−1.
By definition, 0 > 0 is arbitrarily small for suitably large v1.
By (3.11) and (7.32) it then follows that for v ≥ v1:
∂v(r
2Y φ) ≥ −
[
2Mr−21 −
1
2
r−11 + 0M
−1
]
r2Y φ+ r∂vφ.
By rearranging the equation, we conclude that
∂v(e
(2Mr−21 − 12 r−11 +0M−1)vr2Y φ) ≥ e(2Mr−21 − 12 r−11 +0M−1)vr∂vφ
and hence, for v ≥ v1, we have that
e(2Mr
−2
1 − 12 r−11 +0M−1)vr2Y φ(u, v) ≥ e(2Mr−21 − 12 r−11 +0M−1)v1r2Y φ(u, v1)
+
∫ v
v1
e(2Mr
−2
1 − 12 r−11 +0M−1)v′r∂vφ(u′, v) dv′.
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We apply (7.33) and (7.32) to conclude that
r2Y φ(u, v) ≥ e(2Mr−21 − 12 r−11 +0M−1)(v1−v)r2Y φ(u, v1)
+ (2Mr−21 −
1
2
r−11 + 0M
−1)e−(2Mr
−2
1 − 12 r−11 +0M−1)v·
·
∫ v
v1
e(2Mr
−2
1 − 12 r−11 +0M−1)v′δ1(M−1v′)−q dv′
≥ e(2Mr−21 − 12 r−11 +0M−1)(v1−v)r2Y φ(u, v1)
+ e−(2Mr
−2
1 − 12 r−11 +0M−1)v
∫ v
v1
d
dv
(
e(2Mr
−2
1 − 12 r−11 +0M−1)v′δ1(M−1v′)−q
)
dv′
≥ e(2Mr−21 − 12 r−11 +0M−1)(v1−v)[4M(1− 2)D1 − δ1](M−1v1)−q + δ1(M−1v)−q
≥ δ1(M−1v)−q
if δ1 < 4M(1− 2)D1, which can be arranged provided r1 < 2M . We conclude that
r2Y φ(u, v) ≥ (D1 − )(2Mr−21 −
1
2
r−11 + 0M
−1)−1.
In order to obtain (7.30), we simply replace  > 0 in the above argument with 2 and absorb the 0
term, using that 0 can be taken suitably small for v1 suitably large.
By (7.16) and v1 suitably large compared to r−10 , we obtain as a corollary:
r∂uφ|r=r1 = (−∂ur)rY φ|r=r1 ≥
M − 12r1
2M − 12r1 + r210M−1
(D1 − )(M−1v)−q.
Again, we can replace  > 0 in the above argument with 2 and choose v1 so that 0 is appropriately
small to obtain (7.35). 
Proposition 7.12. Let  > 0. Then there exists v1 ≥ v0, |u1| > |u0|, with v1, |u0|, |u1| suitably
large, depending on r0, , D1 and ∆1, so that for all v ≥ v1, |u| ≥ |u1|, and r0 ≤ r ≤ (4− 2
√
2)M :
r2∂vφ(u, v) ≥ (6− 4
√
2)M(D1 − )(M−1v)−q, (7.34)
r2∂uφ(u, v) ≥ (6− 4
√
2)M(D1 − )(M−1v)−q. (7.35)
Proof. Denote:
Φ(s) := min
{
inf
{r(u,v)=s}∩{|u|≥|u1|,v≥v1}
(M−1|v|)qr∂vφ, inf{r(u,v)=s}∩{|u|≥|u1|,v≥v1}(M
−1|u|)qr∂uφ
}
,
with r0 ≤ s ≤ r1, where r1 < 2M will be determined later and |u1| > |u0|, such that vr1(u) > v1
for all |u| ≥ |u1|.
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Figure 9. Relevant region for reverse Grönwall inequality.
We integrate (3.8) in u and (3.9) in v and use that ∂vφ > 0 and ∂uφ > 0 in {r ≥ r0} ∩ {v ≥ v1}
by Proposition 7.11 to obtain
Φ(r(u, v)) ≥ Φ(r1) + min
{∫ u
ur1 (v)
r−1(−∂vr)(M−1v)qr∂uφ(u′, v) du′,
∫ v
vr1 (u)
r−1(−∂ur)(M−1|u|)qr∂vφ(u, v′) dv′
}
≥ Φ(r1) +
∫ r1
r(u,v)
r′−1Φ(r′) dr′ −
∣∣∣∣∣
∫ r1
r(u,v)
r′−1
[
vq
|u′|q
|∂vr|
|∂ur| − 1
]
(M−1|u′|)q|r∂uφ|
∣∣∣
v′=v
(r′) dr′
∣∣∣∣∣
−
∣∣∣∣∣
∫ r1
r(u,v)
r′−1
[ |u|q
v′q
|∂ur|
|∂vr| − 1
]
(M−1v′)q|r∂vφ|
∣∣∣
u′=u
(r′) dr′
∣∣∣∣∣.
We further estimate the last two integrals by applying (7.17), (7.25), (7.3) and (7.4), and then we
apply Proposition A.1 to obtain:
Φ(r(u, v)) ≥ (Φ(r1)− Cδ,r0 · C(∆1, D2, D3, v0)(M−1v)−2q+2) r1r .
Together with Proposition 7.11, if |u0| is suitably large, we obtain
r2∂vφ(u, v) ≥
Mr1 − 12r21
2M − 12r1
(D1 − )(M−1v)−q,
r2∂uφ(u, v) ≥
Mr1 − 12r21
2M − 12r1
(D1 − )(M−1v)−q.
The r1-dependent coefficient on the right-hand sides is maximized for r1M = 4 − 2
√
2. With this
choice, we arrive at (7.34) and (7.35). 
8. Estimates near spacelike singularity
The continuity argument in Section 7.4 works for any small r0 > 0. And the proof is uniformly
independent of r0. In particular, with initial data prescribed along H0 and H0 satisfying (4.3) and
(4.4), we hence deduce that there exists a smooth solution (r, Ω̂2, φ) to the system (3.1)–(3.3), (3.6)–
(3.9) in (U, v) coordinates (with Ω̂2 replacing Ω2) in the region D∞,0 := [0, U0)× [v0,∞) ∩ {r > 0}
where |U0| is small. In this section, we will derive more precise bounds for r∂ur, r∂vr, r2∂uφ, r2∂vφ,
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∂u log(rΩ
2), ∂v log(rΩ
2), rΩ2 in (u, v) coordinates. And with these bounds, we will prove the main
conclusions of this paper.
Let r0 > 0 be a fixed radius, as defined in Section 7. We will assume in this section that r0M is
suitably small and consider the region
|u| ≥ |u1|+ 2vr=0(u1), v ≥ max{v1, v˜1} and r(u, v) ≤ r0.
Here u1, v1 are chosen as in Proposition 7.12. And v˜1 is required to satisfy another property: for
v ≥ v˜1 along r = r0, it holds
|∂v log(rΩ2)(ur0(v), v)| ≤
1
r0
. (8.1)
Note that with the estimates in Proposition 7.5 and Proposition 7.2, we have that (8.1) is satisfied
along r = r0 for suitably large v˜1. Let us first recall Proposition 7.5:
|∂v log(r2Ω2)− r−1 +Mr−2|(ur0(v), v) ≤ Cr0 · C(∆1, D2, D3, v0)(M−1v)−2p.
which is equivalent to
|∂v log(rΩ2) + 1
r2
(r∂vr +M − r
2
)− 1
2r
|(ur0(v), v) ≤ Cr0 · C(∆1, D2, D3, v0)(M−1v)−2p. (8.2)
By applying triangle inequalities, it follows that
|∂v log(rΩ2)(ur0(v), v)|
≤|∂v log(rΩ2) + 1
r2
(r∂vr +M − r
2
)− 1
2r
|(ur0(v), v) +
1
r20
|r∂vr −M + 1
2
r|(ur0(v), v) +
1
2r0
.
Together with Proposition 7.2, we therefore have that
|r∂vr −M + 1
2
r|(ur0(v), v) ≤ C(∆1, D2, D3, v0)M(M−1v)−2p+1.
For v ≥ v˜1 with v˜1 large, we conclude that
|∂v log(rΩ2)(ur0(v), v)| ≤
1
r0
.
Remark 10. In the sections below, when requiring v sufficiently large, we mean v ≥ max{v1, v˜1}
with v1 chosen as in Proposition 7.12 and v˜1 chosen as above. And we consider the region
|u| ≥ |u1|+ 2vr=0(u1), v sufficiently large, and r(u, v) ≤ r0.
(
u1, vr=0(u1)
)
S i+
v = v1
Hr = r0
u
=
u 1
(u, v)
q˜
Figure 10. The domain under consideration near r = 0.
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8.1. Preliminary Estimates for r∂ur and r∂vr. In this section, we use a monotonicity argument
to extend the estimates for r∂ur and r∂vr from Section 7 to the region {r ≤ r0}.
Proposition 8.1. For (u, v) with |u| ≥ |u1|+ 2vr=0(u1) and r(u, v) ≤ r0, it holds that
|(r∂vr +M − 1
2
r)(u, v)| ≤C(∆1, D2, D3, v0)(M−1v)−2p+1 ·M
+ [1 + C(∆1, D2, D3, v0)(M
−1v)−2p+1] · [r0 − r(u, v)]
≤M,
(8.3)
|(r∂ur +M − 1
2
r)(u, v)| ≤Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+1 ·M
+ [1 + C(∆1, D2, D3, v0)(M
−1v)−2p+1]
× [1 + Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+1]
× [r0 − r(u, v)]
≤M,
(8.4)
with 0 <  1.
Proof. To estimate r∂vr(u, v), we first use (3.1) to write:
∂u(r∂vr +M − 1
2
r) = −1
4
Ω2 − 1
2
∂ur.
Integrating both sides with respect to u, we have
(r∂vr +M − 1
2
r)(u, v)
=(r∂vr +M − 1
2
r)(ur0(v), v)−
∫ u
ur0(v)
Ω2
4∂ur
∂urdu
′ − 1
2
∫ u
ur0(v)
∂urdu
′
=(r∂vr +M − 1
2
r)(ur0(v), v)−
∫ u
ur0(v)
(
Ω2
4∂ur
+
1
2
)
∂urdu
′.
(8.5)
To bound the first term, we use Proposition 7.2:∣∣∣∣r∂vr −M + 12r
∣∣∣∣ (ur0(v), v) ≤ C(∆1, D2, D3, v0)M(M−1v)−2p+1.
To control term Ω
2
−∂ur , we appeal to (3.6):
∂u
(
∂ur
Ω2
)
= −r (∂uφ)
2
Ω2
.
This gives
∂u
(
log
Ω2
−∂ur
)
=
r
∂ur
(∂uφ)
2 ≤ 0.
Hence,
log
Ω2(u, v)
−∂ur(u, v) ≤ log
Ω2(ur0(v), v)
−∂ur(ur0(v), v)
, and
Ω2(u, v)
−∂ur(u, v) ≤
Ω2(ur0(v), v)
−∂ur(ur0(v), v)
.
Together with Proposition 7.2 , we obtain∣∣∣∣−Ω−2∂ur − 12
∣∣∣∣ (ur0(v), v) ≤ C(∆1, D2, D3, v0)(M−1v)−2p+1,
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we have that
|
∫ u
ur0(v)
(
Ω2
4∂ur
+
1
2
)
(u′, v) · ∂ur(u′, v)du′|
=|
∫ r(u,v)
r0
(
Ω2
4∂ur
+
1
2
)
(u′, v)dr(u′, v)|
≤
∫ r0
r(u,v)
(
| Ω
2
4∂ur
|(u′, v) + 1
2
)
dr(u′, v)
≤
∫ r0
r(u,v)
(
| Ω
2
4∂ur
|(ur0(v), v) +
1
2
)
dr(u′, v)
≤|
∫ r0
r(u,v)
[1 + C(∆1, D2, D3, v0)(M
−1v)−2p+1] · dr(u′, v)|
≤[1 + C(∆1, D2, D3, v0)(M−1v)−2p+1] · [r0 − r(u, v)].
Back to (10.5): for r(u, v) ≤ r0 we hence get
|(r∂vr +M − 1
2
r)(u, v)| ≤C(∆1, D2, D3, v0)M(M−1v)−2p+1
+ [1 + C(∆1, D2, D3, v0)(M
−1v)−2p+1] · [r0 − r(u, v)].
Since v is large and r0 is small, we thus obtain
|r∂vr(u, v) +M | ≤ M.
We then consider ∂v(r∂ur +M − 12r). In the same fashion, with the help of Proposition 7.5, we
obtain ∣∣∣∣−∂ur − (Mr−1 − 12
)∣∣∣∣ (u, vr0(u)) ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+1,∣∣∣∣∂ur∂vr − 1
∣∣∣∣ (u, vr0(u)) ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+1,
we derive
|(r∂ur +M − 1
2
r)(u, v)| ≤ Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+1 · r0
+ [1 + C(∆1, D2, D3, v0)(M
−1v)−2p+1] · [1 + Cδ,r0(C(∆1, D2, D3, v0) + ∆2)(M−1|u|)−2p+1] · [r0 − r(u, v)].
Since v, |u| are large and r0 is small, we thus obtain
|r∂ur(u, v) +M | ≤ M.

Remark 11. Along the spacelike singularity S, for each q˜ ∈ S with coordinate (uq˜, vq˜), via the same
arguments as in [8] by Christodoulou, we have
lim
u→uq˜
r∂vr(u, vq˜) exists, and lim
v→vq˜
r∂ur(uq˜, v) exists.
Denote
lim
u→uq˜
r∂vr(u, vq˜) = −M + f2(vq˜), and lim
v→vq˜
r∂ur(uq˜, v) = −M + f1(uq˜). (8.6)
In [3], the first author and Zhang showed that, with r0 > 0 sufficiently small, for any (u, v) ∈ J−(q˜)
and r(u, v) ≤ r0 it holds that
|r∂ur(u, v) +M − f1(uq˜)| ≤M [M−1r(u, v)] 1100 ,
|r∂vr(u, v) +M − f2(vq˜)| ≤M [M−1r(u, v)] 1100 ,
(8.7)
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where f1(u) and f2(v) are continuous functions with respect to u and v. Together with (8.3) (8.4)
and the triangle inequalities, we obtain
|f1(uq˜)| ≤ M +M [M−1r0] 1100 ≤ 2M, |f2(vq˜)| ≤ M +M [M−1r0] 1100 ≤ 2M. (8.8)
We will use (8.8) to derive some basic estimates. And in Theorem 10.1, we will revisit r∂ur(uq˜, vq˜)
and r∂vr(uq˜, vq˜) to derive refined estimates. In Proposition 10.1 we will moreover improve (8.8) and
show that, for (uq˜, vq˜) with |uq˜| ≥ |u1|+ 2vr=0(u1) and r(uq˜, vq˜) = 0, the following inequalities hold:
|f1(uq˜)| ≤|uq˜ − u1 − vr=0(u1)|
−pMp ·M
2
≤ |M−1vq˜|−pM,
|f2(vq˜)| ≤|M
−1vq˜|−pM
2
≤ |u− u1 − vr=0(u1)|−pMp ·M.
Together with (8.7), the above two inequalities improve (8.3) and (8.4), so we will finally be able to
conclude:
|r∂ur(u, v) +M | ≤M [M−1r(u, v)] 1100 + |uq − u1 − vr=0(u1)|−pMp ·M,
|r∂vr(u, v) +M | ≤M [M−1r(u, v)] 1100 + |uq − u1 − vr=0(u1)|−pMp ·M.
8.2. Estimates for global coordinates u and v. For any 0 ≤ r1 ≤ r0, along r = r1, letting
r = r(u, vr1(u)) we first prove a useful relation between vr1(u) and u:(
u1, vr=0(u1)
)
q˜S i+
H
v = v1
r = r1
r = r0
u
=
u 1
Figure 11. A global relation between v and u along r = r1.
.
Proposition 8.2. Let 0 ≤ r1 ≤ r0. Along r = r1, for |u| ≥ |u1|+ 2vr=0(u1), it holds that
−[u− u1 − vr=0(u1)](1− 6) ≤ vr1(u) ≤ −[u− u1 − vr=0(u1)](1 + 6).
Proof. Along r = r1, we have r21/2 = r(u, vr1(u))2/2. Differentiating this equation with respect to
u, we have
0 =(r∂ur)(u, vr1(u)) + v
′
r1(u) · (r∂vr)(u, vr1(u))
=[(r∂ur)(u, vr1(u)) +M − f1(u)]−M + f1(u)
+ v′r1(u) · [(r∂vr)(u, vr1(u)) +M − f2(v)] + v′r1(u) · [−M + f2(v)].
Using (8.7) and (8.8) this gives
−1− 5− 3(M−1r1) 1100 ≤ v′r1(u) ≤ −1 + 5+ 3(M−1r1)
1
100 ,
and
−(u− u1)[−1− 5− 3(M−1r1) 1100 ] ≤ vr1(u)− vr1(u1) ≤ −(u− u1)[−1 + 5+ 3(M−1r1)
1
100 ].
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The above identity is equivalent to
− (u− u1)[−1− 5− 3(M−1r1) 1100 ] + vr1(u1)− vr=0(u1)
≤vr1(u)− vr=0(u1)
≤ −(u− u1)[−1 + 5+ 3(M−1r1) 1100 ] + vr1(u1)− vr=0(u1).
(8.9)
Along u = u1, we connect (u1, vr1(u1)) to (u1, vr=0(u1)) ∈ S and have
−r21(u1, vr1(u1)) =r2(u1, vr=0(u1))− r21(u1, vr1(u1))
=
∫ vr=0(u1)
vr1 (u1)
∂v[r
2](u1, v
′)dv′
=2
∫ vr=0(u1)
vr1 (u1)
{[r∂vr(u1, v′) +M − f2(v′)]−M + f2(v′)}dv′.
Thus (8.7) and (8.8) imply |vr1(u)− vr=0(u1)| ≤M−1r21. Back to (8.9), we derive
− (u− u1)[−1− 5− 3(M−1r1) 1100 ]−M−1r21 + vr=0(u1)
≤vr1(u)
≤ −(u− u1)[−1 + 5+ 3(M−1r1) 1100 ] +M−1r21 + vr=0(u1).
For |u| ≥ |u1|+ 2vr=0(u1) and vr=0(u1) sufficiently large, we hence prove
−[u− u1 − vr=0(u1)](1− 6) ≤ vr1(u) ≤ −[(u− u1 − vr=0(u1)](1 + 6).

8.3. Estimates for ∂uφ(u, v) and ∂vφ(u, v). Let (u, v) ∈ J−(q˜). We recall (8.6)
lim
u→uq˜
r∂vr(u, vq˜) = −M + f2(vq˜), and lim
v→vq˜
r∂ur(uq˜, v) = −M + f1(uq˜).
For further use, we denote C1(q˜) := M − f1(uq˜) and C2(q˜) := M − f2(vq˜). And we have
Proposition 8.3. For (u, v) ∈ J−(q˜) with |u| ≥ |u1| + 2vr=0(u1) and r(u, v) ≤ r0, the following
estimates hold:
r2|∂vφ|(u, v) ≤ D˜1 ·M
M−p|u− u1 − vr=0(u1)|p ,
r2|∂uφ|(u, v) ≤ D˜2 ·M
M−p|u− u1 − vr=0(u1)|p .
(8.10)
Here D˜1 = D˜2 = 8∆1 and ∆1 is defined in Proposition 7.7.
And
r2∂vφ(u, v) ≥ D
′
1 ·M
M−q|u− u1 − vr=0(u1)|q ,
r2∂uφ(u, v) ≥ D
′
2 ·M
M−q|u− u1 − vr=0(u1)|q .
(8.11)
Here D′1 = D′2 = (3− 2
√
2) · (D1 − ) and D1 is defined in (4.3).
Proof. For (u, v) ∈ J−(q˜), we treat C1(q˜) and C2(q˜) as constants and obtain
∂u(C1r∂vφ) =
C1
C2
· 1
r
· −∂vr
∂ur
· C2 · (r∂uφ) · ∂ur,
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∂v(C2r∂uφ) =
C2
C1
1
r
· −∂ur
∂vr
· C1 · (r∂vφ) · ∂vr.
The above two equations are equivalent to the following forms:
∂u
(
C1r∂vφ
)
=
C1
C2
· 1
r
· −∂vr
∂ur
·
(
C2r∂uφ
)
· ∂ur, (8.12)
∂v
(
C2r∂uφ
)
=
C2
C1
· 1
r
· −∂ur
∂vr
·
(
C1r∂vφ
)
· ∂vr. (8.13)
Note by (8.7) and (8.8), there exist h1(u, v), h2(u, v) satisfying
0 ≤ |h1(u, v)|
[M−1r(u, v)]
1
100
. 1, 0 ≤ |h2(u, v)|
[M−1r(u, v)]
1
100
. 1,
and it holds
C1
C2
· −∂vr
∂ur
= −1− h1, C2
C1
· −∂ur
∂vr
= −1− h2.
We then rewrite (8.12), (8.13) and arrive at
∂u
(
C1r∂vφ
)
= −1 + h1
r
·
(
C2r∂uφ
)
· ∂ur, (8.14)
∂v
(
C2r∂uφ
)
= −1 + h2
r
·
(
C1r∂vφ
)
· ∂vr. (8.15)
We then consider constant r-level sets {Lr} in J−(q˜). Let
Ψ˜(r) := max{ sup
P∈Lr
|C2 · r∂uφ|(P ), sup
Q∈Lr
|C1 · r∂vφ|(Q)}.
In the below, we prove (8.10) first.
r(u, v) = 0q˜
q˜r˜
Or0 Qr0
r(u, v) = r˜
r(u, v) = r0
Figure 12. Estimates for ∂uφ and ∂vφ.
For any q˜r˜ ∈ J−(q˜) ∩ Lr˜, integrating (8.14), we arrive at
|C1r∂vφ|(q˜n) ≤Ψ˜(r0) +
∫ u(q˜r˜)
u(Qr0 )
−1 + h1
r
· |C2r∂uφ| · ∂ur
∣∣∣
v=vq˜r˜
du
=Ψ˜(r0) +
∫ r(q˜r˜)
r(Qr0 )
−1 + h1
r
· |C2r∂uφ|
∣∣∣
v=vq˜r˜
dr
(8.16)
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Similarly, we have
|C2r∂uφ|(q˜r˜) ≤ Ψ˜(r0) +
∫ r(q˜r˜)
r(Or0 )
−1 + h2
r
· |C1r∂vφ|
∣∣∣
u=uq˜r˜
dr.
Combining these two inequalities together, we have
Ψ˜(r˜) ≤ Ψ˜(r0) +
∫ r˜
r0
−1 + max{h1, h2}
r
· Ψ˜(r) dr.
By Grönwall inequality, we have
Ψ˜(r˜) ≤Ψ˜(r0)× e
∫ r0
r˜
1+max{h1,h2}
r dr = Ψ˜(r0)× e− ln
r˜
r0
+
∫ r0
r˜
max{h1,h2}
r
dr ≤ 2r0Ψ˜(r0)
r˜
.
This gives
r˜Ψ˜(r˜) ≤ 2r0Ψ˜(r0) for any r˜ > 0.
Hence, for (u, v) ∈ J−(q˜) and r(u, v) ≤ r0 we have
C2 · r2|∂uφ|(u, v) ≤ 2r0Ψ˜(r0), C1 · r2|∂vφ|(u, v) ≤ 2r0Ψ˜(r0). (8.17)
Recall for P ∈ J−(q˜), Ψ˜(r0) is defined through
Ψ˜(r0) := max{ sup
r(P )=r0
|C2 · r∂uφ|(P ), sup
r(Q)=r0
|C1 · r∂vφ|(Q)}.
To estimate Ψ˜(r0) we use Proposition 7.7: for r(u′, v′) = r0 it holds that
r2|∂vφ|(ur0(v′), v′) ≤M∆1(M−1v′)−p, r2|∂uφ|(ur0(v′), v′) ≤M∆1(M−1v′)−p. (8.18)
Using Lemma 7.8 and Proposition 8.2, for (u′, v′) satisfying |u′| ≥ |u1|+ 2vr=0(u1) they imply that
for r(u′, v′) = r0:
|C1 · r2∂vφ|(ur0(v′), v′) ≤ C1M∆1(M−1v′)−p ≤ 2C1 ·M ·∆1|ur0(v′) − u1 − vr=0(u1)|−pMp,
|C2 · r2∂uφ|(ur0(v′), v′) ≤ C2M∆1(M−1v′)−p ≤ 2C2 ·M ·∆1|ur0(v′) − u1 − vr=0(u1)|−pMp.
Note that for (ur0(v′), v
′) ∈ J−((u, v)), we can estimate
|ur0(v′) − u1 − vr=0(u1)|−p ≤ |u− u1 − vr=0(u1)|−p.
Back to (8.17): together with
(1− 2)M ≤ C1(q) ≤ (1 + 2)M, (1− 2)M ≤ C2(q) ≤ (1 + 2)M,
we hence prove (8.10):
r2|∂vφ|(u, v) ≤ 3(C1 + C2) ·M ·∆1
C1
· 1|u− u1 − vr=0(u1)|pM−p ≤
D˜1 ·M
|u− u1 − vr=0(u1)|pM−p ,
r2|∂uφ|(u, v) ≤ 3(C1 + C2) ·M ·∆1
C2
· 1|u− u1 − vr=0(u1)|pM−p =
D˜2 ·M
|u− u1 − vr=0(u1)|pM−p ,
where we choose D˜1 = D˜2 = 8∆1.
We then move to prove (8.11). Let
Ψ(r) := min{ inf
P∈Lr
|C2 · r∂uφ|(P ), inf
Q∈Lr
|C1 · r∂vφ|(Q)}.
Integrating (8.14), we arrive at
C1r∂vφ(q˜r˜) =C1r∂vφ(Qr0) +
∫ u(q˜r˜)
u(Qr0 )
−1 + h1
r
· C2r∂uφ · ∂ur
∣∣∣
v=vq˜r˜
du
=C1r∂vφ(Qr0) +
∫ r(q˜r˜)
r(Qr0 )
−1 + h1
r
· C2r∂uφ
∣∣∣
v=vq˜r˜
dr
(8.19)
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Similarly, we have
C2r∂uφ(q˜r˜) = C2r∂uφ(Or0) +
∫ r˜
r(Or0 )
−1 + h2
r
· C1r∂vφ
∣∣∣
u=uq˜r˜
dr.
Combining these two inequalities together, we have
Ψ(r˜) ≥ Ψ(r0) +
∫ r˜
r0
−1 + min{h1, h2}
r
·Ψ(r) dr.
By the reverse Grönwall inequality (see Proposition A.1), we hence obtain
Ψ(r˜) ≥Ψ(r0)× e
∫ r0
r˜
1+min{h1,h2}
r dr = Ψ(r0)× e− ln
r˜
r0
+
∫ r0
r˜
1+min{h1,h2}
r
dr ≥ r0Ψ(r0)
2r˜
.
This gives
r˜Ψ(r˜) ≥ r0Ψ(r0)/2 for any r˜ > 0.
For (u, v) ∈ J−(q˜) and r(u, v) ≤ r0 we hence have
r2|∂uφ|(u, v) ≥ r0Ψ(r0)/2, r2|∂vφ|(u, v) ≥ r0Ψ(r0)/2. (8.20)
Recall for P ∈ J−(q˜) we define Ψ(r0) as
Ψ(r0) := min{ inf
r(P )=r0
C2 · r∂uφ(P ), inf
r(Q)=r0
C1 · r∂vφ(Q)}.
At the same time, to control Ψ(r0) we apply Proposition 7.12: for r(u′, v′) = r0 it holds
r2∂vφ(ur0(v′), v
′) ≥ (6− 4
√
2)M(D1 − )(M−1v′)−q,
r2∂uφ(ur0(v′), v) ≥ (6− 4
√
2)M(D1 − )(M−1v′)−q.
Using Lemma 7.8 and Proposition 8.2, for (u′, v′) satisfying u′ ≥ u1 + 2v0(u1) and r(u′, v′) = r0, we
have
C1 · r2∂vφ(ur0(v′), v′) ≥ (6− 4
√
2)C1M(D1 − )(M−1v′)−q,
C2 · r2∂vφ(ur0(v′), v′) ≥ (6− 4
√
2)C2M(D1 − )(M−1v′)−q.
Note that for (ur0(v′), v
′) ∈ J−((u, v)) it holds v′ ≤ v and v′−q ≥ v−q. Back to (8.20), together with
Proposition 8.2 we hence prove (8.11):
r2∂vφ(u, v) ≥ D
′
1 ·M
M−q|u− u1 − vr=0(u1)|q ,
r2∂uφ(u, v) ≥ D
′
2 ·M
M−q|u− u1 − vr=0(u1)|q ,
where we choose D′1 = D′2 = (3− 2
√
2)(D1 − ). 
After proving estimates for ∂uφ and ∂vφ, we are ready to control Ω2(u, v).
8.4. Estimate for Ω2(u, v). We start from deriving bounds for log(rΩ2). And we have
Proposition 8.4. For (u, v), with |u| ≥ |u1| + 2vr=0(u1), r(u, v) ≤ r0 and v sufficiently large, we
have
D′1D′2M
3r2(M−1v)2q
− 2
r(u, v)
≤ −∂v log(rΩ2)(u, v) ≤ 3D˜1D˜2M
r2(M−1v)2p
+
2
r(u, v)
, (8.21)
D′1D′2M
3r2(M−1v)2q
− 2
r(u, v)
≤ −∂u log(rΩ2)(u, v) ≤ 3D˜1D˜2M
r2(M−1v)2p
+
2
r(u, v)
, (8.22)
where D˜1, D˜2, D′1, D′2 are defined in Proposition 8.3.
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u1, vr=0(u1)
)
S i+
H
v = v1
q˜
r = r0
u
=
u 1
(u, v)
Figure 13. Estimate of Ω2(u, v) in J−(q˜).
Proof. Here we will employ the key equation (3.4):
−∂u∂v log(rΩ2) = − Ω
2
4r2
+ 2∂uφ∂vφ.
For (u, v) ∈ J−(q˜), we integrate the above equation with respect to u and get
−∂v log(rΩ2)(u, v) = −∂v log(rΩ2)(ur0(v), v) +
∫ u
ur0(v)
(
− Ω
2
4r2
+ 2∂uφ∂vφ
)
(u′, v)du′.
By Proposition 8.3, Proposition 8.2 and estimates for r∂ur in (8.7), it holds that∫ u
ur0(v)
2|∂uφ·∂vφ|(u′, v)du′ ≤
∫ u
ur0(v)
3D˜1D˜2M
2(M−1v)−2p
r′4(u′, v)
du′
=(M−1v)−2p
∫ r(u,v)
r0
1
r′3
· 3D˜1D˜2M
2
r′∂ur
dr′ ≤ 3D˜1D˜2M
2
M · r2 · (M−1v)2p ,
and also ∫ u
ur0(v)
2∂uφ · ∂vφ(u′, v)du′ ≥
∫ u
ur0(v)
D′1D′2M2(M−1v)−2q
r′4(u′, v)
du′
=(M−1v)−2q
∫ r(u,v)
r0
1
r′3
· D
′
1D
′
2M
2
r′∂ur
dr′ ≥ D
′
1D
′
2r
2
0
3M · r2 · (M−1v)2q .
Recall ∂u( Ω
2
−∂ur ) ≤ 0. Together with the following estimate from Proposition 7.2∣∣∣∣−Ω−2∂ur − 12
∣∣∣∣ (u, v) ≤ C(∆1, D2, D3, v0)(M−1v)−2p+1,
we have
|
∫ u
ur0(v)
− Ω
2
4r2
du′| =
∫ u
ur0(v)
Ω2
−∂ur ·
1
4r2
· −∂urdu′ ≤ −
∫ r
r0
3
4r2
dr ≤ 1
r
.
And for v sufficiently large, see Remark 10, we have that
|∂v log(rΩ2)(ur0(v), v)| ≤
1
r0
. (8.23)
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Combining the estimates above, we hence prove (8.21)
D′1D′2M
3r2(M−1v)2q
− 2
r(u, v)
≤ −∂v log(rΩ2)(u, v) ≤ 3D˜1D˜2M
r2(M−1v)2p
+
2
r(u, v)
,
In the same manner, we also obtain (8.22). 
With Proposition 8.4, we then estimate rΩ2(u, v).
Proposition 8.5. For (u, v), with |u| ≥ |u1| + 2vr=0(u1), r(u, v) ≤ r0 and v sufficiently large, we
have
2M − r0
4
· r
− 6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
0
r(u, v)
− 6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
≤ rΩ2(u, v) ≤ 4·(2M−r0)· r
− D
′
1D
′
2
6(1+)
· 1
M−2p|u−u1+vr=0(u1)|2q
0
r(u, v)
− D
′
1D
′
2
6(1+)
· 1
M−2p|u−u1+vr=0(u1)|2q
,
where D˜1, D˜2, D′1, D′2 are defined in Proposition 8.3.
Proof. Using the above proposition we have
log(rΩ2)(u, v) = log(rΩ2)(u, vr0(u)) +
∫ v
vr0(u)
∂v log(rΩ
2)(u, v′)dv′
≥ log(rΩ2)(u, vr0(u)) +
∫ v
vr0(u)
−3D˜1D˜2M
r(u, v)2
1
(M−1v)2p
− 2
r(u, v)
dv′
≥ log(rΩ2)(u, vr0(u)) +
∫ v
vr0(u)
−6D˜1D˜2M
r(u, v)2
1
M−2p|u− u1 + vr=0(u1)|2pdv
′ − 2r0
M(1− )
= log(rΩ2)(u, vr0(u)) +
∫ v
vr0(u)
−6D˜1D˜2M
r(r∂vr)
1
M−2p|u− u1 + vr=0(u1)|2p · ∂vrdv
′ − 2r0
M(1− )
≥ log(rΩ2)(u, vr0(u)) +
∫ r(u,v)
r0
1
r
· 6D˜1D˜2
1−  ·
1
M−2p|u− u1 + vr=0(u1)|2pdr −
2r0
M(1− )
= log(rΩ2)(u, vr0(u)) + [ln(
r
r0
)] · 6D˜1D˜2
1−  ·
1
M−2p|u− u1 + vr=0(u1)|2p −
2r0
M(1− ) .
For r0 sufficiently small, this implies
rΩ2(u, v) ≥ 1
2
(rΩ2)(u, vr0(u)) · [
r(u, v)
r0
]
6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p .
From (7.14), we have
rΩ2(u, vr0(u)) ≥
2M − r0
2
,
which implies
rΩ2(u, v) ≥ 2M − r0
4
· [r(u, v)
r0
]
6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p .
In the same manner, we also obtain
rΩ2(u, v) ≤ 4 · (2M − r0) · [r(u, v)
r0
]
D′1D′2
6(1+)
· 1
M−2q |u−u1+vr=0(u1)|2q .
This concludes the proof. 
As a corollary of above estimates, we also establish mass inflation, which is the blow-up of the
Hawking mass m, defined in (3.12), at r = 0.
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Proposition 8.6. For (u, v), with |u| ≥ |u1| + 2vr=0(u1), r(u, v) ≤ r0 and v sufficiently large, we
have
M
8
·
[ r0
r(u, v)
] D′1D′2
6(1+)
· M2q|u−u1+vr=0(u1)|2q ≤ m(u, v) ≤ r(u, v)
2
+ 8M ·
[ r0
r(u, v)
] D˜1D˜2
6(1−) · M
2p
|u−u1+vr=0(u1)|2p .
(8.24)
Here D′1 = D′2 = (3− 2
√
2) · (D1 − ) and D1 is defined in (4.3)
Proof. With Proposition 8.5 we have
m(u, v) ≥r(u, v)
2
(
1 +
2
4 · 2M · [
r0
r(u, v)
]
D′1D′2
6[1+]
· 1
M−2q |u−u1+vr=0(u1)|2q · M
2
r(u, v)
)
≥M
8
· [ r0
r(u, v)
]
D′1D′2
6(1+)
· 1
M−2q |u−u1+vr=0(u1)|2q ,
(8.25)
and
m(u, v) ≤r(u, v)
2
(
1 +
2 · 4 · 4
2M
· [ r0
r(u, v)
]
D˜1D˜
′
2
6(1−) · 1M−2p|u−u1+vr=0(u1)|2p · M
2
r(u, v)
)
≤r(u, v)
2
+ 8M · [ r0
r(u, v)
]
D˜1D˜2
6(1−) · 1M−2p|u−u1+vr=0(u1)|2p .

9. Estimates for Kretschmann scalar
In this section, we apply the upper and lower bound estimates from Section 8 to derive upper
and lower bound estimates for the Kretschmann scalar.
Proposition 9.1. For (u, v) with |u| ≥ |u1| + 2vr=0(u1), r(u, v) ≤ r0 and v sufficiently large, we
have
c(M)
r
6+
D′1D′2
6(1+)
· M2q|u−u1+vr=0(u1)|2q
≤ RαβµνRαβµν(u, v) ≤ C(M)
r(u, v)
6+
24D˜1D˜2
1− · M
2p
|u−u1+vr=0(u1)|2p
,
where c(M), C(M) are constants depending only onM and D˜1, D˜2, D′1, D′2 are defined in Proposition
8.3.
Proof. We start from deriving the lower bound. For Kretschmann scalar, in [8] we have
RαβµνRαβµν(u, v) ≥ 32m(u, v)
2
r(u, v)6
.
Via (8.25), it holds
m(u, v) ≥M
8
· [r0
r
]
D′1D′2
6(1+)
· 1
M−2q |u−u1+vr=0(u1)|2q .
Therefore, we obtain
RαβµνRαβµν(u, v) ≥
(
4M · r
D′1D′2
6(1+)
· 1
M−2q |u−u1+vr=0(u1)|2q
0
)2
r
6+
D′1D′2
6(1+)
· 1
M−2q |u−u1+vr=0(u1)|2q
≥ c(M)
r
6+
D′1D′2
6(1+)
· 1
M−2q |u−u1+vr=0(u1)|2q
.
Note that for |u| large, c(M) is a constant depending only on M .
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We then move to derive the sharp upper bound of RαβµνRαβµν . In [3], the following expression
for the Kretschmann scalar is derived:
RαβµνRαβµν
=
4
r4Ω8
(
16 · ( ∂
2r
∂u∂v
)2 · r2 · Ω4 + 16 · ∂
2r
∂u2
· ∂
2r
∂v2
· r2 · Ω4
)
+
4
r4Ω8
(
− 32 · ∂
2r
∂u2
· ∂vr · r2 · Ω4 · ∂v log Ω− 32 · ∂
2r
∂v2
· r2 · ∂ur · Ω4 · ∂u log Ω
)
+
4
r4Ω8
(
16 · (∂vr)2 · (∂ur)2 · Ω4 + 64 · ∂vr · r2 · ∂ur · Ω4 · ∂u log Ω · ∂v log Ω + 8 · ∂vr · ∂ur · Ω6
)
+
4
r4Ω8
(
16 · r4 · ( ∂
2Ω
∂v∂u
)2 · Ω2 − 32 · r4 · ∂
2Ω
∂v∂u
· Ω3 · ∂v log Ω · ∂u log Ω
)
+
4
r4Ω8
(
16 · r4 · Ω4 · (∂v log Ω)2 · (∂u log Ω)2 + Ω8
)
=
4
r2Ω4
(
16 · ( ∂
2r
∂u∂v
)2 + 16 · ∂
2r
∂u2
· ∂
2r
∂v2
)
+
4
r2Ω4
(
− 32 · ∂
2r
∂u2
· ∂vr · ∂v log Ω− 32 · ∂
2r
∂v2
· ∂ur · ∂u log Ω
)
+
4
r4Ω4
(
16 · (∂vr)2 · (∂ur)2 + 64 · ∂vr · r2 · ∂ur · ∂u log Ω · ∂v log Ω
)
+
32
r4Ω2
· ∂vr · ∂ur + 4
Ω8
(
16 · ( ∂
2Ω
∂v∂u
)2 · Ω2 − 32 · ∂
2Ω
∂v∂u
· Ω · Ω2 · ∂v log Ω · ∂u log Ω
)
+
64
Ω4
· (∂v log Ω)2 · (∂u log Ω)2 + 4
r4
.
(9.1)
And for ∂v∂uΩ we have
Ω · ∂v∂uΩ = Ω2 · ∂v log Ω · ∂u log Ω + 1
2
Ω2 · ∂v∂u log Ω2. (9.2)
Allow . to mean ≤ up to constants only depending on M . Applying the estimates above we have
Ω−2(u, v) ≤4r
6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
0
2M − r0 ·
r(u, v)
r(u, v)
6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
. r(u, v)
r(u, v)
6D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
.
Note that for |u| large, the constant omitted in the second inequality depends only on M .
Applying the estimates in [3], it also holds that
Ω2(u, v) . 1
r(u, v)
, |∂v log Ω(u, v)| . 1
r(u, v)2
, |∂u log Ω(u, v)| . 1
r(u, v)2
,
|∂u∂v log Ω(u, v)| . 1
r(u, v)4
, |∂uΩ2(u, v)| = |Ω2 · ∂u log Ω2(u, v)| . 1
r(u, v)3
,
|Ω · ∂v∂uΩ(u, v)| . 1
r(u, v)5
, |∂ur(u, v)| . 1
r(u, v)
, |∂vr(u, v)| . 1
r(u, v)
,
|∂u∂vr(u, v)| . 1
r(u, v)3
, |∂u∂ur(u, v)| . 1
r(u, v)3
, |∂v∂vr(u, v)| . 1
r(u, v)3
.
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Therefore, we have
RαβρσRαβρσ
=
4
r2Ω4
(
16 · ( ∂
2r
∂u∂v
)2 + 16 · ∂
2r
∂u2
· ∂
2r
∂v2
)
+
4
r2Ω4
(
− 32 · ∂
2r
∂u2
· ∂vr · ∂v log Ω− 32 · ∂
2r
∂v2
· ∂ur · ∂u log Ω
)
+
4
r4Ω4
(
16 · (∂vr)2 · (∂ur)2 + 64 · ∂vr · r2 · ∂ur · ∂u log Ω · ∂v log Ω
)
+
32
r4Ω2
· ∂vr · ∂ur + 4
Ω8
(
16 · ( ∂
2Ω
∂v∂u
)2 · Ω2 − 32 · ∂
2Ω
∂v∂u
· Ω · Ω2 · ∂v log Ω · ∂u log Ω
)
+
64
Ω4
· (∂v log Ω)2 · (∂u log Ω)2 + 4
r4
. 1
r(u, v)
12D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
· 1
r(u, v)6
+
1
r(u, v)
12D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
· 1
r(u, v)4
+
1
r(u, v)
24D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
· 1
r(u, v)6
+
1
r(u, v)4
. 1
r(u, v)
6+
24D˜1D˜2
1− · 1M−2p|u−u1+vr=0(u1)|2p
.
This concludes the proof of Proposition 9.1. 
10. Refined Estimates for r∂vr(u, v) and r∂ur(u, v)
Along S, now we derive the asymptotic behaviours for r∂ur(u, v) and r∂vr(u, v):
Theorem 10.1. For (u, v) ∈ J−(q˜) with |u| ≥ |u1|+ 2vr=0(u1), r(u, v) ≤ r0 and v sufficiently large
such that (8.1) holds, we have
|r∂ur(u, v) +M − f1(uq˜)| ≤M [M−1r(u, v)] 1100 , (10.1)
|r∂vr(u, v) +M − f2(vq˜)| ≤M [M−1r(u, v)] 1100 , (10.2)
where
|f1(uq˜)| ≤M |M
−1[uq˜ − u1 − vr=0(u1)]|−p
2
≤M(M−1vq˜)−p,
|f2(vq˜)| ≤M(M
−1vq˜)−p
2
≤M |M−1[u− u1 − vr=0(u1)]|−p.
Remark 12. With this theorem, along S where r(u, v) = 0, as |uq˜| → +∞ we have
r∂ur(uq˜, vr=0(uq˜))→ −M, and r∂ur(uq˜, vr=0(uq˜))→ −M
with an inverse polynomial rate |uq˜ − u1 − vr=0(u1)|−p.
We proceed to prove Theorem 10.1.
Proof. We first use Proposition 5.1 in [3]:
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u1, vr=0(u1)
)
q˜S i+
H
v = v1
r = r0
u
=
u 1 q˜2
q˜1
Figure 14. Asymptotic behaviours for r∂ur and r∂vr.
For any (u, v) in the shadowed diamond region, we have
|r∂ur(u, v)− r∂ur(uq˜, vq˜)| ≤M [M−1r(u, v)] 1100 , (10.3)
|r∂vr(u, v)− r∂vr(uq˜, vq˜)| ≤M [M−1r(u, v)] 1100 . (10.4)
Now we start to derive estimates for r∂ur(uq˜, vq˜) and r∂vr(uq˜, vq˜). By integrating
∂u(r∂vr +M − 1
2
r) = −1
4
Ω2 − 1
2
∂ur
we get
(r∂vr +M − 1
2
r)(u, v)
=(r∂vr +M − 1
2
r)(ur0(v), v)−
∫ u
ur0(v)
Ω2
4∂ur
∂urdu− 1
2
∫ u
ur0(v)
∂urdu
=(r∂vr +M − 1
2
r)(ur0(v), v)−
∫ u
ur0(v)
(
Ω2
4∂ur
+
1
2
)
∂urdu.
(10.5)
To obtain a precise bound for the integration term, we first estimate Ω
2
−∂ur . We change the form of
one of the Raychauduri’s equations, from
∂u
(
∂ur
Ω2
)
= −r (∂uφ)
2
Ω2
into
∂u
(
log
Ω2
−∂ur
)
=
r
∂ur
(∂uφ)
2.
Via integration, we have
log
Ω2(u, v)
−∂ur(u, v) = log
Ω2(ur0(v), v)
−∂ur(ur0(v), v)
+
∫ u
ur0(v)
r(∂uφ)
2
(∂ur)2
∂ur du.
This gives
Ω2(u, v)
−∂ur(u, v) =
Ω2(ur0(v), v)
−∂ur(ur0(v), v)
· exp
(∫ r(u,v)
r0(v)
r3(∂uφ)
2
(r∂ur)2
dr
)
.
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By Proposition 7.2, we have∣∣∣∣−Ω−2∂ur − 12
∣∣∣∣ (ur0(v), v) ≤ C(∆1, D2, D3, v0)(M−1v)−2p+1.
For p > 1 and v sufficiently large, we hence have
Ω2(ur0(v), v)
4∂ur(ur0(v), v)
= −1
2
+ s(u, v) · (M−1v)−p, where 0 ≤ |s(u, v)|  1.
Using Proposition 8.3 and Proposition 8.2, for r(u, v) ≤ r0 and v sufficiently large, there exists
l(u, v) satisfying 0 ≤ |l(u, v)| . 1 and it holds that
exp
(∫ r(u,v)
r0,v)
r3(∂uφ)
2
(r∂ur)2
dr
)
= exp
(
2D˜22 · l(u, v) · (M−1v)−2p·ln
r(u, v)
r0
)
=
(
r(u, v)
r0
)2D˜21 ·l(u,v)·(M−1v)−2p
.
Therefore,
Ω2(u, v)
4∂ur(u, v)
+
1
2
=
Ω2(ur0(v), v)
4∂ur(ur0(v), v)
· exp
(∫ r(u,v)
r0(v)
r3(∂uφ)
2
(r∂ur)2
dr
)
+
1
2
=
(
− 1
2
+ s(u, v) · (M−1v)−p
)
· exp
(∫ r(u,v)
r0(v)
r3(∂uφ)
2
(r∂ur)2
dr
)
+
1
2
=
(
− 1
2
+ s(u, v) · (M−1v)−p
)
· [exp
(∫ r(u,v)
r0(v)
r3(∂uφ)
2
(r∂ur)2
dr
)
− 1]− 1
2
+ s(u, v) · (M−1v)−p + 1
2
=
(
− 1
2
+ s(u, v) · (M−1v)−p
)
· [
(
r(u, v)
r0
)2D˜21 ·l(u,v)·(M−1v)−2p
− 1] + s(u, v) · (M−1v)−p.
Hence for the integration term in (10.5), we have
|
∫ u
ur0(v)
(
Ω2
4∂ur
+
1
2
)
∂urdu|
=|
∫ r(u,v)
r0
(
Ω2
4∂ur
+
1
2
)
dr|
≤|
∫ r(u,v)
r0
(− 1
2
+ s(u′, v) · (M−1v)−p) · [(r(u′, v)
r0
)2D˜21 ·l(u,v)·(M−1v)−2p
− 1]dr |
+ |
∫ r(u,v)
r0
s(u′, v) · (M−1v)−pdr |
≤|
∫ r(u,v)
r0
[
(
r(u′, v)
r0
)2D˜21 ·l(u′,v)·(M−1v)−2p
− 1]dr |
+ sup
ur0 (v)≤u′≤u
|s(u′, v)| · (M−1v)−p · [r0 − r(u, v)].
Denote x = r(u
′,v)
r0
. And notice
|2D˜21 · l(u, v) · (M−1v)−2p| ≤ 3D˜21 · (M−1v)−2p.
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we hence deduce
|
∫ r(u,v)
r0
[
(
r(u′, v)
r0
)2D˜21 ·l(u′,v)·(M−1v)−2p
− 1]dr|
≤
∫ r(u,v)
r0
[
(
r(u′, v)
r0
)−3D˜21 ·(M−1v)−2p
− 1]dr +
∫ r(u,v)
r0
[−
(
r(u′, v)
r0
)3D˜21 ·(M−1v)−2p
+ 1]dr
=r0
∫ r(u,v)
r0
1
[x−3D˜
2
1 ·(M−1v)−2p − 1]dx− r0
∫ r(u,v)
r0
1
[x3D˜
2
1 ·(M−1v)−2p − 1]dx
=r0 ·
(
x1−3D˜21 ·(M−1v)−2p
1− 3D˜21 · (M−1v)−2p
|x=
r(u,v)
r0
x=1
)
− r(u, v)
+ r0 − r0 ·
(
x1+3D˜
2
1 ·(M−1v)−2p
1 + 3D˜21 · (M−1v)−2p
|x=
r(u,v)
r0
x=1
)
+ r(u, v)− r0
=r0 ·
(
[ r(u,v)r0 ]
1−3D˜21 ·(M−1v)−2p
1− 3D˜21 · (M−1v)−2p
)
− r0 · 1
1− 3D˜21 · (M−1v)−2p
− r0 ·
(
[ r(u,v)r0 ]
1+3D˜21 ·(M−1v)−2p
1 + 3D˜21 · (M−1v)−2p
)
+ r0 · 1
1 + 3D˜21 · (M−1v)−2p
=r
1
2 · r
1
2
0 ·
(
[ r(u,v)r0 ]
1
2
−3D˜21 ·(M−1v)−2p
1−3D˜21 · (M−1v)−2p
)
+ r
1
2 · r
1
2
0 ·
(
[ r(u,v)r0 ]
1
2
+3D˜21 ·(M−1v)−2p
1 + 3D˜21 · (M−1v)−2p
)
+ r0 · −6D˜
2
1 · (M−1v)−2p
(1−3D˜21 · (M−1v)−2p)(1 + 3D˜21 · (M−1v)−2p)
≤2r
1
2
0 · r(u, v)
1
2 + 7r0D˜
2
1(M
−1v)−2p.
For the first inequality above, we decompose l(u, v) into negative parts and non-negative part.
Back to (10.5), with Proposition 7.2∣∣∣∣r∂vr −M + 12r
∣∣∣∣ (ur0(v), v) ≤ C(∆1, D2, D3, v0)M(M−1v)−2p+1,
we thus obtain
|(r∂vr +M − 1
2
r)(u, v)|
=|(r∂vr +M − 1
2
r)(ur0(v), v)−
∫ u
ur0(v)
(
Ω2
4∂ur
+
1
2
)
∂urdu|
≤C(∆1, D2, D3, v0)M(M−1v)−2p+1 + 2r
1
2
0 · r
1
2 + (r0 + 7r0D˜
2
1) · (M−1v)−2p.
For q˜ = (uq˜, vq˜) ∈ S, we have r(uq˜, vq˜) = 0. For p > 1 and v being sufficiently large, the above
inequality gives
|(r∂vr)(uq˜, vq˜) +M | ≤ M(M
−1vq˜)−p
2
.
Therefore, (10.2) is proved. In the same fashion, we also obtain (10.1). 
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Appendix A. Basic estimates
Proof of Lemma 4.2. We apply the fundamental theorem of calculus to obtain∫ ∞
a
e−αxf(x) dx ≤B2
∫ ∞
a
e−αxx−p2 dx
= − α−1B2
∫ ∞
a
d
dx
(
e−αxx−p2
)
dx− p2α−1B2
∫ ∞
a
e−αxx−p2−1 dx
≤ α−1B2e−αaa−p2 .
We estimate similarly∫ b
a
eαxf(x) dx ≤B2
∫ b
a
eαxx−p dx
= α−1B2
∫ b
a
d
dx
(
eαxx−p2
)
dx+ p2α
−1B2
∫ b
a
eαxx−p2−1 dx
≤ α−1(1 + b−1p2α−1)B2eαbb−p2 .

Proposition A.1 (Reverse Grönwall inequality). Let t0 ∈ R and let ψ, β : [t0,∞)→ R be positive
continuous functions. Let A > 0 be a positive constant and assume that ψ (t) satisfies:
ψ (t) ≥ A+
∫ t
t0
β(s)ψ (s)ds for any t ≥ t0. (A.1)
Then
ψ (t) ≥ A · e
∫ t
t0
β(s)ds
.
Proof. Let
N(t) := A+
∫ t
t0
β(s)ψ (s)ds.
Taking derivatives with respect to t on both sides and using (A.1), we have
N ′(t) = β(t)ψ (t) ≥ β(t) ·N(t).
This gives
N ′(t)− β(t)N(t) ≥ 0,
which is equivalent to(
e
∫ t
t0
−β(s)ds
N(t)
)′
= e
∫ t
t0
−β(s)ds ·N ′(t)− e
∫ t
t0
−β(s)ds · β(t) ·N(t) ≥ 0.
For t ≥ t0, we hence have
e
∫ t
t0
−β(s)ds
N(t) ≥ e
∫ t0
t0
−β(s)dsN(t0) = 1 ·A = A.
Together with (A.1), this gives
ψ (t) ≥ N(t) ≥ A · e
∫ t
t0
β(s)ds
.

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