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Social structures emerge as a result of individuals managing a variety of different of social rela-
tionships. Societies can be represented as highly structured dynamic multiplex networks. Here we
study the dynamical origins of the specific community structures of a large-scale social multiplex
network of a human society that interacts in a virtual world of a massive multiplayer online game.
There we find substantial differences in the community structures of different social actions, rep-
resented by the various network layers in the multiplex. Community size distributions are either
similar to a power-law or appear to be centered around a size of 50 individuals. To understand
these observations we propose a voter model that is built around the principle of triadic closure.
It explicitly models the co-evolution of node- and link-dynamics across different layers of the mul-
tiplex. Depending on link- and node fluctuation rates, the model exhibits an anomalous shattered
fragmentation transition, where one layer fragments from one large component into many small
components. The observed community size distributions are in good agreement with the predicted
fragmentation in the model. We show that the empirical pairwise similarities of network layers, in
terms of link overlap and degree correlations, practically coincide with the model. This suggests
that several detailed features of the fragmentation in societies can be traced back to the triadic
closure processes.
I. INTRODUCTION
Societies are organized dynamical patterns that emerge
from the social actions of individuals. These arrange an
array of different types of social relationships (e.g. friend-
ship, marriage, co-workers, ...) to form stable groups, or-
ganizations, or institutions of various sizes. Each type
of social relation defines a social network of its own.
These networks are not independent of each other but
co-evolve with the other networks in the society. Soci-
eties can be understood as the collection of these net-
works and can be represented as a dynamic, co-evolving
multiplex network, i.e. a network where a set of nodes
can be connected by links of more than one type [1–3].
The topological structures of these network layers can
vary dramatically, depending on the type of the corre-
sponding social interactions. For example, it has been
shown that network layers corresponding to cooperative
behavior can be characterized by high clustering, high
reciprocity, and high link overlap, whereas layers encod-
ing aggressive behavior exhibit pronounced power-law de-
gree distributions [1, 4]. It has also been shown that
many characteristics of the individual multiplex layers,
such as their degree distributions, clustering coefficients,
or the probabilities for nodes to acquire new links, can be
understood from the assumption that the link dynamics
in networks is driven by the process of triadic closure (i.e.
the tendency that nodes with common neighbors will es-
tablish links between themselves) together with a finite
∗Electronic address: stefan.thurner@meduniwien.ac.at
lifetime of links (i.e. the typical rate at they are added to
and removed from the network) [5, 6]. Another generic
feature of social networks is that individuals tend to form
communities, i.e. groups of nodes that share more links
with each other than with nodes outside of the commu-
nity [7, 8]. There is evidence that the organization of
community structure in human societies follows princi-
ples that are deeply rooted in human psychology, such
as a hierarchically nested organization of communities of
different sizes [9, 10] or Dunbar’s number [11], a hypoth-
esized upper cognitive limit to the number of people with
whom humans can share stable social relationships.
In this work we investigate the dynamical origins of
the community structure of societies in multiplex net-
works. We study how the different layers in the multiplex
influence each other and investigate the resulting conse-
quences of these interactions for the community struc-
tures in the individual layers. Community structure will
be simply characterized by the community size distribu-
tions in the different network layers, i.e. the probability
for an individual (node) to be part of a community of
a given size in a particular layer. As a data set we use
the comprehensive dynamic social multiplex network of
the Pardus society [1, 4, 6, 12–14]. This is a virtual so-
ciety of more than 380,000 players with different social
and economic interactions taking place in the open-ended
massive multiplayer online game Pardus. We find a sub-
stantial amount of heterogeneity in the community size
distributions across the different layers.
In this work we want to understand if the empirical ob-
servations can be reminiscent of a so-called fragmentation
transition. Fragmentation is the phenomenon in which a
network might undergo a transition from a state where
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2almost all nodes belong to a single giant component to a
fragmented state in which the network breaks into many
smaller components. To this end we propose a new type
of voter model (VM). VMs introduced in [15, 16] have re-
peatedly been shown to exhibit fragmentation transitions
[17, 18]. In the co-evolutionary VM (CVM) [19] a node
can either change its internal state to that of its neigh-
bor or rewires one of its existing links towards a node
that has the same internal state. Fragmentation transi-
tions have been shown to be generic features of rewiring
processes and largely independent of the underlying evo-
lution rules for the internal states [20, 21]. CVMs of
this kind account for a wide class of phenomena ranging
from opinion-formation [22–26] to speciation in ecosys-
tems [27, 28]. In an extension of the CVM to multiplex
networks (MCVM) nodes have the same internal states
in each layer and it is assumed that the rewiring dy-
namics takes place on a different time-scale in each of
the layers [29]. This MCVM has an anomalous tran-
sition called shattered fragmentation in which one layer
assumes a fragmented state whose topological properties
would be different under the same model parameters in
a single layer CVM [29]. It has been shown that the
driving force behind this transition is the asymmetry be-
tween rewiring rates in different network layers, i.e. the
individual lifetime of links in each of the layers [29].
To reconcile the dynamics of the CVM with the em-
pirical dominance of triadic closure, where a substantial
amount of newly created links in social networks connect
nodes that already share common neighbors [4, 6, 30, 31],
we propose a novel type of VM in which the rewiring step
is carried out by a triadic closure process, and call it the
triadic closure voter model (TCVM). We study the dy-
namics of the TCVM on a single-layer and on a multiplex
network (MTCVM). We show that the MTCVM displays
a novel fragmentation transition that is again different
from shattered fragmentation in the MCVM. We investi-
gate whether the fragmentation behavior of the MTCVM
is compatible with the community structure observed in
Pardus multiplex network data. To understand the ex-
tent to which the microscopic dynamics of the model
multiplex is compatible with the data, we compare re-
sults for pairwise similarity measures of layers in terms
of the properties of nodes (states) and links (overlap and
degree).
II. DATA AND METHODS
A. Data
The Pardus dataset contains all actions of more than
380,000 players in a massive multiplayer online game.
The players interact in an virtual, open-ended game uni-
verse to connect with other players to achieve self-posed
goals, such as accumulating wealth and influence. Players
can engage in three different types of cooperative inter-
actions. They can establish mutual friendship links, ex-
change private, one-to-one messages and trade with each
other in the game. The data can be represented as a dy-
namic multiplex network Mα(t) where the index α labels
the adjacency matrix of the network given by interactions
of type α at time t. The multiplex Mα(t) is constructed
for each month (30 days) over one year of data, from
Sep 2007 to Sep 2008. Two players are linked in a cor-
responding multiplex layer if they had a friendship link
(α = friend), traded with each other (α = trade), or ex-
changed a private message (α = communication) within
a given month. For a particular t we include all players
that have at least one link in each of the multiplex layers.
For more information on the topology and structure of
the Pardus multiplex network see [1, 4]. Per construc-
tion, each layer has the same average number of nodes
N = 3.1(0.2) · 103. Numbers in brackets denote standard
deviations. Table I shows results for the average number
of links in each layer, Lα. The trade network shows the
highest link density, the friendship and communication
network have similar numbers of links.
It has been shown that for the given time-span the
three network layers α are in a stationary state in the
sense that links are added and removed with compara-
ble rates. These rates are orders of magnitude larger
than the rates at which nodes are added or removed, see
[6]. The dynamics within the network layers is therefore
dominated by rewiring processes. The rewiring rate pα
is defined as the average value of the probabilities that a
link will be added or removed, that is rewired, in layer α.
Table I shows results for the rewiring rates pα in the three
layers. pα in the friendship network is orders of magni-
tude smaller than in the communication and trade net-
works. This can be understood by the difference in pro-
cesses that govern the interactions in these layers. In the
friendship network a link persists after it has been formed
until the link is removed or one of the players leaves the
game. In the message and communication network, on
the other hand, a link is only formed between two players
if at least one interaction took place within the consid-
ered time interval. This results in a substantially lower
turnover of links in the friendship network than in the
other layers. We will therefore refer to the friendship
layer as being slow and to the trade and message layers
as being fast in terms of the average time between two
consecutive rewiring events in the given layer. Note that
although friendship links have the longest survival time
(i.e. lowest turnover pα), the friendship network has also
the smallest number of links Lα.
B. Community detection
From the network layers Mα(t), for data and
model, we identify the communities Cα(t) =
{Cα(1, t), Cα(2, t), . . . , Cα(Nαc , t)}, where the i-th
community Cα(i, t) is the set with a number of nαi (t)
nodes within community i at time t. We use the
OSLOM community detection algorithm [32], which
3TABLE I: Overview of characteristics of the Pardus multiplex
network layers. For each layer α we show the values of the
rewiring probability pα and the average number of links L
α.
The rewiring probability pα is orders of magnitude smaller
for the friendship network, compared to communication and
trade. Each layer has the same average number of nodes,
N = 3.1(0.2) · 103.
α friendship trade communication
pα 0.004(1) 0.27(1) 0.35(2)
Lα 1.5(0.2) · 104 5.6(0.2) · 104 1.9(0.3) · 104
retrieves only statistically significant communities and
which does not suffer from the so-called resolution limit
problem (failure of the detection of small communities)
of other approaches [33]. It also allows to detect the
absence of community structure as well as homeless
nodes, that do not belong to any community. We use
the OSLOM implementation as provided by the authors
for unweighted networks with a coverage parameter of 1
and a standard significance threshold of p < 0.1, [32].
C. Components in the model
To understand the fragmentation behavior of the
TCVM we describe the organization of the model-
networks into components by the following observables.
Nαc (t) is the number of components in network layer α
at time t. We will refer to the time average of Nαc (t) over
T consecutive time-steps by dropping the dependence on
t, i.e. Nαc ≡ 1T
∑
tN
α
c (t). The size of the k-largest com-
ponent at t is denoted Sαk (t). The time average of the
k-largest component size, Sαk , is again denoted by drop-
ping the dependence on t.
D. Similarity measures
The similarity of the sets of links in two layers,
Mα(t) and Mβ(t), is measured by the Jaccard coef-
ficient J(α, β, t). Let Eα(β)(t) be the set of links in
Mα(β)(t). The Jaccard coefficient is given by J(α, β, t) =
|Eα(t)∪Eβ(t)|
|Eα(t)∩Eβ(t)| . Let us further denote the degree sequence
of Mα(β)(t) by kα(β)(t) and the sequence of the ranks
of the degrees by Rk(kα(β))(t). The degree correla-
tion, ρ(kα(t), kβ(t)), is Pearson’s correlation coefficient
between the degree sequences kα(t) and kβ(t). Similarly,
the degree rank correlation, ρ(Rk(kα(t)), Rk(kβ(t))), is
Pearson’s correlation coefficient between the degree rank
sequences Rk(kα(t)) and Rk(kβ(t)). As before, we re-
fer to the time averages of J(α, β, t), ρ(kα(t), kβ(t)), and
ρ(Rk(kα(t)), Rk(kβ(t))), by dropping the time depen-
dence in the variables, respectively.
FIG. 1: Community size distributions for the Pardus mul-
tiplex data (blue dots) for the friendship layer (A and C),
the trade layer (B), and the communication layer (D). The
friendship layer shows a decrease of frequencies of communi-
ties show as a function of their size, whereas the trade and
message layers show an additional peak at about 50 (dot-
ted lines in B and D). These results are compared to the
community size distributions obtained from the model (red
squares). For this comparison the three-layer multiplex from
the data is decomposed into two two-layer multiplex networks,
the friendship-trade multiplex (top row) and the friendship-
communication multiplex (bottom row). Model community
size distributions for the friendship layer are compatible with
the data. Note that the model shows a distinct peak for the
trade and communication networks that coincides with the
peaks observed in the data.
III. RESULTS
A. Community structure in the Pardus multiplex
The time-averaged distribution functions for the com-
munity sizes in the three network layers are shown in
figs. 1(A)-(D). There is a clear discrepancy between the
distribution observed in the slow friendship layer when
compared to the trade and message networks, that are
characterized by substantially larger rewiring rates. For
the friendship layer the frequencies of community sizes
are clearly a decreasing function in size (roughly follow-
ing a power-law), whereas there exist distinct peaks in
the distributions of community sizes in the trade and
message layers. In both fast layers these peaks are cen-
tered around a community size of 50.
B. The Triadic Closure Voter Model (TCVM)
The standard binary-state CVM on a single network
as introduced in [16, 19] is given as follows. Each node,
4i, is described as a time-dependent, binary, internal state
σi(t) ∈ {0, 1} subject to the following update rule. (i)
Pick node i and one of its neighbors, j, at random. If
the internal states of these nodes differ, σi(t) 6= σj(t),
then (iia) with probability p the link between i and j is
removed and a link between i and a different node k is
formed. k is randomly chosen from the set of all nodes
disconnected to, but in the same internal state as node
i, σi(t) = σk(t). If no such node k exists, the link is
not re-wired. Otherwise, (iib) with probability 1 − p,
the state of node i is changed to σj(t). This model has
one parameter, the rewiring rate p, which defines the
preference of a node to re-wire the link over changing its
state.
We now introduce the triadic closure voter model
(TCVM) on a single network. The TCVM is motivated
by the empirical fact that links that connect nodes that
share common neighbors are more likely to form than
links that do not connect such nodes, i.e. the process
of triadic closure [6, 30, 31]. In the TCVM the rewiring
step (iib) of the CVM is replaced by the following update
rule. With the triadic closure probability, ptc, the new
link is made between node i and a different node l that is
randomly chosen from the set of all nodes that share at
least one common neighbor with i (but there is no con-
nection between i and l, yet). If no such node l exists, no
rewiring takes place. Otherwise, with probability 1−ptc,
we follow the rewiring rule from step (iib) of the CVM.
The network is initialized as a random graph with size
N and average degree µ = 4, which results in a net-
work that is initially connected. The initial distribution
of internal states is random, so that each node has the
same probability 1/2 to be in one of the two possible
states. Results for the dynamics and phase diagrams
of the TCVM on single networks are discussed in the
supplementary information, where it is shown that the
system undergoes a fragmentation transition at a critical
rewiring rate pc. For p < pc, the network freezes into one
giant component with all nodes in the same state, i.e. the
system reaches consensus. For p > pc, the network splits
into two components of roughly equal size, but differ-
ing internal states (one component is composed of nodes
with σi(t) = 0, the other with σi(t) = 1). In this regime
the internal states initially present in the system are pre-
served, but those who hold them become segregated from
each other. Such fragmentation at high rewiring rates is
typical for a range of dynamical and evolution rules [21].
For the single layer case, this fragmentation transition is
largely independent of the triadic closure probability, ptc.
In the following we set ptc = 1.
C. The TCVM on multiplex networks (MTCVM)
We now study the TCVM on a multiplex network, the
MTCVM, by joining two networks that both follow the
update rules of the TCVM. The multiplex evolves by,
first, picking a layer randomly and, secondly, by evolving
Coevolving Voter Model with Triadic Closure on a Multiplex 
1. Pick a layer at random 
2. Evolve layer as the CVM with TC. If as 
a result a node changed state, then.. 
3. Change state of 
the corresponding 
node in other layer  
FIG. 2: Schematic representation of the coevolving voter
model with triadic closure on a multiplex (MTCVM). We pick
a layer at random (step 1) and evolve it according to the dy-
namics of the CVM with triadic closure (step 2). As a result
the state of a node may change in both layers (step 3).
that layer by using the update rules from the TCVM, see
fig. 2. This introduces a co-evolution of the two layers
because the formation of new links depends on the inter-
nal state of nodes which is the same (!) in both layers
for each of the nodes. Each of the layers thus has its own
re-wiring probability, p1 and p2, respectively.
The MTCVM displays a novel fragmentation transi-
tion that is visible in the phase diagrams of the observ-
ables Sα1 (size of largest component) and N
α
c (number of
components). Fig. 3 shows the phase diagrams of (a)
S11 and (b) N
1
c in layer 1 of the TCVM as a function of
the rewiring probabilities p1 and p2. The results have
been averaged over 103 realizations of the final (absorb-
ing) configurations of networks of size N = 250. Consider
the case where layer 1 is connected to a static layer with
p2 = 0. With increasing p1 the largest component of layer
1 shrinks to a value around 0.5, similar to the single-layer
case. Nc, on the other hand, increases by increasing p1
in the same way as S1 decreases. This means that with
increasing p1 nodes leave the largest component and form
small or isolated components of their own (and not a sec-
ond, large component), i.e. Nc increases. This process
has been called shattered fragmentation [29]. From the
phase diagrams in fig. 3 it follows by symmetry that in
the static layer 2 the nodes remain in one giant compo-
nent as layer 1 undergoes this shattered fragmentation.
Note that this fragmentation transition in the
MTCVM is different from the fragmentation transition
of the MCVM. The MCVM can be recovered by setting
ptc = 0 in both layers and by introducing an additional
parameter, the multiplexity q. In the MCVM both lay-
ers contain N nodes, but only a fraction qN nodes exist
in both layers, i.e. the internal state of the remaining
(1 − q)N nodes depends only on the dynamics in their
own layer. The MCVM also displays a shattered frag-
mentation transition that is, however, only encountered
below a critical value of q, q < qc < 1. Under triadic
closure, partial multiplexing (i.e. q < 1) is no longer
required to see shattered fragmentation.
5(a)S11/N (b)N
1
c /N
FIG. 3: Shattered fragmentation in the MTCVM. Phase dia-
grams for (a) fraction of nodes in the largest component, S11 ,
and (b) number of components N1c relative to the system size
N are shown as a function of the re-wiring probabilities p1
and p2, respectively. The system undergoes a fragmentation
transition where, with increasing p1, layer 1 splits into a large
number of small components.
D. The MTCVM versus Pardus data
One of the challenges when comparing the theoretical
results with data is that the data contains three network
layers, whereas, for simplicity, the model deals with only
two layers. We therefore decompose the three-layer mul-
tiplex network into two two-layer networks. The most
reasonable choices for this decomposition is to consider,
both, the friendship-trade and the friendship-message
multiplex networks. Both of these two-layer multiplexes
consist then of a fast and a slow layer in terms of rewiring
rates pα. We further assume that the model internal
states, σi(t), encode a hidden propensity of the players
to interact with each other. That is, upon meeting two
players i and j will be more likely to cooperate with each
other if they have the same internal and not directly ob-
servable states.
The community size distributions obtained from the
model agrees well with the data. In fig. 1 we show the
frequency of community sizes observed from 1000 real-
izations using N = 3100 and the rewiring rates pα of
the two layers as measured for the respective layers in
the data and compare these results to the data. Re-
sults are shown for the friendship-trade multiplex (top
row), namely (A) friendship and (B) trade, and for the
friendship-communication multiplex (bottom row), (C)
friendship and (D) communication. In both model mul-
tiplexes the frequencies of community sizes decreases as
a function of their size in strong resemblance to results
observed in the data. For the trade and communica-
tion layers, respectively, we also observe a clear peak in
the frequencies of community sizes that coincides with
the peaks observed in the data around a community size
of 50. Note that here we compare communities in the
data to communities in the model (and not to compo-
nents). Clearly, the fragmentation behavior into com-
ponents in the model is closely related to its commu-
nity structure. Given the rewiring probabilities pα in the
data, we would expect from the MTCVM that the friend-
ship layer (pfriend = 0.004(1)) shows one large compo-
nent whereas the trade (ptrade = 0.27(1)) and commu-
nication (pcomm = 0.35(2)) layers display fragmentation.
Indeed, we observe for the communities in, both, data
and model for the friendship layer a roughly power-law-
like size distribution with a small number of very large
communities, whereas the trade and message layers frag-
ment into a large number of smaller communities with a
peak centered at around 50. Data and model show the
same behavior in terms of fragmentation into communi-
ties of various sizes.
To study whether the dynamics of the MTCVM is able
to describe the observed similarities between pairs of net-
work layers in the data, we introduce a calibrated version
of the MTCVM. We model the friendship-trade and the
friend-communication multiplexes with corresponding pα
and initial conditions that are given by snapshots of the
respective data layers at t1 = 100d. For the friendship-
communication multiplex the absorbing state was typi-
cally reached after t ∼ 105, the friendship-trade multi-
plex did not do so within any reasonable time, i.e. for
at least several orders of magnitude of simulation time.
Therefore the friendship-trade multiplex was compared
to snapshots taken at times ranging over several orders of
magnitude, namely at simulation times t = 103, 104, 105.
In the data we found substantially higher levels of sim-
ilarity in terms of the Jaccard coefficients, degree corre-
lations, and rank degree correlations than in the model.
This can be understood by the fact that the MTCVM
does not contain any mechanism that explicitly increases
the similarity of layers, such as by copying one link from
one layer to the other. Such an inter-layer link corre-
lation mechanism can be easily added to the MTCVM:
In the rewiring step a probability psim is introduced to
re-wire the link to another node in the same state to
which the node is already connected in the other layer.
We find that by introducing even a small modification
of this type (psim = 0.1) we are able to account for the
observed values of the Jaccard similarity, degree corre-
lations, and degree rank correlations, which are shown
in fig. 4 for data and model. Although the friendship-
trade multiplex has not reached its absorbing state in
these simulations, the variance of the similarity measures
shows that they do not considerably change over time.
The model exhibits the same trends as seen in the data,
with the overlap between data and model being higher in
the friend-trade multiplex than the friend-message mul-
tiplex, in particular for the degree correlation and the
degree rank correlation. This shows that the modified
co-evolutionary dynamics of the MTCVM preserves the
observed similarities between pairs of layers already for
a very small probability psim to “copy” a link from one
layer to the other one. We have confirmed that this value
of psim is indeed small enough that the community size
distributions are unaltered by this inter-layer link cor-
relation modification. This link-copying mechanism has
also no substantial impact on the phase diagrams of the
6FIG. 4: Similarity between pairs of multiplex layers for data
(blue) and model (red). We show the Jaccard coefficient of
the edge sets of the friendship-communication multiplex (left)
and the friendship-trade multiplex (right), together with the
degree correlation ρ(kα, kβ) and the degree rank correlation
ρ(Rk(kα), Rk(kβ)). The model follows the similarities found
in the data, with the overlap between data and model being
higher in the friendship-trade multiplex than the friendship-
communication multiplex.
model, since the mechanism is similar to a random link-
ing process (i.e. a triadic closure probability, ptc, smaller
than one). As already discussed, the phase diagrams are
largely independent of such small variations of ptc.
IV. DISCUSSION
We investigated the dynamical origins of the commu-
nity structure of societies represented as dynamical mul-
tiplex networks. In empirical data from the large-scale
online game society Pardus we observed substantial dif-
ferences in the community structures of individual net-
work layers of this multiplex. While one layer is char-
acterized by a small number of large communities and
a power-law-like distribution of community sizes, in the
other layers we find a peak of communities of interme-
diate size around 50. We found that the time-scales on
which the link dynamics takes place in the various net-
work layers differ by several orders of magnitude. Re-
markably, we find that the power-law like distribution of
community sizes is found in a layer with a very small re-
wiring rate, whereas layers with the centered distribution
are characterized by rates that are orders of magnitude
higher.
To understand these empirical findings we proposed a
generalization of the co-evolutionary voter model on mul-
tiplex networks which incorporates the process of triadic
closure, the MTCVM. This process has been shown to
be crucial in modeling the structure formation of indi-
vidual layers in the Pardus society [6]. We studied the
phase diagram of the new model and found that it ex-
hibits an anomalous fragmentation transition for multi-
plex networks that makes the model interesting in its
own right. This transition is characterized by a break-up
of the largest component of a network layer into a large
number of small components. Intriguingly, the crucial
parameters of the model turn out to be the differences
of time-scales on which the link re-wiring dynamics takes
place in the individual layers. When the model is cali-
brated to mimic the Pardus data on two different two-
layer multiplex networks, community size distributions
are perfectly compatible with those found in the data.
In particular the model confirms that slow layers in
terms of the time-span between two re-wiring events,
show a power-law-like distribution of community sizes,
whereas the fast layers display an additional peak around
community sizes of 50. This means that the empirical
community structure of the Pardus virtual society indeed
resembles the fragmentation behavior predicted by the
MTCVM. Note that for these results the model layers
only differ in their re-wiring rates (but not, for instance,
in their degree), so that these results can only be at-
tributed to the multiplex interaction of dynamics on dif-
ferent time-scales. We further confirmed for an extended
and calibrated version of the MTCVM that node- and
link-based similarities between two pairs of layers in the
data are indeed in good agreement with results from the
model. These results suggest that the dynamical origin of
the community structure of societies can be understood
through the interplay of triadic closure processes taking
place on different time-scales, which manifests itself in
the phenomenon of shattered fragmentation. Whether
these results hold for empirical data in real-world soci-
eties remains to be seen.
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FIG. 5: Activity in the TCVM monoplex. Activity (left
panel) as measured in the asymptotic value of the interface
density averaged over surviving realizations in an ensemble of
103 elements, for a network with N = 500. The characteristic
time, i.e. the average time until absorption, for the same sys-
tem (center panel), normalized by system size. The maximum
(traced in dark circles) is associated with the fragmentation
transition. Right panel: The variation of the maximum of
characteristic time for various system sizes, computed from
ensembles with 104 elements.
V. SUPPLEMENTARY INFORMATION
1. Further Results on the Co-evolving Voter Model with
Triadic Closure (TCVM)
Triadic closure in the monoplex. A finite mono-
plex with standard, unlimited rewiring range (ptc = 0)
always reaches an absorbing state. This holds for the
TCVM model except for the extreme p = 1, ptc = 1
case. Here, limiting the rewiring range introduces dy-
namical traps, where ‘active’ links between nodes in dif-
fering states continue to exist as they cannot be changed.
This happens when the active link between i and j is also
both ith and jth only active link. An isolated node pair
in differing states is one such example. Clearly as long as
ptc < 1 or p = 1 this trap is avoided as either one of the
nodes rewires to someone further away, or eventually one
of the nodes changes states. Existence of dynamical traps
is just one of the consequences of a limited rewiring range.
Another implication is that once a node is isolated, it
cannot be brought back into a component, and hence the
number of isolated components is non-decreasing.
Activity in the model is measured by the interface den-
sity, i.e. the fraction of active links which are the ones
connecting nodes in different states. Figure 5 shows the
activity of the system in terms of asymptotic of the in-
terface density averaged over surviving runs. When the
interface density is zero the system is in an absorbing
state. The ptc = 0 limit corresponds to the CVM ([19]),
where activity decreases with rewiring and falls to zero
around pc, defined in the limit of infinite systems. This
critical rewiring denotes the absorbing transition and is
accompanied by the critical slowing down of the time it
takes for the system to reach an absorbing state. The
average of such times is identified with the characteristic
time, plotted in the middle panel of fig. 5. We associate
its peak, Tmax, with the finite-size approximation of the
absorbing transition. Fig. 5 shows that increasing the
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FIG. 6: Fragmentation in the TCVM monoplex. Each point
is an average over absorbing configurations of 103 realizations
of the network with N = 500. Left panel: Fraction of nodes in
the largest component, S1; Right panel: the number of com-
ponents. The dotted line denoted Tmax gives an indication of
the absorbing/fragmentation transition.
fraction of triadic closure decreases activity, and brings
down the critical rewiring pc. In other words, limiting
the range of rewiring causes systems to freeze for an even
lower rewiring range. The right panel of fig. 5, which
traces the effect of system size of pc, suggests that the
absorbing transition does not exist when ptc = 1; large
systems rewiring with only triadic closure do not sus-
tain a constant level of activity, and will always reach an
absorbing state in finite time.
The corresponding fragmentation diagram, overlayed
by the trend of Tmax computed earlier, (fig. 6) shows that
for the vast majority of parameters in the TCVM the
absorbing and the fragmentation transitions once more
coincide: active systems (p < pc) will reach an absorbing
state with one giant component with all nodes in the
same state, and frozen systems (p > pc) will split into two
components corresponding to the two initially present
states (this is corroborated by examining the size of the
second largest component, figure not shown). The novel
aspect is the different nature of fragmentation observed
for large values of ptc, and maximized at pc. There the
decrease in the size of the largest component is no longer
compensated only by the growth of the second largest
component, but is accompanied by an increase in the
number of small components that tend to be isolated
nodes or pairs of isolated nodes. This is an example
of shattered fragmentation: topologies with one or two
giant components and a multiplicity of components of
negligible size. This was first observed in the CVM on a
multiplex [29] for incomplete interlayer connectivity q <
1, and in [34] for the CVM on a monoplex with noise.
Here we see that a similar effect can be caused by limiting
the scope of rewiring.
