Central European weather and climate is closely related to atmospheric mass advection triggered by the North Atlantic Oscillation (NAO) which is a relevant index for quantifying natural variability on multi-annual time scales. It remains unclear, though, how large-scale circulation variability affects local climate characteristics when downscaled using a regional climate model. In this study, 50 members of a single-model initial-condition large ensemble (LE) (www.climex-project.org) are analyzed for a climate-NAO relationship, especially its inter-member spread and its transfer from the driving model CanESM2 5 into the driven model CRCM5. The NAO pressure dipole is quantified in the CanESM2-LE by an extended station-based index; responses of mean surface air temperature and total precipitation to changes in the index value are determined for a Central European domain (CEUR) in both the CanESM2-LE and CRCM5-LE. NAO-response relationships are expressed via Pearson correlation coefficients (strength) and the change per unit index change for historical (1981-2010) and future (2070-2099) winters. Results show that (a) statistically robust NAO patterns are found in the CanESM2-LE under current forcing 10 conditions and (b) impulses from the NAO in the CanESM2-LE produce correct responses in the high-resolution CRCM5-LE.
ably vary on different time scales (Hurrell and Deser, 2009; Woollings et al., 2015; Xu et al., 2016; Hurrell and Van Loon, 1997) . However, as 30 year periods are not long enough for analyses of multidecadal (>30 years) NAO-response variability (Woollings et al., 2015) , stationarity in NAO patterns and impacts was assumed for simplicity reasons.
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The historical (hist; 1981-2010) period was used to establish reference statistics with ERA-I data and the ERA-I driven CRCM5
run. These statistics were evaluated in GCM and RCM data to check the models' ability of depicting NAO responses. Links and relationships established for the historical period were also investigated in a far future horizon .
All data (spatially explicit and subset time series) was aggregated to the seasonal time scale (winter means for tas and winter sums for pr). Since the NAO is known to be strongest in winter (Hurrell and Deser, 2009) and the connection between 150 station-based indices and NAO responses tends to be best in winter (see Pokorná and Huth, 2015 , for months DJF), analyses were performed for months December, January, February and March (DJFM). First tests had shown that correlations and links between the NAO index and the climate variables were more distinct from noise, if March was included as well. That is why an extended winter season was used here (see also Iles and Hegerl, 2017; Hurrell, 1995) . Daily psl values were averaged to monthly means and scaled to obtain average µ = 0 and standard deviation σ = 1, as outlined in Osborn (2004) and Hurrell and Van Loon (1997) , by subtracting the 1981-2010 seasonal mean (overbar) and dividing by the 1981-2010 seasonal standard deviation (s IL , s AH ):
Monthly indices were next averaged to DJFM means. This approach is similar to Woollings et al. (2015) and Jones et al. (2003) .
To compare future with historical index values, the future time series of AH and IL were normalized with the present psl standard deviations (see also Ulbrich and Christoph, 1999; Hansen et al., 2017) and mean values. The normalization of each GCM member is carried out individually, such that each member has specific normalization parameters. 170
Assessing Climatic Changes Associated with NAO
All data sources (Table 1) were used to obtain response patterns of the given variables. Climatic changes associated with NAO impulses were evaluated using Pearson correlation coefficients and a slope parameter obtained by linear regression.
ERA-I and CRCM5/ERA-I tas and pr spatial data and subset region time series were correlated with the ERA-I index time 175 series, CanESM2 and CRCM5 members were correlated with the CanESM2 index calculated for the corresponding member.
The correlation analysis assumes (symmetric) linear relationships between the NAO index and tas or pr. So the associated response of the variables to NAO changes can be expressed by the linear equation (Iles and Hegerl, 2017; Stephenson et al., 2006; Hurrell, 1995) :
with Y being the (response) variable at a given grid cell that is partly explained by the NAO (X, the predictor) and by any other influences (ε Y ; Stephenson et al., 2006; von Storch and Zwiers, 2003) . The coefficient α 1 was estimated on each grid cell using ordinary least squares regression with the R function lm. It represents the average change in tas or pr that accompanies one unit index change during the time period under consideration (Iles and Hegerl, 2017) . The line offset α 0 in Eq.
(2) equals the long-term mean. The α 1 coefficients may be computed with respect to normalized index series (von Storch and Zwiers,
, but in this study the non-normalized index time series was preferred in order to take into account the member-specific index units.
Addressing Internal Variability
The NAO-response relationship was analyzed individually for each GCM and RCM member (as is done e.g. in Woollings 190 et al., 2015) . Ensemble averages partly mask internal model noise (Zwiers and von Storch, 2004) , but also the spread of internal variability which this study is addressing. Nevertheless, for illustrating purposes the results were aggregated to ensemble averages (like in Deser et al., 2016) . In order to avoid suppressing ensemble scattering in the spatial approach, the inter-member spread is represented in terms of the standard deviation of all 50 members on a given grid cell (std.dev50, see also Leduc et al., 2019; Déqué et al., 2007) . The CanESM2-LE produces NAO index values which follow a distribution similar to the ERA-I data (centred over zero, slight left-skewness), though the CanESM2-LE distribution appears smoother due to a larger sample size (see Fig. 1 (a) ). Maximum Pairwise correlations between the members and between each member and the ERA-I time series in general are not strong as can be seen in Fig. 1 (b) , highlighting the independence of the CanESM2-LE members in terms of internal variability (see also Fig. A6 ). It is also visible that correlations among members are not stronger or weaker than correlations of members and 
Multi-member ensemble
The CanESM2 phases and thus a relative increase of negative phases but with reduced mean values (see also Fig. 1 (a) ).
The spatial expression of NAO response internal variability in the form of diverging ensemble members can be derived from 275 Figs. 3, 4, 5 (subplots (d), (f)) presenting spatially distributed std.dev50. Largest deviations for tas mean are found in continental regions of CEUR, but they do not generally correspond to high or low α 1 . Low std.dev50 corresponds to Alpine and sea regions.
For tas mean, the SNRs between ensemble mean and inter-member spread exceed 1 in most regions north of the Alps (see Fig.   A3 ). Regarding pr sum, RCM members vary most in regions with highest absolute α 1 values and altitudes, while high α 1 of tas std are accompanied with large inter-member spreads for GCM and RCM. For pr sum, there is an east-west corridor of 280 SNR values below 1 which accompanies rather low correlation values (see Fig. A4 ). This indicates that low ensemble average correlations in this region are mostly due to diverging correlation values among the single members (noise). The SNR shows similar spatial distributions in r and α 1 for tas mean and pr sum. In addition to future changes in the NAO responses means, there is also a change in the spatial distribution of the std.dev50 values (see Figs. 3, 4, 5, (h) , (i)). shift of boxes towards lower r values in the future for both models is clearly visible for tas mean and pr sum. 
Change of scales
The amount of variance explained by the NAO is generally higher in REF than in the RCM ensemble mean, which in turn is higher than the GCM ensemble mean. The CRCM5-LE enhances the relationship showing higher r and α 1 values than the CanESM2-LE (see Fig. 7 for r, where hist(CanESM2, CRCM5) or fut(CanESM2, CRCM5) is indicated; but also Figs. 3, 4 and 5). This enhancement by the CRCM5 is notable independent of the driving data: for both variables, the CRCM5/ERA-I r 295 value (dotted lines in Fig. 7) is also found to be higher than the ERA-I value in most regions (dashed lines in Fig. 7 ; see also F-test) box size (spread amplitude) difference between GCM and RCM is visible. In NE and BY this difference is expressed by higher r values in RCM data, whereas in the SE region lower r values are found in the RCM data (only for tas mean). Thus the inter-member spread of the correlation between NAO and response variables is not generally altered during the nesting process.
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When correlating matching subset region time series (see Fyfe et al., 2017 , for a similar approach) of CanESM2-LE and CRCM5-LE as in Fig. 8 , highest accordance on average is reached for tas mean, indicating that CanESM2-LE and CRCM5-LE show very similar temporal variability for this variable. The correlations between CanESM2 and CRCM5 subset regions are in general significantly lower under future climate conditions. The accordance of pr sum and tas std are weaker than for tas mean in both time frames.
