Let R be a commutative ring with identity. It often happens that M1 ⊕ M2 ⊕ · · · ⊕ Ms ∼ = N1 ⊕ N2 ⊕ · · · ⊕ Nt for indecomposable R-modules M1, M2, . . . , Ms and N1, N2, . . . , Nt with s = t.This behavior can be captured by studying the commutative monoid {[M ] |M is an indecomposable R-module} with operation given by [M ] 
Introduction
Our goal is to study direct-sum decompositions of finitely generated modules over local rings. Unlike the case of vector spaces (modules over fields), a module can decompose as a direct sum of indecomposable modules in several different ways. For example, it is possible to have pairwise non-isomorphic indecomposable modules A, B and C such that A ⊕ B ∼ = C ⊕ C ⊕ C, so even the number of indecomposable summands need not be invariant. On the other hand, there are a few rules. For instance, one cannot have A ⊕ C ∼ = B ⊕ C, or A ⊕ A ∼ = B ⊕ B ⊕ B. Information of this sort is encoded in the monoid of isomorphism classes. We will focus mainly on rings of dimension one, and in that context we will determine exactly which semigroups can be realized as semigroups of isomorphism classes. A recurring theme in the paper will be the analogy between direct-sum decompositions of modules and factorization in integral domains.
A non-zero R-module M is decomposable provided there exist non-zero R-modules M 1 , M 2 such that M ∼ = M 1 ⊕ M 2 ; otherwise M is indecomposable. (The symbol " ∼ =" denotes isomorphism. Note that the 0 module is not considered to be indecomposable, for the same reason that 1 is not regarded as a prime: it's useless as a building block!) Sometimes, e.g., in the proof of Proposition 2.1 below, it's better to work with internal decompositions: a module M is decomposable if and only if there exist non-zero submodules M 1 and M 2 of M such that M = M 1 ⊕ M 2 .
Let C be a class of finitely generated R-modules. We'll say that C is closed under direct sums, direct summands, and isomorphism, provided the following holds: Whenever M , M 1 , and M 2 are finitely generated R-modules with M ∼ = M 1 ⊕ M 2 , we have M ∈ C ⇐⇒ M 1 , M 2 ∈ C. Given such a class C, we will say that C satisfies the Krull-Remak-Schmidt-Azumaya theorem (KRSA for short), provided the following holds:
(KRSA) If M 1 ⊕ · · · ⊕ M t ∼ = N 1 ⊕ · · · ⊕ N u , where the M i and N j are indecomposable modules in C, then t = u and, after renumbering, M i ∼ = N i for each i.
For example, if K is a field, the class C of finite-dimensional vector spaces clearly satisfies KRSA: up to isomorphism, the one-dimensional vector space K is the only indecomposable vector space, and a vector space has dimenson n if and only if it is isomorphic to a direct sum of n copies of K. For a more interesting example, let R be any commutative principal ideal domain. Then the class C of finitely generated R-modules satisfies KRSA, by the elementary divisor theorem. The indecomposable modules in C are the cyclic modules R and R/(p n ), where p is an irreducible element and n ≥ 1. One usually includes in KRSA the condition that every module in C is a direct sum of indecomposable modules. The next two propositions guarantee that in our context (finitely generated modules over Noetherian rings) this condition is automatically satisfied. Proposition 2.1. Let M be a non-zero Noetherian module. Then M is a direct sum of finitely many indecomposable modules.
Proof. We show first that M has an indecomposable direct summand. Suppose not. Then M is decomposable, say, M = X 1 ⊕ Y 1 , with both summands non-zero. Now write X 1 = X 2 ⊕ Y 2 , X 2 = X 3 ⊕ Y 3 , X 3 = X 4 ⊕ Y 4 , . . . , with all of the X i and Y i non-zero. For each n we have X n ⊕ Y n ⊕ Y n−1 ⊕ · · · ⊕ Y 2 ⊕ Y 1 = M . We get a strictly ascending chain
. . of submodules of M , contradicting the assumption that M is Noetherian.
To complete the proof, choose any indecomposable direct summand Z 1 of M , and write M = Z 1 ⊕ W 1 . If W 1 = 0, we're done; otherwise (by the first paragraph applied to W 1 ), W 1 has an indecomposable direct summand, say, W 1 = Z 2 ⊕ W 2 , with Z 2 indecomposable. If W 2 = 0, write W 2 = Z 3 ⊕ W 3 , with Z 3 indecomposable. The chain Z 1 ⊂ Z 1 ⊕ Z 2 ⊂ Z 1 ⊕ Z 2 ⊕ Z 3 ⊂ . . . has to terminate, and eventually we get M = Z 1 ⊕ · · · ⊕ Z t .
In this paper all of our modules will be finitely generated and therefore, by the next propsition, Noetherian. Proposition 2.2. Every finitely generated module over a Noetherian ring is a Noetherian module. Every submodule of a Noetherian module is finitely generated.
Proof. Given an R-module M and a submodule N , one checks easily that M is Noetherian if and only if both N and M/N are Noetherian. Since (M 1 ⊕ M 2 )/(M 1 ⊕ 0) ∼ = M 2 , it follows that the direct sum of two Noetherian modules is again Noetherian, and hence that a free module R (t) is Noetherian if R is a Noetherian ring. Since a module generated by t elements is a homomorphic image of R (t) , the result follows. For the last statement, observe that if N were a non-finitely generated submodule of a module M , a doomed but persistent attempt to find a finite generating set {x i } for N would yield an infinite strictly ascending chain Rx 1 ⊂ Rx 1 + Rx 2 ⊂ Rx 1 + Rx 2 + Rx 3 ⊂ . . . of submodules of M .
A recurring theme in this paper is the analogy between decompositions of modules and factorization in integral domains. In a Noetherian domain the factorization process for a given element has to terminate. Analogously, the decomposition process of a Noetherian module has to stop in a finite number of steps. One cannot keep splitting off direct summands ad infinitum. In the ring of integers, for example, every integer n ≥ 2 is a finite product of prime numbers. A typical approach to proving this is to show first that n is divisible by some prime p and then to argue, by induction, that n p is a product of primes. The proof of Proposition 2.1 is in the same spirit.
Here is a family of examples where KRSA fails.
Example 2.3. Let R be a commutative integral domain with two non-principal ideals I and J satisfying I + J = R. (For a concrete example, take R = C[x, y], the polynomial ring in two variables, and let I and J be the maximal ideals Rx + Ry and Rx + R(y − 1).) Then
To see this, choose a ∈ I and b ∈ J such that a + b = 1. Define R-homomorphisms ϕ : I ⊕ J → R ⊕ (I ∩ J) and ψ : R ⊕ (I ∩ J) → I ⊕ J as follows:
ϕ : x y → x + y bx − ay ψ : r s → ar + s br − s .
One checks that ϕ and ψ are inverses of each other. Since R is a domain, every non-zero ideal is indecomposable as an R-module. Moreover, neither I nor J is isomorphic to R (since, by assumption, neither is a principal ideal).
This example indicates that the existence of comaximal proper ideals is likely to lead to failure of KRSA. For this reason we will usually restrict our attention to modules over commutative local rings -commutative rings with just one maximal ideal. Notice that a commutative ring is local if and only if the sum of any two non-units is again a non-unit. This observation motivates the following definition: Definition 2.4. A ring Λ (not necessarily commutative) is said to be local provided Λ = 0, and the sum of any two non-units of Λ is again a non-unit.
(The trivial ring in which 1 = 0 is disqualified, since we want the set of non-units to include 0.) By the way, a unit of Λ is an element that has a two-sided inverse. An element can have a left inverse without being a unit. For example, in the endomorphism ring Λ of an infinite-dimensional vector space V with basis {v 1 , v 2 , v 3 , . . . }, consider the unilateral shifts: ϕ : v i → v i+1 and ψ : v i+1 → v i (with ψ(x 1 ) = 0). Then ψϕ = 1 V , but neither ϕ nor ψ is an automorphism of V . Proposition 2.5. Let Λ be a local ring. Then the set J of non-units of Λ is a two-sided ideal of Λ.
Proof. We begin with three observations. First, Λ\J is closed under multiplication, since the product of two units is a unit. Second, if an element x has a left inverse and a right inverse, say, yx = 1 and xz = 1, then y = y(xz) = (yx)z = z, so x is a unit. Third, if x ∈ J then x 2 ∈ J, for if x 2 were a unit then x would have both a left and a right inverse. Now let x ∈ J and λ ∈ Λ. We will show that λx ∈ J; an appeal to symmetry will then imply that xλ ∈ J. Suppose λx / ∈ J. Then λ ∈ J, else x = λ −1 (λx) / ∈ J by our first observation. Also, xλ ∈ J, else x would have both a left and a right inverse. In the equation
all terms on the right-hand side are in J. Since J is closed under addition, this forces λx ∈ J, contradiction.
The reason we're discussing non-commutative rings is that we will need to study endomorphism rings of modules. Given an R-module M , we denote by End R (M ) the ring of endomorphisms of M , that is, Rhomomorphisms from M to M . The addition is pointwise, and the product of f and g is the composition f • g. Endomorphism rings are rarely commutative. For example, for a vector space V over a field F , End F (V ) commutes if and only if dim(V ) ≤ 1. We now observe that the structure of the endomorphism ring of a module determines whether or not the module is indecomposable. We write 1 M (or 1 if there is no ambiguity) to denote the identity map 1 M (m) = m for all m ∈ M . Similarly, 0 M (or 0) denotes the map 0 M (m) = 0 for all m ∈ M . Proposition 2.6. Let M be a non-zero R-module. Then M is indecomposable if and only if 0 and 1 are the only idempotents of End R (M ).
Proof. Suppose e is an idempotent of End R (M ) and e = 0, 1. If x ∈ e(M ) ∩ Ker(e), write x = e(y). Then x = e 2 (y) = e(x) = 0; thus e(M ) ∩ Ker(e) = (0). Also, given any z ∈ M , we have z = e(z) + (z − e(z)) ∈ e(M ) + Ker(e). We have shown that M = e(M ) ⊕ Ker(e). Moreover, e(M ) = (0) since e = 0. Choosing any z ∈ M with e(z) = z, we have 0 = z − e(z) ∈ Ker(e), and M is decomposable.
Conversely, if M = M 1 ⊕ M 2 , with both summands non-zero, the projection map
Indecomposable modules behave, with respect to direct-sum decompositions, like irreducible elements in an integral domain: They cannot be broken down further. The key to proving unique factorization in a principal ideal domain is to show that irreducible elements enjoy a stronger property. Recall that a non-zero non-unit p in an integral domain D is prime provided p | ab =⇒ p | a or p | b. Borrowing notation from factorization theory, we write X | Y , for R-modules X and Y to indicate that there is an R-module Z such that X ⊕ Z ∼ = Y . Soon we will verify KRSA in situations where the indecomposable direct summands all have local endomorphism rings, modeling the proof after unique factorization in Z. The following lemma says that modules with local endomorphism rings behave like prime elements in a domain and, further, that they can be cancelled from direct-sum relations.
Lemma 2.7. Let R be a commutative, Noetherian ring, and let M , X, Y , and Z be R-modules. Assume that E := End R (M ) is a local ring.
Proof. We'll prove (i) and (ii) sort of simultaneously. In (i) we have a module Z such that M ⊕ Z ∼ = X ⊕ Y . In the proof of (ii) we set X = M and again get an isomorphism M ⊕ Z ∼ = X ⊕ Y . Notice that showing that M | X amounts to producing homomorphisms α : M → X and π :
is local, either µα or νγ must be an automorphism of M . Assuming that µα is an automorphism, we let π = (µα) −1 µ : X → M . Then πα = 1 M , and so M | X. Similarly, the assumption that νγ is an isomorphism forces M to be a direct summand of Y . This proves (i).
To prove (ii) we assume that X = M . Suppose first that α is a unit of E. We use α to diagonalize ϕ:
Since all the matrices on the left are invertible, so must be ξ, and it follows that −γα
Suppose, on the other hand, that α ∈ J := {non-units of E}. Then νγ / ∈ J (as µα + νγ = 1 M ), and it follows that α + νγ / ∈ J. We define a new map
which we claim is an isomorphism. Assuming the claim, we diagonalize ψ as we did before to ϕ, obtaining, in the lower-right corner, an isomorphism from Y onto Z. To prove the claim, we use the equation ψϕ = 1 M ⊕Z to get
As α + νγ is an automorphism of M , ψ ϕ is clearly an automorphism of M ⊕ Z. Therefore ψ = (ψ ϕ)ϕ −1 is an isomorphism.
We can now prove KRSA for the class C, provided the indecomposable modules in C have local endomorphism rings. The reader will notice that the structure of the proof is identical to the proof of unique factorization in the ring of integers. In Section 2.1 this result will be applied to the situation where R is a complete local ring. Theorem 2.8. Let R be a commutative Noetherian ring, and let C be a class of finitely generated modules, closed under direct sums, isomorphism, and direct summands. Assume that End R (M ) is a local ring for every indecomposable module M ∈ C. Then KRSA holds in C.
Proof. Let t and u be positive integers, and suppose
where the M i and N j are indecomposable modules in C. We will use induction on t to verify the conclusion of KRSA. The case t = 1 is clear, since M 1 is assumed to be indecomposable. Proceeding inductively, assume that t ≥ 2. Now
After reordering the N j , we may assume that j = u. Using (ii) of Lemma i, we have M 1 ⊕ · · · M t−1 ∼ = N 1 ⊕ · · · N u−1 . The inductive hypothesis now implies that t − 1 = u − 1 (so t = u), and, after reordering, that M i ∼ = N i for each i.
Completions and a Krull-Remak-Schmidt-Azumaya Theorem
In this section we will see that KSRA holds over any complete local ring. Then, in Section 3, we will get a handle on direct-sum decompositions over arbitrary local rings by analyzing what happens to modules on passage to the completion. For the rest of the paper, we let R be a commutative, Noetherian local ring. Then R has exactly one maximal ideal, and we often denote the ring by the pair (R, m) to signal the important role played by the maximal ideal m. We can make R into a metric space by declaring two elements x and y to be close to each other provided their difference is in a high power of m. More generally, let M be a finitely generated R-module. The Krull Intersection Theorem [Mat86, Theorem 8.10], which we shall not prove here, states that
−n , and we let d(x, x) = 0. Note that R is a metric space with metric d. In fact, the triangle inequality holds, in the stronger form d(x, z) ≤ max{d(x, y), d(y, z)} for x, y, z ∈ M . The ring R, respectively, the R-module M , is said to be complete provided every Cauchy sequence in R, respectively M , converges. Whenever we use the terminology "complete local ring", it is tacitly assumed that the ring is commutative and Noetherian.
Proposition 2.9. If (R, m) is a complete local ring, then every finitely generated R-module is complete.
Proof. Given a generating {m 1 , . . . , m t } for M , we get a surjective R-homomorphism from the free R-module R (t) onto M by sending the standard basis elements e i to m i . Now a direct sum of two complete modules is easily seen to be complete, and it follows by induction that R (r) is complete. Since completeness carries over to homomorphic images, we see that M is complete.
The completion R, respectively M , of (R, m), respectively M , with respect to this metric is called the m-adic completion of R (respectively M ). The completion M can be built as the collection of equivalence classes of Cauchy sequences in M , and alternatively as the inverse limit of the modules M/m n M , with respect to the natural surjections π n : M/m n+1 M R/m n M . (The inverse limit is the submodule of the direct product
clear that R is a commutative ring and that M is a finitely generated R-module. It is not hard to show that R is local with maximal ideal m = m R. In fact, ( R, m) is Noetherian, though the proof of this fact is far from trivial. We refer the reader to [AM69, Chapter 10] for the basic theory of completions. For those who like tensor products, we mention that M can be naturally identified with R ⊗ R M . For a familiar example of completion, consider the polynomial ring F [x] in one variable with coefficients in a field F . The ring R of rational functions defined at 0 is then a local ring with maximal ideal m := {f ∈ R | f (0) = 0}. The m-adic completion R of R is then the ring F [[x]] of formal power series. Similarly, the completion of the ring of rational numbers with denominators prime to p is the ring of p-adic integers.
Our goal in this section is to prove KRSA for finitely generated modules over a complete local ring. In view of Theorem 2.8 it will be enough to show that indecomposable finitely generated modules have local endomorphism rings. The proof requires a few preliminary results on the Jacobson radical J (Λ) of a ring Λ. This is the intersection of the maximal left ideals of Λ. (One can check that if Λ is a local ring then J (Λ) is exactly the set of non-units of Λ.) We refer the reader to [Lam01, Chapter 2] for a nice treatment of the basics, which we summarize in the next proposition. Recall that an R-algebra is ring Λ together with a ring homomorphism ϕ : R → Λ that carries R into the center of Λ (that is, (ϕ(r))λ = λ(ϕ(r)) for each r ∈ R and each λ ∈ Λ). If Λ is an R-algebra and is finitely generated as an R-module (via the structure given by rλ := ϕ(r)λ), then we call Λ a module-finite R-algebra. Proposition 2.10. Let Λ be a ring, and let J = J (Λ).
(i) J is the intersection of the maximal right ideals of Λ and therefore is a two-sided ideal of Λ.
(ii) J (Λ/J) = 0.
(iii) If (R, m) is a commutative local ring and Λ is a module-finite R-algebra, then mΛ ⊆ J.
(iv) If Λ has the descending chain condition on left ideals (in particular, if Λ is a finite-dimensional algebra over a field), then J is nilpotent.
Given an ideal I of a ring Λ, we say that idempotents lift modulo I provided for every idempotent e of Λ/I there is an idempotent e of Λ such that e + I = e. Similarly, given a surjective ring homomorphism Λ Γ, we say that idempotents lift from Γ to Λ provided every idempotent of Γ comes from an idempotent of Λ. (Notice, for example, that the idempotent 3 in Z/(6) does not lift to an idempotent of Z.) It is well known that idempotents lift modulo any nil ideal (an ideal in which every element is idempotent). A typical proof of this fact actually yields the following more general result: Proposition 2.11. Let I be a two-sided ideal of a (possibly non-commutative) ring Λ, and let e be an idempotent of Λ/I. Given any positive integer n, there is an element x ∈ Λ such that x + I = e and x ≡ x 2 (mod I n ).
Proof. Start with an arbitrary element u ∈ Λ such that u + I = e, and let v = 1 − u. In the binomial expansion of (u + v) 2n−1 , let x be the sum of the first n terms:
(the other half of the expansion), we see that
Proposition 2.12. Let (R, m) be a complete local ring, and let Λ be a module-finite R-algebra. Then idempotents lift modulo J (Λ).
Proof. Let F = R/m, the residue field of R, and put Λ = Λ/mΛ. By Proposition 2.10, mΛ ⊆ J := J (Λ), and we see that J (Λ) = J := J/mΛ. Now Λ is a finite-dimensional F -algebra, and thus J is nilpotent, by Proposition 2.10. Now Λ/J ∼ = (Λ/mΛ)/(J/mΛ) = Λ/J (by the "Third Isomorphism Theorem" [DF04, Sec.
10.2])
. We have factored our homomorphism Λ Λ/J as the composite Λ Λ Λ/J, thereby dividing the heavy lifting into two stages. Proposition 2.11 takes care of the first stage, from Λ/J to Λ. Therefore it will suffice to show that every idempotent e of Λ = Λ/mΛ lifts to an idempotent of Λ.
Using Proposition 2.11, we can choose, for each positive integer n, an element x n ∈ Λ such that x n + mΛ = e and x n ≡ x 2 n (mod m n Λ). (Of course m n Λ = (mΛ) n .) We claim that (x n ) is a Cauchy sequence for the m-adic topology on Λ. To see this, let n be an arbitrary positive integer. Given any m ≥ n,
n Λ, it follows that z ∈ m n Λ. Thus we have
Multiplying the first congruence, in turn, by x m and by x n , we learn that x m ≡ x m x n ≡ x n (mod m n Λ). If, now, ≥ n and m ≥ n, we see that x ≡ x m (mod m n Λ). This verifies the claim. Since, by Proposition 2.9, Λ is m-adically complete, we let x be the limit of the sequence (x n ).
Let's check that x is an idempotent lifting e. Given any
(mod m n Λ). Since n was arbitrary, the distance between x and x 2 is 0, that is, x = x 2 . Taking n = 1 and choosing m as above, we have x ≡ x m (mod mΛ); thus x + mΛ = x m + mΛ = e. Theorem 2.13. Let (R, m) be a complete local ring. Then KSRA holds for the class of finitely generated R-modules.
Proof. By Theorem 2.8 it will suffice to show that Λ := End R (M ) is local whenever M is an indecomposable finitely generated R-module. Note that End R (M ) is an R-algebra via the ring homomorphism r → (multiplication by r. Moreover, one can show, since R is Noetherian and M is finitely generated, that End R (M ) is module-finite over R. (See Lemma 3.2 for a more general result.)
Since M is indecomposable, Λ has no idempotents other than 0 and 1. Now Proposition 2.12 implies that Λ/J (Λ) has no interesting idempotents either. By Proposition 2.10, mΛ ⊆ J := J (Λ), so Λ/J is a homomorphic image of the finite-dimensional algebra Λ/mΛ over the field F := R/m. Therefore Λ/J has the descending chain condition on left ideals; and J (Λ/J) = 0 by Proposition 2.10. By the Wedderburn-Artin Theorem [Lam01,
. . , D r . But since 0 and 1 are the only idempotents of Λ/J, we see that r = 1 and n 1 = 1, that is, Λ/J is a division ring. It follows that J is exactly the set of non-units of Λ, and hence that Λ is a local ring.
Monoids of Modules
For our purposes, a monoid is a commutative, additive semigroup with identity element. In keeping with the additive notation, we denote the identity element by "0". We will consider two additional conditions one might impose on a monoid:
For a Noetherian local ring (R, m), we define M(R) to be the set of isomorphism classes [M ] of finitely generated R-modules M , endowed with the monoid structure given by the direct sum:
Obviously M(R) is commutative and reduced, and we'll see below, in Corollary 3.7, that M(R) is cancellative. In the next definition, we formulate several concepts we will need in the language of monoids.
Definition 3.1. An element x of a monoid is an atom provided (i) x = 0, and (ii) x = y + z =⇒ y = 0 or z = 0. A monoid Λ is atomic provided it is reduced and cancellative, and every non-zero element of Λ is a finite sum of atoms. A factorial monoid is an atomic monoid in which the representation as a sum of atoms is unique up to order of the summands. In detail: If x i and y j are atoms of Λ and x 1 + · · · + x m = y 1 + · · · + y n , then m = n, and, after a permutation of {1, . . . , m},
Here, x | y means there is z ∈ Λ with x + z = y.
In an atomic monoid Λ, let H be the set of atoms. Since every element of Λ is uniquely an N 0 -linear combination of elements of H, we see that Λ is a free monoid with basis H. In particular, Λ ∼ = N (Ω) 0 , where Ω is an index set of cardnality |H|. In what follows, we will use the terms "factorial monoid" and "free monoid" interchangeably.
For reduced, cancellative monoids, divisor homomorphisms are injective: If ϕ(x) = ϕ(y), then x | y and y | x, say, x + a = y and y + b = x. Then x + a + b = x + 0, whence a + b = 0. Therefore a = b = 0, so x = y.
A finitely generated R-module M is indecomposable if and only if [M ] is an atom of M(R). Expressing a finitely generated R-module M as a direct sum of indecomposable modules amounts to writing [M ] as a sum of atoms of M(R). Given a submonoid Λ of M(R) closed under direct summands, finite direct sums, and isomorphism, we see that Λ is factorial if and only if Λ satisfies KRSA. (Remember we are tacitly assuming that R is Noetherian, so Proposition 2.2 and Proposition 2.1 ensure that M(R) and Λ are atomic.) In particular, M(R) is factorial if (R, m) is a complete local ring. This suggests that we should try to understand the monoid homomorphism Φ :
. This approach is used in virtually every area of mathematics: To understand obstreperous behavior, pass to a structure where the behavior is well understood, and then see how much information is lost in the passage. As it turns out, the homomorphism Φ is a divisor homomorphism (Theorem 3.6) and, in particular, is injective. What is sometimes lost is indecomposability: it can happen that M is indecomposable but M is not. This phenomenon is the source of the fun we'll have when studying the monoids M(R).
The proof that Φ is a divisor homomorphism involves several little tricks, the first of which is to describe the relation M | N in terms of homomorphisms. We let Hom R (M, N ) denote the set of R-homomorphisms from M to N . This is an abelian group with pointwise operations. In fact, it's also an R-module: If f ∈ Hom R (M, N ) and r ∈ R, the product rf is defined by (rf )(x) = rf (x). (Notice that the fact that rf is an R-homomorphism depends on the fact that R is commutative!) Lemma 3.2. Let M and N be finitely generated modules over a commutative Noetherian ring A. Then Hom A (M, N ) is finitely generated as an A-module.
Proof. Let {x 1 , . . . , x t } be a set of generators for N , and define an R-homomorphism ϕ :
. . .
Then ϕ is injective. Since, by Proposition 2.2, N (t) is Noetherian, Hom A (M, N ) is finitely generated.
Lemma 3.3. Let M and N be finitely generated R-modules. Then M | N if and only if there are homomorphisms α ∈ Hom R (M, N ) and β ∈ Hom R (N, M ) such that βα = 1 M .
Proof
and the top left corner yields the equation we want.
Here is one of the most useful results in all of commutative algebra:
Lemma 3.4 (Nakayama's Lemma). Let (A, m) be a commutative local ring, M a finitely generated A-module, and N a submodule of
Proof. By passing to M/N , we may assume that N = 0. Suppose, by way of contradiction, that M = 0. Let {x 1 , . . . , x t } be a minimal generating set; then t ≥ 1. Since M = mM , we can write x t = a 1 x 1 + · · · + a t−1 x t−1 + a t x t . Let u = 1 − a t . Since u / ∈ m, u is a unit of A, and we have x t = u −1 (a 1 x 1 + · · · + a t−1 x t−1 ). (By convention, the right-hand side is 0 if t = 1). It follows that M = Ax 1 + · · · + Ax t−1 , and this contradicts minimality of the original generating set.
Lemma 3.5. Let M be a Noetherian R-module. Every surjective R-endomorphism of M is an automorphism.
. . has to stabilize. Choose any n ≥ 1 such that L n = L 2n , and let x be an arbitrary element of L n . Since f n is surjective, there is an element y ∈ M with f n (y) = x. Then f 2n (y) = f n (x) = 0, so y ∈ L 2n = L n , and hence x = 0. This shows that L n = 0, whence L 1 = 0. Theorem 3.6. Let (R, m) be a commutative Noetherian local ring, and let M and N be finitely generated R-
For the converse, we choose, using Lemma 3.3, homomorphisms α ∈ Hom R ( M , N ) and
finitely generated R-module by Lemma 3.2. Every h ∈ H induces an element h ∈ Hom R ( M , N ). Moreover, Hom R ( M , N ) is naturally isomorphic to the completion H [Mat86, Theorems 7.11 and 8.14]. This means that α can be approximated to any order by elements of H. Taking a first-order approximation, we obtain
and now Nakayama's Lemma implies that g f ( M ) = M . From the view of M as the inverse limit of the modules M/m t , we see that the endomorphisms of M/m t M induced by the composition gf are surjective for each t. Another application of Nakayama's Lemma shows that gf is itself surjective and hence, by Lemma 3.5, an automorphism of M . Letting h = (gf ) −1 g : N → M , we see that hf = 1 M , and now Lemma 3.3 implies that M | N . Similarly, for an element x in a monoid H, we can define add(x): an element h ∈ H belongs to add(x) if and only if there exist an element y ∈ H and a positive integer n such that h + y = nx.
add(M ) as a submonoid of N (t) 0
Let M be a non-zero finitely generated module over a commutative, Noetherian local ring (R, m).
, where
(ii) each n i is a positive integer, and
We preserve this fixed ordering of the indecomposable direct summands
, where the a i are non-negative integers. Let N 0 denote the additive monoid of non-negative integers. We have a monoid homomorphism Ψ : add(M ) → N In summary, we have proved the following: 
Monoids admitting a full embedding into a free monoid N (t) 0 are the subject of intense study and go by several different names. People working in the factorization theory of monoids refer to them as "finitely generated Krull monoids" or "Diophantine monoids" (more on that later). They also figure prominently in applications of commutative algebra to simplicial topology. See, e.g., the book by Bruns and Herzog [BH93] , where they are called "positive normal affine monoids".
One-dimensional rings and Diophantine monoids
The dimension of a commutative ring A is the supremum of integers r for which A has a chain P 0 P 1 · · · P r of prime ideals. It can be shown [BH93] that for a local Noetherian ring (R, m), the ring R and its completion R have the same dimension. Soon we will restrict our attention to one-dimensional local rings (R, m). With this restriction we will be able to describe exactly how M(R) sits inside M( R), that is, exactly which R-modules come from R-modules. (We say, informally, that a finitely generated R-module N comes from an R-module provided there is a finitely generated R-module M such that M ∼ = N . We will soon make this concept formal.)
A Diophantine monoid is a monoid isomorphic to the monoid of non-negative integer solutions to a finite system of homogeneous linear equations with integer coefficients. Thus H is Diophantine if and only if there exist positive integers s and t and an s × t integer matrix ϕ such that H ∼ = (Ker(ϕ)) ∩ N (t) 0 . In this case we see that H is a full submonoid of N (t) 0 . In fact the converse holds: If H is a full submonoid of some N (r) 0 then in fact H is Diophantine (though one might have to take the integer t in the definition strictly larger than r). A proof of this fact, attributed to M. Hochster, is outlined in Exercise 6.1.10 on page 263 of [BH93] . The big theorem we are heading toward is a realization theorem, which says that given any Diophantine monoid H there is a one-dimensional local Noetherian integral domain (R, m) and a finitely generated R-module M such that Γ(M ) ∼ = H.
In dimension one, the rank of an R-module N , defined in terms of the localizations at the minimal prime ideals, is the key to determining whether or not N comes from an R-module. Let A be any commutative ring, not necessarily local. If P is a prime ideal of A, then A P denotes the set of formal fractions a s where a ∈ A and s ∈ A\P , with the following equivalence relation: , fix a point p ∈ R, and let P be the maximal ideal consisting of polynomials f for which f (p) = 0. Then A P is the ring of rational functions that are defined near p (whence the term "local"). The prime ideals of A P are exactly the ideals QA P , where Q is a prime ideal of A and Q ⊆ P .
We will be particularly interested in localizations at minimal primes. These are the primes ideals P that contain no prime ideal properly. More generally, given an ideal I of A, a minimal prime of I is a prime ideal P such that I ⊆ P and there is no prime ideal Q with I ⊆ Q P . The minimal primes of A are thus the minimal primes of the ideal (0).
We can localize modules too: For an A-module M and a prime ideal P of A, M P is the set of formal fractions m s where m ∈ M and s ∈ A−P (with a similar equivalence relation). The multiplication (a/s)(m/t) = (am)/(st) makes M P into an A P -module. If M is finitely generated as an A-module, then M P is a finitely generated R Pmodule: if m t , . . . , m t generate M over A, then the fractions m i /1 generate M P over A P .
Proposition 3.12. If A is a Noetherian ring, then A has only finitely many minimal primes.
Proof. The proof is a quintessential example of a process called "Noetherian induction". We will prove the formally stronger statement that every ideal has only finitely many minimal primes. Suppose this fails. Then, since A is Noetherian, there is an ideal I maximal with respect to having infinitely many minimal primes. Then I is certainly not a prime ideal, so there are elements x, y ∈ A − I such that xy ∈ I. The ideals K := I + Ax and L := I + Ay each have only finitely many minimal primes, since they contain I properly. Now every minimal prime P of I must contain either K or L and must therefore be either a minimal prime of K or a minimal prime of L, an obvious contradiction.
In a commutative ring A, the set Nil(A) of nilpotent elements is exactly the intersection of the prime ideals of A. (If x / ∈ Nil(A), Zorn's Lemma provides an ideal P maximal with respect to containing no power of x, and a little fiddling shows that P is a prime ideal.) We say that A is reduced provided Nil(A) = (0). (The word "reduced" here has little to do with the property defined above for monoids; it's just one of those unfortunate collisions of terminology.) Lemma 3.13. Let P be a minimal prime ideal in a commutative reduced ring A. Then A P is a field.
Proof. Suppose x is a non-unit of A P ; our goal is to show that x = 0. We have xA P A P , and Zorn's Lemma implies that xA P is contained in some maximal ideal m of A P . Since P is a minimal prime, P A P is the unique prime ideal of A P and therefore must equal Nil(A P ). An easy computation shows that Nil(A P ) = (0), so (0) is the unique prime ideal of A P . Since maximal ideals are prime, we have m = (0), whence x = 0.
Assume, now, that (R, m) is reduced (and Noetherian and local as always), and let M be a finitely generated R-module. For a minimal prime ideal P of R, let rank P (M ) denote the dimension of M P as a vector space over the field R P . If P 1 , . . . , P s are all of the minimal primes of R, the rank of M is the s-tuple (r 1 , . . . , r s ), where r i = rank Pi (M ). If r i = r j for all i, j, we say that M has constant rank.
Suppose, for example, that R has three minimal primes P 1 , P 2 , and P 3 . Then the R-module R has rank (1, 1, 1). The R-module R/P 1 has rank (1, 0, 0), and R/(P 1 ∩ P 2 ) has rank (1, 1, 0). One can show easily that R/m has rank (0, 0, 0).
In general, suppose that P 1 , P 2 , . . . , P s are the minimal primes of R, and let E ⊆ {1, 2, . . . , s}. Then rank R i∈E P i = (r 1 , . . . , r s ), where
It follows that every s-tuple of zeros and ones can be realized as the rank of a cyclic R-module. Moreover, every non-zero cyclic module R/I over a local ring (R, m) is indecomposable. We'll refer to s-tuples of zeros and ones as boring s-tuples. Soon we will see how to build indecomposable modules with more interesting ranks. As we shall see in Interlude 3.19, however, even modules with boring ranks sometimes suffice to demonstrate failure of KRSA.
Assumptions 3.14. From now on (R, m) is a local noetherian ring of dimension one, and its minimal primes are P 1 , . . . , P s . We assume further that R is reduced (so of course R is reduced as well).
We now return to the question of which R-modules come from R-modules. We'll also need to know which R-modules come from indecomposable R-modules. We'll call a non-zero finitely generated R-module N extended if N ∼ = M for some finitely generated R-module M , and minimally extended if, in addition, no non-zero proper direct summand of M is extended.
Let's rephrase Theorem 3.11 in these terms.
Corollary 3.15. Let M be a finitely generated R-module. These are equivalent:
(ii) M is minimally extended.
For one-dimensional rings, we have the following result due to L. S. Levy and C. Odenthal [LO96, Theorem 6.2], which tells us exactly which R-modules are extended. There is a partial result for certain twodimensional rings, but there is no such result for rings of dimension greater than two; in fact, the general question of which modules over the completion of a local ring A come from A-modules seems to be extremely difficult.
Proposition 3.16. Let (R, m) be a one-dimensional Noetherian local ring. Let R denote the m-adic completion of R, and assume R is reduced. Let M be a finitely generated R-module. Then M is extended from an R-module if and only if rank P (M ) = rank Q (M ) whenever P and Q are minimal prime ideals of R with P ∩ R = Q ∩ R We will not prove this result here, but refer the reader to [LO96, Theorem 6.2]. If R is a domain, then 0 is the only minimal prime ideal of R, and Proposition 3.16 takes the following form:
Corollary 3.17. Let (R, m) be a one-dimensional Noetherian local integral domain. Let R denote the m-adic completion of R, and assume R is reduced. Let M be a finitely generated R-module. Then M is extended from an R-module if and only if M has constant rank.
Given a finitely generated R-module M , we know that add(M ) can be viewed as a full submonoid of some Theorem 3.18. Let (R, m) be a one-dimensional local ring with reduced completion R, and let M be a finitely generated R-module. Then add(M ) is a Diophantine monoid.
Proof. By Theorem 3.11 it will suffice to show that Γ(M ) is a Diophantine monoid. Let P 1 , . . . , P s be the minimal prime ideals of R. As in Section 3.1, write
, where the V j are non-isomorphic indecomposable R-modules and the n j are positive integers. Let r ij = dim R P i ((V j ) Pi ), so that (r 1j , . . . , r sj ) = rank(V j ).
Suppose Interlude 3.19. At this point we describe a couple of "warmup" examples, to illustrate the general method we will use to demonstrate failure of KRSA. Suppose, for example, that (R, m, k) is a one-dimensional Noetherian local domain whose completion R has three minimal prime ideals P 1 , P 2 , P 3 . We assume, as always, that R is reduced. For i = 1, 2, 3, let X i = R/P i and Y i = R/ j =i P j . Then rank(X i ⊕ Y i ) = (1, 1, 1), so Corollary 3.17 provides a finitely generated R-module A i such that A i ∼ = X i ⊕ Y i . Similarly, there are finitely generated R-modules B and C such that X 1 ⊕ X 2 ⊕ X 3 ∼ = B and Y 1 ⊕ Y 2 ⊕ Y 3 ∼ = C, since the given R-modules have constant ranks (1, 1, 1) and (2, 2, 2) respectively. It is easy to see that B, C and the A i are minimal extended. By Corollary 3.15, the corresponding R-modules B, C, A i are indecomposable. Moreover, Corollary 3.7 implies that A 1 ⊕A 2 ⊕A 3 and B⊕C are isomorphic, since their completions are both isomorphic to X 1 ⊕X 2 ⊕X 3 ⊕Y 1 ⊕Y 2 ⊕Y 3 .
In order to obtain examples such as the one mentioned in the introduction, we will need R-modules with more interesting rank functions. Still assuming R is a domain, suppose R has two minimal primes P 1 and P 2 . Fix an integer n ≥ 2, and suppose we can build indecomposable finitely generated R-modules E, F and G with respective ranks (2n+1, n+1), (n+2, n+1) and (0, n+1). Given [a b c] ∈ N + 1, 1) , we see that A, B and C are indecomposable R-modules. Moreover, we have the relation A ⊕ B ∼ = C (n+1) . (The example mentioned in the introduction is the case n = 2.) An innocent bystander analyzing powers of C would not detect the silly direct-sum behavior until the n + 1 st step, since C (n) has only one representation as a direct sum of indecomposable modules.
These examples suggest that in order to realize an arbitrary Diophantine monoid as a monoid of the form Γ(M ), we need to find examples where, first of all, R has more minimal primes than R does, and second, R has finitely generated modules with interesting rank functions. The next theorem [Wie01, (2.3) and (2.4)] fits the bill perfectly. Moreover the requisite ring can always be chosen to be an integral domain, and the module M to be torsion-free. (Over an integral domain R, a module M is torsion-free provided rm = 0 when r and m are non-zero elements of R and M , respectively.) Theorem 3.20. Fix an integer s ≥ 2, and let (r 1 , . . . , r s ) be an arbitrary non-trivial s-tuple of non-negative integers. Choose real numbers q 1 < · · · < q s . Let R be the subring of the field R(x) of rational functions in one variable consisting of functions f (x) satisfying the following conditions: There's nothing special about the field of real numbers here. All we need is a field with at least s distinct elements q 1 , . . . , q s . The construction of the module M and the proof of indecomposability are quite technical and use ideas going back to a 1967 paper of Drozd and Roȋter [DR67] on the classification of one-dimensional rings of finite representation type. While we won't say anything more about the module M we will say a little bit about the ring and where the various maximal ideals of R come from. The maximal ideal of R is m := {f ∈ R | f (q 1 ) = · · · = f (q s ) = 0}. The ring R is a subring of the ring S consisting of rational functions that are defined at each q i . The ring S has exactly s maximal ideals, namely, m i := {f ∈ S | f (q i ) = 0}, i = 1, . . . , s. One can show that S is finitely generated as an R-module, so that S is a finitely generated R-module. The ring S/m S has a family of orthogonal idempotents, one for each maximal ideal m i S, and by Propositions 2.10 and 2.12 these lift to idempotents of S. These idempotents give a decomposition S = D 1 × · · · × D s , in which each D i is a one-dimensional local domain. Then Q i := j =i D j is a minimal prime ideal of S, and the prime ideals P i := Q i ∩ R are exactly the minimal prime ideals of R. For j = 1, . . . , t, choose, using Theorem 3.20, an indecomposable, finitely generated, torsion-free R-module N j such that rank(N j ) = (q 1j + h, . . . , q mj + h, h), j = 1, . . . , t. 
Measuring Failure of KRSA
In this section we describe invariants that are useful in determining the extent to which direct-sum decompositions can be non-unique.
More on Monoids
We briefly leave the world of direct-sum decompositions and recall some basic concepts of factorization in commutative monoids. We will return later to monoids of modules and use these tools to describe how badly KSRA can fail over Noetherian local rings of dimension one.
Throughout, let H denote a monoid satisfying (i) and (ii) of §3. In fact [GHK06, Theorem 2.4.8], every Krull monoid has a divisor theory. Although we will not prove this here, we will need this fact when we discuss the divisor class group of a Krull monoid.
Our next task is to show that all Krull monoids are atomic. The key to proving Theorem 4.3, as well as Theorem 4.4, is to appeal to the descending chain condition on N 0 . Moreover, if h 1 + h 2 ∈ add(x), with h i ∈ H, then h 1 , h 2 ∈ add(x); it follows that every atom of add(x) is actually an atom of H. Therefore it will suffice to show that x is a sum of atoms of add(x). By Lemma 4.2, N (F ) 0 , and hence H, satisfies DCC. We will show, in fact, that every non-zero element of add(x) is a sum of atoms. If not, the set B of non-zero elements of add(x) that cannot be expressed as a sum of atoms of add(x) is non-empty. By the descending chain condition, B has a minimal element b. Cetainly b is not an atom, so b = c + d, where c and d are non-zero elements of add(x). Then c < b and d < b, so neither c nor d is in B. Writing c and d as sums of atoms makes b a sum of atoms, contradicting the fact that b ∈ B. This contradiction shows that B = ∅, and the proof is complete.
Moreover, if H is a full submonoid to N (t) 0 for some positive integer t, in particular, if H is a Diophantine monoid, then H has only finitely many atoms, as we shall see in Corollary 4.5 below. (Recall that the atoms are the minimal elements of H\{0}.) Given any poset X, we define a clutter to be a subset S of X with no order relations among its elements. In other words, if x, y ∈ S, then neither x < y nor y < x. (The less colorful term "antichain" is often used in the literature.) Proof. The second statement follows from the first, since min(Y ) is a clutter. To prove the first statement, we use induction on t, the case t = 1 being trivial. Suppose, now, that t ≥ 2, and let M be a clutter in N (t) 0 . If M = ∅, then M is very finite, so we assume that M = ∅ and fix an element [a 1 . . . a n ] in M .
For each pair of integers i and j with 1 ≤ i ≤ n and 0 0 . Now every atom of H that divides x is actually an atom of add(x), which, by Corollary 4.5, has only finitely many atoms. Thus there are only finitely many atoms p 1 , . . . , p n that divide x. The decompositions of x are all of the form x = e 1 p 1 + · · · + e n p n , for suitable non-negative integers e i , and our task is to show that there are only finitely many sequences (e 1 , . . . , e n ) arising in this way. It will suffice to establish a bound on each e i . Suppose, by way of contradiction, that there is an atom p of H such that ep | x for every positive integer e. Then, in the coordinate-wise partial ordering on N (Ω) , we see that a divisor class is a coset z + L, where z ∈ Z
(Ω) and L is the image of the homomorphism Q(ϕ). We let π :
Cl(H) be the canonical surjection. An element z ∈ Z (Ω) belongs to Ker(π) if and only if there are elements x, y ∈ H such that ϕ(x) − ϕ(y) = z. Moreover, we claim that
To verify the reverse inclusion, suppose z ∈ Ker(π) ∩ N (Ω) 0 , and write z = ϕ(x) − ϕ(y), with x, y ∈ H. Then z + ϕ(y) = ϕ(x), so ϕ(y) | ϕ(x). Therefore y | x, as ϕ is a divisor homomorphism, say, y + h = x. Now ϕ(h) = ϕ(x) − ϕ(y) = z. This shows that Ker(π) ∩ N Cl(H) is the canonical projection.) As we shall see in Theorem 4.13, if Cl(H) is infinite and every divisor class contains a prime, then factorization in H is wildly non-unique. The reader should note that the elements e ω are exactly the atoms, equivalently, prime elements, of the free monoid N (Ω) 0 . It might be seem more consistent to say that a divisor class contains an atom, but the terminology above is ubiquitous in the literature, and we will stick with it.
In the following theorem [BS] we require the matrix A to contain certain columns of zeros and ones and observe that the natural inclusion Ker(A) ∩ N
is nearly always a divisor theory. In Section 4.2 we will use the existence of certain boring ranks to acquire these additional columns. We also determine the divisor class groups of such Diophantine monoids and consider which divisor classes contain primes. More general results for finitely generated Diophantine monoids can be found in [CKO02] . with 1 in the ith coordinate and 0 elsewhere; note that Dε i is precisely the ith column of D. Define
One checks that β + β 1 and β + β 2 are in N (Ω) 0 ∩ Ker(D) = H and that β is the greatest lower bound of
is a divisor theory. For each i ∈ {1, 2, . . . , q}, the standard basis vector e i occurs as a column of D, and thus D :
Clearly Q(H) ⊆ Ker(D), and we now show the reverse inclusion. Let α ∈ Ker(D), and write α = β − γ for some β, γ ∈ N (Ω) 0 . As in the previous paragraph, find β 1 ∈ N
(Ω) 0
0 ∩ Ker(D) = H, and so α = (β + β 1 ) − (γ + β 1 ) ∈ Q(H). Therefore Q(H) = Ker(D), and now
. This proves (ii). For (iii), we observe that, for an element z ∈ Z (Ω) , the isomorphism in (ii) carries the divisor class π(z) to the matrix product Dz ∈ Z (q) . Suppose now that c is the ω th column of D. Then c = De ω , which corresponds, via the isomorphism in (ii), to the divisor class π(e ω ). Since this divisor class contains the prime e ω , the proof is complete.
Let H be a Krull monoid and h a non-zero element of H. The set of lengths of h is L(h) := {n | h = a 1 + · · · + a n for atoms a i ∈ H}. The elasticity of h ∈ H is ρ(h) := sup L(h)/ inf L(h). Since, by Corollarly 4.6, h has only finitely many distinct factorizations, the elasticity ρ(h) is finite. If H is free, then factorization is unique, and hence ρ(h) = 1 for every non-zero element h ∈ H. The converse can fail, as we see in the following example. a 1 , a 2 , a 3 , a 4 , b 1 , b 2 , b 3 , and b 4 , then a 1 + a 2 + a 3 + a 4 = b 1 + b 2 + b 3 + b 4 , and hence ρ(H) = 1. However, since α 1 + α 4 = α 2 + α 3 , it is clear that H is not factorial. We say that a monoid H is half-factorial if |L(h)| = 1 for every non-zero element h ∈ H (equivalently, H is atomic and any two representations of an element of H as a sum of atoms have the same length). We put ρ(H) := sup{ρ(h) | h ∈ H\{0}}, the elasticity of H. The monoid H is fully elastic provided every rational number in the closed interval [1, ρ(H)] occurs as the elasticity of some element of H. (Note that if ρ(H) = ∞, we say H is fully elastic if every rational number in [1, ∞) occurs as the elasticity of some element in H.)
We now introduce the block monoid of a Krull monoid. This object is often easier to study, yet it carries a great deal of information about the original monoid.
Definition 4.10 (block monoid). Let G be an abelian group, let P be any subset of G, and let F(P ) be the free abelian monoid with basis P . Thus F(P ) consists of formal N 0 -linear combinations of elements in the set P with the obvious binary operation. We express an element b of F(P ) as follows:
where the p i are in P and the n i are non-negative integers and ⊕ denotes a formal sum in F(P ). Consider the map σ :
taking the formal sum in F(P ) to the actual sum in G. The submonoid B(G, P ) = {s ∈ F(P ) : σ(s) = 0} of F(P ) is called the block monoid of G with respect to P . In other words, the block monoid is the set of formal sums that add up to 0 in the group G. (In the literature, the free monoid F(P ) and the block monoid B(G, P ) are usually written multiplicatively, but the additive notation seems more appropriate to our situation.)
We are particularly interested in the following situation:
(ii) G = Cl(H), and (iii) P is the subset of G consisting of divisor classes that contain primes.
In this situation, we refer to B(G, P ) as the block monoid of H and denote it simply by B(H).
Before describing how B(H)
is useful in studying factorization in the Krull monoid H, we need to define a type of monoid homomorphism that preserves basic factorization properties. (ii) ϕ(z) = 0 for each non-zero z ∈ H, and (iii) whenever ϕ(z) = a + b in K, there exist x, y ∈ H such that ϕ(x) = a, ϕ(y) = b, and x + y = z in H.
Suppose that ϕ : H → K is a transfer homomorphism. Given z ∈ H, one checks easily that z is an atom of H if and only if ϕ(z) is an atom of K. In fact, ϕ preserves the basic structure of factorizations in H. In particular, L(z) = L(ϕ(z)) (and consequently ρ(z) = ρ(ϕ(z)) and ρ(H) = ρ(K)) [Ger88] , and we can study sets of lengths and elasticities in H by studying these same invariants in K. We take this approach when H is a Krull monoid and K is the block monoid B(H). In the next result (proved in more generality in [Ger88] ) we establish a transfer homomorphism β : H → B(H). But first we set the stage by building a commutative diagram that shows the various homomorphisms involved.
Let H be a Krull monoid with divisor theory ϕ :
Cl(H) denote the canonical surjection onto the divisor class group of H, and let P be the set of divisor classes that contain primes. Thus P = {π(e ω )} ω∈Ω where the set {e ω } ω∈Ω is the standard basis for the free monoid N and that the map ϕ in the (4.4) is the inclusion map.
We have already verified (i) in Definition 4.11. In order to check (ii) and (iii), we establish some notation to allow for the fact that the homomorphism β may not be injective. Given an element z ∈ N (Ω) 0 , write z = ω∈F m ω ω, where F is a finite subset of Ω and the m ω are non-negative integers. Let p 1 , . . . , p s be the distinct elements of {π(e ω )} ω∈F . For i = 1, . . . , s, let F i = {ω ∈ F | π(e ω ) = p i }, and put n i = ω∈Fi m ω . Then β(z) = β(z) = n 1 p 1 ⊕ · · · ⊕ n s p s ∈ F(P ).
Suppose now that z is a non-zero element of H. Choose ω ∈ Ω such that m ω > 0, and suppose ω ∈ F i . Then n i > 0, whence β(z) = 0. This proves (ii). For (iii), suppose β(z) = a + b, with a, b ∈ B(H). Since β(z) = n 1 p 1 ⊕ · · · ⊕ n s p s and the p i are distinct basis elements of the free monoid F(P ), it follows that a = k 1 p 1 ⊕ · · · ⊕ k s p s and b = 1 p 1 ⊕ · · · ⊕ s p s , where 0 ≤ k i ≤ n i and k i + i = n i for each i. In order to decompose z in a manner that is compatible with the decomposition of β(z), we fix an index i for the moment and recall that ω∈Fi m ω = k i + i . We can choose, for each ω ∈ F i , a non-negative integer u ω ≤ m ω in such a way that ω∈Fi u ω = k i . Put v ω = m ω − u ω . Now, letting i vary, we have u ω + v ω = m ω for all ω ∈ F . Putting x = ω∈F u ω e ω and y = ω∈F v ω e ω , we see that β(x) = a, β(y) = b, and x + y = z. Finally, (4.3) implies that x and y are in H, since their images under β are in B(H).
We state without proof the following amazing result on sets of lengths in a Krull monoid with infinite divisor class group. This theorem shows how dreadful factorization can be in certain monoids. . Let H be a Krull monoid with infinite divisor class group, and assume that every divisor class contains a prime. Then, for any non-empty finite set L ⊆ {n ∈ N | n ≥ 2}, there exists an element h ∈ H such that L(h) = L.
Thus, for example, there's an element h ∈ H with the following property: h is a sum n atoms if and only if n ∈ {7, 33, 9268}. An immediate corollary of Kainrath's theorem is that any monoid satisfying the hypotheses of Theorem 4.13 has infinite elasticity -a result we will apply in Example 4.17.
Corollary 4.14. Let H be a Krull monoid with infinite divisor class group G, and assume that every divisor class contains a prime. Then ρ(H) = ∞, and H is fully elastic.
Proof. Given a rational number p ≥ 1, write p = a b with a, b ∈ N. By Theorem 4.13, there is an element h ∈ H with L(h) = {2b, 2a}, and thus ρ(h) = 2a 2b = p.
Back to Direct-sum Decompositions
Suppose R is a one-dimensional reduced commutative Noetherian local ring. By Propositions 2.1 and 4.3, M(R) is an atomic Krull monoid. Also, by Theorem 3.6, the map [M ] → [ M ] gives a divisor homomorphism M(R) → M( R). By Theorem 2.13, M( R) is isomorphic to the free monoid N (Ω) 0 , where Ω is the set of isomorphism classes of indecomposable finitely generated R-modules. In this section we apply the tools from Section 4.1 to demonstrate spectacular failure of KRSA over one-dimensional Noetherian local rings.
Given the set of ranks of all indecomposable modules over the ring R, and a description of how minimal primes of R lie over the minimal primes of R, we can completely describe M(R) as a Diophantine monoid.
Let P 1 , . . . , P s denote the minimal primes of R, and for each i ∈ {1, . . . , s} let Q i,1 , . . . , Q i,ti denote the minimal prime ideals of R with Q i,j ∩ R = P i . Let q = | Spec( R)| − | Spec(R)|. Since the minimal primes in a one-dimensional local ring are the ones different from the maximal ideal, q is the difference between the number of minimal primes of R and the number of minimal primes of R. Note that q = (
(By the way, we are using the fact [Mat86, Theorem 7.3] that the map Spec( R) → Spec(R), taking
0 , where Ω is the set of indecomposable finitely generated R-modules, and where the matrix A is the q × Ω matrix defined by the following scheme:
For an indecomposable R-module M , let (r 1,1 , . . . , r 1,t1 , . . . , r s,1 , . . . , r s,ts ) denote its rank, where r i,j = rank Qi,j (M ), the rank of M at Q i,j . The column indexed by the isomorphism class [M ] is the transpose of the vector r 1,1 − r 1,2 · · · r 1,1 − r 1,t1 r 2,1 − r 2,2 · · · r 2,1 − r 2,t2 · · · r s,1 − r s,2 · · · r s,1 − r s,ts .
If Q 1 , Q 2 , . . . , Q t are the minimal primes of R, and I ⊆ {1, 2, . . . , t}, then R/ ∩ i∈I Q i is an indecomposable finitely generated R-module of rank (r 1 , r 2 , . . . , r t ) where r i = 1 if i ∈ I and r i = 0 if i ∈ I. Thus the matrix A contains, as a submatrix, the matrix [D 1 |D 2 ] as in Theorem 4.8. Moreover, if α ∈ Cl(M(R)), then α contains a prime if α = Ae ω for some atom e ω in Z (Ω) . Since Ae ω is the ωth column of A, the elements in Cl(M(R)) ∼ = Z (Ω) that contain primes correspond to the distinct columns of A. Therefore the block monoid is where A denotes the matrix formed by eliminating all repeated columns in A. In the following examples, we construct the matrix A and apply factorization-theoretic techniques to the study of direct-sum decomposition over certain one-dimensional local rings.
We also use this strategy to investigate direct-sum decompositions of restricted classes of modules, e.g., the class of all finitely generated torsion-free modules. In this context we note that an extended finitely generated torsion-free R-module is necessarily extended from a finitely generated torsion-free R-module. In the first example we consider a possibly incomplete list of ranks to exhibit failure of KRSA and give bounds on the elasticity of M(R).
Example 4.15. Suppose that R is an integral domain and that its completion R has two minimal primes P 1 and P 2 . Recall that the indecomposable R-module R/P 1 has rank (1, 0) and the indecomposable R-module R/P 2 has rank (0, 1). Let M and N be indecomposable R-modules with ranks (m 1 , m 2 ) and (n 1 , n 2 ) respectively. Suppose further that a := m 1 − m 2 and b := n 2 − n 1 are positive, and let c denote the least common multiple of a and b. Since a, b > 0, neither M nor N is extended. However, one checks that M (c/a) ⊕ N (c/b) is minimally extended and is thus the completion of an indecomposable R-module Z. We note also that M ⊕ ( R/P 2 ) (a) , N ⊕ ( R/P 1 ) (b) , and R/P 1 ⊕ R/P 2 are also minimally extended and hence are the completions of indecomposable R-modules X, Y , and W respectively. Since Giving a complete list of ranks of indecomposable R-modules would allow a more precise calculation of elasticity. Unfortunately, acquiring this set of ranks is a difficult problem in general. However, in certain cases, the ranks of all indecomposable modules are known. As the construction of indecomposables with various ranks is rather technical, we simply provide the ranks and go from there. In the next example, we describe the non-uniqueness of direct-sum decompositions of torsion-free modules over a ring which has finite representation type, i.e., it has, up to isomorphism, only finitely many indecomposable torsion-free modules.
Example 4.16. Fix a positive integer n. Suppose R is a local domain whose m-adic completion R is isomorphic to C[[x, y]]/(x 2 y − y 2n+1 ). (We know that such a ring exists by a theorem of Lech [Lec86] .) Note that R has exactly three minimal primes, namely y R, (x − y n ) R, and (x + y n ) R. We first consider all finitely generated R and R modules, even those with torsion. Let r be any positive integer, and set s = 1+2+· · ·+r. For each i ∈ {1, 2, . . . , r, s}, there exist, by [HRKW08] , indecomposable finitely generated R-modules M i and N i of rank (0, 0, i) and (i, i, 0), respectively. (These modules are not necessarily torsion-free.) Since R is a domain, none of these modules is extended. However, M 1 ⊕ N 1 , . . . , M r ⊕ N r , ( r i=1 M i ) ⊕ N s , and ( r i=1 N i ) ⊕ M s are extended. Moreover, these modules are minimally extended and are thus extended from indecomposable R-modules. Since
we see that 2, r + 1 ∈ L([M ]), and hence the elasticity of the element [M ] ∈ M(R) is at least r+1 2 . As r was arbitrary, the elasticity of M(R) is infinite.
The direct-sum behavior of finitely generated torsion-free modules over R isn't so crazy. In fact, R and R have finite representation type. The following table (cf. [Yos90] , [Bae07] ) gives a list, up to isomorphism, of all indecomposable finitely generated torsion-free R-modules, along with their ranks at the three minimal primes. We now use this information to describe direct-sum behavior of finitely generated torsion-free modules over R. Since we are dealing only with torsion-free modules, we refer to the monoids C( R) and C(R) of finitely generated torsion-free modules over R and R, respectively. Since KRSA holds for the class of all finitely generated R modules, C(R) ⊆ C( R) ∼ = N (4n+5) 0
. If M is any finitely generated torsion-free R-module, we have 
