Abstract. We consider a nonlocal evolution equation in R 2 : ∂tu + ∇ · (uK * u) = 0, where K(x) = µ x |x| α , µ = ±1 and 1 < α < 2. We study wellposedness, continuation/blowup criteria and smoothness of solutions in Sobolev spaces. In the repulsive case (µ = 1), by using the sharp blowup criteria, we prove global wellposedness for any positive large initial data. In the attractive case (µ = −1), by using a novel free energy inequality together with a mass localization technique, we construct finite time blowups for a large class of smooth initial data.
1. Introduction and main results. In this paper we consider the following Cauchy problem:
where the linear integral operator B(u) is defined as B(u)(x) = µ R 2
x − y |x − y| α u(y)dy,
and µ = ±1, 1 < α < 2. By Fourier transform, it is not difficult to check that B(u) has an equivalent expression
where C 1 > 0 is a constant depending on α. The fractional Laplacian |∇| a for any a ∈ R is defined via the Fourier transform
In what follows we will often make use of (3) without further explicit mentioning its equivalence to (2) . Solutions to (1) typically represent density of particles in R 2 which undergo some aggregation process. For this reason physically meaningful solutions are nonnegative functions u : R + × R 2 → R and we will also assume the initial data u 0 is nonnegative. When µ = 1 we call B a repulsive kernel and in this case we will prove global wellposedness of solutions in some Sobolev space. When 1592 DONG LI AND XIAOYI ZHANG µ = −1 we call B an attractive kernel and we shall show that finite time blowup can occur even for smooth initial data.
Equations of the form (1) with different choices of the kernel B and possibly the addition of a diffusion term describe many physical processes involving aggregation of particles or biological individuals (cf. [1] , [3] , [4] , [12] and references therein). When α = 2, µ = −1, (1) with a diffusion term on the RHS models the evolution of a cluster of particles interacting through gravitational attraction (cf. [14] ). In this case one also recovers a simplified case of the classical Keller-Segel model (cf. [6] ). When α = 2, µ = 1, (1) with a diffusion term on the RHS describes the Brownian diffusion of some charged particles with Coulomb repulsion interaction (see [2] ). If in (1) on chooses B(u) = ∇K * u with K(x) = e −|x| , then we obtain an aggregation equation recently studied in [3] , [9] , [11] and [10] . Note that near the origin one can approximate the term ∇K by its homogeneous part −x/|x|. In this sense the model with K(x) = e −|x| corresponds to the case of (1) with B(u) defined as (3), α = 1 and µ = −1. It is shown in [3] , [9] , [10] that for the model with K(x) = e −|x| finite time blowup can occur for a class of smooth initial data. The case of (1) with α = 2, µ = ±1 and a fractional diffusion term on the RHS is considered in [12] . There by using a truncated virial argument and a mass localization argument, it is shown that in the attractive case (µ = −1) finite time blowup must happen for a class of smooth initial data with mass localized near the origin. In the repulsive case (µ = 1) one can prove global wellposedness for generic initial data in some Sobolev space. Equation (1) also share a similar form with several other models with different choices of the kernel B. For example, if one makes the choice B(u) = (−∆) −1 ∇ ⊥ u, where ∇ ⊥ u := (−∂ x2 u, ∂ x1 u), then we obtain the usual 2D Euler equation in vorticity form for which global solutions exist under rather general conditions on the initial data. Another closely related model is the surface quasi-geostrophic equation (SQG) for which B(u) = |∇| −1 ∇ ⊥ u. An outstanding open problem is whether solutions to SQG with smooth initial data develops blowup in finite time. We refer the interested readers to [5] , [7] , [8] and the literature therein for some recent results on blowups and more detailed references.
The main goal of this paper is to study wellposedness and blowup issues of solutions to (1) for which the kernel B(u) has a mild singularity near the origin, where B(u) is defined as in (2) . As was already mentioned, the cases α = 1 and α = 2 have been considered in [3] , [9] , [10] and [12] respectively. Therefore in some sense (1) with the choice 1 < α < 2 can be regarded as a family of models interpolating between the previous two cases. By some classical analysis, we shall prove local wellposedness, sharp blowup/continuation criteria of solutions. By using a novel free energy inequality, we establish finite time blowup of solutions in the attractive case (µ = −1) for a class of smooth initial data with mass localized near the origin. It is worth mentioning that the blowup argument here is quite different to that of [12] where one uses a virial type argument. In the repulsive case (µ = 1) we prove global wellposedness of solutions for generic initial data in some Sobolev space.
This paper is organized as follows. In section 2 we establish some basic local wellposedness results. In section 3 we prove sharp continuation/blowup criteria of solutions. As a corollary we prove the global wellposedness of classical solutions in the repulsive case (µ = 1) for generic initial data. In section 4 we construct finite time blowup for a class of smooth initial data with mass localized near the origin. This is done by proving a new free energy inequality together with the help of several needed lemmas.
Notation. Throughout the paper we denote by
For any two quantities X and Y , we use X Y or Y X whenever X ≤ CY for some constant C > 0. A constant C with subscripts implies the dependence on these parameters. We use X ∼ Y if both X Y and Y X holds.
2. Local wellposedness. In this section we aim to establish the following Theorem 2.1 (Local wellposedness). Let k ≥ 3 be an integer and 1 < q <
To prove Theorem 2.1 we need to prepare a few lemmas. To this end, we record here 2.1. Littlewood-Paley(LP) decomposition. Let ϕ(ξ) be a radial bump function supported in the ball {ξ ∈ R d : |ξ| ≤ 25 24 } and equal to 1 on the ball {ξ ∈ R d : |ξ| ≤ 1}. For each dyadic number N > 0, we define the Fourier multipliers
and similarly P <N and P ≥N . We also define
whenever M < N . We will usually use these multipliers when M and N are dyadic numbers (that is, of the form 2 n for some integer n); in particular, all summations over N or M are understood to be over dyadic numbers.
Lemma 2.2 (Bernstein estimates
where the number a satisfies j m ≤ a ≤ 1 and the numbers (p, q, r, j, m, a) obey the scaling relation
Proof. Cf. [13] . A more complete version can also be found there.
The following lemma is a simple consequence of the Gagliardo-Nirenberg inequality. 
Proof. The cases m = 1 or m ≥ 2, j = 0, m are completely trivial. Now assume m ≥ 2 and 0 < j < m. By Hölder's inequality, we have
By Lemma 2.3, we have
∞ . Plugging the last two estimates into the RHS of (6), we obtain
where the last inequality follows from Young's inequality. The lemma is proved.
Lemma 2.5 (Simple commutator estimate
where the commutator is defined as
Proof. By direct computation, we have
By Lemma 2.4, RHS of (8)
The lemma is proved.
Proof of Theorem 2.1. We first prove the uniqueness. Assume T > 0 and
are two solutions to (1) with the same initial data u 0 ∈ W k,q . Let T ′ < T and w = u 1 − u 2 . Then clearly w(0) = 0 and for w we have the equation
Multiplying (9) by |w| q−2 w and integrating by parts, we obtain
where the last step follows from Hölder's inequality. Now let
Clearly the number M is finite by our assumptions on (u 1 , u 2 ). Then by LP decomposition and the Bernstein inequality, we have
By Hölder and Sobolev embedding, we have
Similarly
Plugging the estimates (11), (12) and (13) into the RHS of (10), we obtain
where we have canceled a factor of w(t) q−1 q on both sides. Now since w(0) = 0, a Gronwall argument immediately yields that w(t) ≡ 0 on the time interval [0, T ′ ]. Since T ′ is arbitrary, we get w(t) ≡ 0 on [0, T ). The uniqueness is then proved. It remains for us to show the existence. The argument is quite standard and we shall only present a priori estimates. For this we divide the estimates into two steps.
DONG LI AND XIAOYI ZHANG
Step 1: L q x estimate. Multiplying (1) by |u| q−2 u and integrating by parts, we obtain
where the last step follows from a similar calculation as in (11).
Step 2: (homogeneous) W k,q estimate. Taking k-derivatives on both sides of (1), multiplying by |D k u| q−2 D k u and integrating, we get
where we have used again the fact DB(u) ∞ u W 2,q . By Lemma 2.5, we have
, where the last step follows from Sobolev embedding. Plugging the last estimate into (15) and adding together (14) , we obtain
A simple Gronwall then immediately yields that for some
This ends the needed a priori estimate. Finally the positivity and L 1 x conservation in the case of positive L 1 x initial data is obvious and we leave the details to interested readers. The theorem is proved.
3. Blowup/Continuation criteria of solutions. In this section we study the blowup/continuation criteria of solutions which were constructed in Theorem 2.1. The main result of this section is the following Theorem 3.1 (Blowup or continuation criteria). Let k ≥ 3 be an integer and 1 < q < 
. Let u be the corresponding maximal-lifespan solution obtained by Theorem 2.1 with lifespan [0, T ). Then either T = +∞ in which case we have a global solution or T < +∞, and we have
where p can be any number satisfying
Remark
where the implied constant depends only on α.
Proof of Lemma 3.2. Let N 0 ≥ 2 be a dyadic number whose value will be chosen later. By definition of B(u) and using LP decomposition, we have
. These two considerations immediately yield (17). The lemma is proved.
We are now ready to complete the Proof of Theorem 3.1. By Theorem 2.1, we only need to show that the W k,q -norm of u(t) is a priori controlled by the time integral
where p 0 can be any number satisfying 2 2−α ≤ p 0 ≤ ∞. We divide the estimates into two steps.
Step 1: L r x estimate for 1 ≤ r ≤ ∞. First consider the case 4 2−α ≤ r < ∞. Multiplying both sides of (1) by |u| r−2 u and integrating by parts, we obtain
where the implied constant depends only on α and is uniform in r. By Lemma 3.2 and L 1 x conservation, we have the bound ∇ · B(u) ∞ u 0 1 + ( u p0 + 1) log( u r + 100).
Plugging (20) into (19), we obtain d dt u(t) r u 0 1 + ( u(t) p0 + 1) log( u(t) r + 100) u(t) r ( u(t) p0 + u 0 1 + 1) · log( u(t) r + 100) · ( u(t) r + 100).
A simple Gronwall applied to the quantity X(t) = log (log( u(t) r + 100)) immediately gives us
where C is a constant independent of r. Taking r → ∞ gives us that
which is the needed a priori control of L ∞ x -norm of u in terms of (18). By L 1 x conservation, (21) and interpolation inequality, we also obtain control of L r x -norm for any 1 ≤ r ≤ ∞. This ends step 1.
Step 2:Ẇ k,q x estimate. By a calculation similar to (15) and using Lemma 2.5,
where the last step follows from the elementary inequality
and we have used L 1 x conservation. By Step 1 and Lemma 3.2, we have a priori control of DB(u) ∞ and u ∞ , the desired estimate of theẆ k,q x norm of u now follows immediately from (22) and a Gronwall argument. Theorem 3.1 is now proved.
Proof of Corollary 1. By Theorem 3.1, we only need to obtain a priori control of L p x -norm of u for some 
Since µ = 1, 1 < α < 2 and u is nonnegative, it is not difficult to check that
Plugging this into the RHS of (23) and integrating in time, we obtain
This gives us the desired control of L p x norm of u. The corollary is now proved.
4. Construction of finite time singularities. To construct finite-time singularities, we need the following definition which characterizes the type of initial conditions leading to blowups.
Definition 4.1 (Admissible initial conditions). For any 1 < α < 2, 0 < δ < 1 and a > 0, denote by F α,δ,a the set of functions f : R 2 → R + which satisfies the following properties:
1. f is non-vanishing and has sufficient integrability:
2. The L 1 x mass of f is localized near the origin:
3. f satisfies the following inequality:
Remark 2. Condition (24) is natural since it makes the first double integral on the LHS of (26) well-defined. Condition (25) is a mass localization property which we need later (cf. (38) preceding Lemma 4.5). Condition (26) is a technical condition needed later for the contradiction argument to prove the blowup (cf. (49)). By the fact 1 < α < 2 and scaling arguments, it is trivial to check that the set F α,δ,a is nonempty for any 1 < α < 2, 0 < δ < 1 and a > 0.
Our main result of this section is the following Lemma 4.3. Let 1 < α < 2. Then there exists a constant C 1 = C 1 (α) > 0 such that
Proof of Lemma 4.3. Denote the LHS of (27) as f (x). We first consider the regime 0 < x ≤ δ, where δ > 0 is a sufficiently small number. If δ is small enough (depending on α), then we have
Therefore we have
where the last inequality follows if we take δ ≤ 1 4α 1 2−α . By symmetry the same estimate holds also for 1 − δ ≤ x < 1. Therefore it remains to consider the regime δ ≤ x ≤ 1 − δ. In this case note that
This last inequality can be established by observing that g
and g ′ (x) < 0 for
The inequality (27) now follows immediately if we take
Lemma 4.4 (Three point inequality). Let 1 < α < 2. There exists a constant C 2 = C 2 (α) > 0 such that for any three distinct vectors x, y, z ∈ R 2 , we have
Proof of Lemma 4.4. By a scaling argument, we may assume without loss of generality that |x − y| + |y − z| + |x − z| = 1.
Let a = |x − y|, b = |y − z|, c = |x − z|, then by (29) we obtain
Denote
WLOG assume c ≥ a and c ≥ b. Then solving (31) gives us
where the last inequality follows from the triangle inequality c ≤ a + b. Using (32), we then compute LHS of (28) = 1 2
where the last inequality follows again from the fact c ≤ a+ b. Now denotex = a a+b . Obviously 0 <x < 1. By (30) we have 0 < a + b < 1. Therefore RHS of (33) = (a + b)
where the last inequality follows from Lemma 4.3 and C 1 is the same constant as in (27). This immediately gives us the inequality (28) with the constant C 2 = C 1 . The lemma is proved.
Corollary 2 (A lower bound for mass localized functions). Let 0 < δ <
is nonnegative and mass localized near the origin in the sense that
Then we have
where C 3 is a positive constant depending only on (δ, α) and B(f ) is the same as in (2).
Proof of Corollary 2. First note that by the inequality B(f ) ∞ f 1 + f ∞ , we have that the LHS of (35) is finite. By direct computation, we get LHS of (35) =
where the last inequality follows from symmetrizing the integral in x, y, z and
By Lemma 4.4, for any x = y, x = z, y = z, we have
where C 2 is the same constant as in (28). By using (34), (36) and (37), we then have
The inequality (35) now follows immediately if we take
Let 0 < δ < 
Assume also that the corresponding solution u is global. With these assumptions we have the following lemma which says that the L 1 x mass of u remains concentrated near the origin for a relatively short time.
Lemma 4.5 (Mass localization for short time). There exists a constant C 4 > 0 depending only on (δ, α) such that if
then we have
Proof of Lemma 4.5. Take w ∈ C ∞ c (R 2 ) such that 0 ≤ w ≤ 1 and
Define w δ (x) = w( 2x δ ). Clearly supp(w δ ) ⊂ B(0, δ) and w δ (x) = 1 for |x| ≤ δ 2 . By using (1), we compute
where the last equality follows from symmetrizing the integral in x and y. Now if |x − y| ≥ 1, then
If 0 < |x − y| < 1, then we also have
Plugging the estimates (42), (43) into (41), we obtain for some constant
where the last equality follows from
where the last inequality follows from (38) and the properties of the function w δ . The inequality (40) then follows immediately by using L 1 x conservation. The lemmas is proved.
Lemma 4.6 (Propagation of moments). Let the initial data
Let u be the corresponding solution which we assume is global, then we have
Proof of Lemma 4.6. Let T > 0 be arbitrary. It suffices for us to show that
By L 1 x conservation, the fact that u ∈ C([0, T ], W 2,q ) and Sobolev embedding, we have
By the elementary inequality B(u) ∞ u 1 + u ∞ , we also obtain
Let 0 ≤ ǫ < 1 be a small number which will be taken to tend to zero later. Multiply both sides of (1) by the weight function (1 + |x| 2−α )e −ǫ|x| and integrating by parts, we get where C is a constant independent of ǫ. Sending ǫ → 0 and using Lebesgue monotone convergence theorem immediately gives (44). The lemma is proved.
Proof of Theorem 4.2. We will argue by contradiction. Let u 0 ∈ F α,δ,a ∩ W k,q (R 2 ) for some 1 < q < 2 3−α , k ≥ 3, 0 < δ < 1 4 and a > 0. The value of the number a will be specified later during the course of the proof. Let u be the corresponding solution which we assume is global. By Lemma 4.6, we have 0 < 
where C 3 is the same constant as in (35) where the last inequality follows if we take a = 2C 3 C 4 and use the fact that u 0 ∈ F α,δ,a . This is obviously a contradiction. Finally it is not difficult to check that the set of values (δ, a) is open for which our construction works. The theorem is proved.
