We describe a field experiment of flexible modulation format adaptation on a real-time 400 Gbit/s/ch DSP-LSI. This real-time DSP-LSI features OSNR estimation, practical simplified back propagation, and high gain soft-decision forward error correction. With these techniques, we have successfully demonstrated modulation format allocation and transmission of 56-channel 400 Gbit/s-2SC-PDM-16QAM and 200 Gbit/s-2SC-PDM-QPSK signals in 216 km and 3246 km standard single mode fiber, respectively.
Introduction
Applying a digital signal processing technique with coherent detection significantly increases the transmission capacity and reduces the cost of optical communication networks. In 2011, we reported on 80 × 100 Gbit/s/ch WDM transmission over 6 × 70 km of installed fiber using real-time digital signal processing circuits (DSPs) enabled by polarization division multiplexing (PDM) quadrature phase shift keying (QPSK), soft-decision low-density parity-check code of 10.8 dB net coding gain (NCG) and fast chromatic dispersion estimation [1] . The key functions of the real-time DSP, i.e. short time channel recovery of 12 msec, are realized by a fast chromatic dispersion estimation technique that works before demodulating the data signal.
To accommodate even higher data traffic increases, 400 Gbit/s/ch transmission systems are being intensively studied [2] - [4] . Although only PDM-QPSK was supported in 100 Gbit/s/ch, multilevel modulation formats i.e. PDM-QPSK, PDM 8 quadrature amplitude modulation (QAM), and PDM-16QAM are in strong demand for 400 Gbit/s/ch. This is because more choices of modulation format allows more suitable assignment in accordance with the various link condition, which leads the reduction of the excess margin and the CAPEX [5] , [6] . To minimize such a margin, it is necessary to grasp the fiber conditions accurately. One metric, the optical signal to noise ratio (OSNR), is widely used because of its accuracy. By measuring the OSNR, we can estimate the signal quality against amplified spontaneous emission (ASE), which is the main degradation effect in transmission. Hence, we have proposed and demonstrated a pilot-aided OSNR estimation scheme for modulation format adaptation with offline signal processing [7] - [9] . This paper introduces the real-time experiment with modulation format adaptation based on pilot-aided OSNR estimation. We used a real-time DSP and field-installed standard single mode fiber (SSMF). The real-time DSP has several key techniques for 400 Gbit/s adaptive modulation: OSNR estimation, practical simplified back propagation method, and high gain soft-decision forward error correction (FEC). By adapting the modulation format to suit the estimated OSNR, 56-channel 400 Gbit/s 2-Subcarrier (SC) PDM 16QAM and 200 Gbit/s 2SC-PDM-QPSK signals are successfully transmitted over 216 km of field-installed SSMF and 3246 km of SSMF (216 km field fiber + 3030 km laboratory fiber). Long-term stability in Q-factor is also confirmed for both modulation formats. Adding to the previous paper [10] , we present a detail configuration and highlighted techniques of the 400 Gbit/s real-time DSP.
This paper is organized as follows. In Sect. 2, the signal processing flow and key techniques of the real-time DSP-LSI are presented. The transmission results for adaptive modulation format allocation and long-term measurement of 56-channel 400 Gbit/s-2SC-PDM-16QAM and 200 Gbit/s-2SC-PDM-QPSK are shown in Sect. 3. Section 4 draws our conclusion.
Copyright © 2017 The Institute of Electronics, Information and Communication Engineers Figure 1 shows an overview of the real-time DSP based optical transponder. This transponder consists of a digital coherent optical transmitter and receiver parts. At the transmitter, client signal (one or two 100 GbE) is fed to a framer that converts the client signal format from Ethernet to Optical Transport Network (OTN). The signal then proceeds to the DSP-LSI part (the gray area in Fig. 1 ). At first in the DSP, parity bits for FEC are added to the OTN signal. The maximum redundancy for soft decision and hard decision FEC is 25.5%. The coded signal is mapped to 4-lane QPSK or 16QAM according to the number of input client signals. After that, two kinds of pilot signals for transmission path estimation are inserted into the signal. These pilot signals are utilized to estimate the various types of transmission path distortion; one can estimate the frame timing, chromatic dispersion, frequency offset, and OSNR, the other can estimate the phase noise. To pack the 100 Gbit/s-QPSK or 200 Gbit/s-16QAM signals into the 37.5 GHz grid for improved spectral efficiency, data and pilot signals are spectrally shaped by a Nyquist filter at an arbitrary roll off factor in a spectral shaping function block. In addition, the transfer function of the hardware and the skew at the transmitter are compensated in the same block. Following the digital analog converter (DAC), the signal moves on to the optical transmission part constructed of laser source, optical modulator, driver amplifier, and auto bias control. Then the signal is launched to the optical fiber transmission link. The modulation format is 100 Git/s-PDM-QPSK or 200 Gbit/s-PDM-16QAM. At the digital coherent optical receiver, the transmitted OTN signal is received by the optical reception part composed of local oscillator, 90 • optical hybrid, balanced photodetector, and transimpedance amplifier. The received signal is input to the DSP part and converted into a digital signal by an analog digital converter (ADC). At the entrance of the DSP-LSI, the signal is split into two paths; transmission distortion estimation path and main signal demodulation path. In the former, distortions generated in the optical fiber link such as chromatic dispersion, frequency offset, and OSNR degradation are estimated by utilizing the pilot signal, moreover the timing of the pilot signal corresponds to frame location can be detected. The obtained parameters is fed to the functions on the main signal demodulation path. In the latter path, spectrum shaping and skew compensation for reception part are applied to the signal. After that, linear distortion; i.e. chromatic dispersion and frequency offset are compensated using the parameters estimated by the transmission path estimation block. Additionally, nonlinear distortion, which depends on signal intensity of self channel; i.e. self-phase modulation (SPM), is compensated by the low-complexity simplified back propagation method. Polarization alignment and residual linear distortion compensation are realized by a 2 × 2 multi input multi output (MIMO) adaptive equalizer (AEQ) with constant modulus algorithm (CMA) for QPSK and radius directed equalizer (RDE) algorithm for 16QAM. To realize low latency and stable operation, the pilot signal is used for initial convergence in AEQ. The signal then proceeds to the carrier phase recovery block, which compensates the signal phase by the Viterbi & Viterbi phase estimation (VVPE) method for QPSK, whereas modified VVPE is utilized for 16QAM. The equalized signal is converted from complex expression to binary expression by the signal demapper. The binary sequence is then corrected with soft and hard decision concatenated FEC. Finally, an Ethernet signal whose rate is comparable to that of the transmitter; i.e. one or two 100 GbE, is obtained from the de-framer. It should be noted that we select QPSK or 16QAM for a modulation format candidate in this paper; however, this real-time DSP-LSI can treat 8QAM for an intermediate transmission condition between QPSK and 16QAM [11] .
Real Time DSP-LSI for 400 Gbit/s/ch Transport
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Key Techniques of Real-Time DSP-LSI
In this section, we introduce the key techniques of the realtime DSP-LSI: OSNR estimation, simplified digital back propagation (DBP), and high gain FEC. For OSNR estimation, we used the pilot sequence (PS). Figures 2(a) and (b) show the frame structure and spectrum of the transmitted signals, respectively. The PS followed by data sequence consists of an alternating sequence of arbitrary complex number S and −S. The same sequences are set in both X and Y polarization. Since the PS is a BPSK modulated sequence, the spectrum has two peak components as shown in Fig. 2 (b). The feature of this estimation is that we can measure in-band noise that shares the same frequency as the data spectrum at the PS position. Out-of-band OSNR estimation that measures the power at frequency adjoining the signal spectrum as the noise power can be utilized without PS; however the estimation accuracy deteriorates when the noise spectrum suffers. For example, the noise power is estimated higher than expected when the guard interval of the WDM signals is narrow because it is difficult to divide the noise spectrum from the signal spectrum; and the noise power is estimated lower than expected when the noise spectrum are cut by band pass filter located before the reception.
The in-band OSNR estimation process begins with frame synchronization to detect the PS location following A/D conversion and resampling. We can find the PS position by searching for the biggest power timing in a received sequence adapted band pass filter, which extracts two peak components. It is because the whole spectrum components of the PS are covered by the band pass filter whereas most frequency components in the data sequence are lost. After detecting the PS, we compensate the frequency offset and chromatic dispersion using PS. Then, we calculated the noise power from the power spectral density between the two peak components. We ignore the frequencies close to direct current, because they sometimes contain the unwanted leakage of carrier component due to bias control imperfection in the IQ modulator caused by environmental thermal fluctuation. Last, we derive the estimated OSNR by taking the ratio of the noise power and the signal power calculated using the data sequence.
In the multi-level modulation format for beyond 400 Gbit/s/ch; e.g. 8 QAM or 16QAM, fiber nonlinearity is one of the major problems. Although various nonlinear mitigation techniques have been proposed, DBP is highly attractive as it does not need additional dedicated optical devices and can be processed in the DSP. However, its computation complexity is significant since DBP uses a lot of cascaded fast Fourier transform (FFT) and inverse fast Fourier transform (IFFT) operations to compensate the interaction between nonlinear effects and linear effects; i.e. Kerr effects and chromatic dispersion. To reduce DBP complexity, we proposed simplified backpropagation that mitigates SPM and cross-phase modulation (XPM) by incorporating the interaction between chromatic dispersion and Kerr effect in a step of nonlinear equalization [12] . It can reduce the required number of steps by approximately 15% compared with conventional DBP.
To enable practical implementation of DBP, we drastically reduce circuit requirements by employing filtered DBP and the infinite-impulse-response (IIR) based nonlinear compensation (NLC) weighted average filter with very large chromatic dispersion compensation (CDC) [13] .
As high gain soft decision FEC for the real-time DSP, we propose a spatially-coupled-like irregular LDPC code which combines a spatially-coupled method with an irregular LDPC code [14] . To achieve good performance, careful combination is necessary. A parity-check matrix of a spatially-coupled LDPC code has a structure in which multiple sub-matrices are placed at an angle. Since non-zero elements in the matrix are locally dense, the structure can contain many short cycles that cause an error-floor at a high BER, especially in the case of irregular LDPC codes. The proposed method reduces the occurrence of such short cycles by permuting a subset of rows in the parity-check matrix. This lowers the error-floor and suppresses residual error bits. Thus, a weak BCH code (with low redundancy) is able to eliminate the error-floor, and more parity bits can be allocated to the LDPC code.
To fit the LDPC codes in the optical channel transport unit -level k (OTUk) frame, which is standard in optical transport network, we set the code length to 38400 bits and parity bits to 7568. Therefore, this LDPC (38400, 30832) code has 24.5% overhead. When concatenated with BCH (30832, 30592) with a redundancy of 0.78%, which corrects 16-bit errors, the total FEC redundancy is 25.5%.
The error correction performance of the proposed FEC was evaluated by Monte Carlo simulation in an additive white Gaussian noise (AWGN) channel with various modulation formats, such as QPSK, 8QAM and 16QAM. We used a simplified δ-min LDPC decoder with 4 soft-decision bits. Fig. 3 shows the simulation and experimental results. It was confirmed that high error-correction performance was yielded in the 100 Gbit/s real-time trials. The net coding gain is around 12.0 dB at the post-FEC BER of 10 −15 . Figure 4 provides a schematic of the setup used in the field demonstration of modulation format adaptation via the realtime DSP [10] . We constructed a network model consisting of three photonic nodes (Node #1-3) with a 1x9 wavelength selective switch (WSS) and two fiber transmission lines: 216 km field-installed standard single mode fiber (SSMF), 3030 km laboratory SSMF linking Node #1 to #2, and Node #2 to #3, respectively. As the main channels, we used two real-time DSP based optical transponders for generating super-channel signals, i.e. 400 Gbit/s-2SC-PDM-16QAM and 200 Gbit/s-2SC-PDM-QPSK signals. The transmitter and the local oscillator of the transponders had laser linewidth of 100 kHz. We used a Nyquist filter with roll off factor of 0.1. As background channels, we used 112 wavelength laser sources with laser linewidth of 100 kHz. Fifty-six even and odd optical carriers with 75 GHz spacing in the C-band were independently modulated by separate IQmodulators and polarization-multiplexed signals were generated by a self-delayed polarization multiplexer (Pol.-MUX). The even and odd wavelength division multiplexed (WDM) signals were optically multiplexed by Node #1 generating a 37.5 GHz-spaced background WDM signal. In Node #1, two wavelengths of the background WDM signal were replaced by two channels from two real-time DSP-based transponders. The total capacity per fiber reached 11.2 Tbit/s with PDM-QPSK, and 22.4 Tbit/s with PDM-16QAM. The resulting WDM signal, including two real-time wavelengths, was fed into the first transmission line, i.e. 216 km field-installed SSMF. They were further transmitted to the second transmission line, i.e. 3030 km laboratory SSMF. The transmitted signal was dropped in Node #2 after 216 km transmission or Node #3 after 3246 km transmission in accordance with the experimental scenario. At the receiver, we selectively received one of the signals dropped in Node #2 or Node #3. Finally, the two channels forming the super-channel were simultaneously received and demodulated by two real-time DSP-based optical transponders. We used a control PC for monitoring the DSP outputs: bit error rates (BERs) before FEC decoding (pre-FEC BER), after FEC decoding (post-FEC BER), estimated OSNR and constellation mapping. In addition, instructions for modulation and demodulation format were fed to the DSP via the control PC. Figure 5 depicts the spectrum after 216 km field fiber transmission. The WDM channels ranged in the full C-band from 1529.114 nm to 1562.283 nm. The two channels from the real-time DSP were set at 1550.15 nm and 1550.45 nm as channels 72 and 73, respectively.
400 Gbit/s/ch WDM Field Experiment
Experimental Setup
The field SSMF is a part of the JGN-X testbed fiber cable installed between NICT Koganei Headquarters and TOKAI Chofu Repeater Station, Tokyo. Figure 6 shows the configuration of the JGN-X field fiber. The cable length is 18 km including 10 km aerial section. Twelve fiber cores were used for the 216 km transmission line, with 120 km aerial section. A gain equalizer (GEQ) was inserted mid span of the 216 km field fiber to flatten the power spectrum. Considering the transmission loss of the field fiber (around 0.278 dB/km) and GEQ loss, we set the span length of 72 km and 36 km as shown in Fig. 4 . First and third spans were 72 km and their losses were 19.6 dB and 19.5 dB, respectively. Second and fourth spans were 36 km and their losses were 10.3 dB and 10.5 dB, respectively. The transmission fiber in the laboratory consisted of 30 spans of 101 km SSMF on a bobbin. Each span length was 101 km and the transmission loss per span was around 19.0 dB. We inserted a GEQ at every fourth span (404 km).
Results
The demonstration scenario is as follows. First, we measured the estimated OSNR after 216 km transmission at Node #2. Here, we allocated the proper modulation format according to the transmission link condition by using the estimated OSNR as the criterion. PDM-16QAM was selected when the estimated OSNR was higher than OSNR threshold (20 dB in this experiment), otherwise PDM-QPSK was selected. The detailed selection process is described in [9] . After deciding the modulation format, we measured the pre-FEC BER, post-FEC BER upon changing the channel number of the two real-time optical transponders from 1 to 56. We simultaneously received and processed the super-channels by real-time DSP-based transponders. Second, we switched the WSS in Node #2 from drop to through mode, then measured the estimated OSNR at Node #3 and set the appropriate modulation format for 3246 km transmission. We measured pre-FEC and post-FEC BERs for all channels in the same manner as with 216 km transmission.
Figures 7 and 8 depict the measured Pre-FEC Q-factors, estimated OSNR and constellation after 216 km and 3246 km transmission. In Fig. 7 , estimated OSNRs were higher than the OSNR threshold, 20 dB, for all channels; thus, we could see PDM-16QAM was appropriate modulation format in 216 km transmission. Measured pre-FEC Q-factors were approximately 6 dB for all channels and we observed no error after FEC decoding. These results are consistent with the FEC performance described in Sect. 2. Meanwhile, the estimated OSNR in Fig. 8 was lower than 20 dB for all channels; hence, PDM-QPSK was selected. As well as PDM-16QAM measurement, we obtained no error in PDM-QPSK transmission over 3246 km. As shown in Figs. 7 and 8, the curves for the estimated OSNR and pre-FEC Q-factors have similar characteristics. This means that the estimated OSNR can reflect the performance of the transmitted signal and is a suitable parameter for selecting the modulation format. Figures 9 and 10 show the results of the long-term stability measurement of pre-FEC Q-factors for PDM-16QAM with 216 km transmission, and PDM-QPSK with 3246 km transmission, respectively. We used both 72 and 73 channels at 1550.15 nm and 1550.45 nm for the measurement. The figures 9 and 10 show the results using channel 72. In the PDM-16QAM experiment, the measurement period was 64 hours, whereas it was 111 hours in the PDM-QPSK. For both cases, no significant degradation in pre-FEC Q-factor and no error after FEC decoding were observed after transmission over 216 km and 3246 km SSMF even though it includes a fluctuating 120 km aerial cable section.
Conclusion
We presented a practical demonstration of modulation format adaptation based on pilot-aided OSNR estimation using a real-time DSP and field-installed fiber. The real-time DSP implements the key functions; OSNR estimation, a practical simplified back propagation method, and high gain 
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