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Abstract 
     The various anomalies of liquid-vapor interface of strongly hydrogen-
bonding fluids are well known and the main cause has been considered to be 
some molecular orientational ordering near the surface.  While a few of 
simulational works to investigate the ordering, especially for water, have 
been already reported, no conclusive results are obtained yet. We executed 
the large-scale molecular dynamics simulations of water surface for wide 
temperature range from 250 K to 400 K and found that two typical orientations 
exist near the surface, instead of one orientation usually stated. We 
analyzed the orientational tendency in detail and compared it with 
experimental results; thermodynamic measurements, ellipsometry, and surface 
potential measurement. Although the water model is rather simple, good 
agreement with thermodynamic measurements was obtained; in particular the 
empirically observed anomalous temperature dependence of surface excess 
entropy was well reproduced, which suggests the validity of computer 
simulation for studies of interfacial systems. As to the ellipsometry we 
pointed out that the usual assumption in experiments about the shape of 
density profile is doubtful for water surface. The surface potential that we 
evaluated from the simulation agrees quantitatively with recent experiments, 
which conversely supports the assumption in experimental measurements. 
We carried out the similar simulation and analysis for the surface of 
methanol to consider the role of hydrogen bonding in more detail. Methanol 
shows much stronger orientational tendency due to its hydrophobic methyl 
group; in this sense methanol can be considered as one of the simplest models 
of surfactant. Comparing these results (water and methanol) we discussed the 
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 I. Introduction 
Water, of course as one of the most important substances on our earth, 
has long been a central topic of science, not to mention the speculative 
philosophy of the Ancient Greek and mystic alchemy of the Middle Age. It is 
a well known fact that water plays various important roles in living bodies, 
such as metabolism and keeping of homeostasis. Also the climate on the earth 
is kept stable and suitable for life owing to the existence of water 
(moisture and the sea). The details of properties and functions of water in 
various forms have been clarified little by little, but the most part of them 
still remains unresolved. 
     In particular interfacial systems of aqueous solutions, including ionic 
solutions, polymer solutions etc., have been attracting special interest 
lately. Thermodynamic properties of interface, such as surface tension and 
surface excess entropy, have been long investigated since the last century, 
but it was only recently that the microscopic (molecular-level) understanding 
of interfacial phenomena began to progress. Many novel and important systems 
and phenomena have been fully studied and reported up to now; e.g., micells 
of various surface active agents (surfactants), membranes, and films. By the 
way, do we completely understand how water molecules behave in such systems? 
The answer is, of course, no. There are few bridges connecting the 
thermodynamic properties and molecular behaviors as yet. 
     Fortunately scientists of today in these fields can use the highly 
developed computer facilities; high-speed vector processors, large main 
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memory, graphic terminals, etc. Among the fields having much benefits from 
them, quantum chemistry and computer simulation are the two main ones. In 
particular the investigation of liquid structure on molecular level has shown 
a great progress due to the computer simulation using the pair potential 
calculated with the approach of quantum chemistry. 
     Now we feel that the ability of computer has reached the stage of 
making possible the study of more subtle problems, i.e., inhomogeneous or 
interfacial systems. As described in  Sec.  II, some results have been already 
reported on such systems of simple fluids (monatomic and diatomicones), to 
which a lot of physicists (and some chemists) are paying more and more 
attention. However, more interesting systems (from the view point of 
chemists), the interfaces of strongly hydrogen-bonding fluids, have not been 
fully researched in this way because the interactions between molecules are 
too complicated. In this work I report one of the most simple examples of 
such study, the liquid-vapor interface of strongly hydrogen-bonding 
substances, water and methanol. 
     It is well known that the liquid-vapor interface of such substances 
itself shows some unique, or anomalous, features; e.g., surface tension is 
much larger than other simple fluids. We could find in this work that a part 
of the cause is the orientational ordering of molecules near the surface due 
to the hydrogen bonding and reported some experimental evidences to be 
compared with it. Our final goal exists, however, not only in knowing what 
occurs near the liquid-vapor interface, but also in understanding the more 
general molecular behaviors under various inhomogeneous circumstances. This 
work gives a new direction to future study of interfacial systems. 
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, La Divina Commedia
Down there, from Beelzebub as far removed as his tomb extends, 
is a space not known by sight, but by the sound of a rivulet 
descending in it along the hollow of the rock which it has 
eaten out in its winding and gently sloping course. 
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 II. Historical Background 
     In this section I briefly describe the background of our work. The 
study of interfacial systems, of course, has long history since the last 
century. It was only recently (in the 1950's), however, that the elucidation 
of interfacial phenomena in molecular level began. The effort of studying 
them in detail is continuing even now with approaches of statistical 
mechanics and computer simulations. To make the description concise, I will 
limit the topics to the case of liquid-vapor interface.1-5 Researches on 
other systems, especially on liquid-liquid and liquid-solid interfaces, are 
also rapidly developing recently.6-8 
A. Thermodynamics and statistical mechanics 
     Study of interfacial systems started probably for the capillary 
phenomena,2 which are now explained as a balance between the surface tension 
and the gravity. The surface tension, which was often referred to as an 
evidence of the existence of attractive interaction between molecules (or 
atoms) by many scientists such as P.S.Laplace (1749-1827) and T.Young (1773-
1829). was thermodynamically founded in the last century by J.C.Maxwell 
(1831-1879), Lord Rayleigh (1842-1919), and J.W.Gibbs (1839-1903) In 
particular Gibbs established the general foundation of thermodynamics and 
statistical mechanics, one application of which is the notion of "surface 
excess quantity"; this is the basic idea when one considers the interfacial
II -1
phenomena. For example, the surface tension  r, which is almost the only 
directly measurable thermodynamic quantity, is naturally related to the 
surface excess (Helmholtz) free energy within this framework. As a result of 
that, the temperature derivative of 7 is the surface excess entropy ss; for 
details, see Sec.III Many people experimentally measured r and ss of 
various substances, including organic compounds and liquid metals, and tried 
to find out some empirical rules describing the relation of 7 and the 
temperature T. Among them one of the most successful ones is the law of 
E3tv6s-Ramsay-Shields-Katayama,4,9,101,102which is represented as 
7 (M/p )2/3 = k(Tc-T-t ),(II-1) 
where M is the molecular weight, p the liquid density. and Tc the critical 
temperature. Then k and z are almost constant (k^-2 cm2g1/3s-2K-1 and T-- 
6  K) for usual liquids. Some examples of the value of k are listed in Table 
II-1, from which one can see that this simple relation holds rather well. It 
was considered that the extraordinarily low values for water, methanol, 
ethanol, etc. suggest some anomaly such as dissociation or association. As 
easily understood by differentiating the both sides of Eq.(II -1) with T, k is 
nearly equal to the molar surface excess entropy. Therefore the low value of 
k suggests also existence of some structural change near the surface, as 
described later 
     Statistical mechanical treatment of the interfacial systems began more 
lately in the 1950's. The first subject was how to connect 7 (excess free 
energy) and the molecular distribution near the surface. Roughly speaking, 
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there are two  ways; one is the mean field theory 103-106 based upon the van 
der Waals-type free energy expression, and the other is the capillary wave 
theory.3,107 The former theory is a kind of variational method in which the 
free energy of the whole system is expanded with respect to the local density 
and then minimized. In the latter theory, the density variation near the 
surface is considered as superposition of capillary waves. Since both 
theories predict almost the same results for thermodynamic properties such as 
7 and density variation unless the condition is very severe (e.g., near the 
critical point), they are equally often used in analyses of experimental 
results (x-ray diffraction, etc.) with some modifications if necessary. 
B. Computer simulation of simple fluid 
     Another way of studying interfacial systems on microscopic (molecular) 
level is to execute computer simulations on these systems. When the pair 
interaction model potential is accurate enough to represent the real systems, 
computer simulation gives us much detailed information, such as local 
density, many body distribution functions, and time correlation functions; 
here we do not refer to many body interactions, which become important 
particularly in liquid metals. The various simulation techniques have been 
well known in liquid physics; microcanonical molecular dynamics (MD) method, 
constant temperature MD method, constant pressure MD method, Brownian 
dynamics method, Monte Carlo (MC) method, etc.7,8,10 
     The history of application of computer simulation techniques to 
interfacial systems is, however, not so long; the work of Croxton and 
II -3
 Ferrier108 in 1971 on liquid-vapor interface of two dimensional Lennard-Jones 
(LJ) fluid is perhaps the first one. Since then many of such simulations2 
have been executed to study the interfacial properties; mainly on surface 
tension, the shape of density profile (local density variation), two-body 
correlation functions, and capillary waves. Since computer facilities were 
quite limited in the initial age of simulation, the number of particles was 
only some hundreds. As a result of that the statistical error was rather 
large and controversy sometimes occurred on the reliability of conclusions; 
one of the biggests was whether the density profile is oscillatory or not. 
At present it is no more remarkable that the number of particles is more than 
10,000 and the problem of statistics does not seem serious. For example, the 
density profile was settled to be monotonic for LJ system.2,109 
C. Computer simulation of molecular fluid 
While interfacial systems of simple (monatomic) fluids attract 
attention mostly of physicists, study of more real systems, i.e., molecular 
fluids, has gradually become an interesting subject for chemists. Among 
various molecular systems, diatomic (dumbbell type) molecules and Stockmayer 
models (LJ interaction + a point electric dipole) are probably the most 
simple ones. These systems have been extensively studied',110-113through 
perturbation technique and integro-differential equation approach fully 
developed in liquid state physics. 
     In particular the effect of electric multipole is very important when 
one wants to consider the orientational ordering of molecules from the 
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viewpoints of multipole interactions; the dipole (and the quadrupole also) 
has the effect of aligning molecules parallel to the surface. This was also 
confirmed by computer  simulations  110-113. 
      As far as we noticed, more complicated systems have been rarely 
investigated. The almost only exception is the case of water, as described 
next. 
D. Characteristic features of strongly hydrogen-bonding fluids 
     It is a well known fact that water has large surface tension, which 
contributes to various phenomena, such as sea wave, surface rise in 
capillary. dews rolling on waxed floor, etc. Other hydrogen-bonding liquids 
(e.g., methanol) are also known to show rather large surface tension. 
     Based upon the anomaly of Eotvos constant described above, Good114 
collected surface entropy data of various substances near its triple point 
temperature Tt and proposed that the molar surface entropy can be taken as a 
criterion of grouping the substances. In particular, the group of 
associating liquids, including water, formic acid, methanol, formamide, 
methyl amine and hydrogen cyanide, shows extraordinary low surface entropy 
(Fig. II -1). Good tried to explain it by considering entropy deficit due to 
some molecular orientation, the cause of which he thought was hydrogen 
bonding Although we criticize his idea in Sec.VI based upon our 
simulational results, it still holds true in some cases, especially for 
methanol. 
     Another famous topic concerning water surface was the existence of some 
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phase transition around room temperature which Drost-Hansen suggested from 
the measurement of the surface tension.115 It seems now that almost all 
experimentalists are denying the possibility of such  phenomenon,  116,117 but 
quite recently it was reported that more accurate measurement may detect the 
transition.118 
     Theoretical studies of water surface have also long history. In 1951 
wey1119 suggested by considering the difference of polarizability of hydrogen 
atom and oxygen atom that water molecules near the surface prefer to have 
their dipoles directed toward the interior of liquid phase, i.e., 02- is in 
the vapor-side and H+ is in the liquid-side. Stillinger and Ben-Naim120 
(SB) obtained the similar result from electrostatic calculation of a simple 
model of water molecules (point dipole + point quadrupole). On the other 
hand, assuming a simple exponential decay of orientational ordering coherence 
and evaluating the surface excess free energy. Fletcher121 concluded that the 
orientation of the lowest free energy is that with the protons directed 
outwards. Most recently in 1981 Croxton122 adopted the model almost similar 
to that of SB and, by introducing a dipole order parameter, obtained the same 
result as Fletcher's. Up to the present these two contradictory predictions 
(Fig. II -2) exist concerning the orientational tendency of water molecules. 
It appears, however, that the most relevant difference between the 
calculation of SB and that of Croxton is not the method itself but the value 
of quadrupole moment of the model water molecule ; SB used QzZ= +0.364 DA 
(1D A. = 3.336X 10-40 Cm2) and Croxton adopted the values of opposite sign 
(Qxx=-6.56, Qyy=-5.18, QzZ=-5.51 DA). The values of the quadrupole moment 
of water experimentally measured or quantum-mechanically calculated most 
II -6
 recently12 are rather different from both of these; e.g., Qxx=+2.63, Qyy= 
-2 .50, -2z=- 0.13 0 ,.123 Considering that the orientational ordering is 
determined mostly by the coupling term of the dipole and the 
quadrupole, 1,112,113 t is natural that change of the sign of the quadrupole 
moment causes the opposite predictions for orientation. 
     Another possible theoretical approach is the perturbation technique; 
however, usual perturbation from simple model is considered to be rather 
difficult because water molecules have large dipole moment and other higher 
multipole interactions are also relevant. As far as we noticed no such 
rigorous theoretical treatments were reported. 
E. Computer simulation of water surface 
While it is considered to be rather difficult to experimentally detect 
the molecular orientation near the liquid-vapor interface, computer 
simulation is a hopeful approach. Simulation of aqueous systems is, however, 
much more difficult than that of simple fluids because the interaction 
between molecules is very complicated for aqueous systems. As far as we 
noticed, a MC calculation of Borstnik, Janezic, and Aiman124 in 1980 is the 
first to simulate the liquid-vapor interfacial properties of water with MCY 
potential125; in that they reported the shape of the density profile, the 
surface tension, the excess energy, and the orientational structure of 
molecules. But the number of molecules they used was only 64 due to the poor 
ability of computer in those days, so their system appears to be too small to 
extract some definite conclusion. Lee and Scott126 used a MC umbrella
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sampling technique with 256 particles to calculate the surface tension of 
water and reported a value  97±6 dyn/cm at 298 K for ST2 potentia1.127 
Townsend, Gryko, and Rice128 also studied ST2 water (free cluster of 1000 or 
512 particles) at 300 K by MD simulation and confirmed the existence of 
orientational ordering (tendency of lying down on the surface); their data of 
contour plot of orientational distribution is shown in Fig. II -3, in which one 
can certainly see some orientational ordering, but we have an impression that 
the statistical error is rather large. More recently Christou et al. 129 
executed MC simulation on a film of the Rowlinson model water130 (the number 
of molecules N=216, the temperature T=298 K and 363 K). Brodskaya and 
Rusanov131 did MD simulation on a cluster of ST2 water (N=15^-64 and T=222 K^-
314 K), and Wilson et al.132 carried out MD simulation on water surface of 
342 TIPS4P model molecules133 at T=325 K, both of them obtained some 
evidences of orientational ordering. A part of their results are shown in 
Figs. II -4--- II -6. Christou et al. calculated the electrostatic potential 
profile, x (z) in Fig.II-4, and suggested that the potential difference, 
the surface potential, may be induced due to the molecular orientation at low 
temperatures. Brodskaya and Rusanov investigated atomic density profiles 
(Fig. II -5) and found that density of oxygen is larger than that of hydrogen 
in the inner part of the surface, which means that water molecules tend to 
project hydrogen atoms toward the vapor phase. Wilson et al. also calculated 
the distribution functions of the molecular orientation (Fig. II-6) and 
supported the lying-down orientation. They also estimated the surface 
potentia1134 and suggested the strong model-dependence, for which we will 
later discuss the validity of their calculation in detail.135 
11 -8
     Thus not a few of simulational study have been already reported and the 
existence of some orientational ordering is perhaps established; there seems 
to exist, however, no consensus as to the detailed picture of the molecular 
orientation of water, nor any established relations between the  simulational 
results and experimental ones (e.g., the anomaly of surface entropy). One of 
the main reasons for this situation is that the insufficient simulational 
average due to the poor ability of computers; in particular, it seems as yet 
that the system size (number of molecules) is too small and the temperature 
range is too narrow. 
     In order to elucidate the nature of liquid-vapor interface of water in 
more detail and to discuss the relation to the thermodynamic anomaly, we have 
executed the MD simulation for much larger system and wider temperature 
range. Moreover, the surface of methanol, known nearly as anomalous as 
water surface, was also investigated through simulation to be compared with 
water- As the results of such large-scale simulations, we found two typical 
orientation instead of one orientation for water and could clarify the role 
of hydrogen bonding in the ordering, as fully described in the following 
sections.
II -9
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 M. Thermodynamics and Statistical Mechanics of Interfacial Systems 
     The aim of this section is to give the thermodynamic and statistical 
mechanical formulas used in our work; extensive description of more general 
interfacial systems can be found in other orthodox textbooks.2,4,9 
     Assume that N particles are interacting each other in a cell of volume 
V at temperature T and that this system is not uniform but has a planar 
interface (liquid-vapor, for example) of area A (Fig.III -1), i.e., the state 
point of the system is just on the coexistence line. The following 
conditions define the volume of each phase, VI and Vv for liquid and vapor, 
respectively: 
V=VI+Vv 
  N = NV' + nvVv,(III-1) 
where nl and nv are the number density of bulk liquid and vapor, 
respectively. In other words, Eq.(III-1) determines the position of the Gibbs 
(geometrical) surface.9 Then it is generally impossible to represent other 
thermodynamic quantities of the whole system as a simple sum of those of bulk 
phases, but one needs to add the "surface term", which should be proportional 
to the surface area A. For example, the internal energy U, the Helmholtz 
free energy F. and the entropy S of the whole system are represented as 
follows:
III -1
     U =  u1V1 + uvVv + usA, 
  F = f1V1 + fvVv + fsA,(III-2) 
     S = s1V1 + svVv + ssA, 
where u1 is the internal energy of bulk liquid per unit volume, uv that of 
bulk vapor, and us the so-called "surface excess energy", etc. These 
quantities of lower case letter are dependent only on the temperature T, when 
considering that the system is in the coexistent state. These U, F, and S 
are related each other by the well-known thermodynamic equation: 
F = U - TS.(III-3) 
From this equation the following relation among surface excess quantities is 
easily derived: 
fs = us - Tss.(III-4) 
Next let us consider virtual expansion of the area A with the volume and the 
temperature fixed. The force per unit length acted in this process, the so-
called "surface tension" r, is equal to the virtual work W (or the free 
energy change) needed for the expansion by unit area: 
     r = dW/dA 
(8F/aA)T,V,N 
III -2
 =  fs•(ID-5) 
Therefore the derivative of y with respect to T gives ss: 
ss = - d r /dT.(HI-6) 
     In experimental studies, y is almost the sole measurable quantity, so 
one uses Eq.(III-6) to obtain ss and then Eq.()II-4) to estimate us. In 
computer simulations, on the other hand, differentiation of y with T, Eq.(III 
-6) , would need exhaustive computational resources because one must obtain 
precise values of y at small interval of T for numerical differentiation. 
In simulation, however, both y and us can be easily calculated; us is 
calculated according to the definition, Eq.(III-2), and as to r one utilizes 
statistical mechanical expressions (see next paragraph). We can, therefore, 
avoid the troublesome numerical differentiation. Although this way of using 
the elementary equation, Eq.(IlI-4), to evaluate the interesting and important 
quantity ss does not seem such a novel approach, its usefulness is not so 
widely recognized as far as we noticed. We will show in Sec. V how well this 
approach works. 
     In order to calculate y by computer simulation, the following virial 
expression2,136 is convenient:
Ell -3
 r =  dzl dQ 1dr2d )2 P (2)(r1, Q 1,r2, 02) 
        ><E4-0(12ax12+y12~yi2}z12aZI2]u(ri,f~1,r2, 02) 
00 
dzi C - z-{Pxx(z) + Pyy(z)} + Pzz(z)],(M -6) 
_00 
where p (2)(r1, S2 1,r2, Q 2) and u(rl, S) 1,r2,0 2) is the pair distribution and 
the pair potential, respectively; r i and 0 i is the position and the 
orientation of the i-th molecule. Pjj (j=x,y,z) represents the local 
pressure tensor The last line of Eq.(III-6) can be rewritten as a simpler 
form by defining the pressure normal and tangential to the surface, Pn and 
Pt, respectively: 
IG° r = dz C Pn(z) - Pt(z) ], 
-co 
(III-7) 
Pn(z) = Pzz(z), 
Pt(z) = C Pxx(z)+Pyy(z) ], 
where we assume for simplicity that the interface is a plane normal to the t-
axis. 
     As to the definition of the local pressure tensor we adopted 
Harashima's137 here; i.e., the virial term r(8 u/ 8 r) is counted just on the 
position of each molecules. Another way of calculating the local pressure, 
that is due to Irving and Kirkwood138; i.e., the virial term is counted at 
all places between the two molecules with some appropriate weight. It has 
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Water bores even the earth and caves a stone. 
                         A RUSSIAN PROVERB
 IV.  Method of Computer Simulation 
     In this section I explain our simulation technique. The basic idea is 
quite simple; microcanonical (constant energy and constant volume) molecular 
dynamics simulation (MD) of liquid film, which should be thick enough to 
avoid the interference of both sides, is executed and various properties of 
its free surface (liquid-vapor interface) are investigated. For our first 
aim, study of molecular orientation, Monte Carlo simulation would also do, 
but MD simulation can give us dynamic properties such as various time 
correlation functions, as well as static properties, though analysis of 
dynamic properties is not reported here. 
     Up to now such simulational studies on interfacial systems of molecular 
fluid have been rarely reported although the importance of simulation is 
widely recognized.1,2'7'8 The main difficulty is the computer ability as 
already described in Sec. II . Since the interface is two dimensional system, 
whereas bulk fluid is three, a huge number of particles is needed to obtain 
reliable statistical average. For simulation of bulk fluid 200^-500 
particles are usually used, but at least 1000 particles are necessary for 
simulation of interfacial system because only 100--200 out of 1000 are the 
"interfacial particles" It is only a few years ago that Lennard-Jones 
(monatomic) interfacial system with much larger number of particles was 
simulated by MD method.2,109,140 Since there exists more complex interaction 
in molecular systems, especially in strongly hydrogen-bonding fluids such as 
water and methanol, the simulation of such systems needs much more computer
N -1
resources and therefore what we had to pay most attention was how to simulate 
the system efficiently. 
A. Simulation of water 
     Kataoka recently  reported141 the equation of state of fluid water 
calculated with non-empirical Carravetta-Clementi142 (CC) pair potential by 
MD simulation technique. It is shown in his paper that this CC potential can 
semi-quantitatively reproduce various properties of real water, and the 
equation of state is given in analytical form for wide range of pressure and 
temperature, from which one can easily get the liquid-vapor coexistence line. 
We therefore used CC potential here to utilize the equation of state to check 
our results. For the detail of CC potential, see Appendix A. 
     The MD program in our study is based on one of CCP5 simulation program 
library. MDMPOL of Smith and Fincham for microcanonical MD simulation of 
polyatomic rigid molecular liquids,143 but we have much improved it with 
tabulation and second order interpolation technique of some mathematical 
functions (EXP, SQRT, and ERFC) in order to speed up the program; see 
Appendix B. The way of time integration is Verlet's leap frog method,144 
which calculates momentum pi(t) and position ri(t) of the i-th molecule 
alternatively: 
pl(t+A/2) = pi(t-A/2) + Afi((r(t))), 
ri(t+0) = ri(t) + Apl(t+0/2)/m,(N-1)
N -2
where A is the step size of time integration,  m the mass of each molecule, 
and  fi((r)) the force that the molecule feels. As to the rotational motion 
we adopt the quaternion representation,145 which is superior to the Euler 
angle representation because the former has no singular point. For the long 
range Coulomb term the usual Ewald summation technique146,147is used; the 
electrostatic potential 0 that the charge q0 at position r0 feels is 
expressed as follows: 
-Q/4? -i~•(rt-T'o) 
  $(r0) =~ez[X 9t e 
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where s is the dielectric constant, A the volume of unit cell, G the 
reciprocal lattice vector, and 77 the parameter for which one should 
empirically choose the optimal value for rapid convergence in G-summation. 
The error function erfc(x), one of intrinsic functions in FORTRAN language, 
is very time-consuming, so we apply the tabulation and interpolation 
technique (Appendix B) to it. 
     The simulation cell, as shown in Fig. N -1, is a rectangular prism of 
dimensions Lx=Ly=32.5 A and Lz=120 A, in the middle of which we placed 1000 
N -3
water molecules interacting with CC potential.  We adopted a complete three 
dimensional periodic boundary condition (PBC) rather than the usual two 
dimensional periodicity of only X and Y directions, because the usual Ewald 
summation technique can be applied for the complete periodicity without any 
modification. The cutoff radius of short range potential (exponenti-al and 
error function term) is 12A, which is a little larger than the usual one 
(7.5A--10A); instead we did not add any long-tail correction because the 
evaluation of the correction was difficult for such inhomogeneous systems as 
this. Recently it is reported148 that such truncation may affect the 
thermodynamic properties such as the surface tension, but there seems to be 
no good remedy. The liquid layer exists between about 40A and 80A, and the 
interference of liquid layers due to the periodicity along Z axis is found to 
be negligible. Although it is well known in classical thermodynamics that 
films of pure liquid is not stable but at most quasi-stable, we did not apply 
any external field potentials (e.g., gravitation-like) in our simulation to 
stabilize the layer, but the layer was found to be stable enough and did not 
break into small clusters in the temperature range we calculated (250 K ^-
400 K, see Table 1V-1),  the reason of which we guess is the periodicity of X 
and Y directions; we also examined the sample of T=450 K, but molecules made 
several clusters after 10,000 step run. Notice here that the critical 
temperature Tc of CC water141 is near 603 K but the triple point temperature 
Tt is not known so far; we guess that it exists between 250 K and 275 K, 
though. The total energy conservation is quite well, within ±0.01%. The 
CPU time is 0.5--0.8 s/step (varying with the density of liquid phase) on 
FACOM VP-200 vector processor at Kyoto University Data Processing Center
IV -4
     The initial configuration is the lattice of cubic ice I  c. After 
equilibrating process of about 10,000 steps (5 ps) at 400 K, we started 
sampling and averaging for about 7 ps. To get lower temperature samples, we 
cooled gradually the system of higher temperature and annealed it for about 
5000-7000 steps. Sampling was repeated several times, and the error 
estimation was done by comparing these results; other detailed simulational 
conditions are listed in Table D7-1. 
                              B. Simulation of methanol 
     The MD program for the simulation of methanol is almost the same that 
we use to simulate the water system described above. The intermolecular 
potential for methanol is Jorgensen's empirical TIPS model,149 which treats a 
methanol molecule as a rigid one with three interaction sites (hydrogen atom, 
oxygen atom, and methyl group); for the detail, see Appendix A. Although the 
thermodynamic properties (critical temperature Tc, triple point temperature 
Tt, etc.) of TIPS methanol are not well known yet, we simulate this system in 
the temperature range of 160 K--350 K. The experimental values13 of Tc and 
the melting temperature under the atmospheric pressure Tm is 512.58 K and 
175.7 K, respectively. 
     The simulation cell is also a rectangular prism of a slightly larger 
size, Lx=Ly=39 A and Lz=120 A , in the middle of which we also placed 1000 
methanol molecules. The liquid layer exists between about 35A and 85A. 
The cut-off length for short range interaction is 15A. without any external 
field this layer is stable enough in the temperature range that we examined;
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at T=400 K, however, the liquid layer broke up and the molecules made some 
clusters after the simulational run of several picoseconds. The step size of 
time integration is chosen to be  0.70--0.85><10-16 s so that the total energy 
conservation is within ±0.01%. As to other simulational conditions in 
detail, see Table Di-2.  Because of the simplicity of TIPS potential (3-site 
model and no exponential functions) the CPU time is only about 0.3 s/step on 
FACOM VP-400E, which is much shorter than that in the case of CC water 
because CC water is 4-site model and its dispersion force is represented wi.th 
time-consuming exponential functions. 
     The initial configuration is FCC lattice with random molecular 
orientation. After equilibrating process for about 20 ps at 350 K, the 
system seemed to reach thermodynamic equilibrium and then we started sampling 
and averaging. To get samples of lower temperatures, we cooled gradually 
the system of higher temperature and annealed it for a few picoseconds. 
Sampling was repeated several times (the duration of each sampling is 24.5 ps-- 
27.2 ps), and the error estimation was done by comparing these results. 
C. Simulation of Lennard-Jones system 
     In order to investigate the difference of the nature of the interface 
of strongly hydrogen-bonding fluids (water and methanol) from that of simple 
fluids, we also execute MD simulation of the liquid-vapor interface of LJ 
system. The interaction potential u(r) is the usual 12-6 form, i.e., 
   u(r) = 4 £ C (ct /r)12 - (/r)6 J,(N-1) 
N -6
where the particle diameter,  ct= 3.405X, and the potential depth, S /kg= 
119.8 K (kg is the Boltzmann constant), are those for Ar,150 since Ar system 
has been most widely studied by simulations.2,7,8,10 The simulation cell is 
similar to that described previously. but the size is Lx=Ly=32 A and Lz=90 A. 
The number of particles is also 1000, and the complete PBC is also adopted. 
The cutoff radius is 15;k. We simulated this system at three temperatures, 
T=120 K, 100 K, and 80 K; the triple point temperature Tt is known to be 
about 79 K by simulation.150 Other simulational conditions are given in 
Table Di-3.  The CPU time is about 0.1 s/step on FACOM VP-200. Starting from 
FCC lattice placed at the center of the unit cell (between z-20A and 70A) 
and after equilibrating the system at T=120 K for about 10,000 steps (50 ps), 
we sampled and averaged data for time duration of 450 ps (T=120 K) ^- 1200 ps 
(T=80 K). For lower temperatures, the gradual cooling and annealing was 
repeated several times.
N -7
Table N-1. Simulation conditions and some results for water system; averaged 
temperature <T> is evaluated from averaged kinetic energy <KE> as 
<T>=<KE>/3kg, where kg is the Boltzmann constant. Bulk liquid density 
p 1 is obtained from least-square parameter fitting to hyperbolic 























15000X3 405.2 ±1.0 
16000X3 351.5 ±0.5 
14000X3 299.7 ±1.0 
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 Simulation cell.
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When a glass of water is spilled over a hollow
, dust 
floats there to become a boat. 
When a glass is put there, however, it touches the bottom 
of water, because the water is too shallow to float it
. 
Chuang-tzu
 V. Results 
     The results directly obtained from our computer simulations are 
described in this section. 
     Before giving the detail, I would like to mention here that the 
simulation of interfacial systems is not so difficult on high-speed vector 
processors of today as it may seem The convergence of various statistical 
average is rapid enough unless the condition is so severe (e.g., the 
temperature is close to Tt or Tc) The averaged temperature T (kinetic 
energy), the pressure P, and the bulk liquid density p 1 of the system are 
tabulated in Table N -l,IV-2, and DT-3,  for water, methanol, and Lennard-
Jones system, respectively; p 1 is obtained by parameter-fitting, see below. 
Since we use the mficrocanonical MD method, the averaged temperature is a 
little different from the aimed one. The slightly negative pressure is 
probably due to the periodic boundary condition. The state points are well 
on the coexistence line, which is in Ref.141 for CC water and in Ref.151 for 
LJ system. 
A. Profiles and parameter fitting 
     To begin with, we show the one-body distribution function p(z), the 
so-called "density profile", and the local potential energy function u(z). 
the "energy profile". We divided the simulation cell into layers of 
thickness 2A for water and methanol, 1A for LJ, and statistically averaged
V -1
the density (number of molecules whose center of mass exists in that layer) 
or the potential energy of the layers; it would be better to adopt thinner 
layers, say  0.2A, to obtain more detailed data, but much more computation 
would be required to get meaningful statistical average. Strictly speaking, 
the definition of u(z) is not unique; the problem is where we count the pair 
potential energy u(rl,r2) between particle 1 and particle 2, that is similar 
to the problem of virial calculation. 137,138 In this work we arbitrarily 
divided u(rl,r2) in half and counted them on ri and r2, like Harashima's 
treatment of virial; however, this does not at all affect the calculation of 
the surface excess quantities in the following subsection because such 
quantities are obtained after integration of u(z) with respect to z. 
     The data are parameter-fitted to some analytical functions. For 
density profile, three functional forms have been proposedl; the hyperbolic 
tangent (tanh, or the Fermi) type104 derived from the van der Flaals mean 
field theory. 
P (z) = 4-(P 1+P v) + (P 1-P v)tanh(z/26 ),(V-1) 
the Fisk-Widow type105 based upon another mean field theory, 
P(z) = (P1+Pv)+CPlPv) Ycta11t12Z~2S)(V-2) 
                           413—t0.422/28                         f3—tank( / 6) 
and the error-function type107 from the capillary wave theory, 
P(z) = (P1+Pv) + CP1-Pv)erfc(z/ 2 ),(V-3) 
V -2
where  p l and p v are the density of bulk liquid and vapor, respectively, and 
S and E are the parameters of surface thickness. The usual 10-90 thickness 
t, which is the distance between the position of p (z)= p v+0.1(p 1-P v) and 
P (z)= p v+0.9(p 1- P v), is related t=4.3946 for tanh profile, t=5.0645 for 
Fisk-Widom profile, and t=2.563E for error-function profile. It is already 
well known that the difference among these three becomes larger near the 
critical point, but within the temperature range we studied here these 
functions give almost the same results. In Fig. V-1 we show some examples of 
the parameter-fitting result for water surface;except the vapor-side region 
the three profiles are nearly the same. Hereafter we adopt the tanh profile, 
which is the most tractable for analysis of data. For energy profile, though 
it does not seem as yet that there exist any definite functions, we also 
adopt the tanh profile: 
u (z) = -(u 1+U v) + --(u 1-u v)tanh(z/2S ),(V-4) 
where u 1 and u v are the potential energy density of bulk liquid and vapor, 
respectively. 
We used the program SALS for nonlinear least-square fitting developed 
by Oyanagi et al. ,152 in which we adopted modified Marquardt method 
(Fletcher's algorithm). The parameters to be determined are P 1, p v, zd0 
(position of the center of the transition layer), and td=4.3945 (10-90 
surface thickness) in
V -3
 P  (z) = - .-(P 1+P v) + -(P 1-P v)tanh[(z-zdO)/28 ],Of 
and u 1, u v, zu0, and tu=4.394 6 in 
u (z) = (u l+ u v) + ( u 1- u v)tanhE(z-zu0)/28 J. (V-6) 
     The fitting results are listed in Tables V -1, V -2, and V -3. 
Generally speaking, the thickness t and the position z0 of density profile 
differ from those of energy profile. Concerning z0, that of energy surface 
always exists inner, or in liquid side for all three systems. This fact is 
easily understood if we remind that the local potential energy is in 
proportion not to the local density itself but, quite roughly speaking, to 
the square of it. 
We first investigate the surface thickness t for three systems (Figs. V 
-2,V-3, and V -4); as to the ellipsometric surface thickness tdwe will 
define and discuss it later in Sec. VI. For LJ surface td is much smaller 
than tu in low temperature region (near the triple point Tt), but for water 
td and tu are almost the same even at the lowest temperature. Methanol shows 
an intermediate feature; td is a little smaller than tu. The precise reason 
of this phenomenon is not understood, but it suggests that the liquid-vapor 
interface of water is energetically very sharp in comparison with the simple 
fluid. Since the properties of bulk liquid of methanol is less abnormal than 
water, it is not so difficult to understand the feature of methanol surface. 
It is probable that some ordering of molecules due to hydrogen bonding causes 
the stabilization of potential energy. 
V -4
     Next we look at the profiles themselves. The density profile and the 
energy profile are shown in  Figs.  V  -5, V-6, and 1r-7;  the units are reduced 
as position z*=z/ cr , density p *=p No-3/M, and energy u *= u 0/4E,  where 
NA is the Avogadro number, 6.0225><1023. and kB is the Boltzmann constant, 
1.3805X10-23 J/K. a and s are the Lennard-Jones parameters and M is the 
molecular weight for each molecule14:













     It is obvious that the middle of the system (right side of the figures) 
is completely bulk liquid from the view point of density and potential 
energy- The the simulated film, therefore, is thick enough so the two 
surfaces in the simulation cell do not appear to interfere with each other; 
remember that the cut-off radius is 12A (or 4.54a) for water, 15A (4.14a) 
for methanol, and 15A (4.41o•)for LJ, respectively, while the thickness of 
the film is 33-37 A for water, 41-56A for methanol, and 46-55A for LJ. 
     The simulation data are well-fitted to tanh functions (Eqs. )f -6 and AT-
7)  for methanol and LJ, but great misfit is observed for the density profile 
of water; in particular, near the liquid side of the surface, the density 
seems to be higher than that of the bulk liquid, which suggests the existence 
of some structural change.
V -5
     As to the reduced thickness  td/a, that of water is a little less than 
that of LJ (Tables V -1 and 11-3).  It is often said from ellipsometric 
experiments' that the thickness of water surface (td/a'-1) is much 
smaller than that of other liquids (td/cr-2), which is counted as one of 
anomalous properties of water and is also attributed to hydrogen bonding, but 
we cannot find such remarkable tendency from our simulational results. One 
probable explanation of this discrepancy is the misfit of the density profile 
with the tanh function. This point will be discussed in more detail in 
Sec. VI. 
     Recently Braslau et al.153 executed the x-ray small angle reflectivity 
measurement of water and reported the "surface roughness" <u2> = 3.24±0.05A 
at T=25 C. Since <u2> can be interpreted as the mean-square amplitude of 
capillary waves,3,107,154 the 10-90 thickness td is related to it as 
td=2.563<u2>. Their result therefore gives td=8.304 ± 0.128 A, which is much 
larger than our result, td=5.148 A at T=300 K. One probable reason of this 
disagreement is the suppression of capillary waves in our system due to the 
finite size of the simulation cell. As to methanol, we cannot find so far 
any direct experimental estimations of surface thickness, except 
ellipsometric technique, which is discussed later, but the agreement between 
our simulation and the ellipsometry seems to be good. 
B. Surface excess quantities 
     Once the position of Gibbs surface, zdo, is determined, we can evaluate 







Sec. III Since we assume the tanh-type 
 excess energy us analytically from Eq.(2) as 
coZdo00 
















(ul - uv) • (zd0 -zu0). (V-7)
This formulation 
on the precision 
excess entropy 
[see Eq.(III -4)]:
suggests that the accuracy of the calculation depends mostly 
of zd0-zu0, which becomes worse at low temperatures. The 
ss 'is evaluated through the following thermodynamic relation





is the absolute temperature of the system 
V-4, V-5, and V-6. The last column 
entropy. which is the excess entropy 
near the surface, defined by Good114 as
. The results are 
of each table is 





sA = 1.10X(M/p 1)2/3N Al/ ass, (V-9)
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where 1.10 is a (rather arbitrary) factor reflecting the way of packing of 
molecules. Error estimation is done by comparison of several simulational 
runs, see Tables  N-1 IV-3  as to the length of each run. 
     For the surface tension of water, an analytical functional form fitted 
to experimental data is given by Vargaftik et al.155 for temperature range 
of 273.15 K T Te: 
    r = BC1-T/Tc] u C1+b(1-T/Tc)],(V-10) 
          Tc= 647.15 K (the critical temperature), 
           B = 235.8 erg/cm2, 
            b = -0.625,
,u = 1.256, 
from which one can calculate ss and us as 
ss = - d r /dT 
= B[1-T/Tc]"C/c/(Tc-T) + b(l+,u)/Tc],(V-11) 
and 
     us=r + ssT 
       = B[1-T/Tc]uCi + b + ,u T(1/(Tc-T)+b/Tc)].(V-12) 
V -8
This empirical formula (solid lines) is compared with our simulated one in 
 Fig.  V-8. The dotted line in the top of the figure shows the temperature 
derivative calculated from Eq.(D1-6). As to the empirical formula of 7 of 
methanol, we use the following equation linear to the temperature156 for 
10 °C T 15.. 60 V: 
7 = a -bT,(V-13) 
T in Celsius degree, 
           a = 24.0 erg/cm2. 
          b = 0.0773 erg/cm2K. 
In the lower temperature region, the deviation from the linearity is 
evident,157 but at present no reliable empirical function applicable for wide 
temperature range are available for us. Because of the linearity, us and ss 
is independent of temperature: 
ss = b,(V-14) 
and 
us = a + 273.15b.(V-15) 
The results are shown in Fig.)/-9.
V -9
     From these figures and tables we can point out the following facts as 
general features; (1) For  IA system, the calculated r is in good accordance 
with simulational results of other groups,2 though there is a slight 
discrepancy for us especially near Tt. The equation (III-4), therefore, is 
proved to be very useful to estimate the surface excess entropy. (2) For 
water and methanol the simulated r and us are both smaller than experimental 
ones, which can be attributed to some defect of the molecular interaction 
potential models. Whereas both energy density and free energy density are 
considered to be strongly dependent on the number density of molecules, the 
density of bulk liquid in equilibrium with its vapor as a result of 
simulation is a little smaller than real one for both CC water and TIPS 










(3) In spite of the above discrepancies between simulations and experiments, 
the surface entropy ss agrees quite well with experimental values for any 
systems, which suggests that ss, the quantity reflecting the structure of the 
interface, is less dependent on potential model than r and us and encourages 
us to investigate the interfacial properties with simulational approach. 
     As is already described in Sec. II , one of anomalous characters of
V -10
surface of strongly hydrogen-bonding liquids is the smallness of the molar 
surface entropy.  s  A  . This feature is evident in the tables; the value is 
0.7^-1.3 R for water, about 0.9 R for methanol, but 2.3^-2.5 R for LJ system, 
where R is the gas constant, 8.314 J/K mol. 
     Another characteristic property of water surface is the fact that the 
excess entropy ss lowers as the temperature decreases to Tt. This is clearly 
shown in Fig. V -8. On the other hand, ss hardly changes near Tt for LJ 
system (see Table V-6). The tendency of entropy decrease with fall of 
temperature is also weak for methanol except the lowest temperature. Here 
again is shown another evidence of some structural ordering of surface of 
water near Tt. The similar suggestion is offered when we look upon the 
temperature-dependence of us; that of water rapidly decreases with 
temperature decreasing, which means that some energetical stabilization takes 
place, but LJ system does not show such tendency. A rather simple cluster 
model of water may give the reason of these phenomena, as proposed by 
Luck.157 
C. Orientational structure 
     In order to investigate one of the most interesting features, molecular 
orientational ordering near the surface, we define angle variables to 
represent the orientation of each molecule and take statistical averages of 
them from the simulation data. Since the molecular symmetry of water and 
methanol is different, we describe the procedure separately. 
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(1)  water 
     A water molecule has C2v symmetry. we use, therefore, the following 
two angle variables (Fig. V -10); the angle between the dipole of the molecule 
(C2 axis, from oxygen atom to M site) and the space fixed Z-axis (from 
liquid-side to vapor-side), e , and the rotational angle around the C2-axis, 
0; 0 is defined to be 90' when the line connecting two hydrogen atoms is 
parallel to the X-Y plane, or the surface. Owing to the symmetry of the 
molecule and the system, the range of the variables is 0' S6 5180' and 0' 
0 <90' , respectively. 
     First, we show in Fig. V -11 the statistical average of these variables, 
<e > and <0 >. as functions of the position z. At higher temperatures 
(T=400K or 350K) one cannot see any deviations from random orientation; 
notice that the complete randomness gives <0 >=90' and <0 >=45' by 
definition. At lower temperatures (T5 300 K) there is a small deviation, 
i . e. , <e >.<: 90' and <0 >> 45' , which means the preference for the 
orientation of the molecule with its one N atom projecting towards the vapor. 
     To look upon the tendency in more detail, we show some contour maps of 
(0 ,95 ) distribution, Po ,o). ). in Figs. V-12 for T=300 K and V-13 for 
T=400 K; the distribution is divided by sine in order to be normalized to 
unity when the orientation is completely random. Five different shades are 
used according to its value, see the figure caption; the darkest one , which 
represents the region of P(0 ,¢)z 1.3, shows the most preferable molecular 
orientation. It is obvious that there are two typical orientations which a 
water molecule takes near the surface, though the peaks are quite broad. In 
the vapor-side of the surface the peak of the distribution exists around 0 -,-
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 50' and 0^-0' , which means that the water molecule is projecting its one H 
atom to the vapor phase as was observed in the results of <0 > and <0> In 
the liquid-side of the surface, on the other hand, the peak being around B --
110' and 0-90' suggests that the molecule prefers to lie down on the 
surface with its both two H atoms slightly projected into the liquid phase. 
The latter tendency of orientation continues rather deeper into the liquid 
phase, say about 10A. The two typical orientations are schematically shown 
in Fig. V -14. The Croxton's estimation122 is qualitatively In accordance 
with this vapor-side orientation, and the Stillinger and Ben-Naim's one120 
corresponds to the liquid-side orientation. Since the local density of the 
liquid side is much higher than that of the vapor side, the "lying-down" 
orientation plays a more important role in considering various interfacial 
phenomena, such as the surface potential and the ellipticity coefficient, as 
seen later in .Sec. VI. 
     As the temperature increases, these orientational tendencies are 
rapidly weakened, as is easily understood. At lower temperatures (T=275 K 
and 250 K, distributions are not shown here). however, the orientational 
ordering is not developed so much, contrary to our expectation. The reason 
may be partly because the transition layer becomes so thin that the almost 
opposite tendencies of orientation are not observed separately; notice that 
we statistically averaged the orientational distribution every 2A, and the 
surface thickness td-3.5 A at these lowest temperatures. 
(2) Methanol 
     Since the symmetry of a methanol molecule, Cs, is lower than that of a
V -13
water molecule, the definition of orientational angles is a little more 
complicated  (Fig.  V-15). We first consider the principal axes of inertia 
tensor of a methanol molecule; 3Z, -SY, in order of their principal values. 
This V' corresponds to the C2 symmetry axis of a water molecule. Then the 
first variable B is defined as the angle between this V' and the surface 
normal vector (from liquid to vapor); the range of B is 0' .4.s.:0  180 . 
The second variable 0 is the angle between 3t and X (X represents the 
vector product, so V X Z is the normal vector of y - Z plane); this means 
that 0 is the rotational angle around V' The range of 0 is also 0' s q s 
180' . 
Fig. V-16 is the averaged values of these variables as functions of 
position z, from which one can observe that some ordering exists even at high 
temperatures. Figs. V-17 and V-18 are examples of contour map of (0 ,0 ) 
distribution.. One can read from these figures that a single broad but very 
high peak of P(B ,95) exists around B ---110' and 95 —0' . This suggests 
that a methanol molecule near the surface prefers to project its methyl group 
to vapor phase, as schematically shown in Fig. V -19. 
     The following two points seem to be very important when one compares 
the feature of methanol surface with that of water surface; (1) the tendency 
of orientational ordering of methanol molecules is much stronger than that of 
water [notice that the darkest shade in Figs. V -17 and V-18 corresponds to 
the region of P(B , c6 )z 1.6, whereas the one in Figs. V-12 and V-13 
corresponds to P(B , c6 )z 1.3], and (2) this ordering of methanol exists up to 
the highest temperature, T=350 K, as well as in low temperature range, 
whereas the ordering of water almost disappears in Tit-350  K. The reason of 
V -14
these phenomena is now obvious when one looks at the preferable orientation 
in  Fig.  V  -19; the methyl group, as a hydrophobic part which is unable to take 
part in hydrogen bonding, is put out toward vapor phase so that liquid phase 
is energetically stabilized. Water, however, does not have any hydrophobic 
parts, therefore such apparent orientational tendency is not observed. In 
this sense methanol can be regarded as one of the simplest models for 
surfactants.
V -15
Table  V  -i. Parameter-fitting results of density-profile and energy-profile 
of water surface; hyperbolic tangent functions are assumed, see Egs.(V -
5) and (V-6). p 1 (p v) and u 1 (u v) are the density and the 
potential energy of bulk liquid (vapor) phases, respectively, t is the 
10-90 thickness, and z0 is the position of the center of surface; there 
are two surfaces (left and right) in our simulation cell, see Fig. N -1. 
The molecular diameter a is 2.641A (Ref.14).
Density 
profile
T p1 P 
(K) (g cm-3) (g cm-3)































T u1 u 















































































































































































































-0 . 1352 

















Table  V -4. 
tension 
 ss, and 
constant
 Surface excess thermodynamic quantities of 
y, surface excess internal energy us, surface 









































92.3 ± 2.1 
88.2 ±6.2 
77.4 ± 7.5 


























































































































 [ Figure captions in Sec. V ] 
 Fig.  V  -1. Examples of parameter-fitting result of density profile of water; 
(a)T=300 K and (b)T=400 K. 
Fig. V -2. Temperature dependence of the surface thicknesses td (from density 
     profiles, solid line), to (from energy profile, dashed line), and td 
     (from ellipticity coefficient, dotted line, see Sec.VI) for water 
      surface. 
Fig. V -3. The same as Fig. V -2 for methanol surface. 
Fig. V -4. The same as Fig. V -3 for LJ surface. 
Fig. V -5. Density profiles p *(z*) and energy profiles u*(z*) in reduced 
     units for water surface; solid lines are tanh functions least-square 
     fitted to the simulation data. z*=z/ Q, where Q =2.641 A is molecular 
     diameter (Ref.14). 
Fig. V -6. The same as Fig. V -5 for methanol surface. The molecular diameter 
     a is 3.626 A (Ref.14). 
Fig. V -7. The same as Fig. V -5 for LJ surface. The molecular diameter a is 
     3.405 A (Ref.150). 
Fig. V -8. Surface excess quantities of CC water (circles) compared with the 
     experimental data (Ref.155, solid lines); (a) surface tension 7, (b) 
     excess internal energy us, and (c) excess entropy ss. The dotted lines 
     are temperature derivative of the surface tension calculated from 
Eq•(Iii-6).
 Fig.  V  -9. The same as Fig.),-8 for methanol. The experimental data is taken 
     from Ref.156. 
Fig.)/-10. Variables used to represent the orientation of a water molecule. 
$ is defined to be 90' when the straight line connecting both 
     hydrogen atoms is parallel to the surface. 
Fig. V -11. Averaged orientational angles of water, <0 > and < 0 > . The 
     arrows show the position of the Gibbs surfaces. 
Fig. V -12. Contour maps of (6 ,0 ) distribution of water at T=300 K, 
     normalized to unity if the orientation is completely random; the ranges 
     corresponding to the various shades are described above the first 
     figure. The position of the Gibbs surface is z=42.7 A. 
Fig. V -13. The same as Fig. V -12 for T=400 K.' The position of the Gibbs 
     surface is z=40.5 A. 
Fig. V -14. Two most typical orientations of water molecules near the 
      surface. 
Fig. V -15. Variables used to represent the orientation of a methanol 
     molecule. The three axes, x , Y , and z are the principal axes of 
     inertia tensor, and Z is the surface normal from liquid to vapor 
Fig. V-16. Averaged orientational angles of methanol, <e > and < 0 > . 
     The arrows show the position of the Gibbs surfaces. 
Fig. V -17. Contour maps of 09,0 ) distribution of methanol at T=200 K; the 
     ranges corresponding to the shades are described above the first 
     figure. The position of the Gibbs surface is z=37.2 A.
 Fig.  V  -18. The same as 
      surface is z=31.3,.
Fig. V-17 for T=350 K. The position of the Gibbs
Fig. V -19. The most 
      surface.
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Fig.  V-1. (a) Tanh profile.
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Fig. V-16. (2) T=300 K.
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mer sera  tres haute cette nuit. 
mer viendra la prendre avant toi...depeche-toil 
  Maurice Maeterlinck, PELLEAS ET MELISANDE 
 tide will be such rising this night. 
 sea is going to take it away before you...hurry up!
VI. Discussion
     Various discussions concerning the  simulational results, including 
comparison with experimental works, are given in this section.
A. Local pressure tensor
     In the previous section we calculated the surface tension r using the 
local pressure tensor components Pn (normal) and Pt (tangential), Eq.(III -7). 
One can ask now how the components themselves change as functions of position 
z. We show in Figs.VI-1, VI-2, and VI-3 some examples of the profiles of the 
pressure tensor components, Pn(z) and Pt(z). Although statistical 
fluctuation is rather large especially at high temperatures, Pn(z) is 
smoother than Pt(z); thermodynamics consideration tells us that Pn(z) is 
constant because of the equilibrium condition of two phases if the surface is 
strictly flat. In practice, however, the capillary wave is exited on the 
surface, so Pt(z) and Pn(z) are a little bit mixed together- As to Pt(z) it 
is obvious that it shows a deep valley near the surface, which represents the 
attractive interaction between molecules parallel to the surface and causes 
the surface tension. 
We here defined the surface tension profile, r(z), as follows:
r (z) = Pn(z) - Pt(z). (VI-1)
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This  r(z) indicates the strain forced near the surface; positive value of 
7(z) means the existence of attractive interaction between molecules and 
corresponds to the expanded region.139 Figs.VI-4, VI-5, and VI-6 shows this 
7(z) for water, methanol, and LJ system, respectively. The surface of 
tension, which is the most strained region, lies more toward the liquid phase 
than does the Gibbs surface.139 It is already well known that the 
compression region (negative 7(z) region) appears just above the surface 
(vapor side of the surface) for LJ system, the reason of which is not 
clarified yet. The similar feature is also observed for water and methanol 
surface. 
B. Surface Invariants 
     Egelstaff and Widom158 discussed the possibility that the product of 
the isothermal compressibility K and the surface tension r of a liquid near 
its triple point is a fundamental length characteristic of the liquid. They 
showed data of various liquids and concluded that the value L, defined as 
  L = K 7 /0.07,(VI-2) 
is about 4A, which would correspond to the surface thickness or the core 
diameter; some examples are listed in Table VI-1. More recently Sanchez159 
developed this theory and presented a new empirical relation as follows: 
7 ( K /pi)  1/2 = A01/2 0.26 (s 0-2/M) 1/2 ,(VI-3)
VI -2
where  € and  a are the l.3 potential parameters for the liquid, M the 
molecular weight; see Table VI-2 for some examples. We here study the 
applicability of these relations to our simulational results. For IC,  we 
utilized the analytic formula of the equation of state, for CC water in 
Ref.141 and for LJ (argon) in Ref.151; as to the detail, see Appendix C. 
Unfortunately we can not find any available formula for IC of methanol. 
     The results are listed in Table VI-3. The temperature dependence of L 
for water is much different from that for LJ; as the temperature decreases to 
Tt, L of water increases rapidly, but L of LJ decreases slightly to the 
predicted value v. The similar difference between water and LJ exists in 
the behavior of A0 of Sanchez. Eq.(VI-3) predicts that A01/2 equals to be 
4.19 for water (s =809.1 K, v =2.641 A and M=18.015 amu) and 1.40 for LJ (8 
=119.8 K, Q =3.405 A, and M=39.95 amu). The relation (VI-3) holds well for 
all simulated temperatures of LJ system, but it is not so good for water and 
a strong temperature dependence is observed, as moderately stated by 
Sanchez.159
C. Entropy lowering 
     As described in Sec. II, Good114 collected surface excess entropy data 
of various substances near Tt, which include strongly hydrogen-bonding ones 
such as water and alcohols, and proposed that the small value of the surface 
entropy of water or methanol is caused by some molecular orientation near the 
surface probably due to hydrogen bonding. He showed that the averaged molar
VI -3
surface entropy s A, defined in  Eq.(V-9). of nonpolar compounds is 24.4 
J/Kmol (= 2.93 R, where R is the gas constant), that of polar nonhydrogen 
bonding compounds is 23.8 J/Kmol (=2.86 R). but that of strongly hydrogen 
bonding ones (water, methanol, etc.) is 10.8 J/Kmol (=1.30 R). From Tables 
V-4, V-5, and V-6, it is obvious that the results of our simulations agree 
quite well with the Good's statement; s A is 1.3 R for water at T=300 K, 
0.9 R for methanol at T=250 K, and 2.3 R for LJ system at T=80 K. 
     Good tried to explain this entropy lowering of 2.9 R - 1.3 R = 1.6 R by 
considering a deficit of entropy due to the completely oriented n layers as 
follows:
8 s = nRln2. (V1-4)
His result of 8 s=1.6 R gives the number of oriented layers n^-2.3, from 
which he suggested that the orientational ordering continues at least deep 
into the third layer- Can this picture explain our simulational results ? 
In order to estimate the entropy deficit due to the orientational ordering, 
we calculated one-body excess entropy AS1, statistical mechanically defined 
with the (0 , 0) distribution function, P(O , 95 ;z), as 
AS1 = dzAs1(z),(VI-5) 
where As1(z) is the local excess entropy profile, 
Asl(z) = - —P(z)kgsfd6dc6[P(O,c6;z)lnP(O,95;z) - P01nP0]
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           = -P(Z)kBL<1nP(6  ,  0 ;z)> - <W0>7.(VI-6) 
Here p (z) is the mass per unit volume at position z, M is the molecular 
weight, and PO represents the completely random distribution. In Figs.VI-7 
and VI-8, some examples of A s1(z) are shown. The lowering of entropy 
certainly occurs near the surface, but is also observed in the bulk liquid 
due to the statistical fluctuation of P(6 ,0 ;z). To remove this 
fluctuational effect, we further estimated the bulk entropies (of liquid and 
vapor phase) from the local entropy and subtracted them from the value of the 
integration. The results are shown in Tables VI-4 and VI-5, where the total 
deficit of the excess entropy from that of the highest temperature, AS,  is 
also listed. 
     For the case of water one can see that the contribution of the one-body 
term A S 1 is by order of magnitude smaller than the total entropy deficit 
AS.  Good's simple explanation of entropy lowering by dipole-orientational 
ordering, therefore, cannot be accepted for water surface and the importance 
of many-body effects (more complicated structural ordering due to the 
hydrogen bonding network, etc.) is suggested. The detail of this is not 
known yet, but the phenomena analogous to the hydrophobic structure-making15 
probably occur- For example, . S h (the hydration entropy) of apolar solutes 
at 25 °C is about -240 -- -130 J/Kmol (-29 R ^- -15 R),15 which is consistent 
with our result of AS A= -2 R ^- -R (Table VI-4) of the liquid-vapor 
interface if one regards the vacuum as a "solute" and assumes that about 10 
water molecules are in contact with one "solute"; notice that . Sh is the 
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entropy per mole of solute and  ASA is per mole of water-
     It is quite different for the case of methanol. As pointed out in the 
previous section, the tendency of orientational ordering of methanol is so 
strong that the value of AS1 is by an order of magnitude larger than that of 
water, and even at higher temperatures its magnitude does not decrease so 
much. When one consider the fact that the molar surface excess entropy s A 
of methanol is by about R smaller than that of LJ, the value of A S1A ^-
-0 .5 R (at T=200 K) suggests that the main cause of entropy deficit is this 
orientational ordering of molecules. In this sense water and methanol are 
quite different in surface properties, although they are both considered in a 
bunch as strongly hydrogen-bonding substances and they actually show 
similarly anomalous properties as bulk liquid. Comparison of A s1(z) between 
methanol and water (Figs.VI-7 and VI-8) will make the difference more clear; 
the valley of entropy deficit is five times deeper for methanol than for 
water-
     We showed in the former section that the surface profiles (density or 
energy profile) of methanol have no significant difference from those of 
simple fluids but its thermodynamic properties of surface are nearly as 
abnormal as water- From the above estimation of AS' we can attribute this 
unique feature of methanol to the molecular orientational ordering near the 
surface, as Good suggested. On the other hand the origin of the anomaly of 
water surface becomes more puzzling; in principle one have to take account of 
many body correlations, but the formulation and estimation are not so easy to 
be executed.
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D. Ellipsometry and surface thickness 
     Apart from the recently developing x-ray reflectivity  measurement,153 
ellipsometry is almost the only experimental approach to evaluate the surface 
thickness. In this technique one measures the polarization of the light 
reflected at the interface and estimates the surface thickness under some 
model assumption of dielectric constant (refractive index) profile, s (z), of 
the transition layer. A brief description is given in Appendix D. The 
problem is that one cannot exactly know s (z), which depends on the frequency 
of the incident light. Usually two step assumption is made as follows; (1) 
the density profile p (z) takes some analytic form, i.e., hyperbolic tangent 
or error function etc., and (2) the Clausius-Mossotti formula is applicable 
for this transition layer: 
 ( 47t P(z)     (z)/ sD= [187rPz)            + 3 M      (z)/- 3  a(V1-7) 
where a is the molecular polarizability and so is the dielectric constant 
of the vacuum. How appropriate are these assumptions? While it is 
impossible to investigate the applicability of the Clausius-Mossotti formula 
with computer simulation, it is a easy task to look into the assumption of 
p (z) because we know "exact" density profile from simulation. 
     Another problem is the possibility to detect experimentally the 
anisotropy of s (z) due to the molecular orientational ordering near the 
surface. If molecular polarizability tensor a is known, components of the 
anisotropic s (z), s n (parallel component) and s 1 (normal component), can 
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be in principle expressed with the orientation distribution  P(6 ,56 ;z); see 
Appendix D. 
     As to the case of water, the molecular polarizability is measured by 
Murphy160 for the light of wave length R =5145 A: 
axx = 1.528><10-24 cm3 in electrostatic unit, 
ayy= 1.415><10-24 cm3,(VI-8) 
azz= 1.468X 10-24 cm3, 
which suggests that the anisotropy of water molecules is not so strong in 
view of the polarizability. We calculated the coefficient of ellipticity p 
in three different manners; (1)to assume that p(z) is tanh form and that 
£ (z) is isotropic, (2) to assume that s (z) is isotropic but to use the 
simulation data of p (z), and (3) to use the simulation data of p (z) and 
P(6 , cb ;z) so that 8(z) is anisotropic. The results are listed in Table VI-
6. The calculated s 1, the dielectric constant (refractive index for light of 
R =5145A) of liquid phase, is a little smaller than the experimental value, 
which reflects the fact that the simulated density of bulk liquid is lower 
than that of the real water- Three P's, named Iso.+Tanh, Iso., and Aniso., 
according to the assumptions described above, give almost the same value; 
Iso.+Tanh, however, shows a slightly larger value near the room temperature. 
The last tree columns of Table VI-6 show the 10-90 surface thickness tel 
evaluated from these p 's under the tanh assumption: 
     A4..394~vEV. 
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 While Iso. and Aniso. give almost the same thicknesses, Tanh. again gives a 
larger result near the room temperature. Since the usual experimental 
approach is similar to this Iso. calculation, we compare tel (Iso.) with td 
(thickness of density profile) and to (thickness of energy profile) in Fig. V 
-2. It is obvious that tel is much smaller than td, which suggests that the 
usual experimental analysis under the assumption of tanh form, Eq.(VI-9), may 
fail for water surface due to the misfit of p (z) to the tanh function, as 
previously stated. The anomalous smallness of the thickness which Beaglehole 
suggestsl may be explained in this way. As to the anisotropic effect, it is 
probably impossible to experimentally detect it because tdl of Aniso. and 
that of Iso. are nearly the same. Another fact one can notice is the 
increase of p near T=250K. Kizel'161 studied various organic compounds by 
the ellipsometric technique, and found the similar peculiar raise of p near 
the freezing point for several types of liquid. He considered this 
phenomenon as "preparation for solidification", which may hold true in this 
case. Concerning the experimental values of p, readers may refer to Ref.162 
and references therein (Table VI-7); the agreement with our result seems 
good. 
     For methanol, reliable values of au are not known yet, so we use 
orientational averaged value of Bridge and Buckingham,163 
a = 3.31><10-24 cm3 for R = 6328 A.(VI-10) 
The results of el, p, and tdl are listed in Table VI-8. The tdl is almost 
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equal to td, see  Fig.)/-3. This fact suggests that the assumption of tanh 
type p (z) is quite good, which is already expected from the fitting result 
of p (z), Fig.)/-6. Kizel' experimentally obtained p =4.6 X 10-4 for methanol 
near room temperature, which does not differ so much from our estimation. 
We used the value12 a =1.642 X 10-24 cm3 for the LJ (argon) system. The 
results are listed in Table VI-9. The good agreement between calculated and 
observed values of El suggests the applicability of the Clausius-Mossotti 
formula. Both thicknesses, td and td1. are in good agreement (Fig.)/-4), 
which shows the tanh function is well fitted to p(z). For experimental 
values, see Table VI-10; larger values than our result suggests the effect of 
capillary wave. 
E. Surface potential 
When molecules having electric dipole take some orientational ordering 
near the surface, we can expect that they make an electrical double layer and 
induce electrostatic potential difference between liquid and vapor phases, 
which is called the surface potential. Assume that molecules with dipole 
moment ,u exist in a layer of thickness A. When the number density is n 
and the averaged orientation is <cose > (6 is defined as described in Sec. V 
-C) , the following electric potential difference between both sides of the 
layer is generated: 
xA = (Au/E0) n <cos6>,(VI-11) 
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where  E0 is the dielectric constant of the vacuum. The summation, or the 
integral of X 0 gives the surface potential X , the potential of liquid 
phase (z=+co) relative to its bulk vapor phase (z=-00) is expressed as 
follows: 
00 
X= 12/8 0 dz CP (z)/M] <cos° >z,(VI-12) 
-co 
where p (z) is the mass per unit volume and M is the molecular weight, so 
P(z)/M represents the number density profile. A more detailed and general 
derivation of X is given in Appendix E. 
     The ,u of CC water is evaluated to be 7.082X10-30 Cm = 2.12 D from the 
charges and molecular shape; one of experimental values is 1.855 D.12 The 
result of the calculation is listed in Table VI-1l. The positive values of 
X mean that the dipole of water tends to point inwards (into liquid phase). 
The detail is, however, more complicated because there exist two different 
orientational tendencies, as described in Sec. V -C. It is shown in Fig.VI-9, 
examples of the electric potential profile X (z) defined as 
                  z X (z) = 121E0 dz CP (z)/M7 <cos8 >z.(VI-13) 
                              -co 
The inner (liquid) phase is certainly positive (relative to the vapor phase), 
but, as expected, the slight negative part exists in the vapor side of the 
transition layer, which corresponds to the orientation with one hydrogen atom 
projecting towards the vapor- The temperature dependence of X is as 
expected from the result of orientational ordering described in Sec.V-C,
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i.e., X decreases rapidly with increase of the temperature, and at  1<300K 
X seems to be saturated. 
     The experimental evaluation of X is an important problem in analytical 
chemistry and electrochemistry when one tries to divide the free energy of 
hydration of ions into "chemical" contribution due to short-range 
interactions and electrostatic long-range contribution. The X is not a 
directly measurable quantity since one can only estimate it through 
subtracting the chemical free energy change, calculated from theoretical 
consideration based upon various solvation models, from the free energy 
change measured by such as the Kenrick-Frumkin method165 (measurement of 
total work needed to put a test charge from one phase to another). As a 
result of such model calculation, even the sign of X has long been 
controversial166 since Frumkin et al.167 gave the conclusion of X-- +0.1 — 
+0.2 V. Schiffrin168 evaluated the temperature derivative of X and found 
dX /dT = -0.39±0.04 mV/K at T=25 °C, which suggests X is positive because 
X is expected to approach to zero as temperatures rise to Tc. Their 
estimation qualitatively agrees with our result. Conversely saying, the 
result of computer simulation can be used to estimate the validity of 
assumptions in calculating the chemical contribution of the ionic hydration. 
More recent experiments seem to support our result (X-- +0.1 V).169 
     For. methanol the dipole moment 4u evaluated from partial charges of 
TIPS model is 7.36X10-30 Cm; one of experimental values12 is 5.67X10-30 Cm. 
The result of calculation is listed in Table VI-12. The negative value of X 
means that the dipole of methanol tends to point outwards (into vapor phase), 
but its absolute value is much smaller than that of water, which suggests
VI -12
that the dipole is almost parallel to the surface. Even at higher 
temperatures  (T=  300 K) X remains nonzero, which reflects the strong 
orientational tendency due to the hydrophobic groups, as already discussed. 
We show in Fig.VI-10 examples of potential profile X(z), which is almost 
monotonic for methanol since there exists only one typical orientation. 
     Unfortunately we could not find any experimental studies of the surface 
potential measurement of methanol to be compared with our simulational 
results. It will be of great interest to compare the temperature dependence 
of X between water and methanol, although we expect that the absolute value 
of X of methanol is very small and measurement of it will be rather 
difficult. 
F. Effect of free ions on surface potential 
     In liquid water there exist free ions, H+ (H30+) and OH-, produced by 
the dissociation as 
     2H20 H30+ + OH-, 
the concentration of which is [H30+]=COH-]-',--110-7 mol/1. Since the 
electrostatic potential is screened by these ions, surface potential X will 
become smaller, which is schematically shown in Fig.VI-11. In this 
subsection we roughly estimate the effect of ions. 
     The electrostatic potential made by free ions, 95(z), is related to the 
number density of free ions, n+(z) and n-(z), by the Poisson equation: 
VI-13
 d2  $  /dz2 = - le/ E (z)JIn+(z)-n-(z)J.(V1-14) 
where e is the elementary charge and E(z) is the static dielectric constant. 
Total potential is the sum of the original X (z) and this c(z), which is 
related to the density of (z) by the Boltzmann distribution, 
of (z) = a n(z)exp[ + (e/kBT)(95 (z)+X (z))],(V1-15) 
where n(z) is the number density of molecules and a is the dissociation 
rate. Coupling Egs.(VI-14) and (VI-15) together one obtains the Poisson-
Boltzmann equation: 
d2 95 /dz2 = [2e/ E (z)] a n(z)s inhE(e/kBT)(95 (z)+ X (z))].(V1-16) 
Given s (z), n(z), and X (z), we can solve this equation for 95(z) under the 
following boundary condition: 
d sb /dz I z._.>-.. = d2 0 /dz2 I z->-.. = 0.(VI-17) 
The real surface potential X total is expressed as 
X total = 56 (°°) + X (°°)•(VI-18) 
We need some assumption of s (z), for which we adopt simple linear 
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combination of s of bulk phases. 
     The result of numerical  integration. which is executed with the leap-
frog method, is shown in Table X11-13, from which it is concluded that we can 
completely neglect the effect of free ions on X. When one considers the 
phenomena such as surface adsorption of other ions, however, these screening 
effect cannot be neglected, of course. 
G. Origin of the orientational structure 
     The origin of the orientational ordering near the surface, in principle 
a result of the anisotropic interaction between molecules, can be sought in 
two different ways; one is the picture where the electric multipoles are 
interacting, and the other is the one where the hydrogen bonding plays an 
important role. For the former, Gubbins and his co-workers, 111,112 and 
Tarazona and Navascues113 have developed the perturbation theory and the 
integro-differential theory for liquid-vapor interface of simple polar fluids 
(e.g., the Stockmayer model), and found that dipoles (and quadrupoles also) 
have the effect to align the molecules; the preferred orientation is the one 
parallel to the surface at its liquid side and the one perpendicular at the 
vapor side. This conclusion qualitatively agrees with our result of water, 
though the effect of more higher-order multipoles will not be estimated so 
easily in these approaches. For the hydrogen-bonding picture, Lee et al.17O 
executed MD simulation of water (ST2 model) near flat hydrophobic walls and 
proposed the picture of "dangling" hydrogen bonds; i.e., a water molecule 
prefers to take the orientation with one potentially hydrogen-bonding group
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toward the wall to balance the minimization of the energy and the 
maximization of the density. The similar result (formation of an aligned ice 
structure) is obtained by Valleau et  al.171 for TIPS2 water mode1172 near 
inert hard walls. Linse173 reported the Monte Carlo simulation of benzene-
water liquid-liquid interface and found the preferred alignment of water 
dipoles parallel to the surface and the reinforcement of the hydrogen 
bonding. We have not studied the detailed character of hydrogen bonding 
network in this work, but believe that the similar explanation holds true 
for the liquid-vapor interface, contrary to the expectation17O that the 
orientational preference would not be observed for these less regular 
surfaces. 
     The picture of hydrogen bonding can better explain the origin of 
orientational ordering of methanol. The fact that the methyl group can not 
take part in hydrogen bonding causes the orientation that the methyl group is 
put out to vapor phase to be energetically stabilized. One question arises 
now why two different orientations exist for water case; both the lying-down 
orientation (liquid side) and the standing orientation (vapor side) are the 
one which three hydrogen bonds are possible at the sacrifice of one hydrogen 
bond, but the standing orientation makes the electric double layer and 
becomes energetically less stabilized than lying-down orientation. Although 
the detailed analysis has not been done yet, we feel that the key is the 
entropy. It is well known16 that the interaction potential changes more 
mildly for oxygen side than for hydrogen side; in other words, a slight 
change of direction of a hydrogen bond causes a drastic potential rise for 
hydrogen, but does not for oxygen. In order to show it we make a minimum 
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potential surface  (Fig.VI-12); it is the surface at the distance proportional 
to the value of interaction potential minimum when one put another molecule 
at a position toward the direction from the center of mass. It is obvious 
that the surface is more sharp-pointed near the hydrogen atoms than near the 
oxygen atom (lone pair), which suggests that it is entropically preferable 
for a water molecule to make a hydrogen bond using its oxygen site than using 
its hydrogen site. In bulk phases, of course, this is not true because one 
must consider the fact that the companion molecule uses its hydrogen site. 
When we consider the preferable orientation at the interface, however, it may 
be enough to look at the entropy of one molecule; the standing orientation, 
which sacrifices one hydrogen bond with its hydrogen atom, is entropically 
more favorable than the lying-down one, which sacrifices a bond with its lone 
pair-
VI -17
Table VI-1. Values of 
surface tension r 
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Table  VI-3. Invariants of the liquid-vapor interface of water and LJ system; 
L is defined by Egelstaff and Widom158 as L=K 7 /0.07, and A01/2 is 
defined by Sanchez159 as A01/2= r (it / p 1)1/2. where K is the isothermal 
compressibility (here calculated from the equation of state), r the 
surface tension, and 101  the bulk liquid density. For water there are 
two types of the equation of state141_ G-EOS (general type) and L-EOS 
(for liquid state).
system T k 
(K) (10-10pa-1)




































































































Table  VI-4. Decrease of entropy due to the orientational ordering of a 
molecule. AS' is the one-body excess entropy defined by Eq.(VI-5) 
AS is the entropy deficit, the difference between ss at 
temperature and ss at the highest temperature T=400 K. A is the 
















-0 .0025± 0.0005 
-0 .0038± 0.0001 
-0 .0085± 0.0002 
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Table  VI-6. The dielectric constant of bulk liquid s 1, the ellipticity 
coefficient p , and the surface thickness tdl.The calculated s 1 is 
from the Clausius-Mossotti formula, Eq.(VI-7).The experimental value 
of s 1 is estimated with third order extrapolation of the data (for R 
=5893x) in Ref.53. £ 0 is the dielectric constant of the vacuum. 
Three different ways of calculation of p and tel are described in the 
text.
£ 1/£0 P tdl(a^)






1.553 1.716 7 
1.609 1.750 6 
1.645 1.774 5 
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      .2><10-4 
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Table VI-8. The same as inTable  VI-6. for methanol.
81180 p tdl(A)





















.81X  10-4 
.61X  10-4 
.98X  10-4 


























same as in Table VI-6 for  LJ system. Theobserved 2 1 is
£ 1/£0 p t el(A)

























.95X 10-4 10.67 10.51 
.30X 10-4 8.15 7.95 
.92X 10-4 5.45 5.27
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 Surface potential X of water, which is the electrostatic 
of liquid phase relative to its vapor- There are two surfaces 
 right) in our simulation cell (see Fig.IV -1), and the average 
values is given in the last column.
x (v)


























 Table VI-12. Surface potential X of methanol.
x (V)








































































. 92 X 10-6 
. 89 X 10-6 
. 89 X 10-6 
































[ Figure captions in Sec
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Fig.VI-1. Pressure tensor 
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Fig. VI-2. The same as Fig.V1-1 for methanol.
Fig. VI-3. The same as Fig.VI-1 for LJ system.
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Fig. VI-6 . (2) T=120 K.
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river  glideth at his 
God! the very houses 
all that mighty heart 
 William Wordsworth,
own sweet will: 
 seem asleep; 
 is lying still! 
COMPOSED UPON WESTMINSTER BRIDGE
 VII. Summary and Problems for Future Study
     It was confirmed by MD simulations that the thermodynamic properties of 
liquid-vapor interface of strongly hydrogen-bonding fluids, water and 
methanol, are much different from those of simple fluid, LJ system. Although 
the surface excess energy us and the surface excess free energy r (surface 
tension) seem to be strongly model-dependent, the surface excess entropy ss, 
which is important when one considers the molecular-level structure near the 
interface, agrees quite well with experimental results. In particular the 
lowering of ss of water or methanol is the evidence of structural change 
near the surface, which can be related to the hydrophobic structural making. 
     The orientational ordering was mainly investigated in this work. Two 
different types of characteristic orientation were found for water; in the 
vapor side of the surface a water molecule has its one hydrogen atom 
projecting toward the vapor phase, and in the liquid side a molecule tends to 
lie down on the surface with its both hydrogen atoms slightly directed toward 
the liquid phase. These orientational orderings can be explained as the 
energetical stabilization at the sacrifice of one hydrogen bond, like water 
near hydrophobic walls. The orientational tendency, however, is rather weak 
and disappears as the temperature rises to 400 K. To the contrary methanol 
has one typical orientation; hydrophobic methyl group, which can not take 
part in hydrogen bonding, is put out toward the vapor phase. This effect of 
hydrophobic group is so drastic that the ordering does not break up to 350 K. 
Methanol, therefore, can be considered as one of the simplest models of
VII -1
surfactants. 
     The surface entropy deficit  AS1 due to these orientational orderings 
was estimated for both systems. While A SI of methanol is large enough to 
explain the main cause of the anomalies of surface excess thermodynamic 
properties, that of water is by an order of magnitude smaller and cannot 
explain the anomalies by itself, which suggests the importance of higher 
structural ordering in the case of water. 
     As a result of such orientation, the surface potential X, which is 
important but has been controversial in electrochemistry, can be estimated. 
The ellipticity coefficient was estimated from the density profile with the 
Clausius-Mossotti formula, and the anisotropic effect of water due to the 
orientational ordering was found to be very small; the assumption that 
density profile has hyperbolic tangent form, however, is inadequate for water 
and may cause the experimentally observed anomalously thin transition layer 
of water surface. No such features are observed for methanol surface. 
     To study interfacial (liquid-vapor, liquid-liquid, or liquid-solid) 
properties of strongly hydrogen-bonding systems, including various aqueous 
solutions, in more detail is very necessary not only for pure physical 
chemistry but also in various fields such as electrochemistry, surface 
chemistry, biophysical chemistry, and industrial chemistry. It is obvious 
that hydrophobic groups play an important role in these systems, and the 
microscopic elucidation of these inhomogeneous systems from this point of 
view is now widely much required. In particular information about various 
correlation functions such as many body correlation or time dependent 
correlation would be very useful in considering such systems. Estimation of 
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them has been 
possible thanks
much time consuming 
to the recent rapid
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Sinpei Kusano
Appendix A. Models of molecules 
     In this appendix, I briefly describe the models of water and methanol 
molecules which we used in our simulations. 
(1) Model water 
     It is one of the important problems in quantum chemistry to construct 
reliable and convenient models of intermolecular potential energy function of 
water for computer simulation of condensed phase. Up to now several models, 
such as Rowlinson, 130,  ST2127 and TIPS133,172 empirical potentials, and 
MCY125 nonempirical potential, are usually adopted for various calculations; 
all of those treat pair potential energy of water dimer- Recently Kataoka 
examined141 the Carravetta-Clementi (CC) potential,142 which is similar to 
MCY potential in functional form, and found that this CC potential can 
reproduce semi-quantitatively many of thermodynamic properties of liquid 
water- He reported the equation of state and the liquid-vapor coexisting 
line in analytical functions of pressure and temperature, which are 
convenient for our aim to investigate the properties of liquid-vapor 
interface. We adopt, therefore, the CC potential although it requires a 
little more computational time than other empirical potentials because of its 
functional form as described below. 
     The shape of the molecule is shown in Fig.A-1, from which we can 
estimate the electric multipoles of CC water- In particular it is important 
to point out that the dipole moment is
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       = I  E  g  i  r i I = 7.082X 10-30 Cm, 
and the quadrupole tensor component Qzz along the dipole, when we choose the 
center of mass as origin, is 
QzZ = - E gi(3zi2 - ri2) = -0.410X 10-40 Cm2. 
One of experimental values is /2 =6.19X 10-30 Cm and QzZ=-0.434 X 10-40 Cm2 for 
isolated molecules.12 
     The functional form of the CC potential is not suitable so much for 
computer simulation because it includes time-consuming exponential functions; 
the total potential energy of the system is represented as 
    E = EEC gigj/rij + Aijexp(-Bij) J,(A-1) 
where partial charges qi and parameters Aij and Bij are as follows (e is the 
elementary charge, 1.602X 10-19 C): 
qH = 0.658e,q0 = -2qH, 
     A00 = 454.231X 103 kcal/mol, B00 = 4.756A-1. 
AHH = 3.578X 103 kcal/mol, BHH = 3.845A-1. 
     AOH = 2.114X103 kcal/mol, BOH = 3.176A-1. 





our simulation the exponential functions are 
second order interpolation technique, which 





(2) Model methanol 
     As far as we have noticed, Jorgensen's TIPS  model149 is the only 
intermolecular model potential for computer simulation of methanol that is 
widely used, so we adopt this model. 
     This is a sort of empirical potential, in which a methanol molecule is 
treated as a rigid one and the interaction is represented as a sum of Coulomb 
terms and Lennard-Jones (12-6) terms. There are three interaction sites on 
each molecules, i.e., the hydrogen atom, the oxygen atom, and the methyl 
group. The shape of the molecule is shown in Fig.A-2, from which we can 
estimate the electric multipoles of TIPS methanol; e.g., the dipole moment /. 
is 7.36><10-99 Cm and the quadrupole tensor component QZZ along the dipole, 
when, we choose the center of mass as origin, is -5.95X10-40 Cm2. One of 
experimental value is At=5.67 X 10-30 Cm for isolated molecules.12 
     The functional form of the total potential energy of the system is
E = 1:E(  gigj/rij + AiAj/rij12 -CiCj/rij6 ), (A-2)
where partial charges qi and parametersAi and Ci are as follows:
Appendix-3
 q0=-0.685e, 
qH= 0.40 e, 
qM= 0.285e,
A02= 515 X 10-3 
AH2= 0 X 10-3 
AM2=7950 X 10-3
















Appendix B. Interpolation technique of mathematical functions
     In order to speed up the simulation program, we develop a second-order 
interpolation technique of FORTRAN intrinsic functions, such as SQRT,  EXP, 
and ERFC. In this appendix, I describe the essence of the technique and some 
of its results. 
     The second-order interpolation, by which we mean the parabolic 
approximation, is one of the simplest ways to guess the value y=f(x) from its 
neighbor fixed points. Let us consider three fixed points on a curve y=f(x), 
(x2n,Y2n), (x2n+1,Y2n+1), and (x2n+2,y2n+2). The parabolic function which 
connects these points (Fig.B-1) is represented as





(Y2n - 2Y2n+1 + Y2n+2) / D,(B-1) 
N-Y2n(x2n+1+x2n+2) + 2y2n+1(x2n+x2n+2) - Y2n+2(x2n+x2n+1)7/D, 
(Y2nx2n+lx2n+2 - 2Y2n+lx2nx2n+1 + Y2n+2x2nx2n+1) / D, 
x2n2 - 2x2n+12 + x2n+22.
When the fixed points are placed at equal intervals, i.e.,
x2n+2 -x2n+1 = x2n+1 x2n =A,
the Eq.(B-1) becomes a simpler form,
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 y =  d(x)[(d(x)-1)Gn - Fn + Fn+1] + Fn, 
     d(x) = x/2 2S, - n,(B-2) 
Fn = Y2n' 
          Gn = 2(Y2n - 2Y2n+1 + Y2n+2). 
What one has to do in advance of calculation is, therefore, to prepare the 
two numerical tables Fn and Gn. When one wants to get the value f(x), one 
calculates n as 
 n = Cx/2A],(B-3) 
where [ ] is the Gauss's symbol, and one obtains the approximate value 
through Eq.(B-2). 
     I show next one example coded in FORTRAN language, which calculates the 
value of fn(x) in the case of 0 < x < XMAX and dividing number NMAX: 
    IMPLICIT INTEGER*4 (I-N) 
    IMPI       LICTREAL*8(0) 
    REAL*8TB1(O:NMAX),TB2(O:NMAX-1) C
*****<MAKETABES»***** 
    DELTA=XMAX/2.0*NMAX) DELINV=0.5/DELTA 
    DO 1000 I=O,NMAX 1       TB1((I=fn(2*I*DELTA) 
1000 CONTINU 
    DO 1100 I=0 NMMAX- 
           =2.~*(TBlI +TB1(I+1))-4.0*fn((2*I+1)*DELTA) 
1100 COTB2~INTIU 
C*****«CALCULATION »***** D=X*DELINV 
    N=D N 
    ?(D-1.0)*TB2(N)-TB1(N)+TB1(N+1))+TB1(N) 
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     An example of the results of this interpolation applied to exponential 
function  (A=1  X 10-3) is showed in Table B-1; it is obvious that this 
interpolation has enough precision. The additional memory needed in this 
calculation is rather small, about 400 kbyte in our program,.and.the speed on 
vector processor is more than twice as fast as exact calculation.
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Appendix C. Equation of state and isothermal compressibility 
     In this appendix we derive analytic formula of the isothermal 
 compressibility K from the equation of state empirically represented as a 
power series. 
(1) Water 
Kataoka141 gave two different equations of state (EOS) for CC water; 
one is G-EOS, which represents the overall feature, and the other is L-EOS, 
which represents well the liquid state region. Both equations deal with the 
excess Helmholtz free energy Fe as a power series of density p and 
temperature T, 
$Fe/N = EApq(p /to OP( 0)q.(C-1) 
P9 
where / =1/kgT (kg is the Boltzmann constant), N the number of molecule, and 
0 represents the standard state, 
1/ p 0 = 20 cm3/mol, 1/R0 = 500 K X kg.(C-2) 
Apq's are dimensionless coefficients, listed in Table C-1. Partial 
differentiation of Fe with volume V gives the excess pressure Pe: 
PeV/N = -V{2Y(,8 Fe/N)}T 
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         =P (2P(RFe/N) )T 
 _  (P/P0)EpApq(P/P0)p-1(R/R0)q •(C-3) 
 P9 
For the ideal gas the pressure PO is given as 
R POV/N = 1.(C-4) 
The total pressure P is therefore expressed as 
p=PO+pe 
_ (p/ 13)C1 + (P/100)EpApq(P/P0)p-1(R/R0)g7.(C-5) 
Pcl 
The isothermal compressibility K is thus obtained as 
K = -(1/V)(8V/aP)T 
      = (1/P)(8 P/8P)R 
=(R/P)C1 + (P/P0)Ep2Apq(P/P0)p-1(R/R0)g7-1.(C-6) 
PI 
(2) LJ system 
Ree151 reported an analytic expression of the equation of state of LJ 
system (energy depth s and core diameter c') based upon computer simulated 
Appendix-9
data as density expansion form of pressure: 
 RP/P = RPrep/A - (1/T*)1/2EiCixi + (1/T*)EDixl.(C-7) 
where Prep is the pressure of the repulsive part of the system174, 
     R Prep/ P = 1 + 61x+62x2+B3x3+B4x4 +1310x1°. (C-8) 
Here R =1/kBT and x=p */T*1/4. where p *=p a 3 is reduced density and T*= 
kBT/ s is reduced temperature. The coefficients Bi, Ci, and Di are listed in 
Table C-2. 
     The isothermal compressibility K is obtained by partial 
differentiation of x with P as 
K = -(1/V)(8 V/ 8 P)T 
      = (1/P)(8 P/8P)R 
      = (1/x) (8 x/ 8 P) R 
_ (R o' 3/T*1/4x) 
X (E (i+l)Bixi - (1/T*)1/2 E i(i+1)Cixi + (1/T*) E (i+1)Dixi)-1- (C-9) 
i1z
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Appendix D. Ellipsometry at orientationally ordered interface 
     Ellipsometry is a technique which measures the polarization of the 
light reflected at the  interface.17,18,175 Under certain assumptions one can 
obtain the information of the interface, such as its thickness and the 
dielectric constant of the transition layer- The coefficient of ellipticity 
p, the value of the imaginary part of the ratio of the p and s reflection 
amplitudes at the Brewster angle, can be represented to the first order with 
the dielectric constant profile of the transition layer 8 (z) as 
follows49,175: 
?C 3/Ev+ E;c  n 
P =(0(D-1) 
and 
                co 
rE(Z) - EV][E(z) - EL] 
71 0 = dz E (
z)'(D-2)                   -oo 
where A is the wave length of the incident light, £ 1 and 8 v are the 
dielectric constant (refractive index) of bulk liquid and vapor phase, 
respectively- Recently Lekner176 generalized this formula to the case where 
spatial anisotropy of E(z) exists and derived the similar formula to Eq.(D-
1), with no replaced by 
                oc 
      =dZ() +Evt _ EvE1    Ell(D-3)
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where  s 1(z) and s n(z) are the dielectric constant normal 
the interface, respectively. 
     The problem is how one evaluates s (z) from the density 
We adopt here one of the simplest (approximate) relations, 
Mossotti formulal9: 
s(z)/s0= [1 + syr p(z)/x_47[ P(z)a 
      3 M 3 M
and parallel to
profile p (z). 
the Clausius-
(D-4)
where a is the molecular polarizability and so the dielectric constant of 
the vacuum. In order to take account of the anisotropy of the transition 
layer, we represent the dielectric constant as a tensor form: 
E k j(z)/s0 =(k- 41L P(Z)  Pik.)_1(87C P(z)..(D-5) 
             3M
where 8 ij is the unit 
polarizability tensor 
simulationally evaluated 
due to the rotational 
surface:
tensor (the Kronecker's delta). The molecular 
aij,when orientationally averaged with the 
(0 , ) distribution P(6 , 95 ;z), becomes diagonal 
symmetry of the system around the normal of the
where
a ij =a1, 
 0,
a 11 and a 1
for i=j=x or y. 
for i=j=z, 
otherwise,




 parallel and normal to the surface, respectively; which are calculated as 
follows: 
a _ f f de do P(6 , c5 ;z) 
X[axx(cos2e cos2 +si n2 95 )+ a yy(cos2e sin2.95 +cos2 95 )+azzsin2e ], 
                                                       (D-7) 
                                                         = f f de d95 P(e , 95 ;z) 
X[axxsin2e cos295+ayysin2e sin256.+azzcos2e ], 
where the Jacobian sine is included in P(6 , o ;z). Substituting Eq.(D-6) 
for Eq.(D-5), one can obtain the following expression: 
E tt/£o =(1+-3-1CM°(u)/(1'M°-/n) 
                                                     (D-8) 
rr      £l/£o =1+         271Mo~1)/—~3Mal1. 
This is a generalization of the Clausius-Mossotti formula, Eq.(D-4).
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Appendix E. Estimation of surface potential 
     In this appendix I discuss two different ways to calculate surface 
potential X One is a charge distribution  approach,  131,132,134 in which one 
uses the spatial charge distribution to determine electrostatic field and 
then integrates the field to obtain the electrostatic potential difference. 
The other is a dipole moment approach, 129,135. in which one calculates 
averaged orientation of electric dipole of molecules and spatially integrates 
it. These two approaches give different results, as shown below, and one may 
be thrown into a great confusion unless one pays enough attention to the 
definition of the electrostatic potential; actually it is reported134 that 
various models with continuous distributions of charge can change even the 
sign of X under the condition of constant dipole moment. 
     First of all, We show that these two approaches are based on the same 
expression of electrostatic potential difference. Let us here consider a 
system in which the density is varying along Z-axis. The formula for the z-
component of electric field E(z) (in SI unit) is 
    E(z) = [ Q-(z) - Q+(z) ] / 2 £ 0A,(E-1) 
where Q+(z) [or Q-(z)] is the total charge above (below) the X-Y plane at 
height z, A the surface area, and so the dielectric constant of the vacuum. 
When one uses charge neutrality condition of the whole system, i.e., 
dz p (z) = 0,(E-2) 
-co 
Appendix-14
one can  rewrite the numerator of Eq.(E-1) as 
co     Q-(z)-Q+(z) = AC f dz1 p (z1) - dz1 p (zl)] 
-coz 
Z 
              = 2A dz1 p (z1), 
-co 
where p (z) is the charge density. The electric potential 
obtained as the integral of this E(z). Hereafter we set 
simplicity. The potential difference X is defined as 
x = lim X (z) 
Zoo 
z 
       = — lim dz[Q-(z)-4(2)]/2 E 0A 
Z-400 
           z Zl 
       = - 1 im • dzl dz2p (z2)/ E 0 
Z --~ co -03 -02 
z Z 
       = - urn dz2p (z2) dzi/ E 0 
Z-~°° —oo Z2 
Z 






   (E-3) 
(z) can be 
(-co)=0 for
 00 
= dz2 z2 p (z2)/ 8 0.(E-4) 
-co 
Here we exchange the order of integration for the fourth line and use again 
the charge neutrality for the last line. The numerator of the last line is 
the total dipole moment of the system. This expression is the common basis 
for the two approaches. 
     The problem is how to calculate this total dipole moment. In the 
charge distribution approach one obtains directly the electric field E(z) 
based upon Eq.(E-l) and integrates it. In the dipole moment approach one 
estimates the total dipole moment as sum of the molecular dipole moments. 
Recently Wilson .et al. analytically formulated the difference between these 
two approaches.134 Their technique is based upon the following Taylor 
expansion20 of charge density p (z), 
                         2p (z) = -dzPZ(z) +Z2QZZ(z) -(E-5) 
where Pz(z) is the z-component of the dipole density and QzZ(z) is the zz-
component of the quadrupole density. After substitution of this expression 
into Eq.(E-4) and partial integration, one can obtain the "exact" formula134: 
X = dz2 Pz(z2)/ £ p - CQzZ(+°°)-Qzz(-°°)]/ s O.(E-6) 
-oo 
Therefore the surface potential is not determined only by molecular dipoles, 
but depends also on molecular quadrupoles ! 
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     As a result of that, the interface of non-polar matter, such  as 
nitrogen, can have non-zero potential difference. This is not so remarkable 
as may look at first sight. To understand it, let us consider an ideal 
crystal composed of non-polar model molecules135 (Fig.E-1); each molecule has 
a quadrupole moment, the z-component of which is negative. The electrostatic 
potential (a solid line in Fig.E-1) is therefore positive inside each 
molecule, and the spatial average of the potential becomes non-zero as shown 
by a dashed line in the figure, which agrees well with the result of Eq.(E-
6). The experimental measurement of X is, however, usually based on the 
estimation of electrostatic work needed to move a test charge (ions or 
electrons) from one bulk phase to another. Can we put the test charge inside 
the molecule? In the case of soft and large molecules, such as biopolymers, 
the answer may be yes and one can actually estimate the electrostatic 
potential spatially averaged in some sense. But for small and rather rigid 
molecules, like water, we are probably able to measure the potential only at 
each intermolecular space point; if molecules have no dipole moment, the 
result will be X ti0. 
     For the latter case, the dipole moment approach will be useful. To 
explain it in more detail, let us consider the system composed of rigid 
molecules** and express the position vector of i-th site (having charge qi) 
of each molecule in laboratory-fixed frame as 
Ri = A ri + Ro,(E-7) 
where Ro is the position of arbitrarily chosen center of each molecule, ri is 
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the position of the i-th site in body-fixed frame, and A is the  rotational 
matrix to describe the orientation of the molecule. From computer 
simulation, we know the distribution of Ro, which is the number density 
profile n(zo), and the probability distribution of A at height zo, which is 
represented here by f(A ;zo) and can be easily obtained from (0 ,c ) 
distribution. The charge density at z is represented as 
            ZI 
P q(z) =dzo dA n(zo)f(A;zo);gi S ((Ari)z + zo - z), (E-8) 
z„ 
where S (x) is the Dirac's delta function. When Eq.(E-8) is substituted in 
Eq.(E-4), we obtain the following expression: 
Zi,cozA 
dzPq(z)z = dzo n(zo) dA f(A;zo) dz z.gia((Ari)z + zo - z) 
z02Ziti 
 _ = dzo n(zo) dA f(A;zo)CEgi((Ari)z + zo}] 
  z1                      v
Z,t 
              = dzo n(zo) dA f(A;zo)(A;giri)z , (E-9) 
                       21). 
where we use charge neutrality of each molecule, ;q1 = 0, for the last line. 
L When the molecular dipole P is defined as 
 P = E giri,(E-10) 
i 
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we can simplify the expression (E-9) as 
 f  dz  P  q(z)z = f dzo n(zo) f dA f(A;zo)(AP)z 
           = f dzo n(zo)<Pz(zo)>.(E-11) 
Therefore the potential difference can be expressed only with the sum of 
molecular dipole moments and the correction with the quadrupole moments of 
bulk phases does not appear 
     Weexplain how the difference between Eqs.(E-6) and (E-11) comes out. 
The key exists in the transformation of Eq.(E-9), the first line into the 
second line, which means that we does not separate each molecule into charged 
sites. In other word, we neglect contribution of such a molecule as its 
charged site Ri and its center Ro exist in different sides of integral 
boundary z1 or zv; zo < zl< zi, for example. This assumption is equivalent to 
considering the electrostatic potential inside and outside of the molecule 
separately.
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Table  B-1. Some 
y=exp(x) and
examples of the 
 A=1X 10-3.
results of interpolations. The function is

























































Table  C-1. Coefficients in the 
(Kataoka, 1987, Ref.141).
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 [ Figure captions in Appendices ] 
 Fig.Al. CC model of a water molecule (Ref.142). Four interaction sites are 
     just on the two hydrogen atoms, the oxygen atom, and the virtual lone 
     pair represented as M, which exists between the hydrogen atoms. The 
     hydrogens have partial charge S =0.658 e, where e is the elementary 
     charge, a=1.602 X 10-19 C, and the lone pair has -26 . 
Fig.A2. TIPS model of a methanol molecule (Ref.149). Three interaction 
     sites are just on the hydrogen atom, the oxygen atom, and the methyl 
     group, each of which has partial charge; 61=0.285 e and 62=0.40 e. 
     The three axes x, y, z (x is perpendicular to the y-z plane) are 
     principal axes of moment inertia tensor in order of its principal 
     values and form the body-fixed coordinate system. The origin of the 
     frame is the center of mass, which exists between the oxygen atom and 
     the methyl group. 
Fig.B1. The scheme of parabolic approximation. 
Fig.D1. The surface of ideal Crystal composed of non-polar model molecules 
     having quadrupoles, and the electrostatic potential X (z) along the 
     crystal axis. The solid line is the true potential, and the dashed 
      line represents the space-averaged one. At every intermolecular space 
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