Given the (m + 1) complex matrices A 0 , . . . , A m of size n × n and denoting D (resp. C + ) the closed unit ball in C (resp. the closed right-half plane), let us consider the following problem: determine whether ∀s ∈ C + , ∀z def = (z 1 , . . . , z m ) ∈ D m , det(sI n − A 0 − z 1 A 1 − · · · − z m A m ) = 0 .
m−1 n , such that P > 0 k m n and R(P, Q 1 , . . . , Q m ) < 0 (k+1) m n .
Here, H n represents the space of n × n hermitian matrices, and R is a linear application taking values in H (k+1) m n , defined as follows. LetĴ k def = (I k 0 k×1 ),J k def = (0 k×1 I k ), then (using the power of Kronecker product with the natural meaning):
Problem (2,3) is a linear matrix inequality in the m + 1 unknown matrices P, Q 1 , . . . , Q m , a convex optimization problem. The LMIs (2,3) obtained for increasing values of k constitute indeed a family of weaker and weaker sufficient conditions for (1) . Conversely, property (1) necessarily implies solvability of the LMIs for a certain rank k and beyond. See [1] for details. Numerical experimentations have shown that the precision of the criteria obtained for small values of k (2 or 3) may be remarkably good already, but rational use of this result requires to have a priori information on the size of the least k, if any, for which the LMIs are solvable. Bounds, especially upper bound, on this quantity are thus highly desirable, and they should be computed with low complexity algorithms. Open Problem 1: Find an integer-valued function k * (A 0 , A 1 , . . . , A m ) defined on the product (C n×n ) m+1 , whose evaluation necessitates polynomial time, and such that property (1) holds if and only if LMI (2,3) is solvable for k = k * .
One may imagine that the previous quantity exists, depending upon n and m only.
Open Problem 2:
Determine whether the quantity k * n,m def = sup{k * (A 0 , A 1 , . . . , A m ) : A 0 , A 1 , . . . , A m ∈ C n×n } is finite. In this case, provide an upper bound of its value. If k
MOTIVATIONS AND COMMENTS
We expose here some problems related to property (1) .
Robust stability
Property (1) is equivalent to asymptotic stability of the uncertain systeṁ
for any value of z ∈ D m . Usual approaches leading to sufficient LMI conditions for robust stability are based on search for quadratic Lyapunov functions x(t) H Sx(t) with constant S, see related bibliography in [2, p. 72-73 ], or parameter-dependent S(z), namely affine [8, 7, 5, 6, 12] and more recently quadratic [19, 20] . Methods based on piecewise quadratic Lyapunov functions [21, 13] and LMIs with augmented number of variables [9, 11] also provide sufficient conditions for robust stability.
The approach leading to the result exposed in §1 systematizes the idea of expanding S(z) in powers of the parameters. Indeed, robust stability of (4) guarantees existence of a Lyapunov function x(t) H S(z)x(t) with S(z) polynomial with respect to z andz in D m , and the integer k is related to the degree of this polynomial [1] .
Computation of structured singular values with repeated scalar blocks
Property (1) is equivalent to µ ∆ (A) < 1, for a certain matrix A deduced from A 0 , A 1 , . . . , A m , and a set ∆ of complex uncertainties with m + 1 repeated scalar blocks. Evaluation of the structured singular values (a standard and powerful tool of robust analysis) has been proved to be a NP-hard problem, see [3, 16] . Hope had dawned that its standard, efficiently computable, upper bound could be a satisfying approximant [17] , but the gap between the two measures has latter on been proved infinite [18, 14] . The approach in §1 could offer attractive numerical alternative for the same purpose, as resolution of LMIs is a convex problem. It provides a family of convex relaxations, of arbitrary precision, of a class of NP-hard problems.
The complexity results evoked previously imply the existence of k * (A 0 , A 1 , . . . , A m ) such that property (1) is equivalent to solvability of LMI (2,3) for k = k * : first, check that µ ∆ (A) < 1; if this is true, then assess to k * the value of the smallest k such that LMI (2,3) is solvable, otherwise put k * = 1. This algorithm is, of course, a disaster from the point of view of complexity and computation time, and it does not answer Problem 1. Concerning the value of k Property (1) is a strong version of the delay-independent stability of the functional differential equation of retarded typeẋ = A 0 x(t) + A 1 x(t − h 1 ) + · · · + A m x(t − h m ), that is the asymptotical stability for any value of h 1 , . . . , h m ≥ 0, see [10, 2, 4] . This problem has been recognized as NP-hard [15] . Solving LMI (2,3) provides explicitly a quadratic Lyapunov-Krasovskii functional independent upon the values of the delays [1] . Robust stability of discrete-time systems and stability of multidimensional (nD) systems Understanding how to cope with the choice of k to apply LMI (2,3), should also lead to progress in the analysis of the discrete-time analogue of (4), the uncertain system x k+1 = (A 0 + z 1 A 1 + · · · + z m A m )x k . Similarly, stability analysis for multidimensional systems (a discrete-time analogue of the functional differential equations of neutral type) would benefit from such contributions. [5] M. Dettori, C. W. Scherer, "Robust stability analysis for parameter dependent systems using full block S-procedure," Proc. of 37th IEEE CDC, Tampa, Florida, 2798-2799, 1998.
BIBLIOGRAPHY
[6] M. Dettori, C. W. Scherer, "New robust stability and performance conditions based on parameter dependent multipliers," Proc. of 39th IEEE CDC, Sydney, Australia, 2000.
[7] E. Feron, P. Apkarian, P. Gahinet, "Analysis and synthesis of robust control systems via parameter-dependent Lyapunov functions," IEEE Trans. Automat. Control , 41, no 7, 1041-1046, 1996.
[8] P. Gahinet, P. Apkarian, M. Chilali, "Affine parameter-dependent Lyapunov functions and real parametric uncertainty," IEEE Trans. Automat. Control , 41, no 3, 436-442, 1996.
[9] J. C. Geromel, M. C. de Oliveira, L. Hsu, "LMI characterization of structural and robust stability," Linear Algebra Appl., 285, no 1-3, 69-80, 1998.
[10] J. K. 
STABILITY OF ALL PRODUCTS
We consider problems related to the stability of sets of matrices. Let Σ be a finite set of n × n real matrices. Given a system of the form
suppose that it is known that A t ∈ Σ, for each t, but that the exact value of A t is not a priori known because of exogenous conditions or changes in the operating point of the system. Such systems can also be thought of as a time-varying systems. We say that such a system is stable if
for all initial states x 0 and all sequences of matrix products. This condition is equivalent to the requirement
for all infinite sequences of indices. Sets of matrices that satisfy this condition are said to be stable.
Problem 1.
Under what conditions is a given set of matrices stable?
Condition for stability are trivial for matrices of dimension one (all scalar must be of magnitude strictly less than one), and are well-known for sets that contain only one matrix (the eigenvalues of the matrix must be of magnitude strictly less than one). We are asking stability conditions for more general cases.
The matrices in the set must of course have all their eigenvalues of magnitude strictly less than one. This condition does not suffice in general as it is possible to obtain an unstable dynamical system by switching between two stable linear dynamics. Consider, for instance, the matrices
These matrices are stable iff |α| < 1. Consider, then, the product
It is immediate to verify that the stability of this matrix is equivalent to the condition |α| < ((2/(3 + 5 1/2 )) 1/2 = 0.618 and so the stability of A 0 , A 1 does not imply that of the set {A 0 , A 1 }.
Except for elementary cases, no satisfactory conditions are presently available for checking the stability of sets of matrices. In fact the problem is open even in the case of matrices of dimension two. From a set of m matrices of dimension n, it is easy to construct two matrices of dimension nm whose stability is equivalent to that of the original set. Indeed, let Σ = {A 1 , . . . , A m } be a given set and define B 0 = diag(A 1 , . . . , A m ) and B 1 = T ⊗ I where T is a m × m cyclic permutation matrix, ⊗ is the Kronecker matrix product, and I the n × n identity matrix. Then the stability of the pair of matrices {B 0 , B 1 } is easily seen equivalent to that of Σ (see [3] for a more detailled argument). Our question is thus: When is a pair of matrices stable?
Several results are available in the literature for this problem, see, e.g., the Lie algebra condition given in [9] . The conditions presently available are only partly satisfactory in that they are either incomplete (they do not cover all cases), they are approximate (see, e.g., [1] and [8] ), or they are not effective. We say that a problem is effectively decidable (or, decidable) if there is an algorithm that, upon input of the data associated with an instance of the problem, provides a yes-no answer after a finite amount of computation. The precise definition of what is meant by an algorithm is not critical; most algorithm models proposed so far are known to be equivalent from the point of view of their computing capabilities, and they also coincide with the intuitive notion of what can be effectively achieved (see [10] for a general description of decidability, and [4] for a survey on decidability in systems and control). Problem 1 can thus be made more explicit by asking for an effective decision algorithm for stability of arbitrary finite sets. Problems similar to this one are known to be undecidable (see, e.g. [2] and [3] ); also, attempts (including by the authors of this contribution) of finding such an algorithm have so far failed, we therefore risk the conjecture:
Conjecture 1: The problem of determining if a given pair of matrices is stable is undecidable.
STABILITY OF ALL PERIODIC PRODUCTS
Problem 1 is related to the generalized spectral radius of sets of matrices, a notion that generalizes to sets of matrices the usual notion of spectral radius of a single matrix. Let ρ(A) denote the spectral radius of a real matrix A, ρ(A) := max{|λ| : λ is an eigenvalue of A}.
The generalized spectral radius ρ(Σ) of a finite set of matrices Σ is defined in [7] by
where for each k ≥ 1
When Σ consist of just one single matrix, this quantity is equal to the usual spectral radius. Moreover, it is easy to see that, as for the single matrix case, the stability of the set Σ is equivalent to the condition ρ(Σ) < 1, and so problem 1 is the problem of finding effective conditions on Σ for ρ(Σ) < 1.
It is conjectured in [11] that the equality ρ(Σ) = ρ k (Σ) always occur for some finite k. This conjecture, known as the finiteness conjecture, can be restated by saying that, if a set of matrices Σ is unstable, then there exists a finite unstable product, i.e., if ρ(Σ) ≥ 1, then there exists some k ≥ 1 and
The existence of a finite unstable product is equivalent to the existence of an infinite periodic product that does not converge to zero. We say that a set of matrices is periodically stable if all infinite periodic products of matrices taken in the set converge to zero. Stability clearly implies periodic stability; according to the finiteness conjecture, the converse is also true. The conjecture has been proved to be false in [6] . A simple counterexample is provided in [5] , where it is shown that there are uncountably many values of the real parameters a and b for which the pair of matrices
is not stable but is periodically stable. Since stability and periodic stability are not equivalent, the following question naturally arises.
Problem 2:
Under what conditions is a given finite set of matrices periodically stable? 
DESCRIPTION OF THE PROBLEM
Matrices play a major role in control theory. In this note, we consider a decidability question for finitely generated multiplicative matrix semigroups. Such semigroups arise, for example, when considering switched linear systems. We consider embeddings of the free semigroup Σ + = {a 0 , . . . , a k−1 } + into the multiplicative semigroup of 2 × 2 matrices over nonnegative integers N:
For a two generator semigroup, i.e., Σ + = {a, b} + , such embeddings are defined, for example, by mappings:
and ϕ 2 :
Actually, ϕ 1 provides an embedding of the two generator free group into the multiplicative semigroup of unimodular matrices, e.g., into SL(2, N).
The embedding ϕ 2 , in turn, directly extends to all finitely generated free semigroups. Indeed, the mapping
(2) To see this, it is enough to verify that
where k(w) denotes the number represented in base k by the word w ∈ {a 0 , . . . , a k−1 } + under the identification: a i corresponds the digit i. Embeddings of countably generated free semigroups are obtained by employing a morphism {a 0 , a 1 , . . .} + → {a, b} + , given, for example, by the mapping τ : a i → a i b. Then ϕ 2 • τ yields a required embedding.
In the above examples it is easy to check, as we did for ϕ i , i ≥ 2, that the mappings are indeed embeddings. In general, the situation is strikingly different. In fact, we formulate:
Is it decidable whether a given morphism ϕ : Σ + → M 2×2 (N) is an embedding, or equivalently, whether a finite set X = {A 0 , . . . , A k−1 } of 2 × 2 matrices over N is a free generating set of X + ?
Problem 1 deserves two comments. First, we could consider matrices over rational numbers rather than nonnegative integers. This variant is -as it is not too difficult to see-equivalent to the case where matrices are integer matrices. Second, the problem is open even if only two matrices are considered:
Problem 2: Is it decidable whether the multiplicative semigroup generated by two 2 × 2 matrices over N is free?
Of course, the nontrivial part of problem 2 is the case when the semigroup is of rank 2. In many concrete examples, the freeness is easy to conclude, as we saw. Amazingly, however, the problem remains even if the matrices are upper-triangular, as is ϕ 2 above.
MOTIVATION AND HISTORY
The importance of problem 1 should be obvious, without any further motivation. Indeed, product of matrices is one of the most fundamental operations in mathematics. In linear algebra it witnesses the composition of linear mappings, and in automata theory it defines the behavior of finite automaton, cf. [7] , to mention just two examples. However, the importance of Problem 1 goes far beyond these general reasons.
The existence of embeddings like (2) have been known for a long time. Already in the 1920s J. Neilsen [12] was using these when studying free groups. Such embeddings are extremely useful for both the theories involved. In one hand, these can be used to transfer results on words into those of matrices. The undecidability is an example of a property that is natural and common in the theory of words, and translatable to matrices via these embeddings. This, indeed, is essential in the spirit of this note.
On the other hand, there exist many deep results on matrices that have turned out useful for solving problems on words. A splendid example is Hilbert Bases Theorem, which implies -again via above embeddings-a fundamental compactness property of word equations, so-called Ehrenfeucht Compactness Property, cf. [5] . According to the knowledge of the author, the problems mentioned were first discussed in [10] , where problem 1 was explicitly stated, and its variant for 3× 3 matrices over N was shown to be undecidable. In [4] the undecidability was extended to upper-triangular 3 × 3 matrices over N, and moreover problem 2 was formulated. Similar problems on matrices have been considered much earlier. Among the oldest results is a remarkable paper by M. Paterson [13] , where he shows that it is undecidable whether the multiplicative semigroup generated by a finite set of 3 × 3 integer matrices contains the zero matrix. In other words, the mortality problem, cf. [16] , for 3 × 3 integer matrices is undecidable. According to the current knowledge, it remains undecidable even in the cases when a finite set consists of only seven 3 × 3 integer matrices or of only two 21 × 21 integer matrices, cf. [11] and [8, 3, 2] . For 2 × 2 matrices, the mortality problem is open. The above undecidability results can be interpreted as follows. First, the existence of the zero element in a two generator (matrix) semigroup is undecidable, cf. [3] . Second, it is also undecidable whether some composition of an effectively given finite set of linear transformation of Euclidian space R 3 equals to the zero mapping.
The above motivates a related question: is it decidable whether a finitely generated semigroup contains the unit element? In terms of matrices, we state:
Problem 3: Is it decidable whether the multiplicative semigroup S gener-ated by a finite set of n × n integer matrices contains the unit matrix?
For n = 2 this is shown to be decidable in the case of two matrices in [11] , and in the case of an arbitrary number of matrices in [6] , but in general the problem is open. A related problem, also open at the moment, asks whether the semigroup S contains a diagonal matrix. In this context, the following example is of interest.
A straightforward computation shows that, for any w = a i1 . . . a it :
Consequently, due to the undecidability of Post Correspondence Problem, cf. [14] , it is also undecidable whether the multiplicative semigroup generated by a finite set of 3 × 3 integer matrices contains a matrix of the form 
We do not know how to get rid of δ.
AVAILABLE RESULTS
Due to the embedding Σ + → M 2×2 (N), one way to view Problem 1 is to consider it as an extension of the problem asking to decide whether a finite set of words of Σ + generates a free subsemigroup of Σ + . This problem is basic in the theory of codes, cf. [1] . It is decidable, even efficiently, as it is not too difficult to see, cf. e.g. [15] . Very little seems to be known about problem 1. As we already said the corresponding problem for 3 × 3 matrices is undecidable, the proof being a reduction to Post Correspondence Problem, as in example 1. A bit more intriguing reduction techniques were used in [4] in order to show that the undecidability holds even for upper-triangular 3 × 3 matrices over N. A fundamental observation in these proofs is that the product monoid Σ + ×∆ + is not embeddable only into the semigroup of matrices of dimension four but also into that of dimension three. In other words, there exists an embedding
On the other hand, as also shown in [4] , there does not exist any such embedding into the semigroup of 2 × 2 matrices, i.e., into M 2×2 (N). Problem 2 was formulated after vain attempts to solve it in [4] . Actually, even the case when both of the matrices are upper-triangular, i.e., of the form α β 0 γ remained unanswered. Only several sufficient (effective) conditions for the freeness were established. Even for some very particular cases, we do not know if the semigroup is free. In particular, we do not know whether the matrices A = 2 0 0 3 and B = 3 5 0 5
generate a free semigroup. We only know that these matrices do not satisfy any equation where both sides are of length at most 20. As a conclusion, we hope, we have been able to point out a problem that is not only very simply formulated, but also fundamental and challenging. 
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PROBLEM STATEMENT AND HISTORICAL REMARKS
For finite dimensional R-vector spaces U and V , we consider a symmetric bilinear map B : U ×U → V . This then defines a quadratic map Q B : U → V by Q B (u) = B(u, u). Corresponding to each λ ∈ V * is a R-valued quadratic form λQ B on U defined by λQ B (u) = λ · Q B (u). B is definite if there exists λ ∈ V * so that λQ B is positive-definite. B is indefinite if for each λ ∈ V * \ ann(image(Q B )), λQ B is neither positive nor negative-semidefinite, where ann denotes the annihilator.
Given a symmetric bilinear map B : U × U → V , the problems we consider are as follows.
i. Find necessary and sufficient conditions characterizing when Q B is surjective.
ii. If Q B is surjective and v ∈ V , design an algorithm to find a point
iii. Find necessary and sufficient conditions to determine when B is indefinite.
From the computational point of view, the first two questions are the more interesting ones. Both can be shown to be NP-complete, whereas the third one can be recast as a semidefinite programming problem. 1 Actually, our main interest is in a geometric characterization of these problems. Section 4 below constitutes an initial attempt to unveil the essential geometry behind these questions. By understanding the geometry of the problem properly, one may be lead to simple characterizations like the one presented in Proposition 3, which turn out to be checkable in polynomial time for certain classes of quadratic mappings. Before we comment on how our problem impinges on control theory, let us provide some historical context for it as a purely mathematical one. The classification of R-valued quadratic forms is well understood. However, for quadratic maps taking values in vector spaces of dimension two or higher, the classification problem becomes more difficult. The theory can be thought of as beginning with the work of Kronecker, who obtained a finite classification for pairs of symmetric matrices. For three or more symmetric matrices, that the classification problem has an uncountable number of equivalence classes for a given dimension of the domain follows from the work of Kac [12] . For quadratic forms, in a series of papers Dines (see [8] and references cited therein) investigated conditions when a finite collection of R-valued quadratic maps were simultaneously positive-definite. The study of vector-valued quadratic maps is ongoing. A recent paper is [13] , to which we refer for other references.
CONTROL THEORETIC MOTIVATION
Interestingly, and perhaps not obviously, vector-valued quadratic forms come up in a variety of places in control theory. We list a few of these here.
Optimal control: Agračhev [2] explicitly realizes second-order conditions for optimality in terms of vector-valued quadratic maps. The geometric approach leads naturally to the consideration of vector-valued quadratic maps, and here the necessary conditions involve definiteness of these maps. Agračhev and Gamkrelidze [1, 3] look at the map λ → λQ B from V * into the set of vector-valued quadratic maps. Since λQ B is a R-valued quadratic form, one can talk about its index and rank (the number of −1's and nonzero terms, respectively, along the diagonal when the form is diagonalized). In [1, 3] the topology of the surfaces of constant index of the map λ → λQ B is investigated. Local controllability: The use of vector-valued quadratic forms arises from the attempt to arrive at feedback-invariant conditions for controllability. Basto-Gonçalves [6] gives a second-order sufficient condition for local controllability, one of whose hypotheses is that a certain vector-valued quadratic map be indefinite (although the condition is not stated in this way). This condition is somewhat refined in [11] , and a necessary condition for local controllability is also given. Included in the hypotheses of the latter is the condition that a certain vector-valued quadratic map be definite.
Control design via power series methods and singular inversion:
Numerous control design problems can be tackled using power series and inversion methods. The early references [5, 9] show how to solve the optimal regulator problem and the recent work in [7] proposes local steering algorithms. These strong results apply to linearly controllable systems, and no general methods are yet available under only second-order sufficient controllability conditions. While for linearly controllable systems the classic inverse function theorem suffices, the key requirement for second-order controllable systems is the ability to check surjectivity and compute an inverse function for certain vector-valued quadratic forms. Dynamic feedback linearisation: In [14] Sluis gives a necessary condition for the dynamic feedback linearization of a systeṁ
The condition is that for each x ∈ R n , the set D x = {f (x, u) ∈ T x R n | u ∈ R m } admits a ruling, that is, a foliation of D x by lines. Some manipulations with differential forms turns this necessary condition into one involving a symmetric bilinear map B. The condition, it turns out, is that Q −1
This is shown by Agračhev [1] to generically imply that Q B is surjective.
KNOWN RESULTS
Let us state a few results along the lines of our problem statement that are known to the authors. The first is readily shown to be true (see [11] for the proof). If X is a topological space with subsets A ⊂ S ⊂ X, we denote by int S (A) the interior of A relative to the induced topology on S. If S ⊂ V , aff(S) and conv(S) denote, respectively, the affine hull and the convex hull of S.
Proposition 1: Let B : U × U → V be a symmetric bilinear map with U and V finite-dimensional. The following statements hold:
(i) B is indefinite if and only if 0 ∈ int aff(image(Q B )) (conv(image(Q B )));
(ii) B is definite if and only if there exists a hyperplane P ⊂ V so that image(Q B ) ∩ P = {0} and so that image(Q B ) lies on one side of P ;
(iii) if Q B is surjective then B is indefinite.
The converse of (iii) is false. The quadratic map from R 3 to R 3 defined by Q B (x, y, z) = (xy, xz, yz) may be shown to be indefinite but not surjective. Agračhev and Sarychev [4] prove the following result. We denote by ind(Q) the index of a quadratic map Q : U → R on a vector space U .
This sufficient condition for surjectivity is not necessary. The quadratic map from R 2 to R 2 given by Q B (x, y) = (x 2 − y 2 , xy) is surjective, but does not satisfy the hypotheses of Proposition 2.
PROBLEM SIMPLIFICATION
One of the difficulties with studying vector-valued quadratic maps is that they are somewhat difficult to get one's hands on. However, it turns out to be possible to simplify their study by a reduction to a rather concrete problem. Here we describe this process, only sketching the details of how to go from a given symmetric bilinear map B : U × U → V to the reformulated end problem. We first simplify the problem by imposing an inner product on U and choosing an orthonormal basis so that we may take U = R n .
We let Sym n (R) denote the set of symmetric n × n matrices with entries in R. On Sym n (R) we use the canonical inner product
A, B = tr(AB).
We consider the map π : R n → Sym n (R) defined by π(x) = xx t , where t denotes transpose. Thus the image of π is the set of positive semidefinite symmetric matrices of rank at most one. If we identify Sym n (R) R n ⊗ R n , then π(x) = x ⊗ x. Let K n be the image of π and note that it is a cone of dimension n in Sym n (R) having a singularity only at its vertex at the origin. Furthermore, K n may be shown to be a subset of the hypercone in Sym n (R) defined by those matrices A in Sym n (R) forming angle arccos( 1 √ n ) with the identity matrix. Thus the ray from the origin in Sym n (R) through the identity matrix is an axis for the cone K N . In algebraic geometry, the image of K n under the projectivization of Sym n (R) is known as the Veronese surface [10] , and as such is well-studied, although perhaps not along lines that bear directly on the problems of interest in this article. We now let B : R n × R n → V be a symmetric bilinear map with V finitedimensional. Using the universal mapping property of the tensor product, B induces a linear mapB : Sym n (R) R n ⊗ R n → V with the property thatB • π = B. The dual of this map gives an injective linear map B * : V * → Sym n (R) (here we assume that the image of B spans V ). By an appropriate choice of inner product on V , one can render the embedding B * an isometric embedding of V in Sym n (R). Let us denote by L B the image of V under this isometric embedding. One may then show that with these identifications, the image of Q B in V is the orthogonal projection of K n onto the subspace L B . Thus we reduce the problem to one of orthogonal projection of a canonical object, K n , onto a subspace in Sym n (R)! To simplify things further, we decompose L B into a component along the identity matrix in Sym n (R) and a component orthogonal to the identity matrix. However, the matrices orthogonal to the identity are readily seen to simply be the traceless n × n symmetric matrices. Using our picture of K n as a subset of a hypercone having as an axis the ray through the identity matrix, we see that questions of surjectivity, indefiniteness, and definiteness of B impact only on the projection of K n onto that component of L B orthogonal to the identity matrix. The following summarizes the above discussion.
The problem of studying the image of a vector-valued quadratic form can be reduced to studying the orthogonal projection of K n ⊂ Sym n (R), the unprojectivized Veronese surface, onto a subspace of the space of traceless symmetric matrices. This is, we think, a beautiful interpretation of the study of vector-valued quadratic mappings, and will surely be a useful formulation of the problem. For example, with it one easily proves the following result. 
DESCRIPTION OF THE PROBLEM
When modeling controlled dynamical systems one commonly chooses individual control variables u 1 , . . . u m that appear natural from a physical, or practical point of view. In the case of nonlinear models evolving on R n (or more generally, an analytic manifold M n ) that are affine in the control, such a choice corresponds to selecting vector fields f 0 , f 1 , . . . f m : M → T M , and the system takes the formẋ
(1)
From a geometric point of view such a choice appears arbitrary, and the natural objects are not the vector fields themselves but their linear span. Formally, for a set F = {v 1 , . . . v m } of vector fields define the distribution spanned by F as ∆ F :
For systems with drift f 0 , the geometric object is the map∆ F (x) = {f 0 (x) + c 1 f 1 (x) + . . . + c m f m (x) : c 1 , . . . c m ∈ R} whose image at every point x is an affine subspace of T x M . The geometric character of the distribution is captured by its invariance under the group of feedback transformations.
In traditional notation (here formulated for systems with drift) these are (analytic) maps (defined on suitable subsets) α : M n × R m → R m such that for each fixed x ∈ M n the map v → α(x, v) is affine and invertible. Customarily, one identifies α(x, ·) with a matrix and writes
This transformation of the controls induces a corresponding transformation of the vector fields defined byẋ
Assuming linear independence of the vector fields such feedback transformations amount to changes of basis of the associated distributions. One naturally studies the orbits of any given system under this group action, i.e., the collection of equivalent systems. Of particular interest are normal forms, i.e, natural distinguished representatives for each orbit. Geometrically (i.e., without choosing local coordinates for the state x), these are characterized by properties of the Lie algebra L(g 0 , g 1 , . . . g m ) generated by the vector fields g k (acknowledging the special role of g 0 if present).
Recall that a Lie algebra L is called nilpotent (solvable) if its central descending series L
The main questions of practical importance are:
Problem 1: Find necessary and sufficient conditions for a distribution ∆ F spanned by a set of analytic vector fields F = {f 1 , . . . f m } to admit a basis of analytic vector fields G = {g 1 , . . . g m } that generate a Lie algebra L(g 1 , . . . g m ) that has a desirable structure, i.e., that is a. nilpotent, b. solvable, or c. finite dimensional.
Problem 2:
Describe an algorithm that constructs such a basis G from a given basis F.
MOTIVATION AND HISTORY OF THE PROBLEM
There is an abundance of mathematical problems, which are hard as given, yet are almost trivial when written in the right coordinates. Classical examples of finding the right coordinates (or, rather, the right bases) are transformations that diagonalize operators in linear algebra and functional analysis. Similarly, every system of (ordinary) differential equation is equivalent (via a choice of local coordinates) to the systemẋ 1 = 1,ẋ 2 = 0, . . .ẋ n = 0 (in the neighborhood of every point that is not an equilibrium). In control, for many purposes the most convenient form is the controller canonical form (e.g., in the case of m = 1)ẋ 1 = u andẋ k = x k−1 for 1 < k ≤ n. Every controllable linear system can be brought into this form via feedback and a linear coordinate change. For control systems that are not equivalent to linear systems, the next best choice is a polynomial cascade systemẋ 1 = u andẋ k = p k (x 1 , . . . , x k−1 ) for 1 < k ≤ n. (Both linear and nonlinear cases have natural multi-input versions for m > 1.) What makes such linear or polynomial cascade form so attractive for both analysis and design is that trajectories x(t, u) may be computed from controls u(t) by quadratures only, obviating the need to solve nonlinear ODEs. Typical examples include pole placement and path planning [11, 16, 19] . In particular, if the Lie algebra is nilpotent (or similarly nice), the general solution formula for x(·, u) as an exponential Lie series [20] (which generalizes matrix exponentials to nonlinear systems) collapses and becomes innately manageable. It is well-known that a system can be brought into such polynomial cascade form via a coordinate change if and only if the Lie algebra L(f 1 , . . . f m ) is nilpotent [9] . Similar results for solvable Lie algebras are available [1] . This leaves open only the geometric question about when does a distribution admit a nilpotent (or solvable) basis.
RELATED RESULTS
In [5] it is shown that for every 2 ≤ k ≤ (n − 1) there is a k-distribution ∆ on R n that does not admit a solvable basis in a neighborhood of zero. This shows the problems of nilpotent and solvable bases are not trivial. Geometric properties, such as small-time local controllability (STLC) are, by their very nature, unaffected by feedback transformations. Thus conditions for STLC provide valuable information whether any two systems can be feedback equivalent. Typical such information, generalizing the controllability indices of linear systems theory, is contained in the growth vector, that is the dimensions of the derived distributions that are defined inductively by
Of highest practical interest is the case when the system is (locally) equivalent to a linear systemẋ = Ax + Bu (for some choice of local coordinates). Necessary and sufficient conditions for such exact feedback linearization together with algorithms for constructing the transformation and coordinates were obtained in the 1980s [6, 7] . The geometric criteria are nicely stated in terms of the involutivity (closedness under Lie bracketing) of the distributions spanned by the sets {(ad
A necessary condition for exact nilpotentization is based on the observation that every nilpotent Lie algebra contains at least one element that commutes with every other element [4] . A well-studied special case is that of nilpotent systems whichthatcan be brought into chained-form, compare [16] . This is closely related to differen-tially flat systems, compare [2, 8] , which have been the focus of much study in the 1990s. The key property is the existence of an output function such that all system variables can be expressed in terms of functions of a finite number of derivatives of this output. This work is more naturally performed using a dual description in terms of exterior differential systems and co-distributions ∆ ⊥ = {ω : M → T * M : ω, f = 0 for all f ∈ ∆}. This description is particularly convenient when working with small co-dimension n − m, compare [12] for a recent survey. (Special care needs to be taken at singular points where the dimensions of ∆ (k) are nonconstant.) This language allows one to directly employ the machinery of Cartan's method of equivalence [3] . However, a nice description of a system in terms of differential forms does not necessarily translate in a straightforward manner into a nice description in terms of vector fields (that generate a finite dimensional, or nilpotent Lie algebra). Some of the most notable recent progress has been made in the general framework of Goursat distributions, see, e.g., [13, 14, 15, 17, 18, 21] for detailed descriptions, the most recent results and further relevant references. 
PROBLEM STATEMENT
Suppose one is given signal flow graph G with n nodes whose branches have gains that are real rational functions (the open loop transfer functions). The gain of the branch connecting node i to node j is denoted R ji , and we write R ji =
Nji
Dji as a coprime fraction. The closed-loop transfer function from node i to node j for the closed-loop system is denoted T ji . The problem can then be stated as follows:
Is there an algorithmic procedure that takes a signal flow graph G and returns a "characteristic polynomial" P G with the following properties:
i. P G is formed by products and sums of the polynomials N ji and D ji , i, j = 1, . . . , n;
ii. all closed-loop transfer functions T ji , i, j = 1, . . . , n, are analytic in the closed right half-plane (CRHP) if and only if P G is Hurwitz?
The gist of condition i is that the construction of P G depends only on the topology of the graph, and not on manipulations of the branch gains. That is, the definition of P G should not depend on the choice of branch gains R ji , i, j = 1, . . . , n. For example, one would be prohibited from factoring polynomials or from computing the GCD of polynomials. This excludes unhelpful solutions of the problem of the form, "Let P G be the product of the characteristic polynomials of the closed-loop transfer functions T ji , i, j = 1, . . . , n."
DISCUSSION
Signal flow graphs for modelling system interconnections are due to Mason [3, 4] . Of course, when making such interconnections, the stability of the interconnection is nontrivially related to the open-loop transfer functions that weight the branches of the signal flow graph. There are at least two things to consider in the course of making an interconnection: (1) is the interconnection BIBO stable in the sense that all closed-loop transfer functions between nodes have no poles in the CRHP?; and (2) is the interconnection well-posed in the sense that all closed-loop transfer functions between nodes are proper? The problem stated above concerns only the first of these matters. Well-posedness when all branch gains R ji , i, j = 1, . . . , n, are proper is known to be equivalent to the condition that the determinant of the graph be a biproper rational function. We comment that other forms of stability for signal flow graphs are possible. For example, Wang, Lee, and Ho [5] consider internal stabilty, wherein not the transfer functions between signals are considered, but rather that all signals in the signal flow graph remain bounded when bounded inputs are provided. Internal stability as considered by Wang, Lee, and Ho and BIBO stability as considered here are different. The source of this difference accounts for the source of the open problem of our paper, since Wang, Lee, and Ho show that internal stability can be determined by an algorithmic procedure like that we ask for for BIBO stability. This is discussed a little further in section 3.
As an illustration of what we are after, consider the single-loop configuration of figure 10.6.1. As is well-known, if we write R i = Ni Di , i = 1, 2, as coprime N 1 N 2 is Hurwitz. Thus P G serves as the characteristic polynomial in this case. The essential feature of P G is that one computes it by looking at the topology of the graph, and the exact character of R 1 and R 2 are of no consequence. For example, pole/zero cancellations between R 1 and R 2 are accounted for in P G .
APPROACHES THAT DO NOT SOLVE THE PROBLEM
Let us outline two approaches that yield solutions having one of properties i and ii, but not the other.
The problems of internal stability and well-posedness for signal flow graphs can be handled effectively using the polynomial matrix approach, e.g., [1] . Such an approach will involve the determination of a coprime matrix fractional representation of a matrix of rational functions. This will certainly solve the problem of determining internal stability for any given example. That is, it is possible using matrix polynomial methods to provide an algorithmic construction of a polynomial satisfying property ii above. However, the algorithmic procedure will involve computing GCDs of various of the polynomials N ji and D ji , i, j = 1, . . . , n. Thus the conditions developed in this manner have to do not only with the topology of the signal flow graph, but also the specific choices for the branch gains, thus violating condition i above. The problem we pose demands a simpler, more direct answer to the question of determining when an interconnection is BIBO stable. Wang, Lee, and He [5] provide a polynomial for a signal flow graph using the determinant of the graph which we denote by ∆ G (see [3, 4] ). Specifically, they define a polynomial
Thus one multiplies the determinant by all denominators, arriving at a polynomial in the process. This polynomial has the property i above. However, while it is true that if this polynomial is Hurwitz then the system is BIBO stable, the converse is generally false. Thus property ii is not satisfied by P . What is shown in [5] is that all signals in the graph are bounded for bounded inputs if and only if P is Hurwitz. This is different from what we are asking here, i.e., that all closed-loop transfer functions have no CRHP poles. It is true that the polynomial P in (1) gives the desired characteristic polynomial for the interconnection of Figure 10 .6.1. It is also true that if the signal flow graph has no loops (in this case ∆ G = 1) then the polynomial P of (1) satisfies condition ii. We comment that the condition of Wang, Lee, and Ho is the same condition one would obtain by converting (in a specific way) the signal flow graph to a polynomial matrix system, and then ascertaining when the resulting polynomial matrix system is internally stable. The problem stated is very basic, one for which an inquisitive undergraduate would demand a solution. It was with some surprise that the author was unable to find its solution in the literature, and hopefully one of the readers of this article will be able to provide a solution, or point out an existing one. 
INTRODUCTION
In this chapter, we review the current status of the problem reported in [5] , and discuss some open problems related to randomized µ analysis. Basically, what remains still unknown after Treil's result [6] are the growth rate of the µ/µ ratio, and how likely it is to observe a high conservatism. In the context of randomized µ analysis, we discuss two open problems (i) Existence of polynomial time Las Vegas type randomized algorithms for robust stability against structured LTI uncertainties, and (ii) The minimum sample size to guarantee that µ/μ conservatism will be bounded by g, with a confidence level of 1 − .
DESCRIPTION AND HISTORY OF THE PROBLEM
The structured singular value [1] is a quite general framework for analysis/design against component level LTI uncertainties. Although for small number of uncertain blocks, the problem is of reasonable difficulty, all initial studies implied that the same is not likely to be true for the general case. Under these observations, convex upper bound tests became popular alternatives for the structured singular value. Later, it has been proved that these upper bound tests are indeed nonconservative robustness measures for different classes of component level uncertainties, and the structured singular value analysis problem is NP-hard. See the paper [5] and references therein for further details on the history of the problem.
What remains still open after Treil's result? An important open problem was the conservativeness of the standard upper bound test for the complex µ [5] . Recently, Treil showed that the gap between µ and its upper bound µ can be arbitrarily large [6] . Despite this negative result, computational experiments show that most of the time the gap is very close to one for matrices of reasonable size. The following are still open problems:
• What is the growth rate of the gap? In other words, what is the growth rate of
as a function of n = dim(M ). It is suspected that the growth rate is O(log(n)) [6] .
• How likely it is to observe low conservatism? In other words, what is the relative volume of the set
in the set of all n × n matrices with all entries having absolute value at most 1.
Randomized algorithms and some open problems Randomized algorithms are known to be quite powerful tools for dealing with difficult problems. A recent paper of Vidyasagar and Blondel [8] has both a nice summary of earlier results in this area, and provides a strong justification for the importance of randomized algorithms for tackling difficult control related problems. Randomized structured singular value analysis is studied in detail in the recent paper [3] , which also has many references to related work in this area.
Las Vegas type algorithm for µ analysis
There are two possible ways of utilizing the results of randomized algorithms, in particular the randomized µ analysis. Let us assume that several random uncertainty matrices with norm bounded by 1, ∆ k 's, k = 1, · · · , S, are generated according to some probability distribution, andμ(M ) is set tô
The first interpretation is the following: with a high probability, the inequality ρ(M ∆) ≤μ(M ) is satisfied for all ∆'s except for a set of small relative volume [7] . The second interpretation is to consider the whole process of generating random ∆ samples and checking the condition ρ(M ∆) < 1, as a Monte Carlo type algorithm for the complement of robust stability [2] . Indeed, after generating several ∆ samples, ifμ(M ) ≥ 1, then the (M, ∆) system is not robustly stable, otherwise one can either say the test is inconclusive or conclude that the (M, ∆) system is robustly stable (which sometimes can be the wrong conclusion). This unpleasant phenomena is a standard characteristic of Monte Carlo algorithms. What is not known is whether there is also a polynomial time Monte Carlo type randomized algorithm for the robust stability condition itself. Combining these two Monte Carlo algorithms will result an algorithm that never gives a false answer, and the probability of getting inconclusive answers goes to zero as we generate more and more random samples.
Problem 1 (Las Vegas type algorithm for µ analysis): Is there a polynomial time Las Vegas type randomized algorithm for testing robust stability against structured LTI uncertainties?
Why this problem is important?
An algorithm like this can be used to check whether the (M, ∆) system is robustly stable or not by generating random ∆ matrices: There is no possibility of getting false answers, and probability of getting inconclusive answers goes to zero as the sample size goes to infinity. However, the rate of convergence of the probability of getting inconclusive answers to zero, is also an important factor for the algorithm to be practical.
Relationship between the conservatism of µ/μ, sample size, and confidence levels
Conservativeness of the randomized lower boundμ is also an open problem. More precisely, we have very little knowledge about the relationship between the conservatism ratio µ/μ, the sample size S, and the conservatism bound g. For simplicity, let n denotes the dimension of the matrix M for the rest of this section. The following is a major open problem:
Problem 2: Find the best lower found, S(n, g, ), such that generating S ≥ S(n, g, ) random samples is enough to claim that, for all M ,
, with confidence level ≥ 1 − .
In other words, the probability inequality Prob ∆ 1 , · · · , ∆ S(n,g, ) : µ(M ) ≥ max 1≤k≤S(n,g, )
is satisfied for all M matrices.
Why this is an important problem?
In a robust stability analysis, one can set a confidence level very close one, say 1 − 10 −6 , generate many random ∆ samples, and compute the randomized lower boundμ. Ideally, a control engineer would like know how conservative is the obtainedμ compared to the actual µ, in order to have a better feeling of the system at hand. There is very little known about this problem, and some partial results are reported in [4] . The following are simple corollaries: Result 1 (Polynomial number of samples): For any positive universal constants C, α ∈ Z, generating S n = Cn α random samples is not enough to claim that, for all M , Result 2 (Exponential number of samples): There is a universal constant C such that, generating S n = Ce Alternatively, one can fix a confidence level, say 1 − 10 −6 , and study the relationship between the sample size S, and the best conservatism bound, g(S), that can be guaranteed with this confidence level. Again not much is known about how fast/slow the best conservatism bound g(S) converges to 1 as the sample size S goes to infinity.
