Abstract. This paper investigates the performance of several out-ofthe-box solvers for mixed-integer quadratically constrained programmes (MIQCPs) on an open pit mine production scheduling problem with mixing constraints. We compare the solvers BARON, Couenne, SBB, and SCIP to a problem-specific algorithm on two different MIQCP formulations. The computational results presented show that general-purpose solvers with no particular knowledge of problem structure are able to nearly match the performance of a hand-crafted algorithm.
Introduction
The rise of general mixed-integer programming (MIP) solvers over the last decade [6] is a prime example of how mathematics is able to derive general insights from specific findings and then apply these to other problems without having to look at their inner workings anymore. While in the 90s it was common to write your own branch-and-bound framework employing specialised problem-specific routines, see e.g. [14, 17] , today it is often very hard to outperform sophisticated state-of-the-art MIP solvers like CPLEX [16] , Gurobi [15] , CBC [11] , or SCIP [2] .
Effective general-purpose techniques are currently applicable for most linear mixed-integer and continuous convex optimisation problems. In contrast, for many nonconvex optimisation problems, specialised algorithms are still required to find globally optimal solutions.
Traditional solution methods for nonconvex integer optimisation problems have been developed either as entirely new solvers [22, 19] , or by directly extending a solver for NLPs to cope with integrality conditions, see e.g. [3, 10] . In recent years several groups have started to explore a different direction by trying to extend MIP solvers to handle nonlinearities, see e.g. [1, 4, 5, 9, 16] .
In this paper we compare the performance of a specialised branch-and-bound code to solve an open-pit mine production scheduling problem with mixing constraints to the performance of several general-purpose solvers on these problems, specifically BARON [22] , Couenne [4] , SBB [3] , and SCIP [5] .
Open-pit mine production scheduling has been chosen as a test case, since the authors were involved in a research project to solve these challenging, largescale optimisation problems [7] . Now a few years later it can be seen that using recent general-purpose software we are able to get nearly as good solutions outof-the-box.
In Section 2 we describe our model of the open-pit mine production scheduling problem (OPMPSP). For a more thorough discussion of this application see e.g. [20, 12, 8] . Section 3 provides two different MIQCP formulations for the OPMPSP. In Section 4 we present the details and results of our computational study.
Open pit mine production scheduling with stockpiles
In this section we describe in detail our model of the open pit mine production scheduling problem (OPMPSP). Typically, the orebody of an open pit mine is discretised into small mining units called blocks. Block models of real-world open pit mines may consist of hundreds of thousands of blocks resulting in large-scale optimisation problems. To overcome this difficulty, groups of blocks are often aggregated to form larger mining units with possibly heterogeneous ore distribution, which we call aggregates. We assume such an aggregation of a block model is given a priori, with the set of aggregate indices N = {1, . . . , N }. 4 Note that this setting comprises the special case of an unaggregated block model where we have only one block per aggregate.
Moreover, we assume complete knowledge about the contents of each aggregate i: First, its rock tonnage R i , i.e. the amount of material which has to be extracted from the mine. Second, its ore tonnage O i , i.e. the fraction of the rock tonnage sufficiently valuable to be processed further; in contrast, the non-ore fraction of each aggregate is discarded as waste immediately after its extraction from the mine. Finally, the tonnages A 1 i , . . . , A K i quantify a number of mineral attributes contained in the ore fraction. Attributes may be desirable, such as valuable mineral, or undesirable, such as chemical impurities.
The mining operations consist of several processes: First, rock is extracted from the pit, which we refer to as mining. Subsequently, the valuable part of the extracted material is refined further for sale, which is called processing; the remaining material not sufficiently valuable is simply discarded as waste. In an intermediate stage between mining and processing, the valuable material may be stored on stockpiles. A stockpile can be imagined as "bucket" in which all material is immediately mixed and becomes homogeneous. It may be used for different reasons: blending, storage of excessive mined material, and storage of low grade ore for possible future processing.
The lifespan of the mine is discretised into several, not necessarily homogeneous periods 1, . . . , T . A feasible mine schedule determines, for each time N, N number of aggregates and set of aggregate indices {1, . . . , N }, respectively period, the amount of rock which is to be mined from each aggregate, the fraction of the mined ore which is to be sent for processing or stockpiled, as well as the amount of ore sent from the stockpiles to the processing plant. The major constraints which must be satisfied are resource constraints and precedence constraints. Resource constraints restrict the amount of rock which may be mined and the amount of ore which may be processed during each time period t by limits M t and P t , respectively. Precedence constraints model the requirement that wall slopes are not too steep, ensuring the safety of the mine. Technically, these constraints demand that, before the mining of aggregate i may be started, a set of predecessor aggregates P(i) must have been completely mined. Long-term mining schedules have to be evaluated by their net present value: For each time period, we take the return from the processed and sold minerals minus the cost for mining and processing, multiplied by a decreasing discount factor to account for the time value of money. The sales price per tonne of attribute k is denoted by c k ; the mining and processing cost per tonne rock is denoted by m and p, respectively. For homogeneous time periods and constant interest rate q 0 per time period, the profit made in time period t is multiplied by a factor of 1/(1 + q) t . In general, discount factors δ 1 , . . . , δ T may be arbitrary, decreasing values between 0 and 1. The objective is to find a feasible mine schedule with maximum net present value.
Already without considering stockpiles, open pit mine production scheduling poses an NP-hard optimisation problem, see e.g. [13] . One inherent difficulty is given by the opposing nature of precedence constraints and net present value objective: Whereas we want to mine and process high-value material as early as possible to profit from subsequent interest, the precedence constraints (together with limited mining and processing capacity per time period) just prohibit this since high-value material is typically found in the lower layers of the pit. Furthermore, since heavy aggregation of the block model may decrease the net present value, we ideally want to solve the problem for as highly resolved aggregations, i.e. for as many aggregates, as possible. This paper focuses on the special case of one attribute -some valuable mineral -and a single stockpile with infinite capacity. The next section gives for-mulations of this case as mixed-integer quadratically constrained programmes (MIQCP). Although we focus on a special case, it includes the essential problem features. A more general setting comprising multiple attributes, multiple stockpiles, finite stockpiling capacity, starting with non-empty stockpiles, or blending constraints can easily be modelled by minor extensions and modifications. To conclude this section, Table 1 summarises the notation introduced above.
MIQCP formulations
In this section we provide mixed-integer quadratically constrained programming (MIQCP) formulations of the open pit mine production scheduling problem with one attribute ("metal") and a single, infinite-capacity stockpile, as presented in [7] : an aggregated "basic" formulation and an extended "warehouse" formulation. These formulations are theoretically equivalent. The results in [7] , however, clearly speak in favour of the extended formulation. For the LP relaxation based solvers, this is equally confirmed by our computational study presented in Section 4.
Basic formulation
To track the various material flows, we define the following continuous decision variables for each aggregate i and time period t: With this, the net present value of a mine schedule is calculated as
In order to model the precedence constraints, we define the binary decision variables x i,t ∈ {0, 1} as equal to 1 if aggregate i is completely mined within time periods 1, . . . , t.
A precedence-feasible extraction sequence is then guaranteed by the two sets of constraints
Additionally, we may, without altering the set of feasible solutions, require the sequence of binary variables x i,1 , . . . , x i,T to be nondecreasing for each aggregate i:
Though redundant from a modelling point of view, these inequalities may help (or hinder) computationally, and have been used in the benchmark algorithm from [7] . Conservation of the mined material is enforced by 
i.e. for each aggregate, the amount sent for processing or to the stockpile during one time period must not exceed the total amount mined. (The difference of y
is discarded as waste.) To model the state of the stockpile, we make Assumption S Material sent from the stockpile to the processing plant is removed at the beginning of each time period, while material extracted from the pit (and not immediately processed) is sent to the stockpile at the end of each time period.
Following this assumption, we must not send more material from the stockpile to processing than is available at the end of the previous period:
If we assume the stockpile to be empty at the start of the mining operations, we have
Starting with a nonempty stockpile requires only small modifications. Now, the book-keeping constraints for the amount of ore on the stockpile read
and analogously for the amount of metal on the stockpile
The resource constraints, limiting mining and processing capacity for each time period, read
respectively. Last, we need to ensure that the ore-metal-ratio of the material sent from stockpile to processing equals the ore-metal-ratio in the stockpile itself. Otherwise, only the profitable metal could be sent to processing and for sale while the ore, only causing processing costs, could remain in the stockpile. This involves the nonconvex quadratic mixing constraints
To avoid the singularities for zero denominators, we reformulate them as
All in all, we obtain the basic formulation (2) - (14),
(BF)
Warehouse formulation
In the basic formulation (BF) the material of all aggregates sent from the pit to the stockpile is aggregated into The net present values in terms of these variables is calculated as
Constraints (2) - (6) remain unchanged. Starting with an empty stockpile gives
Under Assumption S, the stockpile balancing equations read
The resource constraints on mining are the same as (12), the resource constraints on processing become
Instead of the mixing constraints (14), now we demand that for each time period t, the fraction z p i,t /z s i,t is equal for each aggregate i. We obtain a better formulation by introducing, for each time period t, a new variable f t ∈ [0, 1] called out-fraction, and requiring that
To avoid zero denominators, we reformulate this as
This gives the warehouse formulation (2) - (6), (12), (16) - (19),
Note that the basic formulation is an aggregated version of the warehouse formulation, and thus the LP relaxation (obtained by dropping integrality and mixing constraints) is tighter for the warehouse formulation.
A priori out-fraction discretisation
The application-specific algorithm of Bley et al. [7] is based on the linear MIP relaxation obtained by first dropping all of the quadratic constraints. To tighten this relaxation for the warehouse formulation, they propose a rough a priori discretisation of the out-fractions, which we describe in the following. Choose a series of fixed ratio levels 0
We define auxiliary binary variables u t,l ∈ {0, 1} as equal to 1 if the out-fraction f t φ l , for each time period t and level l. Trivially, we demand
Any binary vectorũ ∈ {0, 1} T ×L satisfying (20) corresponds, for each time
force variable f t to be in the interval [α t , β t ] for each time period t. We obtain the same effect for the out-fractions of each aggregate by the constraints
Constraints (22) force
greater than or equal to α t , while constraints (23) force it less than or equal to β t .
4 Computational study
Application-specific benchmark algorithm
As benchmark algorithm we used the application-specific approach described in [7] . It features a branch-and-bound algorithm based on a mixed-integer linear programming relaxation of the problem obtained by dropping the nonlinear mixing constraints, i.e. (14) for the basic and (19) for the warehouse formulation, respectively. A specialised branching scheme is used to force the maximum violation of the nonlinear constraints arbitrarily close to zero. As long as integer variables with fractional values are present, we branch on these to obtain an integer feasible solution. At nodes of the branch-and-bound tree with integer feasible relaxation solution, but violated nonlinear constraints, a specialised spatial branching is performed. For the basic formulation, if constraint (14) is violated for some time period t ∈ {2, . . . , T }, then -since the current solution is LP optimal -the metal fraction taken out of the stockpile exceeds the ore fraction taken out. Hence, there is a ratio φ with o
.
From this, two branches are created: one with In both branches, the current solution is cut off and the possible maximum violation of the mixing constraint for time period t is reduced. Similarly, for the warehouse formulation, suppose that constraint (19) is violated for some time period t ∈ {1, . . . , T }. Then there exist at least two aggregates i 1 , i 2 ∈ N with different out-fractions, thus there is a ratio φ with
This gives rise to two branches, one with the additional constraints
forcing the out-fractions of all aggregates in time period t below φ, the other branch with constraints
forcing them above φ. Again, in both branches, the current solution is cut off and the possible maximum violation of the mixing constraints for time period t is reduced. Note especially that the branches are created by adding multiple linear equalities. Such an aggressive branching strategy is usually invalid for general MINLP solvers, since it cuts off feasible solutions. In this special application it is feasible because of our additional knowledge, that the out-fractions of each aggregate must be equal for each time period.
Bley et al. [7] implemented this approach using the state-of-the-art MIP solver CPLEX 11.2.1 with tuned parameter settings. They apply a variable fixation scheme and cutting planes derived from the underlying precedence constrained knapsack structure which has been shown to improve the dual bound for linear mine production scheduling models. To obtain good primal solutions, they make extensive use of CPLEX's rounding heuristics and post-process the integer feasible solutions by adapting mixing ratios heuristically. For further details, see [7] . We used the same implementation in our computational study.
General-purpose MIQCP solvers
For our computational experiments, we had access to four general-purpose solvers for MIQCPs: BARON, Couenne, SCIP, and SBB. This section gives a brief overview of their algorithmic features.
BARON BARON [22] is a commercial mixed-integer nonlinear programming (MINLP) solver that implements a branch-and-reduce algorithm. The algorithm first reformulates the problem into a factorable form by introducing new auxiliary variables. The reformulated problem contains only sums of univariate functions and products of two variables. Based on knowledge about convex underestimators for univariate functions and products of variables, a linear relaxation of the problem is constructed, yielding a valid dual bound for the problem. Branching on integer variables allows the solver to reduce fractionality of the relaxation solution, while branching on variables in nonconvex terms allows to compute tighter convex underestimators. The algorithmic performance is improved by certain reduction techniques for variable domains and branching variable selection heuristics.
For our experiments, we used BARON 8.1.5 with CPLEX 11.2.1 [16] as LP solver and MINOS 5.51 [18] as NLP solver.
Couenne Couenne [4] is a very recent open source MINLP solver that implements a similar technique to BARON. It is built on top of the MIP solver CBC [11] , and therefore has immediate access to a large set of MIP solution techniques, such as cut generators, branching variable selectors, and node selectors.
For our experiments, we used Couenne 0.2 (stable branch, rev. 256) with CBC 2.3 as branch-and-bound framework, CLP 1.10 [11] as LP solver, and the interior point solver Ipopt 3.6 [23] to handle NLPs.
is a constraint integer programming solver that is freely available for academic use. The strength of SCIP is its flexibility in incorporating general kinds of constraints into a branch-cut-and-price framework, and its strong techniques for handling mixed-integer linear programs. It has recently been extended to handle quadratic constraints within an LP based branch-and-cut algorithm [5] .
For that purpose, linear underestimators for products and squares of variables are used. Further, a propagation method for variable domains and a local search heuristic has been implemented.
For the mining instances considered in this paper, an extension of a relaxation enforced neighborhood search (RENS) heuristic has proved very successful. The heuristic creates a sub-MIQCP problem by fixing integer variables to nonfractional values in the solution of the LP relaxation at some node of the branch-and-bound tree. This sub-MIQCP is then solved by a separate SCIP instance. During the solution of the sub-MIQCP, a QCP solver is used from time to time to search for a feasible solution of the sub-MIQCP with all remaining integer variables fixed.
For our experiments, we used SCIP 1.1.0.11 with CPLEX 11.2.1 as LP solver and Ipopt 3.6 as QCP solver.
SBB SBB [3] is a commercial solver for MINLPs that implements an NLP based branch-and-bound algorithm. Thus, instead of constructing and solving a linear relaxation of the problem, SBB employs a nonlinear relaxation obtained by relaxing integrality requirements in the original MINLP. The solution of the NLP relaxation is used as dual bound for the branch-and-bound algorithm.
Note, however, that the NLP relaxation is usually solved by an NLP solver that guarantees global optimality only for convex problems. Thus, for a nonconvex MINLP, it is possible that SBB erroneously prunes nodes of the branchand-bound tree in the case where the NLP solver returns a nonglobal optimal solution. Even though the dual bounds reported by SBB for our mining instances cannot be trusted, we still decided to include SBB into our testset, since NLP based branch-and-bound algorithms often obtain very good primal solutions also for nonconvex MINLPs. Therefore, it offers an interesting comparison to the other LP relaxation based approaches.
For our experiments, we used SBB with CONOPT 3.14T [3] and Ipopt 3.6 as NLP solvers. CONOPT implements sequential linear programming (SLP) and sequential quadratic programming (SQP) algorithms.
Test instances
Obtaining real-world problem data from open pit mines is difficult, in part due to the high costs involved in gathering them. Public benchmark instances are typically not available. Our industry partner BHP Billiton Pty. Ltd.
5 has provided us with realistic data from two open pit mines.
Data set Marvin is based on a block model provided with the Whittle 4X mine planning software 6 , originally consisting of 8513 blocks which were aggregated to 85 so-called "panels", i.e. single layers of blocks without block-to-block precedence relations. The lifespan of this mine, i.e. the time in which the profitable part of the orebody can be fully mined, is 15 years. Each panel has an average of 2.2 immediate predecessor aggregates.
Data set Dent is based on the block model of a real-world open pit mine in Western Australia, originally consisting of 96821 blocks which were aggregated to 125 panels. Each panel has an average of 2.0 immediate predecessor aggregates. The lifespan of this mine is 25 years.
The aggregations to panels, the cutoff grades (determining which blocks in each panel are immediately discarded as waste), and precedence relations between the panels were pre-computed by our industry partner. Scheduling periods are time periods of one year each with a discount rate of 10% per year. Realistic values for mining costs and processing profits as well as for mining and processing capacities per year were chosen by our industry partner.
Using this data, we tested the performance of the general-purpose MIQCP solvers from Section 4.2 on the basic formulation (BF) and the warehouse formulation (WF) -the very formulations on which the benchmark algorithm described in Section 4.1 is based. Additionally, we evaluated the effect of using the a priori out-fraction discretisation described in Section 3.3 by testing formulation (WF)+(20-23) with L = 1, 2, and 4 levels using SCIP. Table 2 gives an overview over the size of these MIQCP formulations for problem instances Marvin and Dent . 
Computational results
Our computational experiments were run single-threaded on an Intel Core2 Extreme CPU X9650 with 3.0 GHz and 8 GB RAM. For each run, we imposed a time limit of 10000 seconds, within which no solver was able to close the optimality gap. We report primal and dual bound and number of nodes processed after one hour and at the end of the time limit.
Solver settings The solver BARON was run with default and tuned settings.
In the latter, we limited the time spent in preprocessing to 30 minutes (option maxpretime 1800), which by default appeared to be very time-consuming. We also reduced the amount of probing to depth 5 of the branch-and-bound tree (option PEnd 5) and a maximum of 50 variables (option PDo 50).
Couenne was also run with default and tuned settings. Here, the tuning consists in turning off expensive bound propagation techniques (options aggressive fbbt no and optimality bt no), which appeared to be too timeconsuming in our experiments.
For SBB, we generally switched on the option acceptnonopt, ensuring that SBB did not prune a node if the NLP subsolver did not conclude optimality or infeasibility of the node's QCP relaxation. Besides default settings, we also tested a tuned version with option dfsstay 25. Usually, SBB uses a mix of depth first search and best bound node selection rule. If a node is processed without creating subnodes, e.g. because an integer feasible solution is found, SBB jumps to the branch-and-bound node with best dual bound. With option dfsstay n, SBB is forced to continue searching the neighbourhood of this node in a depth first search manner for n more nodes before applying the best bound node selection rule. This setting can help to improve previously found primal solutions.
Furthermore, we ran SBB with a setting where the NLP solver Ipopt is invoked when the default NLP solver (CONOPT) concludes infeasibility of a QCP relaxation (option infeasseq 100 ipopt). Using this setting, we intended to reduce the number of cases in which a node is erroneously pruned due to a suboptimal solution of the QCP relaxation. However, Ipopt always confirmed the result of CONOPT ("locally infeasible"), thus only reducing the number of nodes which could be processed within the time limit and leading to a larger final gap. Hence, we do not report the detailed results for this setting in our tables.
The results for tuned settings are indicated by ' * ' in tables and figures. We parenthesised the dual bound and gap for solver SBB, since they might be invalid due to the nonconvexity of the problem.
SCIP was run with one setting only. The extended RENS heuristic was called frequently. The QCP solver was only used inside the RENS heuristic to search for feasible solutions of the sub-MIQCP with all integer variables fixed. Table 3 shows the performance of the application-specific benchmark algorithm from Section 4.1 and the general-purpose solvers when using the basic formulation. The application-specific algorithm yields the smallest primal-dual gaps among the LP relaxation based solvers, all of which, however, terminate with large dual bounds: Throughout the whole solution process, the gap remains above 57.37% for SCIP, BARON, and Couenne, and 13.71% for the application-specific algorithm, respectively. Among the LP based general-purpose solvers, BARON has the best dual bounds, while it is outperformed by Couenne and SCIP in terms of primal solutions. However, including the benchmark algorithm, all LP based solvers perform rather unsatisfactory on the basic formulation.
Results for the basic formulation
In contrast, the tightest dual bounds clearly are obtained by the NLP based approach of solver SBB -although they cannot be trusted. It produces the best primal solution for problem instance Marvin and terminates with the smallest gap of 3.25%. For instance Dent , however, the best solution found by SBB was 18.1% worse than the best primal solution found by Couenne, resulting in a final gap larger than for the benchmark algorithm. Results for the warehouse formulation Table 4 shows the results for the warehouse formulation. First note that the LP based approaches perform significantly better on this formulation. The application-specific algorithm shows excellent performance on the warehouse formulation. It produces the best primal solutions and terminates with the smallest primal-dual gaps of 0.02% for instance Marvin and 0.33% for instance Dent . Nevertheless, the best primal solutions found by the general-purpose solvers are only 0.4% and 0.2% below the solution found by the benchmark algorithm for Marvin and Dent , respectively. The best dual bounds from the general-purpose solvers are 1.4% and 0.2% away from the benchmark values for Marvin and Dent , respectively. Note that this difference is not only due to the handling of the nonlinear constraints. Also, the benchmark algorithm uses knowledge about the underlying precedence constrained knapsack structure of the linear constraints in order to fix binary variables and separate induced cover inequalities. This structure is not directly exploited by the general-purpose solvers.
In contrast to the LP relaxation based solvers, the QCP relaxation based approach of SBB appears to be less dependent on the change in formulation. For the basic formulation, SBB computed a dual bound almost as tight as for the warehouse formulation -even though these bounds cannot be trusted. Notably, the Dent instance appears more challenging to SBB than Marvin, while for SCIP the situation is reversed. This is probably due to the increased problem size, which affects the solvability of the QCP relaxation in SBB more than the solvability of the LP relaxation in SCIP.
For both instances, SCIP was able to compute better primal solutions than SBB. For instance Marvin, SBB produced a solution only slightly worse than SCIP when using the option dfsstay 25 (see page 13). Here, the forced depth first search after nodes with integer feasible solution appears to function as an improvement heuristic, compensating for SBB's lack of heuristics. Comparison of LP based solvers BARON, Couenne, and SCIP For the basic formulation, the best dual bounds were found by BARON, while for the warehouse formulations SCIP computed tighter bounds. For all formulations, SCIP computed the best primal solutions among the global solvers -all found by the extended RENS heuristic -and terminated with the smallest gaps. BARON spent much time in preprocessing and per node -also with reduced probingwhich results in a comparably small number of enumerated nodes. Couenne, in contrast, spent much time in its primal solution heuristics. A significant amount of this time was used by the underlying NLP solver Ipopt, which seems to have difficulties solving the (nonconvex) QCPs obtained from fixing integer variables in the original formulation. Figure 1 compares the progress of the primal and dual bounds from the start to the time limit of 10000 seconds for all three solvers. It can be seen that even with tuned settings BARON and Couenne spent a significant amount of time in presolving, especially for instance Dent . BARON found a number of primal solutions in presolving. Since the BARON log files do not show the times when primal solutions were found during presolving, we plot these at the end of presolving. It is notable that for instance Dent , BARON found no improved primal solutions after presolve, and Couenne produced only one primal solution, which also was found before the branch-and-bound started. Throughout, SCIP shows the highest primal bound. For the dual bound it can be seen that all three solvers start approximately with the same dual bound. SCIP, however, is able to decrease it more rapidly and comes closer to the best known primal solution values from the applicationspecific algorithm. For both instances, SCIP's dual bound after 1800 seconds is already less than 0.35% above its final value at 10000 seconds.
To evaluate whether increasing the time limit could yield significantly better results, we conducted separate experiments running SCIP on both instances for 40 hours. For instance Marvin, the primal bound did not improve further and the gap was reduced only slightly from 1.81% to 1.75%. For instance Dent , primal and dual bounds improved to yield a final gap of 0.47% compared to a gap of 1.08% after 10000 seconds. Experiments with a priori out-fraction discretisation To evaluate the effect of the a priori out-fraction discretisation described in Section 3.3, we conducted experiments running SCIP on the warehouse formulation (WF) with additional a priori discretisation constraints (20-23) for 1, 2, and 4 levels. Results can be seen in Table 5 in comparison to the performance on the plain warehouse formulation (WF). For both instances, using 1 discretisation level helps to improve the dual bound slightly. On the other hand, for problem instance Marvin the best primal solution produced without discretisation was not found anymore. A larger number of discretisation levels seemed to weaken the computational performance and hinder finding primal solutions. The main reason for this appears to be the increased size of the LP relaxation (see Table 2 ), which grows rapidly with the number of discretisation levels. This leads to more time being consumed by solving the LP relaxation and fewer branch-and-bound nodes being processed within the time limit.
Conclusion
We have compared the performance of state-of-the-art generic MIQCP solvers on two realistic instances arising from the scheduling of open pit mine production.
The problem can be characterised as a large mixed-integer linear program which is complemented by a nonlinear part consisting of quadratic mixing constraints.
The performance of SCIP and the application-specific algorithm indicates that for such problems, extending a MIP framework compares favourably to other approaches. Intuitively, the reason might be that integer variables usually model decisions, whereas nonlinear constraints model conditions. Once a linear relaxation of the nonlinear constraints has been solved and all variables are integer feasible, what remains is to fix violations of the nonlinear constraints. One could argue that in many applications this is easier than trying to fix violated integrality constraints once a continuous nonlinear relaxation has been solved.
On the other hand, the performance of the QCP relaxation based solver SBB shows that employing nonlinear relaxations can make the solver more robust with respect to the choice of the formulation used. Unfortunately, as long as there is no way to prove global optimality for the relaxation used, this can only be used as a heuristic. Further, our experiments with SBB indicate that for QCP based branch-and-bound an SLP/SQP based solver outperforms interior point algorithms due to better warmstart capabilities.
Comparing the LP based general purpose solvers, Couenne exploits some sophisticated heuristics in the root node, which enable it to produce good primal solutions. However, the low number of enumerated nodes, partly due to using Ipopt as QCP solver, yields weaker dual bounds. BARON computed better dual bounds, but was unable to produce compatible primal solutions. Our experiments demonstrated that SCIP is able to perform nearly as well as a problem-specific implementation. In a pure MIP setting, SCIP would employ 25 primal heuristics. At the time of testing, only one of these has been extended to handle nonlinearities. As discussed before, solving arising QCPs by an SLP or SQP based solver may improve the performance of SCIP even further.
