Abstract. The abstract version of Struwe's monotonicity trick developed by Jeanjean and Jeanjean-Toland for functionals depending on a real parameter is strengthened in the sense that it provides, for almost every value of the parameter, the existence of a bounded almost symmetric Palais-Smale sequence at the Mountain Pass level, whenever a mild symmetry assumption is set on the energy functional. Besides, all the machinery is extended to the case of continuous functionals on Banach spaces, in the framework of non-smooth critical point theory.
Introduction
It is known that there are situations, often related to physically relevant PDEs associated with an energy functional f , where it is particularly difficult to establish the boundedness of Palais-Smale sequences for f . In order to overcome this difficulty, Struwe [3, [23] [24] [25] [26] [27] introduced, around 1988, the so-called monotonicity trick. In solving important problems he showed how the fact that the underlying functional enjoys some monotonicity properties could be used in order to derive a bounded Palais-Smale sequence. About ten years later, it was shown by Jeanjean [12] that it was possible to formulate a general abstract statement based upon the monotonicity trick. This contribution is of particular relevance since it provides a ready-to-use machinery in order to tackle variational PDE's for which the PalaisSmale condition is hard to manage. The principle says, essentially, that given a family of C 1 smooth functionals f (λ; ·) satisfying a uniform Mountain Pass geometry and monotonically depending on the parameter λ, then the almost everywhere differentiability of the Mountain Pass value c(λ) induces the existence of a bounded Palais-Smale sequence for f (λ; ·) for almost every λ in the interval Λ where the family is defined. This property cannot be improved in general, in light of a counterexample due to Brezis-Nirenberg (cf. [12] ), which shows that in some cases there may exist values of λ for which any Palais-Smale sequence at the level c(λ) is unbounded. Similar phenomena are know to occur in the study of periodic solutions to Hamiltonian systems (cf. [9, 10] ). We refer the reader to [12] for applications to a Landesman-Lazer type problem on R N , to [11] for a use in bifurcation analysis and, finally, to [13, 33] where the technique was used to investigate some classes of nonlinear Schrödinger equations. An important extension was done in Jeanjean-Toland [14] , where it became clear that for the monotonicity trick to hold true, actually, neither the monotonicity of the family f (λ; ·) nor the differentiability of its related Mountain Pass value c(λ) are needed. Although for the majority of concrete problems the dependence of the family f (λ; ·) upon λ is monotone, in [14] some situations can be covered in the case where the family f (λ; ·) has the form J(λ; u)−λI(u), where I, J : X → R are C 1 functionals with suitable structural assumptions. The abstract results of [12] have also been extended e.g. by Szulkin-Zou, Zou-Schechter and Schechter to other minimax structures with a nice impact on PDEs (see [18, 19, 28] , the monograph [34] and references therein).
The scope of the present manuscript is twofold. As a main goal, in Theorem 3.1 and Corollaries 3.2-3.3, we improve the abstract (C 1 ) version of Jeanjean-Toland [14] machinery in the sense that, up to a set of null measure, for each value of the parameter λ we can find a bounded Palais-Smale sequence (u h ) ⊂ X for f at the Mountain Pass level c(λ) which is almost symmetric, in the sense that
where V is a Banach space with X ֒→ V continuously, whenever a symmetry assumption, satisfied for a wide range of concrete cases, is assumed on f . Such sequences will be called (SBP S) c(λ) -sequences (see Definition 2.7). Here u * denotes an abstract symmetrization of u (according to [31] ), for instance it can be the classical Schwarz symmetrization when we take X = W 1,p 0 (Ω) for Ω either a ball in R N or the whole R N . If in addition the functional satisfies the symmetric bounded Palais-Smale condition, in short (SBP S) c(λ) , at the limit one finds a symmetric Mountain Pass critical point. We stress that, in various situations (like noncompact problems) showing that, for some level c ∈ R, a functional satisfies (SBP S) c is possible and quite direct (cf. [31, proof of Theorem 4.5]) while the Palais-Smale condition, in general, fails [32, Theorem 8.4] . In fact, handling a (SBP S) c sequence allows to exploit the compact embeddings of a spaces of symmetric functions into a suitable Banach space (see e.g. [32, Section 1.5]). In some sense, as pointed out in [31] as well, the additional information about the almost symmetry of the Palais-Smale sequence provides an alternative to concentration-compactness [15, 16] . Notice that it is meant that the energy functional is not apriori restricted to a space of symmetric functions as usually done in applying the well known Palais' symmetric criticality principle [17] , recently extended by the author [22] to a nonsmooth framework (see also [21] ).
As a second goal, we shall extend the monotonicity trick to the class of continuous functionals, in the framework of non-smooth critical point theory. If Ω ⊂ R 2 is bounded, applications of the monotonicity trick (see [8, 27] ) have been provided for the problem −∆u = λ( Ω e u ) −1 e u with Dirichlet boundary conditions, which is naturally associated with the
The previously mentioned equation can be also studied on a Riemannian manifold (M, g), in which case the Laplace operator is replaced by the Laplace-Beltrami operator ∆ g . More generally, following some indications coming from differential geometry [30] , one can think of equations on a manifold, associated with functional having a kinetic part of of the form:
which, due to the explicit dependence upon s(x) in the integrand, are non-smooth (not even locally Lipschitz). In a similar fashion, in the context of diffusion processes such as heat-conduction, explicit dependence of the s(x) in the kinetic part of the functional has to be expected in the case of non-homogeneous and non-isotropic materials (cf. [4, 29] ). Therefore, it is reasonable to think that some situations can occur where the functional f (λ; ·) under study is of the form J(λ; u) − λI(u), where J(λ; ·) : X → R are merely continuous (or even less regular) functionals while I(λ; ·) : X → R are C 1 functionals. In order to deal with this level of generality, we will use a suitable non-smooth critical point theory, now well-established, developed about twenty years ago (see e.g. [5] [6] [7] ).
The plan of the paper is as follows.
In Section 2, we recall a few notions and results from non-smooth critical point theory and symmetrization theory. In Section 3 we state and comment the main result of the paper (Theorem 3.1) as well as two useful consequences (Corollaries 3.2 and 3.3). Finally, in Section 4, we provide the proofs of the results.
Some preliminary facts
In this section we recall abstract notions and results from non-smooth critical point and symmetrization theories that will be used in the proof of the main results.
2.1. Tools from symmetrization theory. We refer to [31] and references therein.
2.1.1. Abstract symmetrization. Let X and V be two Banach spaces and S ⊆ X. We consider two maps * : S → S, u → u * (symmetrization map) and h :
, where H * is a path-connected topological space. We assume the following conditions:
(1) X is continuously embedded in V ; (2) h is a continuous mapping; (3) for each u ∈ S and H ∈ H * it holds (u * ) H = (u H ) * = u * and u HH = u H ; (4) there exists (H m ) ⊂ H * such that, for u ∈ S, u H 1 ···Hm converges to u * in V ; (5) for every u, v ∈ S and H ∈ H * it holds u H − v H V ≤ u − v V . Furthermore * : S → V can be extended to the whole space X by setting u * := (Θ(u)) * for all u ∈ X, where Θ : (X, · V ) → (S, · V ) is a Lipschitz function such that Θ| S = Id| S . It is readily seen that, within this framework, there exists C Θ > 0 such that
Concrete polarization.
A subset H of R N is called a polarizer if it is a closed affine half-space of R N , namely the set of points x which satisfy α · x ≤ β for some α ∈ R N and β ∈ R with |α| = 1. Given x in R N and a polarizer H the reflection of x with respect to the boundary of H is denoted by x H . The polarization of a function u :
The polarization C H ⊂ R N of a set C ⊂ R N is defined as the unique set which satisfies
H , where χ denotes the characteristic function. The polarization u H of a positive function u defined on C ⊂ R N is the restriction to C H of the polarization of the extensionũ : R N → R + of u by zero outside C. The polarization of a function which may change sign is defined by u H := |u| H , for any given polarizer H.
Concrete symmetrization. The Schwarz symmetrization of a set
If the measure of C is zero we set C * = ∅, while if the measure of C is not finite we put C * = R N . A measurable function u is admissible for the Schwarz symmetrization if it is nonnegative and, for every ε > 0, the Lebesgue measure of {u > ε} is finite. The Schwarz symmetrization of an admissible function u : C → R + is the unique function u * : C * → R + such that, for all t ∈ R, it holds {u * > t} = {u > t} * . Considering the extensionũ :
The symmetrization for possibly changing sign u can be the defined by u * := |u| * . Let H * = {H ∈ H : 0 ∈ H} and Ω a ball in R N or the whole space R N . Then let us set either
Then (1)- (5) in the abstract framework are satisfied (cf. e.g. [31] ).
Symmetric approximation of curves.
In the proof of the main result, in order to overcome the lack (in general, cf. [1] ) of continuity of the symmetrization map u → u * , we shall need an approximation tool for continuous curves [31, Proposition 3.1], that we state adapted to a particular framework. In the following, D and S will always denote the closed unit ball and sphere in R m with m ≥ 1.
Proposition 2.1. Let X and V be two Banach spaces, S ⊆ X, * and H * which satisfy the requirements of the abstract symmetrization framework (2.1.1). Let M be a closed subset of D, disjoint from S, and γ ∈ C(D, X). Let H 0 ∈ H * and γ(D) ⊂ S. Then, for every δ > 0, there exists a curveγ ∈ C(D, X) such that
Here [ϑ] denotes the largest integer less than or equal to ϑ and the polarizer H ϑ is introduced in [31, Proposition 2.7].
2.2.
Tools from non-smooth critical point theory. For definitions and notions in this section, we refer the reader to [6, 7] and the references therein. In the following (X, d) will denote a metric space and B(u, δ) the open ball in X of center u and of radius δ. Definition 2.2. Let f : X → R be a continuous function, and u ∈ X. We denote by |df |(u) the supremum of the real numbers σ in [0, ∞) such that there exist δ > 0 and a continuous map H : B(u, δ) × [0, δ] → X, such that, for every v in B(u, δ), and for every
The extended real number |df |(u) is called the weak slope of f at u.
We recall from [7] a well known fact.
The next result establishes the connection between the weak slope of a function f and its differential df (u), in the case where f is of class C 1 , see [7, Corollary 2.12] .
Proposition 2.4. If X is an open subset of a normed space E and f is a function of class
We recall from [5] Lemma 2.5. Assume that X is a complete metric space and f : X → R is a continuous functional, c ∈ R, A is a closed subset of X and δ, σ > 0 are such that
Then there exists a continuous map η :
for every u ∈ X and t ∈ [0, 1].
The previous notions allow us to give the next definition.
Definition 2.6. We say that u ∈ dom(f ) is a critical point of f if |df |(u) = 0. We say that c ∈ R is a critical value of f if there is a critical point u ∈ dom(f ) of f with f (u) = c.
Finally, we consider a useful notion of (almost) symmetry for Palais-Smale sequences.
Definition 2.7. Let (X, · ) and (V, · V ) be Banach spaces which are compatible with the abstract symmetrization framework 2.1.1. We say that
We say that f satisfies the Symmetric Bounded Palais-Smale condition at level c ((SBP S) c in short), if every (SBP S) c sequence admits a subsequence converging in X.
The results
In this section we state and prove the main results of the paper.
3.1. Assumptions. Let (X, · ) and (V, · V ) be two real Banach spaces, S ⊆ X, * and H * which satisfy the requirements of the abstract symmetrization framework (2.1.1). We consider the following assumptions:
(H 1 ) Let Λ ⊂ R be a compact interval and
a family of functionals such that, for all λ ∈ Λ, f (λ; ·) is continuous.
(H 2 ) If Γ 0 ⊂ C(S; X), then for all λ ∈ Λ:
where c(λ) is the Mountain Pass values defined by
(H 3 ) For every sequence (λ h , u h ) ⊂ Λ × X with (λ h ) strictly increasing and converging to λ for which there exists C ∈ R with
then u h ≤ M for some number M = M(C) ≥ 0 and all h ≥ 1 and, for every ε > 0
for all t ∈ D and λ ∈ Λ.
Moreover, for all λ ∈ Λ,
for all H ∈ H * and u ∈ S.
3.1.1. Some remarks on the assumptions. Concerning (H 2 ), it is a uniform Mountain Pass geometry for the family of functions {f (λ; ·)} λ∈Λ . In the minimax principle one could also allow a more general situation where Γ = Γ(λ) depends on λ. On the other hand, in this case one needs some monotonicity property on Γ(λ), for instance Γ(λ) ⊆ Γ(µ), for every λ < µ. One can think for instance to the two important (classical) cases:
corresponding in (H 2 ) to the choice D = [0, 1], S = {0, 1} and Γ 0 = {0, v}. Assuming that the map λ → f (λ; ·) is decreasing, then λ → Γ(λ) is increasing. The choice of (3.2) for the construction of c(λ) is probably the most classical and widely used, and it is precisely the minimaxing family of curves used in [12, 14] . Concerning condition (H 3 ), it is precisely the one originally formulated by Jeanjean and Toland [14] and it aims to select a particular sequence (γ n ) of curves in Γ, which enjoy some good properties. As pointed out in [14, Example 2.1], functionals of the form f (λ; u) = A(λ; u) − λB(u) satisfy (H 3 ), under suitable assumptions. If in addition A is independent of λ the last property in (H 3 ) automatically holds and the boundedness of (u h ) follows by the coerciveness of either A(u) or B(u) (cf. [12] ). Finally, compared with [14] , (H 4 ) is the new additional assumption and it constitutes the natural link with symmetrization theory. We stress that it is fulfilled in a broad range of meaningful cases (see [21, 31] ). In the Sobolev case S = W 1,p 0 (Ω, R + ) ⊂ W 1,p 0 (Ω) = X (cf. sections 2.1.1-2.1.3), choosing the family (3.2) one uses a function v ≥ 0 with v H 0 = v and f (λ; v) < 0 for some H 0 ∈ H * and all λ ∈ Λ. Hence, if γ ∈ Γ andγ(t) := |γ(t)| ∈ S, it follows that f (λ;γ(t)) ≤ f (λ; γ(t)) for all t ∈ [0, 1] and λ ∈ Λ if for instance
Choosing instead the family (3.3), if we fix some H 0 ∈ H * , we have f (λ,γ(1) 
The monotonicity trick in the form of [12, 14] is thus improved in light of the symmetry conclusions, as commented in the introduction, provided that a symmetry assumption on f , that is (H 4 ), is assumed. Corollary 3.3 is particularly useful for the study of the functional f (1; ·) on the basis of the properties of the nearby functionals f (λ j ; ·), when bounded PalaisSmale sequences of f (λ; ·) are precompact for any λ ∈ [1 − σ, 1] (in particular for λ = 1). In fact, it is expected that starting from (3.4) (which imply, in a Sobolev functional framework, that u j is a symmetric weak solution of an elliptic PDE, possibly in a suitable generalized sense, and thus very likely it fulfills extra qualitative properties) one can deduce sup j≥1 u j < +∞, and (in turn, by u j ⇀ u in X as j → ∞, up to a subsequence), . Therefore, by the precompactness of bounded Palais-Smale sequence for f (1; ·), one can conclude that, u j → u in X as j → ∞, so that f (1; ·) admits a nontrivial symmetric (u = u * ) critical point u at the Mountain Pass level c(1). The symmetry, of course, follows by observing that (on account of (3.4) and (2.1))
yielding the desired conclusion, since u j → u in X, as j → ∞. This line of argument has been successfully followed, without the additional symmetry property, in [13] , based upon the monotonicity trick of Jeanjean. Let us also mention that, in a more recent work [2] , the authors restrict the functional to a (Sobolev) space X r of symmetric functions in order to recover compactness. With the improved version of the principle given by Corollary 3.3, the compactness would be recovered even working in the full space X, by crucially exploiting that u j = u * j , see (3.4) , coming from the symmetry of the energy functional. Notice that, in [2] , the solution energy level is Finally, Theorem 3.1 and Corollary 3.2 hold for continuous functionals, in the framework of non-smooth critical point theory, allowing applications to quasi-linear PDEs (cf. [20] ). 
where j ∈ C 1 (R × R + ), t → j(s, t) is strictly convex and increasing and there exist constants α 0 , α 1 > 0 such that α 0 t p ≤ j(s, t) ≤ α 1 t p for all s ∈ R and t ∈ R + (see e.g. the monograph [20] ). Then, if the functions G(|x|, s) = s 0 g(|x|, t)dt, g(|x|, s), j s (s, t) and j t (s, t) satisfy suitable assumptions, conditions (H 1 )-(H 4 ) hold. In particular, it holds
, any H ∈ H * and u ∈ W 1,p 0 (Ω), whenever r → g(r, s) is decreasing, j(|s|, t) ≤ j(s, t) and G(|x|, s) ≤ G(|x|, |s|). Notice that, if the growth of j is weakened into α 0 |ξ| p ≤ j(s, |ξ|) ≤ α(|s|)|ξ| p for some possibly unbounded function α ∈ C(R), then (3.5) is merely lower semi-continuous from W 1,p 0 (Ω) to R ∪ {+∞}, for any λ ∈ [a, b]. Statements 3.1-3.3 are expected to hold also for lower semi-continuous functionals with suitable assumptions [21] . On the other hand, in order to avoid excessive technicalities, we prefer to confine the analysis to the continuous case.
Proof of the results
Let λ 0 ∈ Λ be such that there exist Q(λ 0 ) ∈ R and a strictly increasing sequence (λ h ) converging to λ 0 as h → ∞ and
As pointed out in [14] , due to a result of Denjoy, the set D ⊆ Λ of such points λ 0 is such that L 1 (Λ \ D) = 0, where L 1 denotes the one-dimensional Lebesgue measure (for a λ ∈ Λ \ D we would have the Dini's derivatives equal to D − c(λ 0 ) = D − c(λ 0 ) = −∞, which is only possible on a set of zero measure).
First we formulate an improvement of [14, Lemma 2.1], where the existence of suitable, almost symmetric paths in Γ enjoying special properties is obtained. We shall state the result for lower semi-continuous functionals.
Lemma 4.1. Assume that f : Λ × X → R ∪ {+∞} is a family of lower semi-continuous functionals and that (H 2 )-(H 4 ) hold. Let λ 0 ∈ Λ be such that (4.1) is satisfied and let (λ h ) be a related strictly increasing sequence converging to λ 0 . Then there existh ≥ 1, two sequences of paths (γ h ) h≥h , (γ h ) h≥h ⊂ Γ with γ h (D),γ h (D) ⊂ S, a sequence (M h ) h≥h of nonempty closed subsets of D, disjoint from S, and a positive constant M(λ 0 ) such that
for all h ≥h and furthermore, for all ε > 0, it holds
for all h ≥h sufficiently large.
Proof. By the definition of c(λ h ), as in [14, Lemma 2.1], we can select a sequence (̺ h ) ⊂ Γ of curves such that, for all h ≥ 1 large,
In view (H 4 ), up to substituting ̺ h with̺ h , without loss of generality for all h ≥ 1 we may assume that
Then, by arguing exactly as in the proof of [14, Lemma 2.1(ii)] by (H 3 ), for all ε > 0,
Therefore, M h ⊂ D is of course closed and nonempty (just take ε = ω in (4.7) and use the definition of c(λ 0 )) for h ≥h, for someh =h(ω) ≥ 1. Moreover, M h ∩ S = ∅ for all h ≥h. In fact, assume by contradiction that, for some h ≥h, there exists τ h ∈ M h ∩ S. In turn, by definition, there exists a sequence ξ
for all j ≥ 1. Then, noticing that ϑ(ξ h j ) ∈ S for j ≥ 1 sufficiently large by the definition of ϑ, we can conclude that
yielding the desired contradiction. Then, on account of Proposition 2.1, for every h ≥h,
In particular (4.2) holds. Furthermore, it isγ h ∈ Γ, sinceγ
Taking into account howγ h is constructed (by iterated polarizations, according to Lemma 2.1), by assumption (H 4 ) and inequality (4.6) , for all h ≥h we have (4.9) sup
At this point, proceeding exactly as in the proof of [14, Lemma 2.1(i)] there exists a positive constant M = M(λ 0 ) such that implication (4.3) hold. Finally, by combining (4.7) with f (λ 0 ;γ h (t)) ≤ f (λ 0 ; γ h (t)) (again in light of (H 4 )) it also follows that (4.4) holds.
We can now proceed with the proof of the main result, Theorem 3.1. 
For all δ ∈ (0, ω], we denote by A δ the closed set defined as follows
and we set
Since f (λ 0 ; ·) is continuous, C δ is of course closed in X. We claim that C δ = ∅, for any δ ∈ (0, ω]. In fact, let w δ :=γ h δ (t δ ) ∈ S with t δ ∈ D, by continuity, such that
Then, it follows that
This, by virtue of (4.11), also yields w δ = γ h δ (t δ ) ≤ M(λ 0 ). Hence w δ ∈ A δ and, in turn, w δ ∈ C δ , proving the claim. Given now δ ∈ (0, ω], assume by contradiction that
By the Quantitative Deformation Lemma 2.5 (applied to f (λ 0 ; ·) with the choice σ := √ δ), we can find a continuous map η δ : X × [0, 1] → X with the following properties:
for all u ∈ X and t ∈ [0, 1]. Let now Θ : X → [0, 1] be a continuous function such that
Such a map exists since C 1 , C 2 are nonempty closed subsets of X and C 1 ∩ C 2 = ∅. Then, we consider the curveγ : D → X defined by settinĝ
Of courseγ is continuous. Moreover,γ| S belongs to Γ 0 . In fact, taken τ ∈ S, we have
Then, by the definition and properties of η δ and Θ, we havê
Thusγ belongs to Γ. Consider now an arbitrary point t ∈ D. If it is the case that
then by the first inequality in (4.14), we have
On the contrary, in the case
it then follows by (4.11) that γ h δ (t) ≤ M(λ 0 ), namely, on account of (4.10)
yielding, by virtue of implication (4.15) and the definition of Θ,
Hence, by combining inequalities (4.16)-(4.17), we conclude that
namely the desired contradiction. Therefore, by choosing δ = 1/j, there exists a sequence (u j ) ⊂ X (u j ∈ C j ), contained in the ball centered at the origin and of radius M(λ 0 ) + 2, such that f (λ 0 ; u j ) → c(λ 0 ), as j → ∞, and |df (λ 0 ; ·)|(u j ) → 0, as j → ∞. At this stage, we have proved that f (λ 0 ; ·) admits a bounded Palais-Smale sequence at the Mountain Pass value c(λ 0 ). Let now A j , M j , γ j andγ j denote A δ , M h δ , γ h δ andγ h δ respectively, with δ = 1/j for j ≥ 1/ω. We claim that A j ⊂γ j (M j ). If y ∈ A j , there exists τ ∈ D with y =γ j (τ ) and c(λ 0 ) − 2/j ≤ f (λ 0 ;γ j (τ )) ≤ c(λ 0 ) + 2/j, yielding, by (H 4 ) and(4. According to Section 2.1.1, u * j is defined. Moreover, for all τ ∈ M j , sinceγ j (τ ) * = γ j (τ ) * by construction and (3) of framework 2.1.1, we have γ j (τ ) * − u * j V ≤ C Θ γ j (τ ) − u j V , by inequality (2.1). Then, for some constant C, on account of (4.12) and (4.18),
where K > 0 is the continuity constant of X ֒→ V . This concludes the proof. → u j in X, as k → ∞. Recalling Proposition 2.3, we see that properties (3.4) hold. Notice that the symmetry conclusion follows again as in (4.19) .
