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GRO¨BNER–SHIRSHOV BASES THEORY AND EXTENSIONS OF
LEIBNIZ SUPERALGEBRAS
YUXIU BAI∗ AND YUQUN CHEN♯
Abstract. In this paper, we elaborate Gro¨bner–Shirshov bases method for Leibniz
(super)algebras. We show that there is a unique reduced Gro¨bner–Shirshov basis for
every (graded) ideal of a free Leibniz (super)algebra. As applications, we construct linear
bases of free metabelian Leibniz superalgebras and new linear bases of free metabelian Lie
algebras. We present a complete characterization of extensions of a Leibniz (super)algebra
by another Leibniz (super)algebra, where the former is presented by generators and
relations.
1. Introduction
We recall that a superalgebra over a field k is a vector space A with a direct sum
decomposition A = A0 ⊕ A1 together with a bilinear multiplication (−−): A × A → A
such that (AiAj) ⊆ Ai+j, where the subscripts are elements of Z2. The parity |x| of every
element x in A0 is 0 and the parity |x| of every nonzero element x in A1 is 1. A nonempty
subset S of A is called homogeneous if S ⊆ A0 ∪ A1. If a superalgebra A satisfies the
Leibniz superidentity
(x(yz)) = ((xy)z)− (−1)|z||y|((xz)y),
for all elements x, y, z in A0∪A1, then A is called a Leibniz superalgebra [2]. In particular,
if a Leibniz superalgebra A equals its even part, i.e., A = A0, then A is an ordinary
Leibniz algebra, which was introduced by Bloh [7] and rediscovered by Loday [31]. In
mathematics and mathematical physics, Leibniz algebras have interactions and applications
in many areas such as: classical or noncommutative differential geometry, vertex operator
algebras, structure theory, and representation theory, etc. For additional explanations and
motivations we refer to [3, 17, 27, 28, 33, 34, 36].
Gro¨bner bases and Gro¨bner–Shirshov bases were invented independently by A.I. Shirshov
for ideals of free (commutative, anti-commutative) non-associative algebras [37, 38], free Lie
algebras [38] and implicitly free associative algebras [38] (see also [6, 9]), by H. Hironaka [26]
for ideals of the power series algebras (both formal and convergent), and by B. Buchberger
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[15] for ideals of the polynomial algebras. Gro¨bner bases and Gro¨bner–Shirshov bases
theories have been proved to be very useful in different branches of mathematics, including
commutative algebra and combinatorial algebra. They are powerful tools concerning the
following classical problems: normal form; word problem; conjugacy problem; rewriting
system; automaton; embedding theorem; PBW theorem; extension; homology; growth
function; Dehn function; complexity; etc. See, for instance, the books [1, 11, 14, 16] and
the surveys [10, 12, 13].
Let A,B,E be Leibniz (super)algebras over a field k and a short exact sequence
(1.1) 0→ A→ E→ B→ 0.
Then E is called an extension of B by A.
The classification is up to an isomorphism of Leibniz algebras that stabilizes A and
costabilizes B and we denote by E(B,A) the isomorphism classes of all extensions of B by
A up to this equivalence relation. If A2 = 0, i.e., A is abelian, then E(B,A) ∼= HL2(B,A),
where HL2(B,A) is the second cohomology group [32]. Our Corollaries 6.11 and 6.12 give
a characterization of E(B,A).
Extension is significant for cohomology of Leibniz (super)algebra and there are many
results, see [18, 23, 30, 34]. As for the theory of group extensions, their interpretation in
terms of cohomology is well known.
In group theory, the Hall’s problem ([25], p. 228) “it is difficult to determine the identities
leading to conditions for an extension, where the former group is presented by generators
and relations.” has been solved by Yuqun Chen [19] by using Gro¨bner-Shirshov bases
method.
Inspired by Hall’s problem above, we want to find all extensions of B by A, where in
(1.1) B is presented by generators and relations.
There are many results on extensions of algebras, in particular, on extensions of as-
sociative algebras, Lie (super)algebras, Leibniz (super)algebras, etc, see, for example,
[4, 5, 20, 21, 24, 29, 35]. Mostly, they deal with some special cases for extensions. There
is no result to determine conditions for an extension of Leibniz (super)algebras when the
former one is presented by generators and relations.
We first establish a Composition-Diamond lemma for Leibniz (super)algebras, see The-
orem 4.11. By using Theorem 4.11, we construct linear bases of free metabelian Leibniz
(super)algebras and those for free metabelian Lie algebras, and we give a complete char-
acterization of the extensions of Leibniz (super)algebras of B by A, where B is presented
by generators and relations, see Theorem 6.9. Theorems 4.11 and 6.9 are the main results
in this paper.
Linear bases of free metabelian Leibniz algebras generated by finite sets are obtained
in [22]. A linear basis of a free metabelian Lie algebra is constructed in [8].
The paper is organized as follows. In Section 2, we present a construction of a linear basis
NF(X) of the free Leibniz (super)algebra Lbs(X) generated by X = X0 ∪X1. In Section
3, we first introduce a well order on NF(X) and investigate the elements of the graded
ideal Id(S) of Lbs(X) generated by S. We elaborate a theory of Gro¨bner–Shirshov bases
for Leibniz (super)algebras and show that there is a unique reduced Gro¨bner–Shirshov
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basis for every (graded) ideal of a free Leibniz (super)algebra. In Section 4, we construct
linear bases of free metabelian Leibniz (super)algebras generated by any sets and those
for free metabelian Lie algebras. In Section 5, we present a complete characterization
of extensions of a Leibniz (super)algebra by another Leibniz (super)algebra, where the
former is presented by generators and relations. As an application, we give a construction
of elements in E(B,A) when A2 = 0.
2. Linear bases for free Leibniz superalgebras
Our aim in this section is to construct linear bases for free Leibniz (super)algebras by
applying the Gro¨bner–Shirshov bases method for non-associative algebras. For complete-
ness, we first recall the Composition-Diamond lemma for non-associative algebras, see [37]
for more details.
3. Linear bases of free Leibniz superalgebras
Our aim in this section is to construct linear bases of free Leibniz (super)algebras by
applying the Gro¨bner–Shirshov bases method for non-associative algebras. For complete-
ness, we first recall the Composition-Diamond lemma for non-associative algebras, see [37]
for more details.
3.1. Gro¨bner–Shirshov bases method for non-associative algebras. In the whole
paper, we assume that (X,≺) is a fixed well-ordered set. We recall that terms over X are
“words with brackets”; they are defined by the following induction on length:
(i) Every element a of X is a term over X of length 1, denoted by ℓ(a) = 1.
(ii) If µ = (µ1µ2), where µ1 and µ2 are terms over X of length m and n respectively,
then µ is a term over X of length m+ n, and the length of µ is ℓ(µ) = m+ n.
We denote by X∗∗ the set of all terms over X.
Let ⋆ be a letter not in X. Then a term µ over X ∪{⋆} is called a star term if the star ⋆
occurs exactly one time in µ. For instance, for a, b in X, the term (((ab)⋆)(bb)) is a star
term while ((aa)(⋆⋆)) and ((ab)a) are not.
Let kX∗∗ be the free non-associative algebra generated by X over a field k (kX∗∗ is
the vector space over k with the k-basis X∗∗). Then for each star term µ, and for each f
in kX∗∗, the notation µ⋆7→f means the resulted polynomial by replacing the star in µ
with f . For instance, (((ab)⋆)(bb))⋆7→f = (((ab)f)(bb)).
A well order < on X∗∗ is called a monomial order if for all µ, ν, η in X∗∗ such that µ < ν,
we have (µη) < (νη) and (ηµ) < (ην).
Let < be a monomial order on X∗∗. Then for each nonzero polynomial f = αµ+
∑
αiµi
in kX∗∗, where µi < µ, 0 6= α,αi ∈ k, µ, µi ∈ X
∗∗, we call µ the leading monomial of f ,
denoted by f¯ . Moreover, we call f a monic polynomial if α = 1. A nonempty subset
S ⊆ kX∗∗ is called a monic set, if every element in S is monic.
We are now ready to recall a method of Gro¨bner–Shirshov bases for non-associative
algebras. Let S ⊆ kX∗∗ be a monic set. For all f, g in S, if there is some star term µ such
that f¯ = µ⋆7→g, then (f, g)f¯ := f − µ⋆7→g is called an inclusion composition of S.
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For any f, g ∈ kX∗∗, µ ∈ X∗∗, we define
f ≡ g mod (S, µ), if f − g =
∑
αi(µi)⋆7→si ,
where each αi lies in k, each µi is a star term and each si lies in S such that (µi)⋆7→si < µ.
A monic set S is called a Gro¨bner–Shirshov basis in kX∗∗ if for every inclusion compo-
sition (f, g)f¯ of S we have (f, g)f¯ ≡ 0 mod (S, f¯).
Composition-Diamond lemma for non-associative algebras [37] Let < be a mono-
mial order on X∗∗, S ⊆ kX∗∗ a monic set and Id(S) the ideal of kX∗∗ generated by S. Then
the set S is a Gro¨bner–Shirshov basis in kX∗∗ if and only if the set {τ ∈ X∗∗ | τ 6= µ⋆7→s
for any star term µ and s ∈ S} is a linear basis of the quotient algebra kX∗∗/Id(S).
3.2. Linear bases of free Leibniz superalgebras. In this subsection, we consider free
Leibniz (super)algebras as quotient algebras of free non-associative algebras.
Some definitions given below are preliminary to go further. Let A = A0 ⊕ A1 be a
superalgebra and let B be a subspace of A. Then B is called an ideal of A if (xy), (yx)
lie in B for all x ∈ A, y ∈ B. A subalgebra (resp. ideal) B of A is called graded if B
is a subalgebra (resp. ideal) of A and it contains the homogeneous components of all its
elements, i.e., B = (B ∩ A0) ⊕ (B ∩ A1). So if B = B0 ⊕ B1 is a graded ideal of A, then
A/B = A0/B0 ⊕ A1/B1 is the quotient superalgebra of A by B. Let A
′ = A′0 ⊕ A
′
1 be a
superalgebra. A map ϕ : A → A′ is said to preserve parity, if ϕ(A0) ⊆ A
′
0, ϕ(A1) ⊆
A′1. Moreover, ϕ is called a homomorphism if ϕ preserves parity and is a linear map
with ϕ((xy)) = (ϕ(x)ϕ(y)) for all x, y ∈ A. Let S be a homogeneous subset of A, i.e.,
S ⊆ A0 ∪ A1. Then it is clear that the ideal Id(S) of A generated by S is a graded ideal.
Let X = X0 ∪X1 be a nonempty set, where each element of X0 is of parity 0 and each
element of X1 is of parity 1. The parity |µ| of µ = (µ1µ2) ∈ X
∗∗ is defined to be |µ1|+ |µ2|
modulo by 2, where |µ1| and |µ2| are defined by induction on length. Thus, each element in
X∗∗ has parity 0 or 1. A polynomial f =
∑
αiµi in kX
∗∗, where each αi ∈ k and µi ∈ X
∗∗,
is called homogeneous if each µi has the same parity. Define
S = {(µ(ντ)) − ((µν)τ) + (−1)|ν||τ |((µτ)ν) | µ, ν, τ ∈ X∗∗}.
Then S is a monic homogeneous subset of kX∗∗. It is clear that the quotient algebra of kX∗∗
by the graded ideal Id(S) of kX∗∗ generated by S is exactly the free Leibniz superalgebra
Lbs(X) generated by X, i.e., the Leibniz superalgebra kX
∗∗/Id(S) is a solution of the
following universal property: for any Leibniz superalgebra A = A0 ⊕ A1, for any map
φ : X = X0∪X1 → A = A0⊕A1 with φ(X0) ⊆ A0 and φ(X1) ⊆ A1, there exists a unique
homomorphism Φ : kX∗∗/Id(S)→ A such that Φi = φ, where i : X → kX∗∗/Id(S), x 7→
x+ Id(S). Thus,
Lbs(X) = kX
∗∗/Id(S).
By applying Composition-Diamond lemma for non-associative algebras, we shall get a
linear basis of Lbs(X).
It is clear that every term µ ∈ X∗∗ is of the unique form:
µ = ((· · · ((aµ1)µ2) · · · )µn),
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where a lies in X and each µi is a term of length less than ℓ(µ). Therefore, we are able to
introduce the following order on X∗∗.
For all µ = ((· · · ((aµ1)µ2) · · · )µn) and ν = ((· · · ((bν1)ν2) · · · )νm) ∈ X
∗∗, define
µ <′ ν if and only if (ℓ(µ), µn, . . . , µ1, a) < (ℓ(ν), νm, . . . , ν1, b) lexicogaphically,(3.1)
where µi, νj are compared by induction on length.
It is easy to show that the order <′ is a monomial order on X∗∗.
Let (A, (−−)) be a Leibniz superalgebra. For all elements f1, ..., fn in A, define
[f1 · · · fn]L := ((· · · ((f1f2)f3) · · · )fn) (left-normed bracketing),
where [f1 · · · fn]L := f1 if n = 1.
For example, let a1, a2, a3, a4, f lie in A. We have [a1a2a3a4]L = (((a1a2)a3)a4),
[a1(a2a3)a4]L = ((a1(a2a3))a4), [[a1a2a3]La4]L = [a1a2a3a4]L , [a1(a2(a3a4))]L = (a1(a2(a3a4))),
and [a1a2fa3a4]L = ((((a1a2)f)a3)a4).
Now we are ready to show that the following set NF(X) is a linear basis of the free
Leibniz superalgebra Lbs(X) generated by X = X0 ∪ X1. In particular, if X = X0, then
NF(X) is exactly the linear basis of the free Leibniz algebra generated by X constructed
in [32].
Theorem 3.1. Let S = {(µ(ντ)) − ((µν)τ) + (−1)|ν||τ |((µτ)ν) | µ, ν, τ ∈ X∗∗}. Then we
have the following claims.
(i) With the order (3.1) on X∗∗, the set S is a Gro¨bner–Shirshov basis in kX∗∗.
(ii) The following set forms a linear basis of Lbs(X)
NF(X) := {[a1 · · · an]L | ai ∈ X, 1 ≤ i ≤ n, n ≥ 1}.
Proof. (i) We just show that every inclusion composition of the form (f, g)f¯ in S is trivial
modulo (S, f¯), where
f = (µ′(µ(ντ))) − ((µ′µ)(ντ)) + (−1)|(ντ)||µ|((µ′(ντ))µ),
g = (µ(ντ))− ((µν)τ) + (−1)|τ ||ν|((µτ)ν)
and µ′, µ, ν, τ ∈ X∗∗. By direct calculation, we obtain
(f, g)f¯ =f − (µ
′g)
=− ((µ′µ)(ντ)) + (−1)|(ντ)||µ|((µ′(ντ))µ) + (µ′((µν)τ)) − (−1)|τ ||ν|(µ′((µτ)ν))
≡− (((µ′µ)ν)τ) + (−1)|τ ||ν|(((µ′µ)τ)ν) + (−1)|(ντ)||µ|(((µ′ν)τ)µ)
− (−1)|(ντ)||µ|+|τ ||ν|(((µ′τ)ν)µ) + (((µ′µ)ν)τ)− (−1)|ν||µ|(((µ′ν)µ)τ)
− (−1)|τ ||(µν)|(((µ′τ)µ)ν)) + (−1)|τ ||(µν)|+|µ||ν|(((µ′τ)ν)µ))− (−1)|τ ||ν|(((µ′µ)τ)ν)
+ (−1)|τ ||ν|+|τ ||µ|(((µ′τ)µ)ν) + (−1)|τ ||ν|+|ν||(µτ)|(((µ′ν)µ)τ)
− (−1)|τ ||ν|+|ν||(µτ)|+|µ||τ |(((µ′ν)τ)µ)
≡0 mod (S, f¯).
6 YUXIU BAI∗ AND YUQUN CHEN♯
Similarly, the other inclusion compositions of S are trivial. This shows that S is a Gro¨bner–
Shirshov basis in kX∗∗.
Point (ii) follows from Composition-Diamond lemma for non-associative algebras. 
4. Composition-Diamond lemma for Leibniz superalgebras
In this section we elaborate a method of Gro¨bner-Shirshov bases for Leibniz (su-
per)algebras. From now on, by Theorem 3.1, NF(X) is a linear basis of the free Leibniz
superalgebra Lbs(X) generated by X = X0 ∪X1.
Now we introduce an order on NF(X). Let deg : X → Z>0 be a map. For each
µ = [a1a2 · · · an]L ∈ NF(X), define
deg(µ) =
n∑
i=1
deg(ai) and wt(µ) = (deg(µ), ℓ(µ), a1, a2, . . . , an).
For instance, for a1, ..., a7 ∈ X, µ = [a1 · · · a7]L ∈ NF(X), we have deg(µ) =
∑7
i=1 deg(ai),
ℓ(µ) = 7 and wt(µ) = (deg(µ), 7, a1, a2, . . . , a7). We define an order on NF(X) as follows.
Definition 4.1. For all µ, ν ∈ NF(X),
µ < ν if and only if wt(µ) < wt(ν) lexicogaphically.
Such an order is called a deg-length-lex order (degree-length-lexicographic order).
In what follows, we use this order on NF(X). It is clear that, for each a ∈ X and for
each ν ∈ NF(X), if ν < a holds, then we have either deg(ν) < deg(a) or deg(a) = deg(ν)
with ν ∈ X and ν < a. Moreover, it is not difficult to prove that a deg-length-lex order
is a well order on NF(X). For each nonzero polynomial f =
∑n
i=1 αiµi in Lbs(X), where
each 0 6= αi lies in k, each µi lies in NF(X) and µn < · · · < µ2 < µ1, we call µ1 the leading
monomial of f , denoted by f¯ , and call α1 the coefficient of f¯ , denoted by lc(f). We call f
a monic polynomial if lc(f) = 1. A nonempty subset S of Lbs(X) is called a monic set, if
every element in S is monic. In addition, we denote
supp(f) := {µ1, . . . , µn}.
For convenience, we define 0¯ = 0, deg(0) = 0, ℓ(0) = 0. Then 0 < µ for each µ ∈ NF(X).
Recall that a polynomial f =
∑
αiµi ∈ Lbs(X) is called homogeneous, if |µi| = 0 for all
i, or |µi| = 1 for all i. If this is the case, then we denote |f | = 0 or |f | = 1. A nonempty
set S ⊆ Lbs(X) is called homogeneous if every f in S is homogeneous.
From now on, we always assume that S is a monic homogeneous set.
The following claim does not offer an explicit formula for the product of two elements
in Lbs(X), but it describes the content of the resulted product.
Lemma 4.2. (i) Assume that g is a polynomial and f1, ..., fn are homogeneous polynomials
in Lbs(X). Then we have
(g[f1 · · · fn]L) =
∑
αi[gxi1 · · · xin ]L ,
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where each αi ∈ k and each (xi1 , . . . , xin) is a permutation of (f1, . . . , fn). In particular,
if b, a1, ..., an ∈ X, then (b[a1 · · · an]L) =
∑
αi[bxi1 · · · xin ]L , where each αi ∈ k and
each (xi1 , . . . , xin) is a permutation of (a1, . . . , an).
(ii) Let µ, ν lie in NF(X). If (µν) is not zero, then for each τ ∈ supp((µν)), we have
deg(τ) = deg(µ) + deg(ν) and ℓ(τ) = ℓ(µ) + ℓ(ν).
Proof. We prove (i) by using induction on n. If n = 1, then there is nothing to prove.
If n > 1, then we get
(g[f1 · · · fn]L) = ((g[f1 · · · fn−1]L)fn)− (−1)
|fn||[f1···fn−1]L |((gfn)[f1 · · · fn−1]L).
By induction hypothesis, we have
(g[f1 · · · fn−1]L) =
∑
α′i[gx
′
i1
· · · x′in−1 ]L , ((gfn)[f1 · · · fn−1]L) =
∑
α′i[gfnx
′
i1
· · · x′in−1 ]L ,
where each α′i ∈ k, and each (x
′
i1
, . . . , x′in−1) is a permutation of (f1, . . . , fn−1). Therefore,
the result holds.
(ii) follows by (i). 
Lemma 4.3. Let µ, ν, τ lie in NF(X) and ν < µ. Then
(i) (ντ) < (µτ), if (µτ) is not zero;
(ii) (τν) < (τµ), if µ lies in X;
(iii) for each nonzero polynomial f in Lbs(X), [fa1 · · · an]L = [f¯ a1 · · · an]L, where a1, ..., an ∈
X.
Proof. (i) Suppose µ = [b1 · · · bm]L , ν = [c1 · · · cp]L , τ = [d1 · · · dt]L , where each bi, cj , dl ∈ X,
and (µτ) 6= 0. If (ντ) = 0, there is nothing to prove. Suppose that (ντ) is not zero. If
deg(ν) < deg(µ), then by Lemma 4.2, we get deg((ντ)) < deg((µτ)). If deg(µ) = deg(ν)
and p < m, then by Lemma 4.2, deg((ντ)) = deg((µτ)), and ℓ((ντ)) < ℓ((µτ)). If
deg(µ) = deg(ν) and m = p, then there exists i ∈ {1, . . . ,m} such that bj = cj for
all j < i and ci < bi. Thus according to Lemma 4.2, we get (µτ) = [b1 · · · bmxi1 · · · xit ]L
and (ντ) = [c1 · · · cmxi1 · · · xit ]L , where (xi1 , ..., xit) is a permutation of (d1, ..., dt). This
shows that (ντ) < (µτ).
(ii) If (τν) = 0, then the result holds immediately. Assume that (τν) 6= 0. For µ ∈ X,
if deg(ν) < deg(µ), then we have
deg((τν)) = deg(τ) + deg(ν) < deg(τ) + deg(µ) = deg((τµ)).
Otherwise ν lies in X and ν < µ. Then we have (τν) = (τν) < (τµ) = (τµ).
(iii) This part follows from (i). 
Note that, in general, for µ, ν, τ ∈ NF(X) and ν < µ, we can not get (τν) < (τµ) even if
(τµ) 6= 0. For instance, assume τ = a1, µ = (a2a1), ν = (a1a3), deg(a1) = deg(a2) = deg(a3)
and a1 < a2 < a3. Then we get ν < µ and (τµ) = ((a1a2)a1) < (τν) = ((a1a3)a1).
Definition 4.4. Let S be a monic homogeneous subset of Lbs(X). We define normal
S-polynomials (with respect to <) inductively as follows: for each s ∈ S, a1, ..., am ∈ X,
m ≥ 0,
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(i) the polynomial [sa1 · · · am]L is a normal S-polynomial;
(ii) the polynomial [a1 · · · atsat+1 · · · am]L is a normal S-polynomial if ℓ(s¯) = 1 and
1 ≤ t ≤ m.
We usually use the notation hs for a normal S-polynomial.
Remark 4.5. For each normal S-polynomial hs, [hsb1 · · · bn]L is also a normal S-polynomial,
where b1, . . . , bn ∈ X,n ≥ 0.
The leading monomial of a normal S-polynomial is always obvious, by Lemma 4.3.
Lemma 4.6. For each normal S-polynomial hs, s ∈ S, a1, . . . , am ∈ X, m ≥ 0,
(i) if hs = [sa1 · · · am]L , then we have hs = [s¯a1 · · · am]L ;
(ii) if hs = [a1 · · · atsat+1 · · · am]L where ℓ(s¯) = 1, then we get hs = [a1 · · · ats¯at+1 · · · am]L ;
(iii) s ≤ hs holds.
The following lemma shows that the set
Irr(S) := {µ ∈ NF(X) | µ 6= hs for any normal S-polynomial hs},
is a linear generating set of the presented Leibniz superalgebra Lbs(X|S) := Lbs(X)/ Id(S).
Lemma 4.7. Let S be a monic homogeneous subset of Lbs(X). Then we have
f =
∑
αiµi +
∑
βjhj,sj , for each f ∈ Lbs(X),
where each αi, βj ∈ k, µi ∈ Irr(S) with µi ≤ f¯ and hj,sj is a normal S-polynomial with
hj,sj ≤ f¯ . In particular, it follows that Irr(S) is a set of linear generators of the Leibniz
superalgebra Lbs(X|S).
Proof. The result follows by induction on f¯ . 
We are now able to introduce a series of conditions that under which the set Irr(S) is a
linear basis of Lbs(X|S). We shall need the notation of composition. Before going there,
we introduce notation below: for any f, g ∈ Lbs(X), µ ∈ NF(X), n ∈ Z>0, we define
f ≡ g mod (S, µ) (resp. f ≡ g mod (S, n)),
if f − g can be written as a linear combination of normal S-polynomials such that their
leading monomials < µ (resp. the degrees of their leading monomials ≤ n). Furthermore,
a polynomial h in Lbs(X) is said to be trivial modulo (S, µ) (resp. (S, n)), if
h ≡ 0 mod (S, µ) (resp. h ≡ 0 mod (S, n)).
Definition 4.8. Let S be a monic homogeneous subset of Lbs(X). For all f, g ∈ S, f 6= g,
we define compositions as follows:
(i) If f¯ = hg for some normal S-polynomial hg, then we call
(f, g)f¯ = f − hg
an inclusion composition of S.
(ii) For each µ ∈ NF(X), if ℓ(f¯) > 1 and (µf) 6= 0, then we call (µf) a left multiplication
composition of S.
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The set S is said to be closed under the left multiplication compositions if every left
multiplication composition (µf) of S is trivial modulo (S,deg(µ) + deg(f¯)).
The set S is called a Gro¨bner–Shirshov basis in Lbs(X) if every left multiplication compo-
sition (µf) of S is trivial modulo (S,deg(µ)+deg(f¯)) and every inclusion composition (f, g)f¯
of S is trivial modulo (S, f¯).
We shall see that, if a monic homogeneous set S is closed under left multiplication
compositions, then the elements of the graded ideal Id(S) of Lbs(X) can be written as
linear combinations of normal S-polynomials.
Lemma 4.9. Let S be a monic homogeneous subset of Lbs(X) that is closed under left mul-
tiplication compositions. Then [b1 · · · bm[a1 · · · atsat+1 · · · an]Lc1 · · · cr]L =
∑
αihi,si, where
each αi ∈ k; s ∈ S; a1, . . . , an, b1, . . . , bm, c1, . . . , cr ∈ X; m,n, r ∈ Z≥0; 0 ≤ t ≤ n and each
hi,si is a normal S-polynomial with deg(hi,si) ≤ deg(s) +
∑n
p=1 deg(ap) +
∑m
i=1 deg(bi) +∑r
j=1 deg(cj).
Proof. It is enough to show that [b1 · · · bm[a1 · · · atsat+1 · · · an]L ]L can be written as a linear
combination of normal S-polynomials with the desired property.
By Lemma 4.2 we have
[b1 · · · bm[a1 · · · atsat+1 · · · an]L ]L =
∑
βj[b1 · · · bmxj1 · · · xjn+1 ]L ,
where each βj ∈ k and each (xj1 , . . . , xjn+1) is a permutation of (a1, . . . , an, s).
If ℓ(s¯) = 1, then the polynomial [b1 · · · bmxj1 · · · xjn+1 ]L is already a normal S-polynomial
with the desired property.
If ℓ(s¯) > 1, then the claim follows immediately because S is closed under the left
multiplication compositions. 
Before going further, we introduce some more notation. For a fixed set X, we use X∗ for
the free monoid and X+ for the free semigroup generated by X, that is X∗ = X+ ∪ {ε},
where ε is the empty word. For u1 = a1 · · · am, u2 = b1 · · · bn in X
∗, f ∈ Lbs(X), where
each ai, bj ∈ X, we recall that
[u1fu2]L := [a1 · · · amfb1 · · · bn]L , NF(X) = {[u]L | u ∈ X
+}.
For convenience, we denote that [u1fu2]L := [fu2]L if u1 = ε; [u1fu2]L := [u1f ]L if u2 = ε.
Lemma 4.10. Let S be a Gro¨bner–Shirshov basis in Lbs(X) and h1,s1 , h2,s2 be two normal
S-polynomials. If h1,s1 = h2,s2, then we get h1,s1 − h2,s2 ≡ 0 mod (S, h1,s1).
Proof. Suppose s1 = s1 +
∑
βj [uj ]L , s2 = s2 +
∑
γ
l
[v
l
]
L
, where each [uj ]L , [vl ]L ∈ NF(X).
Note that h1,s1 = [s1u]L , where u ∈ X
∗, or h1,s1 = [vs1u]L , where ℓ(s1) = 1, u, v ∈ X
∗.
Since h1,s1 = h2,s2 , the following four situations should be considered.
(i) h1,s1 = [s1us2v]L , h2,s2 = [s1us2v]L , where ℓ(s2) = 1, u, v ∈ X
∗. Then we get
[s1us2v]L − [s1us2v]L = [s1u(s2 − s2)v]L + [(s1 − s1)us2v]L
= −
∑
γl[s1u[vl ]Lv]L +
∑
βj [[uj ]Lus2v]L ,
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where each [[uj ]Lus2v]L = [ujus2v]L is a normal S-polynomial and it is straightforward
to see that [ujus2v]L < [s1us2v]L = [s1us2v]L = h1,s1 . Moreover, by Lemma 4.2,
each [s1u[vl ]Lv]L = [[[s1u]L [vl ]L ]Lv]L can be written as
∑
ηp[s1uvlpv]L , where each vlp =
xlp1 · · · xlpnl
∈ X+ and (xlp1 , . . . , xlpnl
) is a permutation of (xl1 , . . . , xlnl ), if [vl ]L =
[xl1 · · · xlnl ]L . It is clear that each [s1uvlpv]L is a normal S-polynomial. By Lemma 4.3,
we have [s1uvlpv]L = [s1uvlpv]L < [s1us2v]L = h1,s1 . This shows that h1,s1 − h2,s2 ≡ 0
mod (S, h1,s1).
(ii) h1,s1 = [us1vs2w]L , h2,s2 = [us1vs2w]L , where ℓ(s1) = ℓ(s2) = 1, u, v, w ∈ X
∗. Then
the reasoning is similar to that of (i), and we get
h1,s1 − h2,s2 = [us1vs2w]L − [us1vs2w]L = [us1v(s2 − s2)w]L + [u(s1 − s1)vs2w]L
= −
∑
γl[us1v[vl ]Lw]L +
∑
βj[u[uj ]Lvs2w]L ≡ 0 mod (S, h1,s1).
(iii) h1,s1 = [s1v]L and h2,s2 = [s2uv]L , or h1,s1 = [s1v]L , h2,s2 = [ws2uv]L and ℓ(s2) = 1,
where w, u, v belong to X∗. We only consider the case h2,s2 = [s2uv]L , since the other is
in the similar situation. Then using the fact that S is a Gro¨bner–Shirshov basis, we may
suppose that (s1, s2)s1 = s1 − [s2u]L =
∑
αih
′
i,s′i
, where each αi ∈ k, h′i,s′i
< s1 and h
′
i,s′i
is
a normal S-polynomial. Then we get
h1,s1 − h2,s2 = [(s1, s2)s1v]L =
∑
αi[h
′
i,s′i
v]
L
,
where each [h′
i,s′i
v]
L
is clearly a normal S-polynomial. Applying Lemma 4.3, we get
[h′
i,s′i
v]
L
= [h′
i,s′i
v]
L
< [s1v]L = h1,s1 . Therefore, h1,s1 − h2,s2 ≡ 0 mod (S, h1,s1).
(iv) h1,s1 = [us1v]L , h2,s2 = [us2v]L , where ℓ(s1) = ℓ(s2) = 1, u, v ∈ X
∗. Then we
assume that (s1, s2)s1 = s1 − s2 =
∑
αih
′
i,s′i
, where each αi ∈ k, h′i,s′i
< s1 and h
′
i,s′i
is
a normal S-polynomial. So we get [us1v]L − [us2v]L = [u(s1 − s2)v]L =
∑
αi[uh
′
i,s′i
v]
L
.
If ℓ(h′
i,s′i
) = 1, then h′
i,s′i
= s′i, ℓ(s
′
i) = 1 and [uh
′
i,s′i
v]
L
is a normal S-polynomial such
that [uh′
i,s′i
v]
L
= [uh′
i,s′i
v]
L
< [us1v]L = h1,s1 . If ℓ(h
′
i,s′i
) 6= 1, then noting h′
i,s′i
< s1 and
ℓ(s1) = 1, we get deg(h′i,s′i
) < deg(s1). By Lemma 4.9, we get [uh
′
i,s′i
v]
L
=
∑
βjh
′′
j,s′′j
, where
each h′′
j,s′′j
is a normal S-polynomial and
deg(h′′
j,s′′j
) ≤ deg([u]
L
)+deg(h′
i,s′i
)+deg([v]
L
) < deg([u]
L
)+deg(s1)+deg([v]L) = deg(h1,s1).
Therefore h′′
j,s′′j
< h1,s1 and so h1,s1 − h2,s2 ≡ 0 mod (S, h1,s1). 
Now we are ready to prove the main result in this paper.
Theorem 4.11. (Composition-Diamond lemma for Leibniz superalgebras) Let Lbs(X)
be the free Leibniz superalgebra generated by a well-ordered set X = X0 ∪ X1 with the
linear basis NF(X), < a deg-length-lex order on NF(X), S ⊆ Lbs(X) a nonempty monic
homogeneous set and Id(S) the graded ideal of Lbs(X) generated by S. Then the following
statements are equivalent.
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(i) The set S is a Gro¨bner–Shirshov basis in Lbs(X).
(ii) If 0 6= f ∈ Id(S), then f = hs for some normal S-polynomial hs.
(iii) The set Irr(S) = {τ ∈ NF(X) | τ 6= hs for any normal S-polynomial hs} forms a
linear basis of the Leibniz superalgebra Lbs(X|S) := Lbs(X)/ Id(S).
Proof. (i) ⇒ (ii) By Lemma 4.9, for each nonzero element f in Id(S), we may assume
that f =
∑n
i=1 αihi,si , where each 0 6= αi ∈ k and hi,si is a normal S-polynomial.
Define µi = hi,si and assume that ···≤ µl+1 < µl =···= µ2 = µ1. Use induction on µ1.
If µ1 = f , then there is nothing to prove. If f < µ1, then
∑l
i=1 αi = 0 and by Lemma 4.10
f =
l∑
i=1
αihi,si +
n∑
i=l+1
αihi,si
= (
l∑
i=1
αi)h1,s1 −
l∑
i=2
αi(h1,s1 − hi,si) +
n∑
i=l+1
αihi,si =
∑
j
βjh
′
j,s′j
+
n∑
i=l+1
αihi,si ,
where each h′
j,s′j
< µ1. Claim (ii) follows by induction hypothesis.
(ii) ⇒ (iii) By Lemma 4.7, Irr(S) generates Lbs(X|S) as a vector space. Suppose
that
∑
i αiµi = 0 in Lbs(X|S), where each αi ∈ k, αi 6= 0, µi ∈ Irr(S) and ···< µ2 < µ1.
Then we have 0 6=
∑
i αiµi ∈ Id(S). Thus
∑
i αiµi = µ1 ∈ Irr(S), which contradicts
with (ii).
(iii) ⇒ (i) Note that every composition in S is an element of Id(S). It is obvious that
every inclusion composition (f, g)f ≡ 0 mod (S, f¯). By Lemma 4.7 and (iii), for each
µ ∈ NF(X), f ∈ S, we get (µf) =
∑
βjhj,sj , where each βj ∈ k, hj,sj is a normal S-
polynomial with hj,sj ≤ (µf). Note that hj,sj ≤ (µf) and (µf) 6= 0 implies deg(hj,sj) ≤
deg(µ) + deg(f¯). Then (µf) ≡ 0 mod (S,deg(µ) + deg(f¯)). Thus (i) holds. 
Remark 4.12. Consider ordinary Leibniz algebra, which is a special case of Leibniz
superalgebra, that is, Leibniz superalgebra generated by elements of parity 0. We use
the notation Lb(X) for the free Leibniz algebra generated by X = X0. If this is the case,
we have Lbs(X) = Lb(X). Thus every polynomial in Lb(X) is homogeneous, and every
ideal in Lb(X) is a graded ideal. Therefore, Theorem 4.11 is also the Composition-Diamond
lemma for (ordinary) Leibniz algebras.
We now turn to the question on how to recognize whether two graded ideals of Lbs(X)
is the same or not. We begin with the notation of a minimal (resp. reduced) Gro¨bner-
Shirshov basis.
Definition 4.13. A Gro¨bner-Shirshov basis S in Lbs(X) is minimal (resp. reduced) if for
each s ∈ S, we have s ∈ Irr(S\{s}) (resp. supp(s) ⊆ Irr(S\{s})).
Suppose I is a graded ideal of Lbs(X) and I = Id(S), where S is a homogeneous set. If
S is a minimal (resp. reduced) Gro¨bner-Shirshov basis in Lbs(X), then we also call S a
minimal (resp. reduced) Gro¨bner-Shirshov basis for the graded ideal I or for the quotient
Leibniz superalgebra Lbs(X)/I = Lbs(X|S).
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Lemma 4.14. Let R and S be homogeneous monic subsets of Lbs(X) such that Irr(S) =
Irr(R). Then the following statements hold.
(i) If Id(S) = Id(R), then S is a Gro¨bner–Shirshov basis in Lbs(X) if and only if R is
a Gro¨bner–Shirshov basis in Lbs(X).
(ii) If R ⊆ S and S is a Gro¨bner–Shirshov basis in Lbs(X), then R is also a Gro¨bner–
Shirshov basis for Id(S).
Proof. (i) This part follows by Theorem 4.11.
(ii) For each f ∈ Id(S), since Irr(R) = Irr(S) and S is a Gro¨bner-Shirshov basis for Id(S),
we have, by Theorem 4.11, f = hs = gr for some normal S-polynomial hs and for some
normal R-polynomial gr. So we get f1 = f − lc(f)gr ∈ Id(S) and f1 < f . By induction
on f , we deduce that f is a linear combination of normal R-polynomials, i.e., f ∈ Id(R).
This shows that Id(S) = Id(R). Now the result follows by (i). 
For associative algebras and polynomial algebras, it is known that every ideal has a
unique reduced Gro¨bner-Shirshov basis. For Leibniz (super)algebras, we have a similar
result.
For each subset S of Lbs(X), we define
S := {s | s ∈ S}.
Theorem 4.15. There is a unique reduced Gro¨bner-Shirshov basis for every (graded) ideal
of the free Leibniz (super)algebra Lbs(X) generated by X = X0 ∪X1.
Proof. Let I = I0 ⊕ I1 be a graded ideal of Lbs(X). We first show the existence. It is
straightforward that {lc(f)−1f | 0 6= f ∈ I0 ∪ I1} is a Gro¨bner-Shirshov basis for I. Now
assume that S is a Gro¨bner-Shirshov basis for I. For each µ ∈ S, we choose a polynomial
fµ in S such that fµ = µ. Define S0 = {fµ | µ ∈ S}. Then it is clear that S ⊇ S0
and Irr(S0) = Irr(S). By Lemma 4.14, S0 is a Gro¨bner–Shirshov basis for I. For each g ∈ S0,
we set△g = {f ∈ S0 | f 6= g, f /∈ Irr({g})}. Let S1 = S0\
⋃
g∈S0
△g. By Lemma 4.14, S1 is a
minimal Gro¨bner–Shirshov basis for I. For each s ∈ S1, by Lemma 4.7 we have s = s
′+s′′,
where supp(s′) ∈ Irr(S \ {s}) and s′′ ∈ Id(S \ {s}). Let S2 = {s
′ | s ∈ S1}. It is easy to
prove that S2 is a reduced Gro¨bner–Shirshov basis for I.
We now turn to the uniqueness. Suppose that R and S are two arbitrary reduced
Gro¨bner–Shirshov bases for I. Let s0 and r0 be the elements of S and R respectively such
that s0 = min(S) and r0 = min(R). Since R is a Gro¨bner–Shirshov basis, we get s0 = hr′ ≥
r′ ≥ r0 for some normal R-polynomial hr′ . Similarly, we get r0 ≥ s0 and thus r0 = s0. We
claim that r0 = s0. Otherwise, we get 0 6= r0 − s0 ∈ I. Similarly to the above reasoning,
we get r0 > r0 − s0 = hr′′ ≥ r′′ ≥ r0 for some r
′′ ∈ R, a contradiction. Therefore, we
get s0 = r0. Supposing that for each ν < µ, we have
Sν := {s ∈ S | s ≤ ν} = {r ∈ R | r ≤ ν} =: Rν .
We shall show that Sµ = Rµ. By symmetry, it is enough to show that Sµ ⊆ Rµ. Suppose s
belongs to Sµ. If s < µ holds, then we have s ∈ Ss = Rs ⊆ Rµ. If s = µ, then s = hr ≥ r
for some normal R-polynomial hr. We claim that s = r. If we get µ = s > r, then r lies
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in Rr = Sr and thus r ∈ S \ {s}, which contradicts the fact that S is a reduced Gro¨bner–
Shirshov basis. We now claim that s = r. If s 6= r, then we have 0 6= s− r ∈ I. Moreover,
since S and R are reduced Gro¨bner–Shirshov bases, we get s− r ∈ Irr(S) ∪ Irr(R) which is
in contradiction with Theorem 4.11 (ii). 
Remark 4.16. For a graded ideal I of Lbs(X), Theorem 4.15 gives an algorithm to find
the reduced Gro¨bner–Shirshov basis for I.
Corollary 4.17. Let I and J be two graded ideals of Lbs(X), SI and SJ be the reduced
Gro¨bner–Shirshov bases for I and J respectively. Then I = J if and only if SI = SJ .
According to Theorem 4.15, for any Leibniz (super)algebra A, A has a representation
A ∼= Lbs(X|R), where X is generators and R is a unique reduced Gro¨bner–Shirshov
basis in Lbs(X). The following proposition shows that A has another representation
A ∼= Lbs(X
′|R′), where X ′ is generators and R′ is a unique reduced Gro¨bner–Shirshov
basis in Lbs(X
′) with the length of the leading monomial of each polynomial in R′ is
greater than 1. If this is the case, then there are only left multiplication compositions in
R′. This result will be useful when we characterize extensions of Leibniz (super)algebras.
Proposition 4.18. Let R be a reduced Gro¨bner–Shirshov basis in Lbs(X), R = R
′ ∪ S,
where S = {g ∈ R | ℓ(g) = 1} and R′ ∩ S = ∅. Let X ′ = X \ S. Then Lbs(X|R)
is isomorphic to Lbs(X
′|R′), R′ is a reduced Gro¨bner–Shirshov basis in Lbs(X
′), and the
length of the leading monomial of each polynomial in R′ is greater than 1.
Proof. Note that R is a homogeneous set. Assume that every element g in S has the form:
g = g + rg. Then we have two epimorphisms:
ϕ1 : Lbs(X)→ Lbs(X
′|R′), x 7→ x+ Id(R′) if x ∈ X ′; g 7→ −rg + Id(R
′) if g ∈ S,
ϕ2 : Lbs(X)→ Lbs(X|R), x 7→ x+ Id(R) for all x ∈ X.
Now we show that kerϕ1 = kerϕ2. According to the fact that R is a reduced Gro¨bner–
Shirshov basis in Lbs(X), we have the following two statements. (i) If f ∈ S, then we
have ϕ1(f) = ϕ1(f) + ϕ1(rf ) = −rf + rf + Id(R
′) = 0 + Id(R′). (ii) If f ∈ R′, then
ϕ1(f) = f + Id(R
′) = 0 in Lbs(X
′|R′). This shows that Id(R) = kerϕ2 ⊆ kerϕ1.
For every f in Lbs(X), by Lemma 4.7, we have f =
∑
αiµi +
∑
βjhj,sj in Lbs(X),
where each αi, βj ∈ k, µi ∈ Irr(R) and hj,sj is a normal R-polynomial in Lbs(X). Then
ϕ1(f) =
∑
αiµi + Id(R
′) in Lbs(X
′|R′) and ϕ2(f) =
∑
αiµi + Id(R) in Lbs(X|R). Assume
ϕ2(f) 6= 0. Because the subset Id(R
′) of Lbs(X
′) is contained in the subset Id(R) of Lbs(X),
we have ϕ1(f) 6= 0. Thus kerϕ1 ⊆ kerϕ2.
Therefore Lbs(X|R) ∼= Lbs(X
′|R′). Furthermore,
Irr(R) = {µ ∈ NF(X) | µ 6= hr for any normal R-polynomial hr in Lbs(X)}
= {µ ∈ NF(X ′) | µ 6= hr for any normal R-polynomial hr in Lbs(X)}
= {µ ∈ NF(X ′) | µ 6= hr for any normal R
′-polynomial hr in Lbs(X
′)}
= Irr(R′)
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By Theorem 4.11 Irr(R) + Id(R) := {µ + Id(R) | µ ∈ Irr(R)} is a linear basis of the
algebra Lbs(X|R). Thus Irr(R
′)+ Id(R′) = σ(Irr(R)+ Id(R)) is a linear basis of the algebra
Lbs(X
′|R′). According to Theorem 4.11, we know that R′ is a Gro¨bner–Shirshov basis in
Lbs(X
′). Since R is a reduced Gro¨bner–Shirshov basis in Lbs(X), R
′ (⊆ R) is a reduced
Gro¨bner–Shirshov basis in Lbs(X
′).

5. Applications
Our aim in this section is to construct linear bases of free metabelian Leibniz (su-
per)algebras and those of free metabelian Lie algebras by using Gro¨bner–Shirshov bases
theories of Leibniz (super)algebras. In this section, we assume that the degree of every
element in X is 1, that is deg(a) = 1, for all a ∈ X.
5.1. Linear bases of free metabelian Leibniz superalgebras.
Definition 5.1. [34] A Leibniz (super)algebra (A, (−−)) is called abelian if (xy) = 0 for
all x, y in A, i.e., A2 = 0. A Leibniz (super)algebra is called metabelian if it is an extension
of an abelian Leibniz (super)algebra by another abelian Leibniz (super)algebra. Denote
by MLbs(X) the free metabelian Leibniz superalgebra generated by X = X0 ∪X1.
Clearly, the free metabelian Leibniz superalgebra generated by X = X0 ∪ X1 can be
presented by generators and relations obviously.
Lemma 5.2. Let T = {([c1 · · · cp]L [d1 · · · dt]L) | c1, . . . , cp, d1, . . . , dt ∈ X, p, t ≥ 2}. Then
we have MLbs(X) = Lbs(X|T ).
To offer a Gro¨bner–Shirshov basis for MLbs(X), the set T is not a good choice because
it is not easy to detect the leading monomials of elements in T . So we need to get another
presentation for MLbs(X).
Lemma 5.3. Let S = {[c1 · · · cpa1a2]L − (−1)
|a1||a2|[c1 · · · cpa2a1]L | a1, a2, c1, . . . , cp ∈
X, p ≥ 2}. Then we get Id(T ) = Id(S) and thus MLbs(X) = Lbs(X|S).
Proof. First we show Id(S) ⊆ Id(T ). For [c1 · · · cp]L ∈ NF(X), a1, a2 ∈ X, p ≥ 2, we have
(([c1 · · · cp]La1)a2)− (−1)
|a1||a2|(([c1 · · · cp]La2)a1) = ([c1 · · · cp]L(a1a2)) ∈ Id(T ).
In order to show that ([c1 · · · cp]L [d1 · · · dt]L) ∈ Id(S), where c1, . . . , cp, d1, . . . , dt ∈ X
and p, t ≥ 2, we use induction on t. If t = 2, then we have
([c1 · · · cp]L [d1d2]L) = [c1 · · · cpd1d2]L − (−1)
|d1||d2|[c1 · · · cpd2d1]L ∈ Id(S).
For t > 2, we obtain
([c1 · · · cp]L [d1 · · · dt]L)
= (([c1 · · · cp]L [d1 · · · dt−1]L)dt)− (−1)
|[d1···dt−1]L ||dt|(([c1 · · · cp]Ldt)[d1 · · · dt−1]L).
By induction hypothesis, both ([c1 · · · cpdt]L [d1 · · · dt−1]L) and ([c1 · · · cp]L [d1 · · · dt−1]L) lie
in Id(S). Thus Id(T ) ⊆ Id(S). 
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Denote by char(k) the characteristic of the field k. We shall see that fields of different
characteristics lead to different linear bases of free metabelian Leibniz superalgebras. Define
(5.1)
S1 = {[c1 · · · cpa1a2]L − (−1)
|a1||a2|[c1 · · · cpa2a1]L | c1, . . . , cp, a1, a2 ∈ X, p ≥ 2, a2 < a1},
S2 = {[c1 · · · cpaa]L | a, c1, . . . , cp ∈ X, p ≥ 2, |a| = 1},
(5.2) S′ = S1 ∪ S2.
It is clear that in Lbs(X), we have Id(S) = Id(S1) if char(k) = 2, and Id(S) = Id(S
′) if
char(k) 6= 2, where S is defined as in Lemma 5.3.
Before constructing a linear basis of MLbs(X), we first prove the following lemma, which
is helpful for calculating a Gro¨bner–Shirshov basis for MLbs(X).
Lemma 5.4. Let S1 and S
′ be defined as (5.1) and (5.2). If ν, [a1 · · · ap]L lie in NF(X),
and ℓ(ν), p ≥ 2, then in Lbs(X) we have (ν[a1 · · · ap]L) = 0, or (ν[a1 · · · ap]L) =
∑
βjhj,sj ,
where each βj ∈ k and each hj,sj is a normal S1-polynomial if char(k) = 2; each hj,sj
is a normal S′-polynomial if char(k) 6= 2. Moreover, for each j satisfying βj 6= 0, we
have deg(hj,sj) ≤ deg(ν) + deg([a1 · · · ap]L).
Proof. Assume (ν[a1 · · · ap]L) 6= 0. We use induction on p. Assume p = 2. If a1 6= a2, then
there is nothing to prove. If a1 = a2, then we need to consider whether |a1| equals 0 or 1.
(i) Supposing |a1| = 0, we have (ν[a1a2]L) = [νa1a2]L − (−1)
|a1||a2|[νa2a1]L = 0.
(ii) Assuming |a1| = 1, we get (ν[a1a2]L) = 2[νa1a1]L . If char(k) = 2, then [νa1a1]L = 0.
Otherwise [νa1a1]L is a normal S
′-polynomial.
If p > 2 holds, then by induction hypothesis, we get
(ν[a1 · · · ap]L) = ((ν[a1 · · · ap−1]L)ap)− (−1)
|ap||[a1···ap−1]L |((νap)[a1 · · · ap−1]L)
=
∑
β′i(h
′
i,s′i
ap)− (−1)
|ap||[a1···ap−1]L |
∑
β′′j h
′′
j,s′′j
,
where β′i, β
′′
j ∈ k, and (h
′
i,s′i
ap), h
′′
j,s′′j
are normal S1-polynomials if char(k) = 2; (h
′
i,s′i
ap),
h′′
j,s′′j
are normal S′-polynomials if char(k) 6= 2. Furthermore, deg((h′
i,s′i
ap)) and deg(h′′j,s′′j
)
are smaller than or equal to deg(ν) + deg([a1 · · · ap]L). 
Theorem 5.5. Let MLbs(X) be the free metabelian Leibniz superalgebra generated by a
well-ordered set X = X0 ∪X1, and let S1 and S
′ be defined as (5.1) and (5.2).
(1) If char(k) = 2, then the set S1 is a Gro¨bner–Shirshov basis in Lbs(X), and the
following set forms a linear basis of MLbs(X):
{[a1a2 · · · an]L | a1, . . . , an ∈ X, n ≥ 1, a3 ≤ a4 ≤ · · · ≤ an}.
(2) If char(k) 6= 2, then the set S′ is a Gro¨bner–Shirshov basis in Lbs(X), and the
following set forms a linear basis of MLbs(X):
{[a1a2 · · · an]L | a1, . . . , an ∈ X, n ≥ 1, a3 ≤ · · · ≤ an; for all j ≥ 3, if |aj | = 1, then aj 6= aj+1}.
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Proof. First we consider the left multiplication composition
h := (µ([c1 · · · cpa1a2]L − (−1)
|a1||a2|[c1 · · · cpa2a1]L)),
where µ ∈ NF(X), c1, . . . , cp, a1, a2 ∈ X , a2 ≤ a1 and p ≥ 2. Assume that h 6= 0.
If ℓ(µ) ≥ 2 holds, then by Lemma 5.4, we have
h ≡ 0 mod (S1,deg(µ) + deg([c1 · · · cpa1a2]L)) if char(k) = 2
and
h ≡ 0 mod (S′,deg(µ) + deg([c1 · · · cpa1a2]L)) if char(k) 6= 2.
Now we suppose ℓ(µ) = 1 and a2 < a1. Then we deduce
h = ((µ([c1 · · · cp]La1))a2)− (−1)
|a2||([c1···cp]La1)|((µa2)([c1 · · · cp]La1))
− (−1)|a1||a2|((µ([c1 · · · cp]La2))a1) + (−1)
|a1||a2|+|a1||([c1···cp]La2)|((µa1)([c1 · · · cp]La2))
= [µ[c1 · · · cp]La1a2]L − (−1)
|a1||[c1···cp]L |[µa1[c1 · · · cp]La2]L
− (−1)|a1||a2|[µ[c1 · · · cp]La2a1]L + (−1)
|a1||a2|+|a2||[c1···cp]L |[µa2[c1 · · · cp]La1]L
−(−1)|a2||([c1···cp]La1)|((µa2)([c1 · · · cp]La1))+(−1)
|a1||a2|+|a1||([c1···cp]La2)|((µa1)([c1 · · · cp]La2)).
By Lemma 4.2, we obtain
[µ[c1 · · · cp]La1a2]L − (−1)
|a1||a2|[µ[c1 · · · cp]La2a1]L
=
∑
αi[[µxi1 · · · xip ]La1a2]L − (−1)
|a1||a2|
∑
αi[[µxi1 · · · xip ]La2a1]L
≡ 0 mod (S1,deg(µ) + deg([c1 · · · cpa1a2]L)),
where each αi ∈ k and each (xi1 , . . . , xip) is a permutation of (c1, . . . , cp). Note that,
by Lemma 5.4 and Remark 4.5 the polynomials [µa1[c1 · · · cp]La2]L , [µa2[c1 · · · cp]La1]L ,
((µa2)([c1 · · · cp]La1)) and ((µa1)([c1 · · · cp]La2)) are trivial modulo (S1,deg(µ)+deg([c1 · · · cpa1a2]L),
if char(k) = 2; and they are trivial modulo (S′,deg(µ)+deg([c1 · · · cpa1a2]L), if char(k) 6= 2.
Now we assume ℓ(µ) = 1 and a1 = a2 = a ∈ X1. Then by Lemmas 4.2 and 5.4, we have
(µ[c1 · · · cpaa]L) = ((µ([c1 · · · cp]La))a)− (−1)
|a||([c1···cp]La)|((µa)([c1 · · · cp]La))
= [µ[c1 · · · cp]Laa]L − (−1)
|a||[c1···cp]L |[µa[c1 · · · cp]La]L − (−1)
|a||([c1···cp]La)|((µa)([c1 · · · cp]La))
≡ 0 mod (S′,deg(µ) + deg([c1 · · · cpaa]L)).
Thus every left multiplication composition in S1 is trivial, if char(k) = 2, and every left
multiplication composition in S′ is trivial, if char(k) 6= 2.
Now we show that every inclusion composition in S1 is trivial. For the inclusion
composition (f, g)f , suppose that f = [c1 · · · cpa1a2]L − (−1)
|a1||a2|[c1 · · · cpa2a1]L , where
c1, . . . , cp, a1, a2 lie in X, a2 < a1 and p ≥ 2. Then we have two cases to consider.
(i) Let g = [c1 · · · ct]L , 4 ≤ t ≤ p and ct < ct−1. Then we have
[c1 · · · ct−1ct · · · cpa2a1]L ≡ (−1)
|ct−1||ct|[c1 · · · ctct−1 · · · cpa2a1]L mod (S1, f¯),
[c1 · · · ctct−1 · · · cpa1a2]L ≡ (−1)
|a2||a1|[c1 · · · ctct−1 · · · cpa2a1]L mod (S1, f¯).
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So we deduce
(f, g)f¯ = −(−1)
|a2||a1|[c1 · · · cpa2a1]L + (−1)
|ct−1||ct|[c1 · · · ctct−1 · · · cpa1a2]L
≡ −(−1)|a2||a1|+|ct−1||ct|([c1 · · · ctct−1 · · · cpa2a1]L−[c1 · · · ctct−1 · · · cpa2a1]L) ≡ 0 mod (S1, f¯).
(ii) Set g = [c1 · · · cpa1]L such that a1 < cp and p ≥ 3. Then we get a2 < a1 < cp and
[c1 · · · cpa2a1]L ≡ (−1)
|cp||a2|+|cp||a1|([c1 · · · cp−1a2a1cp]L mod (S1, f¯),
[c1 · · · cp−1a1cpa2]L ≡ (−1)
|a2||a1|+|cp||a2|([c1 · · · cp−1a2a1cp]L mod (S1, f¯). Thus
(f, g)f¯ = −(−1)
|a1||a2|[c1 · · · cpa2a1]L + (−1)
|a1||cp|[c1 · · · cp−1a1cpa2]L
≡ −(−1)|a2||a1|+|cp||a2|+|cp||a1|([c1 · · · cp−1a2a1cp]L−[c1 · · · cp−1a2a1cp]L) ≡ 0 mod (S1, f¯).
This shows that S1 is a Gro¨bner–Shirshov basis in Lbs(X), if char(k) = 2. Therefore, by
Lemma 5.2 and by Theorem 4.11, the following set:
Irr(S1) = {[a1a2 · · · an]L | ai ∈ X,n ≥ i ≥ 1, n ≥ 1, a3 ≤ a4 ≤ · · · ≤ an}
forms a linear basis of MLbs(X) = Lbs(X)/Id(S1). So (1) holds.
To show (2), we prove that every inclusion composition (f, g)f of S
′ is trivial.
If f = [c1 · · · cpa1a2]L − (−1)
|a1||a2|[c1 · · · cpa2a1]L , where c1, . . . , cp, a1, a2 ∈ X, a2 < a1
and p ≥ 2, then we have two cases to consider. (i) g = [c1 · · · ct]L , 4 ≤ t ≤ p. If ct < ct−1,
then the (f, g)f is trivial modulo (S
′, f) because every inclusion composition in S1 is trivial.
If ct−1 = ct ∈ X1, then (f, g)f¯ = −(−1)
|a1||a2|[c1 · · · ct−1ct · · · cpa2a1]L ≡ 0 mod (S
′, f¯).
(ii) g = [c1 · · · cpa1]L . If a1 < cp, then the result also holds because of (1). Assume
that cp = a1 ∈ X1 and p ≥ 3. Then we get a2 < cp = a1 and
(f, g)f¯ = −(−1)
|a1||a2|[c1 · · · cpa2a1]L ≡ −(−1)
|a2||a1|+|cp||a2|[c1 · · · cp−1a2cpa1]L ≡ 0 mod (S
′, f¯).
If f = [c1 · · · cpa1a1]L , where c1, . . . , cp ∈ X, a1 ∈ X1, p ≥ 2, then (f, g)f ≡ 0 mod (S
′, f)
follows immediately, regardless of whether g = [c1 · · · cpa1]L or g = [c1 · · · ct]L , t ≤ p.
So the set S′ is a Gro¨bner–Shirshov basis in Lbs(X) if char(k) 6= 2. Therefore, by
Lemma 5.2 and Theorem 4.11, the following set forms a linear basis ofMLbs(X) = Lbs(X)/Id(S
′):
Irr(S′) = {[a1a2 · · · an]L | a1, . . . , an ∈ X, n ≥ 1, a3 ≤ · · · ≤ an;
for all j ≥ 3, if |aj | = 1, then aj 6= aj+1}.

In the free Leibniz algebra Lb(X) generated by X, we have S2 = ∅ in (5.2). Then by
Theorem 5.5,
S1 = S
′ = {[c1 · · · cpa1a2]L − [c1 · · · cpa2a1]L | c1, . . . , cp, a1, a2 ∈ X, p ≥ 2, a2 < a1}
is a Gro¨bner–Shirshov basis in Lb(X). Thus we have the following corollary.
Corollary 5.6. Let MLb(X) be the free metabelian Leibniz algebra generated by a well-
ordered set X. Then the set {[c1 · · · cpa1a2]L − [c1 · · · cpa2a1]L | c1, . . . , cp, a1, a2 ∈ X, p ≥
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2, a2 < a1} is a Gro¨bner–Shirshov basis in Lb(X), and the following set is a linear basis
of MLb(X):
{[a1a2 · · · an]L | a1 . . . an ∈ X, n ≥ 1, a3 ≤ a4 ≤ · · · ≤ an}.
Corollary 5.6 is obtained in [22] when X is a finite set.
5.2. Linear bases of free metabelian Lie algebras. Recall that a Lie algebra L is a
Leibniz algebra that satisfies the identity (xx) = 0 for all x ∈ L.
Definition 5.7. [8] A Lie algebra (L, (−−)) is called metabelian if ((x1x2)(x3x4)) = 0
for x1, x2, x3, x4 in L.
Lemma 5.8. Let T = {(µν), (µ′ν ′) + (ν ′µ′), (µ′µ′) | µ, ν, µ′, ν ′ ∈ NF(X), ℓ(µ), ℓ(ν) ≥ 2}.
Then Lb(X)/Id(T ) is the free metabelian Lie algebra generated by X.
Proof. For all f =
∑
i αiµi ∈ Lb(X), where each αi ∈ k, µi ∈ NF(X), we get, in Lb(X)/Id(T ),
(ff) =
∑
i
α2i (µiµi) +
∑
i 6=j
αiαj((µiµj) + (µjµi)) = 0.
It is clear that Lb(X)/Id(T ) is the free metabelian Lie algebra generated by X. 
Lemma 5.9. Let S = {[µa1a2]L− [µa2a1]L , [bac]L− [cab]L+[cba]L , [a1a2]L+[a2a1]L , [dd]L |
µ ∈ NF(X), a1, a2, a, b, c, d ∈ X, ℓ(µ) ≥ 2, a2 < a1, c < b < a}, and let T be as defined in
Lemma 5.8. Then in Lb(X), we have Id(T ) = Id(S).
Proof. We first show that S ⊆ Id(T ). For all µ ∈ NF(X), a, b, c, d, a1 , a2 belong to X such
that a2 < a1, c < b < a and ℓ(µ) ≥ 2, we get [µa1a2]L − [µa2a1]L = (µ(a1a2)) ∈ Id(T ). It
is also clear that both [a1a2]L + [a2a1]L and [dd]L lie in Id(T ).
Since Lb(X) is a Leibniz algebra, we get [cab]
L
= [cba]
L
+ (c(ab)) and thus
[bac]
L
− [cab]
L
+ [cba]
L
= [bac]
L
− [cba]
L
− (c(ab)) + [cba]
L
= [bac]
L
− (c(ab)) = (((ba) + (ab))c) − (((ab)c) + (c(ab))) ∈ Id(T ).
Now we turn to show that T ⊆ Id(S). For all µ, ν in NF(X), we assume that µ =
[c1 · · · cp]L , ν = [d1 · · · dt]L , where c1, . . . , cp, d1, . . . , dt ∈ X and p, t ≥ 2. We use induction
on t to show that (µν) ∈ Id(S). If t = 2, then we get
([c1 · · · cp]L [d1d2]L) = [c1 · · · cpd1d2]L − [c1 · · · cpd2d1]L ∈ Id(S).
For t > 2, we get
([c1 · · · cp]L [d1 · · · dt]L) = (([c1 · · · cp]L [d1 · · · dt−1]L)dt) − (([c1 · · · cp]Ldt)[d1 · · · dt−1]L).
By induction hypothesis, both ([c1 · · · cpdt]L [d1 · · · dt−1]L) and ([c1 · · · cp]L [d1 · · · dt−1]L) lie
in Id(S). In particular, we get (µν) + (νµ) ∈ Id(S) and (µµ) ∈ Id(S).
Since (dd) lies in Id(S), where d ∈ X, we get (µ′µ′) ∈ Id(S) for all µ′ in NF(X). It
remains to show that (µ′ν ′) + (ν ′µ′) ∈ Id(S), where ℓ(µ′) = 1. We assume that µ′ = a
and ν ′ = [b1b2 · · · bn]L , where a, b1, . . . , bn lie in X. We use induction on n. For n = 1,
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there is nothing to prove. For n = 2, since both (b1b2) + (b2b1) and (b1b1) lie in Id(S), we
may assume that b2 < b1. By the Leibniz identity, we get
(a[b1b2]L) + ([b1b2]La) = [ab1b2]L − [ab2b1]L + [b1b2a]L .
So if a = b1 or a = b2 or a < b2 or b1 < a, we immediately get (a[b1b2]L) + ([b1b2]La)
in Id(S). If b2 < a < b1, then we get
(a[b1b2]L) + ([b1b2]La) = [ab1b2]L − [ab2b1]L + [b1b2a]L
= [ab1b2]L + [b2ab1]L − [b2b1a]L − ([ab2b1]L + [b2ab1]L) + ([b1b2a]L + [b2b1a]L) ∈ Id(S).
If n > 2, then by induction hypothesis, we get
(µ′ν ′) + (ν ′µ′) = (a[b1b2 · · · bn]L) + [b1b2 · · · bna]L
= ((a[b1b2 · · · bn−1]L)bn)− ((abn)[b1b2 · · · bn−1]L) + [b1b2 · · · bna]L
= ((a[b1b2 · · · bn−1]L)bn) + (([b1b2 · · · bn−1]La)bn)
+ ([b1b2 · · · bn−1]L(bna))− ((abn)[b1b2 · · · bn−1]L) ∈ Id(S).
Therefore, we get Id(S) = Id(T ). 
Lemma 5.10. Let S be defined as in Lemma 5.9. If ν, [a1 · · · ap]L lie in NF(X), and
ℓ(ν), p ≥ 2, then in Lb(X) we have (ν[a1 · · · ap]L) = 0, or (ν[a1 · · · ap]L) =
∑
βjhj,sj , where
each βj ∈ k, each hj,sj is a normal S-polynomial and for each j satisfying βj 6= 0, we
have deg(hj,sj) ≤ deg(ν) + deg([a1 · · · ap]L).
Proof. Assume (ν[a1 · · · ap]L) 6= 0. We use induction on p. Assuming p = 2, the result
holds clearly. If p > 2, then by induction hypothesis, we get
(ν[a1 · · · ap]L) = ((ν[a1 · · · ap−1]L)ap)−((νap)[a1 · · · ap−1]L) =
∑
β′i(h
′
i,s′i
ap)−
∑
β′′j h
′′
j,s′′j
,
where β′i, β
′′
j ∈ k, and (h
′
i,s′i
ap), h
′′
j,s′′j
are normal S-polynomials with deg((h′
i,s′i
ap)) and
deg(h′′
j,s′′j
) are smaller than or equal to deg(ν) + deg([a1 · · · ap]L). 
By the above lemma and Theorem 4.11, we can construct alternative linear bases of free
metabelian Lie algebras.
Theorem 5.11. Let MLie(X) be the free metabelian Lie algebra generated by a well-ordered
set X. Then the set S = {[µa1a2]L−[µa2a1]L , [bac]L−[cab]L+[cba]L , [a1a2]L+[a2a1]L , [dd]L |
µ ∈ NF(X), a1, a2, a, b, c, d ∈ X, ℓ(µ) ≥ 2, a2 < a1, c < b < a} is a Gro¨bner–Shirshov
basis in Lb(X), and the following set forms a linear basis of MLie(X):
{[a1a2 · · · an]L | a1, . . . , an ∈ X, n ≥ 1, a1 < a2, a1 ≤ a3 ≤ a4 ≤ · · · ≤ an}.
Proof. First we prove that all the left multiplication compositions in S are trivial. Let
µ ∈ NF(X), c1, . . . , cp, a1, a2, a, b, c, d ∈ X, a2 < a1, c < b < a and p ≥ 2. Then we have
the followings.
(i) (µ[dd]
L
) = [µdd]
L
− [µdd]
L
= 0.
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(ii) (µ([a1a2]L + [a2a1]L)) = [µa1a2]L − [µa2a1]L + [µa2a1]L − [µa1a2]L = 0.
(iii) (µ([bac]
L
− [cab]
L
+ [cba]
L
))
= ((µ[ba]
L
)c)− ((µc)[ba]
L
)− ((µ[ca]
L
)b) + ((µb)[ca]
L
) + ((µ[cb]
L
)a)− ((µa)[cb]
L
)
= [µbac]
L
− [µabc]
L
− [µcba]
L
+ [µcab]
L
− [µcab]
L
+ [µacb]
L
+ [µbca]
L
− [µbac]
L
+ [µcba]
L
− [µbca]
L
− [µacb]
L
+ [µabc]
L
= 0.
The following result holds by using Lemmas 5.10 and 4.2.
(iv) (µ([c1 · · · cpa1a2]L − [c1 · · · cpa2a1]L))
= ((µ([c1 · · · cp]La1))a2)− ((µa2)([c1 · · · cp]La1))− ((µ([c1 · · · cp]La2))a1) + ((µa1)([c1 · · · cp]La2))
= [µ[c1 · · · cp]La1a2]L − [µa1[c1 · · · cp]La2]L − [µa2[c1 · · · cp]La1]L + [µa2a1[c1 · · · cp]L ]L
− [µ[c1 · · · cp]La2a1]L + [µa2[c1 · · · cp]La1]L + [µa1[c1 · · · cp]La2]L − [µa1a2[c1 · · · cp]L ]L
≡ ((µ([c1 · · · cp]La1))a2)− [µ[c1 · · · cp]La2a1]L
≡
∑
αi[[µxi1 · · · xip ]La1a2]L −
∑
αi[[µxi1 · · · xip ]La2a1]L
≡ 0 mod (S,deg(µ) + deg([c1 · · · cpa1a2]L)),
where each (xi1 , . . . , xip) is a permutation of (c1, . . . , cp).
Next we show that all the inclusion compositions are trivial. All possible inclusion
compositions (f, gi)f with 1 ≤ i ≤ 6 where
f = [c1 · · · cpa1a2]L , a2 < a1, 2 ≤ p;
g1 = [c1c2]L , c2 < c1; g2 = [c1c2]L , c1 = c2;
g3 = [c1c2c3]L , p ≥ 3, c3 < c1 < c2; g4 = [c1c2a1]L , p = 2, a1 < c1 < c2;
g5 = [c1 · · · ct]L , 4 ≤ t ≤ p, ct < ct−1; g6 = [c1 · · · cpa1]L , 3 ≤ p, a1 < cp,
for all c1, . . . , cp, a1, a2 ∈ X. We get
(f, g1)f¯ = −[c1 · · · cpa2a1]L − [c2c1 · · · cpa1a2]L
≡ [c2c1 · · · cpa2a1]L − [c2c1 · · · cpa2a1]L ≡ 0 mod (S, f);
(f, g2)f¯ = −[c1c2 · · · cpa2a1]L ≡ 0 mod (S, f);
(f, g3)f¯ = −[c1 · · · cpa2a1]L + [c3c2c1 · · · cpa1a2]L − [c3c1c2 · · · cpa1a2]L
≡ −[c3c2c1 · · · cpa1a2]L + [c3c1c2 · · · cpa1a2]L + [c3c2c1 · · · cpa2a1]L − [c3c1c2 · · · cpa2a1]L
≡ 0 mod (S, f).
Assume that f = [c1c2a1a2]L − [c1c2a2a1] and g4 = [c1c2a1]L − [a1c2c1]L + [a1c1c2]L ,
where a2 < a1 < c1 < c2. Then
(f, g4)f¯ = −[c1c2a2a1]L + [a1c2c1a2]L − [a1c1c2a2]L
≡ −[a2c2c1a1]L + [a2c1c2a1]L + [a1c2a2c1]L − [a1c1a2c2]L
≡ −[a2c2a1c1]L + [a2c1c2a1]L + [a2c2a1c1]L
− [a2a1c2c1]L − [a2c1a1c2]L + [a2a1c1c2]L ≡ 0 mod (S, f).
GRO¨BNER–SHIRSHOV BASES THEORY AND EXTENSIONS OF LEIBNIZ SUPERALGEBRAS 21
Suppose that f = [c1 · · · cpa1a2]L − [c1 · · · cpa2a1]L , where c1, . . . , cp, a1, a2 ∈ X, a2 < a1
and p ≥ 2. Assuming g5 = [c1 · · · ct]L such that 4 ≤ t ≤ p and ct < ct−1. Then we get
[c1 · · · cpa2a1]L ≡ [c1 · · · ctct−1 · · · cpa1a2]L ≡ [c1 · · · ctct−1 · · · cpa2a1]L mod (S, f¯).
Thus
(f, g5)f¯ = −[c1 · · · cpa2a1]L + [c1 · · · ctct−1 · · · cpa1a2]L ≡ 0 mod (S, f¯).
Assume g6 = [c1 · · · cpa1]L such that a1 < cp and p ≥ 3. Then we get a2 < a1 < cp and
[c1 · · · cpa2a1]L ≡ [c1 · · · cp−1a2a1cp]L ≡ [c1 · · · cp−1a1cpa2]L mod (S, f¯). Thus
(f, g6)f¯ = −[c1 · · · cpa2a1]L + [c1 · · · cp−1a1cpa2]L ≡ 0 mod (S, f¯).
So S is a Gro¨bner–Shirshov basis in Lb(X). Therefore, by Theorem 4.11, the following
set forms a linear basis of MLie(X):
Irr(S) = {[a1a2 · · · an]L | a1, . . . , an ∈ X, n ≥ 1, a1 < a2, a1 ≤ a3 ≤ a4 ≤ · · · ≤ an}.

In Theorem 5.11, if we apply (a1a2) = −(a2a1), then we get a set
{[a1a2 · · · an]L | a1, . . . , an ∈ X, n ≥ 1, a2 < a1, a2 ≤ a3 ≤ a4 ≤ · · · ≤ an},
which is exactly the linear basis of MLie(X) constructed in [8].
6. A characterization of extensions of Leibniz superalgebras
Let A,B be Leibniz (super)algebras over a field k. In this subsection, by using Gro¨bner-
Shirshov bases theory for Leibniz (super)algebras, we give a complete characterization of
extensions of B by A, where B is presented by generators and relations.
Loday [32] has already given the definition of a module over Leibniz algebra. Here we
extend it to a definition of a supermodule over Leibniz superalgebra.
Definition 6.1. Let B = B0⊕B1 be a Leibniz superalgebra over a field k. A supermodule
A over B is a direct sum decomposition A = A0⊕A1 (as vector spaces) with two k-bilinear
multiplications (we use only one “ · ” to represent two supermodule operations as long as
it will not cause any ambiguity):
(6.1) B× A −→ A, (x, f) 7→ x · f
(6.2) A×B −→ A, (f, x) 7→ f · x
satisfying
Ai ·Bj , Bi · Aj ⊆ Ai+j for all i, j in Z2,
and the following three axioms,
f · (xy) = (f · x) · y − (−1)|x||y|(f · y) · x,
x · (y · f) = (xy) · f − (−1)|f ||y|(x · f) · y,
x · (f · y) = (x · f) · y − (−1)|f ||y|(xy) · f,
for all f ∈ A0 ∪A1 and x, y ∈ B0 ∪B1.
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Suppose that A = A0 ⊕ A1 and B = B0 ⊕B1 are two Leibniz superalgebras. Then A
is called a compatible B-supermodule if A is a B-supermodule and satisfies the following
three axioms, for all f, f ′ ∈ A0 ∪A1, x ∈ B0 ∪B1,
x · (ff ′) = (x · f) · f ′ − (−1)|f ||f
′|(x · f ′) · f,
f · (f ′ · x) = (ff ′) · x− (−1)|x||f
′|(f · x) · f ′,
f · (x · f ′) = (f · x) · f ′ − (−1)|x||f
′|(ff ′) · x.
For example, let A,B be two Leibniz superalgebras. Then clearly A is a compatible A-
supermodule. And if we define supermodule operations: f ·x = x ·f = 0, for all f ∈ A, x ∈
B, then A is a compatible B-supermodule.
Remark 6.2. Assume that (A, (−−)) and (B, (−−)) are two Leibniz superalgebras. Then
with the k-bilinear operations (6.1) and (6.2), A is a compatible B-supermodule if and
only if the following identity holds:
(x · (y · z)) = ((x · y) · z)− (−1)|z||y|((x · z) · y), for all x, y, z ∈ A0 ∪ A1 ∪B0 ∪B1,
where x′ · y′ means the product (x′y′) of A (resp. B) if x′, y′ ∈ A (resp. x′, y′ ∈ B).
Let (A = A0 ⊕ A1, (−−)) be a Leibniz superalgebra with a well-ordered linear basis
A = A0 ∪A1, where Ai is a linear basis of Ai, i = 0, 1, and with the multiplication table:
(aa′) = {a · a′}, a, a′ ∈ A,
where
{a · a′} := {(aa′)}
is the product in A; in particular, it is a linear combination of elements in A0 (resp. A1),
if (aa′) ∈ A0 (resp. (aa
′) ∈ A1).
Define deg(a) = 1 for all a ∈ A. Then the set {(aa′) − {a · a′} | a, a′ ∈ A} is clearly a
Gro¨bner–Shirshov basis in Lbs(A). Thus by Theorem 4.11, A has a presentation
A = Lbs(A | (aa
′)− {a · a′}, a, a′ ∈ A).
Let B = Lbs(B|R) be a Leibniz superalgebra generated by a well-ordered set B = B0 ∪B1
with defining relations R, where R is a homogenous subset of Lbs(B). Define deg(b) = 1
for all b ∈ B.
Let < be an order on A ∪ B such that a < b for all a ∈ A, b ∈ B. It is clear that
< is a well order on A ∪ B. We extend < to the deg-length-lex order on NF(A ∪ B) as
Definition 4.1. Then < restricted on NF(A) or NF(B) is the deg-length-lex order on the
corresponding set.
Let ⌊ ⌋ : R→ A0 ∪A1, f 7→ ⌊f⌋ be a map satisfying |f | = |⌊f⌋|, for all f ∈ R. Then we
call ⌊ ⌋ a factor set of B in A.
Suppose that A is a compatible Lbs(B)-supermodule with the supermodule operation
“ · ”. Then for all a ∈ A, ν ∈ NF(B),
{a · ν} := a · ν and {ν · a} := ν · a
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are linear combinations of elements in A. Consider the following homogeneous polynomials
in Lbs(A ∪B):
Ωaa′ := (aa
′)− {a · a′}, Υ
ab
:= (ab)− {a · b}, Γνa := (νa)− {ν · a}, Θf := f − ⌊f⌋,
where a, a′ ∈ A, b ∈ B, ν ∈ NF(B), f ∈ R. Noting that {−·−} is bilinear, if h =
∑
βjaj ∈ A,
q =
∑
αiµi ∈ Lbs(B), where αi, βj ∈ k, aj ∈ A, µi ∈ NF(B), then we extend the above
notation to
Ωha :=
∑
βjΩaja, Ωah :=
∑
βjΩaaj , Υhb :=
∑
βjΥajb , Γνh :=
∑
βjΓνaj , Γqa :=
∑
αiΓµia,
{h · q} :=
∑
i,j
βjαi{aj ·µi}, {q · h} :=
∑
i,j
αiβj{µi · aj}, {h · (
∑
β′tat)} :=
∑
j,t
βjβ
′
t{aj · at},
where β′t ∈ k, at, a ∈ A, b ∈ B, ν ∈ NF(B). Denote by
R(⌊ ⌋,·) := {Ωaa′ , Υab , Γνa, Θf | a, a
′ ∈ A, b ∈ B, ν ∈ NF(B), f ∈ R},
R′(⌊ ⌋,·) := {Ωaa′ , Υab , Γba, Θf | a, a
′ ∈ A, b ∈ B, f ∈ R},
E(A,B,⌊ ⌋,·) := Lbs(A ∪B | R(⌊ ⌋,·)).
Remark 6.3. The subset R(⌊ ⌋,·) of Lbs(A∪B) depends on factor set ⌊ ⌋ and supermodule
operation “ · ”. A normal R′(⌊ ⌋,·)-polynomial in Lbs(A ∪ B) is also a normal R(⌊ ⌋,·)-
polynomial.
Lemma 6.4. Assume B = Lbs(B|R) is a Leibniz superalgebra generated by a set B with
defining relations R, where R is a reduced Gro¨bner-Shirshov basis in Lbs(B) and the length
of leading monomial of each polynomial in R is greater than 1. In Lbs(B), if 0 6= h ∈ Id(R),
then there exist unique t ∈ Z>0, normal R-polynomial hi,si and 0 6= αi ∈ k, with 1 ≤ i ≤ t,
such that h =
∑
αihi,si, where ht,st < · · · < h2,s2 < h1,s1 = h, i.e., h has a unique
expression h = h
R
:=
∑
αihi,si.
Proof. Note that every normal R-polynomial in Lbs(B) has the form: [sb1 · · · bn]L , where
s ∈ R, b1, . . . , bn ∈ B,n ≥ 1, ℓ(s) ≥ 2. For each 0 6= h ∈ Id(R), there is a normal R-
polynomial h1,s1 such that h = h1,s1 , since R is a Gro¨bner-Shirshov basis in Lbs(B). If there
is another normal R-polynomial h′1,s′1
such that h = h′
1,s′1
, then h′
1,s′1
= h′
1,s′1
= h1,s1 = h1,s1 .
It follows that s1, s
′
1 has inclusion composition. This contradicts with the fact that R is
a reduced Gro¨bner-Shirshov basis in Lbs(B). So there is a unique normal R-polynomial
h1,s1 such that h = h1,s1 . Moreover, we have h − α1h1,s1 ∈ Id(R) where α1 = lc(h) and
h− α1h1,s1 < h. Therefore the result follows by induction on h. 
According to Theorem 4.15 and Proposition 4.18, in this section, we can always assume
that R is a reduced Gro¨bner–Shirshov basis in Lbs(B) and for each f ∈ R, ℓ(f) is greater
than 1. Thus, in Lbs(B), each normal R-polynomial hs has the form hs = [sc1 · · · cn]L
where c1, . . . , cn ∈ B, s ∈ R, and R has only left multiplication composition (µf) where
µ ∈ NF(B), f ∈ R. By Lemma 6.4, (µf) has a unique expression (µf) = (µf)
R
=∑
αihi,si , where each αi ∈ k and hi,si is a normal R-polynomial. If this is the case, we
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have B = B0 ⊕ B1, where B0 (resp. B1) is a vector space spanned by the set of all
elements in Irr(R) with parity 0 (resp. 1). We denote
h⌊s⌋ := {{{⌊s⌋ · c1} · · · } · cn}, where {x} = x if x ∈ A,
(µf)
⌊R⌋
:=
∑
αihi,⌊si⌋,
Irr(R) = {µ ∈ NF(B) | µ 6= hs for any normal R-polynomial hs in Lbs(B)},
Irr(R(⌊ ⌋,·)) = {µ ∈ NF(A∪B) | µ 6= hr for any normal R(⌊ ⌋,·)-polynomial hr in Lbs(A∪B)}.
Lemma 6.5. The following statements hold.
(a) Suppose {(bb′) | b, b′ ∈ B} ⊆ R. If µ ∈ NF(B) then
µ =
∑
αihi,ri +
∑
βjaj +
∑
γtbt,(6.3)
where each αi, βj , γt ∈ k, aj ∈ A, bt ∈ B, hi,ri is a normal R
′
(⌊ ⌋,·)-polynomial
in Lbs(A ∪B) and deg(hi,ri) ≤ deg(µ).
(b) If µ ∈ NF(A ∪B) \ NF(B) then
µ =
∑
αihi,ri +
∑
βjaj ,(6.4)
[ab1 · · · bn]L =
∑
αihi,ri + {{{a · b1} · · · } · bn},(6.5)
where each αi, βj ∈ k, aj , a ∈ A, b1, . . . , bn ∈ B, deg(hi,ri) ≤ deg(µ) and in (6.4)
(resp. (6.5)) hi,ri is a normal R(⌊ ⌋,·) (resp. R
′
(⌊ ⌋,·))-polynomial in Lbs(A ∪B).
Moreover, if {(bb′) | b, b′ ∈ B} ⊆ R, then in (6.4) each hi,ri is a normal R
′
(⌊ ⌋,·)-
polynomial in Lbs(A ∪B).
Proof. Note that if {(bb′) | b, b′ ∈ B} ⊆ R, R is a reduced Gro¨bner–Shirshov basis in Lbs(B)
and f ∈ R with f¯ = (bb′), then f = (bb′) +
∑
αibi, where each αi ∈ k, bi ∈ B.
We show (a) and (b) by induction on deg(µ).
If deg(µ) = 1, there is nothing to prove.
Suppose deg(µ) = 2. Then µ is equal to (aa′) or (ab) or (ba) or (bb′), where a, a′ ∈
A, b, b′ ∈ B. Thus, (a) and (b) hold, since (aa′) = Ωaa′ + {a · a
′}; (ab) = Υ
ab
+ {a · b};
(ba) = Γba+{b·a}; (bb
′) = Θ
f
−
∑
αibi+⌊f⌋, where f = (bb
′)+
∑
αibi ∈ R, αi ∈ k, bi ∈ B.
Suppose µ = [c1c2 · · · cn]L , c1, · · · , cn ∈ A ∪B, n > 2.
(a) Suppose {(bb′) | b, b′ ∈ B} ⊆ R and µ ∈ NF(B), i.e., c1, · · · , cn ∈ B. Then by
induction hypothesis µ = ([c1 · · · cn−1]Lcn) =
∑
αi(hi,ricn) +
∑
βj(ajcn) +
∑
γt(btcn),
where αi, βj , γt ∈ k, aj ∈ A, bt ∈ B, hi,ri is a normal R
′
(⌊ ⌋,·)-polynomial in Lbs(A ∪ B),
and deg(hi,ri) ≤ deg([c1 · · · cn−1]L). Then each (hi,ricn) is a normal R
′
(⌊ ⌋,·)-polynomial in
Lbs(A∪B), and deg(hi,ri)+deg(cn) = deg((hi,ricn)) ≤ deg([c1 · · · cn]L). Thus by using the
above result when deg(µ) = 2, (a) holds.
(b) Suppose µ ∈ NF(A ∪B) \ NF(B). Then there are two cases to consider.
Case 1. c1 = a ∈ A. Thus we have the following equation µ = [hrc3 · · · cn]L + [{a ·
c2}c3 · · · cn]L , where hr = Ωaa′ if c2 = a
′ ∈ A; and hr = Υab if c2 = b ∈ B. Now
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deg([hrc3 · · · cn]L) = deg(hr) +
∑n
i=3 deg(ci) = deg([c1c2c3 · · · cn]L), and the degree of each
element in supp([{a · c2}c3 · · · cn]L) is equal to n − 1. Thus, (6.5) and of course (6.4) hold
by induction.
Case 2. There exists ct, 1 < t ≤ n such that c1, · · · , ct−1 ∈ B, ct = a ∈ A. Then
µ = [[c1 · · · ct−1a]Lct+1 · · · cn]L = [Γ[c1···ct−1]Lact+1 · · · cn]L + [{[c1 · · · ct−1]L · a}ct+1 · · · cn]L ,
where [Γ[c1···ct−1]Lact+1 · · · cn]L is a normal R(⌊ ⌋,·)-polynomial in Lbs(A∪B), and the degree
of each element in supp({[c1 · · · ct−1]L ·a}ct+1 · · · cn]L) is equal to n− t+1. So, (6.4) follows
by induction.
Now, suppose {(bb′) | b, b′ ∈ B} ⊆ R. By (a) we may assume that [c1 · · · ct−1]L =∑
αihi,ri +
∑
βjaj +
∑
γlbl, where each hi,ri is a normal R
′
(⌊ ⌋,·)-polynomial in Lbs(A∪B).
Therefore, µ = [[c1 · · · ct−1]Lact+1 · · · cn]L =
∑
i αi[hi,riact+1 · · · cn]L+
∑
j βj [ajact+1 · · · cn]L+∑
γl[Γblact+1 · · · cn]L +
∑
γl[{bl · a}ct+1 · · · cn]L . By Case 1, both [ajact+1 · · · cn]L and
[{bl · a}ct+1 · · · cn]L are linear combinations of normal R
′
(⌊ ⌋,·)-polynomials and elements
in A. Thus, (6.4) holds. 
Lemma 6.6. The set R(⌊ ⌋,·) is a Gro¨bner-Shirshov basis in Lbs(A ∪B) if and only if the
following two conditions hold in A:
(i) For all a ∈ A, f ∈ R, a · f = {a · ⌊f⌋} and f · a = {⌊f⌋ · a}.
(ii) For all µ ∈ NF(B), f ∈ R, and (µf)
R
=
∑
αihi,si (by Lemma 6.4), we have
µ · ⌊f⌋ = (µf)
⌊R⌋
.
Moreover, if R(⌊ ⌋,·) is a Gro¨bner-Shirshov basis, then E(A,B,⌊ ⌋,·) is an extension of B by A.
Proof. For the first claim, since R is a reduced Gro¨bner-Shirshov basis in Lbs(B), the only
possible compositions in R(⌊ ⌋,·) are as follows:
(µΩaa′), (µΥab), (µΓνa), (µΘf ), and inclusion composition (Γνa,Θf )Γνa ,
where µ ∈ NF(A ∪B), a, a′ ∈ A, b ∈ B, ν ∈ NF(B), f ∈ R.
By (6.4), we assume µ =
∑
αihi,ri +
∑
βjaj, if µ ∈ NF(A ∪ B) \ NF(B), where each
αi, βj ∈ k, aj ∈ A, deg(hi,ri) ≤ deg(µ) and hi,ri is a normalR(⌊ ⌋,·)-polynomial in Lbs(A∪B).
Therefore, for all g ∈ Lbs(A ∪B), we have
(µg) ≡
∑
βj(ajg) mod (R(⌊ ⌋,·),deg(µ) + deg(g)) if µ ∈ NF(A ∪B) \ NF(B).(6.6)
Assume ν = [b1 · · · bn]L , b1, . . . , bn ∈ B, n ≥ 1. Then by Lemma 4.2, it follows that (gν) =
(g[b1 · · · bn]L) =
∑
γt[gxt1 · · · xtn ]L for all g ∈ Lbs(A ∪B), where each γt ∈ k, (xt1 , . . . , xtn)
is a permutation of (b1, . . . , bn). If g ∈ A, then using (6.5), we have
(gν) =
∑
t
γt({{{g · xt1} · · · } · xtn}+
∑
m
αtmhtm,rtm),(6.7)
where each αtm ∈ k, rtm ∈ R(⌊ ⌋,·), htm,rtm is a normalR(⌊ ⌋,·)-polynomial and deg(htm,rtm) ≤
deg((gν)). According to the fact that A is a compatible Lbs(B)-supermodule, for all
µ ∈ NF(B), b ∈ B and a, a′, aj ∈ A, we have
{{µ · a} · a′} − (−1)|a||a
′|{{µ · a′} · a} − {µ · {a · a′}} = 0,(6.8)
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{{aj · a} · a
′} − (−1)|a||a
′|{{aj · a
′} · a} − {aj · {a · a
′}} = 0,(6.9)
{{µ · a} · b} − (−1)|a||b|{(µb) · a} − {µ · {a · b}} = 0,(6.10)
{{aj · a} · b} − (−1)
|a||b|{{aj · b} · a} − {aj · {a · b}} = 0,(6.11)
and by a similar proof of Lemma 4.2, we have
{(µν) · a} − (−1)|ν||a|(
∑
γt{{{{µ · a} · xt1} · · · } · xtn})− {µ · {ν · a}} = 0,(6.12)
∑
t
γt{{{{aj · xt1} · · · } · xtn} · a} − (−1)
|ν||a|(
∑
t
γt({{{{aj · a} · xt1} · · · } · xtn})− {aj · {ν · a}} = 0.
(6.13)
Now we claim that (µΩaa′), (µΥab) and (µΓνa) are trivial modulo R(⌊ ⌋,·).
Case I. (µΩaa′) = ((µa)a
′) − (−1)|a||a
′|((µa′)a) − (µ{a · a′}). There are two cases to
consider.
(a) If µ ∈ NF(B), then
(µΩaa′) = (Γµaa
′) + Ω{µ·a}a′ + {{µ · a} · a
′} − (−1)|a||a
′|((Γµa′a) + Ω{µ·a′}a + {{µ · a
′} · a})
− Γµ{a·a′} − {µ · {a · a
′}}
≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Ωaa′)) (by (6.8)).
(b) If µ ∈ NF(A ∪B) \ NF(B), then by (6.4), we have
(µΩaa′) ≡
∑
βj(ajΩaa′) ≡
∑
βj(((aja)a
′)− (−1)|a||a
′|((aja
′)a)− (aj{a · a
′})) (by 6.6)
≡
∑
βj((Ωajaa
′) + Ω{aj ·a}a′ + {{aj · a} · a
′} − (−1)|a||a
′|(Ωaja′a)− (−1)
|a||a′|Ω{aj ·a′}a
− (−1)|a||a
′|{{aj · a
′} · a} − Ωaj{a·a′} − {aj · {a · a
′}})
≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Ωaa′)) (by (6.9)).
Case II. (µΥ
ab
) = ((µa)b) − (−1)|a||b|((µb)a) − (µ{a · b}). We also consider in two cases.
(a) If µ ∈ NF(B), then
(µΥ
ab
) = (Γµab) + Υ{µ·a}b + {{µ · a} · b} − (−1)
|a||b|(Γ(µb)a + {(µb) · a})− Γµ{a·b} − {µ · {a · b}}
≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Υab)) (by (6.10)).
(b) If µ ∈ NF(A ∪B) \ NF(B), then by (6.4), we have
(µΥab) ≡
∑
βj(ajΥab) ≡
∑
βj(((aja)b)− (−1)
|a||b|((ajb)a)− (aj{a · b})) (by (6.6))
≡
∑
βj((Ωajab) + Υ{aj·a}b + {{aj · a} · b} − (−1)
|a||b|(Υ
ajb
a)− (−1)|a||b|Ω{aj ·b}a
− (−1)|a||b|{{aj · b} · a} − Ωaj{a·b} − {aj · {a · b}})
≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Υab)) (by (6.11)).
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Case III. (µΓνa) = ((µν)a)−(−1)
|ν||a|((µa)ν)−(µ{ν·a}). Assume ν = [b1 · · · bn]L , b1, . . . , bn ∈
B, 1 ≤ n. We also need to consider this case in two situations.
(a) If µ ∈ NF(B), then
(µΓνa) = Γ(µν)a + {(µν) · a} − (−1)
|ν||a|((Γµaν) + ({µ · a}ν))− Γµ{ν·a} − {µ · {ν · a}}
= Γ(µν)a + {(µν) · a} − (−1)
|ν||a|((Γµaν) +
∑
γt({{{{µ · a} · xt1} · · · } · xtn}+
∑
m
αtmhtm,rtm))
− Γµ{ν·a} − {µ · {ν · a}} (by (6.7))
≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Γνa)) (by (6.12)).
(b) If µ ∈ NF(A ∪B) \ NF(B), then by (6.4), we have
(µΓνa) ≡
∑
j
βj(ajΓνa) ≡
∑
j
βj(((ajν)a)− (−1)
|ν||a|((aja)ν)− (aj{ν · a})) (by (6.6))
≡
∑
j
βj((
∑
γt({{{aj · xt1} · · · } · xtn}+
∑
m
αjtmhjtm,rjtm)a)
− (−1)|ν||a|(Ωajaν)− (−1)
|ν||a|(
∑
t
γt({{{{aj · a} · xt1} · · · } · xtn}+
∑
m
α′jtmh
′
jtm,r′jtm
))
− Ωaj{ν·a} − {aj · {ν · a}}) (by (6.7))
≡
∑
j
βj(
∑
t
γt(Ω{{{aj ·xt1}··· }·xtn}a + {{{aj · xt1} · · · } · xtn} · a})
− (−1)|ν||a|
∑
t
γt{{{{aj · a} · xt1} · · · } · xtn} − {aj · {ν · a}})
≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Γνa)) (by (6.13)).
Then (µΩaa′), (µΥab) and (µΓνa) are trivial modulo R(⌊ ⌋,·).
Case IV. Now we consider the composition (µΘ
f
) in two cases.
(a) Suppose µ lies in NF(B). For all f ∈ R, by Lemma 6.4, we have (µf) = (µf)
R
=∑
αihi,si , where each hi,si = [sibi1 · · · bini ]L is a normal R-polynomial in Lbs(B), si ∈ R,
αi ∈ k, bi1, . . . , bini ∈ B and deg(hi,si) ≤ deg(µ)+deg(f¯). Moreover, we have the following
equation in Lbs(A ∪B)
hi,si = [Θsibi1 · · · bini ]L + [⌊si⌋bi1 · · · bini ]L
≡ [Υ
⌊si⌋bi1
bi2 · · · bini ]L + · · ·+Υ{{{⌊si⌋·bi1}··· }·bi(ni−1)}bini
+ {{{⌊si⌋ · bi1} · · · } · bini}
≡ hi,⌊si⌋ mod (R(⌊ ⌋,·),deg(hi,si)),
where deg(hi,si) ≤ deg(µ) + deg(f) = deg(µ) + deg(Θf ). Thus
(µΘ
f
) = (µf)− (µ⌊f⌋) ≡
∑
αihi,⌊si⌋ − Γµ⌊f⌋ − {µ · ⌊f⌋} mod (R(⌊ ⌋,·),deg(µ) + deg(Θf )),
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where Γµ⌊f⌋ is a normal R(⌊ ⌋,·)-polynomial and its degree ≤ deg(µ)+deg(Θf ). So we know
that for µ ∈ NF(B), (µΘ
f
) ≡ 0 mod (R(⌊ ⌋,·),deg(µ) + deg(Θf )) if and only if, in A,
µ · ⌊f⌋ =
∑
αihi,⌊si⌋.
(b) If µ ∈ NF(A ∪B) \ NF(B), then by (6.4), it follows that
(µΘ
f
) ≡
∑
βj(ajΘf ) ≡
∑
βj((ajf)− (aj⌊f⌋)) mod (R(⌊ ⌋,·),deg(µ) + deg(Θf )) (by (6.6)).
So we only consider (af), where a ∈ A, and f =
∑
j λj [bj1 · · · bjnj ]L ∈ R, where λj ∈ k,
bj1, . . . , bjnj ∈ B. By a similar proof of Lemma 4.2, we have
a · f =
∑
j,t
λjβtj{{{a · xtj1} · · · } · xtjnj }.
According to (6.7), we have
(af) =
∑
j
λj(a[bj1 · · · bjnj ]L) =
∑
j,t
λjβtj({{{a · xtj1} · · · } · xtjnj }+
∑
m
αtjmhtjm,rtjm),
where (xtj1 , . . . , xtjnj ) is a permutation of (bj1 , . . . , bjnj ), each βtj , αtjm ∈ k, htjm,rtjm is a
normal R(⌊ ⌋,·)-polynomial and deg(htjm,rtjm) ≤ deg([axj1 · · · xjnj ]L). It follows that
(aΘ
f
) = (af)− (a⌊f⌋)
=
∑
j,t
λjβtj({{{a · xtj1} · · · } · xtjnj }+
∑
m
αtjmhtjm,rtjm)− Ωa⌊f⌋ − {a · ⌊f⌋}
≡ a · f − {a · ⌊f⌋} mod (R(⌊ ⌋,·),deg(a) + deg(Θf )).
Thus for any µ ∈ NF(A ∪B) \ NF(B), (µΘ
f
) is trivial modulo (R(⌊ ⌋,·),deg(µ) + deg(Θf ))
if and only if for any a ∈ A, a · f = {a · ⌊f⌋}.
Next we think about the inclusion composition. Let hf = [fb1b2 · · · bn]L be an arbitrary
normal R-polynomial in Lbs(B), where b1, · · · , bn ∈ B,n ≥ 0 and f = f¯ + rf ∈ R. Then
we have the inclusion composition (Γνa,Θf )Γνa , where ν = [f¯ b1b2 · · · bn]L ∈ NF(B), a ∈ A.
(Γνa,Θf )Γνa = Γνa − [Θf b1 · · · bna]L
= −{ν · a} −Θ
[r
f
b1···bn]L
a
− {[r
f
b1 · · · bn]L · a}+ [⌊f⌋b1 · · · bna]L
≡ −[fb1 · · · bn]L · a+ {{{{⌊f⌋ · b1} · · · · } · bn} · a}
≡ −hf · a+ {h⌊f⌋ · a} mod (R(⌊ ⌋,·), (νa)).
Assume that f · a = {⌊f⌋ · a} holds, for each f ∈ R and a ∈ A. Then we have [fb1]L · a =
f · {b1 ·a}+(−1)
|a||b1|{{f ·a} · b1} = {⌊f⌋ · {b1 ·a}}+(−1)
|a||b1|{{⌊f⌋ ·a} · b1} = {{f · b1} ·a}.
From this, we get
hf · a = [fb1b2 · · · bn]L · a
= [fb1b2 · · · bn−1]L · {bn · a}+ (−1)
|a||bn|{{[fb1b2 · · · bn−1]L · a} · bn}
= · · ·
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= {{{{⌊f⌋ · b1} · · · } · bn−1} · {bn · a}}+ (−1)
|a||bn|{{{{{⌊f⌋ · b1} · · · } · bn−1} · a} · bn}
= {{{{{{⌊f⌋ · b1} · b2} · · · } · bn−1} · bn} · a} = {h⌊f⌋ · a}.
Thus all possible inclusion compositions are trivial if and only if for each f ∈ R and
a ∈ A, f · a = {⌊f⌋ · a} holds.
Therefore, we can see that R(⌊ ⌋,·) is a Gro¨bner-Shirshov basis in Lbs(A∪B) if and only
if the conditions (i) and (ii) hold.
We now turn to the second claim. If R(⌊ ⌋,·) is a Gro¨bner-Shirshov basis, then by Theorem
4.11, we have that Irr(R(⌊ ⌋,·)) = A ∪ Irr(R) is a linear basis of E(A,B,⌊ ⌋,·), where Irr(R) =
{ν ∈ NF(B) | ν 6= hg¯ for any normal R-polynomial hg in Lbs(B)}. Thus E(A,B,⌊ ⌋,·) = A⊕B
as a vector space, where B is spanned by Irr(R). Because R is a Gro¨bner–Shirshov basis
in Lbs(B), for all ν, ν
′ ∈ Irr(R), by Lemmas 4.7, 6.4 and Theorem 4.11, in Lbs(B), we have
unique δi, βj ∈ k, νi ∈ Irr(R) and unique normal R-polynomial hj,gj such that
(νν ′) =
∑
δiνi +
∑
βjhj,gj .
Thus the multiplication in E(A,B,⌊ ⌋,·) is defined as below: for all a, a
′ ∈ A and ν, ν ′ ∈ Irr(R),
((a+ ν)(a′ + ν ′)) = {a · a′}+ {a · ν ′}+ {ν · a′}+
∑
δiνi +
∑
βjhj,⌊gj⌋.(6.14)
It is easy to see that A is an ideal of E(A,B,⌊ ⌋,·). Define
π : E(A,B,⌊ ⌋,·) = A⊕B→ B, x+ y 7→ y, x ∈ A, y ∈ B.
Obviously π is a surjective linear map, and we have π(a) = 0 ∈ B0∩B1, π(ν) = ν ∈ Irr(R),
π(((a + ν)(a′ + ν ′))) =
∑
δiνi = (νν
′) = (π(a+ ν)π(a′ + ν ′)).
Thus π is a homomorphism. Moreover, we get ker π = A. Therefore, E(A,B,⌊ ⌋,·) is an
extension of B by A. 
The following lemma shows that in Lemma 6.6, we can not replace R(⌊ ⌋,·) with R
′
(⌊ ⌋,·).
Lemma 6.7. If {(bb′) | b, b′ ∈ B} ⊆ R, then R′(⌊ ⌋,·) is a Gro¨bner-Shirshov basis in
Lbs(A∪B) if and only if the condition (i) in Lemma 6.6 holds, and (ii)
′ for all b ∈ B, f ∈ R,
and (bf)
R
=
∑
αihi,si (by Lemma 6.4), we have, in A,
b · ⌊f⌋ = (bf)
⌊R⌋
.
Moreover, if {(bb′) | b, b′ ∈ B} * R, then R′(⌊ ⌋,·) is not a Gro¨bner-Shirshov basis in
Lbs(A ∪B).
Proof. Since R is a reduced Gro¨bner-Shirshov basis in Lbs(B), the only possible composi-
tions in R′(⌊ ⌋,·) are as follows:
(µΩaa′), (µΥab), (µΓba), (µΘf ),
where µ ∈ NF(A ∪B), a, a′ ∈ A, b ∈ B, f ∈ R.
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According to Lemma 6.5 (b) and the proof of Case I(b)–III(b), Case IV in Lemma 6.6, we
know that for all a, a′ ∈ A, b ∈ B, f ∈ R, µ ∈ NF(A∪B)\NF(B) and normal R-polynomial
hs in Lbs(B), s ∈ R,
(µΩaa′) ≡ 0 mod (R
′
(⌊ ⌋,·),deg(µ) + deg(Ωaa′)) (by Case I (b));(6.15)
(µΥ
ab
) ≡ 0 mod (R′(⌊ ⌋,·),deg(µ) + deg(Υab)) (by Case II (b));(6.16)
(µΓba) ≡ 0 mod (R
′
(⌊ ⌋,·),deg(µ) + deg(Γba)) (by Case III (b));(6.17)
(aΘ
f
) ≡ a · f − {a · ⌊f⌋} mod (R′(⌊ ⌋,·),deg(a) + deg(Θf )) (by Case IV (b));(6.18)
hs ≡ h⌊s⌋ mod (R
′
(⌊ ⌋,·),deg(hs)) (by Case IV (a));(6.19)
while
(µΘ
f
) ≡ 0 mod (R′(⌊ ⌋,·),deg(µ) + deg(Θf )) holds(6.20)
if and only if a · f = {a · ⌊f⌋}, for all a ∈ A holds in A, by Case IV (b) in Lemma 6.6.
Now we turn to consider left multiplication compositions when µ ∈ NF(B). If µ ∈ NF(B),
then by (6.3), we have µ =
∑
αihi,ri+
∑
βjaj+
∑
γtbt, where αi, βj , γt ∈ k, aj ∈ A, bt ∈ B,
hi,ri is a normal R
′
(⌊ ⌋,·)-polynomial in Lbs(A ∪ B) and deg(hi,ri) ≤ deg(µ). Therefore, for
all g ∈ Lbs(A ∪B), we have
(µg) ≡
∑
βj(ajg) +
∑
γt(btg) mod (R
′
(⌊ ⌋,·),deg(µ) + deg(g)).(6.21)
(µΩaa′) ≡
∑
γt(btΩaa′) (by (6.21), (6.15))
≡
∑
γt(((bta)a
′)− (−1)|a||a
′|((bta
′)a)− (bt{a · a
′}))
≡
∑
γt((Γbtaa
′) + Ω{bt·a}a′ + {{bt · a} · a
′} − (−1)|a||a
′|((Γbta′a) + Ω{bt·a′}a
+ {{bt · a
′} · a})− Γbt{a·a′} − {bt · {a · a
′}})
≡
∑
γt({{bt · a} · a
′} − (−1)|a||a
′|{{bt · a
′} · a} − {bt · {a · a
′}})
≡ 0 mod (R′(⌊ ⌋,·),deg(µ) + deg(Ωaa′)) (by (6.8)).
For b ∈ B, suppose ft = ft +
∑
q λtqbtq ∈ R, where ft = (btb), λtq ∈ k, btq ∈ B. Then
we have (btb) = Θft −
∑
λtqbtq + ⌊ft⌋.
(µΥ
ab
) ≡
∑
γt(btΥab) (by (6.21), (6.16))
≡
∑
γt(((bta)b)− (−1)
|a||b|((btb)a)− (bt{a · b}))
≡
∑
t
γt((Γbtab) + Υ{bt·a}b + {{bt · a} · b} − (−1)
|a||b|((Θfta)
−
∑
q
λtq(Γbtqa + {btq · a}) + Ω⌊ft⌋a + {⌊ft⌋ · a})− Γbt{a·b} − {bt · {a · b}})
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≡
∑
t
γt({{bt · a} · b}+ (−1)
|a||b|
∑
q
λtq{btq · a} − (−1)
|a||b|{⌊ft⌋ · a} − {bt · {a · b}})
≡ (−1)|a||b|
∑
t
γt({(btb) · a}+
∑
q
λtq{btq · a} − {⌊ft⌋ · a}) (by (6.10))
≡
∑
γt(ft · a− {⌊ft⌋ · a}) mod (R
′
(⌊ ⌋,·),deg(µ) + deg(Υab)).
(µΓba) ≡
∑
γt(btΓba) (by (6.21), (6.17))
≡
∑
γt(((btb)a)− (−1)
|b||a|((bta)b)− (bt{b · a}))
≡
∑
t
γt((Θfta)−
∑
q
λtq(Γbtqa + {btq · a}) + Ω⌊ft⌋a + {⌊ft⌋ · a}
− (−1)|b||a|((Γbtab) + Υ{bt·a}b + {{bt · a} · b}) − Γbt{b·a} − {bt · {b · a}})
≡
∑
t
γt(−
∑
q
λtq{btq · a}+ {⌊ft⌋ · a} − (−1)
|b||a|{{bt · a} · b} − {bt · {b · a}})
≡
∑
t
γt(−{(btb) · a} −
∑
q
λtq{btq · a}+ {⌊ft⌋ · a}) (by (6.12))
≡
∑
γt(−ft · a+ {⌊ft⌋ · a}) mod (R
′
(⌊ ⌋,·),deg(µ) + deg(Γba)).
Then for all µ ∈ NF(B), f ∈ R, (µΥ
ab
) and (µΓba) are trivial modulo R
′
(⌊ ⌋,·) if and only
if f · a = {⌊f⌋ · a} holds in A for all a ∈ A, f ∈ R.
For all bt ∈ B, f ∈ R, by Lemma 6.4, we have (btf) = (btf)R =
∑
αtihti,sti , where each
hti,sti is a normal R-polynomial in Lbs(B), sti ∈ R, αti ∈ k and deg(hti,sti) ≤ deg(bt) +
deg(f¯) ≤ deg(µ) + deg(f) = deg(µ) + deg(Θ
f
).
(µΘ
f
) ≡
∑
γt(btΘf ) +
∑
βj(ajΘf ) (by (6.21))
≡
∑
γt(
∑
αtihti,sti − (bt⌊f⌋)) +
∑
βj({aj · f} − {aj · ⌊f⌋}) (by (6.18))
≡
∑
γt(
∑
αtihti,⌊sti⌋ − {bt · ⌊f⌋}) +
∑
βj({aj · f} − {aj · ⌊f⌋})
mod (R′(⌊ ⌋,·),deg(µ) + deg(Θf )) (by (6.19)).
Therefore, by using (6.20), for all µ ∈ NF(A∪B), (µΘ
f
) is trivial modulo (R′(⌊ ⌋,·),deg(µ)+
deg(Θ
f
)) if and only if a · f = {a · ⌊f⌋} holds in A, for all a ∈ A, f ∈ R and condition (ii)′
holds.
So, we prove that R′(⌊ ⌋,·) is a Gro¨bner-Shirshov basis in Lbs(A∪B) if and only if (i) and
(ii)′ hold.
Finally we consider the second claim. Assume R′(⌊ ⌋,·) is a Gro¨bner–Shirshov basis in
Lbs(A∪B), and there exist b1, b2 ∈ B, such that (b1b2) /∈ R. Note that (b1Γb2a) ∈ Id(R
′
(⌊ ⌋,·))
and (b1Γb2a) = ((b1b2)a) ∈ Irr(R
′
(⌊ ⌋,·)). This is a contradiction with Theorem 4.11. 
32 YUXIU BAI∗ AND YUQUN CHEN♯
On the other hand, let 0 → A → E → B → 0 be a short exact sequence. We shall
construct a compatible Lbs(B)-supermodule A and a factor set ⌊ ⌋ of B in A such that
E(A,B,⌊ ⌋,·) ∼= E.
Lemma 6.8. Let 0→ A
i
→ E
π
→ B→ 0 be a short exact sequence, where i is the inclusion
map. For each b ∈ B, choose an element b˜ ∈ E with |b˜| = |b| such that π(b˜) = b+ Id(R) in
B = Lbs(B)/Id(R). Let θ˜ : Lbs(A∪B)→ E be the unique homomorphism from Lbs(A∪B)
to E such that θ˜(b) = b˜ and θ˜(a) = a for all b ∈ B and a ∈ A. Define Lbs(B)-supermodule
operation · on A as follows:
g · a = (θ˜(g)a), a · g = (aθ˜(g)), a ∈ A, g ∈ Lbs(B)
and define the map ⌊ ⌋ : R→ A, f 7→ ⌊f⌋ = θ˜(f).
Then A is a compatible Lbs(B)-supermodule and ⌊ ⌋ is a factor set of B in A such that the
conditions (i) and (ii) in Lemma 6.6 hold. Moreover, E(A,B,⌊ ⌋,·) = Lbs(A∪B|R(⌊ ⌋,·)) ∼= E.
Proof. Since A is an ideal of E, we have (θ˜(g)a), (aθ˜(g)) ∈ A for all g ∈ Lbs(B) and a ∈ A.
Thus, the operation is well defined. It is easy to prove that A is a compatible Lbs(B)-
supermodule. For each f ∈ R, since π(θ˜(f)) = f + Id(R) = 0 in B, we have θ˜(f) ∈ A.
Thus, ⌊ ⌋ is well defined and |f | = |⌊f⌋|, i.e., ⌊ ⌋ is a factor set of B in A. Assume
that hs = [sb1 · · · bn]L is a normal R-polynomial in Lbs(B), where s ∈ R, b1, . . . , bn ∈ B.
Then θ˜(hs) = {{{⌊s⌋ · b1} · · · · } · bn} = h⌊s⌋.
We now show that the conditions (i) and (ii) in Lemma 6.6 hold. For all a ∈ A, f ∈ R,
we have a ·f = (aθ˜(f)) = {a · ⌊f⌋}, and f ·a = (θ˜(f)a) = {⌊f⌋ ·a}. So (i) holds. As for (ii),
for all µ ∈ NF(B), f ∈ R, by Lemma 6.4, (µf) = (µf)
R
=
∑
αihi,si , where each hi,si is a
normal R-polynomial, si ∈ R, αi ∈ k and deg(hi,si) ≤ deg(µ) + deg(f¯). So
0 = θ˜((µf)−
∑
αihi,si) = (θ˜(µ)θ˜(f))−
∑
αiθ˜(hi,si) = µ · ⌊f⌋ −
∑
αihi,⌊si⌋.
This shows (ii) holds.
Now we turn to prove that E ∼= E(A,B,⌊ ⌋,·). Because (i) and (ii) hold, by Lemma
6.6, we have R(⌊ ⌋,·) is a Gro¨bner–Shirshov basis in Lbs(A ∪ B). Thus, by Theorem 4.11,
Irr(R(⌊ ⌋,·)) = A ∪ Irr(R) is a linear basis of E(A,B,⌊ ⌋,·) = Lbs(A ∪B|R(⌊ ⌋,·)).
Let B˜ be the subspace of E spanned by θ˜(Irr(R)) = {θ˜(ν) | ν ∈ Irr(R)}. Then E = A⊕B˜
as a vector space. In fact, for each e ∈ E, we have π(e) =
∑
βiνi+Id(R), where βi ∈ k, νi ∈
Irr(R). Furthermore, we get that e = e−
∑
βiθ˜(νi)+
∑
βiθ˜(νi), where π(e−
∑
βiθ˜(νi)) = 0
in B. Thus e−
∑
βiθ˜(νi) ∈ A and
∑
βiθ˜(νi) ∈ B˜. This shows that E = A+B˜. Assume x ∈
A∩ B˜. Then π(x) = 0, since x ∈ A. And x =
∑
βiθ˜(νi) ∈ B˜, where βi ∈ k, νi ∈ Irr(R). It
follows that π(
∑
βiθ˜(νi)) =
∑
βiνi + Id(R) = 0. Since Irr(R) is a linear basis of B, every
βi is equal to 0. Thus x = 0.
Define a linear map
ϕ : E(A,B,⌊ ⌋,·) = A⊕B→ E = A⊕ B˜, a 7→ a, ν 7→ θ˜(ν), a ∈ A, ν ∈ Irr(R).
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It is clear that ϕ is a surjective map. We claim that ϕ is also injective. If there is
an element
∑
αiai +
∑
βjνj ∈ E(A,B,⌊ ⌋,·), where αi, βj ∈ k, ai ∈ A, νj ∈ Irr(R), such
that ϕ(
∑
αiai +
∑
βjνj) = 0, then
∑
αiai = 0 and
∑
βj θ˜(νj) = 0. It follows that
π(
∑
βj θ˜(νj)) =
∑
βjνj + Id(R) = 0. Thus every αi = 0 and βj = 0. So kerϕ = {0}. Since
θ˜ preserves parity, ϕ preserves parity. For all terms ν, ν ′ ∈ Irr(R), by Lemma 4.7, we have
(νν ′) =
∑
δiνi+
∑
βjhj,gj in Lbs(B), where δi, βj ∈ k, νi ∈ Irr(R), and each hj,gj is normal
R-polynomial with gj ∈ R. Then
(θ˜(ν)θ˜(ν ′)) = θ˜((νν ′)) =
∑
δiθ˜(νi) +
∑
βj θ˜(hj,gj).
Noting that in E = A⊕ B˜, for all a, a′ ∈ A and for all ν, ν ′ ∈ Irr(R),
(a+ θ˜(ν))(a′ + θ˜(ν ′)) = (aa′) + (θ˜(ν)a′) + (aθ˜(ν ′)) +
∑
δiθ˜(νi) +
∑
βj θ˜(hj,gj)
= {a · a′}+ {ν · a′}+ {a · ν ′}+
∑
δiθ˜(νi) +
∑
βjhj,⌊gj⌋.
Comparing the multiplication of E(A,B,⌊ ⌋,·) in (6.14), ϕ is an isomorphism. 
By Lemmas 6.6 and 6.8, we have the following theorem which gives a complete charac-
terization of extensions of B by A.
Theorem 6.9. Let (A = A0 ⊕ A1, (−−)) be a Leibniz superalgebra with a (well-ordered)
linear basis A = A0 ∪ A1 and the multiplication table: (aa
′) = {a · a′}, a, a′ ∈ A, where Ai
is a linear basis of Ai, i = 0, 1. Let B = Lbs(B|R) be a Leibniz superalgebra generated by
a well-ordered set B = B0 ∪ B1 with defining relations R, where R is a reduced Gro¨bner-
Shirshov basis in Lbs(B) and the length of leading monomial of each polynomial in R is
greater than 1. Then the following statement holds.
A Leibniz superalgebra E is an extension of B by A if and only if
E ∼= E(A,B,⌊ ⌋,·) = Lbs

A ∪B
∣∣∣∣∣∣
(aa′)− {a · a′}, a, a′ ∈ A
(ab)− {a · b}, (νa)− {ν · a}, a ∈ A, b ∈ B, ν ∈ NF(B)
f − ⌊f⌋, f ∈ R


for some compatible Lbs(B)-supermodule structure on A (denote the supermodule operation
by ·) and some map ⌊ ⌋ : R→ A, f 7→ ⌊f⌋ satisfying |f | = |⌊f⌋| such that
(i) for all a ∈ A, f ∈ R, a · f = {a · ⌊f⌋} and f · a = {⌊f⌋ · a} in A;
(ii) for all µ ∈ NF(B), f ∈ R, and (µf) =
∑
αihi,si (by Lemma 6.4), we have
µ · ⌊f⌋ =
∑
αihi,⌊si⌋ holds in A,
where for any x ∈ A, y ∈ Lbs(B), {x · y} and {y · x} are linear combinations of elements
in A, and each hi,⌊si⌋ = {{{⌊si⌋ · bi1} · · · } · bini} if hi,si = [sibi1 · · · bini ]L .
If this is the case, then E ∼= E(A,B,⌊ ⌋,·) = A⊕B as a vector space, where B is the vector
space spanned by Irr(R) and the multiplication in E(A,B,⌊ ⌋,·) is defined as below: for all
a, a′ ∈ A and ν, ν ′ ∈ Irr(R),
((a+ ν)(a′ + ν ′)) = {a · a′}+ {a · ν ′}+ {ν · a′}+
∑
βjhj,⌊gj⌋ +
∑
δiνi,
34 YUXIU BAI∗ AND YUQUN CHEN♯
where, in Lbs(B), we have unique δi, βj ∈ k, νi ∈ Irr(R) and unique normal R-polynomials
hj,gj , gj ∈ R, such that (νν
′) =
∑
δiνi +
∑
βjhj,gj .
The following theorem give a specific characterization of extensions of B by A, when B
is presented by a linear basis and its multiplication table.
Theorem 6.10. Let (A = A0 ⊕ A1, (−−)) (resp. (B = B0 ⊕ B1, (−−))) be a Leibniz
superalgebra with a linear basis A = A0∪A1 (resp. B = B0∪B1), where Ai (resp. Bi) is a
linear basis of Ai (resp. Bi), i = 0, 1 and the multiplication table: (aa
′) = {a ·a′}, a, a′ ∈ A
(resp. (bb′) = {b · b′}, b, b′ ∈ B). Then a Leibniz superalgebra E is an extension of B by A
if and only if
E ∼= Lbs

A ∪B
∣∣∣∣∣∣
(aa′)− {a · a′}, a, a′ ∈ A
(ab)− {a · b}, (ba)− {b · a}, a ∈ A, b ∈ B
(bb′)− {b · b′} − ⌊b, b′⌋, b, b′ ∈ B


for some compatible Lbs(B)-supermodule structure on A (denote the supermodule operation
by ·) and some bilinear map ⌊, ⌋ : B×B→ A with |⌊b, b′⌋| = |b|+ |b′|, b, b′ ∈ B such that
(i) for all a ∈ A, b, b′ ∈ B, a·(bb′)−a·{b·b′} = {a·⌊b, b′⌋} and (bb′)·a−{b·b′}·a = {⌊b, b′⌋·a}
in A;
(ii) for all b, b′, b′′ ∈ B, in A,
{⌊b′′, b⌋ · b′} − (−1)|b||b
′|{⌊b′′, b′⌋ · b} − {b′′ · ⌊b, b′⌋}
+⌊{b′′ · b}, b′⌋ − (−1)|b||b
′|⌊{b′′ · b′}, b⌋ − ⌊b′′, {b · b′}⌋ = 0,
where for any x ∈ A, y ∈ Lbs(B), {x · y} and {y · x} are linear combinations of elements
in A.
If this is the case, then E ∼= E(A,B,⌊ ⌋,·) = A⊕B as a vector space and the multiplication
in E(A,B,⌊ ⌋,·) is defined as below: for all a, a
′ ∈ A and b, b′ ∈ B,
((a+ b)(a′ + b′)) = {a · a′}+ {a · b′}+ {b · a′}+ ⌊b, b′⌋+ {b · b′}.
Proof. Let R = {(bb′)− {b · b′} | b, b′ ∈ B} and B be a well-ordered set with deg(b) = 1 for
all b ∈ B. It is easy to know that with the deg-length-lex order, R is a reduced Gro¨bner–
Shirshov basis in Lbs(B). Let ⌊ ⌋ : R → A, (bb
′) − {b · b′} 7→ ⌊b, b′⌋. Then ⌊ ⌋ is a factor
set of B in A. According to Lemmas 6.7 and 6.8, we only need to show that the condition
(ii)′ in Lemma 6.7 is now the identity in (ii).
For all b′′ ∈ B, f = (bb′) − {b · b′} ∈ R, since B is a Leibniz superalgebra, we have
−{{b′′ · b} · b′}+ (−1)|b||b
′|{{b′′ · b′} · b} − {b′′ · {b · b′}} = 0 in B. Thus,
(b′′f) = (b′′f)
R
= ((b′′b)b′)− (−1)|b||b
′|((b′′b′)b)− (b′′{b · b′})
= (((b′′b)− {b′′ · b})b′) + (({b′′ · b}b′)− {{b′′ · b} · b′}) + {{b′′ · b} · b′}
− (−1)|b||b
′|((((b′′b′)− {b′′ · b′})b) + (({b′′ · b′}b)− {{b′′ · b′} · b}) + {{b′′ · b′} · b})
− ((b′′{b · b′})− {b′′ · {b · b′}}) − {b′′ · {b · b′}}
= (((b′′b)− {b′′ · b})b′) + (({b′′ · b}b′)− {{b′′ · b} · b′})
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− (−1)|b||b
′|((((b′′b′)− {b′′ · b′})b) + (({b′′ · b′}b)− {{b′′ · b′} · b}))
− ((b′′{b · b′})− {b′′ · {b · b′}}),
where (((b′′b)−{b′′·b})b′), ({b′′·b}b′)−{{b′′·b}·b′}, (((b′′b′)−{b′′·b′})b), ({b′′ · b′}b)− {{b′′ · b′} · b}
and (b′′{b · b′})− {b′′ · {b · b′}} are normal R-polynomials in Lbs(B). It follows that
b′′ · ⌊f⌋ = {b′′ · ⌊b, b′⌋}
= {⌊b′′, b⌋ · b′} − (−1)|b||b
′|{⌊b′′, b′⌋ · b}+ ⌊{b′′ · b}, b′⌋ − (−1)|b||b
′|⌊{b′′ · b′}, b⌋ − ⌊b′′, {b · b′}⌋.
The proof is completed. 
Now, we consider a special case of Theorems 6.9 and 6.10 when A2 = 0. Furthermore,
the extension E obtained in following corollary is isomorphic to the second cohomology
group.
Corollary 6.11. Let (A = A0⊕A1, (−−)) be an abelian Leibniz superalgebra with a (well-
ordered) linear basis A = A0 ∪ A1, where Ai is a linear basis of Ai, i = 0, 1. Let B =
Lbs(B|R) = Lbs(B)/Id(R) be a Leibniz superalgebra generated by a well-ordered set B =
B0 ∪B1 with defining relations R, where R is a reduced Gro¨bner-Shirshov basis in Lbs(B)
and the length of leading monomial of each polynomial in R is greater than 1. Then a
Leibniz superalgebra E is an extension of B by A if and only if
E ∼= E(A,B,⌊ ⌋,·) = Lbs

A ∪B
∣∣∣∣∣∣∣∣
(aa′), a, a′ ∈ A
(ab)− {a · b}, a ∈ A, b ∈ B
(νa)− {ν · a}, a ∈ A, ν ∈ NF(B)
f − ⌊f⌋, f ∈ R


for some B-supermodule structure on A (denote the supermodule operation by ·) and some
map ⌊ ⌋ : R → A, f 7→ ⌊f⌋ satisfying |f | = |⌊f⌋| such that for all µ ∈ NF(B), f ∈ R, and
(µf) =
∑
αihi,si (by Lemma 6.4), we have
µ · ⌊f⌋ =
∑
αihi,⌊si⌋ holds in A,
where for any x ∈ A, y ∈ NF(B), x · y := x · (y+ Id(R)), y ·x := (y+ Id(R)) ·x; and {x · y},
{y ·x} are linear combinations of elements in A, and each hi,⌊si⌋ = {{{⌊si⌋ · bi1} · · · } · bini }
if hi,si = [sibi1 · · · bini ]L .
If this is the case, then E ∼= E(A,B,⌊ ⌋,·) = A⊕B as a vector space, where B is the vector
space spanned by Irr(R) and the multiplication in E(A,B,⌊ ⌋,·) is defined as below: for all
a, a′ ∈ A and ν, ν ′ ∈ Irr(R),
((a+ ν)(a′ + ν ′)) = {a · ν ′}+ {ν · a′}+
∑
βjhj,⌊gj⌋ +
∑
δiνi,
where, in Lbs(B), we have unique δi, βj ∈ k, νi ∈ Irr(R) and unique normal R-polynomials
hj,gj , gj ∈ R, such that (νν
′) =
∑
δiνi +
∑
βjhj,gj .
Proof. Suppose that A is a B-supermodule with the given property. Then A is a Lbs(B)-
supermodule if we define
a · g := a · (g + Id(R)), g · a := (g + Id(R)) · a, for all a ∈ A, g ∈ Lbs(B).
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Now, since A2 = 0, for all a ∈ A, f ∈ R, we have
a · f = a · (f + Id(R)) = 0 = {a · ⌊f⌋}, and f · a = (f + Id(R)) · a = 0 = {⌊f⌋ · a}
in A. Thus, the conditions (i) and (ii) in Theorem 6.9 hold. It follows that E is an extension
of B by A.
Conversely, suppose E is an extension of B by A. Then by Theorem 6.9, there is a
Lbs(B)-supermodule on A and a factor set such that (i) and (ii) in Theorem 6.9 hold.
Define
a · (g + Id(R)) := a · g, (g + Id(R)) · a := g · a, for all a ∈ A, g ∈ Lbs(B).
Then A is a B-supermodule and (µ+ Id(R)) · ⌊f⌋ =
∑
αihi,⌊si⌋ holds in A. Now the result
follows by Lemma 6.8. 
By Theorem 6.10 and a similar proof of Corollary 6.11, we have the following corollary.
Corollary 6.12. Let (A = A0 ⊕ A1, (−−)) (resp. (B = B0 ⊕ B1, (−−))) be a Leibniz
superalgebra with a linear basis A = A0 ∪A1 (resp. B = B0 ∪B1), where Ai (resp. Bi) is
a linear basis of Ai (resp. Bi), i = 0, 1 and the multiplication table: (aa
′) = 0, a, a′ ∈ A
(resp. (bb′) = {b · b′}, b, b′ ∈ B). Then a Leibniz superalgebra E is an extension of B by A
if and only if
E ∼= Lbs

A ∪B
∣∣∣∣∣∣
(aa′), a, a′ ∈ A
(ab)− {a · b}, (ba)− {b · a}, a ∈ A, b ∈ B
(bb′)− {b · b′} − ⌊b, b′⌋, b, b′ ∈ B


for some bilinear map ⌊, ⌋ : B×B→ A with |⌊b, b′⌋| = |b|+ |b′|, b, b′ ∈ B such that for all
b, b′, b′′ ∈ B,
{⌊b′′, b⌋ · b′} − (−1)|b||b
′|{⌊b′′, b′⌋ · b} − {b′′ · ⌊b, b′⌋}
+⌊{b′′ · b}, b′⌋ − (−1)|b||b
′|⌊{b′′ · b′}, b⌋ − ⌊b′′, {b · b′}⌋ = 0,
where for any x ∈ A, y ∈ B, {x · y} and {y · x} are linear combinations of elements in A.
If this is the case, then E ∼= E(A,B,⌊ ⌋,·) = A⊕B as a vector space and the multiplication
in E(A,B,⌊ ⌋,·) is defined as below: for all a, a
′ ∈ A and b, b′ ∈ B,
((a+ b)(a′ + b′)) = {a · b′}+ {b · a′}+ ⌊b, b′⌋+ {b · b′}.
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