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Numerical lattice gauge theory computations to generate gauge field configurations including the
effects of dynamical fermions are usually carried out using algorithms that require the molecu-
lar dynamics evolution of gauge fields using symplectic integrators. Sophisticated integrators are
in common use but are hard to optimise, and force-gradient integrators show promise especially
for large lattice volumes. We explain why symplectic integrators lead to very efficient Monte
Carlo algorithms because they exactly conserve a shadow Hamiltonian. The shadow Hamiltonian
may be expanded in terms of Poisson brackets, and can be used to optimize the integrators. We
show how this may be done for gauge theories by extending the formulation of Hamiltonian me-
chanics on Lie groups to include Poisson brackets and shadows, and by giving a general method
for the practical computation of forces, force-gradients, and Poisson brackets for gauge theories.
PACS numbers: 11.15.Ha, 02.70.Ns
Keywords: Shadow Hamiltonian, Poisson Bracket, Symplectic Integrator, Hybrid Monte Carlo, Gauge Field,
Lie Group
I. INTRODUCTION
Essentially all algorithms used in lattice gauge theory
computations to generate gauge field configurations in-
cluding the effects of dynamical fermions are variants
of the Hybrid Monte Carlo (HMC) algorithm [1], which
requires a reversible and area-preserving integrator for
its molecular dynamics step. The simplest such method
is the leapfrog integrator, but there is a large class of
symplectic integrators [2] that have these properties and
are potentially more cost-effective. Indeed, many state-
of-the-art computations use the second order minimum
norm integrator [3–5] which has a free parameter, which
heretofore has been tuned in an ad hoc manner.
The formulation of Hamiltonian dynamics on Lie group
manifolds, which is required for molecular dynamics on
gauge fields [6, 7], and the fact that symplectic integra-
tors conserve a shadow Hamiltonian are well known; our
goal is to combine the two and show how to construct the
shadow Hamiltonian for gauge theories. This is most eas-
ily done using the formalism of differential forms [8–12];
in order to fix our notation and establish the necessary
results, some of which are not easy to find in the litera-
ture, we provide a brief review in Appendix A.
The shadow Hamiltonian is expressed as an asymp-
totic expansion in the integration step size δτ whose co-
efficients depend on the parameters specifying the inte-
grator under consideration and a collection of Poisson
brackets. These Poisson brackets are complicated func-
tions on phase space, where in the case of gauge field
molecular dynamics a point in phase space is an en-
tire gauge field configuration and its associated “ficti-
tious” momenta. For extensive systems such as field the-
ories, unlike the few body systems considered previously
[13, 14], the values of the Poisson brackets have a distri-
bution that is sharply peaked about their mean values
when we choose the starting points of their molecular
dynamics trajectories to be chosen from the distribution
e−H , as is done in the HMC algorithm. This may be un-
derstood as a consequence of the central limit theorem
applied to the contributions to the Poisson brackets com-
ing from many independent regions of space-time. This
means that for configurations that occur with non van-
ishingly small probability the shadow Hamiltonian may
be considered to be a function of the average values of
the Poisson brackets; if these are measured on a few test
trajectories then the integrator parameters may be cho-
sen to minimize the computational cost [15–17]. Per-
haps surprisingly this does not correspond to minimizing
the average difference between the Hamiltonian and its
shadow 1, and instead to minimizing the variance of the
distribution of the shadow. We shall not be concerned
with the details of this tuning procedure here, but we
refer the interested reader to [17] for details: instead, the
1 Since the shadow is only defined up to an additive constant this
cannot be too surprising.
2aim of this paper is to explain how the Poisson brack-
ets, forces, and force-gradients may be computed at any
given point in phase space.
In [7] expressions for the molecular dynamics force
were derived from the classical mechanics specified by
the Hamiltonian function and a suitable chosen group-
invariant fundamential two-form. We extend this anal-
ysis to obtain an expression for the force-gradient for
gauge fields [18], which can be used to provide a “sec-
ond derivative” integrator step for the construction of
improved integrators [13, 14].
A. Multiple link updates
For much of this paper we shall be considering a Hamil-
tonian system with a phase space which is the cotangent
bundle T ∗G over a base space that is a Lie group mani-
fold G and whose fibres are isomorphic to its Lie algebra.
We shall call the cotangent one-forms “momenta”, al-
though in the context of HMC they are called “fictitious
momenta” as they are quite different from the canoni-
cal momenta of the underlying field theory. For a gauge
field theory we may associate such a phase space with
every link of the lattice. One might at first think that
we need to introduce some fibre bundle structure over the
space-time lattice itself, but fortunately that is not neces-
sary. We can consider the molecular dynamics evolution
of each gauge link separately; they are coupled together
through the action that plays the roˆle of the potential
energy part of the Hamiltonian, but the kinetic energy
part does not couple different links. For HMC we are
free to choose the form of the kinetic energy, so we can
take it to be of the form 2 T (p) = 1
2
∑
ℓ cℓp
2
ℓ where pℓ
is the momentum associated with the link ℓ, and cℓ is a
link-dependent coefficient that is constant in molecular
dynamics “fictitious” time. If we wish to evolve the sin-
gle link φℓ on its own we can choose cℓ′ = δℓ,ℓ′ so that
φ˙ℓ′ = ∂H/∂pℓ′ = ∂T/∂pℓ = cℓ′pℓ′ = 0 if ℓ 6= ℓ
′. We
are also free to choose cℓ = 1 for all links, which is the
usual situation where we update the gauge field simul-
taneously across the entire lattice. Another interesting
choice for the kinetic energy is to choose cℓ = 1 for all
spatial links and cℓ = ξ for all temporal ones: this is the
procedure suggested in [19, 20] for evolving anisotropic
lattices 3. The momentum anisotropy ξ is a parameter
that can be adjusted to optimize the HMC algorithm
for a given anisotropy in the action; if the spatial and
temporal contributions to the Poisson brackets are mea-
sured separately then the techniques of [17] can be used
to tune ξ along with other integrator parameters.
2 For notational simplicity we consider here a theory with a scalar
field φ and the corresponding momentum p defined on the links
of a lattice.
3 In [20] the temporal step size is adjusted rather than the kinetic
energy, but this is equivalent after a rescaling of the temporal
momenta.
B. Pseudofermion forces
So far we have only been discussing pure gauge theo-
ries, but in practice the cost of most lattice computations
is dominated by the inclusion of fermions. This is because
we need to solve a large system of linear equations in or-
der to update the fictitious moments (i.e., to apply the
Hamiltonian vector field Sˆ in the notation we will intro-
duce later). Typically we have an action S which is the
sum of a pure gauge part SG, built out of sums of small
Wilson loops (traces of a closed loops of gauge links) such
as plaquettes, and a pseudofermion part SF built out of
sums of pairs of pseudofermion fields φ connected by a
string of gauge links. If we want to compute the force
acting on a particular gauge link 4 U then it is conve-
nient to write SG = Re tr( U) and SF = φ
†M−1(U)φ
where the “staple” is the sum of all gauge link strings
that connect the ends of the link U that correspond to
the Wilson loops in SG, and the Hermitian lattice matrix
M(U) is the sum of all gauge link strings that include U
that occur in SF . For a local action all of these strings
are in some neighbourhood of U , and we have dropped all
other terms in the action because they are independent
of U and therefore do not contribute to the force on that
particular link. In reality we update many or all the links
on the lattice at once, so we compute the force on each
link in parallel. By the “force” we mean the quantity
ei(S)T
i where ei is a linear differential operator (vector
field) whose action on U is specified by ei(U) = −TiU
and which we shall define carefully later (15), and T i is
the representation of a generator of the gauge group. It
is important to note that here ei acts only on the gauge
link U , it gives zero if applied to any other link variable.
There is an opportunity for confusion when we refer to
ei as a vector field; it is a vector field defined over the
phase space of the link U , but it is not a field over the
space-time lattice. In order to reduce confusion we refer
to quantities defined over the space-time lattice as lattice
vectors, and space time linear differential operators such
as the Dirac operator (or more precisely lattice difference
operators acting on lattice vectors such as the Wilson–
Dirac operator) as lattice matrices.
The contribution to the force from the pure gauge
part of the action is ei(SG)T
i = Re tr
(
ei(U)
)
T i =
−Re tr( TiU)T
i = −Re tr(U Ti)T
i = −a T (U ),
T being the projector onto the Lie algebra, that is
T (X) = Re tr(XTi)T
i/a where there is an implicit sum
over i as usual and the generators Ti are normalized such
that tr(TiTj) = aδij . If the gauge group is SU(N) and
we choose its generators to be anti-Hermitian so as not
to introduce artificial factors of i, then T (X) is just the
traceless anti-Hermitian part of X .
4 We shall refer both to a gauge link variable and the link on which
it lives as U when there is no ambiguity.
3The pseudofermion contribution to the force is
ei(SF )T
i = φ†ei
(
M(U)−1
)
φT i. Since ei is a lin-
ear differential operator we have 0 = ei(I) =
ei(MM
−1) = ei(M)M
−1 + Mei(M
−1), and hence
ei(M
−1) = −M−1ei(M)M
−1. Therefore ei(SF )T
i =
−Re tr
[
ei
(
M(U)
)
X ⊗X†
]
T i, where we have defined
X ≡M−1φ to be the solution of a large but sparse sys-
tem of linear equations (since M is local), this may be
computed on all lattice sites and used to update some or
all gauge links in parallel. The outer product X ⊗X† is
the rank one Hermitian lattice matrix whose action on an
arbitrary lattice vector y is proportional to the projection
of y along X , namely (X ⊗X†)y = X(X†y).
We can express the pseudofermion action in the form
SF = −Re tr[M(U)X⊗X
†] analogous to that of SG if we
considerX to be a lattice vector that is independent of U .
This means that once we have computed X the calcula-
tion of the gauge and pseudofermion parts of the force
and related quantities are very similar. Both the gauge
and pseudofermion actions can be written as the trace of
lattice operators times U , where the lattice operators are
either local ( andM) or low rank (X⊗X†). Both local
and low rank operators are relatively cheap to apply to
lattice vectors or to trace, the former only involving links
in the neighbourhood of U , and the latter only involving
inner products of lattice vectors. For example, we may
evaluate the trace tr[M(U)X⊗X†] = X†M(U)X as the
inner product of X† with the vector M(U)X .
If we include spin degrees of freedom then we must
replace X ⊗ X† by a sum of outer products for each
spin component, but the result is still a low rank ma-
trix which is therefore cheap to apply. Likewise if we
wish to introduce n pseudofermion fields so as to reduce
the noise in the stochastic estimate of the fermionic force
and thus defer the breakdown in the asymptotic expan-
sion for the shadow Hamiltonian to significantly larger
integrator step sizes [21–25], then we only increase the
rank by a factor of n.
C. Outline
The structure of this paper is as follows. In §II we con-
sider the general formulation of Hamiltonian mechanics
on a symplectic manifold [26]; this serves to introduce
the important concepts of the fundamental 2-form, the
Hamiltonian vector field it associates with any 0-form,
and the Poisson bracket of two 0-forms. We show that
Poisson brackets satisfy the Jacobi identity, and that the
commutator of two Hamiltonian vector fields is itself a
Hamiltonian vector field, and explain the isomorphism
between the Lie algebra of commutators of Hamiltonian
vector fields and that of Poisson brackets of 0-forms. The
reason we need all this mathematical machinery is that
when we consider Hamiltonian mechanics on Lie groups
in §IV we will introduce a non-trivial fundamental 2-form
in order to make the dynamics symmetric under the ac-
tion of the group. Moreover, the fact that Hamiltonian
vector fields form a Lie algebra is crucial for the defini-
tion of the shadow Hamiltonian, which we give in §III.
The exposition assumes some knowledge of the theory of
differential forms, an overview of which is given in Ap-
pendix A.
§III introduces symplectic integrators by noting that if
a 0-form on phase space only depends on the momenta p
or only on the positions q then the integral curves of its
Hamiltonian vector field are easily found. We are inter-
ested in Hamiltonians H(q, p) = T (p)+S(q) that are the
sum of two such functions, and we show how this allows
us to construct symplectic integrators to find approxi-
mate integral curves for Hˆ using the Baker–Campbell–
Hausdorff (BCH) formula. We give some simple examples
of integrators for a system on a symplectic manifold with
fundamental 2-form ω = dq ∧ dp, and show how to com-
pute the corresponding shadow Hamiltonians. When the
kinetic energy is of the form T (p) = 1
2
p2 we show that
the Poisson bracket {S, {S, T }} is independent of p and
explain how it may thus be used to construct a force-
gradient integrator step.
§IV defines a symplectic structure on Lie group man-
ifolds, or more precisely on their cotangent bundle T ∗G,
that is compatible with the group structure. This is done
by introducing the natural fundamental 2-form terms of
Maurer–Cartan forms, and it is here that the mathe-
matical framework we have developed becomes necessary.
We derive explicit formulæ for Hamiltonian vector fields
and Poisson brackets in terms of the momentum coor-
dinates (which are well-defined globally) and the family
of left-invariant vector fields dual to the Maurer–Cartan
forms. All the independent Poisson brackets of S and
T that can occur in shadow Hamiltonians up to and in-
cluding O(δτ4) are given explicitly for the case where S
is momentum-independent and T is quadratic in the mo-
menta. We then show how to express the results in terms
of matrix representations of the Lie group, as these are
what is used in practice.
In §V we evaluate the formulæ for the Poisson brack-
ets for the physically interesting case of the fundamental
representation of SU(N). We show that they can all be
expressed as traces of a collection of Lie-algebra-valued
quantities: as these live on links we name them basic
lattice vectors.
In §VI we address the problem of computing these ba-
sic lattice vectors. We do this first for the simple case
where only a single link is updated, and then introduce
the algebra of towers to give an efficient way of comput-
ing them in general.
Appendix A gives a brief survey of the theory of differ-
ential forms and serves to fix our notation and conven-
tions, as does Appendix B which gives an overview of the
properties of Lie groups.
4II. HAMILTONIAN MECHANICS
A. Symplectic Manifolds
A Hamiltonian system is defined on phase space which
is a differential manifold M with a symplectic struc-
ture given by some fundamental 2-form ω that is closed,
dω = 0, and globally invertible. Phase space is usually
the cotangent bundle T ∗G over some configuration space
manifold G. For every 0-form F ∈ Λ0 on M, that is for
every C∞ smooth function F :M→M, there is a corre-
sponding Hamiltonian vector field Fˆ ∈ HamM such that
dF ≡ i
Fˆ
ω: in other words dF (y) = (i
Fˆ
ω)(y) = ω(Fˆ ,y)
for any vector field y.
A 0-form Z corresponds to a vanishing Hamiltonian
vector field iff dZ = 0, so we have the following short
exact sequence 0 → R → Λ0(M) → HamM → 0.
This implies that there is a bijective diffeomorphism
Λ0(M)/R ↔ HamM. The nature of this correspon-
dence between 0-forms (up to an additive constant) and
Hamiltonian vector fields will be examined further in the
following sections.
B. Poisson Brackets
Consider the action of a Hamiltonian vector field Fˆ on
a 0-form G,
FˆG = dG(Fˆ ) = i
Gˆ
ω(Fˆ ) = ω(Gˆ, Fˆ ) ≡ {F,G},
where in the first equality we have made use of the def-
inition of the exterior derivative of a 0-form G acting
on an arbitrary vector field y, dG(y) ≡ yG, and in
the last equality we have introduced the Poisson bracket
{A,B} ≡ −ω(Aˆ, Bˆ) for any pair of 0-forms A and B.
The minus sign has to appear somewhere, and our con-
vention is to introduce it here in the definition of the
Poisson bracket.
C. Jacobi Identity
The invariant expression (A3) for the exterior deriva-
tive dω of a 2-form ω applied to three arbitrary vector
fields x, y, and z
dω(x,y, z) = xω(y, z) + yω(z,x) + zω(x,y)
−ω([x,y], z)− ω([y, z],x)− ω([z,x],y),
displays an interesting cyclic symmetry in the three vec-
tor fields x, y, and z. This has an important consequence
if ω is the fundamental 2-form and the vector fields are
Hamiltonian: if A, B, and C are three arbitrary 0-forms
then
Aˆω(Bˆ, Cˆ) = −Aˆ{B,C} = −{A, {B,C}},
and also
ω([Aˆ, Bˆ], Cˆ) = −ω(Cˆ, [Aˆ, Bˆ]) = −dC([Aˆ, Bˆ])
= −[Aˆ, Bˆ]C = (BˆAˆ− AˆBˆ)C
= {B, {A,C}} − {A, {B,C}}.
We thus find that the condition dω = 0 implies that
the cyclic sum of of nested Poisson brackets must
vanish, dω(Aˆ, Bˆ, Cˆ) = {A, {B,C}} + {B, {C,A}} +
{C, {A,B}} = 0: this is just the Jacobi identity which,
together with the antisymmetry of the Poisson bracket,
demonstrates that 0-forms onM together with the prod-
uct given by the Poisson bracket form a Lie algebra.
We can use the Jacobi identity to derive another useful
result. The commutator of any two vector fields is a
vector field (q.v., equation (A2)); if both vector fields are
Hamiltonian then their commutator is also Hamiltonian,
since
[Aˆ, Bˆ]C = (AˆBˆ − BˆAˆ)C = {A, {B,C}} − {B, {A,C}}
= −{C, {A,B}} = {{A,B}, C} = ̂{A,B}C
where we applied the Jacobi identity in the antepenulti-
mate step. Since this must hold ∀C ∈ Λ0 we have
[Aˆ, Bˆ] = ̂{A,B} ∈ HamM (1)
telling us that not only is the commutator of two Hamil-
tonian vector fields Hamiltonian as promised, but also
that it corresponds to the 0-form that is the Poisson
bracket of the 0-forms corresponding to the original pair
of Hamiltonian vector fields. The bijection Λ0(M)/R↔
Ham(M) is therefore an isomorphism of Lie algebras.
D. Lie Derivatives and Equations of Motion
Given a Hamiltonian H ∈ Λ0(M) and a fundamental
2-form ω we may construct the Hamiltonian vector field
Hˆ, and for any point p ∈ M we may — at least locally
— define an integral curve. We may also define a local
flow σ : I ×U →M of trajectories starting at any point
p ∈ U ⊆ M in some neighbourhood of p, σ : R → M,
satisfying Hamilton’s equations dσ/dt = Hˆ and the initial
condition σ(0) = p. Hamilton’s equations are thus most
naturally expressed in terms of Lie derivatives (§A5),
dT/dt = L
Hˆ
T , for any tensor T . In particular a scalar
field (0-form) F , vector field v, and 1-form θ must obey
dF
dt
= L
Hˆ
F = HˆF = {H,F},
dv
dt
= L
Hˆ
v = [Hˆ,v],
and
dθ
dt
= L
Hˆ
θ = (i
Hˆ
d+ di
Hˆ
)θ.
The formal solution of the equation of motion
dT/dt = L
Hˆ
T is T (t) = exp(tL
Hˆ
)T (0), where
the exponential function is defined as exp(tL
Hˆ
) =
limn→∞
(
1 + tnLHˆ
)n
=
∑∞
j=0(tLHˆ)
j/j!.
5III. SYMPLECTIC INTEGRATORS AND
SHADOW HAMILTONIANS
A. Baker–Campbell–Hausdorff Formula
The BCH formula states that if A and B belong to an
associative algebra then
ln(eAeB) =
∞∑
n=1
cn(A,B) (2)
where the cn, belonging to the free Lie algebra
5, are
recursively determined from the relations c1 = A + B
and
(n+ 1)cn+1 =
⌊n/2⌋∑
m=1
B2m
(2m)!
∑
k1,...,k2m≥1
k1+···+k2m=n
ad ck1 . . . ad ck2m(A+B)
− 12 (ad cn)(A−B) for n ≥ 1, (3)
where ad a : b 7→ [a, b] and the Bernouilli numbers Bn
are defined by
x
ex − 1
≡
∑
n≥0
Bnx
n
n!
.
The first few terms in the Hausdorff series are
ln(eAeB)=(A+B)+ 1
2
[A,B]
+ 1
12
([A,[A,B]]−[B,[A,B]])− 1
24
[B,[A,[A,B]]]
+ 1
720
 −4[B,[A,[A,[A,B]]]] −6[[A,B],[A,[A,B]]]+4[B,[B,[A,[A,B]]]] −2[[A,B],[B,[A,B]]]
−[A,[A,[A,[A,B]]]] +[B,[B,[B,[A,B]]]]
+···
From this we easily obtain the corresponding formula for
a symmetric product
ln(eA/2eBeA/2)=(A+B)− 1
24
(2[B,[A,B]]+[A,[A,B]])
+ 1
5760
 32[B,[B,[A,[A,B]]]] −16[[A,B],[B,[A,B]]]+28[B,[A,[A,[A,B]]]] +12[[A,B],[A,[A,B]]]
+8[B,[B,[B,[A,B]]]] +7[A,[A,[A,[A,B]]]]
+··· (4)
B. Symplectic Integrators
The integral curve of a Hamiltonian vector field Aˆ is
given by the exponential map t 7→ exp(tAˆ) acting on
the initial point. Given two Hamiltonian vector fields
Aˆ and Bˆ we can construct a curve that is alternately
tangential to each vector field from the composition of
5 That is the Lie algebra whose Lie bracket is the commutator
constructed from the associative product. For more details about
free Lie algebras and a proof of the BCH formula see Appendix B
of [27].
their exponential maps t 7→ [exp(tAˆ/n) exp(tBˆ/n)]n for
some n ∈ N. Such a map is called a symplectic integrator
as it manifestly preserves the symplectic structure since
each individual exponential map does. The BCH formula
(2) tells us that this curve is in fact itself the integral
curve of a vector field Dt/n
[
exp
(
tAˆ
n
)
exp
(
tBˆ
n
)]n
=
[
exp
(
(Aˆ+ Bˆ)
t
n
+
∞∑
m=2
cm(Aˆ, Bˆ)
(
t
n
)m)]n
= exp
[(
Aˆ+ Bˆ +
∞∑
m=2
cm(Aˆ, Bˆ)
(
t
n
)m−1)
t
]
= exp
(
Dt/nt
)
,
where Dε ≡ Aˆ + Bˆ +
∑∞
m=2 cm(Aˆ, Bˆ)ε
m−1. As all the
cm are commutators, equation (1) tells us that Dε is a
Hamiltonian vector field corresponding to the shadow 0-
form Dε under the isomorphism HamM ↔ Λ0(M)/R
discussed before. In other words, Dε = Dˆε where the
0-form Dε ≡ A+B +
∑∞
m=2 c
′
m(A,B)ε
m−1 with the c′m
defined by (3) in terms of the Poisson bracket image of the
adjoint under the Lie algebra isomorphism (1) ad Aˆ 7→
âdA where âdA : B 7→ {A,B}. We note in passing that
the shadow is only defined up to an additive constant.
The BCH formula is obtained by formal manipulation
of the exponential series, so we should choose a suffi-
ciently large n to ensure that the Hausdorff series con-
verges. In order to study the convergence of the BCH for-
mula we need to specify a topology on the space of Hamil-
tonian vector fields HamM. It is simpler to ask the same
question about the convergence of the corresponding ex-
pansion for the shadow Hamiltonian, for which there is
an obvious topology as the coefficients are 0-forms and
we can use the usual Lp norms. In most cases of interest
none of these norms are bounded, so the series is only
asymptotic at best. In HMC the momenta are selected
from a Gaussian distribution e−T (p), so the values of the
Poisson brackets can become arbitrarily large, but with
exponentially small probability. There is no value of ε for
which the Hausdorff series always converges, but it might
well be that for any δ > 0 we can find an ε > 0 such that
it does converge with probability > 1 − δ. This may
be acceptable for HMC, where an exponentially small
chance of a trajectory becoming unstable is unimportant:
it will presumably be rejected and the next momentum
or pseudofermion refreshment will resolve the problem. If
the large norm comes from the gauge field configuration
then there could be more severe problems.
6C. Symmetric Symplectic Integrators
In general a symplectic integrator is not reversible, that
is the group commutator
exp(−tAˆ/n) exp(−tBˆ/n) exp(tAˆ/n) exp(tBˆ/n) 6= I;
indeed we immediately see from this expression that that
the integrator is reversible iff [Aˆ, Bˆ] = 0. This blemish
is easily eradicated by using a symmetric symplectic in-
tegrator, such as exp(tAˆ/2n) exp(tBˆ/n) exp(tAˆ/2n). An
additional advantage of such integrators is that only even
powers of ε occur in the Hausdorff series for their shadow
Hamiltonians Dε, so A+B −Dε = O(ε
2), making them
better approximations to the exponential map of Aˆ+ Bˆ
itself.
D. Practical Integrators
Finding a closed-form expression for the integral curve
of some Hamiltonian vector field Aˆ is impossible in most
cases as there is no closed-form solution of Hamilton’s
equations. However, there are some special cases where
we can find such a solution.
For example, suppose that in some local patch of phase
space with coordinates q and p the fundamental 2-form is
6 ω = dq∧dp, A is an arbitary 0-form,X is an arbitrary
vector field on phase space. Then
dA =
∂A
∂q
dq +
∂A
∂p
dp,
X ≡ Xq
∂
∂q
+Xp
∂
∂p
,
Aˆ ≡ Aq
∂
∂q
+Ap
∂
∂p
,
and we have
dA(X) =
∂A
∂q
Xq +
∂A
∂p
Xp = ω(Aˆ,X)
= (dq ∧ dp)
(
Aq
∂
∂q
+Ap
∂
∂p
,Xq
∂
∂q
+Xp
∂
∂p
)
= AqXp −ApXq.
Since X is arbitary we can equate coefficients of Xq and
Xp to obtain
Aˆ =
∂A
∂p
∂
∂q
−
∂A
∂q
∂
∂p
.
Let c(t) = (qt, pt) be the integral curve of Aˆ with c(0) =
(q0, p0), which means that for any 0-form f it must satisfy
the differential equations
(Aˆf) ◦ c =
d
dt
(f ◦ c),
6 We can always find coordinates for which this is true according
to Darboux’s theorem.
or equivalently
q˙t =
∂A
∂p
(qt, pt) and p˙t = −
∂A
∂q
(qt, pt),
which are Hamilton’s equations if A is the Hamiltonian.
Now, suppose that A(q, p) = T (p) is only a function
of the momenta, then Tˆ = T ′(p) ∂/∂q, and Hamilton’s
equations reduce to the pair q˙t = T
′(p) and p˙t = 0
of first-order differential equations with constant coeffi-
cients, with the solution that the momentum is constant,
pt = p0, and qt = q0 + T
′(p0)t grows linearly in t. The
case where A(q, p) = S(q) is analogous. If we have a
function A(q, p) = H(q, p) = T (p) + S(q), perhaps the
Hamiltonian itself, that can be decomposed into the sum
of a kinetic energy and a potential energy then we can
easily integrate either term separately, and we can use a
symplectic integrator to approximate the integral curves
of Hˆ itself.
In fact we have established a stronger result, namely
we can find the exact integral curves of a shadow Hamil-
tonian Hε that differs from H by terms of O(ε) in closed
form. A symplectic integrator thus not only exactly pre-
serves the symplectic structure but also conserves the
value of H (the energy) up to order ε for arbitrarily long
times: unfortunately the integral curves of Hˆ and Hˆε
usually diverge from each other after a relatively short
time despite this. This happens even it their equations
of motion are not chaotic: symplectic integrators are very
good at conserving energy and phase space volume, but
they are not particularly good in finding the correct tra-
jectory through phase space.
For HMC applications where we only care about ex-
act reversibility, exact area-preservation, and good en-
ergy conservation we see that symmetric symplectic in-
tegrators meet all the requirements, and the divergence
of the shadow integral curves from the true ones is unim-
portant.
Given the fundamental 2-form ω = dq ∧ dp we may
evaluate the Poisson bracket of two arbitrary 0-forms A
and B, namely
{A,B} ≡ −ω(Aˆ, Bˆ)
= −(dq ∧ dp)
(
∂A
∂p
∂
∂q
−
∂A
∂q
∂
∂p
,
∂B
∂p
∂
∂q
−
∂B
∂q
∂
∂p
)
=
∂A
∂p
∂B
∂q
−
∂A
∂q
∂B
∂p
.
For the Hamiltonian H(q, p) = T (p) + S(q) any integra-
tor constructed from eεSˆ and eεTˆ steps will conserve a
shadow whose BCH expansion may be expressed in terms
of the Poisson brackets
{S, T } = −S′T ′
{S, {S, T }} = −S′
∂{S, T }
∂p
= S′2T ′′
{T, {S, T }} = T ′
∂{S, T }
∂q
= −S′′T ′2
7and so forth.
For example, the leapfrog integrator[
exp( 1
2
δτ Sˆ) exp(δτ Tˆ ) exp( 1
2
δτ Sˆ)
]t/δτ
is the simplest
symmetric symplectic integrator (there is a variant in
which Sˆ and Tˆ are interchanged). From (4) we find that
it conserves the shadow Hamiltonian
H˜ = T + S −
δτ2
24
(
{S, {S, T }}+ 2{T, {S, T }}
)
+O(δτ4)
= H −
δτ2
24
(S′2T ′′ − 2S′′T ′2) +O(δτ4).
E. Higher Order Integrators
Let us briefly give some simple examples of more com-
plicated integrators. The second order minimum norm
integrator [3–5] is[
exp
(
λδτ Sˆ
)
exp
(
1
2δτ Tˆ
)
exp
(
(1− 2λ)δτ Sˆ
)
× exp
(
1
2δτ Tˆ
)
exp
(
λδτ Sˆ
)]t/δτ
with shadow
H˜ = T + S + δτ2
(
6λ2 − 6λ+ 1
12
{S, {S, T }}
+
1− 6λ
24
{T, {S, T }}
)
+O(δτ4),
and it has the free parameter λ as well as the integration
step size δτ .
It is interesting to note that if as is usual the ki-
netic energy is quadratic, T (p) = 1
2
p2, then the Pois-
son bracket {S, {S, T }} = S′2 is independent of the mo-
mentum p, and thus we can find the integral curve of
its Hamiltonian vector field ̂{S, {S, T}} = −2S′S′′∂/∂p.
The corresponding integrator step eε ̂{S,{S,T}} is called a
force-gradient integrator step, because it involves second
derivatives of the potential S.
We can use the force-gradient step to define a force-
gradient integrator[
exp(16δτ Sˆ) exp(
1
2δτ Tˆ )
× exp
(
1
72
[
48 δτ Sˆ − δτ3 ̂{S, {S, T}}])
× exp(12δτ Tˆ ) exp(
1
6δτ Sˆ)
]t/δτ
with shadow
H˜ = T + S
−
δτ4
155520

41{S, {S, {S, {S, T }}}}
+36{{S, T }, {S, {S, T }}}
+72{{S, T }, {T, {S, T}}}
+84{T, {S, {S, {S, T }}}}
+126{T, {T, {S, {S, T }}}}
+54{T, {T, {T, {S, T }}}}

+O(δτ6),(5)
where we have chosen the integrator parameters to elim-
inate all terms of O(δτ2) in the shadow. The Poisson
bracket {S, {S, {S, T }}} = 0 so the first and fourth Pois-
son brackets in (5) are also identically zero, however for-
mula (5) is valid more generally. Note that the middle
step has combined the Hamiltonian vector fields Sˆ and̂{S, {S, T}} because they commute.
There is no compelling reason to choose the param-
eters to eliminate the δτ2 errors: in general we should
introduce some parameters constrained only by the con-
ditions that the leading order term in the shadow should
be the original Hamiltonian and that the total step size
should be δτ , and then adjust these parameters to min-
imize the cost of our integrator for the specific problem
it is being applied to. On the other hand, we can build
integrators whose leading error is δτ4 (or δτ2n for any n
for that matter), without requiring force-gradient steps.
Nevertheless, integrators with force-gradient steps may
be cheaper than those without: it would be surprising
if the optimal coefficient of the force-gradient term was
exactly zero.
In HMC for lattice field theory H and H˜ are extensive
quantities, that is they are proportional to the lattice
volume V for sufficiently large V , so the leading error is
proportional to V δτ2n if H − H˜ = O(δτ2n). In order
to keep the Monte Carlo acceptance rate fixed we there-
fore need to vary δτ ∝ V −1/2n, and as the cost V t/δτ
of a trajectory of length t is proportional to the num-
ber of steps and the volume, we may estimate that the
cost varies as V 1+1/2n. Of course there are many other
contributions to the cost that have been ignored, but for
large enough V this suggests that we want to increase n.
IV. HAMILTONIAN MECHANICS ON LIE
GROUPS
A. Fundamental 2-Form on a Lie Group
The cotangent bundle T ∗G over any manifold G has a
natural symplectic structure. For the case where G is a
Lie group a point in T ∗G may be written as (g,p) where
g ∈ G and p ∈ T ∗G(g) is called the momentum or Liou-
ville form. As explained in Appendix B, the vectors in
tangent space at the identity TG(I) correspond to the Lie
algebra of left-invariant vector fields ei on G, and their
dual 1-forms θi satisfy the Maurer–Cartan equations.
The momentum may be written in the Maurer–Cartan
basis as p = piθ
i, where p(ej) = piθ
i(ej) = piδ
i
j = pj .
8We shall choose the fundamental 2-form to be
ω ≡ −dp = −d(piθ
i), (6)
and using the Maurer–Cartan equations it may be writ-
ten as
ω = θi ∧ dpi +
1
2pic
i
jkθ
j ∧ θk.
If F is a 0-form on the cotangent bundle T ∗G then
the corresponding Hamiltonian vector field Fˆ = F iei +
F¯i∂/∂pi in TT
∗G is defined by dF = i
Fˆ
ω, or dF (y) =
ω(Fˆ ,y) for all vector fields y = yiei+y¯i∂/∂pi. Expanding
this expression gives
dF (y) = yF = ei(F )y
i +
∂F
∂pi
y¯i
= ω(Fˆ ,y) = F iy¯i − y
iF¯i + pic
i
jkF
jyk,
so equating the coefficients of yi and y¯i we find ei(F ) =
−F¯i + pjc
j
kiF
k and ∂F/∂pi = F
i. We thus find that the
vector field Fˆ is
Fˆ =
∂F
∂pi
ei +
(
pjc
j
ki
∂F
∂pk
− ei(F )
)
∂
∂pi
. (7)
From this we can evaluate the Poisson bracket of two
arbitrary Hamiltonian vector fields corresponding to 0-
forms F and G,
{F,G} ≡ −ω(Fˆ , Gˆ)
= pic
i
jk
∂F
∂pj
∂G
∂pk
+
∂F
∂pi
ei(G)−
∂G
∂pi
ei(F ). (8)
B. Hamiltonian Vector Fields for T and S
For HMC we may take the Hamiltonian to be of the
form H = T + S where the kinetic energy T : T ∗G → R
is a function only of the momenta which we may choose
to be of the form
T = 12 〈p,p〉 =
1
2p
ipi (9)
using the Cartan–Killing metric (§B5). Hence ∂T/∂pi =
pi, and the potential energy S : G → R is a function only
of the group parameters.
For the kinetic and potential energy 0-forms the cor-
responding vector fields are thus
Tˆ = piei+ c
j
kipjp
k ∂
∂pi
= piei and Sˆ = −ei(S)
∂
∂pi
(10)
using (7), where we have made use of the total antisym-
metry of the structure constants for a semisimple Lie
algebra, cjkipjp
k = cjkip
jpk = 0.
C. Poisson Brackets of S and T
We may compute the Poisson brackets of S and T
from (8)
{S, T } = −piei(S) (11)
{S, {S, T }} = ei(S)ei(S) (12)
{T, {S, T }} = −pipjeiej(S)
{T, {S, {S, T }}}= 2pieiej(S)e
j(S)
{S, {S, {S, T }}} = 0
{T, {T, {S, T }}}= −pipjpkeiejek(S)
{T, {T, {S, {S, T }}}}= 2pipjeiejek(S)e
k(S)
+2pipjeiek(S)eje
k(S)
{{S, T }, {T, {S, T }}}= ckijp
ipℓej(S) [ekeℓ(S) + eℓek(S)]
+pipj
[
ek(S)ekeiej(S)
−ekei(S)ekej(S)
−eie
k(S)ekej(S)
]
{T, {S, {S, {S, T }}}}= 0
{{S, T }, {S, {S, T }}}= −2ei(S)ej(S)eiej(S)
{T, {T, {T, {S, T }}}}= −pipjpkpℓeiejekeℓ(S)
{S, {S, {S, {S, T }}}}= 0 (13)
Observe that according to equation (12) {S, {S, T }} does
not depend on the momentum, so just as in §III E we
can use it to define a force-gradient integrator step cor-
responding to the Hamiltonian vector field
̂{S, {S, T}} = −ei(ej(S)ej(S)) ∂
∂pi
. (14)
D. Representations
If U : G → Gl(n,C) ≡ AutCN is a matrix represen-
tation of G then it satisfies U(gh) = U(g)U(h) for all
g, h ∈ G. We may view any matrix element Uab of the
representation as a complex valued 0-form as it is well-
defined over the entire group manifold. The left action
Lg : h 7→ gh induces the map Lg∗ : Uab 7→ Uab ◦ Lg ac-
cording to the definition given in §A4, so (Lg∗Uab)(h) =
Uab(gh) = [U(g)U(h)]ab =
∑n
c=1Uac(g)Ucb(h) for all
h, or equivalently Lg∗Uab =
∑n
c=1 Uac(g)Ucb. In other
words the map Lg∗ takes the 0-form Uab to a linear com-
bination of 0-forms Ucb with coefficients Uac(g) ∈ C. We
can express this more succinctly by considering U to be
a matrix-valued 0-form, whence Lg∗U = U(g)U .
Application of the vector field ei to U gives a matrix-
valued 0-form eiU whose value at some point g ∈ G
is eiU(g) = Lg∗eiU(I). ei is left-invariant L
∗
gei = ei,
so we have Lg∗eiU = Lg∗L
∗
geiU = Lg∗Lg−1∗eiLg∗U =
eiLg∗U = eiU(g)U = U(g)eiU . This allows us to evalu-
ate eiU at any point g in terms of the value of eiU at the
identity. Defining the generators of the representation as
9Ti ≡ eiU(I), we obtain eiU(g) = U(g)eiU(I) = U(g)Ti
or more succinctly eiU = UTi.
As on the one hand [ei, ej ]U = c
k
ijekU = c
k
ijUTk,
and on the other [ei, ej ]U = eiejU − ejeiU = eiUTj −
ejUTi = UTiTj−UTjTi = U [Ti, Tj], we see that the gen-
erators must satisfy the commutation relations [Ti, Tj ] =
ckijTk upon multiplying on the left by U
−1.
Unfortunately the usual convention [7, 28] is that the
derivative of a link variable is
eiU = −TiU, (15)
and this is used in most computer implementations.
This arises from considering right-invariant vector fields.
Briefly, the right action on a group is defined by Rg :
h 7→ hg, and the induced maps by Rg∗U = U ◦ Rg
and R∗gei = Rg−1∗eiRg∗. If we assume that ei is right-
invariant then it satisfies R∗gei = ei, and following an
argument completely analogous to that in the text we
find eiU(g) = Rg∗eiU(I) since g = RgI = LgI and
Rg∗eiU = eiUU(g). We then have to define the genera-
tors by eiU(I) = −Ti, leading to eiU = −TiU . We must
include the minus sign in the definition of the generators
for right-invariant vector fields satisfying [ei, ej ] = c
k
ijek
as otherwise they would not satisfy the commutation re-
lations [T1, Tj] = c
k
ijTk. In fact, the usual convention
erroneously omits the minus sign, but as the commu-
tation relations are used to derive the Maurer–Cartan
equations, and thus our fundamental 2-form, the sign is
significant when computing high order Poisson brackets.
E. Equations of Motion
The equations of motion are most naturally expressed
in terms of Lie derivatives (§A5). The Lie derivative
LvT of a tensor field T is its derivative along the integral
curves of the vector field v, and the definition of the
Lie derivative given in (A4), (A5), and (A6) implicitly
provides the differential equations defining these integral
curves. If v = Hˆ is the Hamiltonian vector field for
the Hamiltonian function then these are just Hamilton’s
equations, and we will write T˙ ≡ L
Hˆ
T .
For the case of matrix representations we consider the
matrix elements to be 0-forms as we did in §IVD so we
may use equation (A4) to obtain U˙ ≡ L
Hˆ
U = HˆU and
P˙ ≡ L
Hˆ
P = HˆP where U is a matrix representation
of an element of G and P ≡ piTi the corresponding ma-
trix representation of the momentum in the Lie algebra.
Taking
Hˆ = Tˆ + Sˆ = piei − ei(S)
∂
∂pi
with the explicit forms from (10), and using the relation
ei(U) = −TiU of (15), we find
U˙ = TˆU = piei(U) = −p
iTiU = −PU
P˙ = SˆP = −ei(S)
∂P
∂pi
= −ei(S)T
i = −F1
where we have introduced the quantity F1 ≡ ei(S)T
i
(q.v., equation (17)). The solution of these equations for
separate U and P updates (i.e., for a symplectic integra-
tor) are
U(t) = exp(−Pt)U(0) and P (t) = P (0)− tF1.
The equations of motion for the force-gradient Hamil-
tonian vector field of (14) is
P˙ = ̂{S, {S, T}}P = −ei(ej(S)ej(S))∂P
∂pi
= −2 eiej(S)e
j(S)T i = −G (16)
with G ≡ eiej(S)e
i(S)T j (q.v., equation (17)), since
[ei, ej ](S)e
j(S) = ckije
k(S)ej(S) = 0.
V. POISSON BRACKETS IN SU(N)
In order to compute the Poisson brackets it is useful
to express them in terms of the following set of matrices
that are in the representation of the Lie algebra
P ≡ piT
i
F1 ≡ ei(S)T
i
F2 ≡ PF1 = p
jejei(S)T
i
F3 ≡ P
2F1 = p
kekp
jejei(S)T
i
F4 ≡ P
3F1 = p
ℓeℓp
kekp
jejei(S)T
i
G ≡ F1F1 = e
j(S)ejei(S)T
i
(17)
pi = tr(PTi)/a
ei(S) = tr(F1Ti)/a
pjejei(S) = tr(F2Ti)/a
pkekp
jejei(S) = tr(F3Ti)/a
pℓeℓp
kekp
jejei(S) = tr(F4Ti)/a
ej(S)ejei(S) = tr(GTi)/a
where P = piei and F1 = e
i(S)ei are vector fields (linear
differential operators) corresponding to the matrices P
and F1 respectively. For a lattice field theory P, Fi, G, . . .
will also be lattice vectors, so shall call these quantities
basic lattice vectors.
To derive more explicit expressions for the desired Pois-
son brackets it is useful to use the following identities
that hold for the fundamental representation of the su(N)
Lie algebra 7, for arbitary N × N matrices X,Y, Z, and
7 We choose to normalize the traceless anti-Hermitian generators
Ti of the fundamental representation by tr(TiTj) = a δij , where
a is an arbitrary (negative) constant. For su(3) the Hermitian
Gell-Mann matrices λi satisfy tr(λiλj) = 2δij , so our choice
corresponds to Ti =
√
−a/2 iλi. Moreover, our definition of the
kinetic energy is T = 1
2
pip
i = tr(P 2)/2a, and as we observed
in the introduction changing this normalization corresponds to
a scaling of molecular dynamics time. One must be careful to
take all these factors into account when comparing computations
using different conventions.
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Ti ∈ su(N)
cijk tr(XT
j) tr(Y T k) = a tr
(
[X,Y ]T i
)
; (18)
tr(XTi) tr(Y T
i) = a
[
tr(XY )−
1
N
trX trY
]
; (19)
tr[X,Y ] = tr(XY − Y X) = 0; (20)
and
tr ([X,Y ]Z) = tr(XY Z − Y XZ) = tr(XY Z −XZY )
= tr (X [Y, Z]) = tr ([Y, Z]X)
= tr ([Z,X ]Y ) ; (21)
from which it follows that
tr ([X,Y ]X) = tr ([X,X ]Y ) = 0 (22)
and
cijk tr(XT
i) tr(Y T j) tr(ZT k) = a2 tr ([X,Y ]Z) . (23)
Using (23) and (21) we easily see that
ckijp
ipℓej(S)eℓek(S) =
1
a3
cijk tr(PT
i) tr(F1T
j) tr(F2T
k)
=
1
a
tr
(
[F1, F2]P
)
, (24)
and as (18) leads to
pℓ[ek, eℓ](S) = p
ℓcikℓei(S) =
1
a2
ckℓi tr(PT
ℓ) tr(F1T
i)
=
1
a
tr ([P, F1]Tk) (25)
we find using (23) that
ckijp
ipℓej(S)[ek, eℓ](S)
=
1
a3
cijk tr(PT
i) tr(F1T
j) tr
(
[P, F1]T
k
)
=
1
a
tr
(
[F1, P ]
2
)
. (26)
Combining equations (24) and (26) we obtain
ckijp
ipℓej(S) {ekeℓ(S) + eℓek(S)}
=
1
a
tr
(
2[F1, F2]P + [F1, P ]
2
)
. (27)
We may also deduce from (25) that
piekei(S) =
1
a
tr ((F2 − [F1, P ])Tk) ,
and hence
pipjekei(S)ekej(S) =
1
a
tr
((
F2 − [F1, P ]
)2)
(28)
and
pipjeie
k(S)ekej(S) =
1
a
tr
(
F 22 − F2[F1, P ]
)
. (29)
From the identity
ekeiej = [ek, ei]ej + ei[ek, ej ] + eiejek
= cℓki[eℓ, ej ] + c
ℓ
kiejeℓ + eic
ℓ
kjeℓ + eiejek
= cℓkic
m
ℓjem + c
ℓ
kiejeℓ + c
ℓ
kjeieℓ + eiejek
we deduce that
pipjek(S)ekeiej(S)
= cℓkie
k(S)picmℓjp
jem(S) + 2c
ℓ
kip
ipjejeℓ(S)e
k(S)
+pipjeiejek(S)e
k(S)
=
1
a4
cℓki tr(F1T
k) tr(PT i)cℓjm tr(PT
j) tr(F1T
m)
+
2
a3
ckiℓ tr(PT
i) tr(F2T
ℓ) tr(F1T
k)
+
1
a2
tr(F3Tk) tr(F1T
k)
= −
1
a
tr
(
[F1, P ]
2
+ 2[F1, F2]P − F1F3
)
. (30)
We thus obtain the following expressions for the de-
sired Poisson brackets
{S, T } = − tr(F1P )/a
{S, {S, T }} = tr(F 21 )/a
{T, {S, T }} = − tr(F2P )/a
{T, {S, {S, T }}}= 2 tr(F1F2)/a
{S, {S, {S, T }}} = 0
{T, {T, {S, T }}}= − tr(F3P )/a
{T, {T, {S, {S, T }}}}= 2
{
tr(F1F3) + tr(F
2
2 )
}
/a
{{S, T }, {T, {S, T }}}= − tr
(
3[F1, F2]P + [F1, P ]
2
−F1F3 + 2F
2
2
)
/a
using (27), (28), (29), and (30)
{T, {S, {S, {S, T }}}}= 0
{{S, T }, {S, {S, T }}}= −2 tr(F1G1)/a
{T, {T, {T, {S, T }}}}= − tr(F4P )/a
{S, {S, {S, {S, T }}}}= 0.
VI. BASIC LATTICE VECTORS AND TOWERS
A. Single Link Updates
We now consider how to evaluate the basic lattice vec-
tors of (17). This is particularly simple to do in the case
where there is only a single link variable U , or on a lattice
if we choose to only update a single link by setting the
coefficient of the kinetic energy to zero everywhere else as
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described in §IA. In this case the potential is of the form 8
S = Re tr(UX) where X is some constant N×N matrix,
which in general is neither in the group nor its algebra.
On a lattice where we are only updating a single link X
is constructed out of products of other link variables,
which are themselves constant in molecular dynamics
time. We find F1 = ei(S)T
i = Re tr (ei(U)X)T
i =
−Re tr(TiUX)T
i = −Re tr(UXTi)T
i = −a T (UX)
where T projects onto the Lie algebra, i.e., the trace-
less anti-Hermitian part for su(N). Likewise, F2 =
PF1 = p
jejei(S)T
i = Re tr
(
pjejei(U)X
)
T i =
Re tr
(
pjej(−TiU)X
)
T i = −Re tr
(
Tip
jej(U)X
)
T i =
Re tr(Tip
jTjUX)T
i = Re tr(PUXTi)T
i = a T (PUX),
and so forth for the remaining quantities in (17)
F1 = −Re tr(UXTi)T
i = −a T (UX),
F2 = PF1 = Re tr(PUXTi)T
i = a T (PUX),
F3 = P
2F1 =−Re tr(P
2UXTi)T
i =−a T (P 2UX),
F4 = P
3F1 = Re tr(P
3UXTi)T
i = a T (P 3UX),
G = F1F1 = Re tr(F1UXTi)T
i = a T (F1UX).
B. Lattice Updates
When we have many links we trivially generalize the
definition of the fundamental 2-form (6) to become sums
over all links
ω = −
∑
ℓ
dp(ℓ) = −
∑
ℓ
d
(
pi(ℓ)θ
i(ℓ)
)
=
∑
ℓ
(
θi(ℓ) ∧ dpi(ℓ) +
1
2pi(ℓ)c
i
jkθ
j(ℓ) ∧ θk(ℓ)
)
.
We can compress the notation by letting indices such
as i also range over all links: that is i → (i, ℓi) and the
implicit sum over the basis of the Lie algebra
∑
i becomes
an implicit double sum
∑
ℓi
∑
i. Of course, we also need
to augment the structure constants ckij → c
(k,ℓk)
(i,ℓi)(j,ℓj)
≡
ckijδ
ℓk
ℓi
δℓkℓj since the Maurer–Cartan equations do not mix
links. Similarly, the kinetic energy (9) becomes
T = 12
∑
ℓ
c(ℓ) 〈p(ℓ),p(ℓ)〉 = 12
∑
ℓ
c(ℓ)gijp
i(ℓ)pj(ℓ)
= 12
∑
ℓ
c(ℓ)pi(ℓ)p
i(ℓ)
where, as discussed in §IA, it is convenient to introduce
a separate coefficient c(ℓ) in the kinetic energy for each
8 We consider the case where the action is linear in U without loss
of generality, because if it occurs multiple times we can transform
it into a form linear in its tensor product, which can be reduced
into a sum of irreducible representations. For example, the action
S = Re tr(UXUX′) = Re tr[(U ⊗ U)X′′] where (U ⊗ U ′)ij,kℓ =
UikUjℓ and X
′′
kℓ,ij
= XkjX
′
ℓi
are N2 ×N2 matrices, and U ⊗ U
can be reduced into as sum of two irreducible representations
acting on vectors of dimensions 1
2
N(N − 1) and 1
2
N(N + 1).
link. We can extend our compressed notation by implic-
itly associating a factor of c(ℓ) with each occurence of the
augmented Cartan–Killing metric, gij → g(i,ℓi)(j,ℓj) ≡
c(ℓi)gijδℓiℓj and hence with every contracted index i.
With these conventions the definition looks like (6) and
(9) again. The sums propagate to the Poisson brack-
ets where the implicit sums over the indices in equa-
tions (11)–(13) also become sums over all links, although
second derivatives such as eiej(S) have bounded support
for an ultralocal action. It is important to note that the
implicit factor of cℓi associated with contracted indices
means that even though {S, {S, T }} does not depend on
any momentum it still has a factor of c(ℓ) associated with
each term. If we set c(ℓ′) = δℓℓ′ then only link ℓ will ap-
pear in equations (12) and (16), and the force-gradient
integrator will therefore only act on that link.
C. Towers
The situation would seem to be much more difficult
when we want to update all of the link variables simulta-
neously; derivatives like ei1 . . . eik(S) depend on k links
and it might appear that it will be prohibitively expen-
sive to compute them. Fortunately we can avoid this
combinatorial explosion; the key observation is that all
the Poisson brackets and forces only depend on the basic
lattice vectors, and these have only a single free lattice
index. To make use of this we introduce towers of basic
lattice vectors: a tower T (A,B) is a an array of basic
lattice vectors T (A,B)i = A
iB where A is a basic lattice
vector, A is the vector field associated with it, B is a sum
of products of gauge links, and the index i ∈ {0, . . . , n−1}
where we call n the height of the tower.
The basic lattice vectors in (17) may be constructed
from the two towers T (P,B) and T (F1, B) of heights four
and two, where B is the stencil of the action S. The
stencil is the collection of all paths in the action that
start with a given link. For example, in the case of lattice
gauge theory without dynamical fermions the action is a
sum of Wilson loops, each Wilson loop being the trace
of the product of gauge links around a closed loop. This
means we can write the action as S = Re tr(Uℓ ) +
S0 where the staple is the sum of products of gauge
links along paths connecting the end of the link ℓ to its
beginning, and S0 is independent of Uℓ, as in §I B. The
stencil in this case is Uℓ . This is familiar from the
computation of the force acting on Uℓ
F1(ℓ) = ei(S)T
i = ei
(
Re trUℓ
)
T i
= Re tr
(
ei(Uℓ)
)
T i = Re tr(−TiUℓ )T
i
= −Re tr(Uℓ Ti)T
i = −a T (Uℓ ). (31)
The thing to notice here is that we are computing the
force on the gauge link Uℓ so the index i is really the
pair (i, ℓ), and thus ei(Uℓ′) = 0 for any other link ℓ
′ 6= ℓ:
in particular, ei( ) = 0, ei(S0) = 0, and ei(Uℓ ) =
12
ei(Uℓ) . Naturally, we want to compute the force acting
on every gauge link, and so the stencil computation of
(31) must be carried out separately for each link: these
computations can be done in parallel if desired.
In order to compute the basic lattice vector AjF1 =
Ajei(S)T
i we proceed as follows:
AjF1(ℓ) = A
jei(S)T
i = Aj Re tr(−TiUℓ )T
i
= −Re tr
(
TiA
j(Uℓ )
)
T i
= −Re tr
(
TiT (A,Uℓ )j
)
T i
= −a T (T (A,Uℓ )j
)
.
This is easy to do if we can compute the tower T (A,Uℓ )
on the stencil Uℓ .
D. Algebra of Towers
It is simple to construct the tower T (A,B) when B is a
single gauge link U ; we have T (A,U)j = A
jU = (−A)jU .
This follows from the definitions T (A,U)0 = U and
A = aiei where A = a
iTi, so by induction T (A,U)j+1 =
Aj+1U = A(AjU) = A(−A)jU = aiei
(
(−A)jU
)
=
(−A)jaiei(U) = (−A)
jai(−TiU) = (−A)
j+1U . Indeed,
this corresponds to a convenient recursive way of con-
structing the tower, T (A,U)j+1 = (−A)T (A,U)j .
If B is the product 9 of two stencils B1 ·B2 then we may
use the Leibniz rule for the derivation A, A(B1 · B2) =
AB1 ·B2 +B1 · AB2, or more generally
Aj(B1 · B2) =
j∑
k=0
(
j
k
)
AkB1 · A
j−kB2.
The tower on the product B1 · B2 is thus the product
of the tower on B1 with that on B2, T (A,B1 · B2) =
T (A,B1) · T (A,B2), where the product is defined by
10
(
T (A,B1)·T (A,B2)
)
j
=
j∑
k=0
(
j
k
)
T (A,B1)k·T (A,B2)j−k.
The tower on the sum of two stencils B1 + B2 is even
simpler, since A(B1 + B2) = AB1 +AB2. We just have
T (A,B1+B2) = T (A,B1)+T (A,B2) where
(
T (A,B1)+
T (A,B2)
)
j
= T (A,B1)j + T (A,B2)j .
9 Here we use the symbol · to emphasise multiplication operations.
Elsewhere we use juxtaposition to indicate multiplication.
10 The symbol · on the left denotes multiplication of towers, whereas
on the right it denotes matrix multiplication.
E. Pseudofermion Towers
The principal advantage of updating all links si-
multaneously is when we include the effects of
(pseudo)fermions in the dynamics. As described in §IB
this entails solving a large linear system to obtain the
quantity X = M−1φ needed compute the force (M be-
ing a lattice Dirac operator) and it is worthwhile to reuse
this solution to update many links.
We therefore need to compute towers for stencils that
include outer products such as X ⊗ X†. This may be
done by computing the tower T (A,X) on X = M−1φ.
Observe that Aφ = 0 as the pseudofermion lattice
(site) vector φ does not depend on U — we want to
follow the molecular dynamics evolution of the gauge
links and momenta in the presence of a fixed pseudo-
fermion background. Using the Leibniz rule we get
0 = A(φ) = A(MM−1φ) = A(M)M−1φ+MA(M−1φ)
so A(M−1φ) = −M−1A(M)M−1φ. To use this for a
tower of arbitrary height we generalize this to
0 = Aj(MM−1φ) =
j∑
k=0
(
j
k
)
Aj−k(M)Ak(M−1φ)
=MAj(M−1φ) +
j−1∑
k=0
(
j
k
)
Aj−k(M)Ak(M−1φ)
for j > 0, and thus
Aj(M−1φ) = −M−1
j−1∑
k=0
(
j
k
)
Aj−k(M)Ak(M−1φ).
This translates into the following recursive definition for
the tower on X
T (A,X)0 =M
−1φ
T (A,X)j = −M
−1
j−1∑
k=0
(
j
k
)
T (A,M)j−kT (A,X)k
in terms of the tower T (A,M) which we already know
how to compute. Note that we require exactly n inverses
to construct such a tower of height of height n.
Yin [29] has suggested an ingeneous way of perform-
ing a force-gradient update by computing the force twice.
We should not be surprised that the force-gradient up-
date eδτ
3 ̂{S,{S,T}} can be computed out of eδτ Sˆ and eδτ Tˆ
steps: recall that according to the BCH formula the com-
mutator C(eA, eB) = e−Ae−BeAeB = e[A,B]+···, hence
C
(
eδτ Sˆ , C(eδτ Sˆ , eδτ Tˆ )
)
= e−δτ Sˆe−δτ Tˆ e−δτ Sˆeδτ Tˆ eδτ Sˆe−δτ Tˆ eδτ Sˆeδτ Tˆ
= C
(
eδτ Sˆ , eδτ
2[Sˆ,Tˆ ]+O(δτ3)
)
= eδτ
3[Sˆ,[Sˆ,Tˆ ]]+O(δτ4)
= eδτ
3 ̂{S,{S,T}}+O(δτ4).
It is interesting that this can be reduced to only requiring
two inverses in the case where T is quadratic. There
does not seem to be a way of using this trick to evaluate
Poisson brackets, however.
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VII. CONCLUSIONS
We have given a formalism for computing integrators
and the corresponding shadow Hamiltonians for lattice
gauge theories, and we have presented explicit formulæ
for the Poisson brackets up to fourth order and for the
force-gradient update step. We have shown how to ex-
press these quantities in terms of basic lattice vectors
taking their values in the representation of the Lie alge-
bra, as is needed for the usual formulation of lattice gauge
theories, and explained how these may be computed us-
ing towers. The implementation of towers is straightfor-
ward, as it just requires the substitution of the algebra
of towers for that of the matrices already used in com-
puting the force term. The stencils for any action are
unchanged, and the method is readily applied to pseud-
ofermions, smeared actions, and so forth. The rules for
addition, multiplication, and “inversion” of towers are
given in a recursive form that is easy to implement (al-
though a recursive implementation is not necessary).
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Appendix A: Differential Forms
1. Differential Forms and Wedge Products
For convenience we give the definition of a few basic
operations on differential forms. In some local basis q :
M⊇ U → Rn a k-form Ω ∈ Λk has components 11
Ω =
∑
1≤I1<···<Ik≤k
ΩI1...Ikdq
I1 ∧ · · · ∧ dqIk
=
1
k!
N∑
i1,...,ik=1
Ωi1...ikdq
i1 ∧ · · · ∧ dqik
≡
1
k!
Ωi1...ikdq
i1 ∧ · · · ∧ dqik
=
1
k!
∑
π∈Sk
Ωπ1...πkdq
π1 ∧ · · · ∧ dqπk
= 〈Ωπ1...πkdq
π1 ∧ · · · ∧ dqπk〉π∈Sk
11 Our convention is that each independent component occurs once
in the sum: another convention is that each such component
occurs k! times — once for each permutation of its indices.
where Sk is the symmetric group acting on 1, . . . , k, and
〈· · ·〉Sk indicates the average over elements of the sym-
metric group. The wedge product satisfies
α ∧ β = (−1)kk
′
β ∧α α ∈ Λk,β ∈ Λk
′
Antisymmetry;
α ∧ β ∧ γ = α ∧ (β ∧ γ) = (α ∧ β) ∧ γ
Associativity.
In terms of the components in local coordinates this
means that 12
α ∧ β =
〈
απ1...πkβπk+1...πk+k′dq
π1∧ · · · ∧ dqπk+k′
〉
π∈Sk+k′
=
1
(k + k′)!
∑
π∈Sk+k′
απ1...πkβπk+1...πk+k′dq
π1∧ · · · ∧ dqπk+k′ .
2. Exterior Derivatives
The exterior derivative d : Λk → Λk+1 is a linear an-
tiderivation, so
d(α+ β) = dα+ dβ Linearity;
d(α ∧ β) = (dα) ∧ β + (−1)kα ∧ dβ α ∈ Λk
Anti-Leibniz;
d2α = 0
dF (x) = xF F ∈ Λ0.
The exterior derivative dF for a 0-form F is defined to
be dF (x) ≡ xF for any vector field x: if we evaluate this
in a local coordinate system we find that
dF (x) = xF =
(
xi
∂
∂qi
)
F =
(
∂F
∂qi
)
xi
=
(
∂F
∂qi
dqi
)(
xj
∂
∂qj
)
=
(
∂F
∂qi
dqi
)
(x),
so
dF =
∂F
∂qi
dqi.
Likewise, in a local coordinate system the exterior deriva-
tive of a k-form Ω ∈ Λk is
dΩ = d
(
1
k!
Ωi1...ikdq
i1 ∧ · · · ∧ dqik
)
=
1
k!
∂Ωi1...ik
∂qj
dqj ∧ dqi1 ∧ · · · ∧ dqik .
This follows from the anti-Leibniz rule d(αβ) = dα ∧
β+αdβ applied to the case where α = Ωi1...ik ∈ Λ
0 and
β = dqi1∧· · ·∧dqik because the second term vanishes (by
induction on k) using the condition d2 = 0 for the basis
12 For the other convention the numerical coefficient in this formula
is 1/(k!k′!): caveat emptor.
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forms which are exterior derivatives of the coordinates
qi, d2qi = 0 .
In particular, for a 1-form θ ∈ Λ1 we have
dθ =
∂θi
∂qj
dqj ∧ dqi,
so applying the 2-form dθ to two arbitrary vector fields
x and y gives
dθ(x,y) =
∂θi
∂qj
(xjyi − xiyj)
= xj
∂
∂qj
(
θiy
i
)
− xjθi
∂yi
∂qj
− yj
∂
∂qj
(
θix
i
)
+ yjθi
∂xi
∂qj
= xθ(y)− yθ(x)− θi
[
x(yi)− y(xi)
]
= xθ(y)− yθ(x)− θ([x,y]). (A1)
This provides an elegant coordinate-independent defini-
tion of dθ in terms of the commutator of the vector fields
[x,y] ≡ xy − yx = xi
∂
∂qi
yj
∂
∂qj
− yi
∂
∂qi
xj
∂
∂qj
(A2)
=
(
xi
∂yj
∂qi
− yi
∂xj
∂qi
)
∂
∂qj
+ (xiyj − xjyi)
∂
∂qi
∂
∂qj
,
which is itself a vector field since the last term involving
second derivatives vanishes by symmetry. Note that if θ
is exact, that is θ = dF , then the identity d2F (x,y) =
xdF (y)−ydF (x)−dF ([x,y]) = xyF−yxF−[x,y]F =
0 holds automatically.
For an arbitrary (k− 1)-form Ω ∈ Λk−1 we may derive
the corresponding identity,
dΩ(x1, . . . ,xk) =
k∑
i=1
(−1)i+1xiΩ(x1, . . . , xˆi, . . . ,xk)
−
∑
1≤i<j≤k
(−1)i+j+1Ω([xi,xj ],x1, . . . , xˆi, . . . , xˆj , . . . ,xk)
where xˆ indicate that the variable x is omitted. We
observe that for k = 3 the invariant expression for the
exterior derivative is
dω(x,y, z) = xω(y, z)− yω(x, z) + zω(x,y)
−ω([x,y], z) + ω([x, z],y)− ω([y, z],x). (A3)
3. Interior Products
The interior product i : TM× Λk → Λk−1 is the op-
eration that inserts a vector as the first argument of a
k-form to yield a k − 1-form. It is formally defined by
the axioms
ix(α+ β) = ixα+ ixβ α,β ∈ Λ
k Linearity;
ix(α ∧ β) = ix(α) ∧ β + (−1)
kα ∧ ixβ
α ∈ Λk,β ∈ Λk
′
Anti-Leibniz;
ixF = 0 F ∈ Λ
0
ixΩ(x1, . . . ,xk−1) = Ω(x,x1, . . . ,xk−1) Ω ∈ Λ
k;
i2x = 0
so we see that it too is a linear antiderivation.
4. Induced Maps
If σ : M → M′ is a diffeomorphism, then there is a
natural induced map σ∗ : Λ
0(M′) → Λ0(M) defined by
σ∗f : p 7→ f(σp) for all f ∈ Λ
0(M′) and p ∈ M. This
map may also be written as σ∗f = f ◦ σ, and is called a
pull-back. Another way of saying this is that the following
diagram commutes
M
σ
−→ M′
σ∗fց ւf
R
If σ−1 exists then there is a corresponding pull-back
map (σ−1)∗, and it satisfies the relation (σ
−1)∗σ∗f =
(σ−1)∗(f ◦ σ) = f ◦ σ ◦ σ
−1 = f , and thus we see that
(σ−1)∗ = (σ∗)
−1, and we may denote both of these un-
ambiguously as σ−1∗ .
If x ∈ TM is a vector field on M then there may
be a push-through map σ∗ : TM → TM′ defined by
σ∗x = σ−1∗ ◦ x ◦ σ∗ if this exists. For any f ∈ Λ
0(M′)
and p ∈ M this means that σ∗x(f)|σp = x(σ∗f)|p. The
corresponding commutative diagram is
Λ0(M)
σ∗←− Λ0(M′)
x
y yσ∗x
Λ0(M)
σ−1∗−→ Λ0(M′).
The existence of the diffeomorphism σ−1 :M′ →M is a
sufficient but not necessary condition for σ−1∗ and hence
σ∗ to be well-defined.
We may define further induced maps 13 such as the
pull-back of one-form fields σ∗ : Λ
1(M′) → Λ1(M) as
σ∗θ = σ∗ ◦ θ ◦ σ
∗,
TM
σ∗
−→ TM′
σ∗θ
y yθ
Λ0(M)
σ∗←− Λ0(M′),
and so forth.
In the special case where σ : M → M is an autodif-
feomorphism then the push-through maps always exist.
5. Lie Derivatives
Suppose now that we have a smooth one-parameter
family of diffeomorphisms σ : R ×M → M, which we
13 One must be careful with the notation introduced here, as there
are a whole family of mappings that we have given the same
name, σ∗ : Λk(M′) → Λk(M) ∀k, and the equation σ∗θ =
σ∗ ◦θ ◦σ∗ involves two of them. If we were to call these induced
mappings on forms σk
∗
: Λk(M′)→ Λk(M) then the equation is
less ambiguous, σ1
∗
θ = σ0
∗
◦ θ ◦ σ∗.
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will also write as σt : M→M. Using this map we can
define a derivative with respect to the parameter t, which
is called a Lie derivative. For any 0-form F we define
LvF ≡
d(σt∗F )
dt
∣∣∣∣
t=0
=
d(F ◦ σt)
dt
∣∣∣∣
t=0
= vF (A4)
where v is the linear differential operator — the vector
field — that is tangential to the curves σ(t, p) passing
through σ(0, p) = p ∈M at t = 0.
The Lie derivative of a vector field y ∈ TM can be
deduced from the requirement that Lx be a derivation
Lx(A⊗B) = (LxA)⊗B +A⊗ LxB
for any tensors A and B, and that it commutes with
contractions
Lx(yF ) = (Lxy)F + y(LxF ),
Lx(θ(y)) = (Lxθ)(y) + θ(Lxy)
and so forth. Applying these rules to the 0-form yF
obtained by applying the vector field y ∈ TM to F ∈
Λ0(M) we have Lx(yF ) = xyF and also Lx(yF ) =
(Lxy)F + y(LxF ), hence
(Lxy)F = xyF − yxF = [x,y]F
and, as this holds for all F ,
Lxy = [x,y]. (A5)
We may apply a similar argument to evaluate the
Lie derivative of a 1-form θ ∈ Λ1(M). On the one
hand Lx(θ(y)) = xθ(y), while on the other Lx(θ(y)) =
(Lxθ)(y) + θ(Lxy), so using (A1)
(Lxθ)(y) = xθ(y)− θ([x,y]) = dθ(x,y) + yθ(x)
= (ixdθ)(y) + d(θ(x))(y) = (ixdθ)(y) + (dixθ)(y)
= (ixd+ dix)θ(y),
hence
Lxθ = (ixd+ dix)θ.
This suggests that the Lie derivative of any k-form may
be expressed as
Lx = ixd+ dix, (A6)
and this is indeed the case as the operator ixd+dix is a
derivation
(ixd+ dix)(α ∧ β)
= ix
[
(dα) ∧ β + (−1)kα ∧ dβ
]
+d
[
(ixα) ∧ β + (−1)
kα ∧ ixβ
]
= (ixdα) ∧ β + (−1)
k+1(dα) ∧ ixβ
+(−1)k(ixα) ∧ dβ + (−1)
2kα ∧ ixdβ
+(dixα) ∧ β + (−1)
k−1(ixα) ∧ dβ
+(−1)k(dα) ∧ ixβ + (−1)
2kα ∧ dixβ
= [(ixd+ dix)α] ∧ β +α ∧ (ixd+ dix)β
for all α ∈ Λk and β ∈ Λk
′
, and for 0- and 1-forms F
and θ
LxF = xF = dF (x) = ixdF + dixF,
Lxθ = (ixd+ dix)θ.
The second term in the first equation is zero because
ixF = 0 by definition.
Appendix B: Lie Groups
1. Left-Invariant Forms
A Lie group is a manifold that has a group structure
defined by C∞ multiplication (g, h) 7→ gh and inverse
g 7→ g−1 operations that satisfy the group axioms
g(g′g′′) = (gg′)g′′ ≡ gg′g′′ ∀g, g′, g′′ ∈ G Associative
g−1g = gg−1 = I ∀g ∈ G Inverse
with I being the identity element of the group. If we con-
sider a point g ∈ G as being “fixed” then left multiplica-
tion by g is an autodiffeomorphism of G, Lg : g
′ 7→ gg′,
with Lgh = Lg ◦Lh by associativity, Lg ◦Lhg
′ = g(hg′) =
(gh)g′ = Lghg
′ for all g′ ∈ G. Clearly Lg−1 = (Lg)
−1 too.
As for any such diffeomorphisms we can define the cor-
responding pull-back maps on forms and vectors, Lg∗F ≡
F ◦Lg, L
∗
gv ≡ Lg−1∗◦v◦Lg∗, and Lg∗θ ≡ Lg∗◦θ◦L
∗
g. We
may use these maps to define left-invariant vector fields
and forms; for example, a left-invariant 1-form satisfies
the condition θ = Lg∗θ.
2. Lie Algebra
The only left-invariant 0-forms are constants, as if
F = Lg∗F (∀g ∈ G) then F (g) = F (LgI) = Lg∗F (I) =
F (I).
If u = L∗gu and v = L
∗
gv are left-invariant vector fields
in the tangent bundle TG then their commutator is also a
vector field, and furthermore it is also left-invariant since
14 [u,v] = [L∗gu, L
∗
gv] = [Lg−1∗◦u◦Lg∗, Lg−1∗◦v◦Lg∗] =
Lg−1∗ ◦ [u,v] ◦ Lg∗ = L
∗
g[u,v]. If a left-invariant vector
field v vanishes at the identity, v(F )|
I
= 0 (∀F ∈ Λ0G),
then it must be identically zero everywhere, as v(F )|g =
[v(F ) ◦ Lg]
I
=
[
Lg∗v(F )
]
I
=
[
Lg∗ ◦ L
∗
gv(F )
]
I
=[
Lg∗ ◦ L
−1
g ∗
◦ v(Lg∗F )
]
I
= [v(F ◦ Lg)]
I
= 0.
Consider a set of left-invariant vector fields {ei} in
TG called generators whose values at the origin are lin-
early independent; any linear combination of the gen-
erators with left-invariant (constant) coefficients is also
left-invariant. Conversely any left-invariant vector field u
must be a linear combination of this type, since its value
14 Note that Lg−1
∗
= (Lg)
−1
∗
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at the origin is u|
I
=
∑
i u
iei|I with u
i ∈ R, and hence
u−
∑
i u
iei = 0 everywhere. Left-invariant vector fields
therefore form a linear space with constant coefficients.
In particular, the commutator of any left-invariant vec-
tor fields must be a linear combination of the generators,
[ei, ej ] = c
k
ijek where the c
k
ij ∈ R are called the structure
constants. This makes the linear space of left-invariant
vector fields into a Lie algebra.
Any left-invariant vector field v has an integral curve 15
c : R → G satisfying c(0) = I. Along this curve we have
an Abelian subgroup of G satisfying c(s + t) = c(s)c(t),
so it is naturally to call c an exponential map, and write
it as c(t) = exp(vt). If we view this as a function of v
then this defines a local flow of v, and is a map from the
Lie algebra into the Lie group, exp : TG → G.
The commutator of two elements g, h ∈ G is defined
to be C(g.h) ≡ g−1h−1gh; in a neighbourhood of the
identity where g = exp(ut) and h = exp(vt) we have
C(g, h) = exp(−ut) exp(−vt) exp(ut) exp(vt)
=
(
I− ut+
1
2
(ut)2
)(
I− vt+
1
2
(vt)2
)
×
(
I+ ut+
1
2
(ut)2
)(
I+ vt+
1
2
(vt)2
)
+O(t3)
= I+ [u,v]t2 +O(t3) = exp([u,v]t2) +O(t3).
3. Maurer–Cartan Equations
The commutation relations may be succinctly ex-
pressed in terms of the cotangent space T ∗G. We intro-
duce a set of left-invariant 1-forms θi (called a frame or
repe`re mobile) dual to the generators θi(ej) = δ
i
j. From
(A1) we have
dθi(ej , ek) = ejθ
i(ek)− ekθ
i(ej)− θ
i([ej , ek])
= ejδ
i
k − ekδ
i
j − θ
i(cℓjkeℓ) = −c
ℓ
jkδ
i
ℓ = −c
i
jk,
so expanding the 2-form dθi = αimnθ
m ∧ θn in terms of
the basis 2-forms θm ∧ θn we have
dθ(ej, ek) = α
i
mnθ
m ∧ θn(ej , ek)
= αimn {θ
m(ej)θ
n(ek)− θ
m(ek)θ
n(ej)}
= αimn{δ
m
j δ
n
k − δ
m
k δ
n
j } = α
i
jk − α
i
kj ,
thus the left-invariant forms θi satisfy the Maurer–
Cartan equations dθi = − 1
2
cijkθ
j ∧ θk everywhere.
4. Adjoint Representation
For any Lie algebra the adjoint representation is de-
fined by ad(x)y ≡ [x,y]. This is a representation of the
Lie algebra because for any z
[ad(x), ad(y)]z = ad(x) ad(y)z − ad(y) ad(x)z
= ad(x)[y, z] − ad(y)[x, z]
= [x, [y, z]]− [y, [x, z]] = [[x,y], z]
= ad([x,y])z
where we used the Jacobi identity in the penultimate
step, and thus [ad(x), ad(y)] = ad([x,y]). In terms of
basis vectors we have ad(ei)ej = [ei, ej ] = c
k
ijek, giving
the explicit matrices ad(ei)
k
j = c
k
ij .
5. Cartan–Killing Metric
We may use the adjoint representation to define
the Cartan–Killing metric on the Lie algebra as a
trace, 〈x,y〉 ≡ tr[ad(x) ad(y)]/CA where CA is a con-
stant; in terms of the basis vectors gij ≡ 〈ei, ej〉 =
tr[ad(ei) ad(ej)]/CA = c
k
iℓc
ℓ
jk/CA. For a semi-simple
Lie algebra the Cartan–Killing metric is non-singular and
has an inverse satisfying gijgjk = δ
i
k. For a simple Lie
algebra the adjoint representation is irreducible, so by
Schur’s lemma the invariant Cartan–Killing metric is a
multiple of the unit matrix; we shall choose the con-
stant CA such that this multiple is unity. For su(N)
where the generators in the defining N dimensional fun-
damental representation Ti satisfy the commutation re-
lations [Ti, Tj] = c
k
ijTk and are normalized such that
trTiTj = aδij the Cartan–Killing metric is explicitly
gij = δij with CA = 2aN .
For semi-simple Lie algebras we can use the Cartan–
Killing metric and its inverse to lower and raise indices
at will, for example we shall define pi ≡ gijpi, and cor-
respondingly we have an invariant quadratic form for 1-
forms, 〈α,β〉 = gijαiβj where α = αiθ
i and β = βiθ
i.
We also note that the quantity cijk = giℓc
ℓ
jk = −cikj is to-
tally antisymmetric, because 〈[ei, ej ], ek〉 = c
ℓ
ij 〈eℓ, ek〉 =
cℓijgℓk = ckij , and
CA 〈[X,Y ],Z〉 = tr
(
ad([X,Y ]) ad(Z)
)
= tr
(
[ad(X), ad(Y )] ad(Z)
)
= tr
(
ad(X) ad(Y ) ad(Z)− ad(Y ) ad(X) ad(Z)
)
= tr
(
ad(Z) ad(X) ad(Y )− ad(X) ad(Z) ad(Y )
)
= tr
(
[ad(Z), ad(X)] ad(Y )
)
= tr
(
ad([Z,X]) ad(Y )
)
= CA 〈[Z,X],Y 〉 ,
hence cijk = cjki = ckij .
15 Strictly speaking this is only true locally: to be precise we should write c : I →M where I ⊆ R is a neighbourhood of zero.
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