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Experiments on the nonequilibrium dynamics of an isolated Bose-Einstein condensate (BEC)
in a magnetic double-well trap exhibit a puzzling divergence: While some show dissipation-free
Josephson oscillations, others find strong damping. Such damping in isolated BECs cannot be
understood on the level of the coherent Gross-Pitaevskii dynamics. Using the Keldysh functional-
integral formalism, we describe the time-dependent system dynamics by means of a multi-mode
BEC coupled to fluctuations (single-particle excitations) beyond the Gross-Pitaevskii saddle point.
We find that the Josephson oscillations excite an excess of fluctuations when the e↵ective Josephson
frequency, !˜J , is in resonance with the e↵ective fluctuation energy, "˜m, where both, !˜J and "˜m,
are strongly renormalized with respect to their noninteracting values. Evaluating and using the
model parameters for the respective experiments describes quantitatively the presence or absence
of damping.
I. INTRODUCTION
When a system of ultracold, condensed bosons is
trapped in a double-well potential with an initial pop-
ulation imbalance, it undergoes Josephson oscillations1
between the wells and can, therefore, be referred to as
a Bose-Josephson junction (BJJ). Josephson oscillations
were observed in a number of experiments.2–5 Since the
experimental systems are almost ideally separated from
the environment, a BJJ can serve as a prototype of a
nonequilibrium closed quantum system. Because of the
unitary time-evolution which prohibits the maximization
of entropy, a closed quantum system cannot thermalize
as a whole, once driven out of equilibrium. However,
strong damping of Josephson oscillations was observed
in the experiments by LeBlanc et al.,4 whereas the ex-
periments by Albiez et al.2 and by Spagnolli et al. clearly
displayed undamped oscillations for extended periods of
time. Explaining this discrepancy and, thereby, giving
guidelines for designing an experimental setup with or
without damping and thermalization, is the aim of this
work.
Previously some of the present authors proposed the
dynamical heat-bath generation (DBG) as a damping
and thermalization mechanism:6,7 For a su ciently com-
plex, isolated quantum system the Hilbert space dimen-
sion is so large that only a small subset of the huge
amount of quantum numbers characterizing the system’s
state vector can be determined in any given experiment.
This subset defines a subspace of the total Hilbert space,
referred to as the “subsystem” S. Any measurement per-
formed on S alone is partially destructive, in that the
quantum numbers defining the Hilbert space of S are
fixed (partial state collapse), but the remaining subspace
of undetermined quantum numbers is traced out. This
remaining subspace, R, becomes massively entangled8
with the states of the subsystem S via the many-body
dynamics and, hence, acts as a grand-canonical bath or
reservoir. By the resulting, e↵ectively grand canonical
time evolution of the subsystem S, it will naturally reach
a thermal state in the long-time limit,7 if the system is
ergodic. Thus, the measurement process itself defines
a division into subsystem and reservoir. For instance,
when the population imbalance in a BJJ is measured,
the Bose-Einstein condensate (BEC) states comprise S,
and all the many-body states involving incoherent ex-
citations outside the BEC comprise R. Note that this
thermalization process is dynamical and is possible even
when the bath states (for a BJJ, the incoherent excita-
tions) are initially not occupied, hence the term dynami-
cal bath generation. By contrast, the so-called eigenstate
thermalization hypothesis9,10 (ETH) requires the system
to be near a many-body eigenstate of the total Hamilto-
nian (microcanonical ensemble), i.e., it is stationary by
construction. See Ref. [6] for a detailed discussion.
The DBG mechanism was corroborated for a BJJ with
arbitrary system parameters, where it was shown that
incoherent excitations are e ciently generated out of the
oscillating BEC due to a parametric resonance.7 The
complex thermalization dynamics of a BJJ involving sev-
eral time scales has been analyzed in detail in Refs. [6,7].
In particular, the thermalization time ⌧th is necessarily
much larger than the BJJ oscillation period, because (1)
the incoherent fluctuations are created by the Joseph-
son oscillations themselves and (2) because of the quasi-
hydrodynamic long-time dynamics.7
In the present work we examine this damping
mechanism for realistic experimental parameters and
specific traps. Previous studies within the two-
mode approximation1,4,11 showed significant, interaction-
induced renormalizations of the Josephson frequency, !˜J ,
but did not explain the observed oscillation damping.4
A multimode expansion of the Gross-Pitaevskii equation
(GPE) in terms of the complete basis of single-particle
trap eigenmodes can describe the coherent part of the
dynamics in principle exactly. However, the dynamical
2excitation of higher trap levels also involves the creation
of incoherent fluctuations which are not captured by the
GPE saddlepoint dynamics. The excitation of higher
trap modes and the concatenated creation of incoher-
ent fluctuations is crucial for damping in realistic sys-
tems. These fluctuations are captured by the systematic
expansion about the GPE saddlepoint (see Sec. II B),
involving BEC as well as fluctuation Green’s functions.
We find that e cient coupling to higher trap modes oc-
curs if !˜J is in resonance with the excitation energy of
one of the trap levels, !˜J ⇡ "˜m, where !˜J , as well as "˜m,
are strongly renormalized and broadened by their mutual
coupling and by the interactions. Conversely, in the o↵-
resonant regime, the Josephson oscillations remain un-
damped over an extended period of time. Our quantita-
tive calculations reveal that the experimental parameters
of LeBlanc et al.4 are in the strongly damped regime and
those of Albiez et al.2 in the undamped regime, in agree-
ment with the experimental findings. This reconciles the
apparent discrepancy between these two classes of exper-
iments and supports the validity of the DBG mechanism
in Bose-Josephson junctions.
The article is organized as follows. In Sec. II we de-
scribe the many-body action used to model the system
and its representation in the trap eigenbasis. We develop
the nonequilibrium temporal dynamics by means of the
Keldysh path integral. Sec. III contains the numerical
analysis: the resonance e↵ect responsible for the damp-
ing, and a detailed application to the two exemplary ex-
periments, Refs. [2] and [4], respectively. This is followed
by a discussion and concluding remarks in Sec. IV.
II. FORMALISM
The model for an ultracold gas in a double-well trap
potential Vext(r) with multiple single-particle levels is
defined using the functional-integral formalism. It al-
lows for a convenient distinction between the condensate
amplitudes in each level, defined by the time-dependent
Gross-Pitaevskii saddle point, and the non-condensate
excitations. The nonequilibrium dynamics will be de-
scribed by the functional integral on the Keldysh time
contour.
A. Multi-mode model
The action S for a trapped, atomic Bose gas with a
contact interaction reads in terms of the bosonic fields
 (r, t), ⇤(r, t),
S [ , ⇤] =
Z
d3rdt
⇥
 ⇤(r, t)G 10 (r, t) (r, t)
  g˜
2
 ⇤(r, t) ⇤(r, t) (r, t) (r, t)
⇤
, (1)
where the coupling parameter g˜ = 4⇡~2as/m is propor-
tional to the s-wave scattering length as,12,13 and the
inverse free Green function is
G 10 (r, t) = i@t  
✓
 ~
2r2
2m
+ Vext(r)
◆
. (2)
The spatial dependence of the field  (r, t) may be re-
solved into the complete, orthonormal basis of single-
particle eigenfunctions {' (r),'+(r),'3(r),'4(r), . . . }
of the trap,7
 (r, t) =  +(r, t) +   (r, t) +
MX
m=3
 m(r, t)
= '+(r) +(t) + ' (r)  (t) +
MX
m=3
'm(r) m(t),
(3)
with time-dependent amplitudes  m(t) and M the
number of modes taken into account. The 'i(r)
are the solutions of the stationary Schro¨dinger equa-
tion with the potential Vext(r), with eigenfrequencies
{" , "+, "3, "4, . . . }. The wavefunctions ' (r) and
'+(r) are the two lowest-lying eigenfunctions of Vext(r)
extending over both wells, with odd (-) and even (+)
parity, respectively. In view of the anticipated dynamics
with di↵erent occupation numbers in the two wells, it is
useful to define the symmetric and antisymmetric super-
positions '1,2(r) = [' (r) ± '+(r)]/
p
2, since they are
localized in the left or right well, respectively. With the
expansion (3) the action takes the form S = S0 + Sint,
with the noninteracting part,
S0 =
Z
dt
(
MX
i=1
[ ⇤i (i@t   "i) i]  J ( ⇤1 2 +  ⇤2 1)
)
,
(4)
and the interacting part
Sint =   12
Z
dt
MX
ijkl=1
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i (t) 
⇤
j (t) k(t) l(t), (5)
where the  1, 2 are the symmetric and antisymmetric su-
perpositions of the time-dependent fields  ±(t). In this
mode representation, the spatial dependence of the Bose
field  (r, t) is absorbed into the overlap integrals "i, J ,
and Uijkl, which are given by
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Z
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3where the bound-state functions 'i(r) may be chosen
real. Note that a bare Josephson coupling J exists only
between the two lowest modes '1(r), '2(r), localized in
the left or right well, while the modes with i   3 are trap
eigenmodes and extended over the entire trap. Without
loss of generality we may choose the zero of energy as
"1 = "2 = 0.
ForM !1 the representation Eqs. (4)–(9) in terms of
the single-particle trap eigenmodes is exact. Numerically,
the decomposition in Eq. (3) is analogous to a Galerkin
method. Replacing the space-dependence by summations
over eigenfunctions leads to a significant simplification of
the numerical initial-value problem when truncating the
decomposition at a finite value ofM . In this work we will
take M = 4, 6, depending on the form of the external
potential Vext(r), see section III.
B. Nonequilibrium e↵ective action
In this subsection, we are going to present the formal
derivation of the equations of motion in the Bogoliubov-
Hartree-Fock (BHF) approximation that describe the
condensate and its exchange with a cloud of noncon-
densed particles.
The Keldysh technique14 in path-integral
formulation15 is a particularly elegant tool for the
construction of self-consistent approximations via the
e↵ective action, where both the condensate amplitudes
 i = h ii and the fluctuations above the condensate,
  i, are treated on an equal footing.
For the general derivation of the one-particle irre-
ducible (1PI) e↵ective action, we will suppress the field
indices and instead work with a time-dependent field  
which can in principle carry arbitrary quantum numbers.
The bosonic fields should now be separated into fields on
the forward branch C1 of the Keldysh contour and fields
on the backward branch C2, such that we can express the
action as
SK [ C1 , 
⇤
C1 , C2 , 
⇤
C2 ] = S[ C1 , 
⇤
C1 ]  S[ C2 , ⇤C2 ].
(10)
From this action we obtain SK [ c, 
⇤
c , q, 
⇤
q ] by perform-
ing the Keldysh rotation according to
 C1 =
1p
2
( c +  q),  C2 =
1p
2
( c    q), (11)
where c stands for ”classical” and q for ”quantum”. This
nomenclature stems from the fact that neglecting fluc-
tuations, the field  c will obey the classical equations of
motion which follow from the corresponding classical ac-
tion. The “quantum” field  q is the so-called “response”
field describing all fluctuations (both classical and quan-
tum). In the simplest classical limit, it essentially corre-
sponds to a description of Gaussian white noise with zero
mean through the characteristic functional known from
probability theory.
Defining complex field spinors   = ( , ⇤)T and ex-
ternal sources j = (j, j⇤)T , the partition function will
be
Z[jc, jq] =
Z
D[ c, q]eiSK [ c, q ]ei
R
dt(j†q c+j
†
c q),
(12)
where we have also introduced Keldysh classical and
quantum components for the external sources. Taking
the logarithm of Z, we find the cumulant-generating func-
tional
W [jc, jq] =  i lnZ[jc, jq]. (13)
Di↵erentiation with respect to j gives the expectation
value of the field in the presence of external sources,
 c, q = h c, qi =  W
 j⇤q, c
. (14)
and we define   = ( , ⇤)T . By a Legendre transform16
to these new variables, we arrive at the 1PI e↵ective ac-
tion
 [ c, q] =W [jc, jq] 
Z
dt(j†q c + j
†
c q), (15)
which will be the main tool of our analysis, since it allows
for a rigorous derivation of self-consistent perturbation
theory. To this end, we finally decompose the field into
a finite average plus fluctuations according to
 c, q =  c, q +   c, q. (16)
Plugging this into Eq. (15), and using (12), the source
terms coupled to the averages   vanish, and we are left
with
ei [ c, q ] =
Z
D[  c,   q] exp
 
iSK [ c, q]
 
⇥ exp
(
 i
Z
dt
 ✓
  
  c
◆T
  c +
✓
  
  q
◆T
  q
!)
.
(17)
This path integral supplements the field averages by fluc-
tuation terms in a similar way to a Ginzburg-Landau ap-
proach. From it, one can easily generate the established
Bogoliubov-Hartree-Fock (BHF) approximation by keep-
ing only the quadratic fluctuations. In Appendix A, its
conserving properties, that is, conservation of energy and
particle number, are proved explicitly for the two-mode
model. As is well-known, the BHF approximation is not
gapless and violates the Hugenholtz-Pines theorem.
Variation of the e↵ective action with respect to  ⇤i q
results in a modified Gross-Pitaevskii equation (GPE),
which gives the evolution of the classical average  i c(t),
describing the condensate,
0 =
  
  ⇤i q
, (18)
4while the average of the quantum component has to van-
ish identically,
 i q(t) = 0. (19)
Since we would like to investigate the occupation dy-
namics including the fluctuations, we have to consider
the Keldysh Green functions as well, which we write as
GKij (t, t
0) =
✓
Gij(t, t
0) gij(t, t0)
 g⇤ij(t, t0)  G⇤ij(t, t0)
◆
=  i
✓h  i c(t)  ⇤j c(t0)i h  i c(t)  j c(t0)i
h  ⇤i c(t)  ⇤j c(t0)i h  ⇤i c(t)  j c(t0)i
◆
, (20)
where for the matrix elements we drop the Keldysh super-
script and explicitly keep the anomalous contributions,
designated by a lowercase g. Since  i q(t) = 0, in the
following we will simply write  i c(t) =  i. With these
definitions, in its most general form Eq. (18) will be given
by
0 = (i ij@t   hij) j  
Uijkl
2
[  ⇤j k l
+ i ⇤jgkl(t, t) + i kGjl(t, t) + i lGjk(t, t) ] ,
(21)
where hij represents the coe cients from the quadratic
part of the action, and repeated indices are summed
over. Without the contributions from the fluctuations,
this would be the standard GPE.
In order to determine the fluctuation Green functions,
we have to solve the respective Dyson equations,Z
dt¯  (t  t¯)
⇣
[GR0 ]
 1
ij (t) ⌃Rij(t)
⌘
GKjk(t¯, t
0) = 0,Z
dt¯  (t¯  t0)GKij (t, t¯)
⇣
[GA0 ]
 1
jk (t
0) ⌃Ajk(t0)
⌘
= 0,
(22)
self-consistently alongside Eq. (21). The inverse Green
functions and self-energies can be obtained from the sec-
ond derivatives of the e↵ective action,
[GR0 ]
 1
ij (t, t
0) ⌃Rij(t, t0) =
0@  2   ⇤i q(t)  j c(t0)  2   ⇤i q(t)  ⇤j c(t0)
 2 
  i q(t)  j c(t
0)
 2 
  i q(t)  
⇤
j c(t
0)
1A .
At Hartree-Fock level, the self-energies are local in time,
which leads to the temporal delta functions in (22). The
inverse Green functions are
[GR0 ]
 1
ij (t) =
✓
i ij@t   hij 0
0  i ij@t   hij
◆
, (23)
[GA0 ]
 1
ij (t) =
 
 i ij  @ t   hij 0
0 i ij
  
@ t   hij
!
, (24)
and the retarded and advanced self-energies read
⌃Rij(t) = ⌃
A
ij(t) =
✓
⌃ij(t)  ij(t)
 ⇤ij(t) ⌃ij(t)
◆
, (25)
where
⌃ij(t) = Uijkl [ 
⇤
k(t) l(t) + iGkl(t, t)] , (26)
 ij(t) =
Uijkl
2
[ k(t) l(t) + igkl(t, t)] . (27)
This set of self-consistent BHF equations for the field
averages and the Keldysh components of the Green func-
tions, Eqs. (21) and (22), can be solved in the equal-
time limit by combining the retarded and advanced
equations.17 Specifically, the upper left and right com-
ponents of the retarded Bogoliubov-matrix equation in
(22) are
0 = (i ij@t   hij   ⌃ij(t))Gjk(t, t0) +  ij(t)g⇤jk(t, t0),
0 = (i ij@t   hij   ⌃ij(t)) gjk(t, t0) +  ij(t)G⇤jk(t, t0),
(28)
respectively. Accordingly, the upper left and right com-
ponents of the advanced equation in (22) are
0 = ( i jk@t0   hjk   ⌃jk(t0))Gij(t, t0)   ⇤jk(t0)gij(t, t0),
0 = (i jk@t0   hjk   ⌃jk(t0)) gij(t, t0)   jk(t)Gij(t, t0).
(29)
Note the di↵ering time derivatives and arguments of the
self-energies. By subtracting the first of Eqs. (29) from
the first of Eqs. (28) and taking the equal-time limit, one
finds equations for the Gij(t, t). Similarly, by adding the
second of Eqs. (28) to the second of Eqs. (29), in the
equal-time limit one obtains equations for the anomalous
Green functions gij(t, t).
Further details of the derivation are exemplified in Ap-
pendix A for the two-mode case.
III. APPLICATION TO EXPERIMENTS
This section is divided into three parts. The first part
is dedicated to the quantitative calculation of the trap
and interaction parameters for the experiments of Albiez
et al.2 and LeBlanc et al.4, respectively. In the second
part, by scanning through realistic trap-parameter val-
ues, we demonstrate numerically that e cient damping
can occur only if the resonance condition for the Joseph-
son frequency !˜J and the broadened energy levels of the
incoherent excitations "˜m is fulfilled. The third and fi-
nal part contains our numerical results for experiments
with undamped2 and strongly damped4 Josephson oscil-
lations, respectively.
A. Realistic trap parameters and level
renormalization
We quantitatively analyze two classes experiments:
those of Albiez et al.2 as an exemplary observation of
undamped Josephson oscillations, hereafter referred to
as experiment (A), and those by LeBlanc et al.4 where
strong damping occurred, and which we will refer to
as experiment (B). Both experiments were performed in
double-well potentials, and the population imbalance z(t)
between the two wells was traced as a function of time.
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Figure 1: Bare (left) vs. mean-field-shifted (right) single-
particle energies of the trapping potentials VA(r) from Ref. [2]
(upper panels) and VB(r) from Ref. [4] (lower panels). The
first ten levels are shown. Thick lines indicate nearly degener-
ate state pairs. The right panels show the initial renormaliza-
tion of the levels due to the interaction (as = 98 a0, with a0
the Bohr radius). The solid (colored) lines in the right panels
are the ones used for the time-dependent numerical calcula-
tions (see text). The renormalized Josephson frequency !˜J ,
as extracted from the time evolution of z(t), is also shown for
each case.
While the experiments (A) are well described by an ef-
fective nonpolynomial Schro¨dinger equation,18 in the ex-
periments (B) the Fourier transform of z(t) exhibits two
or three frequencies in addition to damping,4 indicating
contributions from more than two modes.
In order to reduce the numerical e↵ort for the subse-
quent, time-dependent computations, one should select
those levels which participate significantly in the dynam-
ics. To this end, it is important to realize that both,
J U J 0 U 0 N
Albiez et al.2  1.0 0.40  0.002 0.0001 1150
LeBlanc et al.4  1.0 1.73  0.006 0.0001 4500
Table I: Hamiltonian matrix elements involving the only left-
and right-localized modes, and total particle number N for
the experiments (A) of Albiez et al. and (B) of LeBlanc et
al., respectively.
the single-particle level energies and the Josephson fre-
quency, are strongly renormalized by the interactions.
We calculate the level renormalizations within the BHF
approximation at the initial time t = 0. The bare (")
and the renormalized ("˜) single-particle levels are shown
in Fig. 1 for the experiments (A) and (B), respectively, for
the example that all particles are initially condensed in
the left potential well. It is seen that the interactions even
change the sequence of the trap levels. In particular, the
two low-lying left- or right-localized levels (↵ = 1, 2) are
shifted upward above the other renormalized levels. The
reason is that the two lowest-lying single-particle orbitals
are macroscopically occupied by the BEC atoms with
condensate population number N↵, so that the energy
for adding one additional particle in these levels is renor-
malized on the order of "˜↵ ⇡ "↵ +N↵U , with additional
contributions from the inter-level condensate interactions
U 0, J 0. Similarly, the excited single-particle levels are
renormalized predominantly by their interaction with the
condensates as "˜n ⇡ "n + NKn, n = 3, 4, 5, . . . , where
N = N1+N2 is the total condensate occupation number
and Kn substantially smaller than U . The interaction-
induced re-ordering of levels shown in Fig. 1 remains valid
as long as the ground-state occupations N↵, ↵ = 1, 2, are
substantial. As a side result, this level re-ordering justi-
fies the frequently used Bogoliubov approximation,6,7,19
where non-condensate amplitudes in the left- or right-
localized ground modes ↵ = 1, 2 are neglected, because
such fluctuations are energetically suppressed. Our cal-
culations show that di↵erent initial BEC population im-
balances z(0) do not significantly alter the renormalized
level schemes. In particular, we find that this remains
true for the time evolution in both experiments, (A) and
(B). Therefore, the initial level renormalization shown in
Fig. 1 may be used for selecting the relevant levels at all
times during the evolution, see subsection III C.
"3 "4 "5 "6 U3, U4 U5, U6 K3, K4 K5, K6 R↵3, R↵4 R↵5, R↵6 U
0
34 U
0
56 U
0
35, 36, 45, 46
Albiez et al.2 131.0 133.0 – – 0.075 – 0.055 – ±0.063 – 0.075 – –
LeBlanc et al.4 189.0 191.0 381.0 383.0 0.56 0.48 0.33 0.25 ±0.43 ±0.19 0.56 0.48 0.29
Table II: Model parameters involving at least one excited trap mode, n   3. Note that "4, 6 = "3, 5 + 2|J |.
The trap potentials of the two experiments (A) and (B)
have di↵erent shapes, VA(r) and VB(r), respectively, as
given in Appendix B. In order to develop a quantitative
description of the dynamics, we solve the (noninteract-
6E3 = 200
E3 = 300
E3 = 500
E3 = 1000
E3 = 200
E3 = 300
E3 = 500
E3 = 1000
Figure 2: Population imbalance z(t) (left panels) and total fraction of fluctuations  N(t)/N (right panels) for M = 3 modes
with N = 5000 particles, z(0) = 0.2, initial BEC phase di↵erence  ✓(0) = 0 and N3(0) = 0. In all plots, the parameters are
U = 1.0, U 0 = 0, J 0 =  0.05, U3 = 0.5 K3 = 0.1, R↵3 = 0.01, in units of |J |. "3 is varied and has values "3 = 200, 300, 500, 1000
(top to bottom), as indicated.
ing) Schro¨dinger equation with the potentials VA(r) and
VB(r) for the first ten single-particle trap wave functions
'i(r) and compute the matrix elements of the full Hamil-
tonian in the trap eigenbasis according to Eqs. (6)-(9).
The general interaction matrix elements Uijkl can be clas-
sified into intra-level interactions (U↵↵↵↵ ⌘ U , Unnnn ⌘
Un), density-density interactions between di↵erent lev-
els (U↵  ↵ ⌘ U 0, Unmmn ⌘ U 0nm, U↵mm↵ ⌘ Km) and
interaction-induced transitions between di↵erent levels
(U↵↵↵  ⌘ J 0, U↵↵↵m ⌘ R↵m). Here ↵,  = 1, 2, ↵ 6=  ,
denote the ground modes '1,2(r) localized in the left or
right potential well and n, m = 3, 4, 5, . . . the higher
trap levels. See Appendix B for details of the defini-
tions and calculations. The parameter values computed
for a 87Rb gas (scattering length as ⇡ 98 a0)12 in the
experimental setups (A) and (B) are listed in Tabs. I
and II. The bare Josephson coupling J turns out to be
approximately equal for both experiments, (A) and (B),
J ⇡  2⇡ ⇥ 0.16 Hz (see Eq. (8) and Appendix B). All
energies in this paper are given in units of |J |.
B. Resonant single-particle excitations
In this subsection, we establish that incoherent excita-
tions (fluctuations) out of the condensate are e ciently
created, and therefore that damping occurs, if the fre-
quency of the Josephson oscillations is in resonance with
one of the renormalized single-particle levels. The in-
teractions not only renormalize the single-particle levels,
but also the Josephson frequency, !J ! !˜J . Within the
two-mode model in the linear regime of Josephson oscil-
lations, it is given by1
!˜J = 2J
p
1 +NU/2J . (30)
In the general case of multiple modes and inter-mode
interactions it is, however, not possible to give an ana-
lytical expression. Therefore, we numerically evolve the
interacting system in time for a large number of oscilla-
tions, using the Keldysh equation-of-motion method pre-
sented in section II, and extract the renormalized Joseph-
son frequency !˜J from the Fourier spectrum of the time-
dependent BEC population imbalance z(t). To establish
the resonance condition for realistic experimental setups,
we consider an exemplary system of three modes with
typical parameter values for the experiments (A), (B),
given in the caption of Fig. 2, and vary the bare en-
ergy "3 of the third mode above the two lowest modes,
whose bare energy we set to "1 = "2 = 0. The cor-
responding time traces of the BEC population imbal-
ance z(t) = [N1(t)   N2(t)]/N and of the total frac-
tion of noncondensed particles  N(t)/N (fluctuations)
are shown in Fig. 2. For small and for large level spacings,
"3 = 200, 1000, essentially no fluctuations are generated
(right panels), and the Josephson oscillations remain un-
damped (left panels). However, for intermediate level
7spacings, "3 = 300, and more so for "3 = 500, we observe
e cient excitation of fluctuations at a characteristic time
⌧c, and at the same time scale the oscillations become de-
pleted and irregular, but remain reproducible.19 Inelas-
tic interactions between these incoherent excitations (not
taken into account at the BHF level of approximation)
will lead to rapid damping and eventual thermalization of
the Josephson oscillations, as shown in Ref. [7]. To deter-
mine the Josephson frequency of the interacting system,
!˜, we compute the magnitude spectrum of z(t) by fast
Fourier transform (FFT) of the time traces up to the
time ⌧c, i.e., before fluctuations are e ciently generated,
as shown in Fig. 3. !˜J is given by the position of the
pronounced peak in these spectra.
To analyze now the fluctuation excitation mechanism
quantitatively, the renormalized level "˜3 as well as the
time traces z(t),  N(t)/N are computed for a large num-
ber of bare "3 values, and the time-averaged fraction of
fluctuations, h N/Ni, is plotted as a function of the ratio
"˜3/!˜J , see Fig. 4. The figure clearly exhibits resonant be-
havior: The fluctuation fraction reaches a broad but pro-
nounced maximum when the renormalized level "˜3 and
the renormalized Josephson frequency !˜J coincide.
We note that this resonant fluctuation-creation mech-
anism is closely related to, but more general than the
dynamical mean-field instabilities reported in Refs. [20–
22]. It leads to the highly nonlinear, abrupt creation cre-
ation of fluctuations19 at the characteristic time ⌧c seen,
e.g., in Fig. 2, panels of the second row ("3 = 300). The
frequency !˜J acts like the frequency of an external driv-
ing field for the subsystem of non-condensate excitations
(fluctuations). However, in the present Josephson system
the driving is an intrinsic e↵ect, not an external one as
in Ref. [20]. Also, our approach is not restricted to the
two-mode scenario,21 but can be extended to any number
of modes involved. We have tested this for various sets
Figure 3: Magnitude spectrum (absolute value of the Fourier
transform) of the population imbalance z(t) for the parame-
ters given in Fig. 4 for "3 = 200 (solid line) and "3 = 300
(dashed line), N = 5000. The time interval of the FFT was
truncated at the onset of the fluctuation regime: for "3 = 300,
the time trace was cut at Jt = 0.04, whereas for "3 = 200,
the entire displayed interval was used.
E3 = 200
E3 = 300
E3 = 500
E3 = 1000
Figure 4: Time-averaged fraction of fluctuations as a func-
tion of the ratio of the e↵ective single-particle energy "˜3 and
the e↵ective Josephson frequency !˜J for two di↵erent parti-
cle numbers (the small, gray squares are for N = 1000, the
small, black circles are for N = 5000, corresponding to exper-
iments (A) and (B), respectively). The interaction parame-
ters are U = 1.0, U 0 = 0, J 0 =  0.05, U3 = 0.5, K3 = 0.1,
R↵3 = 0.01, and the initial conditions: initial population im-
balance z(0) = 0.2, initial phase di↵erence  ✓(0) = 0,M = 3,
and N3(0) = 0. The renormalized Josephson frequency is ex-
tracted from the Fourier transforms of z(t): !˜J ⇡ 1571 for
N = 5000, and !˜J ⇡ 315 for N = 1000. The time average
of the fluctuations was taken over the displayed time interval
for N = 5000, whereas for N = 1000 an interval of 5 times
that size was used. The thick dots represent the results for
the time traces of Fig. 2 for the corresponding values of "3,
as indicated in the figures.
of parameter values and system sizes.
Incoherent excitations will lead to rapid damping and
eventual thermalization of the system.7 In order to avoid
damping and to stabilize coherent motion, one needs to
tune the away from the resonance. One way of achieving
this is to change the particle number N : While the exci-
tation energies of the not macroscopically occupied levels,
"˜n, n   3, are not strongly a↵ected by N , !˜J depends
sensitively on N [c.f. Eq.(30)], so that the resonance con-
dition !˜J ⇡ "˜n (c.f. Fig. 4) may easily be avoided.
C. Comparison with experiments
We now examine how the experiments (A) and (B) fit
into the resonant-fluctuation-creation scenario described
above.
In Fig. 5 we give the results of our calculations for the
experimental setup (A) of Albiez et al.2 with the four rel-
N z(0) N1 N2 N3 N4 N5 N6
Albiez et al.2 1150 0.290 742 408 0 0 – –
LeBlanc et al.4 4500 0.116 2436 1914 75 75 0 0
Table III: Occupation numbers at time t = 0 used for the
numerical calculations.
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Figure 5: Population imbalance z(t) and relative fraction of
fluctuations  N(t)/N for the experiments (A).2 The experi-
mental data points (black dots) are taken from the reference.
The parameters and initial conditions for the calculations are
listed in Tabs. I – III.
evant modes shown in Fig. 1 in direct comparison with
the experimental data points. Note that there is no fit-
ting of parameters involved. We see that the agreement
with the experiment is very good regarding both the fre-
quency and the amplitude of the Josephson oscillations.
In particular, no damping is observed in the experiment
as well as in the calculation. The fraction of fluctuations
remains below 10 %, indicating that this experimental
setup is away from the resonance discussed in Fig. 4.
In Fig. 6 we display the corresponding calculations for
the experiment (B).4 We took six relevant modes into
account in our calculations, as explained in the discus-
sion of Fig. 1. For this experiment we assume a small
initial condensate occupation of the modes m = 3, 4, as
listed in Tab. III, because of the small excitation energy
of these modes (see Fig. 1) with regard to the larger inter-
action parameters of experiment (B). Here the agreement
with experiment is quantitatively not as good as for the
experiment (A).2 However, the theoretical calculation re-
produces the strong amplitude reduction of z(t) after a
short time of only t ⇡ 0.004 J in agreement with exper-
iment. At the same time, the calculation shows a fast
and e cient excitation of fluctuations, which set in at a
characteristic time scale7 of ⌧c ⇡ 0.0013 J and reach a
maximum amplitude of about  Nmax/N ⇡ 0.5 near the
time t ⇡ 0.0035 J . This indicates that this experimental
setup is in the resonant regime. Importantly, we find that
the e cient creation of fluctuations for the parameters of
experiment (B) is robust, independent of the small con-
densate occupation of the modes with m = 3, 4 as well
as the precise value of N .
The reason for the reduced quantitative agreement
with experiment can be understood from the behavior of
 0.2
0.0
0.2
z
0.0000 0.0025 0.0050
Jt
0.0
0.2
0.4
0.6
 N
/N
Figure 6: Population imbalance z(t) and relative fraction of
fluctuations  N(t)/N for the experiments (B).4 The experi-
mental data points (black dots) are taken from the reference.
The parameters and initial conditions for the calculations are
listed in Tabs. I – III.
the fluctuation fraction. As seen in Fig. 6, lower panel,
the departure of the theoretical results from the exper-
imental data points is significant for those times when
the non-condensate fraction  N(t)/N is large. A large
fraction of fluctuations means that the BHF approxima-
tion employed in the present work is not su cient, and
higher-order corrections should be taken into account.
They account for inelastic collisions of excitations and
will, therefore, lead to rapid damping,7 as observed in
experiment (B).4
IV. DISCUSSION AND CONCLUSION
We have considered Josephson oscillations of isolated,
atomic BECs trapped in double-well potentials and an-
alyzed the impact of fluctuations, i.e. out-of-condensate
particle excitations, on the dynamics of the oscillations
for the two specific experiments of Albiez et al. (A),2
and of LeBlanc et al. (B).4 While the first experiment
is well described by Gross-Pitaevskii dynamics,1 sug-
gesting a negligible role played by the fluctuations, the
latter experiment exhibits fast relaxation of the oscilla-
tions, which is not contained in the semiclassical Gross-
Pitaevskii description, even if multiple trap modes are
considered. One therefore expects a sizable number of
non-condensate excitations created in this experiment.
We identified a scenario for the resonant excitation of
fluctuations. It indicates that, whenever any of the renor-
malized trap levels is close to the e↵ective Josephson fre-
quency, this leads to resonant creation of fluctuations and
a departure from the Gross-Pitaevskii dynamics. The
9interaction-induced renormalization of both the trap lev-
els as well as the Josephson frequency is important for
this resonant e↵ect to occur. By numerical calculations
for the realistic model parameters, we showed that indeed
experiment (A) is o↵ resonance with only a small amount
of fluctuations created, while experiment (B) is operated
in the resonant regime and dominated by fluctuations.
This reconciles the qualitatively di↵erent behavior of the
two experiments. In another, more recent experiment5
the bare Josephson frequency !J was chosen smaller than
the trap level spacings (see Supplemental Information to
Ref. [5]), and the BJJ oscillation frequency was further
reduced by tuning the interaction U to become attrac-
tive. Thus, this experiment is in the o↵-resonant regime.
Indeed, it shows extended undamped oscillations. It is
well described by GPE dynamics alone5, as expected.
As a more general conclusion, for the design of
long-lived, coherent Josephson junctions it is essential
to ensure that none of the renormalized and possibly
interaction-broadened trap levels is on resonance with
the e↵ective Josephson frequency. This can be achieved
by either tuning the parameters of the trap or by ad-
justing the total number of particles. In this way, Bose-
Josephson junctions may serve as a device for studying
the departure from classicality due to quantum fluctua-
tions in a controlled way.
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APPENDIX A: TWO-MODE APPROXIMATION
To illustrate the details of the formalism, we present
here the derivation of the equations of motion for a two-
mode system where, however, the out-of-condensate fluc-
tuations are taken into account in each mode. In this re-
spect, the calculation goes beyond the two-mode model
studied at the semiclassical (Gross-Pitaevskii) level of ap-
proximation in Refs. [1,11]. For clarity of presentation,
we here discard the nonlocal (inter-mode) interaction
parameters. The important steps to be demonstrated
in this appendix carry over to the general case used to
describe the experiments (multi-mode, nonlocal interac-
tions) in a straightforward manner. For the scope of this
appendix, the action hence reads,
S = S0 +
2X
↵=1
Sint[ 
⇤
↵, ↵],
where
S0 =
Z
dt
"
2X
↵=1
 
 ⇤↵G
 1
0  ↵
   J ( ⇤1 2 +  ⇤2 1)
#
, (31)
and
Sint[ 
⇤, ] =  U2
Z
dt | |4 . (32)
Writing the corresponding Keldysh action explicitly, one
finds
SK [ c, q] =
Z
dt
⇢ 2X
↵=1
[  ⇤↵ q (i @t   ") ↵ c
+  ⇤↵ c (i @t   ") ↵ q ]  J
⇥
 ⇤1 q 2 c +  
⇤
1 c 2 q + c.c.
⇤
  U2
2X
↵=1
⇥
 ⇤↵ c 
⇤
↵ c ↵ c ↵ q +  
⇤
↵ q 
⇤
↵ q ↵ q ↵ c + c.c.
⇤ 
.
(33)
Performing the variation according to Eq. (18) yields the
modified Gross-Pitaevskii equation (GPE) as the saddle-
point equation of our action:
i@t 1 c = " 1 c + J 2 c +
U
2  
⇤
1 c 1 c 1 c
+ U2 ( 1 q 1 q 
⇤
1 c + 2 
⇤
1 q 1 q 1 c
+ 2h  1 c  ⇤1 ci 1 c + h  1 c  1 ci ⇤1 c
+ 2h  1 c  1 qi ⇤1 q + 2(h  1 c  ⇤1 qi+ c.c.) 1 q
+ 2h  1 q  ⇤1 qi 1 c + h  1 q  1 qi ⇤1 c).
(34)
Taking into account that  1 q =  ⇤1 q = 0, as well as the
fact that all Green functions of two quantum fields van-
ish because of the relation between (anti-) time-ordered,
greater and lesser Green functions, by letting  ↵ c =  ↵
we obtain the final form of our modified GPE as
i@t 1 = " 1 + J 2 +
U
2  
⇤
1 1 1,
+ U2 (h  1 c  1 ci ⇤1 + 2h  1 c  ⇤1 ci 1), (35)
which upon introduction of the fluctuation Green func-
tions reads
i@t 1 =("+
U
2  
⇤
1 1) 1 + J 2 + iU(G11  1 +
1
2 g11  
⇤
1).
(36)
The equation for the second field can be obtained by
substituting 2 1 and vice versa. Next we calculate the
second derivatives of the e↵ective action and find
 2 
  ⇤↵ q(t)  ↵ c(t)
= i@t   "  U ( ⇤↵ ↵ + iG↵↵) , (37)
 2 
  ⇤↵ q(t)  ⇤↵ c(t)
=  U2
 
  2↵ + ig↵↵
 
, (38)
whereas the o↵-diagonals in level space are simply
 2 
  ⇤1 q(t)  2 c(t)
=  J, (39)
 2 
  ⇤1 q(t)  ⇤2 c(t)
= 0. (40)
Now make the ansatz
 ↵ =
p
2N↵ e
i'↵ (41)
for the condensate fields. Subtracting Eq. (22) and the
corresponding advanced equation, and taking the upper
left component of the matrices in Bogoliubov space, one
finds, after performing the equal-time limit on the Green
functions G↵ (t, t0), that
i@tG11 +N1U(e
 2i'1g11 + c.c.) + J(G12  G21) = 0,
i@tG22 +N2U(e
 2i'2g22 + c.c.)  J(G12  G21) = 0,
(42)
where G↵  = G↵ (t) = G↵ (T = t, ⌧ = 0) depends only
on the average time T = (t+t0)/2 = t after taking t0 ! t.
The same holds for the anomalous Green functions.
Accordingly, adding Eq. (22) and the corresponding ad-
vanced equation, and taking the upper right component
in Bogoliubov space, one finds for the anomalous Green
functions, e.g.
i@tg↵↵   2("+ 2N↵U + iUG↵↵)g↵↵
  U  2N↵e2i'↵ + ig↵↵ G↵↵   2Jg12 = 0. (43)
The remaining equations are
i@tG12   U (2(N1  N2) + iG11   iG22)G12 + J(G11  G22)
+ U2 [ g
⇤
12( 1 1 + ig11) + g12( 
⇤
2 
⇤
2   ig⇤22) ] = 0,
(44)
and
i@tg12   2"g12 + U
X
↵
(2N↵ + iG↵↵)g12   J
X
↵
g↵↵
+ U2 [G
⇤
12( 1 1 + ig11) G12( ⇤2 ⇤2 + ig22)] = 0,
(45)
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together with the identities G21(t) =  G⇤12(t) and
g21(t) = g12(t).
With G↵↵ =  iF↵, where
F↵ = 2 N↵ + 1, (46)
one obtains for the total number of fluctuations
 N˙ =  N˙1 +  N˙2 =  
2X
↵=1
N↵U
2 (e
 2i'↵g↵↵ + c.c.). (47)
Defining the phase di↵erence of the two condensates as
 ' = '2   '1, from Eq. (36) one calculates
N˙1 = +2J
p
N1N2 sin '+
N1U
2 (e
 2i'1g11 + c.c.),
N˙2 =  2J
p
N1N2 sin '+
N2U
2 (e
 2i'2g22 + c.c.),
(48)
which resonates with the results from Ref. [1], with the
additional contributions from the fluctuations. It should
be noted here that J < 0 in our convention.
One clearly sees from (47) and (48) that the total par-
ticle number N is conserved,
@t
X
↵
(N↵ +  N↵) = N˙ = 0 . (49)
Similarly, by employing the dynamical equations (42),
(43) and (44), the total energy
E = 12
X
↵
(Ec↵ + E
q
↵) , (50)
with the condensate energy
Ec↵ = 2UN
2
↵ + 2UF↵N↵ +
U
4 (ig↵↵ 
⇤
↵ 
⇤
↵ + c.c.)
+ J ( ⇤1 2 + c.c.) ,
(51)
and the fluctuation energy
Eq↵ = UF↵ (2N↵ + F↵) +
U
2 g
⇤
11g11
+ U4 (ig↵↵ 
⇤
↵ 
⇤
↵ + c.c.) + iJ (G12  G⇤12) ,
(52)
may be shown to be conserved,
i@tE = 0. (53)
APPENDIX B: COMPUTATION OF TRAP
PARAMETERS
A. Diagonalization of trap potentials
The trap potential employed in experiment Ref. [2]
reads
VA(r) = m2
⇥
!2xx
2 + !2yy
2 + !2zz
2⇤+ V02 ⇥1 + cos   2⇡xd  ⇤ ,
(54)
with frequencies given in Ref. [2]. Since a Hamiltonian
with this potential is separable, the eigenfunctions are the
products of the eigenfunctions in each spatial dimension.
Hence, the diagonalization of the noninteracting trap sys-
tem reduces to three separate diagonalizations, which can
be performed by applying standard library methods (e.g.
Ref. [23]), yielding all eigenvalues and eigenfunctions of
the trap.
The confining potential of the experiment Ref. [4] is
more involved,
VB(r) = m
0
F ~
s
 (r)2 +
✓
µBgFBRF,?(r)
2~
◆2
+ m2 !
2
yy
2, (55)
where  (r) = !RF   |µBgFBS(r)/~|, see Ref. [4]) for de-
tails and the definition of the parameters. We use the
parameter values quoted there with   = 2⇡ ⇥ ( 0.4).
Since Eq. (55) is not separable along the spatial axes,
the Hamiltonian dimension is too large for direct numer-
ical diagonalization. In order to be as close to the actual
experiment as possible, we expressly do not approximate
Eq. (55) by an expression that would be easily accessible
numerically. Therefore, one has to resort to an algo-
rithm that can handle very large matrices. We employ
the Jacobi-Davidson algorithm.24,25 It is an iterative sub-
space method that iteratively returns the first few eigen-
values and eigenvectors of a high-dimensional problem.
Note that for the present analysis it is essential to in-
clude higher trap states. As examples of the results, the
wave functions of three di↵erent trap eigenstates for the
nonseparable potential, Eq. (55), are shown in Fig. 7.
B. Computation of the interaction parameters
For the experiments (A) and (B), many of the pa-
rameters of Eq. (9) turn out to be negligible, such
that, retaining only the significant parameters, the in-
teracting part of the action can be simplified to Sint =
  12 (Sloc + S12 + Smn + S↵m) , with
Sloc =
Z
dt
 
U
2X
↵=1
| ↵|4 +
MX
m=3
Um | m|4
!
, (56)
S12 =
Z
dt [ U 0 ( ⇤1 
⇤
1 2 2 + 2 
⇤
1 1 
⇤
2 2)
+ 2J 0 ( ⇤1 
⇤
1 1 2 +  
⇤
2 
⇤
2 2 1) + c.c. ] ,
(57)
Smn =
Z
dt
MX
m,n=3
m 6=n
1
2U
0
mn( 
⇤
m 
⇤
m n n + 2 
⇤
m m 
⇤
n n + c.c.),
(58)
S↵m =
Z
dt
2X
↵=1
MX
m=3
[ Km ( 
⇤
↵ 
⇤
↵ m m + 2 
⇤
↵ ↵ 
⇤
m m)
+ 2R↵m 
⇤
↵ 
⇤
↵ ↵ m + c.c. ] . (59)
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The parameters introduced in Eqs. (56) – (59) are de-
fined by
U = g˜
Z
d3r'4↵(r), ↵ = 1, 2 (60)
Um = g˜
Z
d3r'4m(r), m   3 (61)
U 0 = g˜
Z
d3r'21(r)'
2
2(r) (62)
J 0 = g˜
Z
d3r'31(r)'2(r) (63)
U 0mn = g˜
Z
d3r'2m(r)'
2
n(r), m, n   3 (64)
Km = g˜
Z
d3r'2↵(r)'
2
m(r), ↵ = 1, 2; m   3 (65)
R↵m = g˜
Z
d3r'3↵(r)'m(r), ↵ = 1, 2; m   3 (66)
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Figure 7: Spatial profiles of eigenfunctions of the trap potential Eq. (55), where the double-well is orianted along the z axis. Top
row: the symmetric state '+(r); middle row: the antisymmetric state ' (r); bottom row: the symmetric state corresponding
to the uppermost thick level in Fig. 1 for as = 0. The cuts shown are along the y   z plane for x = xmin = 1.56 µm (position
of the trap minimum), along the z x plane for y = 0, and along the x y plane for z = 0, respectively, as indicated. The color
or gray scale describes the wave function amplitude (arbitrary units). + ( ) signs indicate the regions of positive (negative)
extrema of the wave function. In the panels without sign change, the zero level of the wave function is represented by dark
blue (dark grey), while In the panels with sign change, the zero level is represented by light green (light grey). Some of the
trap equipotential lines are shown as white lines, providing a guide to the eye where the minima of the trap potential are
located. This solution was obtained with the Jacobi-Davidson algorithm for a spatial resolution of 64 grid points in each spatial
dimension.
