Datum
Vertical coordinate information is referenced to the North American Vertical Datum of 1988 (NAVD 88).
Horizontal coordinate information is referenced to the North American Datum of 1983 (NAD 83).
Altitude, as used in this report, refers to distance above the vertical datum. 
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Introduction
Information regarding the magnitude and frequency of floods is critical to engineers and planners for the design of bridges, culverts, and other structures near streams and rivers, as well as for flood insurance studies and flood-plain management. Commonly used estimates of flood magnitude are associated with the 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent annual exceedance probabilities (AEPs). Respectively, these AEPs correspond to flood flows occurring, on average, once every 2, 5, 10, 20, 50, 100, 200, and 500 years. These flood flows are estimates based on statistical probabilities or frequencies, and the recurrence intervals associated with each flood flow refer to the average number of years between the floods (Dinicola, 1996) . For example, the 100-year flood has a 1 in 100 chance (or 1 percent probability) that a flood of this magnitude will occur in any given year (table 1) .
Regression equations for estimating the magnitude and frequency of flood flows were last developed for Pennsylvania by the U.S. Geological Survey (USGS) using annual peakflow data generally through water year 1 2005 (Roland and Stuckey, 2008) . Flood events occurring in Pennsylvania since 2005, most notably the result of Hurricane Irene and Tropical Storm Lee in 2011, as well as advances in geospatially derived basin characteristics warranted updating the floodflow regression equations for Pennsylvania. The USGS, in cooperation with the Federal Emergency Management Agency (FEMA) and the Pennsylvania Department of Transportation (PADOT) developed updated regression equations to estimate flood flows associated with the 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent AEPs for ungaged streams in Pennsylvania not subject to substantial regulation, diversion, or mining activity. This report discusses the methodology used and presents the results of the regression analysis. In addition to the regression analysis, annual peak flow data at streamgages were examined for the presence of trends.
Purpose and Scope
This report presents the estimated magnitude of flood flows associated with the 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent AEPs for 356 streamflow gaging stations (referred to hereafter as streamgages) across Pennsylvania and surrounding states not subject to substantial flow regulation, diversion, or mining activity. The magnitude and frequency of flood flows at the streamgages were computed using the expected moments algorithm (EMA) methodology (England and others, 2018) , which fits a log-Pearson Type III (LP3) probability distribution curve to annual peak streamflow data. The streamgages included in the study had a minimum of 10 years of data through water year 2015. The report also documents a regional skew analysis, trends in annual peak streamflow data, and development of regional flood-flow regression equations from the relation of flood-flow and basin characteristic data. The resultant regression equations allow for the computation of flood flows at ungaged basins across Pennsylvania by means of select basin characteristics that are significantly correlated with streamflow. Estimates of floodflow magnitude and frequency for streamgages substantially affected by upstream regulation are also presented. The limitations of the study and uncertainties of the flood-flow estimates are also discussed.
Previous Studies
Regression equations used to predict flood frequencymagnitude relations for ungaged streams in Pennsylvania were first published by Flippo in 1977 and were updated by Flippo in 1982. The equations published in 1982 were evaluated by Ehlke and Reed (1999) based on a comparison between flood flows calculated from the regression equations and peak-flow data collected through the 1996 water year. Regression equations for estimating magnitude of flood flows in Pennsylvania for selected recurrence intervals were subsequently published in 2000 using data through the 1997 water year (Stuckey and Reed, 2000) and most recently in 2008 using annual peak streamflow data generally through water year 2005 (Roland and Stuckey, 2008) . Selected flood-flow statistics for streamgage locations in and near Pennsylvania using data collected through 2008 were reported by Stuckey and Roland (2011) .
Study Area
The study area for developing updated flood-flow regression equations for Pennsylvania includes the Commonwealth of Pennsylvania ( fig. 1 ) and parts of surrounding states where hydrologic unit code (HUC8) subwatersheds overlap state borders. According to the U.S. Census Bureau (2018), Pennsylvania has a total area of approximately 46,054 square miles (mi 2 ) with approximately 1,312 mi 2 of that area covered by perennial water. Pennsylvania has three major river basins and three smaller river basins containing more than 98,100 linear 2 ). According to the EPA ecosystems research website (https:// www.epa.gov/eco-research/ecoregion-download-files-stateregion-3#pane-36), ecoregions denote areas of general similarity in ecosystems and in the type, quality, and quantity of environmental resources; they are designed to serve as a spatial framework for the research, assessment, management, and monitoring of ecosystems and ecosystem components. Ecological regions can be identified through the analysis of the spatial patterns and the composition of biotic and abiotic phenomena that affect or reflect differences in ecosystem quality and integrity (Wiken, 1986; Omernik, 1987 Omernik, , 1995 . These phenomena include geology, physiography, vegetation, climate, soils, land use, wildlife, and hydrology. Explanations of the methods used to define the EPA's ecoregions are given in Gallant and others (1989) , Griffith and others (1994) , Omernik (1995) , and Woods and Omernik (1996) .
Streamgage Selection and Data Analysis
An initial list of 356 USGS streamgages was compiled to identify those that would be considered for analysis in the development of updated flood-flow regression equations for Pennsylvania. These streamgages were further evaluated based on considerations such as flow regulation, proximity to other streamgages, and period of record (the time when a streamgage is in operation). The streamflow data associated with a streamgage during its period of record is known as systematic data and the maximum instantaneous streamflow value recorded at a streamgage for an entire water year is known as the annual peak flow. The systematic annual peak flow data for all streamgages considered in the analysis were retrieved and carefully reviewed to assure the quality of the records.
Flow Data and Selection of Streamgages
The terms "peak flows" and "flood flows" may often be used interchangeably in common dialogue; however, within this report an attempt is made to maintain consistency regarding usage. The term "peak flow" is associated with an instantaneous peak measured at a streamgage that is associated with the water year in which it occurred. The term "flood flow" refers to a flood frequency magnitude computed for a site that is associated with an AEP or recurrence interval. In the context of this report, flood flows computed at streamgages using annual peak flow data will be referred to as "observed", whereas the flood flows computed from regression equations will be referred to as "predicted".
Initially, 356 active and discontinued streamgages were identified as potential unregulated candidate streamgages to have their respective streamflow and basin characteristic data incorporated into the analysis for the development of updated flood-flow regression equations (appendix 1). This initial selection was based on Pennsylvania streamgages (1) operating for a minimum of 10 years, with (2) drainage areas of less than approximately 1,500 mi 2 , and (3) having flow conditions not substantially affected by regulation, diversions, or mining. In the event of substantial regulation, diversion, or mining occurring within a basin during the period of record, only the period of record prior to the event was used in the analysis. Streamgages in neighboring states that have drainage basins partly in or near Pennsylvania and that meet the above criteria were also considered. Annual peak flow data were retrieved for these streamgages from the USGS National Water Information System (NWIS) website (https://waterdata.usgs.gov/ nwis) and carefully reviewed for completeness of record, evaluation of historic peaks, and qualification codes (https:// nwis.waterdata.usgs.gov/usa/nwis/pmcodes/help?output_for-mats_help). In addition to the review of annual peak flow data, the streamgages were further evaluated based on proximity to other streamgages and period of record. Streamgages located within the same watershed can produce similar hydrologic information and introduce bias if included in the regression analysis by overemphasizing, or placing greater weight, on a watershed with multiple streamgages. Streamgages on the same stream and within 0.33 to 3 times the size of another streamgage drainage area (Sloto and others, 2017) were considered to potentially have the same or similar hydrologic characteristics and were further evaluated. Generally, when these situations were identified, the streamgage with a longer period of record and (or) more current period of record was retained for inclusion in the regression analysis and the other streamgage was removed from the analysis. Based on these analyses and during the exploratory development of the regression equations, the initial list of 356 streamgages was reduced to 285 continuous 2 -and partial-record 3 streamgages on streams in Pennsylvania and surrounding states (New York, Ohio, Maryland, and West Virginia) that were used in the development of flood-flow regression equations for Pennsylvania ( fig. 3 ).
Trends in Annual Peak Streamflow Data
The annual maximum peak flows used in the LP3 flood-frequency analysis for the 356 unregulated streamgages considered for inclusion in the development of updated floodflow regression equations were analyzed to determine whether trends existed in their respective periods of record using a Mann-Kendall statistical test. The LP3 analysis assumes the peak-flow data are a reliable and representative time sample of random homogeneous events (England and others, 2018) . The results of the Mann-Kendall test (appendix 1) showed that 46 streamgages, or 13 percent, exhibited a significant trend at the 95-percent confidence interval ( fig. 4 ). Of those with a significant trend, 32 were positive, indicating annual peak flows were increasing over time, and 14 were negative, indicating annual peak flows were decreasing over time. The Kendall's tau mean absolute value for the streamgages with a significant trend was 0.31 (a value of 1 or -1 would indicate a perfect monotonically upward or downward trend, respectively) and the mean number of years of operation of the streamgages was 44 years. Generally, significant positive trends were found in the Delaware River Basin (88 percent of those streamgages with a significant trend were positive) and Susquehanna River Basin (70 percent of those streamgages with a significant trend were positive). There are a variety of factors that may be attributed to these trends, such as the length of time or period of record a streamgage was in operation, variations in precipitation over the streamgage period of record, and increased impervious surface or urbanization within the basin leading to additional stormwater entering receiving waterways instead of recharging groundwater. Owing to the lack of certainty regarding the cause of the significant trends, these streamgages were included in the exploratory regression analysis, and 38 were used in the development of the final regression equations. The topic of nonstationarity, particularly with regards to climate variability and change, is an active and ongoing area of study.
Flood Magnitude and Frequency at Streamgages
The magnitude of floods for selected AEPs at streamgaging stations can be estimated on the basis of statistical properties (or moments) associated with its annual peak flow record. The Interagency Advisory Committee on Water Data (1982) recommends fitting a LP3 distribution to the logarithms (base 10) of annual peak flows at a streamgage. This methodof-moments technique is commonly referred to as the Bulletin 17B (Interagency Advisory Committee on Water Data, 1982) method. By determining the mean, standard deviation, and skew of the log-transformed annual peak flow data, the following equation may be used to compute the magnitude of observed flood flow for a desired AEP:
where Q p is the flood magnitude at a selected exceedance probability p, X is the mean of the logarithms of the annual peak flows, K p is a factor based on the skew coefficient and the selected percent AEP, and S is the standard deviation of the logarithms of the annual peak flows.
At the time of this study, updates to Bulletin 17B were being documented in Bulletin 17C (England and others, 2018) . Although it maintains the moments-based approach of the Bulletin 17B procedures, the method outlined in Bulletin 17C employs the EMA procedure (Cohn and others, 1997) , which incorporates a generalized version of the Grubbs-Beck test for the detection of low outliers (Cohn and others, 2013) . EMA can accommodate interval peak flow data, which simplifies analysis of datasets containing censored observations, historical data, low outliers, and uncertain data points, while also providing enhanced confidence intervals for the estimated streamflows (Veilleux and others, 2014) . The EMA methodology outlined in Bulletin 17C has been incorporated into the USGS peak flow frequency analysis program, PeakFQ version 7.1 (Flynn and others, 2006; U.S. Geological Survey, 2014; Veilleux and others, 2014) and was used to compute observed flood flows for streamgages included in this study. Within the framework of EMA, flow intervals and perception thresholds are defined for each year in a streamgage's annual peak flow record. Flow intervals (defined with a lower and upper bound based on observations, written records, or physical evidence) are used to describe the knowledge of a peak flow value. For most peak flows during the systematic period of record, the default lower and upper bounds of the flow interval both equal the observed peak flow, and for most years when no information has been recorded, the default lower and upper bounds are zero and infinity, respectively. If there is uncertainty in a peak flow value, the lower and upper bounds of the flow interval may be set to a range of probable flows. Perception thresholds (lower and upper) identify the range of potentially measurable flood flows whose magnitude would have been measured had they occurred. Generally, for annual peak flows recorded during a streamgage's systematic period of record, the default range of perception thresholds is from zero to infinity. At some streamgages, flows can be determined only when water in the stream reaches a certain minimum measurable level. An example is a crest stage gage, which consists of a mounted vertical steel pipe that houses a measuring stick and granulated cork. Intake holes at the bottom of the pipe, along with a vent hole at the top, allow water to enter the pipe when it reaches a certain level; permitting peak events to be documented when the cork floats and sticks to the measuring stick. It is possible that in some years the water won't reach that minimum level, consequently the lower perception threshold is the flow associated with the minimum measurable water level. For this study, years with measurable discharge were assigned the default perception thresholds of zero to infinity and years when water did not reach the minimum level of measurement were generally assigned a lower perception threshold of either the flow associated with the minimum measurable water level or the lowest flow associated with the systematic annual peak flow record; upper thresholds were set to infinity. In some instances, historic peaks are a documented part of an annual peak flow record, that is, a peak flow associated with a major flood event occurring outside of the streamgage's systematic period of record. For the ungaged years between the historic and systematic peaks, the lower perception threshold is typically set to the minimum flow the analyst thinks would be measured if it had occurred and the upper threshold is set to infinity. The flow interval and perception thresholds that were incorporated into the EMA analysis for each streamgage included in this study are provided in a separate document (https://doi.org/10.5066/P9YHIU6G).
Occasionally, a site would have a documented historic peak gage height (record of flood height occurring outside of the systematic period of record) with no associated peak flow. In these instances, a peak flow was estimated based on a comparison to other peak gage height and associated flow values occurring at the site of interest. If no similar peak gage height values existed for comparison, a nearby gage having similar hydrologic properties and period of record was identified and a simple regression equation was developed using coincident annual peak flow values from the two sites. This equation was then used to estimate a peak flow for the site of interest. The estimated peak flow and recorded gage height were then compared to systematic peak flow and gage height data. If the estimated peak flow was generally in agreement with the systematic data, it was incorporated into the EMA analysis by estimating a flow interval for that year in the historical record and setting perception thresholds accordingly for the ungaged years between the historic and systematic peaks.
In some instances, documented peak flows occurred outside of the systematic period of record, and were categorized as an opportunistic peak flow. Opportunistic peaks were collected based on factors other than the exceedance of a perception threshold and thus were not treated as historic peaks. Furthermore, these flows are not truly random as their sampling properties are unknown. Consequently, opportunistic peaks were not included in the flood-frequency analyses because of the potential to bias the sample.
As indicated in the Bulletin 17C guidelines (England and others, 2018) and Mastin and others (2016) , flood frequency analyses commonly focus on larger floods. These floods typically have lower AEP probabilities and are near the upper end of the peak-flow distribution. When evaluating annual peak flows associated with a streamgage, attention is given to flows that are relatively lower, as they may be influential on the upper end of the peak-flow distribution. These flows are referred to as potentially influential low flows (PILFs). The Multiple Grubbs-Beck test (MGBT; Cohn and others, 2013) was an option within the PeakFQ software used to identify PILFs. Censoring of these data typically results in improved estimation of flood flows in the upper end of the frequency distribution. As recommended by Bulletin 17C guidelines, for instances when PILFs were identified by means of the MGBT, a careful analysis of the streamgage peak-flow data was conducted by applying local knowledge of the watershed and hydrologic considerations. This analysis was used to determine whether the use of the MGBT was appropriate for the identification of PILFs. In the rare instances when the MGBT was not used, the single Grubbs-Beck test (Grubbs and Beck, 1972) was used for low-outlier identification (Interagency Advisory Committee on Water Data, 1982).
Regional Skew Analysis
Skew is one of the three moments used to fit a LP3 frequency distribution to the data when estimating the magnitude of a flood flow for a given probability. Skew is sensitive to extreme peak flows in a station's period of record, particularly for streamgages with relatively short records. The skew value associated with a station's systematic peak flow record is referred to as the station skew. The Interagency Advisory Committee on Water Data (1982) states that a better estimate of skew can be obtained by combining the station skew with a regionalized value of skew (which incorporates information from surrounding streamgages) to determine a weighted skew. The purpose of the regionalized skew is to adjust the at-site station skew to better reflect regional and long-term conditions. In the past, the regionalized skew value could be obtained from a national map associated with the Bulletin 17B publication (International Advisory Committee on Water Data, 1982) that had an associated mean squared error (MSE) of 0.302. It is important to note that a national study to update the regionalized skew for Pennsylvania and surrounding states was underway at the same time as this study; however; the timing of the national study did not correspond with the need for an updated regionalized skew for Pennsylvania. Because of this, a separate regional skew analysis for Pennsylvania was conducted as part of this peak flow regression update, which resulted in an MSE of 0.181.
A total of 356 unregulated streamgages were initially considered for inclusion in the regional skew analysis. Most of these were Pennsylvania gaging stations, however out-ofstate streamgages from Maryland, New York, Ohio, and West Virginia that were included in previous regression reports were also considered. The initial list of streamgages was subsequently reduced to 123 when 233 streamgages did not meet the following criteria: (1) a minimum period of record of 35 years, (2) drainage basins having less than 10 percent urban land cover, and (3) drainage basins having less than 10 percent flow regulation. These criteria were based partly on regional skew studies associated with recent flood magnitude and frequency reports (Mastin and others, 2016; Curran and others, 2016) as well as the need to have representative streamgage coverage across the study area. The period of record is longer than the 10 years required for the computation of a flood-frequency estimate because the skew coefficient of the station skew is sensitive to extreme events and more accurate estimates can be obtained from streamgages with longer periods of record (Mastin and others, 2016) . From the subset of 123 streamgages, 8 additional streamgages were removed from the regional skew analysis because they were located on the same stream as another streamgage and within 0.33 to 3 times the drainage area; this was done to avoid redundancy of hydrologic information. As a result, 115 streamgages were used in the regional skew analysis for Pennsylvania.
A comparison of drainage areas was done to determine whether the subset of 115 streamgages selected for the skew analysis was representative of the larger dataset of 356 streamgages that could potentially be included in the regression analysis. Overall, the range in drainage areas found in the larger dataset of streamgages was generally represented in the subset of streamgages, although there were more streamgages with small drainage areas in the larger dataset. The median of the larger set of streamgages is 61.1 mi 2 , whereas the median for the subset used in the skew analysis is 153 mi 2 . Additionally, the lower bound in the range of drainage areas for the subset of streamgages was slightly higher than that of the larger dataset of streamgages. The 115 streamgages selected for the skew analysis were also evaluated for adequate spatial distribution. With the possible exception of the south-central and southwestern parts of Pennsylvania where streamgage coverage is sparse, the subset of streamgages provided adequate spatial representation.
Magnitude and frequency of flood flows were computed for the 115 streamgages selected for skew analysis using the EMA methodology with annual peak flow data through water year 2015 and utilizing the station skew option. The relation between station skew and select basin characteristics (drainage area, mean elevation, precipitation, percent carbonate, percent urban, percent forest, latitude and longitude) found to be important in previous studies when estimating flood frequencies for Pennsylvania or surrounding states was evaluated using an ordinary least squares regression analysis. This was done to determine whether the basin characteristics could be used as explanatory variables to describe the variation of at-site station skews across Pennsylvania; however, none of the basin characteristics were significant at the 95-percent confidence interval. Therefore, a constant statistical model utilizing the mean value of all at-site station skews, was used to determine a regional skew value for Pennsylvania and the associated MSE. Computed residuals (the difference between the observed and computed values) for each of the 115 sites were plotted spatially using a geographic information system (GIS) and visually inspected for bias. From this plot, a grouping of eight gages in New York, in the upper headwaters of the Susquehanna River basin, exhibited high residuals compared to the rest of the study area. Considering no other patterns in residuals were observed throughout the rest of the study area, and that Pennsylvania was the focus for the regional skew analysis, these eight New York sites were removed from the subset of streamgages for skew analysis. The constant statistical model was then recomputed with the remaining 107 gages, resulting in a regional skew of 0.350 and MSE of 0.181. The station skews were plotted spatially, and no consistent pattern or bias was observed ( fig. 5 ). The systematic period of record ranged from 36 to 113 years with a mean of 70 years; the historical period of record (which includes historic peaks outside of the systematic period of record) for the 107 gages, ranged from 36 to 128 years with a mean of 76 years. As a comparison, the MSE reported in Bulletin 17B for plate 1, which is a map of generalized skews across the United States, is 0.302 with a corresponding record length of 17 years (Griffis and Stedinger, 2007a) . The values from the constant statistical model for skew were subsequently used in the EMA flood frequency computations for the unregulated streamgages associated with this publication.
It should be noted that upon completion of the regression equation analysis, it was discovered that the annual peak flows for 01603500 Evitts Creek near Centerville, PA were incorrect in the NWIS-retrieved peak flow file. Thus, incorrect flood frequencies were computed for 01603500 and incorporated into the regional skew and regression analyses. To determine the impact the incorrect peak flow file for streamgage 01603500 had on the regional skew analysis, the corrected flood frequency results for 01603500 were incorporated into a revised skew analysis. The results of this analysis lowered the regional skew slightly from 0.350 to 0.343 and the MSE from 0.181 to 0.178. Based on this information, a check was performed to determine the impact the results of the revised skew analysis (incorporating the corrected flood frequency results for 01603500) had on a subset of streamgages that were included in the development of the flood-flow regression equations. Flood frequency estimates were computed for 119 streamgages (using the weighted skew option) with Figure 5 . U.S. Geological Survey streamgaging stations used in development of regional skew for Pennsylvania.
a regional skew value of 0.350 (MSE of 0.181) and with a regional skew value of 0.343 (MSE of 0.178). A subsequent comparison of the 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent AEPs indicated there was less than 1 percent difference in flood-flow estimates for all 119 streamgages. Because the difference in skew value and the impact to flood-frequency estimates was minimal, and the regression analysis had already been completed at the time the error was discovered, this change was not incorporated into the updated regression analysis. However, the information reported in appendixes 1 and 2 associated with streamgage 01603500 reflects the correct peak flow file.
Observed Flood-flow Computations
The observed flood-flow computations utilized annual peak flow data through the 2015 water year and incorporated the skew from the Pennsylvania regional skew analysis. The resultant observed flood flows computed by means of the EMA methodology were subsequently used in the development of the regression equations for selected AEPs. The observed flood flows, with their 95-percent confidence limits, are provided in appendix 2. Flood-frequency estimates for streamgages located outside of Pennsylvania are reported for informational purposes and are not intended to supersede state-specific sources of flood-frequency information.
When comparing updated flood flows to those previously published, in addition to the updated regional skew analysis, it is important to keep in mind the period of record of annual peak flows being used for the flood-frequency computation. That is, flood flows computed and used in the previous development of regression equations in Pennsylvania (Roland and Stuckey, 2008) used annual peak flow data generally through water year 2005; whereas, the flood flows computed for this study used annual peak flow data through water year 2015, if available. Incorporating an additional 10 years of annual peak flow data into the flood-frequency computations can have a substantial impact on the magnitude of flood flows, particularly for streamgages with shorter periods of record. Additionally, the methodology used in the computation of previously published flood flows was based on Bulletin 17B; whereas, the EMA methodology presented in Bulletin 17C was used to compute flood flows associated with this study. As previously discussed, the EMA incorporates the use of perception thresholds and flow intervals to help define flow values for each year in the streamgage's period of record. If there was uncertainty or limited information regarding a peak flow value, flow intervals and perception thresholds were set accordingly based on available data. Additionally, EMA incorporates a generalized MGBT for identifying potentially low outliers, which, with few exceptions, was selected for floodfrequency computations associated with this study.
Flood flow frequencies for regulated streamgages were computed using the EMA as described above, with the exception of using station skews rather than weighted skews. The skewness of annual peaks at regulated streamgages can differ substantially from the skewness at unregulated streamgages, and the regional skew used to determine the weighted skew would not be representative of those observed at regulated streamgages. The LP3 curve was evaluated closely for each regulated streamgage for fit to the observed peaks. Because many flood-control reservoirs are designed to control the 1-percent AEP and the runoff associated with the event, flood frequencies at regulated streamgages were not computed for AEPs greater in magnitude than the 1-percent AEP.
Basin and Climate Characteristics
Multiple basin and climate characteristics thought to affect streamflow were compiled for streamgages being considered for the development of updated regional regression equations. These characteristics were used as potential explanatory variables as they related to the observed floodflow magnitudes (based on annual peak streamflow data at streamgages) to develop regression equations for estimating predicted flood flows. These variables, broadly characterized by land use, land cover, geology, terrain, and climate, were compiled from various GIS sources. The use of GIS-derived basin and climate characteristics in the development of regression equations results in improved consistency and reproducibility by utilizing a defined georeferenced drainage basin boundary for each streamgage included in the analysis. These GIS-derived drainage basins are then used with various basin and climate variables to extract basin-specific datasets, which are readable by the regression software programs. The basin and climate characteristics evaluated in the exploratory regression analysis are presented in table 2. 
Soil Survey Staff, Natural
Resources Conservation Service Score Hydgrp is a code A,B,C,D,A/D,B/D,C/D which was converted into a 1-4 score 3 to be averaged by watershed. This was handled using the method outlined by Schwarz and Alexander (1995) .
Mean population density U.S. Census Bureau (2010) Falcone (2016) Population/square mile Population/area calculation based on weighted-area average Homer and others (2015) Percent Percent of basin area 1 Drainage classes were determined under different moisture conditions (dry and wet) and assigned numeric values (0 or 1) based on their classification: excessively drained=0, somewhat excessively drained=0, well drained=0, moderately well drained=0, somewhat poorly drained=1, poorly drained=1, very poorly drained=1. Based on these values, a weighted-area average percent was computed over a basin providing an estimate of percentage of poorly drained soils.
2 Drainage classes were determined under different moisture conditions (dry and wet) and assigned numeric values (1-7) based on their classification: excessively drained=1, somewhat excessively drained=2, well drained=3, moderately well drained=4, somewhat poorly drained=5, poorly drained=6, very poorly drained=7. Based on these values, a weighted-area average (score) was computed over a basin.
3
The character codes defined in the STATSGO component file were converted into numeric codes according to Bill Battaglin's methods (C. Price, written commun., April 17, 2017). The coding transformations were A=1 (high infiltration, deep soils, well drained to excessively drained sands and gravels), B=2 (moderate infiltration rates, deep and moderately deep, moderately well and well drained soils with moderately coarse textures), C=3 (slow infiltration rates, soils with layers impeding downward movement of water, or soils with moderately fine or fine textures), D=4 (very slow infiltration rates, soils are clayey, have a high water table, or are shallow to an impervious layer). Mixture codes A/D, B/D, and C/D were assigned the value 4. Miscellaneous areas labeled as Dumps and Gullied Land were assigned the value 2.5, if the hydgrp value was missing. Areas denoted as Pits, Rock Outcrops, Terrace Escarpments, and Urban Land with missing hydgrp codes were assigned a value of 4.
Development of Regression Equations
Regression equations for the estimation of flood flows at ungaged streams in Pennsylvania were developed using observed flood magnitude and frequency estimates computed for select streamgages across the State as well as in neighboring states. Basin and climate characteristics were compiled for the drainage basins upstream from the streamgages, and regression techniques were utilized to relate the updated flood magnitude and frequency estimates (the dependent or response variable) to the basin and climate characteristics (the independent or explanatory variables) to produce regression equations. These equations can be used to compute flood flows by means of applicable basin and climate characteristics for selected AEPs for streams where no gaging-station data are available.
Regression Analysis and Regionalization
The observed flood frequencies at 294 streamgages were related to basin and climate characteristics using exploratory weighted least squares (WLS) and generalized least squares (GLS) regression techniques. To form a near-linear relation between the flood flows and basin characteristics, all independent and dependent variables were log-transformed prior to regression analysis. Because some basin characteristics are represented by percentages (for example, percent carbonate), they can have a value of zero, which would result in an error in the regression model output. To prevent this potential error from occurring, a value of 0.1 was added to all percentages of the basin characteristic before the log transformation. The flood frequencies were weighted using the following expression for the exploratory WLS regression techniques:
where Q WLS i is the flood magnitude at a selected exceedance probability for streamgage i used in the exploratory WLS regression analysis weighted by its respective number of years of record of annual peak flow; Q i is the flood magnitude at a selected exceedance probability for streamgage i used in the exploratory regression analysis not weighted by its respective number of years of record of annual peak flow; Y i is the number of years of record used in the computation of flood magnitude at a selected exceedance probability at streamgage i; S is the total number of streamgages considered in the exploratory analysis; and Y T is the total number of years of record used in the computation of flood magnitudes at a selected exceedance probability for all streamgages considered in the exploratory analysis.
Exploratory WLS regression iterations were performed using the statistical software package Spotfire S+ (TIBCO Software Inc., 2008) and final GLS regressions were performed using the USGS software package Weighted-Multiple-Linear Regression Program (WREG; Eng and others, 2009) version 2.02 (Farmer, 2017) . Default values for the correlation-smoothing function as defined within WREG version 2.02 for each region (alpha, α, equal to 0.002 and theta, θ, equal to 0.98) were used with the exception of regions 4 and 5. Region 4 used a θ value equal to 0.97, and region 5 used an α equal to 0.004 and θ equal to 0.97. Based on visual interpretation, these adjustments to α and θ resulted in a better fit of the curve to the data points. Regression diagnostics used to evaluate potential regression equations during exploratory analysis included graphical relations, multicollinearity (correlation of coefficients and variance inflation factor), predicted residual error sum of squares (PRESS) statistic, standard error of prediction, coefficient of determination (R 2 ), residuals, and Cook's distance (Cook's D) (Helsel and Hirsch, 2002) .
Exploratory analysis was done using WLS regression techniques and a preliminary statewide regression equation was developed. Residuals (the difference between observed and predicted flood frequencies) were plotted against HUCs, ecoregions, 1-percent AEP yields, and previously published flood-flow regions defined for Pennsylvania. From this analysis it was apparent the State needed to be regionalized, and five new flood-flow regions were developed based on ecoregions and HUC8 boundaries. HUC8 boundaries were followed wherever possible to avoid dividing flood-flow regions. However, it was necessary to divide several HUC8 polygons into different flood-flow regions where hydrologic and physiographic properties differed. In those instances, care was taken to ensure that basins with drainage areas within the range that were used to develop the regression equations were not split, so predicted flood flows would remain consistent. Exploratory regressions developed using these new regions were compared to exploratory regressions developed using previously published regions as well as statewide regressions using the PRESS statistic, R 2 , standard error of prediction, and residual plots. The newly developed exploratory regressions based on the EPA Level III ecoregions performed better in all comparisons; as a result, the five new flood-flow regions ( fig. 6 ) were used to develop new regression equations in WREG using GLS regression techniques. All explanatory variables were significant at the 95-percent confidence level for at least one of the AEPs. Residuals from the newly defined regions were plotted and evaluated for any bias within each region; no pattern or bias was observed within the regions. Each set of regression equations for a region was constrained to contain the same explanatory variables to ensure the predicted flood flows uniformly increased as the AEP decreased. Nine streamgages were removed from the initial list of 294 streamgages during exploratory analysis because of questionable data, The resultant basin-characteristic variables and coefficients, along with model diagnostics, are shown in table 3. The regression model took the following form in log units:
Or, in arithmetic space
where log is log to base 10; Q reg i is the regional regression predicted floodflow estimate for a given AEP at site i, in cubic feet per second; A is the intercept (estimated by GLS); DA is drainage area of the basin, in square miles; ME is maximum basin elevation, in feet; C is basin underlain by carbonate bedrock, in percent; St is storage in the basin, in percent; Sl is mean basin slope, in degrees ; and b, c, d, e, are explanatory variable coefficients of and f regression estimated by GLS
The flood-flow regional regression equations were evaluated for fit, sensitivity, overall bias, and monotonic relation between frequency and magnitude. Residuals for the 1-percent AEP were plotted spatially and the Nash-Sutcliffe efficiency (NSE) value was computed between the two datasets. Particular attention was paid to region 5 because of the low number of streamgages used to develop the regression equations. No major issues were found with any of the equations. The mean NSE value computed for the regional 1-percent AEP regression equations was 0.90; NSE values ranged from 0.85 for region 4 to 0.93 for regions 1 and 2.
Example Using a Flood-flow Regression Equation.
Example 1. Calculate the 1-percent AEP flood flow for USGS streamgage 01516350, Tioga River near Mansfield, Pennsylvania, which is located in the northeastern part of Pennsylvania at latitude 41 o 47'49" and longitude 77 o 04'50". The drainage area is 153 mi 2 and the maximum basin elevation is 2,446 feet. The basin is unaffected by substantial regulation, diversion, or mining. From figure 7 and the latitude and longitude, the site is in flood-flow region 1. 
1.
Using coefficients from
Comparison to Previous Flood-flow Regression Equations
A comparison was done between results from the current (2019) flood-flow regression equations and the previous regressions equations (Roland and Stuckey, 2008) with respect to percent differences between predicted flood-flow magnitudes associated with the 50-, 20-, 10-, 2-, 1-, and 0.2-percent AEPs for streamgages included in both analyses. The comparison excluded the 4-and 0.5-percent AEPs, as the previous regression equations did not include these flood-flow probabilities. Statewide, the mean and median differences between the current and past regression equations ranged from -2 percent (for both the mean and median) for the 50-percent AEP to 2 percent and 5 percent, respectively, for the 0.2-percent AEP (table 4). The median percent differences for the 1-percent AEP are shown in figure 12 . Overall, the largest percent differences are found in flood-flow region 5. Within flood-flow region 2, a grouping of negative percent differences is found in the southwestern part of the State that correspond to the previous flood-flow region 4, which indicates the current regression equations provide flood-flow estimates of the 1-percent AEP that are uniformly lower than the previous regression Figure 11 . Flood-flow region 5 in Pennsylvania. Table 3 . Regression coefficients for use with flood-flow regression equations for Pennsylvania streams and model diagnostics.
[AEP, annual exceedance probability; Intercept, y-axis intercept of regression equation; Drainage area, drainage area of basin, in square miles; Maximum basin elevation, maximum elevation in the basin in feet; Percent storage, percentage of lakes, ponds, and wetlands in the basin; Percent carbonate bedrock, percentage of basin underlain by carbonate bedrock; Mean basin slope, average slope of the drainage basin, in degrees; t ( α / 2, n-p) , critical value from Student's t distribution for the 95-percent probability with n-p degrees of freedom where n is the number of sites used in the regression equation and p is the number of variables plus 1; --, not a variable in regression equation for this flood-flow region] Flood-flow region 2 Mean -7 -2 -6 -8 -9 -10 -10
Median -9 -3 -10 -12 -12 -11 -9
Flood-flow region 3
Mean 1 -9 -5 -2 4 7 11
Median 1 -11 -6 -2 6 7 9
Flood-flow region 4 estimates. The regression equations developed for the previous flood-flow region 4 used the fewest number of streamgages and had the highest standard error of prediction.
Uncertainty in the Regression Equations
When using regression equations to provide an estimate of flood flow at an ungaged site, it is important to understand the uncertainty associated with the estimate. This uncertainty is represented by the prediction interval, or the range of values within a specific confidence interval, within which the true value exists (Helsel and Hirsch, 2002) . For example, for the 1-percent AEP flood, there is 95-percent confidence that the true value for that flood is within the minimum and maximum values of the 95-percent prediction interval. The following equations show how to compute the 95-percent prediction intervals for a flood-flow value estimated from regression equations.
where Q reg i is the regional regression flood-flow estimate (in log base 10 units) for a given AEP at site i; PI U i , PI L i are the upper and lower prediction interval confidence limits, respectively, for site i; t (α/2, n-p) is Student's t with a specified alpha (α) level and n-p degrees of freedom, where n is the number of sites used in the regression equation and p is the number of explanatory variables plus 1.0 (values are listed in table 3); and AVP reg is the average variance of prediction (in log base 10 units) for a given AEP (values are listed in table 3) .
Specific to the variance of prediction, it is important to note that when applying equations 5 and 6 to ungaged sites and sites not used in the development of the regression equations, the average variance of prediction (AVP) value is used. However, when applying the equations to streamgages used in the development of the regression equations, the site-specific variance of prediction, as reported in appendix 2, is used in place of the AVP.
Accuracy and Limitations of Regression Equations
Regression equations are statistical models that utilize basin characteristics to estimate or predict flood flows for select AEPs. Certain coditions can limit the application of the regression equations presented in this report. Predicted streamflow for basins with basin characteristics outside the ranges of those used to develop the regression equations may yield results inconsistent with the reported uncertainties shown in table 3. A summary of the range of all the variables is presented in table 5. It is worth noting that flood-flow region 4 in the southeastern part of the State has a maximum drainage area of 512 mi 2 ; basins with drainage areas greater than 512 mi 2 in flood-flow region 4 are not valid for use with the regression equations. Additionally, when applying the regression equations to estimate flood magnitude and frequency, it is important to maintain the same source of basin-characteristic data that was used in the development of the equations; otherwise, the predicted flood flows may not be valid. A description of the basin and climate characteristics incorporated into this study, as well as the source of the data, is provided in table 2. Impervious land cover associated with urbanization can increase the peak flows over similar areas lacking impervious land cover. Although streamgages in region 4 contained basins with increased percentages of urbanization, the median percent urban land cover for each region was less than 5 percent. None of the regional regression equations presented in this study contain a variable for percentage of urban development or impervious land cover, and as a result, effects from these variables may not be captured.
The regression equations should not be used to predict flood flows if streamflow at the site of interest is substantially affected by an upstream flood-control reservoir. The streamflow-gaging stations that were excluded from the regression analysis because of substantial upstream regulation are listed in appendix 3 with observed flood flows for specified recurrence intervals. The 500-year recurrence flow is not listed in the appendix because the storage capacity for some floodcontrol reservoirs may not be sufficient to store all the runoff associated with the 500-year flood event. The accuracy of a regression model can be measured by how well the predicted flood-flow values represent the observed flood-flow values. This can be visualized in a plot of the observed values against the predicted values from the regression models for the 1-percent AEP ( fig. 13 ). Other metrics of model fit generated for the GLS analysis by WREG include the pseudo-coefficient of determination (pseudo-R 2 ; Griffis and Stedinger, 2007b) and the average standard error of prediction (table 3) . As discussed by Zarriello (2017) and Painter and others (2017) , the pseudo-R 2 value is based on the variability of the dependent variable (flood flow) as determined by the regression after removing the effect of time sampling error. The pseudo-R 2 is similar to the standard regression coefficient of determination (R 2 ) in that the closer the value is to 1.0, the better the model fit and the greater the amount of variance that is explained by the regression. The pseudo-R 2 values for the updated regression equations ranged from 87.4 percent for the 50-percent AEP in region 4 to 97.6 percent for the 50-percent AEP in region 2, with values specific to the 1-percent AEP ranging from 90.3 to 94.8 percent across all flood-flow regions. The standard error of prediction is derived from the sum of the model error and the sampling error, and provides an estimate of reliability of the predicted flood flows (Helsel and Hirsch, 2002) . Lower standard error of prediction values equate to less spread (or dispersion) of predicted values around the true value. The standard error of prediction for the flood-flow regression equations ranged from 25.2 percent for the 50-percent AEP in region 1 to 46.1 percent for the 0.2-percent AEP in region 2. The standard errors of prediction for the 1-percent AEP ranged from 31.5 to 40.1 percent across all flood-flow regions. Approximately two-thirds of the estimates obtained from the equations for ungaged sites will have errors less than the noted standard error of prediction (Ries and Dillow, 2006 Observed 1-percent annual exceedance probability streamflow, in cubic feet per second Predicted 1-percent annual exceedance probability streamflow, in cubic feet per second A B Figure 13 . Comparison of the computed streamflows for the 1-percent annual exceedance probability using observed peak-flow data at streamgages and predicted data from the regional regression equations for the five flood-flow regions in Pennsylvania. Observed 1-percent annual exceedance probability streamflow, in cubic feet per second Predicted 1-percent annual exceedance probability streamflow, in cubic feet per second Figure 13 . Comparison of the computed streamflows for the 1-percent annual exceedance probability using observed peak-flow data at streamgages and predicted data from the regional regression equations for the five flood-flow regions in Pennsylvania. Observed 1-percent annual exceedance probability streamflow, in cubic feet per second Predicted 1-percent annual exceedance probability streamflow, in cubic feet per second E Figure 13 . Comparison of the computed streamflows for the 1-percent annual exceedance probability using observed peak-flow data at streamgages and predicted data from the regional regression equations for the five flood-flow regions in Pennsylvania. A, Region 1; B, Region 2; C, Region 3; D, Region 4; and E, Region 5.-Continued
Computation of Weighted Flood-flow Estimates, Variances, and Confidence Limits at Gaged Sites
A weighted flood-flow estimate can be computed using the variance of independent estimates (observed and predicted), which results in reduced uncertainty. Bulletin 17C (England and others, 2018) describes a weighting method in which the observed at-site EMA and predicted regression estimates are weighted inversely proportional to their respective independent variances. The weighting equation is shown below (all variables in log 10 units).
where Q wtd i is the weighted flood-flow estimate for a given AEP at site i, Q site i is the observed at-site EMA flood-flow estimate for a given AEP at site i, V reg i is the variance of the regional regression estimate for a given AEP at site i, Q reg i is the predicted regional regression floodflow estimate for a given AEP at site i, and V site i is the variance of the at-site EMA estimate for a given AEP at site i.
) can be computed from the variances of each flood-flow estimate (all variables are in log 10 units):
As shown below, a weighted variance (V wtd i
have been determined (eqs. 7 and 8), the 95-percent confidence interval (95-percent_CI) can be computed using the following equations:
Once Q wtd i and V
95-percent_CI
where t (α/2, n-p) is Student's t with a specified alpha (α) level and n-p degrees of freedom, where n is the number of sites used in the regional regression equation and p is the number of explanatory variables plus 1.0 (values are listed in table 3) .
As noted by Zarriello (2017) , the variables needed to calculate equations 7 and 8 are obtained directly from output from PeakFQ (ver. 7.1) and WREG (ver. 2.02) for sites used in the regional regression model. WREG computes a variance of prediction for each streamgage used in the regional regression analysis that is used for V reg i . For unregulated streamgages not used in the development of regional regression equations but having sufficient data for computation of at-site AEP flows, the AVP for the regression (table 3) can be substituted for V reg i to compute a weighted estimate of AEP flows for the site. Weighted estimates of AEP flows, variances, and confidence limits are reported in appendix 2.
Example of Weighting a Flood-flow Estimate with Observed and Predicted Values
Estimating Flood Flows at Ungaged Sites Near a Streamgage
For unregulated streams, if the site of interest is at an ungaged location, but near a streamgage on the same stream having at least 10 years of record, a more accurate estimate of flood flow can be obtained by including the at-site flood frequency information from the streamgage, as opposed to using just the regional regression equation (Ries, 2007) . This section outlines the weighting procedure assuming the ungaged site is within 0.5 to 1.5 times the drainage area of the streamgage. The first step is to obtain the streamgage-based estimate for the ungaged site, Q (u) g , based on flow per unit area using the equation
A u is the drainage area of the ungaged site, A g is the drainage area of the streamgage on the same stream as the ungaged site, b
is the exponent of the drainage area variable in the regional regression equation (table 3) , and Q (g) wtd is the weighted estimate of flood flow for the desired AEP at the streamgage.
The next step involves computing the weighted floodflow estimate for the ungaged site, Q (u) wtd , using the result from equation 11 and the following equation. As noted in Ries (2007) and Mastin (2016) , this weighting algorithm gives full weight to the regression estimates when applied to ungaged locations 0.5 or 1.5 times the drainage area of the gaging station and increasing weight to the gaging station-based estimates as the drainage area ratio approaches 1. The weighting procedure should not be applied when the drainage area of the ungaged site is less than 0.5 or greater than 1.5 times the drainage area of the gaging station. 
where │DA│ is the absolute value of the difference between the drainage areas of the streamgage and ungaged site, and Q (u) reg is the predicted flood-flow estimate for the ungaged site computed with the updated regional regression equations for the desired AEP.
General Guidelines for the Estimation of Magnitude and Frequency of Flood Flows
Methods for estimating the magnitude and frequency of flood flows for unregulated Pennsylvania streams depend on the data available for the site of interest. The methods are presented in this section include • If a streamgage exists at the site of interest and has 10 or more years of record, techniques described in Bulletin 17C (England and others, 2018) should be used to compute at-site flood-flow estimates for the desired AEP flood quantile. It is generally recommended (particularly for streamgages having shorter periods of record) that the at-site estimates be combined with flood-flow estimates predicted from regional regression equations, to compute a weighted average.
• If the site of interest is ungaged and within 0.5 to 1.5 times the drainage area of a nearby streamgage located on the same unregulated stream, flood-flow estimates should be computed for the site using the regional regression equations. Flood-flow estimates should also be computed for the nearby streamgage. These estimates should then be used (along with the respective drainage areas of the site of interest and the nearby streamgage) to compute a drainage-area ratio weighted flood-flow estimate (utilizing eqs. 11 and 12) for the site of interest.
• If the site of interest is ungaged and there are no nearby streamgages on the same unregulated stream, regional regression equations based on basin characteristics may be used to estimate flood flow for the desired AEP flood quantile.
The USGS StreamStats web application (https://water. usgs.gov/osw/streamstats) contains flood-flow estimates for many streamgages across Pennsylvania and the Nation. The regional regression equations developed for Pennsylvania (2019) will be incorporated into StreamStats (along with supporting basin characteristic datasets) to facilitate computations at ungaged locations. For more information on StreamStats see Ries and others (2017) .
Summary
A study was conducted by the U.S. Geological Survey, in cooperation with the Pennsylvania Department of Transportation and the Federal Emergency Management Agency to compute updated flood-frequency estimates for streamgages in and near the borders of Pennsylvania and to develop flood-flow regression equations for unregulated Pennsylvania streams.
Flood-flow statistics are crucial for the design of bridges and flood-control structures, floodplain management, and hazard preparedness to help minimize damages associated with flooding. Accessible methods that produce estimates of the frequency and magnitude of floods are important to engineers and planners working on such projects.
Sites initially selected for this study consisted of 356 active and discontinued continuous-and partial-record streamgages minimally impacted by flow regulation, diversion, and mining activity. Streamgages included in this study were also required to have a minimum of 10 years of annual peak flow record through water year 2015. After careful review of annual peak flow data and completion of a redundancy analysis, the number of streamgages selected for inclusion in the regression analysis was reduced to 285, although flood-frequency statistics were computed and reported for all 356 streamgages. Trends in annual peak flow data for all 356 streamgages were also included in the analysis.
A regional skew analysis was also included as part of this study. Skew is an important statistical measure used to fit a log-Pearson Type III frequency distribution to the data when estimating the magnitude of a flood flow for a given probability. In the past, the regionalized skew value could be obtained from a national map associated with the Bulletin 17B publication (Interagency Advisory Committee on Water Data, 1982) that had an associated mean squared error (MSE) of 0.302. For this study, a regional skew value was developed for Pennsylvania that had an MSE of 0.181. The updated regional skew value was incorporated into the expected moments algorithm methodology to estimate flood-frequency statistics at unregulated streamgages included in this study.
Regression equations were developed to estimate floodflows for the 50-, 20-, 10-, 4-, 2-, 1-, 0.5-, and 0.2-percent annual exceedance probabilities (which correspond to the 2-, 5-, 10-, 25-, 50-, 100-, 200-, and 500-year recurrenceintervals, respectively) for five flood-flow regions in Pennsylvania. The following basin characteristics were significant at the 95-percent confidence level for one or more regression equations: drainage area, maximum basin elevation, mean basin slope, percent storage, and the percentage of carbonate bedrock within a basin. The standard errors of prediction for the flood-flow regression equations ranged from 25.2 percent for the 50-percent annual exceedance probability (AEP) in region 1 to 46.1 percent for the 0.2-percent AEP in region 2. The standard errors of prediction for the 1-percent AEP ranged from 31.5 to 40.1 percent across all flood-flow regions. To minimize temporal bias that may be associated with a station, a weighting method is presented that incorporates the observed, as well as the predicted, flood flows into a weightedaverage flood-frequency streamflow estimate.
Certain conditions can limit the application of the regression equations presented in this report. The equations should not be used if the site of interest has a contributing drainage area or basin characteristics outside of the ranges used to develop the regression equations, as they may not yield valid predicted streamflow estimates. The regression equations should not be used to predict flood-flow frequency statistics if streamflow at the site of interest is substantially affected by upstream flood-control regulation, diversion, or mining. Estimates of flood-flow magnitude for streamgages substantially affected by upstream regulation are also presented in this report.
Appendixes 1, 2, and 3, available online as Excel files at https://doi.org/10.3133/sir20195094
