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Abstract
The Advanced GAmma Tracking Array, AGATA, is a European project aimed at con­
structing a next-generation gamma-ray spectrometer for nuclear structure studies. The 
completed array will consist of a 47r shell of 180 highly segmented HPGe detectors ar­
ranged into 60 triple clusters. The array will be instrumented with state of the art digital 
electronics, and will apply Pulse Shape Analysis (PSA) and Gamma-Ray Tracking (GRT) 
algorithms to achieve high efficiency while maintaining the excellent peak-to-total ratio of 
current escape-suppressed spectrometers.
Vital to the successful application of PSA is the establishment of a pulse shape database 
describing the signal shape produced by interactions at each point in the detectors volume. 
Electric field simulations have been developed within the AGATA collaboration to provide 
this signal basis but it is necessary that they are tested against experimental measurements.
Characterisation measurements were performed on asymmetric AGATA capsule C001 
using the Liverpool scanning system and state-of-the-art digital electronics. A highly colli­
mated beam of 662keV gamma rays was scanned across the detector and single and coin­
cident trigger modes were used to measure the response due to gamma rays interacting at 
precisely determined points within the detector.
These signals were then compared with signals produced by the electric field simulations 
Multi Geometry Simulation (MGS) and JAVA AGATA Signal Simulation (JASS) and an 
assessment made of their performance. Position resolutions of 7.8mm and 8.4mm have 
been measured when performing PSA with MGS and JASS respectively. These values are 
larger than expected and an attempt has been made to understand the reasons for this. In 
addition, measurements have been carried out to assess the electronics response function of 
the detector and associated electronics.
The results of these characterisation measurements will be used by the AGATA col- 
lab oar ation to refine the online PSA and GRT algorithms used with the array.
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Chapter 1
Introduction
The atomic nucleus is a complex, mesoscopic, femtoscale (10-15m) system of interacting 
fermions. A particular nucleus can be defined by the number of protons, Z, and neutrons, 
N, it contains. The stability of a nucleus depends, primarily, on the balance between the 
repulsive Coulomb force and the attractive nuclear forces. Within certain constraints, such 
as conservation of baryon number, if a nucleus can reduce its total relativistic potential 
energy by undergoing a decay, it will do so with some finite probability [RN95].
Modern nuclear physics seeks to describe the nature of the nuclear forces and understand 
what structures arise as a result of the interplay between them [HGH+04]. The key questions 
which must be addressed to advance this goal include [UK 07]:
• What are the limits of nuclear existence? What are the heaviest elements we can 
make and where do the neutron- and proton-drip lines lie?
• Do new forms of collective motion occur far from the valley of nuclear stability?
• Are there new forms of nuclear matter in very loosely bound nuclear systems?
• Do the symmetries seen in near-stable nuclei appear far from stability and do we 
observe new symmetries?
• How are the elements and isotopes found in the Universe formed? Where are the sites 
of the r-process of nucleosynthesis? What are the reaction rates of key exotic nuclei 
in the hot CNO cycles and rp-processes?
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The synthesis of exotic nuclei far from the valley of beta stability and the spectroscopy 
of the gamma rays emitted as they decay to their ground state has long been, and remains, 
one of the key experimental methods that can be used to investigate these questions.
1.1 Gamma-ray Spectroscopy
When a nucleus is created, either by the decay of another nucleus or by some nuclear 
reaction, it is generally in an excited state. Such a nucleus will release excess angular 
momentum and approach its ground state through the release of gamma rays. Spectroscopy 
of gamma rays is an important tool for establishing the nature of nuclear states, measuring 
energy, lifetime [NSS79], angular distribution [Kra87], and linear polarisation [Jon02], tells 
us about the excitation energy, transition probability, spin and parity of the nuclear state.
Nuclear physics accelerator facilities produce beams of nuclei which can be focused onto 
a target at the centre of an array of radiation detectors. The beam species, beam energy 
and target is chosen so as to optimise the rate of the particular nuclear reaction that is 
to be investigated. The decay of nuclear states populated by the reaction is then carefully 
studied using a gamma-ray spectrometer coupled to appropriate ancillary detectors e.g. 
silicon detectors for charged particle identification.
Over the last few decades, developments in accelerators for nuclear physics have involved 
the establishment of a number of Radioactive Ion-Beam (RIB) facilities which allow us to 
produce and investigate nuclei with more extreme masses and neutron to proton ratios than 
ever before. In Europe, fragmentation facilities such as the SIS/FRS at GSI in Darmstadt, 
Germany, produce such beams at intermediate to high energies while online isotope sepa­
ration (ISOL) facilities such as SPIRAL at GANIL in Caen, Prance, and REX-ISOLDE at 
CERN in Geneva, Switzerland, produce beams at intermediate to low energies. As such, 
these different types of facility provide complimentary sources of information on nuclear 
structure. In addition several new RIB facilities, such as FAIR at GSI, SPIRAL2 at GANIL 
and HIE-ISOLDE at CERN, are in development that promise to provide even more exotic, 
high-intensity beams.
Projects such as The Advanced GAmma Tracking Array, AGATA [Sim06] in Europe and 
The Gamma-Ray Energy Tracking Array, GRETA [DLV+ 99] in the USA are now under way 
to produce a new generation of gamma-ray spectrometer by achieving a complete 47t shell
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of high-purity germanium (HPGe) detectors. When completed, these devices will provide 
the sensitivity to weak gamma-ray signals required to fully exploit this new generation RIB 
facilities.
Both AGATA and GRETA are currently in the final stages of deploying their demonstra­
tion phases. The AGATA Demonstrator, being assembled in INFN Legnaro, Italy, consists 
of five AGATA cryostats each containing 3 individual crystals. GRETINA, which is being 
assembled in LBNL, Berkeley, California, consists of seven cryostats each containing four 
crystals.
1.2 Properties of Gamma-ray Spectrometers
In order to understand the development in gamma-ray detection technology over recent 
decades, and to understand the motivation for the development of new arrays like AGATA 
and GRETA, we must first consider the properties that make a good spectrometer.
1.2.1 Efficiency
The efficiency [VKLL01] of a detector, the fraction of gamma rays it can detect, can be 
measured in a number of ways. The intrinsic efficiency, cint, is the fraction of gamma 
rays incident upon the detector that interact in it. The absolute efficiency, is the fraction 
of gamma rays emitted from a source that deposit some energy in the detector; for an 
isotropic source, this can be related geometrically to the intrinsic efficiency by the solid 
angle subtended by the detector from the source (O),
^int ^abs
47T
~n (i.i)
In gamma-ray spectroscopy measurements, the important measure of efficiency is the 
number of gamma rays that deposit their full energy in a detector, this is known as the 
photo-peak efficiency, epv.
The absolute efficiency depends strongly on gamma-ray energy and source to detector 
distance, this means if the efficiency of two detectors is to be compared there must be an 
agreed measurement scenario. The relative efficiency, defined as the photo-peak efficiency 
for 1332.5 keV gamma rays when the detector is 25cm from a point 60Co source, divided by
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the efficiency for a 1 inch cube Sodium Iodide detector in the same situation, is often used 
as a standard efficiency measure for this purpose.
To improve the efficiency of a detector array more or larger detector elements can be 
used to increase the amount of material with which gamma rays can interact. Alternatively 
detectors can be constructed from a material with higher atomic number which increases 
the stopping power for gamma rays due to the increased density of electrons with which 
gamma rays may interact.
1.2.2 Energy Resolution
Simply detecting the presence of a gamma ray is not enough to yield valuable information 
on a nucleus. A precise measure of the gamma ray’s energy not only provides information 
on the excitation energy of a nuclear state but also allows different gamma rays to be 
distinguished in order to study other properties. Energy resolution is typically measured as 
the full width of a peak when it is at half of its maximum height (FWHM).
For nuclei produced in-beam at an accelerator facility, the contributions to energy res­
olution can be divided into two classes, those pertaining to the intrinsic energy resolution 
of the detector and those that result from the fact that the nuclei are not at rest in the lab 
frame. HPGe detectors have the best intrinsic energy resolution of any detector type for 
nuclear spectroscopy, the factors contributing to this will be discussed in Chapter 2.
The energy resolution component due to the nuclear recoil velocity comes about due to 
the apparent shift in energy of a gamma ray depending on whether the source is moving 
toward or away from an observer. The measured energy of a gamma-ray is given by,
vT^
(L2)
where j3 is the recoil velocity as a fraction of the speed of light, and 0 is the angle 
between the emitted gamma ray and the direction of motion of the nucleus. The finite 
opening angle of detectors, and the uncertainty on the direction of motion of the recoil, 
lead to uncertainty in 0, differentiating Equation 1.2 with respect to 0 gives an expression 
for the uncertainty introduced by this effect, Equation 1.3.
AEj
My
_^in9_Ae
1 — ficosO
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An additional source of uncertainty is the loss of energy of the nucleus as it moves 
through the target material, this leads to uncertainty in (3 which in turn produces uncer­
tainty in the corrected energy.
The combination of all these uncertainties leads to the total energy resolution of the 
array [BS96]:
AEto,al = + + AElns + Ai4,) 5 (1.4)
where Eopen, Eang and Evei represent contributions from the intrinsic detector 
resolution, the opening angle of detectors, the opening angle of the recoil cone and the 
uncertainty in velocity, respectively.
AEint can be optimised by improving the noise characteristics of the detector and as­
sociated electronics, but there is a fundamental limit imposed by the uncertainties involved 
in charge production within the detector (see Chapter 2).
AEang and AEvei are dependent on the choice of beam and target used in the experiment 
and so cannot be improved by changes to spectrometer used to measure the gamma ray. 
Ancillary detectors can help to reduce AEang if they are used to measure the trajectory of 
the outgoing reaction products
The remaining contribution, AEopen, is a function of the position sensitivity of the 
gamma-ray spectrometer. The more precise the determination of the position of a gamma- 
ray interaction, the smaller the effective opening angle and hence the smaller the contribu­
tion to the energy resolution. This thesis aims to contribute towards improving the position 
sensitivity through the use of Pulse Shape Analysis (see Section 1.3.2).
1.2.3 Resolving Power
It is convenient to consider a single parameter, Resolving Power, that provides a measure 
of the total sensitivity of an array after all factors have been considered, Equation 1.5 is a 
commonly used definition [BS96].
(1.5)
where AE^tal is the FWHM resolution of the gamma rays in the spectrum, PT is the 
ratio of counts in the peaks to counts in the background of the spectrum (peak-to-total)
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and SEry is the average separation energy of the gamma rays being studied. As SE1 is 
independent of the properties of the detector system, any attempt to improve the resolving 
power must focus on improving the energy resolution and peak-to-total.
Increasing the peak-to-total ratio can be achieved by either detecting more photopealc 
events using more or larger detectors, by rejecting more of the background using Compton 
Suppression (Section 1.2.4), or by employing gamma-ray tracking (Section 1.3.3).
The energy resolution can be reduced to some degree by improving the intrinsic detector 
resolution however, in most nuclear physics experiments, the majority contribution is due 
to Doppler broadening. Increasing the granularity of the array i.e. using more, smaller, 
detector elements allows a more precise determination of the angle, 0, and hence an improved 
correction for Doppler effects. In traditional arrays however, this is in conflict with the desire 
to increase the number of full energy events and so a compromise must be made.
The final factor we need to consider is related to both the detector and the nature of 
the nucleus being studied. The gamma-ray multiplicity is defined as the number of gamma 
rays emitted from a nucleus in order to reach its ground state. A related quantity, the 
detector fold, is the number of gamma rays detected in the spectrometer array. When 
analysing data from a nuclear physics experiment, a common technique involves gating on 
a particular gamma ray and seeing what other gamma rays were detected at the same time. 
Multiple successive gates can be applied to a data set, each one of which selectively reduces 
the number of nuclei contributing to a spectrum but increases the peak-to-total ratio. The 
total number of gates applied in an analysis is known as the coincidence fold, ultimately 
the process of applying successive gates reaches a statistical limit where there are no longer 
clear peaks in the spectrum on which to gate. This limit can be extended, and hence the 
achievable peak-to-total improved, by increasing the photopeak efficiency of an array.
1.2.4 Spectrometers of the Past and Present
Since the Compton-suppressed, high resolution array, TESSAO [SSS88], there has been a 
steady improvement in the resolving power of gamma-ray spectrometers [Lee99], [ES08].
TESSAO, Figure 1.1, was the first array to improve the peak to total ratio by adding a 
Compton Suppression Shield to each detector crystal, this is a high efficiency, scintillation 
detector (Sodium Iodide (Nal(Tl)) in the case of TESSAO) which covers the back and sides
10
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Figure 1.1: TESSAO side view [ES08] (left), showing the four Ge(Li) detectors surrounded by Nal(Tl) 
escape suppression shields. The detectors are arranged around the target position with lead shields to 
prevent gamma rays from directly triggering the escape suppression shields. A single Gammasphere 
detector module [Lee99] (right), showing a single HPGe detector and BGO escape suppression 
shields. The full Gammasphere array contains 110 of these modules arranged in a complete 47t shell 
around the target position.
of each crystal. The shield is operated in anti-coincidence with the detector so that any 
gamma ray which deposits part of its energy in the crystal before scattering out will likely 
be detected in the shield and the interaction is vetoed. This approach produces a large 
reduction in the background count rate and hence improves the peak-to-total ratio.
Later arrays improved on TESSAO by increasing the number of detector crystals and 
hence the total solid angle subtended by the array and the total efficiency [NGT85]. The 
Nal(Tl) suppression shields were replaced with the higher efficiency scintillator, Bismuth 
Germanate (BGO) which allowed for thinner shields and hence more room for additional 
Germanium crystals. Today’s most powerful completed array is Gammasphere [Lee90], 
currently at Argonne National Lab, Illinois. It consists of 110 HPGe detectors equipped 
with BGO suppression shields and has a photopeak efficiency of « 9% for 1 MeV gamma 
rays, Figure 1.1.
Figure 1.2 [Sim05] shows the sensitivity of selected gamma-ray detector arrays in terms 
of the smallest fraction of the reaction channel that can be observed as a function of spin. 
Selected nuclear structure phenomena that have been revealed as sensitivity has increased
11
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Figure 1.2: Plot showing the development of gamma-ray spectrometers over the last few decades 
[Sim05] from early Nal scintillators to recently proposed 47T gamma-ray tracking arrays. The sensi­
tivity of selected arrays is shown in terms of the smallest fraction of the reaction channel that can 
be observed as a function of spin. Each major increase in detector sensitivity has revealed new types 
of nuclear structure phenomena.
are indicated. It is hoped that the improvement provided by the development of AGATA 
and GRETA will reveal further new and interesting physics.
However, improvement upon the latest Compton suppressed arrays requires a new ap­
proach. The peak-to-total ratio they provide is excellent but further improvements in 
efficiency are restricted by the fraction of the solid angle covered by the suppression shields. 
Larger germanium crystals could be used, thereby increasing the fraction of events de­
positing their full energy in a crystal. However this would reduce the granularity, thereby 
increasing the uncertainty in Q and the probability of more than one gamma ray being 
counted in a single detector.
12
Figure 1.3: An AGATA triple cluster containing three AGATA crystals in a common cryostat, 
preamplifier electronics, liquid nitrogen Dewar and support structure (left) and the layout of the 
complete AGATA shell of HPGe crystals (right).
1.3 AGATA
1.3.1 Design and Goals
The AGATA collaboration seeks to improve on the efficiency of existing arrays by achieving 
a complete, 47r shell of HPGe detectors, while maintaining the peak-to-total ratio of current 
state-of-the-art arrays. It will achieve this by using highly segmented detectors to improve 
the granularity and then tracking gamma-ray paths through the array so that the incident 
energy and angle can be recovered from photons which interact in more than one detector 
element.
The AGATA design consists of 180 coaxial n-type HPGe detectors mounted in 60 triple 
clusters [WHB+10], Figure 1.3. In order to allow complete tessellation of the spherical 
surface, three different, asymmetric, hexagonal profiles are used for the crystals, Figure I.4.
During detector manufacture, which is carried out by Canberra France, poly-crystalline 
Germanium is melted then purified by zone refining before the single crystal is grown from a 
seed using the Czochralski technique [KR90]. The outer contact of each detector is produced 
by boron implantation and electrically segmented into 6 sectors and 6 rings resulting in 36
13
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Figure 1.4: The front profile of the three AGATA crystal shapes, red, green and blue. The fourth 
figure shows the side profile, with the positions of the outer contact boundaries shown. The contact 
depths for rings 1 to 6 are 8, 13, 15, 18, 18, 18mm respectively, the diameter of the circular profile 
at the back is 80mm for all crystal shapes. [AAA+11]
effective detector elements in each crystal. The central contact has a diameter of 10mm 
and is produced by lithium drifting [ES08]. The contacted, HPGe crystal [Figure 1.5) is 
then encapsulated in an aluminium casing, and provided to the AGATA collaboration for 
assembly into a cryostat. The figure also shows the labelling convention for the detector 
segments. The sectors are labelled A-F and the rings 1-6, giving each segment a unique 
combination of letter and number.
1.3.2 Pulse Shape Analysis
Although each AGATA crystal is highly segmented, with the proposed completed array 
containing 6480 individual detector elements, the granularity is not sufficient to achieve the
14
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A
Figure 1.5: An AGATA crystal, aluminium capsule, and high voltage and readout connectors. The 
outer contact is electrically segmented into 6 rings (Rl-6) and six sectors (A-F), producing a total 
of 36 detector elements per crystal.
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position sensitivity required for gamma-ray tracking (Section 1.3.3). In order to achieve 
the required granularity, AGATA will exploit the dependence on the gamma-ray interaction 
position of the signal shape produced by the detector, a technique known as Pulse Shape 
Analysis, PSA.
In order to implement PSA, there must first be a method of storing the signal shapes, 
this is accomplished in AGATA using state-of-the-art digitisers with a 100MHz sampling 
rate and Mbit dynamic range. Once signals have been recorded there are a number of ways 
to extract information on the position of interaction.
The simplest approaches rely on the definition of parameters relating to the rise time of 
charge signals in the detector and the magnitude of signals induced in neighbour segments 
[Kro96], [DNB+05]. This approach is tried and tested however it is limited by the inability 
to process events with coincident interaction in more than one detector segment. This 
limitation arises due to the inability to deconvolve the signals induced on segments due to 
the different interactions.
An alternative approach is to construct a pulse-shape database which stores theoretically 
determined pulse shapes for a grid of interaction positions within the detector. Observed 
detector signals are then compared with those in the database and the interaction is judged 
to have occurred at the point with the best matching database signal. This method has the 
advantage of being able to process multiple interactions by comparing observed signals with 
a superposition of those from multiple different points in the database, and is the approach 
that will be adopted by AGATA [Gor03] and GRETA [VetOO].
1.3.3 Gamma-ray Tracking
As discussed earlier, AGATA is intended to improve upon the efficiency of the current 
generation of arrays while still maintaining the excellent peak-to-total ratio provided by 
Compton suppression. With sufficiently accurate determination of interaction positions, 
this is possible using Gamma Ray Tracking, GRT. When a series of interactions occur in the 
array, the positions will be tested against the restricted kinematics of Compton Scattering 
(see Equation 2.5) and the most probable scatter paths will be identified. This allows the 
identification of interactions resulting from a single gamma ray to be grouped and then the 
total energy and initial position of interaction identified.
16
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Figure 1.6: Simulated gamma-ray spectra showing the energy deposited in AGATA by the decay 
of a rotational band with gamma-ray multiplicity 30 and a recoil velocity of 50% v/c. Spectra are 
shown with a Doppler correction using the crystal position only (top), the segment position (centre), 
and full gamma-ray tracking using the MGT forward tracking algorithm (bottom). The blue box 
highlights the improvement in resolution for a single transition.
There are a number of algorithms being developed to implement online GRT includ­
ing forward tracking [LHK+04], back tracking [LHK+04] and deterministic annealing filter 
(DAP) [DDLM10]. Figure 1.6 shows the effect on a gamma-ray spectrum of applying GRT. 
The spectra are produced from simulated data representing the decay of a rotational band 
with multiplicity 30 and a recoil velocity of 50% v/c. The Doppler correction has been 
performed using only the crystal positions (top), the segment positions (centre), and full 
GRT using a forward tracking algorithm (bottom). The fully tracked spectrum shows the
17
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excellent peak-to-total ratio that is maintained even at such high recoil velocities, allowing 
transitions up to 3 MeV to be clearly distinguished.
Application of tracking algorithms to such simulated data with normally randomised 
positions suggest that accurate tracking can be performed if interaction positions can be 
located to within 5mm FWHM (2.1mm standard deviation).
1.4 AGATA Performance
The unprecedented performance of AGATA will be such that the array will be able to 
exploit a wide range of different experimental conditions. In order to achieve the maximum 
scientific benefit it will moved between European labs and coupled to a range of ancillary 
detectors, thereby allowing the widest possible range of nuclear reactions to be investigated. 
The completed 47T array will have an unprecedented photopeak efficiency of 50% for 1 MeV 
gamma rays.
The initial demonstrator phase of AGATA is currently taking place at the stable beam 
facility in Legnaro National Lab, Italy. Five AGATA triple clusters are currently in place 
at the target position of the PRISMA magnetic spectrometer and experiments are ongoing 
with the dual purpose of exploring new physics and developing the hardware and soft­
ware components of AGATA itself. While the Demonstrator phase has a lower photopealc 
efficiency of 6.7% it still represents a powerful instrument in its own right.
Figure 1.7 shows simulated spectra produced by the emission of 1 MeV gamma rays from 
90Zr nuclei with an energy of ^350 MeV (FWHM = 35 MeV). The Doppler correction has 
been performed by combining the recoil trajectory information from the PRISMA spectrom­
eter with the interaction position of the gamma rays found using CLARA [GNdA+03] (red, 
green) and using the AGATA Demonstrator positioned at 14cm (blue) and 24cm (black) 
from the target position. The recoiling nuclei were emitted uniformly within a 10° cone 
around the entrance of PRISMA. Combining the information from PRISMA and AGATA 
allows the resolution of gamma-ray energy to approach the intrinsic limit of the detector, a 
significant improvement over the performance of CLARA/PRISMA.
Once the commissioning and physics experiments at Legnaro are complete, the array 
will be moved to the SIS accelerator at GSI. Here it will be employed to detect the gamma 
rays produced from reactions with the high energy secondary beam such as secondary
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Figure 1.7: Simulated spectra showing the peaks produced by the emission of 1 MeV gamma rays 
from 90Zr nuclei with an energy of «350 MeV (FWHM = 35 MeV). The Doppler correction has been 
performed using the recoil trajectory information from the PRISMA spectrometer combined with the 
CLARA Compton suppressed HPGe clover array [GNdA+03] and with the AGATA Demonstrator 
at each of two distances from the target (14cm and 24cm). Using full GRT in the Demonstrator, it 
is possible to produce an energy resolution close to the intrinsic detector limit.
fragmentation reactions and relativistic Coulomb excitation. The position sensitivity of 
AGATA should allow energy resolutions of ~1% for v/c of 0.5. Combined with the increased 
efficiency of the array, this improved energy resolution will allow 7 — 7 coincidences to be 
measured with fragmentation reactions. During the GSI stage the array will be upgraded 
to include up to 30 detector crystals, taking the total photopeak efficiency to >10% for 1 
MeV gamma rays.
The third AGATA campaign will take place at GANIL in Prance. Here the array will 
be coupled with several existing state-of-the-art spectrometers such as EXOGAM [FdR+00] 
and VAMOS [Sav03] to exploit the wide range of beam species and energies that can be 
produced. At this stage AGATA will be upgraded to the Itt stage with 15 triple clusters 
and a photopeak efficiency to >20% at 1 MeV.
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1.5 This work
The aim of this work is to characterise the response of an AGATA detector in order to aid the 
creation of an accurate pulse-shape database for PSA. In order to achieve this measurements 
have been carried out on AGATA crystal C001 mounted in a single test cryostat at the 
University of Liverpool. Data have been collected using a full digital acquisition system 
using both collimated sources mounted on an automatic scanning table and ‘flood’ sources.
Software has been developed to extract from the data information useful for the success­
ful application of pulse-shape analysis. The charge transport process within the detector 
has been studied and compared with the results of electric field simulations. In addition, 
the electronic response function has been studied and parameters to allow a correction for 
proportional crosstalk have been determined.
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Detector Signal Formation
As discussed in Chapter 1, the AGATA spectrometer relies on the principle of pulse shape 
analysis using a database of simulated detector signals. In order to ensure that the simu­
lated signals accurately represent the true response of the detector a detailed understanding 
of the physical processes leading to an observed signal must be developed. This leads us to 
consider the interaction of radiation with the detection medium, the production and collec­
tion of a signal carriers within the medium, and the processing of the signal by electronic 
instrumentation associated with the detector.
2.1 The Interaction of Gamma Rays with Matter
Most radiation detectors, including semi-conductor and scintillator based devices, rely on 
ionisation produced by the deposition of energy within their sensitive volume by radiation 
quanta. In the case of gamma rays, as they have no mass or charge, they do not directly 
ionise a material as they pass through it but have a finite probability of undergoing an 
interaction with an atomic electron for each unit length of material through which they 
pass. When an an interaction occurs, the electron will move through the detector material 
producing additional ionisation until it has lost all of its energy. The range of an electron 
in the detector depends on its energy and the density of the detector material. For typical 
gamma-ray energies in germanium, electron ranges are less than 1mm [Muk76]. There are 
a variety of mechanisms by which a gamma ray may transfer energy to an electron, and 
consideration of each of these permits an understanding of the features seen in a typical
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Figure 2.1: Photon interactions at gamma-ray energies, (A) Photoelectric Absorption, where a 
gamma ray disappears and transfers its full energy to an atomic electron, (B) Compton Scatter­
ing, where the gamma ray scatters from a loosely bound atomic electron transferring part of its 
energy, and, (C) Pair Production where, within the Coulomb field of a nucleus, a gamma ray photon 
is converted to an electron-positron pair.
gamma-ray spectrum.
Only those interaction mechanisms which deposit energy within the material and have 
a significant cross-section at gamma-ray energies are important for radiation detection. 
Three processes fulfil these criteria, photoelectric absorption, Compton scattering and pair 
production-, others such as Rayleigh scattering and Photo-nuclear reactions will not be 
considered here. The total attenuation of a gamma-ray flux by some material can be 
considered to arise from the sum of the attenuation due to each of these interactions,
(2.1)VTotal = PPE + PCS + PPP
Here, p is the linear attenuation coefficient. The fraction of photons which will interact 
in a given thickness of material is then given by Equation 2.2.
(2.2)
where /q is the incident gamma-ray flux, I is the flux after the absorbing material and 
t is the length of the path through the material.
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2.1.1 Photoelectric Absorption
Photoelectric absorption, Figure 2.1 A, is an interaction in which a gamma-ray photon 
transfers its total energy to an atomic electron. The electron is ejected from the atom with 
a kinetic energy given by,
Ee- =E^-Eb (2.3)
where E{, is the binding energy of the atomic shell. At gamma-ray energies, it is most 
probable that the photoelectron will come from the most tightly bound, K-shell, in Germa­
nium this amounts to a binding energy of ~12 keV. The photoelectron then moves through 
the detector and, due to its electric charge, quickly transfers its excess energy to other 
nearby atomic electrons. The vacant orbital left by the photoelectron is quickly filled by a 
free electron or by rearrangement in the electron shells, resulting in the release of an X-ray 
photon. In the general case, this X-ray is quickly reabsorbed but for small detectors there 
is a significant chance of it escaping which can influence the resulting measured energy. 
The probability of photoelectric absorption is dependent on the gamma-ray energy and 
the atomic number, Z, of the absorbing material. Equation 2.4 gives an approximation of 
the relationship.
zn
fipE oc (2.4)
where /i, is the absorption probability and n varies between 4 and 5, depending on i?7 
[KnolO]. In Germanium (Z = 32), photoelectric absorption is the dominant interaction 
process for gamma-ray energies up to 200 keV.
2.1.2 Compton Scattering
Compton Scattering takes place when a gamma ray scatters from an atomic electron and 
transfers only part of its energy. An incident gamma ray with energy 2S7 scatters from an 
atomic electron through an angle 6, this is shown schematically in Figure 2.1 B. The energy 
of the incoming gamma ray is shared between the outgoing gamma ray and the scattered 
electron. Due to the conservation of energy and momentum, the energy split is fixed for 
any given scattering angle and is given by,
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E,
1 + -cosg)
(2.5)
The probability for Compton scattering increases linearly with Z due to the increasing 
number of electrons as potential scattering targets, and falls with increasing gamma energy. 
In germanium, Compton scattering is the dominant interaction mechanism for photons of 
lapproxt).2-lMeV.
The distribution of angles through which gamma rays are scattered is dependent on 
Z and E1, the differential scattering cross section, dn/dfl, is given by the Klein-Nishina 
formula,
dn _ „ 2 /______ l______ ’N 2 f 1 + cos2fl\ /_______ q2(l - cos9)2______
dfi r° \1 4-q(l — cos0)/ \ 2 /\ (1 + cos20)[l + q(l — cos0)] (2.6)
where a = E1/moC2 and tq is the classical electron radius.
Figure 2.2, shows how the cross section predicted by Equation 2.6 varies with angle 
and the energy of the incident gamma ray. The cross sections have been normalised so that 
dcr/dQ = 1 at 0 = 0. At low energy, scattering is close to isotropic, with a small reduction in 
scattering probability at 90°, but as energy increases the distribution becomes increasingly 
forward focused.
2.1.3 Pair Production
Gamma rays with energy >1022 keY may interact in the Coulomb field of a nucleus to 
convert their energy into an electron-positron pair. The incident gamma ray disappears 
and its energy is transformed into the rest mass of the electron-positron pair (511 keV 
each), any additional energy being shared between the two particles as kinetic energy. The 
two charged particles will then deposit the rest of their energy within a relatively small range 
(< 1mm) and, in the case of the positron, annihilate with a nearby electron releasing the rest 
mass as two, back-to-back, 511 keV gamma rays. This process is illustrated in Figure 2.1 
C. The probability of pair production varies in a complicated manner, but is approximately 
proportional to the square of the atomic number of the absorber. The probability is small 
for gamma-rays below 2 MeV but, in germanium, it becomes the dominant interaction 
process above 7.5 MeV.
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Figure 2.2: A polar plot of the differential cross section for Compton scattering as a function of 
scattering angle for a selection of gamma-ray energies, as described by the Klein-Nishina formula 
(Equation 2.6). Values calculated for scattering from germanium (Z = 32) and are normalised to 
9 = 0.
2.2 Semi-Conductors as Radiation Sensors
The unique properties of semi-conductor materials make them an ideal tool for converting 
the ionisation produced by gamma rays into a measurable electrical signal. In addition they 
typically provide a higher density, and hence stopping power, relative to other commonly 
used detectors, e.g. gas ionisation chambers.
2.2.1 Band Structure
The wave function of an electron in a crystalline solid is not restricted to the same discrete 
energy levels of an isolated atom. Solving the Schrodinger equation for an electron in a 
periodic potential results in broad bands of allowed energy. Electrons in the lower, valence 
band, are involved in the bonds between neighbouring atoms in the atomic lattice and as 
such are unable to move freely through the material. Conversely, electrons in the higher, 
conduction band are not bound to any particular atom and can move freely through the
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Figure 2.3: A simplified depiction of allowed electron energy bands for Insulators, Semiconductors 
and Conductors.
crystal lattice.
In the case of a conductor, there is either an overlap between the bands or the valence 
band is not completely filled; this means there are always electrons free to carry charge 
through the material. Insulators and semiconductors have a gap, Eg, between the bands 
which means an electron must gain enough energy to enter the conduction band before it 
can move through the crystal (Figure 2.3).
In the absence of impurity atoms in the crystal or thermal excitation, insulator and 
semiconductor materials have a full valence band and unoccupied conduction band. The 
large band gap in insulating materials means there is a very low probability for thermal 
excitation of an electron to the conduction band, this results in the high resistivity of 
insulating materials. In a semiconductor however Eg is small enough (0.665 eV in Ge, 1.165 
eV in Si) that thermal excitation can be significant.
When an electron is excited to the conduction band, it leaves behind a vacancy, called a 
hole, in the conduction band (Figure 2.4)- In the presence of an electric field, a neighbouring 
valence electron can move to fill this hole leaving another hole behind. In this manner holes 
can also serve as a means of conducting electric current through the material.
It is also possible to produce electron-hole pairs through ionisation induced by incident 
radiation; it is this that serves as the basis for gamma-ray detection with semiconductor 
devices.
2.2.2 The p-n Junction
If a semiconductor is entirely pure then there must always be exactly as many electrons in 
the conduction band as there are holes in the valence band; such a material is called an
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Figure 2.4: An electron excited from the valence to conduction bands allows current to be carried 
through the material, the vacancy or hole remaining in the valence band can also act as a means of 
conduction as an electron from nearby moves to take its place.
intrinsic semiconductor. Such levels of purity cannot however be achieved in practice and 
the electrical properties of real-world semiconductor materials are dominated by a small 
proportion of electrically active impurities.
Both silicon and germanium are Group IV elements having a tetrahedral crystal struc­
ture, each atom forms a bond with four nearest neighbours. If there is an impurity atom 
present from group III or V it will leave an unsaturated bond in the structure. In the case 
of a group V impurity, e.g. phosphorus, there will be an excess electron which sits at a 
’donor’ energy level just below the conduction band and is easily excited by thermal energy. 
Conversely if a group III impurity, e.g. boron, is present it will leave an unsaturated bond 
at an ’acceptor’ level, just above the valence band, which allows an electron to be easily 
excited from the valence band leaving a hole available for conduction.
Typically, there will be impurities of both types present however one of the two will 
dominate the electrical properties. If there are more donor impurities, the extra electrons 
will move to fill any acceptor sites in the lattice and if there axe more acceptors then any free 
electrons will move to fill these sites. A material with an excess of donor impurities is known 
as n-type, as the impurities provide negative electrons for conduction while a material with 
an excess of acceptor impurities is known as p-type, due to the positive holes available for 
conduction.
If there is a good thermodynamic contact at the junction of n-type and p-type semi-
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n-type p-type
Figure 2.5: (A) A schematic of a ideal p-n junction showing the direction of hole and electron 
migration due to diffusion pressure. (B-D) The space charge density, electric potential and electric 
field respectively as a function of position across the junction when it is in equilibrium. (E) Electron 
energy as a function of position showing the allowed bands of energy and the energy of states provided 
by donor (Ed) and acceptor (Ea) impurities
conductors then the excess of charge carriers results in diffusion of electrons across the 
boundary, Figure 2.5 A. Electrons will drift across the boundary until the resulting net 
charge density creates an equilibrium with the drift across the boundary in one direction 
due to diffusion, exactly balanced by the drift in the other direction due to the electric field. 
As electrons move through the material, they will pair up with holes in the p-type material 
in a process known as free charge annihilation, which results in a net positive charge in the 
n-type material and net negative charge in the p-type material. The material either side of 
the junction, which no longer has any free charge carriers available for conduction, is known 
as the depletion region. The variation in space charge density (B), electric potential (C), 
and electric field (D), are shown in Figure 2.5, the greatest rate of change of charge density
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and potential is found directly at the boundary and hence this is where the electric field is 
at a maximum. The potential across the junction at equilibrium is known as the contact 
potential, Vq.
The effect of this charge migration on the band structure of the material is shown in 
Figure 2.5 (E), the net positive charge on the n-type side lowers the energy for electrons 
while the negative net charge on the p-type side has the opposite effect.
If an external potential is applied to the junction, in opposition to the contact poten­
tial (forward bias), the charge carriers will migrate back across the junction, closing the 
depletion region and allowing a conventional current to flow through the junction from 
the p-type to n-type material. Alternatively, if a reverse bias is applied, charge will be 
pulled further across the junction, widening the depletion region and eventually depleting 
the whole material of free charge carriers. This is the basis of the operation of a p-n junction 
diode.
A semiconductor radiation detector is operated as a p-n junction under reverse bias. 
In the absence of any ionising radiation, there are no free charge carriers in the detec­
tor and only a small leakage current due to surface effects can flow. If, however, incident 
radiation deposits energy in the detector it will excite electrons across the band gap produc­
ing electron-hole pairs which are swept by the high electric field to the detector contacts. 
The mean energy required to produce an electron-hole pair is constant for any given semi­
conductor and is determined by the band gap and, as such the total amount of charge 
collected at the contacts will be proportional to the deposited energy.
In any real detector there will be a small leakage current even in the absence of any 
incident radiation. This is the result of thermal excitation, residual minority charge carrier 
movement and surface effects; the total magnitude is of the order of nanoamps in a HPGe 
detector.
2.2.3 HPGe Detectors
Since the widespread availability of high-purity Germanium in the early 1980s, HPGe de­
tectors have been the first choice for gamma-ray spectroscopy due to their high stopping 
power, large volume, and unrivalled energy resolution. Stopping power in radiation detec­
tors is proportional to atomic number, Z, the probability for a photoelectric interaction in
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particular is proportional to Z~4. While there are many detector materials with a higher 
Z than germanium they have significant drawbacks. High Z scintillator detectors such as 
bismuth germanate (BGO) have very poor energy resolution due to the relatively small 
number of information carrying particles produced per unit of deposited energy. Some high 
Z compound semiconductors such as cadmium zinc telluride (CZT) have an energy resolu­
tion much closer to that of HPGe, but they are difficult to produce in large volume due to 
the complex crystal structure.
A major contribution to the uncertainty on energy measured in a semiconductor detec­
tor is the statistical fluctuation in the number of electron-hole pairs produced for a given 
amount of deposited energy. The process of charge carrier production obeys Poisson count­
ing statistics, such that, if N charge carriers are produced, the standard deviation on N, 
<t/v is equal to y/N. As such, the fractional uncertainty drops with increasing N, meaning 
that more charge carriers equates to a smaller uncertainty on the energy. As germanium 
requires less energy to produce an electron-hole pair than any other semiconductor detector 
it has unrivalled energy resolution.
The Poisson model for charge carrier production assumes that the production of each 
electron-hole pair is an independent event which does not effect the probability of the pro­
duction of another pair. In reality there are correlations in charge production which lead 
to lower than predicted energy resolutions. The Fano factor is the ratio of the observed 
statistical variance in the number of charge carriers to that predicted by the Poisson distri­
bution. A complete model of the charge production process that would allow calculation of 
the Fano factor does not yet exist.
Table 2.1 compares some of the properties of silicon and germanium which are relevant to 
their use in radiation detection. It is important to note that the energy to create an electron- 
hole pair in Germanium is low enough that, at room temperature, there is significant thermal 
excitation of electrons into the conduction band. If bias was applied to an HPGe detector 
at room temperature, the leakage current due to this thermal excitation would be so great 
as to hide any signal due to radiation and make the detector unusable. For this reason, it is 
necessary to cool the detector crystal to liquid Nitrogen (LN2) temperature, («77K) before 
use.
Semiconductor detectors must be manufactured from single crystals as the borders be-
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Si Ge
Atomic number 14 32
Atomic Weight 28.09 72.60
Stable isotopes 28, 29, 30 70, 72, 73, 74, 76
Density (300K); g/cm3 2.33 5.32
Atoms/cm3 4.96 x 1022 4.41 x 1022
Dielectric constant (relative to vacuum) 12 16
Forbidden energy gap (300K); eV 1.115 0.665
Forbidden energy gap (OK); eV 1.165 0.746
Intrinsic carrier density (300K); cm-3 1.5 x 1010 2.4 x 1013
Electron mobility (300K); cm2/Vs 1350 3900
Hole mobility (300K); cm?/Vs 480 1900
Electron mobility (77K); cm?/Vs 2.1 x 104 3.6 x 104
Hole mobility (77K); cm?/Vs 1.1 x 104 4.2 x 104
Energy per electron-hole pair (300K); eV 3.62
Energy per electron-hole pair (77K); eV 3.76 2.96
Fano factor (77K) 0.084 - 0.16 0.057 - 0.129
Table 2.1: Table comparing properties of Silicon and Germanium relevant to their use in radiation 
detection [BC68]. A range of Fano factor values are stated in the literature as there is a large variation 
in reported measurements due to the difficulty in accounting all other sources of uncertainty in the 
number of charge carriers, the range of typical values is shown here.
tween individual crystals in poly crystalline material would act as trapping sites, impeding 
the proper collection of charge carriers. Germanium crystals have a face centred cubic struc­
ture which is arranged such that there is one atom at each vertex of a cube and one atom 
in the centre of each face. Miller indices [Kit04] can be used to describe different direc­
tions through the crystal, Figure 2.6. Crystal orientation is important to the modelling of 
electron and hole collection as the electrical properties of a crystal vary as a function of 
direction, this will be discussed further in Chapter 3.
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Figure 2.6: Schematic representation of a face-centred cubic unit cell as seen in Germanium crystal 
structure. The planes described by the Miller indices <100>, <110> and <111> are indicated.
2.2.4 HPGe Detector Fabrication
Early Germanium semiconductor detectors were doped with Lithium in order to compen­
sate for the natural p-type impurities which allowed, for the first time, the depletion of large 
volume Germanium diodes for radiation detection. These devices, known as Ge(Li) detec­
tors were a major step forward for gamma-ray spectroscopy but had the disadvantage of 
having to be stored, as well as operated, at liquid nitrogen temperature in order to prevent 
the diffusion of the Lithium ions, which are highly mobile in the crystal lattice, from the 
crystal [ES08].
The thickness of germanium that can be depleted with a certain applied bias is inversely 
proportional to the impurity concentration. In order to produce HPGe detectors of appre^ 
ciable volume, the material must be refined to very high levels of purity, of the order of 
1010atoms/cm3. This level of purity became practically achievable in the 1980s with the 
introduction of zone refining techniques to detector fabrication. This process begins with 
bulk Germanium of already high purity which is then processed by slowly passing a heating 
coil, repeatedly along the length of the crystal. As the Germanium under the coil melts, 
impurities are preferentially dissolved in the liquid and swept along with the coils, resulting 
in the majority of impurities being concentrated at one end of the material which is then 
removed.
Once zone refining is complete the purified material is used to grow a large single crystal 
from a small seed crystal which determines the orientation of the crystal axis. The small 
number of impurities that remain tend to distribute themselves such that one end has a 
majority of n-type impurities and the other end has a majority of p-type. The majority 
carrier type of a finished detector depends on which part of the crystal they are cut from,
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all AGATA detectors are manufactured from n-type high-purity germanium.
After crystal growth is complete the crystal is ground into the required shape, the hole 
for the central contact is drilled and n and p-type contacts are applied to the detector. 
Lithium drifting is use to produce the n-type contact, due to the high mobility of lithium 
ions in the germanium crystal this produces a dead layer of 600/mi as the dopant diffuses 
into the crystal. The p-type contact is produced by boron implantation which produces a 
much thinner dead layer (« 0.3/im). The contact types are chosen according to the majority 
carrier type in the crystal such that the p-n junction is formed at the outer surface, this 
results in increased efficiency of n-type detectors for low energy gamma rays as there is a 
smaller dead layer to penetrate before reaching the sensitive volume.
Once the crystal fabrication process is completed, crystals for the AGATA project are 
encapsulated in a 0.5mm aluminium casing, called a capsule. Aluminium is used because 
of its low Z which reduces the effect on detector efficiency. The capsule is then provided to 
the AGATA collaboration for assembly into a cryostat and testing. Encapsulating crystals 
in this manner allows them to be handled outside of a clean room without contamination 
at the cost of a very small reduction in efficiency for photons of low energy.
2.3 Electronics
In order to operate a detector it must be coupled with electronics components to process and 
record the charge produced. In earlier generations of detector the only pieces of information 
to be extracted from the signal were energy and time, this meant the signal could be 
processed in such a way as the shape of the pulse was destroyed. If PSA is to be used to 
extract the position of interaction however, it is necessary to preserve the signal shape as 
much as possible. Although care has been taken when designing the electronics associated 
with AGATA to maintain the signal shape and record it as accurately as possible, some 
distortion is inevitable however and as such this must be accounted for.
2.3.1 Preamplifier
The total amount of free charge produced in a detector by a typical gamma-ray interaction 
is too small to be accurately measured. In order to raise the magnitude of the signal to an
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appreciable level, and minimise the effect of electronic noise picked up between the detector 
and measurement electronics, preamplifier circuitry is employed.
A good preamplifier for radiation detection will be charge sensitive, have a high gain 
and low noise. If the signal shape is to be investigated a high bandwidth is also necessary 
to allow as large a range of frequency components to pass as possible.
The design and response of the AGATA preamplifier [PZP06] as well as a correction to 
the simulated signal basis will be discussed in Chapter 3.
2.3.2 Digitisers
If PSA is to be implemented on a detector, the rising edge of the signal must be digitised 
with a sufficient resolution and sampling rate to extract information on the charge collection 
process. Several VME based flash ADC cards have been designed for this purpose including 
the GRT4 card [LAB+03], the GRETINA digitiser card [DJYZ06]. These cards are opti­
mised for the pinposes of PSA with HPGe detectors with high sampling rates of 80-100MHz 
and 14 bit resolution but they will still have an effect on the signal shape which must be 
considered. All of the cards mentioned above are fitted with a NYQUIST filter to remove 
frequency components greater than half of the sampling frequency to remove any aliasing 
effects, this filter must be considered if the observed signal shape is to be understood.
The completed AGATA array will use a dedicated digitiser designed specifically for the 
project, the performance specifications of this device are similar to the GRETINA digitisers 
used in this work.
2.3.3 Crosstalk
Within the detector crystal and associated electronics there is a capacitive coupling between 
individual channels. This results in crosstalk between the channels whereby a real signal 
on any channel can produce an induced transient signal on each of the others. The shape 
of the induced signal has two components, one proportional to the magnitude of the real 
signal and one proportional to the differential of this signal. Electronics can be designed and 
shielded in order to minimise this effect, but it cannot be eliminated. A full characterisation 
of the crosstalk in an AGATA detector will be performed in Chapter 6,
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Electric Field Simulations
PSA in AGATA requires the creation of a pulse-shape database describing the signal shape 
produced by interactions at points throughout the detector’s volume. Such a database can 
be produced experimentally, a method for achieving this is described in Chapter 5, but the 
rate of data collection is low due to the collimation and coincident triggering involved. A 
typical measurement with the Liverpool scanning system requires two months to collect 
enough data for 2000 positions [DBC+09] and a full signal basis on a 1mm grid will contain 
approximately 300,000 points for each AGATA crystal.
Several of the factors that determine the signal shape, in particular the crystal axis 
orientation and the impurity concentration, are dependent on the individual crystal This 
means that a customised basis is required for each and the time required to produce exper­
imental basis for all 180 AGATA crystals is prohibitive and effectively rules that out as a 
large-scale characterisation method.
There are a number of new scanning techniques which promise to increase the speed 
with which an experimental basis can be produced. The Orsay scanning system [AAA+11], 
[Ha09] is a coincidence scanning system which increases the data acquisition rate by scan­
ning a larger number of positions simultaneously. Also, a new method of experimental 
characterisation has been developed, the Pulse Shape Comparison Scan (PSCS) [CCM+08], 
which promises to allow a full basis to produced in «sl week. This method is based on the 
comparison of signal shapes from two scans with single trigger conditions and orthogonal 
collimation directions. Data were collected in Liverpool from AGATA C001 using this scan­
ning mode and collaborators in the Milano University are conducting the analysis. These
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novel methods are in the development stage however and will not be considered in this 
work.
The alternative approach is to use an electric field simulation to calculate the required 
signal basis, this allows for the construction of a complete 1mm signal basis in days on a 
modern desktop PC or much faster if large array of parallel processors can be employed. 
In this chapter the basic principles of electric field simulation will be outlined, some of 
the results from two different simulations developed for AGATA will be discussed, and a 
preamplifier response function for those simulations will be described.
3.1 AGATA Simulation Packages
The Multi Geometry Simulation (MGS) [MSV04] is a general purpose simulation, capable 
of modelling any geometry of HPGe detector, it was the first simulation package developed 
for AGATA. It uses the MATLAB matrix-based programming environment for all of its 
calculations but it can be compiled as a stand-alone program using the freely available 
MATLAB library packages. A limitation of MGS is the fixed grid size, all field calculations 
are performed on a uniform 1mm grid of points. This approach works well for the bulk 
volume of the detector but results in significant errors close to the contacts where the 
electric field is changing rapidly.
The Java AGATA Signal Simulation (JASS) [Sch09b] was developed specifically for the 
AGATA detector geometries using the Java programming language. It can be run on any 
computing platform compatible with the Java Virtual Machine (JVM). JASS allows the 
initial grid size used for field calculations to be specified by the user and also performs 
‘on-the-fly’ interpolation during the charge transport simulation. For this work a 0,5mm 
grid was used for the initial field calculations.
Figure 3.1 shows the basic steps involved in calculating the signal shape. The detector 
geometry and the impurity distribution are used to calculate the electric field through the 
solution of Poisson’s Equation. The trajectory of the charge carriers can then be calculated 
from the electric field and crystal axis orientation. Shockley-Ramo theorem is used to 
calculate the weighting field for each contact from the detector geometry. Finally, knowledge 
of the charge trajectory and weighting fields allows the signal induced on each contact to 
be derived.
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Figure 3.1: Flow chart showing the basic steps used to compute the expected signal shape. The 
detector geometry and the impurity distribution are used to calculate the electric field, this can be 
combined with the crystal axis orientation to calculate the trajectories of charge carriers following 
an interaction. Shockley-Ramo theorem is used to calculate the weighting field, for each contact, 
from the detector geometry. Finally, knowledge of the charge trajectory and weighting fields allows 
the signal shape to be derived.
3.2 Electric Field Calculation
The first stage in pulse-shape simulation is the calculation of the electric field inside the 
detector, this is determined by the geometry, applied voltage and space charge distribu­
tion. The field can be calculated by first determining the electric potential using Poisson's 
equation,
V2$(r) = -^, (3.1)
where $ (r) is the electric potential, p (r) is the space charge density at position r, 
and e is the dielectric constant of the material. If the volume of the detector has been fully 
depleted of charge carriers then the space charge density, p (r), will be equal to the impurity 
concentration at that point. When HPGe crystals are supplied to the AGATA collaboration, 
the impurity concentrations at the front and back faces are provided by the manufacturer, 
a linear gradient is then assumed between the faces and the radial distribution is assumed 
to be flat. Boundary conditions axe imposed on solution by the contact potentials.
A simple analytical solution to Equation 3.1 can only be found if symmetry can be used
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Figure 3.2: The geometry (top), electric potential (left) and electric field (right) of AGATA crystal 
C001, as determined by MGS
to simplify the mathematics, for a complex geometry like an AGATA detector a numerical 
approach must be used. Both MGS and JASS approximate the continuous fields on a finite 
grid and then use iterative methods to minimise the error between the grid and the ‘true’ 
solution.
MGS uses two methods, first Successive Over Relaxation (SOR), which is a fast al­
gorithm with limited accuracy, and then Relaxation [PTVF07] to converge on the final 
solution. JASS uses the Red-Black Gaufi-Seidel algorithm [Sch09b] due to its excellent 
memory efficiency.
Once the electric potential has been calculated the field can be determined from the 
gradient of the potential. Figure 3.2 shows the geometry of AGATA crystal C001 and slices 
through the electric potential and field, as determined by MGS.
3.3 Charge Trajectory Calculation
In the presence of an electric field, electrons in the conduction band and holes in the valence 
band will undergo a net drift through the crystal. For low values of electric field the velocity
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of this drift is proportional to the electric field and to the charge carrier mobility,
Ve — “M/i-S*} (3.2)
where /xe and /n/j are the electron and hole mobilities respectively, in germanium the 
mobility of holes is systematically less than that of electrons resulting in slower drift veloc­
ities. As the electric field is increased however the drift velocity begins to deviate from this 
Ohmic behaviour and the velocity plateaus. This behaviour across a range of field strengths 
can be described by,
v = ■---- -----------r ~ PnE* (3-3)
(i+(ii/y
where E is the electric field strength and /io, Eq and j3 are experimentally determined 
constants. Equation 3.3 is based on the parametrisation given by [RBP82] and [OR87] but 
with an added term ~nnE to account for the Gunn effect which causes negative differential 
mobility of electrons at high fields [MGL+00].
At low field strengths the mobility of charge carriers is isotropic, as the field increases 
however it has long been observed that electron [Nat63] and hole [RCN077] mobilities 
depend on the direction of motion relative to the crystal axis. This anisotropy of carrier 
requires that the scalar value of /io be replaced with a tensor term to account for the angular' 
variation.
The origin of this anisotropy lies in the band structure of the crystal. The tetrahedral 
structure of the germanium lattice has varying atomic spacing as the angle of a slice taken 
through the lattice changes. The periodic potential of the lattice thus varies as a function 
of angle, resulting in a different band structure for different directions of the electron wave 
vector, this is illustrated in figure 3.3.
The electron and hole mobilities, together with the other parameters required by Equa­
tion 3.3, have been measured by a number of investigators, the results are summarised in 
Table 3.1. Figure 3-4 shows the velocity calculated from Equation 3.3 using each set of 
parameters as a function of electric field strength. There are significant differences in the 
final values between the different data sources, particularly in the electron velocities, this 
is expected to be due to systematic errors in the measurements and definitive values have
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Figure 3.3: The band structure of germanium for different crystal axes. The blue line shows the 
maximum of the valence band while the red line shows the minimum of the conduction band. 
Germanium is an indirect semiconductor as the smallest energy gap between the bands requires a 
change in momentum.
yet to be established. Both JASS and MGS use the parameter values given by [MGL+00] 
and [RCN077].
3.4 Signal Calculation
Once the trajectory of charge carriers is known, the remaining problem is to calculate the 
charge, Q, induced on each of the electrodes by the moving charge, g, as a function of 
time. A naive approach to this problem is to break the charge collection process into a
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Data
Source
Charge
Carrier
(j.q (cm2/Vs) P Eq iy/cm) lin (cm2/Vs)
<100>
[MGL+00] e" 40180 0.72 493 589
[BRP06] e~ 38609 0.805 511 -171
[RCN077] h+ 66333 0.744 181 -
[BRP06] h+ 61824 0.942 185 -
<111>
[MGL+00] e~ 42420 0.87 251 62
[BRP06] e~ 38536 0.641 538 510
[RCN077] h+ 107270 0.580 100 -
[BRP06] h+ 61215 0.662 182 -
Table 3.1: Parameters for the calculation of charge carrier drift velocity in the <100> and <111> 
direction using Equation 3.3. The inconsistencies between the different data sources are expected 
to be due to systematic experimental uncertainties, no definitive measurement of these has yet been 
published. Both of the simulations investigated here, JASS and MGS, have adopted the parameters 
given by [MGL+00] and [RCN077].
large number of small time intervals and calculate the charge induced at each interval using 
Gauss ’ Law,
Q = j^eE- dS, (3.4)
where the integral is performed over the surface on the electrode being considered. While 
this method is sound, it requires the instantaneous electric field to be recalculated at each 
position which is computationally very expensive.
An alternative approach, Shockley-Ramo Theorem [Ram39], was developed for the cal­
culation of induced charge in vacuum tubes, but its validity has also been demonstrated 
for systems where there is stationary space-charge present [HeOl]. The method gives the 
charge, Q, and current i induced on an electrode as,
Q = -QVo(S), (3.5)
and,
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Figure 3.4: Drift Velocities for electrons (left) and holes (right) in germanium. The values shown on 
the plot have been evaluated using Equation 3.3 with parameters taken from [MGL+00], [BRP06] 
and [RCN077]. At low field strengths the velocity is proportional to the applied field and similar 
for <100> and <111> axes, as the field is increased the values for each axis diverge and the velocity 
for each plateaus.
i = qv • E0(x) (3.6)
where v is the velocity of charge q and <po(x) and Eq{x) are the weighting potential 
and weighting field respectively. The weighting field and potential are derived for each 
electrode by calculating the electric field and potential that would exist under the following 
conditions:
• The electrode being considered is at unit potential.
• All other electrodes are at zero potential.
• All charges are removed from the detector.
Once the weighting potential has been calculated for each electrode, the induced signal 
can evaluated from equation 3.5 at each position along the charge carrier trajectory calcu-
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Figure 3.5: The weighting potential calculated by MGS (left) for AGATA segments A2 (bottom) 
and A3 (top), the white lines indicate the same positions on both. The values of the potentials at 
positions along the white line (right). The charge induced on a contact by a moving charge in the 
detector is proportional to the change in weighting potential along its trajectory. If a charge were 
to move along the line indicated in the plots, it would induce a real charge signal in segment A2 and 
a transient image charge signal on segment A3.
lated earlier. Figure 3.5 shows the weighting potential calculated by MGS for two segments 
A2 and A3 in an AGATA crystal, a path through the detector is indicated in white. If 
a charge were to move along the indicated line, it would induce a real charge signal on 
segment A2 and a transient image charge signal on segment A3.
3.5 Preamplifier Correction
The AGATA preamplifier [PZP06], figure 3.6, is a fast low-noise hybrid charge-sensitive 
design, conceived specifically for use in highly segmented position-sensitive detectors. The 
amplifier has a gain of 100 mV/MeV, includes a fast-reset de-saturation circuit to minimise 
system dead time, and has a differential output for low-noise transmission to the digitiser 
stage.
Although every effort has been made to minimise the effect of the preamplifier on the
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Figure 3.6: The design of the AGATA preamplifier. The cold section of the device is located inside 
the AGATA cryostat with the circuitry for six detector channels mounted on a single copper cooling 
block. The warm components are located directly behind the cryostat in the AGATA detector 
module with three channels mounted on a single PCB.
shape of the charge pulse leading edge, there is inevitably some degree of distortion which 
must be reproduced in the simulated signal basis. The simplest effect to be considered is 
the exponential decay of the signal height as a result of the discharging capacitor. The 
time constant for this decay is determined by the values of the resistor and capacitor in the 
preamplifier’s feedback loop, for AGATA segments this is set at 50 /is. The central contact 
is required to run at a higher count rate than the individual segments so a shorter time 
constant of 15 //s is used.
The other aspect of the preamplifier response that affects the signal shape is the finite 
bandwidth. The charge loop cannot react instantly to changes at the input stage which has 
the effect of introducing a rise time of »20 ns to a square input signal.
Finally there is a further reduction in bandwidth due to the anti-aliasing filter applied 
at the input to the digitiser stage which acts as a low pass filter with a threshold of 50 MHz.
A response function has been developed [Sch09b] to reproduce the observed signal, V(t), 
from the simulated input current, I(t), and the preamplifier response function,
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Figure 3.7: The preamplifier response function R(t) with (red) and without (blue) the term due to 
the decay across the capacitor. Convolving this function with the simulated current signals takes 
account of the finite preamplifier rise time, anti aliasing filter and preamplifier decay. In order to 
clearly show both the rising edge and tail of the function, a broken x axis has been used with a 
change in scale from 50ns onwards.
V{t)= [' (3.7)
Jo
where R(t) is given by,
««=9r^-(TTiid^RT“c)'exp(“l;)’ (3-8)
The parameters used to fit this function were calculated from pulser measurements 
performed at IKP Cologne [DimOS]. The input to the preamplifier was a +1.0V step function 
with 5ns rise time, values were determined for b and c of 0.1675 and 0.3021 respectively.
The response function, R(t) is shown in Figure 5.7 in red. The blue line indicates the 
behaviour of R(t) if the preamplifier decay term is not included. Figure 5.5 shows the effect 
on the simulated charge signal. The corrected signal (red) shows how the sharpest features 
of the uncorrected signal are smoothed due to the finite time required for the system to 
respond to a change at the input stage. On a longer time scale the decay of the charge 
across the capacitor can be seen.
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Figure 3.8: Simulated AGATA charge pulse before (blue) and after (red) the preamplifier correction. 
The effect of the limited bandwidth can be seen to smooth the features of the rising edge, simulating 
the time required for the electronics to respond to a change at the input stage. The x axis has been 
broken at 300ns and the scale changed to allow the effect of the capacitor discharge to be seen on a 
longer time scale.
3.6 Simulation Results
A full comparison of the simulated signal shapes with experimental data will be conducted 
in Chapter 7, but some of the variation of several properties with position in the crystal 
will be briefly considered here.
3.6.1 Potentials and Fields
Figure 5.5 shows slices at x=0mm of the electric potential and field calculated by MGS for 
AGATA COOL The calculations were performed on a 1mm cubic grid using the manufac­
turer’s specified impurity concentrations of 0.65x 10locm-3 at the front face and 1.4x 1010cm-3 
at the back face, and a bias of -I-4500V applied to the core. The 10mm deep passivation 
layer at the back of the crystal was included in the calculations which has a significant effect 
on the shape of the field. The equipotential lines can be seen to curve in towards the core 
as they approach the back of the detector.
The electric potential is shown on the right, this is calculated on the same 1mm cubic
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grid by taking the gradient of the potential. Regions of weaker field can be seen near the 
corners at the front face and in the passivation layer, and near to the central contact in the 
back half of the detector.
Figure 3,10 shows the electric potential at x=0mm calculated by JASS for AGATA C001. 
The calculations were performed on a 0.5mm grid using first the manufacturer’s specified 
impurity concentrations (left) and then a reduced impurity concentration at the back of the 
detector of 1.2xl010cm-3, in both cases a bias of +4500V was applied to the core. The 
black regions within the crystal volume are predicted by the simulation to be undepleted, 
this region represents 2.5% of the detector volume in the case of the manufacturers impurity 
concentration and 0.16% in the case of the reduced impurity concentration.
The initial simulation was performed with the manufacturers specifications but the 
size of the depletion region was too large considering the crystal had been experimentally 
demonstrated to be fully depleted (see Chapter 4)- The potential was calculated for a range 
of impurity concentrations at the back face and the undepleted volume measured. The aim 
was to select a concentration such that the crystal was just depleted, allowing us to work 
with the simulation in all regions of the detector but with the minimum change from the 
accepted impurity level. For this reason 1.2xl0locm_3 was chosen as the concentration to 
work with for pulse shape generation.
The passivation layer at the back of the crystal was not considered by JASS, instead a 
boundary condition was applied ensuring the equipotential lines were perpendicular to the 
back surface. This difference between JASS and MGS has a significant effect on the field 
and hence signal shapes produced in this region of the detector. This will be considered in 
more detail in Chapter 7.
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Figure 3.9: The electric potential (left) and field (right) as calculated by MGS. The potential is 
calculated on a 1mm basis by the solution of Poisson’s equation, it depends on the geometry and 
impurity concentration of the crystal and the bias of +4500V applied to the central contact. The 
calculation includes the 10mm deep passivation layer at the back on the crystal, in this region 
the potential distribution differs significantly from that calculated by JASS. The electric field is 
calculated by taking the gradient of the potential, regions of weaker electric field can be seen near 
the corners of the front face, close to the core and in the region of complex field near the back of 
the detector.
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Figure 3.10: The electric potential as calculated by JASS using the manufacturers specified impurity 
concentration (left) and a reduced impurity concentration at the back of the detector (right). The 
potential is calculated on a 0.5mm basis by the solution of Poisson’s equation, it depends on the 
geometry and impurity concentration of the crystal and the bias of +4500V applied to the central 
contact. The calculation does not include a passivation layer at the back, equipotential lines are all 
perpendicular to the crystal boundary at z=90mm. This produces a different potential distribution 
than that seen by MGS in this region. The black regions within the crystal volume are predicted by 
the simulation to be undepleted. The undepleted region represents 2.5% of the detector volume in 
the case of the manufacturers impurity concentration and 0.16% in the case of the reduced impurity 
concentration.
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3.6.2 Signal Shapes
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Figure 3.11: The segmentation of JASS (left) and MGS (right). The colour at each point indicates 
the segment in which charge will be collected from an interaction at that point. Slices of the xy plane 
are shown at z=5mm (top) and z=80mm (bottom), the positive x direction runs through the centre 
of sector A, as dictated by the official AGATA coordinate system. The area of the cross-section 
appears smaller in MGS due to missing points around the outside of the crystal. This is caused by 
the 1mm grid size in MGS which is insufficient to model the rapidly changing field near the detector 
contacts.
Figure 3.11 shows the segmentation of the crystal in two xy planes according to JASS 
and MGS. The colour at each point represents which segment the charge will be collected in 
for an interaction at that point. The positive x direction runs through the centre of sector 
A and the positive y direction along the B/C boundary, as dictated by the official AGATA 
coordinate system. All of the simulated and experimental data presented in this work will 
be translated into this coordinate frame.
The area of the cross sections appears smaller in MGS due to missing data near the
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Figure 3.12: In order to avoid the difficulty in precise determination of the start of a signal, the rise 
time can be measured between fixed points. The time between 10% and 30% (T30) and between 
10% and 90% (TOO) will be considered here.
outer edge of the crystal, this is the result of the fixed 1mm grid which is insufficiently fine 
to represent the rapidly changing field near the segment boundaries.
When considering the systematic variation in signal shape across a detector it is useful 
to consider the time until the signal reaches certain fixed fractions of its maximum height. 
The electronic noise present in experimental data makes it difficult to determine precisely 
the point at which the signal started, making it difficult to perform rise time measurements. 
One solution to this is to consider the time for a signal to go from some small fraction of its 
height to some larger fraction. Figure 3.12 shows the particular rise time measurements to 
be considered here, the T30 is a measures the rise time of a signal from 10% to 30% of its 
final height, and T90 is a measured from 10% to 90%. Although there is no electronic noise 
on simulated signals and so precise rise times can easily be measured, these parameters will 
be used to enable a comparison with experimental data.
Figure 3.13 shows the core T30 for slices of the detector at z=5mm (top) and z=80mm 
(bottom), according to JASS (left) and MGS (right). As the radius of an interaction 
increases the T30 becomes larger, this is due to the weighting potential of the core which is 
changing most quickly close to the contact. The variation in T30 with changing azimuthal 
angle is dominated by the four fold symmetry of the crystal lattice, charge collection is 
fastest in the <100> direction. The values calculated by JASS are larger than MGS at the
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front of the crystal, but the difference is very small. At the back of the crystal there is much 
greater variation between the two simulations, the JASS values are smaller than MGS near 
the outer contact and larger near the core.
JASS z = 5mm MGS z = 5mm
Figure 3.13: Core T30 (ns) for slices of the detector at z=5mm (top) and z=80mm (bottom), 
according to JASS (left) and MGS (right). The fastest times are found near the centre of the 
detector, closest to the core contact. The four fold symmetry of the germanium crystal can be seen 
in the azimuthal variation, with the fastest rise times being found along the <100> axis. The MGS 
signals are slightly faster than JASS at the front of the detector. At the back of the detector the 
MGS signals are slower at large radius and faster at small radius.
Figure 3.14 shows the core T90 for both simulations at the same z positions. At the 
front of the detector, the JASS distribution is dominated by discontinuities in the rise time 
distribution centred on the <110> axis directions. The sudden change of around 50ns rise 
time with 1mm change in position seems unphysical, the signals from these positions will be 
considered in more detail in Chapter 7. Further back in the detector, the JASS basis shows 
the typical behaviour of T90 in a coaxial detector, the minimum rise time is at intermediate
52
CHAPTER 3. Electric Field Simulations
radius when both holes and electrons have equal drift time. To either side of this position 
the rise time increase as one charge carrier, holes at small radii and electrons at large radii, 
dominate the signal.
At the front of the detector, MGS produces the longest rise time along the x axis 
when the <110> axis is aligned with the segment corner. Further bade in the detector the 
MGS rise time is significantly less than that seen in JASS, also the systematic behaviour 
is different, with the minimum value being much closer to the core. These differences in 
behaviour at the back of the crystal are likely the result of the differences in electric field 
in this region, discussed in the previous section.
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Figure 3.14: Core T90 (ns) for slices of the detector at z=5mm (top) and z=80mm (bottom), 
according to JASS (left) and MGS (right). At the front of the detector, the JASS T90 has some 
striking discontinuities centred on the < 110> axis directions that dominate the distribution. Towards 
the back of the detector, the JASS basis shows the typical behaviour of T90 in a coaxial detector, the 
minimum rise time is at intermediate radius when both holes and electrons have equal drift time. At 
the front of the detector, MGS produces the longest rise time along the x axis when the <110> axis 
is aligned with the segment corner. Further back in the detector the MGS rise time is significantly 
less than that seen in JASS, also the systematic behaviour is different, with the minimum value 
being much closer to the core.
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Singles Measurements
Characterisation measurements were performed on the AGATA crystal C001 while it was 
mounted in a test cryostat. The first measurements, described in this chapter, were per­
formed using a single trigger condition, specifically that the energy recorded on the detector 
central contact was greater than a fixed threshold level. First the detector efficiency and the 
energy resolution of each segment were studied using an analogue data acquisition system 
which recorded only the energy deposited by each gamma interaction. The results from 
these measurements were compared with the performance specified by the crystal manufac­
turer. Following this the detector was connected to a digital acquisition system which stored 
the digitised signal traces for each channel (36 segments + core). The Liverpool scanning 
system was then used to interrogate the detector with a highly collimated source. Data were 
analysed to investigate the crystal geometry and orientation, the rise time distribution, and 
the depletion behaviour.
4.1 Analogue Measurements
Each encapsulated detector crystal, supplied by the crystal manufacturer Canberra, must 
meet minimum standards for efficiency, energy resolution and crosstalk if it is to be accepted 
by the AGATA collaboration. Additionally, whenever the crystal is transferred to a new 
cryostat or transported between labs, the performance must again be checked.
Upon the arrival of the test cryostat containing C001 in Liverpool, the Dewar was filled 
with LN2 and the crystal temperature monitored using the PT100 platinum thermistor
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attached to the side of the capsule. The temperature reached the operating level of 88K 
after 3 hours but the system was left overnight to equilibrate before any measurements were 
made.
For initial testing the detector was connected to an analogue acquisition system con­
sisting of an ORTEC 671 spectroscopy amplifier with 6 fis shaping time and an ORTEC 
927 multi-channel analyser. Energy resolutions were measured separately for all 37 detector 
channels at gamma-ray energies of 60 keV and 1332.5 keV using 241 Am and 60Co sources. 
The ADC provided conversion over 16k channels and the amplifier gain was chosen so as to 
spread the energy region of interest across the full range of channels. The energy resolution 
of the central contact was measured to be 1.29 keV and 2.27 keV at 60 keV and 1332.5 keV 
respectively, the energy resolutions of the segments are shown in Figure 4-1- The energy 
resolution of all channels fell within the manufacturer specifications of 1.3 keV and 2.3 keV.
2.50r
2.02 -—it "j"
• 60 keV
• 1332.5 keV
60 keV mean
X 1.13 rTrrx 1332.5 keV mean
- - 60keV limit
- - 1332.5 keV limit
Segment
Figure 4.1: Energy Resolutions measured for all C001 segments at 60 keV and 1332.5 keV using 
analogue electronics. The mean indicated on the plot has been calculated from the segment resolu­
tions only, as the core has a higher value due to its larger capacitance. The segments are numbered 
according to the official AGATA numbering scheme (see Figure 1.5).
The energy resolution measurements performed earlier by Canberra are shown in figure
56
CHAPTER 4. Singles Measurements
\.2 for comparison [AQP05]. These were performed using the same encapsulated crystal 
but mounted in a different cryostat and coupled to different electronic components. Due 
to the large time required to collect sufficient counts for an accurate measurement, only 
selected segments were measured at 1332 keV.
X 60 keV
X 1332.5 keV
60 keV mean
1332.5 keV mean
- - 60keV limit
------  1332.5 keV limit
Segment
Figure 4.2: Energy Resolutions measured for all C001 segments at 60 keV and 1332.5 keV, performed 
by Canberra before the capsule was shipped to the AGATA collaboration [AQP05], The mean, 
calculated from the segments only, and the guaranteed specification values, are also shown.
The absolute photopeak efficiency measurements were performed using a 152Eu and 
241 Am sources placed 25cm from the centre of the crystal’s front face. Spectra were built 
for each source using the signal from the central contact and the same analogue acquisi­
tion system used for the energy resolution measurements. Figure 4-3 shows the variation 
of absolute efficiency with gamma-ray energy, statistical errors are indicated on the plot 
but systematic uncertainties have been ignored. The systematic error is dominated by 
the uncertainty on the source position, the expected uncertainty of ±0.5cm leads to «8% 
additional uncertainty on the stated efficiencies.
Finally the relative efficiency [KnolO] was measured using a 60Co source, also placed 
25cm from the crystal front face and found to be 83±2%. The relative efficiency quoted by
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the manufacturer was 78.9%, a check for consistency cannot be performed as no uncertainty 
was quoted on the manufacturer measurement.
Figure 4.3: The absolute photopeak efficiency for 24Mm and 152Eu sources placed 25cm from the 
crystal front face. The uncertainties shown on the plot represent the statistical variance only. There 
is some degree of systematic error across the range of values due to uncertainty in the source position, 
this has been estimated as ±8% of the stated values.
4.2 GRETINA Digitisers
Digital data acquisition was performed using four, 10-channel GRETINA digitisers [DJYZ06] 
mounted in a 64bit VME-X crate. Each card combines 10 100MHz flash ADCs (10ns sample 
size) with 14bit precision, and a powerful FPGA to perform analysis on the digitised signal. 
In order to avoid aliasing effects, the input stage of each channel incorporates a Nyquist 
high-frequency filter.
The digitisers sample the signal continuously and write the results into an on-board
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FIFO memory buffer. On receiving a trigger signal the cards pause the sampling process 
while the contents of the FIFO and are written to disk, for this experiment we chose to 
write 128 samples of each signal for each event. A ■pre-trigger value can be set in the 
digitiser’s registry, this tells the card how far back to look in its FIFO to account for the 
finite processing time of the triggering system. The value was tuned during set up to ensure 
the rising edge of the charge pulse was centred in the 128 sample range. The on-board 
FPGAs implement a series of digital signal processing (DSP) algorithms on each signal:
• Leading Edge Discrimination
• Constant Fraction Discrimination
• Pole-zero Correction
• Trapezoidal Filter [Jor94]
The two discriminators each provide time-stamps, the pole-zero correction accounts 
for the pre-amplifier decay, and the trapezoidal filter, also known as a Moving Window 
Deconvolution (MWD), provides an accurate measure of the integrated charge which is 
proportional to the energy deposited in the detector. The time-stamps and energy values 
for all signals were written to disk along with the signal traces.
The firmware on the cards does allow for automated trigger logic using the discriminator 
functions but for this work we used an external trigger which was propagated to the cards 
by a Silena ADC controller. In order to maintain correct time alignment of the signals, a 
common clock signal is shared between all cards.
Along with the energy value provided by the trapezoidal filter, we also calculated the 
deposited energy from the signal trace. In the first stages of our analysis the mean of the 
first 30 and of the last 30 samples in the trace were calculated, the difference between these 
was recorded as the Baseline Difference energy. Both methods of calculating the deposited 
energy were subject to the variation in gain of one channel relative to the next, this effect 
was accounted for by performing careful gain-matching before and after the experimental 
run. Spectra were collected for each channel using 152Eu and 241 Am sources which provide 
a range of gamma-ray energies between 59.5keV and 1408keV and the value returned by the 
cards and baseline difference were recorded for each peak. A least-squares fitting algorithm
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was then used to establish the relationship between the true deposited energy and values we 
measured using each method. All results in this thesis have been corrected for this valuation 
in gain.
4.2.1 Missing Data
During offline analysis, after all data collection had been completed, it was noticed that for 
a proportion of events the data from one or more digitiser cards were missing. The problem 
was caused by a bug in either the GRETINA card’s firmware or the data acquisition system 
interfacing with the cards.
This problem was found to affect 5 - 10% of events, depending on the particular exper­
imental run being considered. A simple gate was applied as the first stage in all analysis 
codes to check there were 37 digitised traces and 37 MWD energy values, before processing 
each event. This meant that the events that were analysed included data from all detector 
channels, but it reduced the number of events in the data set.
4.3 Scanning Electronics
The electronics used for the singles measurements are shown in Figure 4-4- The AGATA 
preamplifiers, shown within the dashed blue box, were located inside the cryostat. The 
37 preamplifier channels each had gain of ^100mV/MeV and provided differential output 
signals for low noise transmission to the digitisers.
Preamplifier signals were passed through LVDS cables to the GWC converter boxes, 
which were manufactured at TU Munich and IKP Cologne and installed within a standard 
NIM crate. The converter boxes recombined the differential signals, providing one single- 
ended output for each segment and three identical outputs for the core. All segment signals 
and one of the core signals went straight to the GRETINA digitiser cards, and were not 
involved in triggering the system.
One of the remaining core signals was used for an analogue measure of the deposited 
energy, an ORTEC 671 spectroscopy amplifier with Qfis shaping time was used to shape 
the signal, and a CAEN V785 ADC to measure the height. This provided an additional 
check on the measured energy which was included in the data written to disk every time 
the system was triggered.
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The remaining core signal was used as a trigger to determine when the Data Acquisition 
System (DAQ) should pause to write the values from the G RETIN A and CAEN ADCs to 
disk. A combination of an ORTEC 474 Timing Filter Amplifier (TEA) and an ORTEC 584 
Constant Fraction Discriminator (CFD) was used to determine if the appropriate energy 
threshold had been met. The logic pulse produced by the CFD was passed to a Phillips 
Scientific 795 Gate & Delay generator which provided the 50/is wide, IV high pulse required 
to trigger the Silena ADC Controller (SAC).
The SAC fulfilled the dual function of propagating the trigger signal to all of the data 
collecting components, and inhibiting further triggers while the system was in the process 
of writing data. If a trigger request signal was received while a disk write operation had 
not been completed it was ignored.
For the singles measurements the trigger threshold was set to 400keV, at this threshold 
the number of requested triggers was ^llOOcps if the collimated source was pointed into the 
thickest part of the HPGe crystal. The finite time required to write data to disk limited the 
accepted rate to 420cps, this resulted in a high deadtime for all the digital measurements 
with a single trigger condition.
4.4 The Liverpool Scanning System
The Liverpool scanning system, Figure 4.5, was used to provide a collimated beam of 
662keV gamma rays which could be positioned accurately in the x-y plane, perpendicular 
to the detector front face. The Parker scanning table consists of two independent stepper 
motors capable of positioning the table, to lOO^m precision, within a range of 30cm in each 
dimension. The stepper motors work by counting the number of steps from a home position 
which it can find using a magnetic switch that activates only at this position. The scanning 
table could be programmed from the DAQ to move through a series of steps and hold each 
position for a specified time. The x and y positions, together with the step number, were 
recorded in the data stream for every event.
On top of the scanning table was an assembly of lead blocks with a 920MBq 137Cs 
source at its centre. A 160mm deep by 10mm diameter tungsten collimator with a 1mm 
collimation profile, produced a beam of gamma rays normal to the x-y plane in which the 
table moved. The collimation resulted in a divergence in the gamma-ray beam of 0.179°,
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Figure 4.4: The electronics components used in the C001 singles scan. The 36 differential signals 
from the segment preamplifiers were converted to single ended signals and passed directly to the 
GRETINA digitisers. Three copies of the core signal were produced at the converter box, one was 
passed to the GRETINA digitisers, one was used for an analogue energy measurement, and one was 
used for testing the trigger condition which was that at least 400keV was deposited in the detector.
resulting in a beam spot size of 1.1mm diameter at the front face of the crystal and 1.6mm 
at the back (see Figure 5.2 (top)).
A steel frame was constructed around the scanning table so as to allow the detector to be 
supported without interfering with the movement of the table. The steel frame supported 
the AGATA test cryostat and a large storage Dewar which allowed enough LN2 to be held 
to keep the detector cool for 7 days without filling. A steel plate was suspended from the 
frame by threaded rods, this supported the scatter collimators and scintillation detectors 
required for the coincidence measurements, discussed in Chapter 2.
4.5 Front Face Singles Scan
The front face singles scan consisted of 7569 scan positions on a 1mm square grid covering the 
entire front profile of the detector. The collimator was held for 60s at each position resulting 
in approximately 20,000 accepted triggers. For every event triggering the system a 128
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Figure 4.5: The Liverpool Scanning System [DBC+09]. The Parker scanning table was able to move 
the lead assembly, containing a collimated 920MBq 13'Cs source in the x-y plane. The steel support 
frame held the AGATA test cryostat in position and supported a steel plate, on which the scatter 
collimators and scintillator detectors were placed.
sample trace for each detector channel was written to disk along with the associated MWD 
energy values and timestamps, the analogue core energy and the scan table information.
The apparatus was controlled using the MIDAS data acquisition software, data were 
analysed and spectra produced online using the MTSort [CS] analysis system and functions 
written in C. Further offline analysis was performed using MTSort, C and MATLAB analysis 
codes.
The orientation of the cryostat relative to the scan table wus determined during set-up 
by the position of the cryostat handles, these were orientated so as to allow the cryostat 
to be supported by the steel frame. This orientation was such that a line from the centre 
of the crystal to the boundary between contacts for sectors C and D was aligned with the
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positive x direction of the scan table. The official AGATA coordinate system specifies that 
the positive x direction should be aligned with the centre of sector A. Figure shows the 
position of the C001 crystal in the scan table frame (blue) and the AGATA frame (red), 
a translation and a 150° anti-clockwise rotation is required to transform between the two. 
This transformation has been applied to all of the front face scan matrices presented in 
this chapter, where the rotation has required the interpolation of the raw data a bilinear 
interpolation has been used.
A )
x (mm)
Figure 4.6: The position of C001 in the scan table frame (blue) and the official AGATA frame (red). 
A transformation between these frames has been applied to all of the front face singles scan and 
coincidence scan data. During the front face scan the collimator was directed into the page; the 
black arrow indicates the direction of the collimator, in the AGATA frame, during the singles side 
scan.
The most significant limitations of the singles scan results are the Compton scattering of 
gamma rays and the lack of constraint on the depth of interaction. The collimator position 
can determine the x-y position of the first interaction but not of any subsequent interactions. 
By applying gates on the deposited energy and number of segments hit we can increase the 
number of single site interactions and reduce the mean separation of multiple interactions, 
but we cannot remove all multiple site interactions from the data. Similarly without any
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constraint on the depth of interaction, the data will always reflect a mean of the different 
possible interaction depths within the ring being considered.
4.5.1 Intensity Matrices
Although several pieces of useful information can be extracted from the singles scan data, 
the primary purpose of performing the measurement was to allow the coordinate system of 
the scan table to be orientated relative to the crystal. Plotting the intensity of counts as a 
function of collimator position, while applying carefully chosen gates to the data, allows us 
to locate the positions of the crystal edges, central contact, and segmentation boundaries.
To generate the plots found in this section, gates have been applied to the energy and 
fold. Energy gates have been applied to the central contact MWD energy, in the case 
of photopeak gates they have been set such that E7 =662±2keV. There are two related 
concepts which are referred to as fold, the true fold and the segment fold. The true fold 
refers to how many gamma-ray interactions have occurred in the crystal, this cannot be 
measured by a simple technique and so cannot be gated on in this data. The segment fold 
refers to the number of segments the deposited energy is shared over, it can been calculated 
by examining the baseline offset of the individual segment charge pulses. Here a segment is 
classified as containing deposited energy if the baseline shift seen in the segment is greater 
than three times the RMS baseline noise (« lOkeV). The term fold, when used here, refers 
to the number of segments that pass this threshold for a given event. Due to the difficulty 
in deconvolving very small energy depositions from the electronic noise, the fold calculation 
will be incorrect if one of the segments contains <s=s30keV,
Figure f.l shows, on the left, the total number of accepted triggers for each position in 
the scan. The hexagonal profile of the front parts of the detector can be seen superimposed 
on the larger, circular outline of the back as a region of increased count rate due to the 
greater depth of germanium. The circular area of lower intensity in the centre is due to the 
small depth of germanium here due to the hole drilled for the central contact. In the thickest 
parts of the detector «17000 counts are recorded at each position, this drops to ss!2000 
counts in front of the core contact. As there is no gate applied to the energy deposited in 
the detector, this measurement is very sensitive to background and scattered gamma rays. 
The square profile of the actual range of scanned positions is visible due to the significant
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Figure 4.7: Number of accepted trigger requests as a function of position (left). Number of photopeak 
events with the energy confined to a single segment as a function of position (right). In the image 
on the left there are no software gates applied data so the intensity in the matrix represents the 
number of events passing the trigger condition of >400keV deposited in the crystal. The image on 
the right shows only photopeak events (E = 662±2keV) with all of the energy in a single segment. 
This condition is more less likely to be satisfied when the collimator is positioned near a segment 
boundary due to scattering between segments, this causes the segmentation boundaries to become 
visible.
background rate when the collimator is pointed outside of the detector, this illustrates the 
rotational transformation that has been applied to the data.
Figure shows, on the right, the total number of fold 1 photopeak events at each 
position in the scan. Applying a photopeak gate reduces the overall number of events 
counted but this affects the background counts more than the true counts, resulting in 
more sharply defined boundaries in the image and a suppression of count rate when the 
collimator is outside of the crystal. Near the boundary of segments the fold gate has a 
significant effect, at these positions, the probability for a gamma ray to scatter and deposit 
part of its energy into a neighbour segment is high. Near the centre of the segments the 
effect of the fold gate is much less, any scattered gamma ray has a significant chance of 
being absorbed in the same segment before passing into another. This results in a drop in 
counts from «3500 at the centre of a segment to «1500 near the boundaries which allows 
us to establish the position and orientation of the segments.
Figure 4-8 shows a similar photopeak, fold 1 intensity plot but with the events split 
between six matrices, one for each of the six rings. This allows three further important 
observations to be made:
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• The attenuation of gamma rays through the depth of the detector is apparent in the 
bulk volume of the segments. The count rate at the centre of ring 1 segments is ^1300, 
this drops to ^200 at the same position in ring 6. The highest rates however, are at 
the back of the detector when the taper of the crystal directly exposes rings five and 
six to the collimated beam. The high count rate here is due to the back rings having 
the largest depth of germanium and also to the reduction in dead time as the system 
does not have to deal with triggers from the front rings.
• The centre of segmentation in ring one is not aligned with the centre of the central 
contact. The segment boundaries in the front ring are determined by the boundaries 
of the electrical contacts applied to the outside of the crystal, these are not aligned 
with the centre of the hole drilled to produce the central contact. For the coincidence 
measurements, discussed in Chapter 5, it was necessary to pick a central point, about 
which to define our scan positions, the ring 1 segmentation centre, rather than the 
central contact centre, was chosen for this purpose.
• In rings two to five, the segment boundai’ies on opposite sides of the detector are, in 
general, not aligned with each other. Due to the anisotropy of charge carrier drift 
velocity with respect to the crystal lattice, charge carriers tend to move preferentially 
along the axis with higher mobility. This means charge collection is not in general on 
a line direct from the point of interaction to the central contact unless this direction 
is aligned with one crystal axis. The B/C, E/F boundary, parallel to the y axis on 
the plot is straight as the electric field along this boundary is aligned with the <100> 
crystal axis.
4.5.2 Rise Time Matrices
In order to investigate the systematic variation of the signal shape as a function of interaction 
position, matrices of T30 and T90 (see Section 3.6.2) have been produced. The same 
photopeak and fold 1 gates applied to generate the intensity matrices above have been 
applied to each individual event. For each each scan position the mean T30 and T90 of 
all events passing the gates has been calculated at each position and the results entered 
in a matrix for each detector ring. To suppress the number of background events when
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Figure 4.8: The intensity of photopeak fold 1 interactions for each ring in the detector. The segmen­
tation boundaries can be seen due to increased probability that the energy will be shared between 
segments if the collimator is positioned near the boundary. This information is used to orientate the 
detector relative to the scan table axes.
the collimator is outside of the crystal a threshold has been applied to the number of 
events contributing to the mean. Combinations of position and ring for which fewer than 
a threshold number of events passed the energy and fold gates have been set to zero in 
the matrix. The threshold was set independently for each ring due to the varying count 
rate through the depth of the detector. Towards the back of the detector it became more 
difficult to set a threshold that would suppress the background outside the crystal without 
also suppressing some positions within the crystal, this resulted in points being recorded 
outside the crystal at some positions in rings 3 to 6. Due to occasional drops in the data 
acquisition rate there are scattered points within the crystal volume which also failed this 
test.
Figure 4-9 shows the T30 for the central contact signal.
• The general trend in the radial direction is for T30 to increase with distance from
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the core, this is the result of the weighting field gradient being steepest close to the 
contact. The electrons produced from an interaction near the outer contacts have a 
long way to move before they induce a significant signal on the central contact. Along 
a radial line, the T30 typically varies between 40ns and 100ns.
• With changing angle the trend is dominated by the four-fold symmetry of the crystal 
lattice, the T30 is faster along the <100> direction than the <110>, this pattern 
repeats for every 90° rotation. This variation with direction will be exploited to 
measure the crystal axis orientation in Section 4-5.3.
• The longest T30 times in the crystal 140ns) are found near the regions of weaker 
electric field in the corners of ring 1. In theses regions, the charge carrier drift velocity 
is not immediately saturated which lengthens the overall rise time.
Figure 4-10 shows the T90 for the central contact signal.
• The T90 typically varies between 150ns and 350ns in the coaxial region of the detector. 
Shorter times of ss 80ns are seen in the region immediately in front of the core, this 
is a unique region of the crystal where the charge collection is in the <111> direction 
and over a very short distance which leads to a small T90.
• The T90 measurement is approaching the total charge collection time and so the signal 
induced by both holes and electrons must be considered in order to understand the 
radial trend. If we were able to measure the complete charge collection time from 0% 
to 100%, we would find a minimum, in the radial direction, at the point when hole and 
electron drift times were equal. As the drift velocity of electrons is greater than that 
of holes, this minimum would be closer to the outer contact than the positive central 
contact. As we are measuring the charge collection to 90% only, there is a shift in 
the position of the minimum toward the contact on which the rise time is measured, 
in this case the core. Either side of this minimum there is a trend of increasing T90 
toward both contacts.
• The longest rise times are seen near regions of weaker field, at the corners of ring 
1, and at the extremes of radius in rings 5 and 6, where the total drift distance is
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Figure 4.9: The time (ns) for the core charge pulse to rise from 10% to 30% of its maximum height 
for fold 1 photopeak events in rings one to six. The general radial trend is of increasing T30 with 
increasing distance from the central contact due to the weaker core weighting field at large radii. In 
addition the four fold symmetry of the crystal lattice can be seen to influence the variation in rise 
time profile with charge collection direction, the shortest rise times are along the <100> axis and 
longest along the <110>.
greatest. In ring 1 there is a circular region of very small T90 directly in front of the 
central contact.
Figure 4-11 shows the T30 distribution measured for the outer contact signal. The 
radial trend seen here is the inverse of that seen in the core T30, the longest times axe 
seen near the central contact where the outer contact weighting field is weakest while the 
shortest times are next to the outer contact. The radial trends for the segment T90, shown 
in Figure 4-12, are again similar to the core. The shortest values are seen at intermediate 
radii where the hole and electron drift times are equal and the value increases as the radius 
of interaction moves toward either contact.
The angular trend however is unlike that seen in the core in two ways, firstly the trend
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Figure 4.10: The time (ns) for the core charge pulse to rise from 10% to 90% of its maximum height 
for fold 1 photopeak events in rings one to six. The minimum T90 values are found at intermediate 
radii, where the electron and hole drift times are similar, at positions either side of this the time is 
dominated by the collection of the carrier with the longest drift time. The longest T90 values are 
found near regions of weak field in ring 1, and at the extremes of radii in rings 5 and 6, where the 
total drift distance is longest.
is dominated by the six fold symmetry of the crystal shape rather than the four fold lattice 
symmetry, and secondly the trend is different for the T30 and T90 distributions. The longest 
segment T30 rise times are seen in directions where the holes will be collected at the centre 
of one of the crystal faces. It is proposed that this is due to a weakened electric field at 
these points due to the gap between the outer contacts. The segment T90 distribution has 
the opposite angular trend, with the shortest rise times being in the direction of the centre 
of a face. This is due to the shorter overall charge collection distance in these directions 
which, when looking at the total collection time, dominates the weaker trend due to the 
spacing between contacts.
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Figure 4.11: Segment T30 (ns) for fold 1, photopeak events in rings 1-6. The radial trend is of 
increasing T30 as the distance of the interaction from the outer contact increases, this is due to the 
weaker segment weighting field at these positions. The angular trend is dominated by the six fold 
symmetry of the crystal, with longer rise times found when charge is collected toward the centre of 
a face due to the spacing between contacts producing a weaker electric field at these points.
4.5.3 Crystal Axes
The core signal is used to establish the crystal axis orientation as its variation with angle 
is dominated by the crystal structure rather than the six fold detector symmetry. Similarly 
the T30 has been used rather than T90 as it is less dependent on the total charge collection 
distance,which varies with the crystal shape, than the T90. Figure 4.13 (left), shows the 
core T30 as a function of angle, measured at 28mm radius, for each of the six rings. The 
values have been extracted from the core T30 matrix for 360 positions separated by 1° 
increments. A mean has then been formed from each pair of consecutive values to reduce 
the statistical fluctuation and the resulting 180 values plotted.
The distribution has four minima, corresponding to charge collection along the <100> 
axis and four maxima, corresponding to collection along the <110>. The mean position
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Figure 4.12: Segment T90 (ns) for fold 1, photopeak events in rings 1-6. The radial trend here 
produces the shortest rise times when the charge collection times for electrons and holes is equal at 
intermediate radii, T90 increases from here toward either contact. The angular trend follows the six 
fold crystal symmetry with the shortest rise times found toward the centre of each face, where the 
charge collection distance is greatest.
of each minima, across each of the six rings, has been calculated and plotted as a black 
dashed vertical line. The plot on the right shows the T30 distribution for ring 3, as shown 
previously in Figure the points used for the left hand plot are highlighted in red and 
the first <100> and <110> axes have been indicated by black arrows.
The detector specification agreed between the AGATA collaboration and the crystal 
manufacturer, Canberra, states that the <100> axis should align with the centre of sector 
A, which lies on the x axis in the AGATA coordinate frame used here. It is clear from this 
data that for C001 the axes are in the opposite configuration to that which was agreed.
73
CHAPTER 4. Singles Measurements
Ring 2
Ring 4
Ring 5
138 228
Angle (Degrees)
318 360
x (mm)
Figure 4.13: The variation in core T30 as a function of angle for each detector ring, measured at 
28mm radius (left). The mean position of each minimum is shown as a dashed black line. The ring 
3 core T30 map (right), indicating the positions used to plot the angular change in dark red and the 
first <100> and <110> axes directions as black arrows.
4.6 Side Singles Scan
After the completion of the front face singles and coincidence scans, the scintillation de­
tectors were removed and the test cryostat reorientated to allow scanning from the side as 
shown in Figure 4-14- Once the detector was secure in this orientation it was scanned on 
a 1mm grid across its side profile for 30s per position over a total of 8075 positions. The 
trigger condition was again >400keV measured on the central contact. As with the front 
face scan the main limitations of this method are events that Compton scatter and deposit 
energy in multiple locations, and the uncertainty of the interaction position in the direction 
parallel to the collimator.
During the set up of the side scan, a loose connection to segment D1 was accidentally 
detached. This segment is missing from all of the side scan matrices presented below.
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AGATA Test Cryostat
Figure 4.14: The Liverpool Scanning System [DBC+09] in side scan configuration. The AGATA 
cryostat is mounted and secured on a table with the HPGe crystal suspended over the scan table. 
The detector was orientated with the A/B segment boundary closest to the collimator and parallel 
with the collimation direction.
4.6.1 Intensity Matrices
Figure 4-15, shows the intensity of accepted triggers (left) and the intensity of fold 1 photo­
peak events (right) for the side scan. Despite variation in the thickness of the detector, the 
intensity of accepted triggers is roughly uniform with «10000 counts per position through­
out the crystal. This is due to the limited rate of accepted triggers, which was reached 
when the collimator was pointed into any part of the crystal. A drop in count rate is seen 
near the outer boundary when the bean divergence starts to reduce the number of photons 
impinging on the detector.
The intensity of fold 1 photopeak events reveals the segmentation boundaries due to the 
decreased probability for energy to be confined to a single segment if the first interaction 
was near the boundary. The number of counts typically varies between »2000 in the centre 
of the thickest segments to «800 at the segment boundaries. The boundary between rings 1 
and 2 is less well defined as its position varies with z due to the slopping field in the region. 
The sloping boundary also reduces the total number of counts here due to the increased 
probability of scattering between the rings.
Figure 4-16, shows the fold 1 intensity distribution for each sector in the detector. The 
variation in count rate between sectors is dominated by the attenuation of the beam as it 
passes through A and B before reaching sectors D and E. Sectors C and F are exposed
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Figure 4.15: Number of accepted triggers for positions in the C001 side scan (left). Number of 
photopeak events confined to a single segment for the C001 side scan (right). This plot reveals the 
detector segmentation boundaries due to the reduced probability of the energy being confined to 
a segment when the collimator is close to a boundary. The boundary of rings 1 and 2 is less well 
defined due to the sloping electric field in these regions which results in the position of the boundary 
changing with z.
directly to the beam in the outer region, at larger distances from the core contact, but 
shielded from exposure in the inner section. In the intensity profile for sectors A and B, 
the boundary between segments in the coaxial region of the detector appear straight and 
parallel to the front face. In the sectors further from the source however, the segmentation 
boundaries appear to slope towards the back of the detector as they approach the core. 
This is the result of the slope of the electric field toward the back of the detector. The 
effect is hidden in the intensity spectra for sectors A and B as the majority of interactions 
are near the outside of the detector, where the segmentation is fixed by the boundaries of 
the contacts.
The sloping field can be seen more clearly in Figure 4-17, which shows the fold 1 photo­
peak intensity for each individual segment in sector A. There is a clear region of ^10mm in 
z where rings 1 and 2 overlap, the size of the overlap then becomes less for each segment as 
the field becomes less sloped. Again, the total number of counts is much reduced in rings 1 
and 2 relative to the others due to scattering between them.
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Figure 4.16: Number of photopeak events confined to a single segment for each AGATA sector. 
Sectors A and B were closest to the collimator, this means the beam had to pass through them to 
reach sectors D and E resulting in the low count rate there. The sloping electric field in rings 1 and 
2 results in a degree of overlap in the intensity profile, obscuring the boundary between the two.
77
CHAPTER 4. Singles Measurements
E
E
N
x (mm)
Figure 4.17: Number of photopeak events confined to each segment within sector A for the C001 
side scan, the segment numbers are shown in white. The slopping electric field at the front of the 
detector is evident in the large region of overlap between the first two rings. Further back in the 
coaxial region the segment boundaries are parallel to the collimation direction and hence sharp 
boundaries are seen in the intensity distribution.
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4.6.2 Rise Time Matrices
Figure 4.18 shows the core rise time distribution revealed by the side scan for sectors A and 
B, The T30 and T90 distributions are shown on the top and bottom respectively.
As seen earlier in the front face scan, the T30 varies between 40ns and 100ns in the 
bulk volume of the detector. It is largest near the outer contact where the moving charge 
starts farthest from the core where the weighting field is changing slowly, as the interaction 
position approaches the core the T30 becomes smaller. The largest T30 values of ps 120ns are 
found at the corners of ring 1 where the electric field is weakest, resulting in a unsaturated 
drift velocity for some proportion of the drift of the electrons toward the core.
The TOO distribution has a minimum of ss220ns at intermediate radius, where the charge 
carriers have equal drift times before being collected at their respective contacts. Moving 
towards either contact results in a longer T90 as one of the charge carriers continues to drift 
after the other has been collected.
The trends in both T90 and T30 are less sharply defined in the side scan data than the 
front face scan. This is sue to the charge collection direction being in different directions 
relative to the collimated gamma-ray beam, for different positions in the crystal. For a given 
collimator position, gamma rays will interact at sites with a range of rise time characteristics.
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Figure 4.18: Core T30 (top) and T90 (bottom) for fold 1 photopeak events in sectors A (left) and 
B (right). The core T30 is generally larger near the outside of the detector, this is due to the 
shallower slope of the core weighting potential in this region. The maximum values are seen near 
the corners of ring 1 where the electric field is weakest. The T90 distribution has the smallest values 
at intermediate radii where the holes and electrons have equal collection time, and increases toward 
either contact. The true degree of this pattern is hidden due to the collimated beam passing through 
parts of the crystal covering a range of radii.
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4.7 Depletion Surface Scanning
When the detector was first mounted on the scanning table a series of fast singles scans 
on a 2mm basis were carried out at a range of bias voltages. This allowed us to study 
the depletion surface as it moved, with increasing voltage, from the outer contact of the 
detector to the core. Figures 4-19 to 4-21 show the resulting intensity matrices for rings 1,4 
and 6 respectively.
The method for generating these plots was the same as for the full bias intensity plots 
described earlier. A collimated source was scanned across the front face of the detector and 
all events for which the core energy passed the CFD threshold were digitised and written 
to disk. As the gain of the detector varies with applied bias the CFD threshold had to be 
readjusted for each new bias voltage, it was set to approximately 150keV for each run.
The data were sorted offline and position matrices incremented for all events for which 
the photopeak energy was confined to a single segment. Gain matching data was not 
recorded for all voltages due to time constraints, so the photopeak energy gates had to be 
set independently for each segment and each bias voltage.
Figure 4-19 shows the intensity matrices for ring one. There is already a significant 
count rate throughout this ring at 50V applied bias, because the detector depletes from the 
outer contact inwards. This means the front face of the detector has a depleted layer just 
beneath the surface even before bias is applied due to the natural depletion region. As the 
bias increases, the penetration of this region into the crystal grows and a higher number 
of gamma rays interact in the active volume, resulting in increasing counts in the intensity 
matrix.
The increasing count rate in ring 1 reaches a maximum at 750V, before dropping again 
at higher voltages. This effect is not due to movement of the depletion surface within the 
ring but to an increase in the system dead time as other rings become depleted. Initially, 
all of the recorded counts at smaller radii are due to interactions in ring 1 near the front 
face. As rings further back become depleted, the maximum accepted count rate of 420cps 
must be divided between trigger requests due to interactions elsewhere.
Figure 4-20 (Ring 4) and Figure 4-%l (Ring 6) show the behaviour of the bulk volume 
of the detector. Initially, at 50V there is only a thin depleted layer near the surface of the 
detector. As the applied bias increases, this region spreads towards the core. The depletion
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surface moves more quickly through ring 4 than ring 6 as the impurity concentration is 
lower, this means the electric field required to deplete the detector of all free charge carriers 
is less.
These measurements allowed us to ensure that the detector was fully depleted by the 
time it reached its full operating voltage of 4500V. In addition, it provided a check on the 
impurity distribution, a crystal wdth its purest end at the back of the detector would have
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Figure 4.19: The ring 1 photopeak intensity matrices for a range of applied bias voltages. The 
intensity of photopeak events for which the deposited energy is confined to a single segment, for a 
range of bias voltages. The detector depletes from the outer contact, in ring 1 there is already a 
significant depleted depth throughout the radial range at 50V bias. The intensity increases with 
bias until 750V when a maximum is reached. This is due to the system dead time increasing as the 
depletion surface spreads through the detector and the accepted count rate must be shared between 
more segments.
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Figure 4.20: The ring 4 photopeak intensity matrices for a range of applied bias voltages. The 
intensity of photopeak events for which the deposited energy is confined to a single segment, for a 
range of bias voltages. At 50V applied bias only a small region of germanium near the outer contact 
is depleted of free charge carriers. As the bias increases this depleted volume spreads into the crystal 
toward the core.
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Figure 4.21: The ring 6 photopeak intensity matrices for a range of applied bias voltages. The 
intensity of photopeak events for which the deposited energy is confined to a single segment, for a 
range of bias voltages. At 50V applied bias only a small region of germanium near the outer contact 
is depleted of free charge carriers. As the bias increases this depleted volume spreads into the crystal 
toward the core.
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Chapter 5
Coincidence Measurements
The central motivation for the characterisation measurements performed on AGATA detec­
tor C001 was to test the accuracy of the simulated signal shapes. To achieve this goal it 
is necessary to observe the signal produced by the detector for gamma-ray interactions at 
precisely determined single sites within the crystal. The coincidence scan provides a method 
of identifying such interactions by combining the two-dimensional localisation provided by 
the collimated source, with a secondary scatter collimator and detector.
5.1 Coincidence Scanning Method
A beam of 662 keV gamma rays, perpendicular to the detector front face, was positioned 
using the Parker scanning table, as described in Section 4-4- A series of secondary lead 
collimators were positioned around the AGATA cryostat, these allowed scattered gamma 
rays to escape if the scattering angle was close to 90° and the interaction occurred at one 
of six narrow ranges in the z axis. Nal and BGO scintillation detectors were positioned 
to cover the gaps in the secondary collimators and detect any scattered gamma rays, the 
arrangement is shown in Figure 5.1. By Equation 2.5, a gamma ray scattering in this 
manner will deposit 374 keV in the AGATA HPGe crystal and 288 keV in the scintillator. 
Table 5.1 shows the position of each collimator along the z axis and the ring with which 
each was aligned. The positions of the collimation gaps were measured to 0.1mm precision 
with vernier callipers, there was a greater degree of systematic uncertainty in the position 
relative to the crystal which will be assessed in Chapter 7. The collimator openings were
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1.5mm wide at the first three depths but were widened to 3mm further back to compensate 
for the reduced count rate due to attenuation of the incoming gamma ray beam at the 
expense of precision in the position.
Depth (mm) AGATA Ring Width (mm)
4.3 1 1.5
16.1 1&2 1.5
31.7 3 1.5
49.3 4 3.0
66.4 5 3.0
85.1 6 3.0
Table 5.1: The position of each secondary collimator depth along the z axis, parallel to the core. 
Most of the collimators were aligned with a single ring in the detector however, due to the sloping 
electric field near the front of the detector, the collimator at 16.1mm was aligned with rings 1 and 
2. The collimator widths were increased towards the back of the detector to increase the count rate 
at the expense of precision in position. The positions and widths were measured to 0.1mm precision 
however there is some systematic uncertainty in the position of the collimator array relative to the 
detector crystal.
The finite width of the collimators results in a divergence of the incoming and scattered 
gamma rays. Figure 5,2 shows the variation in spot size projected by the primary collimator 
(top), and the height of the region from which gamma rays can reach the scintillation 
detectors (bottom). The figures are based on a simple geometric approximation and assume 
that the collimators function perfectly i.e. no gamma rays pass though any part of the 
collimator material. It is assumed that a scattered gamma ray takes the shortest path 
through the crystal to the scintillation detector.
A total of 40 BGO detectors were used to cover the secondary collimator gaps. Due to 
the limited number of available preamplifier and ADC channels the signals were summed in 
groups of 3-5 resulting in 12 BGO channels to be instrumented. Care was taken during set up 
to ensure BGO groups at lower z positions only covered the collimators from a single depth. 
This allowed the scintillators to be used to identify which depth the interaction occurred 
at. This was important for interactions in AGATA ring 1 which lined up with more than 
one collimator depth. The three Nal detectors were each instrumented separately and each
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Figure 5.1: The precise location of gamma-ray interactions is established in the coincidence scan 
by requiring that the gamma-ray photon passes through the source collimator and into the AGATA 
crystal before scattering, via a secondary collimator, into a scintillation detector. A series of scintil­
lation detectors and secondary collimators were used to allow six different depths to be scanned at 
the same time. The scattering angle of 90° determines that a 662 keV gamma ray will deposit 374 
keV in the AGATA HPGe crystal and 288 keV in the scintillation detector.
covered the three secondary collimator depths at the back of the detector. The overlap was 
not a problem in this region as each AGATA segment lined up with a separate collimation 
depth.
Through the course of two months, the primary collimator was held for three hours at 
362 different x-y positions, arranged in a series of azimuthal and line patterns (Figure 5.3). 
Data were collected simultaneously from each of the six depths, resulting in a total of 2172 
interaction positions.
This coincident scanning system, combined with the trigger electronics described in 
Section 5.2, was designed to maximise the fraction of events made up by the single site 
interactions of interest. Despite the selectivity of the trigger system, the single-site, 90° 
scatter events made up less than 1% of the accepted triggers. To identify the correct events 
from the data a series of software filters were applied, this process is described in Section 
5.3.1.
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Figure 5.2: The divergence of the incoming and scattered gamma rays results in a variation in the 
collimator spot size as a function of position. The plot shows an estimation of the position precision 
based on simple geometric considerations. The top plot shows the diameter of the beam in the x-y 
plane, as a function of depth in the crystal. The lower plot shows the height of the region from 
which scattered gamma rays can reach the scintillation detectors as a function of the distance from 
the centre of the detector. The two lines represent the 1.5mm collimator gap used in the front three 
rings, and the 3mm gap used in the back three rings.
The signal from the detector included a noise component, the magnitude of which was 
dependent on the electrical and mechanical conditions. When the cryostat was mounted on 
the scan table the noise magnitude was greater than that achievable in optimum conditions 
due to the lengths of cables required and the microphonic effects induced by vibrations in 
the frame. The standard deviation of the noise was measured to be 7mV RMS on the core 
and 4mV RMS on the segments. The discrepancy between these values is the result of the 
larger capacitance of the core contact.
In order to minimise the noise, and reveal the underlying true signal, a mean response 
was formed from the signals at each position. The methodology used in forming the mean 
response is discussed in Section 5.3.2.
5.2 Scanning Electronics
Figure 5-4 shows the arrangement of electronics used for the coincidence scan, the details of 
each component are listed in Table 5.2. AGATA and the scintillation detectors are shown
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Azimuthal Scans
Line Scans
x (mm)x (mm)
• 24mm Azimuthal
• Lines 1 to 7
• Lines 8 to 13
• 27mm Azimuthal
• Lines 14 to 17
• 7 mm Azimuthal
• Lines 18 to 20
Figure 5.3: During the coincidence scan data were acquired from each of the primary collimator 
positions shown on the plot above, and from each of six depths defined by the secondary collimator 
positions. The acquisition was divided into seven runs, a limited singles scan covering only the centre 
of the detector was used between each run to check the alignment.
on the left in blue boxes. Preamplifiers were used to increase the gain of AGATA and 
the BGO scintillators however the photomultiplier tubes coupled to the Nal detectors were 
already of sufficiently high gain. BGO scintillator detectors have a very fast signal suitable 
for precision timing singles, however the preamplifiers used were slower which increased the 
rise time to «100ns.
The remaining electronic components are coloured to indicate that their output provides, 
a linear signal shaped to optimise energy measurement (red), a linear signal shaped to 
optimise timing (orange), or a digital signal to be recorded by the DAQ (green).
The ORTEC 671 amplifier and CAEN ADC were set up to measure the core energy in the 
same manner as for the singles scan. In addition to this, the CAEN spectroscopy amplifier 
and CAEN ADC measured the energy for each of 15 scintillator channels. The shaping time 
on the CAEN spectroscopy amplifier was set to 6/is. The lower level discriminator was set 
on each ADC channel to eliminate counts due to baseline noise.
The triggering of the system was controlled by the AGATA core signal and the 15 
scintillator signals. The scintillator channels were first passed to a timing filter amplifier 
which increased the gain on the signal, while maintaining the fast rising edge. Leading 
edge discriminators were then used to check if the signals passed a critical threshold of «60
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Figure 5.4: The electronics used during coincidence scanning. In addition to the readout and 
triggering electronics used for the singles scan, BGO and Nal scintillator detectors are used to 
detect gamma-rays scattered from the AGATA crystal. Analogue thresholds are applied to these 
detectors using leading-edge discriminators, after which a multiplicity unit is used to produce a 
logical OR signal. This is then combined in a logical AND with the AGATA trigger signal resulting 
in a final trigger signal which only accepts events with energy in AGATA and any one scintillator. 
The specific components indicated by each label are listed in Table 5.2
keV and produce a logic output signal for any that did. The multiplicity unit was set to 
produce an output when any one or more input signal was measured. The unit then acted 
as a logical OR of all the scintillator signals.
The trigger from the AGATA core was handled in the same way as the singles scan using 
a TFA and CFD, the CFD threshold was set to a lower value of 60 keV. A coincidence unit 
was then used to produce the logical AND of AGATA and the scintillator logic signal. 
The combined effect of these timing units was to produce a logic signal whenever both the 
AGATA core and any of the scintillators measured greater than 60 keV deposited. The 
width of the logic signals from the CFD and multiplicity unit were tuned to have a width 
of 50ns, which determined the coincidence window of 100ns.
The gate and delay generator was triggered by any signal from the coincidence unit, and 
produced a positive logic output of 20/^s width, as required by the Silena ADC controller
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(SAC). The SAC functioned in the same way as in the singles scan, monitoring the state 
of the other VME cards and accepting incoming triggers only if they were not busy writing 
the data from an earlier event.
The DAQ wrote to disk all of the data from the GRETINA digitisers and CAEN ADC, 
together with the position of the scan table, on an event by event basis.
Component Label on Figure 5.4 Model
Coincidence Unit CU LeCroy 465
Constant Fraction Discriminator CFD ORTEC 584
Gate and Delay G&D Phillips Scientific 794
Multiplicity Unit MU LeCroy 380A
Time to Amplitude Converter TAG ORTEC 566
Leading Edge Discriminator LED LeCroy 821
Timing Filter Amplifier TEA ORTEC 863/474
ADC Controller SAC Silena S9418
Analogue to Digital Converter CAEN ADC CAEN V785
GRETINA Digitisers GRETINA Digitiser Berkeley Labs
Spectroscopy Amplifier ORTEC 671 Spec Amp ORTEC 671
Spectroscopy Amplifier CAEN Spec Amp CAEN N568
Converter Boxes Core/Segment CWC -
Table 5.2: The electronic components used for the coincidence scan. The specific layout is shown in 
Figure 5.4-
5.3 Data Filtering and Analysis
5.3.1 Initial Filtering of Raw Data
Once the data acquisition was complete, the event by event data were sorted offline to 
identify the ~1% of events that constituted single site interactions at the correct position. 
The process began by checking if each event passed the following gates:
• Energy The requirement that a 662 keV gamma ray scatters through an angle of 90° 
imposes specific conditions on the energy deposited in each detector. Figure 5.5 shows
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a matrix of the energy observed on AGATA and the scintillation detectors, together 
with the individual energy spectra. The region corresponding to the 90° scattering 
events of interest can be seen at = 374 keV, Escmtiiiaior- — 288 keV, and is
highlighted in black.
A tight energy gate of 7 keV width was applied to the AGATA energy. The energy 
resolution observed on the scintillator spectrum was 138 keV FWHM. Both the poor 
intrinsic resolution of the BGO detectors, and gain drift observed between individual 
tubes summed to the same electronics channel, contributed to this. As a result of 
this poor resolution it was necessary to apply a gate of 150 keV width. Simulations 
performed by other members of the AGATA collaboration [Sch09a] have suggested 
that this should not influence the outcome as the selection of events based on energy 
is dominated by the tight gate applied to the AGATA energy. The combination of 
both energy gates reduced the total number of events to 1.6% of the accepted triggers.
The energy spectra in Figure 5.5 have been compressed to 4 keV per channel to reduce 
the memory required to process the large 2D spectrum. Other features visible in the 
matrix include the 137Cs photopeak at 662 keV, the annihilation peak at 511 keV, 
and the lead X-rays at 72 keV and 85 keV.
• Segment Fold If a gamma ray interaction occurred at a single site, all of the charge 
produced would be collected in a single segment. A gate was applied to reject all 
events where the energy was shared between more than one segment.
• Scintillator Number The scintillators and secondary collimators were arranged such 
that it was not possible for a 90° scatter event between certain combinations of scin­
tillator channel and AGATA segment. If an event appeared to represent such a com­
bination then it was filtered from the data.
The combination of all of the above gates reduce the number of events to 0.96% of the 
initial CFD triggers accepted by the DAQ. A large proportion of the remaining events were 
the correct single-site interactions of interest, however some random events remained. The 
final stage of filtering was a similarity test. As the events of interest for a particular position 
occurred at the same site, the signal shape was similar. Any remaining random events were 
distributed through the volume of the segment and had different signal shapes. In order
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Figure 5.5: A matrix showing the energy deposited in AGATA and in the scintillator for all accepted 
triggers during the coincidence scan. Projections of the AGATA energy (bottom) and scintillator 
energy (left) are also shown. The region of interest, corresponding to 374 keV in AGATA and 
288 keV in the scintillator, can be seen in the centre of the matrix. An increased rate of random 
coincidence is observed at AGATA energies corresponding to Pb-Xrays («80 keV), the annihilation 
peak (511 keV), and the 137Cs photopeak (662 keV).
to identify the random events a preliminary mean signal was formed from all of the events 
that passed the initial gates. Each individual event was then compared with the mean 
and those that differed significantly were discarded before a final mean signal was formed, 
this method of filtering was also applied to previous coincidence scans performed using the 
AGATA symmetric prototype detectors [Dim08].
5.3.2 Mean Signal Formation
The position of each signal, within the range of digitised samples, varied due to the effect 
of baseline noise and variation in rise time on the CFD trigger point (known as jitter and 
walk respectively). This is illustrated in the leftmost panels of Figure 5.6. Before the mean 
response could be formed it was necessary to correctly align the signals.
Before alignment, the signals were normalised so that the maximum height of the real
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charge pulse was 1. All image charge signals were scaled by the same factor as the hit seg­
ment signal. In order to improve the quality of the alignment the signals were interpolated 
to reduce the sample size to 2ns. A linear interpolation was first performed between each 
pair of successive samples. A smoothing algorithm was then applied which replaced every 
sample in the interpolated signal with the mean of itself and the two neighbouring samples.
Three methods of aligning the interpolated signals were considered, tlO, tOO, and Dif­
ference Minimisation, the resulting aligned signals are shown in Figure 5.6.
The tlO and t90 methods both relied on aligning the signals to a fixed fraction of their 
maximum height. The performance of this method depends on how quickly the signal is 
rising at the chosen point. In Figure 5.6 the tlO method works best for the segment signal, 
which has a fast initial rise, but less well for the core signal which rises more slowly at the 
beginning. This situation is reversed for t90 alignment. A method was required that would 
perform well for all signal shapes.
The difference minimisation aligns the first signal to a fixed point. Each subsequent 
signal is then shifted relative to this and the RMS difference measured at each position. 
The alignment with the minimum difference was selected as correct. To minimise the effect 
of electronic noise on the alignment, only the core, interaction segment, and four immediate 
neighbours were used to calculate the difference and the measurement was only performed 
between the tlO and t90 points. Once all signals were aligned the initial, preliminary mean 
signal was formed.
Each event was then considered again and compared with the preliminary mean signal. 
A minimisation method was again used for alignment, this time to align each individual 
event with the preliminary mean signal. The minimum difference between each individual 
event and the mean was calculated and any events with a difference exceeding 0.04 in one 
segment, or exceeding a total of 0.2 across the six segments being considered were discarded. 
Figure 5.7 shows histograms of the fit parameter measured for each important segment, for 
all the events in one experimental run, the cut off for individual segments is marked in red. 
The limits were chosen by a process of trial and refinement until the accepted signals looked 
sufficiently similar.
Figure 5.8 shows the formation of the mean signals for two real charge signals and an 
image charge, from a single position. Individual signals contributing to the mean are shown
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Figure 5.6: Three methods of aligning the signals before forming the mean were considered, difference 
minimisation, HO, and t90. The figure shows the three methods applied to the core (top) and hit 
segment (bottom) signals from a single interaction position. The raw signals (leftmost) have a range 
of positions due to rise time walk and noise jitter in the CFD trigger point. The tlO and t90 
alignment methods each work well when the signal is rising quickly at the point of alignment (tlO 
in the case of the segment signal, t90 for the core). The difference minimisation method provides 
good alignment in all cases.
in blue, those that were rejected because they did not match the initial mean sufficiently 
closely in red, and the final mean in green.
5.3.3 Statistics and Uncertainty
The number of events remaining to form the mean signal after filtering varied with position 
in the crystal. Figure 5.9 (left) shows how magnitude of the baseline noise on the mean signal 
varied as a function of the number of events used to form the mean. The noise magnitude 
dropped sharply with the first few events, but this effect diminished with increasing number 
of events.
The minimum number of events used in the final mean was two as there was no way
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Fit Parameter
Figure 5.7: The fit parameter measured for all events in one experimental run. The parameter is 
calculated as the RMS difference between each signal and the initial mean formed from all signals. 
The alignment of each signal with the mean is varied until the minimum fit is found. If any signal 
had a fit parameter greater than 0.04 (red dashed line) then the whole event was excluded from the 
final mean. The total fit across all segments was also tested and required to be less than 0.2 for the 
event to be included in the mean. The total fit was normalised if the interaction occurred in rings 
one or six where only five segments are considered.
to perform the similarity test if only one event passed the initial gates. A maximum of 
200 events were used for each position, this limit was imposed by disk space considerations 
when exporting the data from the DAQ. Figure 5.9 (right) shows the frequency of positions 
where different numbers of events were obtained, this distribution falls sharply from an 
initial maximum for two events and very few positions wdth more than 100.
Figure 5.10 shows how the number of events varied as a function of position in the 
crystal. The top row shows, for each ring, the number of events that passed the initial 
energy gates on AGATA and the scintillator, the second row shows the remaining events 
after the segment fold and similarity tests had been applied. Several factors play a part in 
determining this distribution:
• The attenuation of the 662keV gamma rays from the source leads to a general reduc­
tion in count rate as a function of depth in the detector.
• The attenuation of the scattered 288keV gamma ray leads to a drop in count rate as a
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Figure 5.8: Mean signal formation for the core (left), hit segment (centre), and an adjacent segment 
(right) for a single position. Individual contributions are shown in blue, those that were rejected 
because they did not match the initial mean sufficiently closely in red, and the final mean in green.
function of distance from the outside of the detector. This effect is more pronounced 
than the attenuation through the depth of the detector due to the lower energy of the 
scattered gamma ray. At a fixed (x,y) position, this effect is more significant at high 
z due to the increasing width of the crystal.
• There is sporadic variation in the rate with the azimuthal angle. This is due to varia­
tion in how well the secondary collimator gaps were covered by scintillation detectors. 
Every effort was made to ensure the coverage was uniform but there were some physi­
cal limitations imposed by the geometry of the detectors and detector support frame.
• There is a drop in count rate at some positions near segment boundaries. The diver­
gence of the gamma ray beam leads to events at some positions being divided over 
two segments. This reduces the number of events able to be formed into a single mean 
signal.
Finally, the third row shows the number of events, for each detector ring, passing the 
initial energy gates (1), that occurred in the correct segment (2), had all of their energy 
confined to that segment (3), and that passed the similarity test (4). These plots reveal 
that with increasing depth in the crystal, not only does the number of events drop, but also 
the fraction of events that remaining after filtering is complete. The explanation for this is
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Number of Events
Figure 5.9: The variation in the magnitude of noise on the mean signal as a function of the number 
of events used to form it (left). The frequency of positions with certain numbers of events (right).
that while the rate of true, single site events drops as the interaction depth increases, the 
number of random background events is approximately uniform. This effectively reduces 
the signal to noise ratio of the measurement with increasing depth.
5.4 Mean Experimental Signals
The coincidence scan covered 2172 positions in the AGATA crystal, the key features of the 
mean signals from a selection of those will be reviewed in this chapter. Further evaluation of 
the results will be covered in Chapter 7, where a comparison between the mean experimental 
signals and the simulated signals will be made. Figure 1.5 shows the relative positions in 
the crystal of each segment mentioned in the discussion below.
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Figure 5.10: The top row shows the number of events, as a function of position, that passed the 
AGATA and scintillator energy gates applied in the first stage of sorting, for each of the six rings. 
The second row shows the number of events included in the final mean signal, after all stages of 
filtering were completed. The bottom row shows, for each ring, the total number of events at all 
positions that passed the initial energy gates (1), that occurred in the correct hit segment (2), that 
had the energy confined to a single AGATA segment (3) and that passed the test for similarity to 
the initial mean signal (4).
5.4.1 Line Scans
The 20 line scans each consisted of 13 points, equally spaced in a straight line, from the 
centre of the detector to the outside. The main source of variation in the signal shape along 
these lines if the change in drift distances of electrons and holes.
Figure 5.11 shows a line through segment FI, in the front detector ring at z=4.3mm, 
immediately adjacent to the boundary with segment El.
• At points close to the centre of the detector, shown on the plot in black and dark red, 
the rise time of both the core and segment signals is very fast. The T90 for these 
signals is «70ns, which is faster than any other region of the detector. This is due 
to the short charge collection distance between the front face of the detector and the 
front of the core.
• The initial rise of the segment signal is very fast for all of the positions in this line.
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This part of the signal is dominated by the collection of holes at the front surface of 
the detector which is less than 5mm from the interaction site.
• At larger radii, the final 40% of the segment rise is slower as the electrons are collected 
over a large distance at an angle sloping back into the detector.
• The core rise time gets longer at larger radii due to the increased charge collection 
distance for electrons.
• The image charge character for all the neighbours changes from positive, to bipolar, 
and then to negative as the radius of the interaction site increases. At small radius, the 
charge collection is dominated by the movement of holes towards the front face, this 
induces a positive signal on neighbouring segments. At larger radius the longer col­
lection of electrons dominates the induced signal, resulting in slower, negative signals. 
At intermediate radii, the two charge carriers dominate at different points, resulting 
in a bipolar signal.
• The image charge magnitude is significantly greater for the left segment due to the 
proximity of the charge collection path.
Figure 5.12 shows a line scan through segment F5, in the fifth detector ring at 66.4mm 
depth, part way between the centre of the segment and the boundary with segment E5. 
These interaction sites are in the central bulk volume of the detector, the signal shape 
follows the classic pattern of more regularly shaped coaxial detectors.
• The core T90 in this line varies between ^ 170ns and «260ns. The longest rise times 
are seen at small radius where the there is a sharp initial rise as electrons are collected 
at the core, but then a long slow drift of holes to the outer contact. The points of 
longest rise time are missing from the plot as there were not enough events to form a 
mean signal. Data from the singles scan suggests TOO values in excess of 350ns are to 
be expected at positions closer to the core. The fastest rise times are at intermediate 
radii when the drift time is equal for electrons and holes. Due to the higher drift 
velocity of electrons, this point is closer to the outer contact than the core.
• Segment T90 has a similar range and pattern to that of the core signal, with the 
slowest signals found for interactions near the core and the fastest for interactions at
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Figure 5.11: Line scan 9, through segment FI at z=4.3mm, near the boundary with El. The fastest 
rise times in the detector are seen at small radii here, where the charge collection distance, between 
the detector front face and core, is very small. The character of the image charge signals can be 
seen to vary as the relative collection distance of electrons and holes changes.
intermediate radii. The pattern for the initial rate of rise is reversed however. At 
large radii the segment has a very fast initial rise (T30« 30ns) as the holes axe quickly 
collected, but at small radii the initial rise is very slow as the charge carriers have to 
drift a long way before the segment weighting field is sufficiently strong for them to 
induce a large signal (T30«120ns).
• The image charge character shows the same variation from positive to negative as 
seen at the front of the detector. The left and right image charges are both small in 
this case as the charge trajectory is close to the centre of the segment.
• The image charge signals are much larger in segment F6 above then in segment F4
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below. This is due to the closer proximity of the charge trajectory. The interactions 
are at 66.4mm which is only 5.5mm from the boundary with ring 6 at 72mm but 
12.5mm from the boundary with ring 5 at 54mm.
0 200 400
Time (ns)
Figure 5.12: Line scan 17, through segment F5. There is large variation in the shape of the real 
charge signal due to differences in the drift distance of holes and electrons. The fastest rise times 
are seen in the region where charge collection time is equal for electrons and holes. The character of 
the image charge signals varies from positive, to negative, to bipolar as the dominant charge carrier 
changes.
5.4.2 Azimuthal Scans
The three azimuthal scans consisted of rings of points at constant radius. The main sources 
of variation in these signals axe the proximity of the moving charge to the neighbouring 
segments, and the angle of charge collection relative to the crystal axis.
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Figure 5.13 shows the section of the 27mm azimuthal scan passing through segment Dl, 
in the front detector ring at a depth of 4.3mm.
• The core T90 varies between 170ns and 200ns through the range of positions plotted 
here. As the hole and electron drift distances are equal for all of the interaction sites, 
the variation is due to the direction of charge collection. The slowest rise time is seen 
at the centre of the segment which confirms the findings of the singles scan that this 
is the location of the <110> axis.
• The segment T90 follows the crystal axis in the same pattern as the core. The initial 
rise of the segment signals is faster due to short distance for holes to travel relative 
to electrons.
• The magnitude of the left and right image charges varies according to the proximity 
of the interaction site to each of the neighbour segments.
Figure 5.14 shows the section of the 27mm azimuthal scan running through segment A3 
in the third ring of the detector at 31.7mm depth.
• The core T90 for these positions varies between 160ns and 175ns, As with the previous 
positions discussed, this is due to the variation in charge collection direction rather 
than differences in drift distance of charge carriers.
• The fast rise times and the strongly bipolar nature of the image charge in the segment 
above indicate that these positions are very close to the position of equal drift time 
for electrons and holes. This was not the case for the points in ring 1 on the same 
azimuthal scan discussed previously. This is due to the difference between the centre 
of segmentation and the centre of the central contact. The scan positions were defined 
around the segmentation centre which means that the position of the interaction along 
the line of charge transport varies with the azimuthal position.
• The magnitude of the left and right image charges is significantly smaller here than 
expected. This will be investigated in more detail in Chapter 7.
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Figure 5.13: Mean Signals for positions on the 27mm azimuthal scan in segment Dl. The variation 
in rise time is the result of varying angle of charge collection relative to the crystal axis. The left and 
right image charge magnitudes vary with the proximity of the interaction to the segment boundary.
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Figure 5.14: Mean signals for positions on the 27mm azimuthal scan in segment A3 at a depth 
of 31.7mm into the AGATA crystal. The variation in rise time of the charge pulses is due to the 
changing angle of charge collection relative to the crystal axis. The magnitude of signals induced to 
the left and right of the hit segment is smaller than expected here.
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Crosstalk Calibration
6.1 Crosstalk Introduction
Crosstalk is a spurious signal induced on one electronic channel due to a real signal on 
another. It is generally caused by a capacitive or conductive coupling between electronics 
channels. In segmented semiconductor detectors, there is a capacitive coupling between 
segments through the detector crystal itself. In addition, both the AGATA test cryostat 
and the AGATA triple cryostat [WHB+10], have a high density of internal electronic com­
ponents. Although care has been taken in design and assembly to effectively shield the 
components, there is inevitably some degree of coupling between electronics channels.
It has been observed [VetOO], [Bru08], that the effect of this coupling in segmented de­
tectors can be characterised using two components, Proportional Crosstalk and Differential 
Crosstalk. Figure 6.1 shows the typical shape of the combined crosstalk signal.
Proportional crosstalk involves a net flow of charge from the hit segment to another. 
This results in the energy measured in the hit segment being smaller than the amount 
deposited. If the deposited energy is confined to a single segment, this effect is automatically 
compensated by the gain matching performed routinely on every channel. For higher fold 
interactions however, the total energy observed on all segments is reduced by a factor 
proportional to the number of segments in which real charge is deposited; in AGATA this 
amounts to ~0.1% per segment. Figure 6.2 shows segment-sum energy spectra collected 
using a 60Co source both before (top, bottom left) and after (bottom right) a correction 
has been applied.
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Figure 6.1: A schematic illustration of a signal induced by crosstalk between detector channels. The 
proportional component results in a net collection of charge in the segment, thereby affecting the 
energy measured by the detector. The residual signal due to this charge provides a simple means 
of measuring the proportional crosstalk but also means that a correction is vital in order to provide 
an accurate measure of deposited energy. The differential crosstalk component is proportional to 
the differential of the inducing signal. As this drops to zero once charge collection is complete, the 
signal is transient and leaves no residual once charge collection is complete.
As the magnitude of proportional crosstalk is dependent on the particular combination of 
segments, it also results in an additional source of uncertainty in core and segment energies. 
This causes an increase in the FWHM of peaks in the resulting gamma-ray spectra.
Two independent methods have been employed to measure the proportional crosstalk of 
AGATA C001 in the test cryostat, one based on observing the sum of the segment energies 
for fold 2 interactions, Section 6.3, and one based on the baseline offset of all segments for 
fold 1 interactions, Section 6.4.
Differential crosstalk induces a signal on each segment proportional to the differential 
of the signal on the segment being considered. As the differential drops to zero once charge 
collection is complete, this signal is transient and leaves no residual charge. If pulse shape 
analysis is not to be applied to the signals then this transient signal can be ignored as it 
does not affect the measured energy. For AGATA however it is necessary to quantify the 
degree of differential crosstalk if the observed signal shape is to be understood and fully 
characterised. An attempt has been made here to measure the differential crosstalk using
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Figure 6.2: Segment-sum MWD energy spectra for a 60Co source placed in front of the detector 
front face. The top plot shows the uncorrected full spectrum for events with energy spread over 
one to five detector segments. Spectra on the bottom show the region around the 1332.5 keV peak 
before (left) and after (right), a correction for proportional crosstalk is applied.
a technique developed for the GRETA collaboration [Radio], Section 6.6.
An alternative method of differential crosstalk measurement [BRP06] has been employed 
elsewhere. This relies on using a low energy gamma ray source to look at the signals for 
interactions at a position on the surface of the detector, at the boundary of two segments. 
For the boundary of any two given segments (A & B), the signal produced on all other 
segments should be identical, as the charge collection trajectory is the same. Any differences 
between the signals observed on other segments when the charge is collected at A or B is due 
to the different crosstalk magnitude. This relationship can be used to extract the differential 
crosstalk parameters between A and B and each of the other segments.
108
CHAPTER 6. Crosstalk Calibration
6.1.1 Experimental Data
The three techniques employed here to measure the electronics response were all performed 
using the same dataset. The AGATA test cryostat was hung vertically from a large LN2 
storage Dewar. Scattering material, such as the lead collimators used for the coincidence 
scan, and background sources were removed as far as possible from the detector. A 54kBq 
60Co point source was then placed 25.0±0.5cm from the centre of the detector front face.
The electronics arrangement was the same as that used for the singles scan, Figure 
4-4- GRETINA FADCs were used to digitise the signals from all 37 detector channels at 
a sampling rate of 100MHz. The additional signals from the core preamp were used for a 
analogue energy measurement and to trigger the system. A trigger threshold of ss40 keV 
on the central contact was set using a CFD.
The requested trigger rate was 2.1kHz, the accepted trigger rate was limited to 420Hz 
by the maximum data rate of the VME crate. A total of 5.6 x 107 events were collected 
over a period of two days producing 584GB of data.
6.2 Gain Stability and Linearity
An accurate measurement of the crosstalk in a detector requires both precise determination 
of the energy deposited in each segment and a large number of events over which to average 
the results. Meeting both of these criteria requires that the gain of the system is stable 
over the period required to collect sufficient statistics. In the particular case of the baseline 
offset method, it is also vital that the energy calibration is accurate to values as low as a 
few keV. Before the final crosstalk analysis was completed, a number of tests were made to 
ensure these conditions were met.
To investigate the stability of the detector gain, the data were divided into batches of 
5xl06 events. For each batch, an energy spectrum was created using the gain matched 
MWD value for the core and another was filled with the hit-segment energy. The core and 
segment photopeak centroids were then found for each individual batch. Figure 6.3 shows 
the results organised according to the time of the measurement.
The variation with time is thought to be due to the ambient temperature variation in 
the lab. The temperature of electronic components can affect the preamplifier gain, while
109
CHAPTER 6. Crosstalk Calibration
variation in the crystal temperature can affect the average energy required to produce an 
electron-hole pair. The black dashed lines on the plot show the extremes observed during a 
similar measurement at IKP Cologne [BRW+09a], the greater variation is thought to be due 
to the LN2 fill method. The Liverpool set up had the AGATA Dewar filled continuously 
from a large storage Dewar, while in Cologne, the AGATA Dewar was filled by hand at 
irregular intervals. As the AGATA Dewar was always full for the Liverpool measurement, 
the variation in gain was due solely to the ambient temperature variation and not to the 
fill level of the Dewar.
A correction for this gain variation was implemented on an event by event basis according 
to the batch number of the event being considered.
The baseline offset method of crosstalk calibration requires that small changes in the 
baseline position are measured for each segment whenever energy is deposited in another 
segment. In order for the measurement to be completed with sufficient precision, it is 
necessary to ensure that the ADCs used to measure the signal have a linear response down 
to this range.
Once all measurements on the AGATA detector were completed, the linearity of the 
GRETINA ADCs at low energy was measured using a Agilent 33220A programmable pulser. 
The pulser output was connected to two channels of one GRETINA card and programmed 
to provide a square pulse of the fastest possible rise time (2ns). The rate of the pulser was 
kept at 500cps which left a large separation (>l/xs) between each rising edge. The height 
of the signal was varied between 1 and 80 mV and both MWD and baseline offset energies 
were calculated for each pulse size. Figure 6.4 shows the resulting spectra for one of the 
channels.
Once collection of the pulser data was completed, the peaks were fitted and a least 
squares fit to a quadratic polynomial was performed between the peak centroids and the 
pulser magnitudes. The results of these fits are shown in Table 6.1 and plotted in Figure 
6.5. To within the fitting error, the quadratic components of the fits, for both MWD and 
BD values, were zero. This indicates that, to within the range of pulse heights considered, 
the ADCs have a linear response.
Measurements using the GRETINA digitisers up to high pulse magnitudes have shown 
that there is some degree of differential nomlinearity at the upper end of their range, but
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Figure 6.3: The position of the core and segment photopeaks for each batch of 5 x 106 events in 
the 60Co crosstalk data. The movement in the centroid position is thought to be due to the gain 
variation due to ambient temperature changes. The data were corrected for this variation before the 
crosstalk analysis was conducted. The range of gain variation seen was less than that observed in a 
similar measurement at IKP Cologne [BRW+09a], this difference was due to the LN2 fill method. In 
Liverpool the AGATA Dewar w'as continuously filled from a large storage Dewar while in Cologne 
it was filled by hand at irregular intervals.
this was not relevant at the energies considered here.
6.3 Proportional Crosstalk - Energy Add-back Method
The energy add back method [BRW+09a] has been the primary method of crosstalk cor­
rection since the first segmented detectors. It allows the calculation of the mean crosstalk 
between pairs of segments but cannot deconvolve the individual contributions in each di­
rection. It works by selecting fold = 2 events and measuring the average sum energy for
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Channel A dA B dB C dC
ChO MWD 0.2X10-1 0.2X10-1 O.ITTxlO-1 0.2xl0-3 0.37xl0-8 0.5xl0-7
Ch9 MWD -0.3xl0_1 0.2xl0_1 0.176xl0_1 0.3xl0“3 -0.2 xlO-7 0.7 xlO-7
ChO BD 0.4xl0-1 0.2 xl0° 0.10 xl0° 0.2xl0"2 O.lxlO-6 0.2xl0-5
Ch9 BD 0.6xl0_1 0.3xl0_1 0.99xl0_1 0.3xl0“2 0.3xl0-5 0,5xl0~5
Table 6.1: A table showing the values of the parameters for a fit of y = A + Bx + Cx2 to the centroid 
channel and pulser magnitude. The values of the quadratic component of the fit are close to zero, 
showing that the ADC is linear within the range measured {ImV to 80mV).
every pair of segments.
The data analysis procedure was as follows:
• All energy values were gain matched.
• All events with segment fold = 2 were selected for the analysis. The mean of the first 
and last 30 samples were calculated from the digitised trace for each segment. If the 
change from the beginning to the end of the trace was greater than three times the 
standard deviation of the baseline noise, the segment was considered to have been hit.
• A gate is placed on the core MWD energy, only those events where the total deposited 
energy falls within the 1332.5 keV photopeak were considered.
• For each event passing these conditions, the sum of the energies of the two hit segments 
was calculated.
• A running average was kept of the segment sum energy for each pair of segments.
Figure 6.6 shows the resulting segment sum energies for all segment combinations. The 
numbering on the plot is organised such that all combinations involving segment A1 are 
listed in numeric order of the second segment, then all combinations involving A2 etc (Al- 
A2,A1-A3,...A1-F6,...FG-F5), Each combination has two entries in the plot, one for each 
ordering of the two segments.
The first noticeable feature of this plot is the greater than expected degree of crosstalk 
measured. The mean segment sum energy is 1326.8 keV which equates to crosstalk of 0.43%, 
significantly higher than the expected 0.1%. Figure 6.7 shows the fractional crosstalk for
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Figure 6.4: Spectra showing the baseline difference (top) and MWD (bottom) energy for a range of 
square pulse inputs to one channel of a GRETINA digitiser. The pulser signal had a rise time of 
2ns and was repeated at a frequency of 500Hz until there were approximately 1000 counts in each 
peak centroid. The baseline difference energy was calculated in software from the digitised traces, 
the MWD energy was calculated by the GRETINA card’s on-board FPGA.
each segment pair. The segments have been renumbered according to ring number on this 
plot, and each pair of segments have been recorded twice i.e. (x,y) and (y,x).
The diagonal lines either side of the central diagonal show the crosstalk for vertical 
neighbour segments. These values are significantly lower than the average, this is due 
to the mutual crosstalk between the two segments wrhich reduces the magnitude of the 
reduction in sum energy. Other expected trends however, such as the reduced crosstalk in 
ring 2 due to smaller segment capacitance, are not visible.
The reason for this anomalously high crosstalk lies in the MWD calculation on-board 
the GRETINA digitiser cards. Figure 6.8 shows the MWD energy on the AGATA core 
plotted against the energy measured from the same signal using the analogue spectroscopy
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Figure 6.5: The results of a least squares fit of the MWD (top) and baseline difference (bottom) 
energy values to the pulse height of the input signal. Two GRETINA digitiser channels were tested 
and found to have excellent linearity down to the minimum pulser height of ImV.
amplifier. The left hand plot shows the full range and the right hand plot shows the region 
around the photopeaks. Approximately 92% of the events lie on the line indicating equal 
energy measured by both methods. The remaining 5% however show a reduced MWD 
energy relative to the analogue measurement. The strong lines showing photopeak energy 
for the analogue system but a continuum below the photopeak for the corresponding MWD 
energy indicate that this is a problem with a reduced MWD energy, rather than an increased 
analogue energy.
Once this problem was identified, filters were added to all of the sort procedures used 
in this thesis to reject those events for which the two energy measurements differed. There 
was no way to implement this for segments however, as we had only one analogue energy 
measurement connected to the DAQ. As such, an accurate crosstalk calibration was not
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Figure 6.6: A plot of the segment sum energy for all fold 2 events. The position on the x-axis indicates 
the combination of hit segments using the AGATA numbering scheme, first all combinations with 
A1 (A1-A2,A1-A3...A1-F6) then all combinations with A2, etc. Duplicate entries are shown i.e. 
(x,y) and (y,x). The true gamma-ray energy is shown by the red dashed line. All combinations are 
expected to fall below the true energy due to crosstalk, however, the difference measured here is 
greater than the expected magnitude of «0.1%.
possible using the energy add-back method and another approach had to be considered.
6.4 Proportional Crosstalk - Baseline Offset Method
An alternative approach to crosstalk calibration is described in [BRW+09b]. This method is 
based on selecting events with the energy confined to a single segment and then measuring 
the baseline offset of each of the other segments. Using this procedure, the symmetry 
between segment pairs is broken. Capacitive coupling between segments is symmetric but 
each will have a different coupling to the core, this results in an effective difference in the 
exchange of charge when one or the other is hit. The energy add-back method of crosstalk 
calibration does not distinguish the direction of crosstalk, so a mean of the crosstalk in 
each direction is measured. When using the baseline offset method however, the crosstalk 
is measured independently in each direction between a segment pair.
The analysis procedure was as follows:
• All energy values and digitised traces were gain matched.
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Figure 6.7: A plot of the fractional crosstalk measured for all segment combinations using the energy 
add-back method. The segments are numbered here according to ring number first (R1-R6), then 
sector (A-F). Entries for each segment pair have been mirrored to fill the entire matrix. The values 
vary up to 0.8% which is greater than the expected value of r;0.1%. The strong lines of low crosstalk, 
parallel to the central diagonal, show the reduced effective crosstalk due to mutual exchange of charge 
between vertical neighbours. Other expected trends such as the reduced crosstalk to ring 2 are not 
visible.
• All events with segment fold = 1 were selected for the analysis. The mean of the first 
and last 20 samples were calculated from the digitised trace for each segment. If the 
change from the beginning to the end of the trace was greater than three times the 
standard deviation of the baseline noise, the segment was considered to have been hit.
• For each segment, 35 2D spectra were created, one for each of the other segments. 
The spectra were incremented with the energy on the hit segment vs the baseline shift 
measured in each of the others.
• From these spectra the mean baseline offset, as a fraction of deposited energy, was
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Figure 6.8: A plot showing the energy measured on the core by the MWD algorithm and by the 
analogue spectroscopy amplifier and ADC. For «5% of events the MWD algorithm measures a lower 
energy than the analogue system. The strong lines on the plot with the analogue energy at the 
photopeaks and the MWD energy somewhere below, indicate that the MWD energy is in error. All 
of the data presented in this thesis has been filtered to ensure the core energy matched for both 
MWD and analogue measurements. Such a correction could not be implemented for other segments 
as there was no analogue channel available.
calculated for each combination of segments.
The resulting fractional crosstalk values are shown in Figure 6.9, the segments are again 
arranged according to ring number. There axe several noteworthy features in this data:
• Due to the small segment volume, and hence capacitance, in ring two, there is signif­
icantly reduced crosstalk from other rings. This is shown in the broad vertical band 
on the figure.
• Diagonal lines show the reduced effective crosstalk between segments in the same 
sector due to mutual exchange of charge. These lines are most pronounced in the two 
lines either side of the central diagonal, these represent nearest vertical neighbours. 
Either side of these lines are less pronounced lines indicating the next to nearest 
vertical neighbours.
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• Higher than expected crosstalk is seen in segments Rl-3, R3-3 and R5-1 (C1,C3 and 
A5 by AGATA labelling). The gain matching and later analysis for these segments 
was reviewed but the effect remained, suggesting this is a real phenomena. The likely 
cause is additional crosstalk due to the particular electronic wiring within the cryostat.
Figure 6.9: A plot showing the fraction of proportional crosstalk observed between pairs of segments 
using the baseline offset method. The segments have been numbered by ring rather than sector 
to highlight features. The smallest fraction is seen in ring 2, which has the smallest segment size 
and hence smallest capacitive coupling with the core. The diagonal lines show the mutual crosstalk 
between nearest neighbour segments.
Figure 6.10 shows a matrix with the mean crosstalk for each segment pair, as calculated 
by this method. The pattern seen here is what would be expected from the energy add 
back method if it were not for the problems with the MWD energy values.
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Figure 6.10: A plot showing the mean crosstalk for each segment pair, calculated using the baseline 
offset method. The segments are numbered by ring. The results of the energy add-back method 
should have produced a matrix like this if it were not for the problems with the MWD energy values.
6.5 Proportional Crosstalk Correction
Once the proportional crosstalk parameters are known, it is possible to invert the crosstalk 
model to reproduce the true deposited energies. The crosstalk in the system can be repre­
sented by a matrix, B such that:
(6.1)'meas
The vectors, E, have n elements, where n is the segment fold for the event. Similarly, the 
matrix B is a square matrix, n x n. We will consider here an event with n = 3 (segments 1,2 
and 3 hit), but the method can be extended to any number of hit segments. If a detector was 
perfectly gain matched and had no crosstalk, the matrix B would be equal to the identity 
matrix:
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/ 1 0 0 \
■^ideal ~ 0 10 ■ (^•^)
Vo 0 l)
However, if we consider the fractional crosstalk Sij between segments i and j, Equation 
6.2 becomes:
i <5l,2 ^1,3 \
B — ^2,1 1 $2,3
^ ^3,1 ^3,2 1 1
We can then take the inverse of B and rewrite Equation 6.1 as,
(6.3)
Etrue — H • Emeas. (6-^)
This matrix multiplication can then be carried out for all events to reproduce the correct 
segment energies. This correction has been implemented on both the energy values and 
digitised signal traces presented in this thesis.
6.6 Full Electronics Calibration - Residual Minimisation Method
A method has been developed for the GRETINA collaboration [Radio] to calibrate a com­
plete response function for all components of a detector’s electronics. From a combination 
of experimental and simulated data, parameters are calculated to account for proportional 
and differential crosstalk, preamplifier bandwidth, and delay for all channels. An outline of 
the process is shown in Figure 6.11.
6.6.1 Simulated Response
GEANT4 is a Monte-Carlo radiation transport simulation developed for high-energy physics 
applications at CERN. The AGATA GEANT simulation package [FRB+10] was developed 
in the AGATA collaboration to provide a simple method of constructing GEANT simu­
lations of the AGATA an'ay and associated ancillary detectors. The package allows the 
simulation geometry to be defined quickly by editing simple macro files which determine 
the number and placement of detector crystals and sources.
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Figure 6.11: The process for performing a full electronics calibration by minimising the residual 
signal. Experimental data are collected using a digital acquisition system, with a 60Co source placed 
25cm from the detector front face. The same source and detector arrangement are modelled using 
GEANT4, and the signals from the gamma-ray interactions are reconstructed from an electric field 
simulation. The events, from both datasets, for which all of the deposited energy is confined to a 
single segment are then identified and organised according to segment number. The signals from 
each segment are aligned and a mean response formed for each. A fitting algorithm [Radio] is then 
used to find the parameters for an electronic response function that minimises the difference between 
the experimental and simulated data.
For this work, a simple geometry was defined containing only a single C-type AGATA 
crystal, its aluminium encapsulation and aluminium cryostat end-cap. A 1332.5 keV gamma- 
ray source was placed 25 cm from the detector front face on the z axis, which ran parallel 
the crystals central contact. Before the simulation was used for the electronics calibration, 
the energy and position of interactions was investigated to ensure sensible results were ob­
tained. A full simulation validation was not completed in this work, but the simulation 
package has been extensively investigated by other members of the collaboration.
Figure 6.12 shows spectra of the total energy deposited in the crystal by each gamma 
ray (top) and of all individual interactions (bottom). There was no randomisation of the
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energy implemented, so the photopeak in the top spectrum has effectively zero width. The 
cross-section for pair production is very low at this energy but single and double escape 
peaks are visible at 821.5 keV and 310.5 keV due to the perfect energy resolution.
The energy of both primary and secondary interactions was tracked down to 1 eV; this 
results in the germanium K-shell X-ray peaks at 8 and 11 keV in the single interaction 
spectrum. Lower energy X-rays from other atomic shells are all in the first bin of the 
spectrum due to the 1 keV bin size. As expected, the number of single interactions falls off 
exponentially with increasing energy, approaching zero at around 550 keV.
=* 0.0 250.0 500.0 750.0 1000.0 1332.5 1500.0
c
Energy (keV)
Figure 6.12: Energy spectrum from the AGATA GEANT4 simulation for 1332.5 keV gamma rays. 
The top spectrum shows the total energy deposited in the crystal. Perfect energy resolution is 
assumed in the simulation, resulting in visible escape peaks at 821.5 keV and 310.5 keV, features 
that would usually be difficult to resolve at this gamma-ray energy. The bottom spectrum shows the 
energy of individual interactions. Peaks for germanium K-shell X-rays are visible at 8 and 11 keV. 
The number of interactions falls exponentially with increasing energy, approaching zero at around 
550 keV.
Figure £.13 shows the position of the first interaction for the first 10000 events processed, 
in 3 dimensions (centre) and projected onto each 2 dimensional plane. The profile of the
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interactions can be seen to match the AGATA crystal shape, including the hexagonal taper 
and the empty region inside the central contact. Figure 6.14 shows histograms of the x,y and 
z coordinates of the same 10000 interactions. The attenuation of gamma rays through the 
depth of the detector is apparent, confirming correct source positioning in the simulation. 
At the extremes of the detectors radius, the distribution of y coordinates falls off more 
sharply than the x coordinates. This is due to the x axis running through segment corners 
while the y axis runs through segment faces.
x (mm) y (mm)
x (mm)
Figure 6.13: The positions of the first interaction for the first 10000 events from the GEANT4 
simulation. The shape of the AGATA crystal can be seen including the hexagonal taper and the 
empty region inside the central contact. The attenuation of gamma rays through the depth of the 
crystal is also apparent.
In order to compare the gamma-ray attenuation to the known behaviour of 1332.5 keV 
gamma rays in germanium, a histogram of the total distance from the source to the first 
interaction was constructed. This is shown in Figure 6.15.
The number of interactions is zero until the minimum distance from the source to the 
detector front face is reached at 250mm. The rate then rises quickly as all gamma rays 
with a trajectory directed toward the detector reach it within 253mm. The number of 
interactions then falls of exponentially until it drops to zero at the back of the detector.
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Figure 6.14: The distribution of x,y and z coordinates of the first interaction for the first 10000 
events generated by the AGATA GEANT4 simulation. The attenuation of photons through the 
depth of the detector is apparent, confirming correct source positioning in the simulation.
The expected rate, given the linear attenuation coefficient of 0.2628cm''1, is shown in red 
and is consistent with the simulated results.
Once the correct configuration of the simulation had been confirmed, a total of 1010 
gamma rays were simulated to ensure sufficient numbers of events for the analysis. Once 
the simulation was complete, the following steps were taken to process the raw GEANT4 
output:
• The raw output produced by the simulation was in ASCII format, with all interactions 
listed for every simulated event. The total deposited energy was summed for all events 
and those with less than the full energy of 1332.5 keV were discarded.
• Interactions that occurred within 1mm of one another were ’packed’ together and 
replaced with an interaction at their energy-weighted mean position. This reduced 
significantly the number of interactions, as almost all of the low energy X-rays de­
posited their energy within this distance of their source atom. At this stage a new
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Distance to First Interaction (mm)
Figure 6.15: The distance from the source to the first interaction for the first 10000 simulated events. 
The red line shows the expected distribution according to the linear attenuation coefficient for 1332.5 
keV gamma rays moving through germanium.
data set was created containing only the packed photopeak interactions. This greatly 
increased the speed of later processing as, when processing the raw data, the majority 
of sort time was taken up with disk access.
• The coordinates of each remaining interaction were looked up in the JASS electric 
field simulation. Those events which were found to share their energy across more 
than one segment were discarded.
• The simulated signals were normalised so that the real charge signal had a maximum 
of 10000 in order to match the expected format of the fitting algorithm used later. 
The signals were also re-sampled at 10ns intervals to match the experimental data. 
The preamplifier correction, described in Section 3.5, was not applied to the simulated 
signals in this instance, as a preamplifier response is included in the full electronics 
response function.
• An energy weighted mean was then formed of all the interactions in the single segment
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events. No alignment was needed at this stage, as the simulated signals all began from 
their true tO. At this stage, the signals from each event should represent a typical 
signal seen in experimental data when energy was confined to a single segment.
• 36 separate files were created, one for each hit segment. Each one contained the sim­
ulated signals, for all 37 detector channels, for each event confined to that particular 
hit segment.
• A mean response of all events for each particular segment was then formed. It was 
essential at this stage to perform the alignment in the same way as was done with the 
experimental data. The real charges were aligned to tlO, a shift of equal magnitude 
and direction to the hit segment was applied to all non hit segments.
• The resulting 36 sets of 37 mean signals were stored for later comparison with the 
experimental data.
The resulting mean simulated response signals for events in segment A2 can be seen in 
Figure 6.16. The image charge signals are smaller than those typical of a single event, this 
is the result of forming an average from both positive and negative signals. As there are 
more interactions near the outside of the crystal, where the image charges are negative, the 
net image charges for the mean response are negative.
6.6.2 Experimental Response
The same experimental data used for the crosstalk calibrations, discussed earlier, were used 
for this method. The data were processed in the following way:
• All energies and traces were gain matched.
• A MWD energy gate was placed on the 1332.5 keV photopealc.
• The segment fold was identified using the same 3 sigma threshold discussed for earlier 
measurements. Events with energy found in more than one segment were discarded.
• All events passing these gates were sorted according to the hit segment into 36 separate 
files containing only the 37 signal traces for each event.
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• The signals were normalised to a real charge height of 10000.
• A mean response was formed for each hit segment by aligning the real charge to tlO 
and shifting other segments by the same amount.
• The resulting 36 sets of 37 mean signals were stored for later comparison with the 
simulated data.
The resulting experimental signals for interactions in segment A2 can be seen in Figure 
6.16. Similarly to the simulated signals, the image charges are negative, and smaller than 
for a typical single event.
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Figure 6.16: The experimental (blue) and simulated (red) mean segment response for events confined 
to segment A2.
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6.6.3 Fitting
Once the simulated and experimental signals for all 36 segments had been obtained the next 
stage was to find the response function parameters that minimise the difference between the 
two. In order to achieve this, a computer code developed by David Radford [Radford2009a] 
for the GRETA collaboration was used to model the response function and perform the fit. 
Four effects are included in the response function used, they are applied to the simulated 
signals in this sequence:
• Preamplifier Shaping An integration was applied to the data using the time con­
stant r. The first sample of the output pulse was set to zero, SigOut(0) = 0. The 
remaining samples were calculated according to,
SigOut(n + 1) = SigOut(n) + Si°In{n) ~ Si9°^)
T
• Proportional Crosstalk A correction was applied for proportional crosstalk to every 
sample of each trace. The magnitude of the correction was equal to the charge on 
the source signal at each sample, times the crosstalk coefficient between the channels 
being considered.
SigOutl{n) = Siglnl{n) + <52,i Sigln2(n) (6.6)
• Differential Crosstalk For each channel being considered, a numeric differential was 
calculated using a single sample step size. A proportion of this differential signal was 
then added to the signal for each other channel, according to the magnitude of the 
differential crosstalk coefficient, e. The correction was not necessarily made to the 
same sample in each trace however, a second delay parameter, x, was used here to 
allow for a time shift between the signals,
SigOutl(n) = Sigl?il(?i) + e2>1 d--Wl-l^n + ^ , (6.7)
• Delay A delay was introduced to each signal to account for any differences in the 
length of cabling between the different channels.
In order to find the best parameters to use when applying these effects to the signals, 
the code used the Marquardt Method of gradient searching described in [BR92].
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6.6.4 Results
The fitting algorithm had the facility to fix any combination of the parameters at null values. 
This allowed the parameter space to be reduced by ignoring, for example, crosstalk between 
segments that were separated by more than one segment. Several different combinations 
of parameters were used and the results studied to assess the reliability of the resulting 
response function.
A parameter set that produced entirely realistic values was not found. In particular, 
it was found that the algorithm was finding negative preamplifier shaping times and pro­
portional crosstalk coefficients that did not match the values obtained and tested using 
the baseline offset method. Ultimately this method of finding the response function was 
abandoned due to a lack of time to pursue it further.
Two possible reasons for the failure of the residual minimisation method were identified:
• The JASS signal basis was found to produce unrealistic signal shapes in some regions 
of the detector. In particular, the rise time of some of the signals was much faster 
than those seen in experiment (see Chapter 7). This may explain why the algorithm 
was finding negative shaping times for some of the preamplifier channels.
• The experimental data was found to have smaller than expected image charge mag­
nitudes for many of the interaction positions studied with the coincidence scan.
Given the above issues with the simulated and experimental data, it is unrealistic to 
expect an accurate response function to be derived from the experimental and simulated 
data. This method has however, been demonstrated to work for the GRETINA quad 
detectors in the USA, and as such it is recommended that this approach is tried again with 
new AGATA data once the simulated basis has been improved.
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Evaluation of Experimental and 
Simulated Data
In order to asses the degree of agreement between the experimental and simulated data, 
pulse shape analysis has been applied to the coincidence scan mean signals using both JASS 
and MGS bases. In this chapter, the pulse shape analysis method will be described, the 
results will be presented, and some examples of the simulated and experimental pulse shapes 
will be examined.
7.1 Pulse Shape Analysis Algorithm
For the purposes of this analysis, a comprehensive basis search algorithm was employed. 
Each of the mean signals produced using the method described in Chapter 5 was taken 
in turn and compared with every signal from the signal basis for which the charge was 
collected in the same hit segment. The RMS difference between each basis signal and the 
experimental mean was calculated for the hit segment, core, and each of the four immediate 
neighbours (refereed to here as Up, Down, Left, and Right). For rings 1 and 6, only three 
neighbour segments were used. The range of samples used in the difference calculation was 
set independently for each of the experimental mean signals. The first sample was set as 
either the core or hit segment tlO, whichever was earlier, and the final sample was the core 
or hit segment t90, whichever was later. The alignment between the two signals was kept 
as a free parameter and the minimum difference recorded. Equal weighting was given to
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each of the six channels considered and the basis position with the smallest total difference 
was recorded as the calculated position.
This process was repeated with both the MGS and JASS bases. For each basis the 
crystal axis alignment was chosen to match that calculated from the singles scan data in 
Section 4-5.3. For the MGS basis, the impurity concentration used was that specified by the 
crystal manufacturer: 1.4xl010cm-3 at the back of the crystal 0.65xl010cm~3 at the front 
face. The hole and electron mobility parameters were fixed to those given in [MGL+00] and 
[RCN077], detailed in Table 3.1.
For the JASS basis, the reduced impurity concentration of 1.2xl0locm-3 was used at 
the back of the crystal to allow for more complete depletion (see Section 3.6). The hole and 
electron mobility parameters were the same as those used for the MGS basis.
7.2 General PSA Results
In this section, the PSA results for all positions will be presented and trends identified. 
A more detailed investigation into the results from specific regions of the detector will be 
discussed in Section 7.3.
7.2.1 JASS Basis
Figure 7.1 (top) shows the results, in quiver plot format, of PSA applied to all coincidence 
scan mean signals using the JASS basis. The arrows on the quiver plots start at the ex­
perimentally determined position, and end at the position found by the PSA algorithm. 
Projections of the same data are shown onto the xy, xz, and yz planes. Figure 7.1 (bottom) 
shows histograms of the difference between experimental and PSA positions in each dimen­
sion. The mean offset in each dimension is indicated by the red dashed line. The quiver 
plot on the xy plane is difficult to read due to the overlap of events from the six different 
scan depths, Figure 7.2 shows the same plot with the data split into six different depths. 
Several features are evident from these figures:
• There is significant variation from point to point of the magnitude of the difference 
between the experimental and PSA positions. This implies the position resolution 
that can be achieved will vary through the detector. This is not unexpected as the
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rate of change of the signal shape with position is not uniform. This effect can also 
be seen in the singles scan data presented in Section 4-5.
• The quiver plots in the xz and yz planes reveal a range offsets in both positive and 
negative z direction. There is an overall trend for PSA to find the interaction further 
back in the crystal than experiment. This trend in the z direction is visible in the 
histogram of z offsets (Figure 7.1 bottom right). However this trend is not uniform 
as many interactions, particularly in rings one and six, are shifted in the opposite 
direction. The PSA results in ring 1 seem to diverge in both directions from the 
experimental z position, with some events found a few mm back into the detector and 
others found directly on the detectors front face at z — 1mm.
• The histogram of z values shows sudden drops in intensity in alternate bins. This is 
the result of the 1mm granularity of the signal basis. The experimental z positions are 
represented by six real numbers, then mapped by PSA onto a range of 90 integers. This 
results in a higher probability of observing some magnitudes of offset in the z direction 
than others. This effect is not seen in x and y due to the rotational transformation 
used to move between the scan and AGATA coordinate systems (Figure 4-6), which 
maps the experimental x and y coordinates onto a range of non-integer values but 
leaves z unchanged.
• On average there are larger z offsets at small radius than large.
• At large radii, there is a tendency for PSA to find a position at smaller radius. This is 
particularly evident towards the back of the detector where it seems to be the result 
of faster rise times observed in the JASS basis than in experiment. The effect will be 
discussed in more detail in Section 7.3.
• It appears that the radial position of an interaction is generally determined with 
greater precision than the azimuthal position. For a large fraction of the positions 
there is a translation across the detector segment, perpendicular to the direction of 
charge collection. In most cases the PSA position is shifted toward the centre of 
the segment, in some cases however, the translation approaches the opposite side of 
the segment. The positions found by PSA seem to cluster towards a radial line, the 
position of which varies for each segment but is usually close to the segment centre.
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Figure 7.1: Quiver plots resulting from PSA performed on all of the coincidence scan mean signals, 
using the JASS basis (top). The arrows start from the position determined by the primary and 
secondary collimator positions and end at the best matching position in the signal basis. Projections 
are shown into the xy (left), xz (centre), and yz (right) planes. Histograms of the difference between 
the experimentally determined position and that found by the JASS basis search (bottom), in the x 
(left), y (centre), and z (right) directions. The mean offset is shown by the red dashed line.
7.2.2 MGS Basis
Figure 7.5 and Figure 7.4 show the same plots as discussed in the previous section, but this 
time generated using the MGS signal basis. The general trends apparent in the images are 
broadly similar to those seen when using the JASS basis, however there are some noteworthy 
differences:
• In ring one of the detector, the PSA results are similar to those produced by JASS in
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Figure 7.2: Quiver plots showing the difference between the interaction position determined by the 
primary and secondary collimator positions, and the best matching signal from the JASS basis. The 
six plots show each of the secondary collimator depths. There is a general trend for the basis search 
to find a position further from the sector boundary than the collimator position would suggest.
that the reconstructed positions are divided between those shifted back in the detector, 
and those shifted toward the front face. In the case of the MGS basis however the 
points are found just short of the front face at z = 2mm. This seems to be simply the 
result of the missing MGS basis points near the outside of the detector, as discussed 
in Section 3.6.2.
• The trend for PSA to find interactions in ring 6 to be further from the back of the 
detector than was experimentally determined is still present. This trend seems to 
be stronger in the MGS data, particularly at small radii and can be related to the
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differences in rise time distribution at the back of the detector. Figure 3.14 shows the 
T90 distribution for both bases at z = 80mm and while the systematics are similar 
for both distributions, the actual magnitude is significantly different. The MGS TOO 
varies between 100ns and 275ns, compared with 150ns to 350ns for the JASS basis. 
A direct comparison of these rise times with the singles scan data in Figure 4-10 is 
not possible due to the effect on the mean rise time of multiple site interactions. The 
range of values observed however, suggest that the rise times calculated by JASS are, 
in this region, closer to those seen experimentally.
• As with the JASS basis, the PSA positions seem to cluster toward a radial line in 
each segment. The position of these lines is not the same as found that found with 
the JASS basis, this is likely due to the differing rise times seen in the two bases.
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Figure 7.3: Quiver plots resulting from PSA performed on all of the coincidence scan mean signals, 
using the MGS basis (top). The arrows start from the position determined by the primary and 
secondary collimator positions and end at the best matching position in the signal basis. Projections 
are shown into the xy (left), xz (centre), and yz (right) planes. Histograms of the difference between 
the experimentally determined position and that found by the MGS basis search, in the x (left), y 
(centre), and z (right) directions. The mean position is shown by the red dashed line.
136
CHAPTER 7. Evaluation of Experimental and Simulated Data
x (mm)x (mm) x (mm)
x (mm)x (mm) x (mm)
Figure 7.4: Quiver plots showing the difference between the interaction position determined by the 
primary and secondary collimator positions, and the best matching signal from the MGS basis. The 
six plots show each of the secondary collimator depths. There is a general trend for the basis search 
to find a position further from the sector boundary than the collimator position would suggest.
137
CHAPTER 7. Evaluation of Experimental and Simulated Data
7.2.3 Systematic Offset
As discussed in Section 5.1, although the spacing between the secondary collimators was 
known with high precision, there was some degree of uncertainty as to the position of the 
collimator array relative to the detector crystal. This systematic error should be visible as 
a net offset in the z positions identified by PSA. Figure 7.5 shows the mean offset, in each 
dimension, of all the positions found by PSA using each of the bases.
In both cases, the x and y offsets are relatively small, less than 3mm in ring six and less 
than 1mm in most of the detector. No strong conclusions can be drawn from these values 
however as, in the xy plane, differences are cancelled by the symmetry of the detector. In the 
z direction however, there is no cancellation and the mean offset reveals useful information. 
Interactions in the front and back rings are found to have a large offset away from the 
detector front and back faces respectively. As these offsets are in opposite directions it can 
be concluded that they are not due to the physical positioning of the detector, but due 
to the matching between simulated and experimental data. Unlike in the bulk detector 
volume, in these regions of the detector the electric field and charge collection trajectories 
are not parallel to the detector front face. This may result in an increased dependency of 
the determined z position on small differences in the rise time behaviour between simulation 
and experiment.
Examining the other rings however suggests that there is still a net offset of the PSA 
positions toward the back of the detector. As there is no other apparent explanation for 
this, it is proposed that this is due to a physical offset in the position of the crystal. The 
mean shift in rings 2-5 is 1.65mm using the JASS basis and 1.44mm using the MGS basis. 
Taking a mean of these values and rounding to the nearest 0.5mm produces an offset of 
1.5mm, this will be applied to the experimental data when direct signal shape comparisons 
are made in the following section.
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Figure 7.5: The mean offset between the experimentally determined and PSA interaction positions 
versus the secondary collimator position, for both JASS and MGS signal bases. The offset in the z 
position for the central region of the detector (rings 2-6) has been used to estimate the systematic 
error due to the positioning of the crystal on the scan table. The mean offset in the z direction 
in these rings is -1.65mm according to the JASS signal basis and -1.44mm according to the MGS 
basis. The offset in the x and y directions is exceptionally small here, this is due to the cancelling 
of positions on opposite sides of the detector.
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7.3 Further Investigation of Signal Shapes
In order to highlight the differences and similarities between experimental and simulated 
signals, a more detailed comparison will be made at a selection of regions in the crystal; 
Figure 7.6 shows the positions to be considered. For each set of positions, figures will be 
presented showing the signal shape as a function of position for selected detector segments 
which are generated from the experimental data and from both of the signal bases. Quiver 
plots are shown indicating the offset from the experimental position to the position found by 
PSA, for both signal bases. For selected positions, experimental and simulated signals will 
be aligned by minimising the RMS difference between them, then shown together alongside 
the residual difference between the two.
The simulated signals shown in this section are taken from the same position as the 
experimental signals, after the correction for the systematic offset found in Section 7.2.3.
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Figure 7.6: The positions of interactions to be considered in detail in this chapter. The points on the 
plot represent the position, in the AGATA coordinate frame, of the coincidence scan mean signals 
discussed in this section. Projections are shown into the xy (left), xz (centre) and yz (right) planes.
7.3.1 Line Through Centre of Segment El
The signals here represent positions on a line through the centre of segment El, 6mm from 
the detector front face. Figure 7.7 shows the signals from experiment (left), JASS (centre) 
and MGS (right), produced by the core (top), hit segment (bottom), and up segment
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(centre). The simulated signals are all aligned to their true tO position but this is impossible 
to reproduce with the experimental signals due to electronic noise. The experimental signals 
have instead been aligned to t30.
At small radius, both the core and hit segment produce very fast signals (T90 50ns)
as the charge is collected over the short distance between the core and detector front face. 
The total rise time increases with radius as the charge collection distance grows. At larger 
radii, the fastest part of the hit segment signal is at the beginning because the charge is 
moving close to the segment contact, where its weighting field gradient is steepest. This 
situation is reversed for the core, which has it’s steepest component at the end as the 
charge approaches its contact. The magnitude of the image charge seen in the up segment 
increases with increasing radius, as the charge collection path passes closer to that contact. 
Both simulations see only negative image charges in the up segment at these positions, 
the experimental data however suggests that at small radii, there is a small positive image 
charge.
The signals from the JASS basis show that at larger radii there is a sudden increase in 
the rise time for the last ^70% of the core signal. In fact, before the preamplifier correction 
is applied to the JASS signals, the last section of the charge pulse rises within a single 
Ins sample for some positions. This discontinuity in the core signal seems unphysical and 
clearly does not match what is seen in experiment, a similar effect is seen in the JASS basis 
at a number of positions. The regions affected by this rise time discontinuity can be seen 
in the rise time slice at z=5mm in Figure 3.14-
Figure 7.8 shows the quiver plots for the points on this line produced with JASS (left) 
and MGS (right). The offset in the azimuthal direction is small for all of these positions 
using either basis. The MGS basis also produces accurate positions in the radial direction. 
In the case of the JASS basis, the radial position is accurately determined at small radii 
but closer to the outside of the detector there is a large offset to positions at smaller radius 
because of the discontinuity in the core rise time. The faster than expected rise causes the 
PSA algorithm to find a better match at smaller radius than the true position.
To illustrate the differences more clearly it is useful to show experimental and simulated 
signals on the same axis. Figure 7.9 and Figure 7.show the experimental (blue) and JASS 
(red) signals for the two extreme positions in this line. The signals for each segment have
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Figure 7.7: Signals from the core (top), hit segment (bottom), and segment above (centre) for inter­
actions on a line through the centre of segment El at z = 6mm. Signals determined by experiment 
(left) are shown, along with those from the JASS (centre) and MGS (right) electric field simulations.
first been aligned by minimising the RMS difference between them, the residual difference 
has then been calculated by subtracting the simulated signal from the experimental signal. 
The residual, shown in black on the figures, has been offset by 0.3 for clarity. Plots showing 
the experimental and MGS signals for the same positions can be found in Appendix A.
Figure 7.9 shows the signals from the smallest radius position, shown in black on Figure 
7.7. Figure 7.70 shows the signal from the maximum radius, orange on Figure 7.7. At small 
radius, the opposing image charge polarity of the signals produces a large residual in each 
of the neighbour segments. Examination of the up image charge signals shows that, in this
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Figure 7.8: Quiver plots showing the positions determined by PSA for the experimental signals 
shown in Figure 7.7, using the JASS (left) and MGS (right) signal bases. Using the JASS basis 
results in generally good position determination at positions close to the detector core, but closer to 
the outside of the detector there is a trend of finding interactions closer to the centre. This seems to 
be due to the rise time predicted by JASS at these radii being smaller than that which is observed. 
MGS produces good matching for all of these positions.
region of the detector, the magnitude is changing quickly with changing xy position. This 
difference in polarity could be the result of a small offset in the positioning of the crystal, 
or possibly the result of differential crosstalk.
At small radius, the core signal calculated by JASS matches closely to experiment how­
ever the segment signal rise time is significantly faster. This can be seen clearly in the hit 
segment residual and image charge widths in Figure 7.9. Conversely, at larger radii the 
JASS segment signals match very closely, the small differences in image charge magnitude 
seen in Figure 7.10 could easily be explained by differential crosstalk. In contrast to this, 
the core signal is much faster in JASS than experiment and leaves a very large residual as 
a result of the discontinuity discussed earlier. This phenomena of fast segment signals at 
small radius and fast core signals at large radius is seen throughout the JASS basis.
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Experiment 
Simulation 
------Residual
D1-6
AGATA Channel
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Figure 7.9: The experimental (blue) and JASS (red) signals for all detector segments, for interactions 
at the position from Figure 7.7, closest to the central contact. The signals have been aligned using 
a difference minimisation method, the residual difference is shown in black with a negative offset of 
0.3 for clarity. There is a large residual on the core signal, first negative then positive, due to the 
faster rise time seen in the simulation. There is also a large residual in the image charge segments 
due to opposing polarity between the experimental and simulated image charges.
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Experiment 
Simulation 
----- Residual
-0.2 -
-0.4 -
A1-6 C1-6 D1-6
AGATA Channel
E1-6
Figure 7.10: The experimental (blue) and JASS (red) signals for all detector segments, for interac­
tions at the position from Figure 7.7, closest to the outer contact. The signals have been aligned 
using a difference minimisation method, the residual difference is shown in black with a negative 
offset of 0.3 for clarity. The image charges are slightly larger according to the simulation, and the 
rise time of the core is faster in the simulation, but otherwise there is good agreement.
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7.3.2 Azimuth in Segment D1 at Radius of 27mm
Figure 7.11 shows the experimental and simulated signals for positions along an azimuthal 
arc in segment D1 at z = 6mm and at a radius of 27mm from the detector segmentation 
centre. From top to bottom, the signals shown are due to the core, and left, hit and right 
segments. As in the previous section, the experimental signal is shown on the left, JASS 
in the centre, and MGS on the right. Figure 7.12 shows the quiver plots produced by 
performing PSA on the experimental data using the JASS (left) and MGS (right) bases.
The data from these positions demonstrates a common problem found throughout this 
work that is responsible for a significant reduction in the accuracy of the position reconstruc­
tion. There is generally good agreement between the signals from experiment and either 
simulation, for the core and hit segment signals, although the JASS basis again produces 
and unusually sharp rise for the final section of the pulse at some positions. The simulations 
however, produce a larger range of image charge magnitudes in the left and right segments 
than is observed in experiment. This results in the effect seen in Figure 7.12, where the PSA 
position is shifted away from the segment boundaries relative to the experimental position.
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Figure 7.11: Signals from the core (top), left (2nd from top), hit (3rd from top) and right (bottom) 
segments for interactions in segment Dl, at a radius of 27mm. Experimental signals (left) are 
shown along with those from the JASS (centre) and MGS (right) electric field simulations. There 
is relatively close matching of the rising edge for all three sets of signals, apart from three positions 
in the JASS basis that have an unusually fast rise over the last 50%. The image charge magnitudes 
seen in experiment are smaller than those found in either simulation.
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JASS basis MGS basis
x (mm) x (mm)
Figure 7.12: Quiver plots showing the positions determined by PSA for the experimental signals 
shown in Figure 7.11, using the JASS (left) and MGS (right) signal bases. The interaction positions 
found by PSA using either of the electric field simulations are found to cluster near to the centre 
of the segment. This is due to the smaller image charge magnitudes seen in the experimental data 
which result in a best match found at positions where the simulated image charges are smaller.
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7.3.3 Azimuth in Segment E2 at Radius of 27mm
Figure 7.13 shows experimental and simulated signals produced by interactions along an 
azimuthal arc in segment E2 at z=17.5mm and at a radius of 27mm from the detector 
segmentation centre. Prom top to bottom, the signals shown are due to the core, and left, 
hit and right segments.
As with the similar example discussed in the last section, the MGS and experimental 
real charge signals match well. The experimental image charge magnitudes however show a 
much smaller variation in image charge magnitude than is predicted by MGS. This is again 
reflected in PSA positions found away from the segment boundary (Figure 7.14) •
As before, the JASS core signals show a discontinuity in the rising edge which is not 
reproduced in experiment, here the sudden change in gradient occurs at a much smaller 
fraction of the total height. The image charge magnitude according to the JASS signals 
is similar to that seen in experiment, however there are quite significant differences in the 
shape.
Figure 7.15 shows the experimental and MGS signals, together with the residual, for 
the position next to the boundary with sector F (orange on Figure 7.13). There is close 
agreement between the simulated and experimental real charge signals, which is reflected 
in the accuracy in the determination of radial position. The up and down image charge 
signals are larger in MGS, leaving a significant residual.
Figure 7.16 shows the experimental and JASS signals, for the same position. Here all 
of the signals leave large residuals due to significantly faster rise times in JASS. The image 
charge magnitudes here are much closer to those seen in experiment than was the case for 
MGS.
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Figure 7.13: Signals from the core (top), left (2nd from top), hit (3rd from top) and right (bottom) 
segments for interactions in segment E2, at a radius of 27mm. There is little variation in the rise time 
of these signals due to the constant radius of the interactions, and hence constant charge collection 
distance. The JASS signals show a small image charge magnitude, comparable to that seen in the 
experimental data, however the rising edge of the core signal seems to be somewhat discontinuous 
near the start of its rising edge. The MGS signals have a very similar shape to the experimental 
signals in the rising edge, but a much larger image charge magnitude.
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JASS basis MGS basis
x (mm)x (mm)
Figure 7.14: Quiver plots showing the positions determined by PSA for the experimental signals 
shown in Figure 7.13, using the JASS (left) and MGS (right) signal bases. Both bases produce 
relatively good determination of the radius of interaction, but there is a large error in the azimuthal 
position due to the difference between experimental and simulated image charge magnitude.
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Experiment
Simulation
Residual
-0.4-
A1-6 B1-6 C1-6 D1-6
AGATA Channel
Figure 7.15: The experimental (blue) and MGS (red) signals for all detector segments, for an 
interaction from Figure 7.13, near the boundary with sector F. The interaction position is the 
same as that shown in Figure 7.16. The signals have been aligned using a difference minimisation 
method, the residual difference is shown in black with a negative offset of 0.3 for clarity. There is 
good agreement here between the rising edges, and relatively good agreement with the image charges 
in segments to the left and right. The up and down image charges are significantly smaller in the 
experimental data however, leaving a large residual in these channels.
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Experiment
Simulation
Residual
Cl-6 D1-6
AGATA Channel
E1-6A1-6 B1-6
Figure 7.16: The experimental (blue) and JASS (red) signals for all detector segments, for an 
interaction from Figure 7.13, near the boundary with sector F. The signals have been aligned using 
a difference minimisation method, the residual difference is shown in black with a negative offset of 
0.3 for clarity. There is a large residual on both real charge signals, due to the faster rise time of 
the JASS signal. The image charge magnitudes match more closely, but there is still a discrepancy 
due to the faster rise time of the simulated signals.
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7.3.4 Line Through the Centre of Segment B4
Figure 7.17 shows the experimental and simulated signals for a line of points through the 
centre of segment B4 at z—51mm. From top to bottom, the plot shows the left, right, up, hit 
and down segments. The real charge signals match very closely for all three sets of signals. 
The up and down image charge signals in JASS and MGS are also very close matching, with 
a steady progression from positive to negative with increasing radius. Unusually however, 
the image charge magnitudes to the left are larger in JASS, but those to the right are larger 
in MGS. This is likely due to the differing segmentation boundaries in the two simulations, 
discussed in Section 3.6.2.
The experimental image charge magnitudes to the left and right are much smaller than 
those seen in the simulations. This causes particular problems in the JASS basis, for which 
PSA produces a significant offset toward the outside of the segment (Figure 7.18). The 
positions reproduced by PSA using the MGS basis are very close to the experimentally 
determined positions.
154
C
ha
rg
e 
(a
rb
)
CHAPTER 7. Evaluation of Experimental and Simulated Data
0.2
0.0
-0.2
Experiment JASS MGS
0.2
0.0
-0.2
0.2
0.0
-0.2
0 200 400 600 0 200 400 600 0 200 400 600
C4 0.2
0.0
-0.2
0.2
0.0
-0.2
0 200 400 600 0 200 400 600 0 200 400 600
0.2
0.0
-0.2
0 200 400 600 0 200 400 600 0 200 400 600
0 200 400 600 0 200 400 600 0 200 400 600
Time (ns)
Figure 7.17: Signals from the left, right, up, hit and down segments (top-bottom) for interactions 
in segment B4, according to experiment (left), JASS (centre), and MGS (right). There is little 
variation in the rise time of these signals due to the constant radius of the interactions, and hence 
constant charge collection distance. The range of rise times is similar for all three sets of signals, 
however the range of image charge magnitudes is somewhat greater in both simulations. There is 
also some discrepancy in the image charge polarity in the up and down segments.
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JASS basis MGS basis
x (mm)x (mm)
Figure 7.18: Quiver plots showing the positions determined by PSA for the experimental signals 
shown in Figure 7.17, using the JASS (left) and MGS (right) signal bases. The radius of each 
interaction is determined with reasonable accuracy by either simulation. The azimuthal position is 
subject to a greater degree of error, particularly when using the JASS basis, due to the discrepancy 
in the image charge magnitude.
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7.4 Detector Position Resolution
For each position in the coincidence scan, Figure 7.19 shows the difference between the 
experimentally determined position and that found by PSA with the JASS basis. The data 
are separated into the six depths at which coincidence scan data were collected. Each point 
on the plot represents the experimentally determined position of a mean signal, while the 
colour of the point indicates the distance in mm to the PSA position.
The offset distance is measured in all three dimensions so some of the information about 
the position resolution in individual positions is hidden. For example, the position resolution 
in x and y is better at small radii, while the resolution in z is better at larger radii. The 
combination of these two effects produces a roughly uniform resolution across the xy planes 
indicated in the plots. The mean distance for all positions is 8.4mm.
Depth 1 Depth 2 Depth 3
x (mm)
Figure 7.19: The magnitude of the difference between the position determined experimentally and 
by PSA with the JASS basis. The position of the points represents the experimentally determined 
position and the colour scale represents the distance, in mm, to the position found by PSA.
Figure 7. SO shows the same plot for PSA using the MGS basis. The mean offset seen here
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is 7.3 mm. There is a significantly higher offset seen in the back ring of the detector. This 
is due to the tendency of MGS to cluster events away from the region near the passivation 
layer due the anomalously high rise times seen here.
Depth 1 Depth 2 Depth 3
x (mm)
Figure 7.20: The magnitude of the difference between the position determined experimentally and 
by PSA with the MGS basis. The position of the points represents the experimentally determined 
position and the colour scale represents the distance, in mm, to the position found by PSA.
Table 7.1 shows the mean displacement found with each basis, the displacements in each 
direction and the total are included. For comparison the mean displacement found previ­
ously for the AGATA symmetric prototype detectors using basis [DimOS] and parametric 
[NelOS] PSA are included.
7.4.1 Experimental Causes of Poorer Than Expected Position Resolution
The mean position resolutions determined in this work, shown in Table 7.1, are significantly 
larger than expected using either of the electric field simulations. This is due to systematic 
differences between the simulated basis and experimental data which result in the most
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Source dR (mm) dx (mm) dy (mm) dz (mm)
This Work (JASS) 8.4 3.9 4.2 4.1
This Work (MGS) 7.3 4.3 3.7 3.6
[DimOS] (MGS) 2.5 - - -
[NelOS] (Parametric) 9.3 - - -
Table 7.1: The position resolution achieved applying PSA to the mean signals produced in this work 
using JASS and MGS. The values are calculated according to the mean displacement between the 
position found using the coincidence scanning method, and that found by a basis search. The values 
in each different dimension are also included. For comparison mean position resolutions measured 
using the AGATA symmetric prototype detectors are also included. In [DimOS] the resolution was 
calculated in the same manner as this work, using an MGS basis. In [NelOS] a parametric approach 
to PSA was applied instead of a basis search, the mean resolution was estimated from the precision 
of Doppler correction in in-beam measurements.
similar signals being from different positions.
The differences in rise time between the simulations and experiment cause significant 
shifts in the radial direction. In both JASS and MGS there are regions where the total rise 
time of signals is less than that seen in experiment, however this is more prevalent in the 
JASS basis. This effect causes a shift in the PSA position toward locations with shorter 
rise times at intermediate radii. The discontinuity seen in the rising edge of JASS signals 
at some locations also has the effect of introducing a shift in the radial direction.
Differences in the image charge magnitude are also apparent, in particular in the mag­
nitude of image charge signals induced in segments neighbouring the hit segment show a 
smaller range in experiment than in simulation. This resulted in a tendency for the best 
matching simulated position to be further from the segment boundary than the true position 
of the experimental signal.
There are reasons to believe that some of these differences are due to errors in the 
experimental rather than simulated data:
• [RBF+09] reported a position resolution of 2.1mm (5mm FWHM) achieved using an 
MGS basis with in-beam experimental data. The position resolution was measured 
by comparing the width of a Doppler broadened gamma-ray pealc produced from in­
beam with data simulated using a range of position resolutions. This suggests that
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something other than the MGS basis is contributing to the 7.3mm mean position 
resolution observed in this work.
• A novel method for obtaining signals from single interaction sites in a highly seg­
mented detector was recently proposed [CCM+08]. The method is called a Pulse 
Shape Comparison Scan (PSCS) and it relies on comparing signals from two indepen­
dent singles scans, performed using orthogonal collimator directions. In order to asses 
this new method of scanning, data collected for this thesis were shared with collabo­
rators from the University of Milan who performed such an analysis using the front 
and side singles scan data. Early results from this work are presented in [CMW+08] 
and the results show a range of image charge magnitudes greater than seen in the 
coincidence scan and in agreement with those seen in JASS and MGS.
Every effort has been made during this work to identify the cause of the smaller than 
expected image charge signals. Possible sources were divided into four categories:
• Scaling: The possibility that the image charge signals were being scaled uninten­
tionally dining some stage of the analysis was investigated. Several possible sources 
of such a mistake were considered and tested, including during gain matching and 
crosstalk correction. This was finally ruled out as a source of the problem by exam­
ining the baseline noise distribution for real and image charge mean signals, as no 
significant difference was noticed between the two, scaling was ruled out as a source 
of the problem.
• Alignment: Misalignment of the signals during mean pulse formation would produce 
mean signals with reduced image charge magnitudes and longer rise times. After 
careful checking of the alignment codes and the resulting aligned signals, this option 
was ruled out by comparing the mean signals for some of the affected positions with 
the individual contributions to the mean. No significant difference in image charge 
magnitude was detected.
• Filtering: It is possible that, either through the analysis process or through the initial 
triggering system, the larger image charges were selectively filtered, leaving signals 
with systematically smaller than average image charge magnitudes. The analysis
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codes were checked thoroughly for this, gating conditions were relaxed at all stages 
and the effect on the image charge magnitudes monitored, but no source of the problem 
was revealed. It was not possible to rule out filtering at the triggering stage as the 
detector was shipped away from Liverpool before this problem was identified, ruling 
out the possibility of repeat measurements.
• Electronics: It is possible that fault in the digitisers or other electronic units resulted 
in the attenuation of image charge signals or the rejection of events containing larger 
image charges.
It was not possible to eliminate either of the last two possible sources of the reduced 
image charge magnitude. Two problems were identified with the data recorded by the 
digitisers which could be related to the image charge problem:
• Throughout all of the measurements that were conducted, between 5 and 10% of the 
events had missing data on one or more digitiser cards, this was discussed in more de­
tail in Section 4.2.1. Although no correlation was found between the number of events 
with missing data and the collimator position, it is possible that some systematic bias 
was introduced to the data through this problem.
• The energy values returned by the MWD algorithm for the core were shown to be 
lower than the true value for ss8% of the events (see Section 6.3). These events were 
rejected from the data however there was no way of monitoring this for other channels 
as the digitisers were the only source of information on segment energy.
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Digital experimental data were collected from an asymmetric C-type AGATA capsule mounted 
in a test cryostat using GRETINA digitiser cards and an independent triggering system. 
Measurements were first conducted using a single trigger condition to probe the mean re­
sponse of the detector to a collimated beam of 662keV gamma-ray photons (see Chapter 
4} and calibrate the crosstalk characteristics (see Chapter 6). Following that a coincidence 
scan method, using a second collimator assembly and a series of BGO and Nal scintillation 
detectors, was used to identify signals from well defined single interaction positions within 
the detector crystal (see Chapter 5).
• The initial tests carried out on the detector showed the electronic noise, energy resolu­
tion and efficiency to be within the specification agreed with the crystal manufacturer. 
The core energy resolution was measured to be 1.29 keV and 2.27 keV at 60 keV and 
1332.5 keV respectively, the segment energy resolutions are shown in Figure 4-1. The 
relative efficiency of the detector was found to be 83±2%.
• The proportional crosstalk between detector segments was measured and found to be 
between 1.5 and 2.5% for all segment combinations. A correction for this effect was 
successfully implemented.
• The manufacturer specification for AGATA crystals states that the <100> crystal 
axis, along which charge collection is fastest, should run through the centre of AGATA 
sector A. Analysis of the rise time distribution as a function of position was conducted
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using the singles scan data and it was found that the slower <110> passed through 
sector A. The simulated signal bases were altered to account for this effect.
• A coincidence scan was conducted and multiple signals were collected from gamma- 
ray interactions at 2172 single interaction sites through the detector. The systematic 
variation of the signal shape as a function of position was investigated in detail.
The signals generated by the coincidence scan were later compared with those produced 
by two different electric field simulations of the detector, MGS and JASS, to assess their 
accuracy and precision (see Chapter 3). A number of observations were made regarding the 
performance of the simulations.
8.1 MGS
Overall the MGS simulation showed the best performance for PSA with a mean position 
resolution of 7.3mm.
• The electric and weighting field calculations performed by MGS were conducted on a 
fixed 1mm spatial grid. This grid was unsuitable for modelling the rapidly changing 
fields found near the core and segment contacts which resulted in a failure of the 
simulation at these positions. This causes a reduced effective volume of the detector 
according to MGS and a systematic error on the position found by PSA for all in­
teractions within 1mm of the contacts. The effect of these missing positions is most 
significant near the front face of the detector where the contacts are larger and where, 
in normal operation of the detector, the number of gamma rays interacting is highest.
• Through most of the detector volume, the rise time distribution calculated by MGS 
matched closely to that seen in experiment.
• For positions near the passivation layer at the bade of the detector, the rise time 
predicted by MGS was significantly longer than that seen in experiment. This resulted 
in a systematic shift away from this region in the position found by PSA.
• The magnitude of the image charges induced in segments neighbouring the hit segment 
was larger in MGS than seen in experiment. The degree of the discrepancy varied
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through, the detector but ultimately resulted in a shift away from segment boundaries 
of the position found by PSA.
8.2 JASS
PSA performed using a basis produced by the JASS simulation showed a mean position 
resolution of 8.4mm.
• JASS calculations suggest that, at the impurity concentration and bias suggested 
by the crystal manufacturer, there are regions near the back of the C001 crystal 
that remain undepleted. The singles scan measurements show a response from the 
detector in these regions confirming that the detector is fully depleted. The JASS 
simulation models the depletion of the detector in a thorough manner, allowing the 
space charge to equilibrate before recalculating the electric field. As the uncertainty 
on the impurity concentrations provided by the crystal manufacturer is unknown the 
concentration was adjusted in the simulation to allow the crystal to more fully deplete.
• The JASS simulation was able to provide simulated signal shapes for interactions 
throughout the volume of the detector crystal. The systematic variation of the signal 
shape as a function of position matched that which was found from experiment and 
the MGS simulation. There were however, a variety of regions in the crystal for which 
the rise time of the signal was significantly faster than that seen elsewhere. This 
resulted in a tendency for PSA to identify an interaction within one of these regions 
as being at the wrong radial position.
• Differential crosstalk was considered as a source of the rise time discrepancy but 
was ruled out as it cannot effect the full 100% rise time of a signal. The mobility 
parameters used in the simulation were also considered but ruled out as they were 
identical to those used in MGS.
• In some regions of the detector there was a sharp discontinuity in the rising edge of 
the JASS signal and charge collection was completed almost instantaneously. This 
also caused an error in the radial position found by PSA due to the resulting short 
rise time.
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• As with MGS, the magnitude of the image charges induced in segments neighbouring 
the hit segment was larger than that seen in experiment. The degree of the discrepancy 
varied through the detector but resulted in a shift away from segment boundaries of 
the position found by PSA.
8.3 Future Work at Liverpool
• Analysis is ongoing on a coincidence scan of an A-type AGATA crystal, performed 
using the Liverpool scanning system and GRETINA digitisers. The results of this 
scan will be compared with the results presented here to illustrate the differences 
between the crystal types.
• The GRETINA digitisers and the analogue triggering system will be investigated as 
a possible source of the smaller than expected image charge magnitudes observed 
here. It is expected that the position sensitivity will be much improved if this issue is 
resolved.
• If electric field simulations are to be used to produce the signal basis for PSA in 
AGATA, it is essential that the response of a detector can be reliably predicted given 
the crystal specification. This will be tested by scanning another C-type crystal and 
comparing the results with those found here.
• Development is continuing on the JASS electric field simulation. If a consistently 
accurate match to experimental data can be produced then another attempt will 
be made to implement a full electronics calibration using the residual minimisation 
technique described in Chapter 6.
8.4 The AGATA Demonstrator and the Role of this Work
The AGATA demonstrator is currently running in Legnaro National Lab, Italy, with five 
triple clusters installed. Since February 2010 17 in-beam experiments have been performed 
with a total of over 100 days of beam time. A range of experimental techniques have 
been employed including fusion-evaporation reactions, Coulomb excitation and Doppler-
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shift lifetime techniques, covering a range of nuclei from 15O to neutron-rich U and Th 
isotopes.
Techniques have been developed to accurately measure the position resolution achieved 
in-beam [SRN+11] and FWHM values of 8.6mm at 246 keV and 4mm in the range 1.4-4 
MeV have been measured. Work is continuing to further improve on this performance but 
the resolution of 5mm required for successful application of gamma-ray tracking has already 
been achieved for most of the energy range investigated by AGATA.
Online PSA in Legnaro has been implemented using the MGS and JASS bases, as well 
as with the AGATA Data Library (ADL) simulation which was not available in time to be 
considered in this work. The best on-line performance is currently being achieved when 
using the ADL basis.
The experimental basis generated for this thesis using the coincidence scan method is the 
only one to have been produced for an asymmetric AGATA crystal. It is critical to improving 
the performance of on-line PSA that the electric field basis is tested by comparison with 
experiment and refined to improve its accuracy.
Over the next decade, new detector modules will continue to be added to AGATA 
increase its efficiency and the algorithms for simulation, PSA and GRT will be continuously 
developed to optimise the array’s performance. The work described in this thesis and the 
lessons learned from it are vital AGATA’s development. This realisation of gamma-ray 
tracking will have a huge impact on nuclear structure studies at European facilities. The 
unprecedented efficiency, angular resolution and count rate will allow the investigation of 
more exotic nuclei than ever before.
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Appendix A
Additional Comparison of 
Experimental and MGS Signals
Figure 7.9 and Figure A.2 show the experimental and MGS signals for the points at mini­
mum and maximum radius on the line through the centre of segment El. The signals from 
the remaining positions on this line are shown in Section 7.3.1, together with the quiver 
plots and JASS signals.
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Experiment 
Simulation 
----- Residual
C1-6A1-6 B1-6 D1-6
AGATA Channel
E1-6
Figure A.l: The experimental (blue) and MGS (red) signals for all detector segments, for interactions 
at the position from Figure 7.7, closest to the central contact.
168
C
ha
rg
e 
(a
rb
)
CHAPTER A. Additional Comparison of Experimental and MGS Signals
Experiment
Simulation
Residual
A1-6 C1-6 D1-6
AGATA Channel
E1-6
Figure A.2: The experimental (blue) and MGS (red) signals for all detector segments, for interactions 
at the position from Figure 7.7, closest to the outer contact.
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