Abstract. In this paper we study the isomorphism classes of local, Artinian, Gorenstein k-algebras A whose maximal ideal M satisfies dim k (M 3 /M 4 ) = 1 by means of Macaulay's inverse system generalizing a recent result by J. Elias and M.E. Rossi. Then we use such results in order to complete the description of the singular locus of the Gorenstein locus of Hilb 11 (P n k ).
Introduction and notation
Throughout this paper, a k-algebra is an associative, commutative and unitary algebra over an algebraically closed field k of characteristic 0.
The study of Artinian k-algebras is a classical topic in commutative algebra. It is well-known that each Artinian k-algebra is a direct sum of local ones, hence one can restrict its attention to the local case.
Two important invariants of each local, Artinian k-algebra A are its dimension d := dim k (A) as k-vector space and the Hilbert function H A of A, i.e. the Hilbert function of the associated graded ring gr(A) :
M being the maximal ideal of A. When d ≤ 6 some authors classified such algebras A in terms of H A (e.g., see [16] , [17] , [18] ). As d increases the picture becomes much more complicated and not easy to handle with the same methods (see [1] , [19] and the references therein), unless we introduce some extra technical hypothesis. E.g., if we restrict to Gorenstein algebras, then a complete classification in terms of H A is available up to d ≤ 9 (see [2] ). However, once more, as d increases, it is not possible to achieve the complete classification of such algebras. For example, it is not possible to classify in the above sense algebras A with H A = (1, 4, 4, 1). At the same time, researchers have focused on some interesting classes of local, Artinian, Gorenstein k-algebras (see [20] , [13] , [9] , [10] , [7] , [8] ).
Nevertheless it is possible to prove a general structure result making use of Macaulay's correspondence. Each local, Artinian, Gorenstein k-algebra A can be represented as a quotient of the form k[[x 1 , . . . , x n ]]/J for a suitable ideal J ⊆ (x 1 , . . . , x n ) 2 . If we look at k[[x 1 , . . . , x n ]] as acting on k[y 1 , . . . , y n ] via derivation (i.e. we identify x i with ∂/∂y i , i = 1, . . . , n), then J = Ann(F ) for a suitable F ∈ k[y 1 , . . . , y n ] whose degree s is exactly the maximum integer s such that M s = 0, the so called socle degree of A, sdeg(A).
The main result of [7] is that such an F can be chosen homogeneous when the algebras A satisfy H A = (1, n, n, 1). Hence the classification of such algebras is actually strictly related to the classification up to projectivities of cubic hypersurfaces in P n−1 k . In the present paper we extend such a result to Artinian, Gorenstein algebras A with H A = (1, n, m, 1, . . . ) in Section 4 proving the following theorem (see Theorem 4.3). Besides the intrinsic interest of the description of local, Artinian algebras of dimension d, their study is also important for the characterization of the singular locus of the Hilbert scheme Hi lb d (P n k ). In some recent papers (see [3] , for the case d ≤ 9, and [4] , for the case d = 10) we dealed with such a problem, restricting our attention to the Gorenstein locus Hi lb G d (P n k ) ⊆ Hi lb d (P n k ), i.e. the locus of schemes X ∼ = spec(A) where A is a Gorenstein algebra. In particular, in [4] the structure theorem of [7] has been an helpful tool for such a description.
In [5] a similar analysis has been carried out in the case d = 11. In that paper we were also able to deal with the singular nature of all X ∈ Hi lb G 11 (P n k ), but those ones isomorphic to spec(A) where A is a local, Artinian, Gorenstein algebra with H A = (1, 4, 4, 1, 1). The second main result of the present paper is the complete description of such kind of X from such a viewpoint: such a description rests on Theorem A above. The main results of Section 5 can be summarized in the following Theorem.
Theorem B. Let A be a local, Artinian, Gorenstein algebra with H A = (1, 4, 4, 1, 1). Then X := spec(A) ∈ Hi lb 
The authors want to express their thanks to Joachim Jelisiejew and Pedro Macias Marques for some instructing conversation and helpful remarks.
1.1.
Notation. In what follows k is an algebraically closed field of characteristic 0. A k-algebra is an associative, commutative and unitary algebra over k.
A local ring R is Gorenstein if its injective dimension as R-module is finite. An arbitrary ring R is called Gorenstein if R M is Gorenstein for every maximal ideal M ⊆ R. A scheme X is Gorenstein if and only if for each point x ∈ X the ring O X,x is Gorenstein.
For each numerical polynomial p(t) ∈ Q[t], we denote by Hi lb p(t) (P N k ) the Hilbert scheme of closed subschemes of P N k with Hilbert polynomial p(t). With abuse of notation we will denote by the same symbol both a point in Hi lb p(t) (P If γ := (γ 1 , . . . , γ N ) ∈ N N is a multi-index, then we set t γ := t
For all the other notations and results we refer to [12] .
Some facts on Macaulay's correspondence
Let A be a local, Artinian k-algebra with maximal ideal M. We know that
Recall that the socle degree sdeg(A) of A is the greatest integer s such that M s = 0. We have an action of S[n] over P [n] given by partial derivation defined by identifying x i with ∂/∂y i . Hence
Such an action endows P [n] with a structure of module over S [n] . If J ⊆ S[n] is an ideal and M ⊆ P [n] is a S[n]-submodule we set
For the following results see e.g. [11] , [14] and the references therein. Macaulay's theory of inverse system is based on the fact that such constructions J → J ⊥ and M → Ann(M) give rise to a reversing inclusion bijection between ideals J ⊆ S[n] such that S[n]/J is a local, Artinian k-algebra and finitely generated S[n]-submodules M ⊆ P [n]. In this bijection Gorenstein algebras A with sdeg(A) = s correspond to cyclic S[n]-submodules F S[n] ⊆ P [n] generated by a polynomial F of degree s. We simply write Ann(F ) instead of Ann( F S[n] ).
On the one hand, given a S[n]-module M, we define On the other hand, for each f ∈ S[n], the lower degree of monomials appearing with non-zero coefficient in the minimal representation of f is called the order of f and it is denoted by ord(f ).
is called the lower degree form of f . It will be denoted in what follows with ldf(f ). If f ∈ J, then ord(f ) ≥ 2. The lower degree form ideal ldf(J) associated to J is
We have ldf(Ann(M)) = Ann(tdf(M)) (see [11] : see also [7] , Formulas (2) and (3)) whence
We say that M is non-degenerate if 
Trivially, we can always assume that F 0 = 0. It is easy to check that, for given J = Ann(F ), it also holds J = Ann(F + σ • F ) for every σ ∈ S[n]. Hence, it makes sense to look for an easier polynomial G such that Ann(G) = Ann(F ).
Proof. From Ann(F ) ⊆ S[n]
2 + , it follows Ann(F ) ⊆ Ann( F ). In fact, σ • H = 0 for each H ∈ P [n] ≤1 and every σ of order at least 2. The same argument shows that each σ ∈ Ann( F ) of order ≥ 2 belongs to Ann(F ).
Assume by contradiction that σ ∈ Ann( F ) \ Ann(F ). Then, σ has order 1, and σ • F = σ • F 1 = λ = 0. By degree reasons, λ ∈ k. Let τ ∈ S[n] be of order s (thus at least 2) such that τ • F s = −λ. It follows that σ + τ ∈ Ann(F ) has order 1, and so we get a contradiction because Ann(F ) ⊆ S[n] 2 + . Hence Ann(F ) = Ann( F ) as claimed.
In particular, J ⊆ S[n] 2 + , then we can assume that J = Ann(F ) where F = F ≥2 . We will always make such an assumption in what follows.
We have a filtration with proper ideals (see [14] ) of gr(A) ∼ = S[n]/ldf(Ann(F ))
Via the epimorphism S[n] ։ gr(A) we obtain an induced filtration
are reflexive graded gr(A)-modules whose Hilbert function is symmetric around (s − a)/2. In general gr(A) is no more Gorenstein, but the first quotient
is characterized by the property of being the unique (up to isomorphism) graded Gorenstein quotient k-algebra of gr(A) with the same socle degree. The Hilbert function of A satisfies [14] ) for the same values of a. Moreover
We set
Finally we introduce the following new invariant. We recall some facts about algebras A with cdeg(A) ≤ 1. Trivially, when cdeg(A) = 0, then
Stretched algebras have been completely classified in [20] , with a particular attention to the Gorenstein case. There are many results about 2-stretched Gorenstein algebras. A complete description of such algebras when sdeg(A) = 3 can be found in [7] . 2-stretched algebras with H A (2) = 2 have been examined in several papers (see e.g. [10] or [3] ). A complete classification in the case sdeg(A) ≥ 4 and H A (2) = 3 can be found in [3] . Some very partial results are known when cdeg(A) = 2, sdeg(A) = 4 and H A (2) = 4 (see [4] ).
3. On the homogeneous summands of the apolar polynomial
. Such a polynomial strongly depends on the representation of A as a quotient of S[n].
For reader's benefit we recall (see [14] , Theorems 5.3A and 5.3B) in this section that it is always possible to choose a system of generators of S[n] + such that the F satisfies
, then such a property is not authomatically satisfied by F , due to the possible existence of exotic summands in the homogeneous decomposition of F as the following well-known example shows.
, where F := y 
We have tdf(F ) 5 = y where
Proof. Thanks to the aforementioned Theorems 5.3A and 5.3B of [14] (see also the thesis [15] : in particular see Theorem 4.38 where an expanded version of the proof is provided), we know the existence of a representation
. Now we prove that F 2 can be actually written as the sum of something in P [f 3 ] plus n f 3 +1 y 2 i . Now we prove that we can make a suitable linear change of y 1 , . . . , y n in such a way that the linear space generated by y 1 , . . . , y f 3 remains unchanged and such that the homogeneous part of degree 2 of F is F 2 + n j=f 3 +1 y 2 j where F 2 ∈ P [f 3 ]. First of all, up to a suitable linear transformation of the variables y f 3 +1 , . . . , y n we can assume that such an homogeneous part of F is
Since H A (1) = n, we know that the classes of y 1 , . . . , y n are in tdf(F ). It follows that we have relations of the form n i=1 u i (x i •F )+linear combination of derivatives of F of order at least 2 = y j +constant.
The only derivatives of F of degree s − 1 are
, it also follows that the linear combination of such derivatives in the first member of the above equality must be a costant. We conclude that
We deduce that necessarily λ j = 1, j ≥ f 3 + 1 (recall that λ j ∈ { 0, 1 } and
up to a suitable linear transformation in the variables y 1 , . . . , y n fixing y 1 , . . . , y f 3 we can finally assume that
The proof of the statement is complete.
The structure theorem
Now we turn our attention to the case cdeg(A) = 2. Let H A = (1, n, m, 1, . . . , 1). We first prove the following preparatory lemma improving Proposition 3.2 in such a particular case.
where F := y
Proof. If m = 1 (in particular if n = 1), then the statement is trivial. Thus we can assume n, m ≥ 2, whence s ≥ 3.
In Decomposition (3) we have
It follows that f 2 = n, f 3 = m and f 4 = · · · = f s = 1. Thanks to Proposition 3.2 there exists an isomorphism A ∼ = S[n]/Ann(F ), where
, thus we can assume that F s = y s 1 thanks to Formula (2).
If s = 3 then F = F 3 + F 2 . Ut to a linear change of variables in S[n] we can assume that the coefficient of y
We have an isomorphism
We conclude the existence of
Due to the definition of ϕ, we have that x α ∈ Ann(F ) if either |α| ≥ 4 and α = |α|e 1 , or if x α does not contain x 1 , . . . , x m and |α| ≥ 3, or if α = 2e 1 + e j , j = 2, . . . , m. It follows that x α ∈ ϕ −1 (Ann(F )) = Ann( F ) in the same ranges. The first condition implies that we can still assume 
where
Following the method used to deal with algebras A with sdeg(A) = 3 (in [7] ) and with compressed algebras (in [8] ), we will show how to construct, for each local, Artinian, Gorenstein k-algebra A with
j be as in the statement of Lemma 4.1 and set A := S[n]/Ann(F ). We look for a particular algebra automorphism ϕ of S[n] mapping Ann(F ) to Ann(F simple ) where
If we set ϕ(x i ) = z i , then z 1 , . . . , z n is a new minimal set of generators of
+ ) for each s that, improperly, we again denote by ϕ. Such an algebra is also a finitely generated vector space on k: we fix the basis
given by the monomials ordered first by increasing degree and then lexicographically.
Thus we can identify each element of Aut(S[n]/S[n]
s+1 + ) with a suitable square matrix. It is immediate to check that the dual basis in P [n] ≤s with respect to the perfect pairing ·, · is
still ordered first by increasing degree and then lexicographically. Since, in our case,
By duality each automorphism ϕ ∈ Aut(S[n]) mapping Ann(F ) to Ann(F simple ) corresponds to an isomorphism
which we interpret as an isomorphism of the subspaces ϕ
As explained in [7] and [8] via such a correspondence, the matrix M(ϕ * ) associated to ϕ * with respect to the basis Y is exactly the transpose of the inverse of the matrix M(ϕ) associated to the morphism ϕ with respect to the basis X .
We are now ready to prove the main result of the paper. It is a structure theorem for 2-stretched algebras.
and only if,
Proof. In the following we will set N(h) := { α ∈ N m | |α| = h, α = he 1 }. The "if" part is easy to prove. Since
Since x 2 • F 3 , . . . , x m • F 3 are linearly independent and do not contain y 2 1 , because x 2 1 • F 3 = 0, it follows that equality holds, thus again
Similarly s!y 1 +x
Again we actually have an equality. Indeed the only possible new element in tdf(F ) 1 could come from a linear combination of s!y 2 1 + 2x
• F 3 guaratees that this cannot occur. It follows that tdf(F ≥3 ) 1 = s!y 1 + 2x
Thus the Hilbert function of B :
. Thanks to Formula (3) we know that a ≥ m. Since F ≥3 ∈ P [m] we necessarily have
whence H A (1) = n. Now we prove the "only if" part. Thanks to Lemma 4.1 we know that
We first examine the case n = m: the changes in the case n > m will be listed at the end of the proof.
Imitating the proof of [7] , Theorem 3.3, we look for a suitable automorphism
whose dual morphism transforms Ann(
where I h is the identity matrix of order h, B(i, j) are matrices of order
whose entries are forms of degree i − j in the b γ,j 's, 0 is a zero matrix of suitable dimensions. Set
We have
We denote by ∆ the n× n+1 2 matrix whose t th row is the vector of the coordinates of x t • F 3 with respect to the basis Y. We notice that the condition x . By duality we have to look for a ϕ such that
Notice that the columns of B(3, 2) are exactly the coefficients of the forms of degree 3 in the products
for j ≤ h = 1, . . . , n. It follows that the entry on the α th row and on the (j, h) th column is
otherwise.
Thus the entries of the product (u α ) α∈N ( matrix U whose coefficients depend on the u α 's and such that (u α ) α∈N m ,|α|=3 B(3, 2) = (b γ,j ) γ∈N m ,|γ|=2,j=1,...,n t U (6) (the b γ,j 's are ordered first with respect to γ and then with respect to j). Thus we obtain from equalities (5) and (6) the system of linear equations
in the variables b γ,j 's. We recall that in [7] , in the proof of Theorem 3.3, it is proved that U is a lower triangular block matrix
matrix whose first row is twice the h th row of the matrix ∆ (previously defined as the matrix of the partial derivatives of F 3 ) and the t th row is exactly the (h + t − 1) th row of ∆, t = 2, . . . , n − h + 1.
Due to the independence of the derivatives x 2 • F 3 , . . . , x m • F 3 it thus follows that the rank of the submatrix obtained by erasing the first row of U is maximal. Moreover the constant term of the first equation is v 2e 1 which is zero, because x 2 1 • F 2 = 0. It follows the existence of a solution the system (7) with b γ,1 = 0, γ ∈ N m , |γ| = 2.
In order to extend the above proof also to the case n > m it suffices to change the ordering on X and, consequently, on Y. In this case we fix an order on X by taking first all the monomials in x 1 , . . . , x m (ordered first by degree and then lexicographically), and then all the remaining monomials in any order. Thus
where B is as in (4) and B ′ is a suitable matrix whose entries depend on the b γ,j 's such that γ ≥ e j for some j ≥ m + 1. We can thus repeat the above arguments obtaining a system of the form
where U is as above and the entries of U ′ depend on u α such that α ≥ e j for some j ≥ m + 1. On the one hand, thanks to Lemma 4.1 we know that such u α are all zero, i.e. U ′ is the zero matrix. On the other hand, again by Lemma 4.1 we know that v β = 0, for β ≥ e j when j ≥ m + 1. We deduce that such a system has again solutions, and, in particular, one of its solutions satisfies b γ,j = 0, γ ∈ N m , |γ| = 2, j = 1, m + 1, . . . , n.
Obstructedness of a class of algebras
In this section we make use of the above structure theorem in order to deal with the obstructedness of the points in Hi lb 
It follows that S[4]
5 + ⊆ J, hence there is a natural isomorphism
,
k . In [5] we proved the irreducibility of Hi lb G 11 (P n k ) studying the locus of singular X such that X ∼ = spec(A), where A is not local with H A = (1, 4, 4, 1, 1) . Thus a point X ∈ Hi lb 11 (P n k ) is singular (i.e. the corresponding space is obstructed) if the dimension of the tangent space at X to Hi lb 11 (P n k ) is greater than dim(Hi lb
Obstructedness depends only on the intrinsic structure of X (see [3] and the references therein), hence only on A, we can restrict our attention to the aforementioned embedding in P 4 k and we simply speak about the obstructedness of the algebra A.
Recall that the tangent space to Hi lb 2 ). Before starting with the description in the different cases we spent a few words on the methods used to perform the computations.
Thanks to Relations 9 we know that S[4]
too. In particular when we perform computations, we can always work in the polynomial ring k[x 1 , x 2 , x 3 , x 4 ] instead of S [4] . For this reason we can make use of the Computer Algebra Software Singular [6] for all the computations in S [4] . Moreover, J is never homogeneous. We computed in(J) and in(J 2 ) with respect to the product term order for which (i) x 4 > x 3 > x 2 > x 1 ; (ii) the graded reverse lexicographic order on x 4 , x 3 , x 2 ; (iii) the lexicographic order on x 1 . Hence, for comparing x Proof. We know that x i •F 3 , i = 2, 3, 4, are linearly independent because of Theorem 4.3. It follows that, up to a linear change of the variables y 2 , y 3 , y 4 , we can assume Q = y The associated symmetric matrix is the matrix M b defined in the introduction. We define F H,b := y Proof. It is immediate to check that B H = A 6 k . The above cases are handled in a similar way, thus we only deal with the first one. In this case we will write H t instead of H. At a first stage, we look for t such that 0 ∈ U t , where U t ⊆ A The ideal J t := Ann(F H t ,0 ) is non-minimally generated by Before listing the results, we make some remarks on the way we perform the computations.
The Gröbner bases computations can be performed in k[x 4 , . . . , x 1 , b 0 , . . . , b 5 ], up to choosing a product term ordering, with 3 blocks of variables:
, and degrevlex orders the monomials in the first and last block, while lex orders the monomials in the second block.
To compute the Hilbert function of an ideal over the general element of the variety defined by a chosen prime ideal, we proceed in the following way: we compute the initial ideal of the ideal generated by the prime ideal and Ann(F H,b ) 2 , we forget the monomials contained in k [b] , and then we reduce the resulting monomial ideal by setting b i = 1 for each i. As last step, we compute the Hilbert function of the ideal we get.
To compute the ideal spanned by the coefficients of a particular initial monomial M ∈ k[x 1 , . . . , x 4 ], we select the polynomials in the Gröbner basis having initial monomial MM ′ with M ′ ∈ k[b 0 , . . . , b 5 ], then we compute the remainder of every such polynomial modulo M, and the difference D between the polynomial and its remainder. D has M as factor, and we call d the quotient. The computed d's are the generators of the ideal spanned by the coefficients. The prime ideals associated to such an ideal are computed by using the package Primdec in Singular, when it produces the result (this happened always but a few cases in which we had to make the computation by hand with ad hoc techniques, because the size of the ideal was too big for Singular to compute the result in a reasonable time).
In next proposition, we deal with the cases H = 0 not covered by Proposition 5.5. 
In all the aforementioned cases, if
Proof. In each of the above cases we indicate a non-minimal set of generators of the ideal Ann(F H,b ) and the locus in B H corresponding to obstructed ideals. Only in the first case of the list we report also the tree and the Hilbert functions on the general element of each subset of B H where the initial ideal changes.
Let H = y k such that A H,b is unobstructed. Since H is fixed throughout the whole proof we will simply write J b instead of Ann(F H,b ). J b is non-minimally generated by k where r * is one of the following ideals:
. Those ideals are the first level conditions in the tree we are going to construct. Now, we impose the conditions one at a time, i.e. we compute a Gröbner basis of r * + J Consider r 2 . There exists b ∈ V (r 2 ) ∩ U: since U is open this property holds for the general b ∈ V (r 2 ). The conditions that force the initial ideal to change obviously contain r 2 . They are:
Notice that r 2,2 , r 2,4 ⊃ r 2,1 . On the one hand, if b ∈ V (r 2,2 ) ∪ V (r 2,4 ) ∪ V (r 2,1 ) = V (r 2,1 ) using Singular, we check that N S[4]/J b = 49, whence b ∈ U. On the other hand, if b ∈ V (r 2,3 ) \ V (r 2,1 ), then b ∈ U. We notice that r 2,1 ⊃ r 1 .
Further, we consider r 8 . We first notice that there exists b ∈ V (r 8 ) ∩ U. There are many conditions that force the initial ideal to change, but many of them have been already examined above (e.g. r 2,2 ). An easy and careful check of such conditions yields that the only totally new ones are
We conclude that there are no level 3 conditions in this case.
Also for V (r 13 ), there exists b ∈ V (r 13 ) ∩ U. The conditions that force the initial ideal to change are:
The first one defines a subvariety of V (r 1 ) and so we do not study further it. If b ∈ V (r 13,2 ) \ V (r 1 ), then b ∈ U. A similar argument holds for V (r 17 ) \ V (r 1 ). Now, we start studying codimension 2 ideals that appear in the initial list. The first we consider is r 5 . Again there is b ∈ V (r 5 ) ∩ U, and the only new condition that forces the initial ideal to change is
• r The first one defines a subvariety of V (r 8 ) while the second one defines a subvariety of V (r 2 ) and so no one of them has to be studied. Moreover the points outside V (r 16,1,1 ) ∪ V (r 16,1,2 ) are in U. Now, we consider codimension 1 ideals. The first one we consider is r 3 . For general b ∈ V (r 3 ), then b ∈ U, and the new conditions forcing the initial ideal to change are:
• r 3,1 = (−b
There exists b ∈ V (r 3,2 ) ∩ U, and the only new condition is:
• r 3,2,1 = (b 4 , b 3 , b 0 ).
Such a case has been already examined above because V (r 3,2,1 ) ⊆ V (r 7 ). When we take a general b ∈ V (r 3,1 ), then again b ∈ U. The only new condition to examine is:
• r 3,1,1 = (b 3 , b 2 , b 1 ).
We can argue as above because V (r 3,1,1 ) ⊆ V (r 5 ). Finally, b ∈ U is unobstructed for general b ∈ V (r 3,3 ) and no new condition shows up. Hence the analysis of r 3 is over.
We find b ∈ V (r 4 ) ∩ U, thus the general b ∈ V (r 4 ) is in U. The conditions that force the in(r 4 + J 2 ) to change are: 3 ) is general, then b ∈ U. Since no new condition appears it follows that the same holds for each b. Similarly b ∈ V (r 4,2 ) ∩ U, but the following two new conditions show up:
The first ideal defines a subvariety of V (r 6 ) while the second one defines a subvariety of V (r 8 ) and so no one of them has to be studied.
The analysis of r 9 is more difficult than the previous ones. We still have V (r 9 ) ∩ U = ∅, and the only new condition that appears is:
. Again, we can find b ∈ V (r 9,1 ) ∩ U, but a new condition appears: 
The ideals r 9,1,1,1 , r 9,1,1,5 , r 9,1,1,6 and r 9,1,1,7 define subvarieties of V (r 8 ), while r 9,1,1,3 defines a subvariety of V (r 13 ) and so we do not study them.
We have V (r 9,1,1,2 ) ∩ U = ∅, and the new non-general conditions are:
The first ideal defines a subvariety of V (r 2 ) and so we do not study it. The general b ∈ V (r 9,1,1,2,2 ) ∪ V (r 9,1,1,2,3 ) is in U, and in both cases, the non-general condition is b 0 = · · · = b 5 = 0, that defines a point in V (r 1 ).
We have V (r 9,1,1,4 ) ∩ U = ∅, and the non-general conditions are 1,1,4 ,2 ) ⊆ V (r 2 ) and so we do not consider it. The general b ∈ V (r 9,1,1,4,1 ) ∪ V (r 9,1,1,4,3 ) ∪ V (r 9,1,1,4,4 ) is in U, and the only non-general condition in all the three cases is b 0 = · · · = b 5 = 0, that was considered earlier. So, the analysis of r 9 is over, too.
We can find b ∈ V (r 10 ) ∩ U and the only new non-general condition that appears from the study of in(r 10 + J 2 ) is:
). Again, V (r 10,1 ) ∩ U = ∅, and no new non-general condition shows up. Hence, the analysis of r 10 is complete.
V (r 12 ) ∩ U = ∅ and no new non-general condition appears. We infer V (r 12 ) \ V (r 1 ) ⊆ U.
So, we can consider the last and more difficult case r 11 . As usual V (r 11 ) ∩ U = ∅, and the new non-general conditions are:
). r 11,1 contains r 12 and so we can skip its study. However, there is b ∈ V (r 11,2 ) ∩ U. The new non-general conditions that show up from the study of in(r 11,2 + J 
