Abstract: This paper is focused on characteristics and goals of an integrated architecture which aims at reproducing joint interoperability among autonomous systems. The paper proposes an experimentation over a scenario developed for the maritime context that uses an innovative simulator. The authors' goal, during such research, consists of identifying requirements related to these simulators so that they accurately keep into account the most important elements affecting real operative context. This analysis is addressing training (Kennedy, 2010), engineering and it could be further developed for supporting or operation supervision. General architecture devoted to integrate such simulators within a federation, together with the approach that has been used in order to carry out this operation, represent the subjects of this paper; the mission environment has been created with the only goal to test the federation, and similarly simulation architecture and conceptual models are validated through proposed preliminary activities.
Introduction
Simulators and conceptual models that have been developed during research described in this paper are devoted to identify the most important operational and technical characteristics the new innovative unmanned autonomous systems (UAS) need to be provided with. Such UAS operate underwater, over the land, on the sea surface and even in the air. UAS configurations and interoperability requirements will be tested in the virtual world provided by an high level architecture (HLA) federation (Joshi and Castellote, 2006; Kuhl et al., 1999) . In this way the robust solution that is expected to be obtained will be suitable to every kind of operative context. UAS main characteristic is expected to be interoperability, since it has been thought as a system of systems. Nowadays both unmanned surface vehicles (USVs) and autonomous underwater vehicles (AUVs) are being designed, while unmanned ground vehicles (UGVs) are starting to be used in operational contexts. The only UAS to be normally and extensively used is an aerial one, which is called currently unmanned aerial vehicle (UAV).
Modelling and simulation (M&S) approach is fundamental in order to provide these vehicles with interoperable features an therefore make AxS (autonomous surface, underwater or aerial systems) more effective while acting in different areas and for long time periods in order to carry out multiple tasks.
Operational scenarios that are described in this work are referred to the extended maritime framework and therefore embrace air, costs, sea surface, underwater spaces and even cyberspace and cosmic space. During the described research USV, UAV and AUV are modelled, as well as their interactions with traditional assets on the cast, while carrying out specific tasks, for example those related to intelligence, surveillance and reconnaissance (ISR). AUV and USV, for example (that are called AxV in Nad et al., 2011) get advantage from interoperability among themselves and with traditional assets such as aircrafts, vessels, underwater docking stations and submarines.
State of art within marine domain
UAS design is being progressively improved. At this proposal a better underwater localisation of these vehicles, which is difficult to be achieved especially under ice surfaces owing to the lower global positioning system (GPS) signal, represents the purpose of a study that has been recently led by Chen and Pompili (2013) . The introduction of autonomy within UAS, on the other side, creates opportunities for new roles and activities; in particular it becomes necessary to address new complex operational roles involving collaborative and competitive tasks. A great challenge is the involvement of different disciplines, such as computing science, mechatronics, artificial intelligence (AI) and to consider the needs for operational interoperability; in addition it will be soon necessary to address in a new way the aspects related to interactions among AxSs and humans moving from traditional direction and driving to high level supervision (Bocca and Longo, 2008; Calfee and Rowe, 2004; Bhatta et al., 2005; Bruzzone et al., 2013a Bruzzone et al., , 2013b Kalra et al., 2010) ; these concepts were investigated in several cases and represent a critical issue for UAS research field (Cooke et al., 2006; Dogan and Zengin, 2006; Feddema et al., 2002; Michael et al., 2007) where interesting research is ongoing (see Figure 3) . For example Prodan and his collaborators have developed a real-time optimisation-based control strategy applied to nonlinear dynamics affecting a generic trajectory related to UAV. This approach has been validated both through real flight tests, and through software-in-the-loop simulations comparing lots of kinds of autonomous aircrafts (Prodan et al., 2013) . Another research has been devoted to improve control over AUS (in the specific case UAV) in order to increase their capability to cover a selected region and provide the scientists with required information despite their performance indexes are very variable along the time. The proposed algorithms in such case are based on the communication among each swarm component: decrease of communication availability causes, as a consequence, reduction of a vehicle's capability in carrying out the assigned task (Marier et al., 2013) .
With reference to marine domain, Zhu has studied an innovative trajectory tracking control strategy related to unmanned underwater vehicles. Such strategy is hybrid composed of two parts, the sliding-mode controller and the virtual velocity controller. This method makes swarm control more trustworthy and has been developed in order to make vehicles' speed evolution more linear along the time (Zhu and Sun, 2013) .
In addition, a corner stone for a successful UAS sector is the capability to generate some form of applicative intelligence able to direct robot cooperation in complex scenarios (Ferrandez et al., 2013; Bruzzone et al., 2011) . Many techniques could be applied in this sector including intelligent agents (IAs), AI, swarm intelligence, fuzzy logic, genetic algorithms, game theory, theoretical biology, distributed computing/control and artificial life the authors of simulation team obtained interesting results in this sector by combining different techniques (Zacharewicz et al., 2008; Affenzeller et al., 2009; Ören and Yilmaz, 2009 ); interesting results in directing collaborative and competitive assets within simulation were achieved by the development of IA-CGF (Bruzzone, 2008; Bruzzone et al., 2010) ; indeed it is evident the importance to adopt simulation interoperability standards to create frameworks to check a priori the interaction among the different systems and to test prototypes in a virtual scenario (Zini, 2012) .
Intelligent cooperative control architecture (ICCA) represents an example of a framework that allows to combine mission planning involving limited-fuel UAV with reinforcement learning techniques (Geramifard et al., 2013) . Furthermore a recent research led by Gunetti has proposed a software that, combining IAs with traditional flight control techniques, after being provided with a set of goals related to the mission of aerial autonomous systems, is also able to carry out mission management activity taking into account weather changes or unexpected operative needs. In this way the whole process supervision role traditionally covered by humans has become totally provided by AI (Gunetti et al., 2013) . Another approach that has been studied in order to achieve cooperative control of UAVs through a consensus control algorithm and make the flight more stable thanks to fuzzy logic control (FLC) integrated with model reference adaptive control (MRAC) has been proposed by Jamshidi. The protocol that in the specific case allows vehicles to communicate each other is subjected to be expanded introducing others IAs according to users' different needs (Jamshidi et al., 2011) . With reference to marine domain Miao has recently proposed a method aiming at improving AUV path control. In order to achieve this result he has developed an algorithm which is based on radial basic function neural networks (NN) and that make localisation errors converge in a finite neighbourhood of the selected track (Miao et al., 2013) . Another method that has been developed in order to improve AUVs intelligent navigation is composed of two neuro-controllers: the first one has been thought in order to avoid obstacles, while the second one aims at tracking the path described by the vehicle while carrying out lots of different tasks during long periods of time (Garcia-Cordova and Guerrero-Gonzalez, 2013) . Autonomous vehicles control in the maritime domain in other cases is also provided by a behaviour-based intelligent architecture. Discrete control actions are carried out by intelligent controllers based on information deriving from sensors' signals. Within such proposed architecture an approach based on human behaviour provides the simulator with a higher level of fidelity to reality (Kumar and Stover, 2000) .
Obviously the evolution of the potential scenarios for UAS was investigated along the years (Ross et al., 2006; Tether, 2009; DARPA, 2012; Lundquist, 2013 ) addressing a series of projects and examples on a wide spectrum of applications involving different levels of complexity over the different paradigms.
The use of the new generation drones within collaborative competitive mission is evolving as an important research area (Fernandez et al., 2013; Kracke et al., 2006) , therefore the scientific works in literature related to interaction of heterogeneous swarms driven by agents over all domains, such as fleets of UAVs, UGVs, AUVs and SUVs, are fairly limited (Martins et al., 2011) . However there is an interesting scientific production addressing the problem of developing frameworks for the coordination of multiple vehicles belonging to the same single class: examples are available about multiple UAVs (Vail and Veloso, 2003; Maravall et al., 2013) and multiple AUVs (Richards et al., 2002; Stilwell et al., 2004) . In particular a recent research developed by Dydek, at this proposal, is focused on the improvement of the effectiveness related to the completion of a collaborative task involving UAV and affected by a certain uncertainty degree. In particular, in the specific case, uncertainty is due to the difficulty in correctly estimating simulation parameters (Dydek et al., 2013) .
In sea environment both AUV and USV and even remotely operated vehicles (ROVs) are evolving in terms of design and capabilities. At this proposal, during his research activities Martin has already forecast unmanned maritime vehicles (UMVs) evolution along the years, reporting interviews and business analysis deriving from the industrial world and explaining that user adoption and technology evolution go at the same speed (Martin, 2013) . Some important technologies that are suitable to be implemented by navies over unmanned underseas vehicles (UUV) in order to develop innovative military strategies have already been identified in the nineties: such strategies are based on autonomous systems' interoperability and affordability and have to take into account the evolution of the concept related to national security (Shotts and McNamara, 1993) . The application of swarms of underwater autonomous vehicles interoperating in carrying out coastal field studies has been promoted by a recent research. Such research in particular has proposed a light autonomous vehicle (LAUV) as the most effective autonomous system to be used for both oceanographic studies and port surveillance (Madureira et al., 2009) .
In addition, with reference to the same domain, interesting research has been conducted on joint operations involving a single UAV coordinating multiple AUVs while performing oceanic exploration missions (Sujit et al., 2009) .
Some of these aspects were already investigated for marine environment by creating a multi robot system involving an aerial (UAV), a surface (ASV) and an underwater vehicle (AUV) within the same team (Shkurti et al., 2012) .
These researches have evolved into more operational roles; for instance another interesting case of collaboration is related to MCM (mine countermeasures) and it investigated the collaborative use of an AUV and an autonomous kayak (USV) (Shafer et al., 2008) ; another case is related to detection and targeting in hostile environments; it was studied by coordinating ground and aerial unmanned vehicles (Tanner, 2007) .
Scalability and flexibility are major aspects to be investigated in these applications to support future mission environments; these aspects were addressed in relation to detection and tracking of unknown forces by using UAS over air and ground domains as well as a network of low cost sensors (Grocholsky et al., 2006) ; in this field there is also another example where two groups of mobile agents (UGVs and UAVs) were simulated to estimate their potential in terms of ISR missions (Tanner and Christodoulakis, 2007) .
Studies related to the cooperation among different kinds of UAV and AUV over a port environment for security were investigated by using interoperable HLA simulation (Tremori and Fancello, 2010 ). An effective approach has been followed by the simulation team; namely a stochastic simulator of joint operations involving UAV and other assets such as ground units, attack helicopters and planes, called intelligence agent computer generated forces UAV and counter-insurgency (IA-CGF U-COIN) (Bruzzone et al., 2010) .
Operational interoperability and simulation: SEAVIT federation
The goal of this research is to create a simulation framework to virtually experiment with new interoperable AUVs, USVs and UAVs in order to measure the effectiveness of their interactions with other systems. Indeed the different kind of autonomous vehicles are currently characterised by improvements in mission capabilities. This evolution introduces the opportunity to assign more sophisticated roles to AxSs and to pass from single system task to multi system cooperation as well as to collaborative missions. At the same time it reveals the opportunity to investigate the capabilities of AxSs in terms of addressing competitive roles: indeed these systems have already kinetic capabilities (i.e., reapers and predators with hellfire as unmanned combat aerial vehicles).
Therefore in the future these capabilities are expected to increase as well as to provide the AxSs with systems able to direct non-kinetic actions against OPFORs (i.e., cyber-attacks).
These aspects confirm the opportunity to use AxSs for contrasting and engaging opposite drones as part of a system of systems and the necessity to start investigation into these swarm combat scenarios by using M&S. In general, considering all the above mentioned elements, operational scenarios are evolving requiring to address AxS interoperability for improving their capabilities and extending their missions to new areas; obviously simulation is the crucial technology also for investigating in advance the alternative configurations, requirements, polices and doctrines related to these phenomena (Bruzzone et al., 2005) .
This objective implies that many aspects need to be investigated, such as operational efficiency, costs, reliability, resilience and readiness. Currently the authors are working to create an innovative simulation environment for capability assessment and to develop the requirements for this new generation of interoperable AxSs. By this approach it becomes possible to simulate in advance the impact of alternative solutions and standardisation approaches considering different platforms and concepts (e.g., compare AUVs deployment from a surface platform or from a submarine).
Since the simulation should address different elements, the HLA interoperability standards are considered by the authors the most appropriate and effective computational solution to adopt (Massei and Tremori, 2013) ; the authors used object-oriented design and analysis approach and create objects for each entity for being shared among the federates (Zacharewicz et al., 2008; Ramos and Piera, 1999) . This architecture allows to combine different models into a federation and to keep it open for further developments including HIL and SIL (hardware and software in the loop); this federation is defined as sea environment for autonomous vehicle interoperability testing (SEAVIT) as presented in Figure 1 . Physical aspects related to specific elements should be modelled and federated within the SEAVIT federation of simulators: examples are the mechanical simulation of the docking/recovery devices or the simulation of marine inductive recharge solutions for AUV; most of these models will be continuous deterministic models. SEAVIT federation integrates also different models addressing tactical and operational issues in order to investigate the impact of the different alternative solutions; in this case the models are combined stochastic simulators including discrete event and continuous components (Piera and de Prada, 1996; Zachariewicz, 2008) . Following this structure, SEAVIT has the capability to simulate multiple AxSs and different platforms operating on selected scenarios (i.e., target, suspicious objects, vessels, support devices, etc.). Owing to the complexity of underwater communication systems with respect to other environments it becomes crucial to be able to model also these elements; indeed such systems represent a critical issue to guarantee interoperability of existing systems and operational efficiency.
Benefits from simulation of marine UAS operational interoperability
AUVs have numerous advantages that, potentially, could make them a suitable solution for many military applications including ports surveillance and protection, mines searching, submarines operations support, etc. However, their current development status suggests that it is time to move towards a new generation of AUVs; such new generation of UAS should have interoperability with other systems as its major point of force. For this reason, nowadays AUVs cannot be considered as fully operational vehicles in real missions. Indeed to deploy the AUV is not simple and in addition there are significant problems related to their recovering and recharging operations, collection of the data recorded, sensors replacement, etc. Most of these problems could be addressed through standardisation problems able to reduce the UAS interoperability capabilities (sensibly increasing the cost of their use and reducing the operative potentials over long time). As far as the recovering operations are concerned, there are different ways to recover AUVs; however often this is a time consuming and expensive operation; much more should be done to design AUVs that have the capability to be recovered quickly and in a standardised way. Similarly recharging operations should be simplified and standardised in order to increase the AUV availability. The data link used to retrieve the data recorded by the AUVs sensors should be simple and effective as much as possible and the replacement (or the change) of some parts of the UAV (i.e., replacing the actual sensors with new ones) should be done with a minimum effort and time.
As matter of fact, most of the problems of AUVs are related to their 'physical' interoperability with other systems including other AUVs and/or USV, but, above all, submarines, vessels, aircrafts, underwater docking stations should be remarkably improved. Solving all the above mentioned problems would transform the idea of UAS: from experimental vehicles (as currently they are) to fully operative vehicles (as potentially they could be). The 'physical' interoperability with other entities and the standardisation procedures require the definition of new technical and operational requirements. To this end the SEAVIT federation is devoted to support the simulation-based design of a new generation of interoperable AUVs and USV.
Aspects such as AUS requirements and deployment and recovering methods could be investigated in a safely virtual environment (see Figure 2) . Multiple options for recharging operations may be considered in terms of operational efficiency, times and costs. In order to improve the design of the new generation of UAS, SEAVIT environment will provide the possibility to integrate in its HLA federation also real assets and equipment; providing the unquestionable advantage of testing the virtual UAS when interacting with real assets and entities. In addition, the simulation environment will give the possibility to carry out what-if analysis fully supporting and aiding in the design of the new UAS. New standardised components could be tested by simulation without committing resources to their acquisition; at the same time new operating procedures could be explored: i.e., compare AUVs deployment from a surface platform or from a submarine, gaining insight into the importance of those factors and parameters that may significantly affect the performances of the AUVs during their interactions with other entities. To this end the SEAVIT environment will be also able to study and reduce delays and to identify those constraints which pose a limit to the operative use of UAS. The design of the new AUVs generation would be costly if carried out with real experimentation and prototypes; the SEAVIT environment may strongly support the identification and reduction of risks as well as of the development time. Furthermore the SEAVIT environment may strongly reduce field testing (cost reduction) and supporting -as a consequence -realistic requirements definition, development process and operational testing. In the following some scenario is proposed for applying SEAVIT simulation.
Collaborative approach as enabler for new capabilities and performances
The UAS have currently significant limitations on several aspects including autonomy, fire power, resilience and decision making. Some of these aspects could be addressed acting on a single entity design. Collaborative tasks could be improved taking into account the overall performance: from this point of view it is expected that an heterogeneous network of UAS could be assigned to collaborative tasks; in 2012 it was possible to complete the air refuelling, therefore in maritime domain there are several aspects where collaborative assignments could be of interest for being assigned among swarms of UAS and/or mixed group including traditional assets and UAS (Wiedemann, 2013) ; for instance the following actions could improve the performance as well as to introduce new capabilities:
• joint patrolling
• multi sensor and multi platform data fusion
• multi static acoustics
• mobile and dynamic heterogeneous networking
• command and control (C2)
• cooperative engagement
In addition to these aspects the following issues are devoted to an operational interaction among similar and/or different UAS or traditional assets such as:
• deployment
• refuelling and/or recharging
• reloading and/or re-configuring
• recovery.
In particular the above mentioned cooperative tasks are important to enhance the AUV capabilities.
Autonomous system competition: new needs and concepts to be investigated
In the future UAS are expected to assume an active role with a competitive behaviour against other drones and/or traditional assets; from this point of view it could be interesting to consider both kinetic actions and non-kinetic activities dealing with jamming (i.e., electronic warfare), cyber warfare, etc. The competition among drones will require the development of new solutions and systems able to support this activity considering that most of existing weapons and techniques could be neither cost/effective nor able to deal with such targets.
The fight among swarms of drones represents a scenario that could be experienced only by M&S.
Examples of joint operations over surface, underwater and air within marine framework
In the context of maritime extended framework, it is evident there is potential to use different drones working on common operations; currently the scenario investigated in this case involves among the others the following assets:
1 vessels:
• frigate and destroyers
• patrol boats
• cargo ships
• submarines 2 drones:
• AUV -underwater drones
• UAV -aerial drones
• USV -surface drones
• UGV -ground drones 3 aircrafts:
• ASW helicopters
• patrolling planes 4 ground units:
• coastal battery
• company
• HQs 5 weapons:
• torpedoes
• missiles 6 sensors:
• hydrophones
• active sonars
• sources for multistatic acoustics
• radars
• electro optical/infra red (EO/IR). The scenario was developed as ISR operation conducted in hostile waters near the coast; the zone was subjected to commercial and private traffic in some areas while the OPFOR involved antisubmarine warfare (ASW) capabilities, sensor networks and infrastructures and defensive drones; in addition in coastal area there are ground units able to activate anti-ship operations. The blue forces vice versa operate within the area just through a submarine, and multiple AUV, USV and UAV. It is evident that the boundary and environmental conditions (i.e., sea, wind, temperature, fog, etc.) could heavily affect the performance over the same operational scenario and require proper models; it could be interesting in the future to develop integrated representations that could support this approach (Adán et al., 2008) . In the proposed simulator, the USV might have kinetic and non-kinetic capabilities, while in this scenario the AUV do not have kinetic weapons, but could produce jamming and other non-kinetic actions; the UAV carry multi sensors and weapons. In comparison with electric drones, the AUV was modelled with capability to communicate in RF in surface and through acoustic modems underwater; vice versa the USV used for this scenario was inspired to small waterplane area twin hulls (SWATH) USV characterised by superior operability over wide spectrum of sea states and able to provide support AUV .
Interaction AUV-USV
The simulator is modelling the interactions among AUV and USV; the USV is able to deploy and recovery AUV (see Figure 4 ). The USV is also able to carry several AUV; so it becomes interesting to evaluate the dimensions of AUV and USV in terms of storage capability and characteristics (i.e., speed, autonomy, payload, visibility/detectability, etc.) as proposed in Figure 5 . The USV could recover the AUV through an intelligent interactive device and recharge it; a data link is available, while it is possible to set up possibility to change the AUV payload on board. The improvements provided by using USV with capability to recharge the AUV through innovative inductive charging solutions are going to be tested thanks to this simulator. USV are modelled to be the source for multistatic acoustics by emitting active pings and supporting fusion with AUV, hence the USV includes models of passive and active sensors and also weapon systems.
Interaction UAV-USV-AUV
The use of UAV within the heterogeneous network of drones, introduces new interaction capabilities. The model allows to deploy the AUV launched with a parachute; in addition UAV have possibility to reinforce communication and sensor network; these drones could proceed in cooperative targeting and engagement respect USV as well as AUV for ASW.
Modelling and experimentation
The SEAVIT architecture is designed in order to be open; so it becomes possible in the future to federate and to simulate real assets (i.e., aircrafts, vessels, submarines, ground units, satellites, HQs) interacting with virtual ones creating a live, virtual and constructive framework addressing the whole problem. In general, these different models and elements are expected to become part of the same simulation framework and the SEAVIT federation will allow us to estimate metrics through application of design of experiments (DOE) in order to identify most suitable design parameters and most effective operative alternatives for maximising the overall performance (Montgomery, 2000; Andronov and Merkuryev, 2000; Longo et al., 2012) . The study is expected be conducted applying design of experiments (DOE) over a complex scenario affected by stochastic elements (i.e., detection probability, false alarms, kill probability, etc.). In fact the SEAVIT main goal is to investigate requirements and solutions to be adopted for interoperability of AUVs; this goal should be achieved by creating a simulation framework able to carry out experimental analysis in a 'virtual sea' for supporting design and reengineering.
The advantage of the proposed approach is the possibility to conduct tests over complex scenarios including operational issues and specific environmental conditions with a large number of assets and UAS; following this approach the configuration and alternative solutions are evaluated in the virtual environment under stressing characteristics and in reference to their interactions with other assets in ways that are impossible to reproduce during live exercise at sea or could not be applicable during design phase of new AUVs that are not yet existing.
SEAVIT federation will address the verification and validation processes for this case and the architecture description in order to enable the possibility to federate in this system.
Even if AUVs are a specific narrow niche, their interoperability will be a real breakthrough advance extending opportunity of use, increasing the number of applications and the quantities of available devices. This will bring opportunities for new designs and reengineering processes as well as for further developments.
SEAVIT federation development phases
This paper is introducing the modelling approach and initial design phase of SEAVIT federation; indeed the SEAVIT federation is organised in three major phases; the initial activity focuses on identifying all the main issues related to AxSs requirements engineering and operative scenarios as well as to define the operative and performance metrics and critical parameters to be used to reengineer the requirements during the simulation; this phase is especially focused on AUV and their interaction with USV.
Some specific scenarios need to be identified to develop an initial configuration of the SEAVIT federation able to demonstrate the potentials of this approach; obviously it is also necessary to define verification and validation processes of the simulation framework by providing a first set of design criteria and operative evaluations for the virtual experimentation.
The second phase aims at providing details for the conceptual design of SEAVIT models and of SEAVIT federation. To this end, the HLA standard for interoperable simulation enable the integration of new models as well as the adoption of legacy systems (if required existing models). The authors are currently designing the federation for an extensive use of intelligent agent computer generated forces (IA-CGF) integrated within the SEAVIT federation in order to reproduce the intelligent behaviour of autonomous systems as well as traditional assets.
In addition, in the future, the SEAVIT federation could include also HIL and SIL, man in the loop (MIL) as well as real assets and systems.
The last phase of this research is expected to focus on the implementation of SEAVIT federation and in its extensive experimentation; this allow to experience in a virtual environment the effects of different alternatives for AxS configurations, with special attention to operational interoperability requirements; by this approach it could be possible to quantify for each solution the costs/benefits ratio.
As additional results, SEAVIT federation is expected to provide a summary of the experimental results about interoperability and operative issues affecting new AUVs, USVs generations. The SEAVIT federation represents an innovative resource for identification of operational interoperability requirements and for developing new solutions for an operative use of AxSs as standard interoperable elements operating on field side by side with traditional assets.
Furthermore the SEAVIT federation demonstrator could be available for further extensions and for analysing additional issues and new scenarios.
General architecture proposed
SEAVIT is an interoperable simulation based on HLA able to run in different configurations combining both detailed models for engineering as well simplified meta models for real-time and fast time simulation devoted to support capability assessment and eventually in future training (Magrassi, 2013; Massei and Tremori, 2010) . The general architecture is proposed in Figure 1 .
SEAVIT models are stochastic considering the influence of several important factors (i.e., probability to detect, probability to hit, probability to kill, operation durations, mean time between failures, etc.). Among the federates it was possible to identify the following models:
• discrete event simulation of tactical operations
• IAs driving AxS and CGF
• models of boundary and environmental conditions
• networking and communication models
• CFD and models for platform physics
• system and sub system models • continuous models for physical interaction
• synthetic environment.
Different interoperable models
The interaction among the different models should be defined in SEAVIT federation in order to address specific simulation goals; in fact the computational models devoted to reproduce system physics (i.e., computational fluid dynamics, partial differential equations) are important to address single platform performance and details about their interactions.
Therefore the discrete event simulation and the IAs represent the corner stone to run complex scenarios and to evaluate at high level the operations, doctrines and policies as well as the overall characteristics and configuration of different drones. By this approach it becomes possible to analyse different hypotheses about the drones and the operations as well as the most effective characteristics to address a specific mission environment.
Synthetic models could be effective in proposing the results of the simulation both for verification and validation as well as to present to user the different solutions and their operational modes.
All these models and simulator should be developed in consistency with HLA standard in order to be interoperable, so it becomes possible to couple a detailed physical model with a constructive simulator as well as with a communication network simulator; therefore it is evident that these models could be characterised by different time characteristics.
The authors are currently planning to develop SEAVIT by adopting conservative time management, so it means that when a slow time simulator is joining the federation all the processes slow down; for this reason it is important to develop simplified meta-models able to approximate the models within a well-defined analysis range, so it becomes possible to run fast time simulators by substituting the detailed federates by meta models and to conduct the experimental analysis by applying DOE over a large number of experimental runs. Therefore when the best solution is identified it is possible to run back the simulation including detailed models to test and verify that configuration; in this way the approach guarantees maximum flexibility and efficiency at once. 
Network issues for SEAVIT federation
Future concepts for network-enabled systems will involve the operation of mobile ad hoc networks to enable the integration of heterogeneous autonomous systems with larger scale networks and C2 systems. The need for providing self-configuration, to handle dynamic topology changes in the absence of pre-deployed infrastructures, clashes against the practical difficulties of communicating in the maritime and underwater domains. The main challenge follows the fact that radio propagation is severely impaired underwater, leaving acoustic communication as the foundational technology to interconnect autonomous systems operating below the sea surface. Propagation of sound in the water occurs with a speed that is five orders of magnitude slower than above-water RF (1.5 × 10 3 m/s versus 3 × 10 8 m/s) in a time-varying bandwidth-limited channel that is severely impacted by environmental conditions and subject to frequent disruptions. Additional constraints derive from the fact that vehicles are exposed to the risk of being detected, captured and compromised. Threats against confidentiality, integrity and availability, such as denial of service, node displacement, false data injection, have to be countered using limited resources on battery-powered platforms. In addition to that, information exchange processes are normally served using shared/public communications media, which translate in exposure to passive and active attacks, such as eavesdropping and jamming. To make things more complicated, failures and manumissions could remain unnoticed, especially where connectivity between control centre and vehicles is intermittent.
The delivery of a joint interoperable framework for autonomous systems in the marine domain drives therefore the need of encompassing several integrated elements, such as vehicle-to-vehicle communication using acoustic media (or radio, for surface operations), vehicle-to-C2 communication using satellite communications (for C2 and telemetry), data messaging standards (to enable interoperability with existing capabilities that consume data produced by autonomous systems deployed in the field), and cyber-security, as a cross-cutting component of all the above-mentioned sub-systems. Simulation approaches, essential to support the development and evolution of such complex capabilities, need to be founded on reasonable representations of the challenging environment in which the agents will be called to cooperate (or compete), This could be tackled from different complementary approaches, ranging from accurate modelling of, e.g., acoustic propagation, taking into account environmental factors such as bathymetry, water column temperature, salinity, etc., to higher level synthetic models providing a compact representation of system states, where network-enabled systems can deliver their function only when the networking function is capable of operating as needed: failures in communication due to environmental factor or hostile activities such as cyber-attacks will have an adverse impact on the whole of the application that has to be delivered.
Eventually, Monte-Carlo approaches could be envisioned as the best mathematical tool to run experimental analysis. Several agents, representing collaborating and competitive autonomous vehicles, are operated in the context of a pre-defined scenario, to include the networking sub-systems, to gather useful statistics on overall system effectiveness and resiliency. Those statistics could be further analysed with data farming techniques to identify the key parameters that need to be controlled in order to maximise system performance.
Physical AUS models
Continuous models that reproduce AUS physics are very important since they influence their performances within the mission environment, their mutual interactions an therefore their interoperability. AUS are subjected to Archimedes force, friction force, inertial force and weight force; the following formula is got from balance of forces principle: 
AUS behavioural models
Within the proposed scenario AUV communicate with each other, with the vessel and with the gateway which is located on the sea surface. Furthermore they communicate with USV which allows information to reach satellites. Information flow that starts from AUV and is destined for the vessel passes through the gateway, then the USV and then the satellite, proceeds more rapidly than the same flow that travels underwater, owing to lower signal power. Since UAVs task consists of patrolling a determined sea area, their trajectory is studied so that they never pass the same point and are always able to communicate with gateway, that is moving in the same time.
SEAVIT execution and experimentation
The proposed scenario is related to ISR over a coastal area where drones are collaborating to complete their mission in a hostile environment where OPFOR are acting with traditional assets and other drones. The scenario was tested over a Mediterranean environment and several experimental runs were conducted using simplified meta-models for detection and directly tracking integrated within the Discrete event tactical interoperable stochastic simulation; the UAS as well as traditional assets were driven by IA-CGF derived from IA-CGF UCOIN previous simulator. The simulator is currently involved in dynamic, statistical and integration testing as presented in Figure 7 .
Conclusions
The subject of this paper consists of the description related to the first development phase of a federation linking together different models reproducing AxS carrying out both competitive and collaborative tasks.
Such federation, which is called SEAVIT and will be extended and focused in the next years, is presented in terms of goals, general configuration and architecture and allows to develop a stochastic simulation through which it is possible to identify innovative UAS requirements. Simulation developed within the federation is limited to an ISR scenario and a marine environment in order to make preliminary testing and approach verification and validation easier. Tests have demonstrated without any doubts that objects and entities have to be driven by interoperable agents. The authors are thinking about creating a transdisciplinary autonomous systems simulation team made of researchers working in academia, institutions and even companies. The aim of this team will be to satisfy users' requirements with reference to new generation interoperable UAS thanks to its members' experience in modelling, simulation and engineering fields and subject matter experts (SME) contribution. New concepts will be tested through virtual experiments and innovative policies, and solutions related to tasks to be carried out within the extended maritime framework will be compared through simulation.
