Introduction
1.1 Motivation. The design of "complex systems" is a difficult, and often lengthy, process that utilizes a significant amount of resources: human, computational, etc. The term complex systems here denotes systems involving many design variables, interactions between these design variables, performance requirements from multiple disciplines, and uncertainty regarding the values of the design variables and parameters. Examples include aircraft, automobiles, photocopiers, etc. The design process for such a complex system is composed of several phases. It starts with the identification and analysis of customer requirements and ends with a final design of a product that is ready for manufacture ͓1͔. According to Kusiak and Park, ͓2͔, 70% to 80% of the final production costs are determined during the design stage. If errors in the design process are not detected during the early design stages, they may result in flawed final products. Costly redesigns and modifications may then be necessary.
The overall design task is often decomposed into several smaller subtasks, each to be handled by a separate design team. The design then proceeds in parallel. The benefits of decomposing the overall design problem into several subproblems include ͓2͔ ͑i͒ detecting activities that can be executed in parallel, ͑ii͒ reducing the complexity of managing the design tasks, ͑iii͒ reducing design cycle times, and ͑iv͒ establishing cross-functional design teams that do not necessarily correspond to traditional organizational structures ͑although this is mostly a necessity and may have some drawbacks͒.
In order to successfully apply system decomposition and to design the resulting subsystems in parallel, it is important to develop a systematic means of setting subsystem design targets based on the desired system-level performance. This process of translating the desired system performance into design targets for the different subsystems is known as target cascading ͓3͔. Target cascading should be performed in an efficient and consistent way to avoid iterations at later stages of the product development cycle and ensure that the different subsystems ultimately meet performance specifications upon assembly.
This motivates the present work, in which we relate the systemlevel objectives to the subsystem design targets. Knowing the relationship between system-level objectives and subsystem targets allows us to set and balance subsystem design targets to yield satisfactory system-level performance.
Literature Review.
A system model is a "mathematical description of a relationship between externally supplied quantities ͑i.e., those coming from outside the system͒ and the dependent quantities that result from the action or effect on those external quantities" ͓4͔. The externally supplied quantities are the "inputs" to the system and the dependent quantities are the "outputs." The design of complex engineering systems is a challenging task that requires the collaboration of many people with different areas of expertise.
The need to group these people into design teams and distribute the various design tasks among the teams motivates the need for system decomposition. The goal is to divide the overall design task into several subtasks; each small enough to be manageable by a particular team ͓5͔. The solution obtained by solving the different subproblems should correspond to the solution of the original problem, i.e., the "truth" of the original problem should be "maintained" ͓6͔.
Several approaches exist in the literature and in industrial practice to design engineering systems. Methods based on decomposition and optimization will be reviewed briefly below. The mathematical statement of a general design problem ͑GDP͒ is ͓7͔ Find x X subject to f͑x,p͒ ഛ 0 ͑1͒
In this statement, x represents the vector of design variables, X is the set constraints for the design variables, and f͑x , p͒ represents inequality constraints as functions of design variables x and design parameters p.
The problem of decomposing a large optimal design problem into a set of smaller subproblems was addressed in Refs. ͓8-15͔. An application of one of the problem decomposition strategies, namely optimal model-based decomposition, to a vehicle power train is illustrated in Refs. ͓16-18͔. The problem of system decomposition is schematically illustrated in Fig. 1 .
In Fig. 1 , Z is a vector of shared design variables, x i is a vector of design variables for subsystem i and together they comprise the vector x of ͑1͒, and y ij is a vector of output signals to subsystem i from subsystem j. Decomposing a system into subsystems reveals interconnections between the subsystems where the output of one subsystem is used as an input to another subsystem. The number of these interconnections increases with the level of de-composition from the system level to the subsystem and component levels. Since design targets are placed on the values of the output signals, the increase in their numbers corresponds to an increase in the number of design targets. This can result in a large increase in the number of design targets at the subsystem level for systems with several interconnections between the subsystems, such as multi-input multi-output ͑MIMO͒ systems. This increases the engineering resources required to track the status of the subsystem performance relative to the design targets. Moreover, it demands reliable methods of setting priorities among the numerous targets.
Several approaches are described in the optimization literature to optimize a large complex system, e.g., all-at-once optimization, bilevel integrated system synthesis ͓5,18͔, collaborative optimization, distributed object-based modeling environment ͑DOME͒ ͓19͔, game theoretic approaches ͓20͔, and target cascading ͓3͔. However, a problem common to these approaches is that they assume full coordination between the subsystem design problems, i.e., that the values of each subsystem's design details and its outputs are always available to other subsystems that may require this information. This may not be the case in a real industrial environment where organizational barriers and geographical constraints may result in decisions taken by one of the design teams not being immediately and fully communicated to other design teams ͓21͔. Two approaches used in industry to design complex systems, set-based concurrent engineering and benchmarking, are reviewed next.
Set-Based Concurrent Engineering.
Set-based concurrent engineering was credited by Liker et al. and Sobek et al. as the reason behind Toyota's success in developing new designs in an efficient and rapid manner ͓22-24͔. Suppliers and design teams are given performance specifications that they need to meet for their respective subsystems. Alternative subsystem designs are then explored and intersections among these "sets" of feasible subsystem designs are identified. The overall system is then obtained by recognizing which design alternatives for the different subsystems work "well" together and constitute a good overall system. This allows suppliers or design teams to work largely independently and allows them to explore several design concepts prior to committing to a design decision, which results in better overall designs.
Benchmarking.
Benchmarking is another approach commonly used in industrial practice to set targets for the design of a new product. The idea is to quantify the performances of the subsystems of an existing comparator system that is similar to the product under development, i.e., program system, and use these as a basis for setting the performance targets for the subsystems of the new product. Benchmarking yields incremental improvements in performance. Although the literature on benchmarking is scarce, it is believed to be a commonly used approach ͓24͔.
Contributions.
The number of interconnections between subsystems increases with the level of decomposition from the system level to the subsystem and component levels, causing an increase in the number of design targets. The end result is an increase in the resources required to design and verify that the design targets are met. The problems associated with designing a complex system motivate the present work in which we: 1. Express system-level objectives in terms of subsystem design targets. This allows us to set subsystem design targets to meet desired system-level performance specifications. 2. Study the trade-offs between the design targets of a single subsystem and between the design targets that influence the same system-level performance requirement ͑including design targets in several subsystems͒. This helps identify the critical subsystems and balance the system-level performance requirements among subsystems. 3. Quantify and account for the interconnections and coupling between the subsystems.
In order to set subsystem design targets that meet the required system-level objectives, we express the relationship between the system-level objectives and subsystem design targets. We use this relationship as a basis for setting design targets.
Trade-offs may exist among the design targets within a particular subsystem and/or between different subsystems. It may not be possible to simultaneously improve the performance of that subsystem with regard to different performance attributes. This introduces tradeoffs between the subsystem design targets.
In addition to trade-offs between design targets within a subsystem, several subsystems may influence the same system-level performance objective, making it possible to achieve the same level of system performance by different combinations of subsystem design targets. For example, it may be possible to relax requirements on one subsystem and tighten the required performance from another subsystem and achieve the same system-level performance. Understanding the trade-offs between subsystem targets will help avoid potential cases where designers focus on a certain subsystem target and manage to improve it, but at the expense of adversely affecting other subsystem targets, and possibly having worse overall system performance.
The process of cascading the overall system performance specifications into design targets for the different subsystems, and the overall design process in general, are complicated by the coupling between the subsystems. This coupling may take the form of shared design variables among different design teams or interconnections between subsystems, where the output of one subsystem may appear as an input to another subsystem. Methods for quantifying and accounting for interconnections are needed to enable setting subsystem targets that are consistent with the desired overall system-level specifications.
Problem Formulation
We assume the availability of a benchmark, or "comparator," system. The benchmark meets some system-level performance measure U and is composed of several subsystems. In the following problem formulation, we assume, without loss of generality, that the system is composed of three subsystems A, B, and C. We want to develop a new system design, termed the "program" system, which meets some different, possibly improved, system-level performance U * . We assume that the existing comparator and new program systems are similar in the sense that they have the same decomposition and functional dependencies of the different system and subsystem attributes on the design variables and parameters. We assume that we have full knowledge of the different subsystem attributes and their probabilities of being less than a specified upper bound for the comparator system. The design problem at hand will be to specify upper bounds for the subsystem attributes of the new program system to achieve the desired system-level objectives. In the formulation below, the subsystem design variables are assumed to be mutually exclusive, i.e., there are no shared design variables. Extension to include the case with shared design variables is currently being investigated.
Let x be a vector of the mean values of the design variables. The problem can then be stated formally as:
Fig. 1 Multidisciplinary design problem
Given:
x ϭ a vector of the mean values of the design variables p ϭ a vector of the mean values of the design parameters X ϭ the set constraints for design variables U * ϭ the upper bound on the value of system attributes f͑x,p͒ ϭ the functional dependence of system attributes on the design variables and parameters f j ͑x,p͒ ϭ the functional dependence of attributes of the subsystem j = A , B , C on the design variables and parameters Find
where U j is the upper bound on the value of attribute of the subsystem j = A , B , C Such that
We want to set design targets U j ͑e.g., U A , U B , U C ͒ on three subsystem-level design problems such that meeting the targets for the subsystem design problems gives a solution to the systemlevel problem. The process used for setting subsystem targets should give us a quantification of the tradeoffs in performance among the subsystems. This will enable us to relax design targets on one subsystem by tightening the targets on another subsystem ͑i.e., "balance" targets among subsystems͒.
Proposed Approach: Norm-Based Benchmarking
A new approach is proposed that aims at setting subsystem design targets to meet system-level performance requirements. The proposed norm-based benchmarking approach entails two main steps: ͑i͒ setting subsystem design targets and ͑ii͒ designing the subsystems to achieve their targets.
In order to set subsystem targets, the system-level performance is related to the performances of the different subsystems. The relationship between system-level performance and subsystems' performances is then used, together with the desired system-level performance, to set design targets on the norms of the different subsystems. The subsystem design targets are then handed over to the design teams that are responsible for designing their respective subsystems to meet their targets.
In a design problem, performance is typically expressed as a function of a system's design variables and parameters. In order to specify subsystem design targets, we need to relate system-level performance to the subsystems' performances, i.e., we want to express the system-level performance as a function of the subsystems' performances. This can be done by formulating a new design problem that approximates the original design problem, but with the subsystems' performances as design variables. The system-level performance can be expressed as a function of subsystems' performances using sensitivity analysis or other approximate means that will be discussed below. These ideas will now be discussed in more detail using the general design problem described by ͑1͒.
The system-level design problem is of the form given in ͑1͒ and repeated below Find x X subject to f͑x,p͒ ഛ 0 This system-level problem is decomposed into several subsystem design problems, each of the form
We then formulate a new design problem in terms of the subsystems' responses, i.e., we express the system-level response in terms of subsystems' responses. Thus, we need to find an operator g͓f i ͑x i , p i ͔͒ that approximates the original design problem, i.e.:
This approach of relating system-level responses to subsystems' responses can be thought of as an alternative to response surface analysis where system-level responses are expressed in terms of simple functions of some of the design variables. In Ref.
͓25͔, the authors partition a design problem into two subproblems and use two second-order polynomials to express system-level responses in terms of some of the design variables of the two subproblems.
The preceding discussion was general and applies to different system-level attributes. However, in the following discussion, we focus on automotive systems and one particular system-level attribute, noise-vibration-harshness ͑NVH͒. In the automotive industry, one metric used to evaluate a system's NVH performance is the root mean square ͑rms͒ value of the output signal. The inputs to the subsystems in this case will be forces or displacements causing vibrations, and the outputs will be displacements or velocities at locations of interest. For a MIMO system, the rms value of the output signal is equal to the two norms of the system's transfer matrix when the system is driven by white noise. The square of the two norms of a transfer matrix is equal to the sum of the squares of the two norms of its constituent transfer functions ͓26͔. The proposed approach is particularly well suited to such dynamic, MIMO systems.
Main Result.
Sensitivity analysis is used to relate systemlevel objectives to the design targets of the various subsystems. This can be done using the known values of the system and subsystem performance measures of the benchmark, and linearizing the relationship between the system-level performance and the subsystem performances around these known values. Linearizing the relationship between the system-level performance and the subsystem performances is a simplifying assumption. This assumption is made to avoid having to reevaluate the sensitivities of system-level performance with respect to different values of subsystem targets. The use of sensitivity analysis to relate systemlevel objectives to subsystem design targets allows us to set and balance design targets for the various subsystems. Furthermore, the use of sensitivity analysis provides a measure of the influence of each subsystem on the overall system performance and can thus be used to rank subsystem design targets according to their influence.
The following proposition provides the basis for relating the system-level performance to subsystem design targets. Subsystem design targets here are assumed to be scalars relating the transfer matrices of the program subsystems to the corresponding subsystems of the benchmark. The proposition deals with a system in a general configuration. 
can be solved for ‫ץ‬W͑q͒ / ‫ץ‬q i and the result substituted into ͑9͒ to get ‫ץ‬ʈGʈ 2 2 / ‫ץ‬q i . In Proposition 1, the vector q contains the different parameters of interest when calculating the sensitivities of ʈGʈ 2 2 . As we apply Proposition 1 to target cascading, vector q contains parameters representing subsystem targets. However, the same procedure would apply if q were a vector of design variables.
Several combinations of subsystem design targets can possibly result in the same system-level performance. Since the design targets for the newly developed product are expected to be close to, or show the same proportions as, the measured performances of the benchmarks' subsystems, the benchmarks can be used in selecting subsystem design targets.
Using the results of Proposition 1, we were able to find expressions for the relationship between the overall system-level objectives and subsystem design targets for subsystems in common configurations ͑Appendix A͒: series, parallel, or feedback.
Once the relationship between the system-level and subsystem performances is known, a new design problem can be formulated, with the subsystem performances as design variables. The relationship between system and subsystem performances can be used to find subsystem design targets that, if met, will result in the overall system meeting its specifications. Thus, rather than working from the subsystem and component levels and trying to improve the performances of these to reach satisfactory system-level performance, we propose starting from the desired system-level performance and working downward to find subsystem design targets that, if met, will yield this desired system-level performance. The proposed approach will now be illustrated using two examples: a simple example and a more realistic vehicle example having the same block-diagram topology.
Simple Example
This illustrative example features two beams connected by springs as shown in Fig. 2 . The input to the system is vector F, consisting of forces F 1 and F 2 applied to subsystem A, and the output is the displacement Y of subsystem C. Vector z consists of displacements z 1 and z 2 at the springs' attachment points. We are assuming all variables in this example to be design variables, i.e., there are no design parameters. These design variables are defined and their values are specified for the comparator system in Appendix B for two distinct cases: one where subsystems A and C are weakly coupled, and the other where they are strongly coupled. In this example, functions f i ͑x , p͒, i = A , B , C from ͑2͒ represent the two norms of the program subsystems, U i , i = A , B , C are obtained by scaling the two norms of the comparator subsystems and are used to set subsystem targets for the program system. This system can be represented using the block diagram of Fig.  3 . Note that even though the physical layout of subsystems A, B, C appears to be a simple tandem connection in Fig. 2 , their block diagram exhibits two feedback paths as in Fig. 3 . These feedback paths are due to the basic law of action/reaction and the constitutive law of linear springs. The presence of these feedback paths implies that the different subsystems are actually coupled. This coupling has to be accounted for in the target cascading process.
The results of the sensitivity analysis are given in Table 1 for two cases: weakly and strongly coupled subsystems. Weak coupling occurs when the infinity norm of the subsystems in a feedback loop is much less than unity. For the weakly coupled case, all subsystems have nearly equal influence on the overall system performance. For the strongly coupled case, subsystems A and C have nearly equal priorities, and thus equal engineering resources should be assigned to improving these two subsystems. However, subsystem B has a much lower priority, so changes in this subsystem are not expected to have a great influence on the overall system performance. Furthermore, the negative sign observed with the design target for subsystem B means that the system-level performance actually improves when subsystem B's design target worsens, resulting in the use of a stiffer spring. This largely counterintuitive result is due to significant coupling between the subsystems, and helps explain why the design of strongly coupled subsystems is a difficult task. Proposition 1 was used to evaluate the sensitivities of the system-level performance with respect to performance levels of the subsystems. The results of the sensitivity analysis were used to determine design targets for the subsystems ͑see Tables 2 and 3͒. Note that this amounts to a linear approximation of the function g of Eq. ͑3͒. For the case with strongly coupled subsystems, the design targets for subsystems A and C are based on an 8% reduction in their 2-norms compared to the benchmark, identified as the comparator system. The sensitivity of subsystem B was negative, so it was decided not to change its design target. The system-level response as a function of ␣ and its sensitivity with respect to ␣ are plotted in Fig. 4 . These plots show robustness with respect to subsystem targets ͑the plots for ␤ and ␥ show similar results and were omitted͒.
This simple example was also solved using the results for common configurations assuming the subsystems have a tandem connection ͑i.e., neglecting the feedback loops͒. The assumption that the feedback loops can be neglected was verified by checking the magnitudes of the feedback loops and ensuring that they are much less than unity. The performance requirements on subsystem A of the program system were relaxed and the target chosen resulted in a performance level that is poorer than that of the benchmark subsystem A. However, by tightening the requirements on subsystem B, the desired overall system performance is achieved and the program system still outperforms the benchmark system.
Vehicle Example
The vehicle example used consists of three multi-input-multioutput ͑MIMO͒ subsystems; the frame, body mounts, and body. These three subsystems model the path through which different inputs, such as road inputs and power-train vibration, are transferred to the passengers in a lightweight truck. The design goal in this case is to reduce the vibration transferred to the vehicle passengers. The two norm, which is proportional to the rms norm, of the velocities at certain measurement points in the vehicle body is used as a measure of vibration intensity.
Inputs to the frame subsystem include the suspension forces induced by road surface inputs and the vibrations produced by the different components of the vehicle drive train. A full-vehicle model, generated through a combination of finite element model- Table 3 Target setting using proposed approach "weakly coupled subsystems… Transactions of the ASME ing and component-mode synthesis, is used to obtain the frame inputs. Inputs in three coordinate directions are transferred to the frame at each of 22 attachment points, resulting in 66 inputs. The outputs of the frame subsystem are the displacements in three coordinate directions at each of the six body mount locations ͑18 outputs͒. The frame outputs serve as inputs to the body mounts subsystem. This subsystem is composed of six springs, each of which has stiffness in three coordinate directions. The outputs of the body mounts subsystem are the 18 spring forces, which in turn are transferred to the body subsystem at the body mount attachment points. The spring forces excite vibrations of the vehicle body. The intensity of these vibrations is evaluated by measuring the three components of velocity at two locations: the steering column and seat track. Hence, the body subsystem has six outputs. The system performance measures, in this case, are the two norms of the velocities at the different body measurement locations. The three vehicle subsystems considered in this example are shown in Figs. 5-8. The interconnections between the three subsystems are of the general feedback configuration shown in Fig. 3 . To apply the proposed approach, the transfer matrices for the three vehicle subsystems need to be constructed. The transfer functions are obtained using the frequency responses from different input locations to different output, or attachment point, locations.
Assuming the program vehicle is similar to the benchmark vehicle, e.g., both are body-on-frame light pick-up trucks, the program vehicle subsystem targets are scalar functions of frequency that multiply the subsystem transfer matrices of the existing benchmark vehicle. If the different vehicle subsystems satisfy certain weak-coupling conditions, i.e., the infinity norm of the subsystems in each feedback loop in Fig. 3 is much less than unity, then the scalars multiplying the different subsystems can be selected to guarantee better performance in the program vehicle. The new program vehicle is guaranteed to outperform the comparator vehicle if these scalars are chosen such that the infinity norm of their product is less than unity.
State-space realizations for the three vehicle subsystems were obtained using modal data from a finite element model of the vehicle. The first 50 modes, up to frequencies of 43.7 and 64.2 Hz for the body and frame, respectively, were used to construct the state-space matrices. The three subsystems were assumed to be in the form: C ϭ block row with blocks in the form ͓0 ͑r͔͒ w n ϭ natural frequency for the mode corresponding to nth block ϭ modal damping ratio ͑ = 0.03͒ ͑o͒ ϭ modal displacements at input locations ͑r͒ ϭ modal displacements at output locations The results obtained using the state-space realizations of the vehicle subsystems are presented in Table 4 . The results in Table 4 show that the program system ͑P͒ outperforms the comparator system ͑C͒ in spite of the weak-coupling conditions not being met. This is not unexpected, since the weak-coupling conditions are sufficient rather than necessary conditions to guarantee that the program system outperforms the comparator. To verify that, indeed, reducing the norms of the subsystems reduces the norm of the overall system, the sensitivities of the overall system with respect to the scalars relating the norms of the program and benchmark subsystems were calculated. The results of the sensitivity analysis are presented in Table 5 . These results were evaluated numerically using finite differencing due to the size of the problem, which made analytical calculations based on Proposition 1 quite difficult.
Conclusions and Future Work
The proposed norm-based benchmarking method assumes, and makes use of, the existence of a benchmark, or "comparator," product with adequate performance that is similar to the product being developed. Thus, the approach is suitable for design tasks involving incremental improvement to existing products.
Using the proposed approach, it is possible to systematically balance system targets among the different subsystems for the case of weakly coupled subsystems. In the example at hand, the performance requirements on subsystem A of the program system were relaxed. The target chosen for that subsystem resulted in a performance level that is poorer than that of the corresponding subsystem in the comparator system. However, by tightening the requirements on subsystem B, the desired overall system performance is achieved, and the program system still outperforms the comparator system.
For strongly coupled subsystems, a new procedure for calculating the sensitivities of the two norm of an overall system with respect to changes in the design targets of the constituent subsystems is proposed. The constituent subsystems can be connected in serial, parallel, feedback, or arbitrary configurations. Calculating the sensitivities with respect to subsystem targets rather than design variables, as is traditionally done in the design literature, is a key component of the proposed approach. The ability to set and rank subsystem targets facilitates the systems engineering approach to product development. This enables product teams to outsource the tasks of designing components to their suppliers. Using the proposed procedure, engineering managers can assign more resources to improving subsystems that are expected to have a greater influence on the overall system performance, thus enabling a more time-and cost-efficient product development process.
In the present work, the program subsystems were assumed to be related to the comparator subsystems using constant scaling factors, independent of frequency. Relaxing this assumption and using matrix functions of frequency will allow us to shape the transfer functions of the program subsystems differently. This is a subject of future work. Also, methods to account for the capabilities of the different design teams when assigning subsystem targets are the subject of future work. Thus far, we have focused on NVH attributes in the results pertaining to sensitivity analysis. Extensions to handle other attributes, and possibly several attributes simultaneously, will provide a valuable extension of the present work, and is currently in progress. In addition, we are investigating the application of this approach to probabilistic design.
Appendix A
Proposition 2. For two subsystems connected in series, parallel, or feedback configurations, the system-level performance can be related to the subsystems' performances using the following equations. Assume that G 1 and G 2 are two subsystems having the state-space representations
Series Connection:
͑A2͒
Parallel connection:
͑A4͒
Feedback connection:
where
where Transactions of the ASME
Proof: Series Connection:
Solving these equations
Parallel connection: Feedback connection: 
ͬ=0
Solving these equations:
Appendix B
The design variables in this problem are assumed to be the mean values of the spring stiffnesses k 1 and k 2 , and the moments of inertia I A and I C . The areas A A and A C are assumed to be known functions of the moments of inertia. The length L density , damping ratio , and modulus of elasticity E are assumed to be known design parameters. To ensure that the two beams remain connected, lower bounds on the values of the stiffnesses of the springs are used ͑see Table 6͒ . 
