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Abstract
In this talk I present a simple derivation of an old result of Kochen
and Specker, which is apparently unrelated to the famous work of Bell
on hidden variables, but is presumably equally important. Kochen and
Specker showed in 1967 that quantum mechanics cannot be embedded
into a classical stochastic theory, provided the quantum theoretical
probability distributions are reproduced and one additional highly de-
sirable property is satisfied. This showed in a striking manner what
were the difficulties in implementing the Einstein programme of a
‘complete’ version of quantum mechanics.
1 Introduction
It is a great pleasure to be here at this happy occasion. Is it really true that
Ruth is now fifty years old ? Congratulation and my best wishes.
As you heard from Martin, I was one of Ruth’s teachers in Zurich. She
was, as you can imagine, an extraordinary student: very interested in the
subject and eager to really understand things. And she always solved the
exercises. Obviously, a considerable fraction of her class mates usually copied
Ruth’s solutions. For that purpose they even expected from her, that she
brought them sufficiently early.
I remember that during the breaks in one of the first courses she attended
– I believe it was electrodynamics – Ruth regularly approached me and asked
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pertinent questions about a parallel course on quantum mechanics, given by
one of my colleagues. She worried, for instance, how spin was introduced in
that course, and found this for good reasons mysterious. We also discussed,
of course, interpretational issues.- Well, I had only very few students like her.
With this background, I thought it would perhaps be fitting if I present
something of pedagogical nature, that is at the same time of general interest,
especially here in Geneva. I will talk about a very important old result of
Kochen and Specker (KS), which is, unfortunately, not so widely known as
the famous work of John Bell. Even people in the field were for a long time
often not aware of the KS theorem. Loosely speaking, KS have shown that
QM cannot be embedded into a classical stochastic theory, provided that two
very desirable conditions are assumed to be satisfied.
The original proof [1] of KS is very ingenious, but quite difficult. I show
a crucial graph that plays an important role in the proof, and has become
part of the cover sheet of an interesting book by M. Redhead [2].
Ernst Specker was a young professor for mathematical logic when I was a
student at ETH. I still see him from time to time. As a student I attended his
course on foundations of analysis, and also some seminars on epistemology.
I vividly remember Specker’s talk on the problem of hidden variables in our
joint theoretical seminar. Res Jost, who was a close friend of Specker, had
invited him because he was well aware that the work with Kochen (who was
then a postdoc of Specker) is interesting. At the time I did not grasp its full
significance; that came much later.
Several years ago, when preparing the final lecture of my standard QM
course, it suddenly occurred to me that a really simple proof of the KS-
Theorem is possible. The evening before, S. Coleman had given a general
physics colloquium in Zurich, in which he spent much time talking about
the Greenberger-Horne-Zeilinger [3] version of a Bell type analysis. I then
noticed – and this is not a big achievement – that the entangled states in their
work can be used to prove the KS theorem at the blackboard in less than
one hour. In my modest contribution I will mainly present this pedagogical
exercise. I hope that some of you will enjoy this.
Before I start, let me remind you how the issue of hidden variables arose
historically. Einstein, Schroedinger, and others were always hoping that
physics would one day return to the reality concept of classical physics. At
several occasions, Pauli emphasized that Einstein did not consider the con-
cept of ‘determinism’ to be as fundamental as it is frequently held to be.
Einstein‘s main concern was the radical revision of the concept of physical
reality by the Kopenhagen school. He maintained a realistic world view; he
believed in a world of things existing as ‘real’ entities. (Einstein was, of
course, not a naive realist.)
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A class of “realistic theories” is based on the idea of “hidden variables”, by
which one roughly means that QM is a kind of glorified statistical mechanics,
which ignores some hidden microscopic degrees of freedom. This was at least
the view of Einstein. I just quote one of his statements expressing this. In
the famous volume Albert Einstein: Philosopher–Scientist Einstein wrote [4]:
“Assuming the success of efforts to accomplish a complete physical de-
scription, the statistical quantum theory would, within the framework of fu-
ture physics, take an approximately analogous position to the statistical me-
chanics within classical mechanics. I am rather firmly convinced that the
development of theoretical physics will be of this type; but the path will be
lengthy and difficult.”
With this background, let me now really begin.
2 Formulation of the problem
First I have to formulate the problem precisely, before stating the KS theo-
rem. This requires some preparations and notation.
2.1 Preliminaries
Imagine some well-defined quantum mechanical system, for instance the spin-
degrees of a spin-1 particle. Let O be a specified set of observables (e.g., a
small finite number), represented by a set of self-adjoint operators of a Hilbert
space H. For A ∈ O we denote by EA(·) the (projection-valued) spectral
measure of A. We have the spectral decomposition
A =
∫
σ(A)
λ dEA(λ), σ(A) : spectrum of A. (1)
More generally, the operator u(A) for a Borel function u : R → R has the
representation
u(A) =
∫
σ(A)
u(λ) dEA(λ); (2)
in particular, 1∆(A) = E
A(∆). We have the rule (as part of the ‘symbolic
calculus’)
u1(A)u2(A) = (u1 · u2)(A). (3)
Furthermore, Eu(A) and EA are naturally related by the push-forward:
Eu(A)(∆) = EA(u−1(∆)) : Eu(A) = u∗E
A. (4)
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Beside the observables O we also have to specify a set S of pure states
(unit rays). (We could, more generally, choose mixed states, but this is not
essential.) To each pair [ψ] ∈ S, A ∈ O belongs the probability measure
wA[ψ](∆) = (ψ,E
A(∆)ψ), (5)
and according to Born this is the distribution of A in the state [ψ]. Note
that (4) implies
w
u(A)
[ψ] = u∗w
A
[ψ]. (6)
(Remember that the induced transformation of a measure µ is given by
(u∗µ)(∆) = µ(u
−1(∆)).)
2.2 Hidden variables
What do we mean when we ask whether this quantum description can be
embedded into a classical theory, or be replaced by a theory with hidden
variables? A minimal requirement, most people would agree on, is the fol-
lowing: There should exist a measurable space (Ω,F) (F : σ-algebra of
measurable subsets) and two maps
O ∋ A 7→ fA : Ω→ R (measurable), (7)
S ∋ [ψ] 7→ ρ[ψ] : prob. measure on (Ω,F), (8)
such that the probability distributions are reproduced:
wA[ψ](∆) = ρ[ψ](f
−1
A (∆)) : (KS1). (9)
The first map assigns ‘values’ to observables. The right hand side of (KS1) is
the classical distribution of fA in the state ρ[ψ] (as in statistical mechanics).
In particular, the expectation values have to agree:
(ψ,Aψ) =
∫
σ(A)
λ dwA[ψ](λ) =
∫
Ω
fA(ω) dρ[ψ](ω). (10)
(In the last equality sign we have used a standard transformation formula
for integrals.)
As long as not more is required, hidden variables in this sense can always
be introduced. Following KS, this can be shown with the following abstract
construction (which is quite natural from the point of view of probability
theory): We choose
Ω = RO = {ω|ω : O → R}, F = BO (11)
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(B : σ−algebra of R), and the two maps fA, ρ[ψ] as
fA(ω) = ω(A) (canonical proj.), ρ[ψ] =
⊗
A∈O
wA[ψ] (product measure). (12)
(KS1) is indeed satisfied:
ρψ(f
−1
A (∆)) = ρψ({ω| fA(ω) ∈ ∆︸ ︷︷ ︸
ω(A)∈∆
}) = wAψ (∆).
Note that in this construction the fA are measurable functions, which
can be interpreted as random variables, but they are obviously independent.
However, observables in a physically interesting theory are usually not inde-
pendent, and therefore we have to add some additional condition, in order
to exclude this somewhat trivial construction.
In order to motivate the additional condition imposed by KS, we note
that in any physical theory a function of an observable has to be defined such
that the probability distributions for any state are related by push-forward,
because this just reflects how functions of an observable are measured. This
is indicated by the vertical arrows of the following diagram:
qm cl
wA[ψ] w
a
µ [w
a
µ(∆) = µ(a
−1(∆))]
u∗
y
yu∗
w
u(A)
[ψ] w
u(a)
µ
(KS1) postulates that the upper distributions are equal if a = fA, µ =
ρ[ψ]. The images under u are then also equal, and thus (KS1) for the lower
line then implies that fu(A) and u(fA) have the same distributions. It is very
natural to require that the two functions are actually equal:
fu(A) = u(fA) : (KS2). (13)
This condition has, as we shall see, far reaching consequences. It should be
regarded as an alternative to Bell’s locality assumption.
The following remark will be important. If A1, A2 ∈ O are commuting,
then
fA1A2 = fA1 · fA2 , fA1+A2 = fA1 + fA2. (14)
Proof : The commuting selfadjoint operators A1, A2 can, by a theorem of von
Neumann, be represented as real functions of a single selfadjoint operator A:
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A1 = u1(A), A2 = u2(A). Then, by Eq. (3)
A1A2 = u1(A)u2(A) = (u1 · u2)(A);
fA1A2 = f(u1·u2)(A)
KS2
= (u1 · u2) ◦ fA
= (u1 ◦ fA) · (u2 ◦ fA) KS2= fu1(A) · fu2(A) = fA1 · fA2.
The additivity follows similarly.
In Bell’s work, the product rule in Eq. (14) follows for separated situations
from his (Einstein’s) locality assumption, however, not only for compatible
observables.
3 The KS theorem and its proof
Now, we can formulate the main result of Kochen and Specker:
THEOREM. If dimH > 2, an embedding, satisfying (KS1) and (KS2),
is “in general” – for a large class of relevant examples – not possible.
Remarks. 1) For the spin-degrees of freedom for a spin-1/2 particle such
an embedding is possible, as was shown by J. Bell, as well as by KS (see
Appendix).
2) We did not say precisely what we mean by ‘in general’, because for that
we would have to exclude cases for which the sets O,S would be too simple.
What really matters, however, is that the statement is true for instance for
most of atomic physics systems.
3) In the nineties several simplified proofs have been found (see, e.g., [5]),
but the one I will now present is by far (?) the simplest.
Proof of the KS theorem. Consider the quantum mechanical system de-
scribing the spin degrees of freedom of three spin-1/2 particles. The Hilbert
space is H = C2⊗C2⊗C2, and important observables will be (σx, σy, σz are
the Pauli matices):
A1 = σx ⊗ 1⊗ 1, A2 = 1⊗ σx ⊗ 1, A3 = 1⊗ 1⊗ σx, (15)
B1 = σy ⊗ 1⊗ 1, B2 = 1⊗ σy ⊗ 1, B3 = 1⊗ 1⊗ σy. (16)
Of special interest are the products
Q1 = A1B2B3 (= σx ⊗ σy ⊗ σy), Q2 = B1A2B3, Q3 = B1B2A3. (17)
One readily sees that all the Q’s commute and that Q2j = 1 (j = 1, 2, 3).
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Let χ↑, χ↓ be the canonical basis of C
2. Consider the symmetric state
Ψ =
1√
2
[χ↑ ⊗ χ↑ ⊗ χ↑ − χ↓ ⊗ χ↓ ⊗ χ↓]. (18)
One easily sees that
QjΨ = Ψ (j = 1, 2, 3). (19)
Thus
〈A1B2B3〉Ψ = 1, etc. (strict correlations). (20)
Assume now the existence of an embedding, satisfying (KS1) and (KS2).
Below we show that this implies a mathematical contradiction. Let
Qj 7→ fQj ≡ qj , Aj 7→ aj , Bj 7→ bj , Ψ 7→ ρ[Ψ].
Since the classical and quantum mechanical expectation values have to agree,
we have
〈Qj〉Ψ = 1 KS1=
∫
Ω
qj(ω) dρΨ(ω) (j = 1, 2, 3).
Now (KS2) implies q2j = 1 (the unit operator goes into 1, as a result of the
product rule in (14)), hence qj(ω) = ±1. Together, we conclude that
qj(ω) = 1, a.e. ⇒ q1q2q3 = 1, a.e. . (21)
Since the three factors in each Qj commute, we have by (14)
q1 = a1b2b3, q2 = b1a2b3, q3 = b1b2a3.
Furthermore, A2j = 1, B
2
j = 1, thus aj(ω) = ±1, bj(ω) = ±1 and therefore
we obtain from (21)
a1a2a3 = 1, a.e. . (22)
(The b-factors appear quadratically.)
Now, the contradiction arises as follows. First one notes the operator
identity
Q1Q2Q3 = −A1A2A3, (23)
whence
(Ψ, A1A2A3Ψ) = −1. (24)
Since the three factors in (24) commute, the image of A1A2A3 is a1a2a3, and
(KS1) implies ∫
Ω
a1(ω)a2(ω)a3(ω) dρΨ(ω) = −1,
hence
a1a2a3 = −1, a.e. . (25)
This is in “maximal” contradiction to (22).
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4 Concluding remarks
I find the result of KS entirely satisfactory. It demonstrates clearly that
there is no way back to classical reality. Notice that we considered only a
small finite set of observables (Aj , Bj, Qj), and we used only one state. It is
physically important that we do not have to make assumptions on an infinite
number of quantum mechanical propositions. Note also: If our system is a
subsystem of a larger one (e.g., a system of ≥ 3 electrons in atomic physics),
the larger one can also not be embedded in the sense of KS.
Of course, as with any theorem, there is the possibility to weaken the
assumptions and hope for ways to avoid the far reaching conclusions. One
suggestion (van Fraassen) goes as follows:
Maintain the idea of hidden variables (in the sense I used it). Keep,
however, the map A→ fA only for maximal operators A (no degeneracies),
but allow the possibility that for nonmaximal operators there may be several
observables:
Suppose that for a nonmaximal A we have the representations A =
u(B), A = v(C), B, C maximal, [B,C] 6= 0. If B → fB, C → fC , we
may associate to A the functions on Ω:
aB = u(fB), aC = v(fC).
There is no reason that the two agree. To make a choice requires a “context”,
and this led to the concept of “ontological contextuality”. This goes in the
direction of Bohr’s mutual exclusiveness of experimental arrangements. The
interesting question then arises, whether there is a connection of this with
nonlocality.
For more on these subtle issues I refer once more to Redhead’s book [2].
With good reasons one may consider the problem of hidden variables as
irrelevant and mainly psychologically interesting. Thanks to KS (and, of
course, J. Bell) we can, however, tell our students something definite.
5 Appendix: Classical model for spin-1/2
For the spin-1/2 degrees of freedom there is a classical model in the sense of
KS.
I repeat part of the construction. The phase space Ω is the 2-sphere S2
(with the Borel σ-algebra). The map fA is defined as follows:
Let λ1, λ2 be the eigenvalues of a hermitian matrix of A, Aψi = λiψi. If
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λ1 6= λ2 we associate to A the traceless hermitian matrix (spin matrix)
σ(A) =
2
λ1 − λ2A−
λ1 + λ2
λ1 − λ212, (26)
for which σ(A)ψ1,2 = ±ψ1,2. Hence, σ(A) can be written as σ(A) = ~σ ·~x, ~x ∈
S2. We call S+A the hemisphere of S
2 with North Pole at ~x. Then we set
fA(p) :=
{
λ1 : p ∈ S+A ,
λ2 : otherwise.
(27)
If the eigenvalues of A are equal, so that A = λ12, then we set fA(p) ≡ λ. It
is easy to show that this construction satisfies (KS2).
The probability measure on S2 is also quite simple. We choose ρψ abso-
lutely continuous with respect to the natural (rotational invariant) measure
on S2 (= sinϑ dϑ dϕ). The corresponding probability density mψ(p) is con-
structed as follows. If ψ = χ↑, we take
mψ =
{
1
pi
cosϑ : 0 ≤ ϑ ≤ π
0 : otherwise,
where ϑ is the polar angle of p. The generalization to arbitrary states is
dictated by the requirement of rotational invariance. It then takes some
calculations to verify that (KS1) is fulfilled. Actually, one can derive the
formula for mψ by imposing (KS1) (for details, see [1]).
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