Researchers in human factors and neuroergonomics are often interested in more complex tasks than those typically studied in psychology, but these complex tasks are difficult to study with standard neuroimaging techniques. A possible solution to the difficulty of applying neuroimaging techniques to complex tasks is to use cognitive architectures. Nowadays, cognitive architectures can be used not only to develop cognitive models to evaluate and predict behavior, but also to study the neural mechanisms underlying complex tasks. In this chapter we consider two methods for combining cognitive architectures and fMRI: RegionsOf-Interest analysis and model-based fMRI. After applying these methods to the same dataset, we discuss the strengths and weaknesses of the two analysis methods focusing on two components of the computational models. Finally, we examine how these techniques could be used to analyze the operation of Uninhabited Air Vehicles (UAVs), and how this could improve adaptive automation methods.
Introduction
only constrained by behavioral data, such as key-presses and eye-movements, at present they can also be validated by fMRI data.
Cognitive architectures were first linked to fMRI data by mapping regions of interest (ROIs) in the brain to components of the architecture (for a short introduction, see . The basic idea of an ROI analysis is that the components of a model (e.g., vision, memory) are associated with small regions in the brain (~10 × 10 × 10 mm).
Activity of a component is supposed to correspond to neural activity in the associated brain region. For instance, activity in the motor resource of ACT-R is assumed to correspond to neural activity in a region in the motor cortex (e.g., Anderson, 2005 Anderson, , 2007 . The advantage of using ROIs in combination with a computational model over traditional fMRI analysis is that one can investigate activity in a brain area over the course of an experiment. That is, instead of having to assume that a region is either used or not in a certain condition of an experiment, one can compare the amount of activity in the region to the model's predictions, and investigate whether the model gives a good account of human behavior. By comparing model and brain data, one can, on the one hand, validate and constrain cognitive models, and, on the other hand, give a detailed explanation of the acquired fMRI data.
Recently, a different fMRI analysis method, termed model-based fMRI (e.g., Gläscher & O'Doherty, 2010; O'Doherty, Hampton, & Kim, 2007) , has been extended to be applicable to cognitive architectures. In model-based fMRI, predicted activation from a cognitive model is used as a regressor in the analysis of the fMRI data. This analysis technique thus shows regions in the brain where neural activity significantly correlates with model activity. Modelbased fMRI has been very successful in identifying brain areas involved in reinforcement learning (e.g., Daw, Gershman, Seymour, Dayan, & Dolan, 2011; Hampton, Bossaerts, & O'Doherty, 2006; Wunderlich, Rangel, & O'Doherty, 2009 ) and category learning (Davis, Love, & Preston, 2011) . Recently, this technique was for the first time applied to a model Cognitive Architectures and fMRI 8 developed in a cognitive architecture to find regions related to multitasking (Borst, Taatgen, & Van Rijn, 2011) . This analysis showed that model-based fMRI is a very powerful technique for analyzing fMRI data of complex tasks.
Previous work has applied both the ROI analysis method (Borst, Taatgen, Stocco, & Van Rijn, 2010) and the model-based fMRI analysis method (Borst, et al., 2011) to data pertaining to multitasking. In the remainder of this chapter the results of the two analysis methods are discussed and compared.
Task and Model
The dataset analyzed with both the ROI and model-based fMRI analysis methods was developed to locate the neural correlates of the so-called problem-state resource in a multitasking setting (Borst, Taatgen, Stocco, et al., 2010) . The problem-state resource is assumed to store intermediate representations in a task, for example 3x = 16 when solving 3x + 4 = 20. The contents of the problem-state resource are assumed to be accessible without a time cost (Anderson, 2005) , unlike other elements in working memory (e.g., McElree, 2001) .
It has been shown that the problem-state resource can at most contain one chunk of information, and that it therefore acts as a bottleneck when it is required by multiple tasks at the same time (Borst, Taatgen, & Van Rijn, 2010) . Given these properties, the problem-state resource is comparable to the focus of attention in recent working memory theories (e.g., Garavan, 1998; Jonides et al., 2008; McElree, 2001; Oberauer, 2002 Oberauer, , 2009 ).
The Task
The interface of the experiment used to study processing bottlenecks is shown in Figure 1 . To localize the neural correlates of the problem-state resource, a multitask design is used in which participants alternate between solving 10-column subtraction problems and entering 10-letter strings (note that although only one column of the subtraction task was shown at a time, participants were trained to consider each column as part of a 10-column subtraction problem). Both the subtraction task and the text-entry task had two versions: an easy version that did not require maintenance of an intermediate representation in the problem-state resource and a hard version that did. For the subtraction task, this meant that in the easy version the upper term was always larger than or equal to the lower term (i.e., no borrowing was required), whereas in the hard version participants had to borrow in 6 out of the 10 columns. In the easy version of the text-entry task a letter was shown, which the participants then had to enter, followed by a new letter, and so forth. In the hard version, a complete 10-letter word (high frequency Dutch words) was shown once at the start of a trial, but as soon as the participant entered the first letter, the word disappeared and had to be entered without feedback so that the participant had to mentally keep track of which letters had been entered.
Participants alternated between the tasks after every number or letter. Thus, in the hard versions of the tasks they had to keep track of whether a "borrow" was in progress or what word they were entering (and the position within the word) while giving a response on Figure 1 . The interface of the experiment, with the subtraction task on the left and the text-entry task on the right. For the subtraction task, only one column is shown at a time, but participants were trained to consider the problems as part of a 10-column subtraction problem. The task that is not currently performed is masked with hash marks (#): For the text-entry task, the mask marks the spot where the next letter will appear. As soon as a participant enters a digit for the subtraction task, this mask changes into the next letter to be typed, and the subtraction task is masked. the other task. In the easy versions of the task, sufficient information to perform the tasks was always on the screen. Previous experimental work (e.g., Borst, Taatgen, & Van Rijn, 2010) Borst, Taatgen, Stocco, et al., 2010) .
The Model
The typical outcome of this type of experiment is that the two difficulty manipulations result in an over-additive decrease in performance: Both accuracy and speed are considerably worse in the hard subtraction -hard text-entry condition than in all other conditions (Borst, Taatgen, Stocco, et al., 2010; Borst, Taatgen, & Van Rijn, 2010) . This pattern can be accounted for with a model that assumes a problem-state bottleneck according to which only one task can use the problem-state resource to store an intermediate representation at a time.
Because both tasks need to store an intermediate representation in the respective hard conditions, and as participants have to alternate between the two tasks, this means that on each step in a trial the problem-state resource has to be swapped out in the hard subtractionhard text-entry condition. That is, on every alternation the problem state of the previous task is stored in declarative memory while the problem state of the current task is recalled from declarative memory and restored to the problem-state resource. This is only necessary in the hard subtraction -hard text-entry condition, as in the other conditions at most one of the tasks needs a problem state. The model incorporating these time-consuming and error-prone problem-state replacements provided a good match to the interference effects in the data (Borst, Taatgen, & Van Rijn, 2010) .
The problem-state bottleneck model is implemented in the cognitive architecture ACT-R (Anderson, 2007) . ACT-R's visual resource is used to model perceiving the task, the manual resource to model giving responses, and ACT-R's declarative memory to model memory processes (e.g., retrieve "6 -4 = 2"). These elements have been validated previously (see e.g., Anderson, 2007) . Because the model performs the same task as the human participants (it interacts with the same interface), it also generates traces of activation that can be directly compared to behavioral performance and neural images of human participants. were active in a typical trial. The figure shows that there is much more resource activity in the more difficult conditions, but also that the pattern of activity over the different resources differs per condition. For example, the most problem-state resource and declarative-memory activity can be observed in the hard subtraction -hard text-entry condition, whereas there is hardly any activity in the easy subtraction -easy text-entry condition, as explained above.
These "traces" of activity can be used to connect the computational model of the task to fMRI data collected during task performance.
Regions-of-Interest Analysis
The model presented in Borst, Taatgen, and Van Rijn (2010) gave a good account of behavioral data (i.e., response times and accuracy) in the subtraction/text-entry task.
Validation of the model requires that it can also make a priori fMRI predictions of the results of an ROI analysis (Borst, Taatgen, Stocco, et al., 2010) . The blood-oxygen-level dependent (BOLD) signal that is measured with an fMRI scanner lags about 6 seconds behind neural activity (e.g., Friston, et al., 2007) . To account for this delayed response the model's activity is convolved with a hemodynamic response function (HRF). This process is illustrated in Figure 3 . Figure 3 (a) shows the HRF: If there is a spike of neural activity at time 0, the BOLD response rises to a peak at around 6 seconds and then declines again (the HRF is typically modeled with a gamma function or a mix of gamma functions, here the HRF from the software package SPM is used; Friston, et al., 2007) . 
Predictions of the Regions-of-Interest Analysis
To validate the ACT-R model using ROI analysis, BOLD predictions were generated before running an fMRI experiment. The left panels of Figure 4 show the predictions for (a) the problem-state resource and (b) the manual resource (for other resources, see Borst, Taatgen, Stocco, et al., 2010) . The x-axis represents time in the form of scans (1 scan = 2 seconds) and the y-axis % BOLD change. The graphs show the BOLD response over a complete trial in the task (i.e., entering 10 letters in the text entry task and 10 digits in the subtraction task). The predictions for the problem-state resource are shown in Figure 4(a) . Because the problem-state resource is not required for either of the tasks in the easy subtraction -easy text-entry condition, there is no activity predicted in this condition (cf. Figure 2) . In the easy subtraction -hard text-entry and hard subtraction -easy text-entry conditions, only one of the tasks needs the problem-state resource, which leads to intermediate levels of BOLD activity. In the hard subtraction -hard text-entry condition, the problem-state resource has to be swapped out between tasks on each step in a trial, resulting in the highest predicted activation levels. Thus, an over-additive interaction effect of subtraction and text-entry difficulty on total BOLD activity (as measured by the area under the curve, e.g., Anderson, 2005; Stocco & Anderson, 2008) is predicted for the problem-state resource. activity for the more difficult conditions. However, the total amount of activity, as indicated by the area under the curve (as shown in Figure 4 ), is predicted to be equal in all conditions, as the same number of responses has to be made in each condition. Note that these predictions are purely qualitative: The magnitude of the predicted BOLD response can be scaled independently of the shape (Anderson, 2007; .
Problem State

Results of Regions-of-Interest Analysis
The results of the fMRI experiment generally confirmed the model predictions. The right panels of Figure 4 show the results for the regions associated with the problem-state resource and the manual resource (an area in the parietal cortex, MNI coordinates -24, -67, 44, and an area in the motor cortex, -42, -23, 54, respectively). The overall pattern predicted by the model -highest activation levels for the more difficult conditions for the problemstate resource, lowest for the manual resource -was confirmed by the data.
In the region associated with the problem-state resource, the order of the conditions was predicted correctly, but the magnitude of the effects was not. While no activation was In summary, the ROI analysis was based on a priori predictions of the model, and the model predictions were in general confirmed by the data. However, the over-additive interaction that was predicted for the problem-state resource was not found in the predefined region. To see if there is a region in the brain that fits better to the model predictions, modelbased fMRI analysis can be applied.
Model-based fMRI Analysis
In model-based fMRI, model predictions are convolved with the HRF (Figure 3 As shown in Figure 5 , the best fitting region for the problem-state resource is located in the inferior parietal lobule, around the intraparietal sulcus (thresholded at p < .01, FWEcorrected, 100 contiguous voxels). This region overlaps with the predefined problem-state region in ACT-R that Borst, Taatgen, Stocco, et al. (2010) used for the ROI analysis (shown as a white square in Figure 5 ). The signal in the 100 most significant voxels in this region is shown on the right in Figure 5 (a). Although this is clearly a better fit to the prediction than that found in ACT-R's predefined region (Figure 4 details). Thus, while this is the area in the brain that fits best to the model predictions, the predicted over-additive interaction was not present. In summary, the model-based analysis showed the following: (1) There is no region in the brain that shows the interaction effect that was predicted for the problem-state resourcethe best fitting region overlaps with ACT-R's predefined region; and (2), the region that fits best to the predictions of the manual resource is located in the visual cortex, but the significant region in the motor cortex overlaps with ACT-R's predefined manual region.
General Discussion
In the remainder of this chapter the advantages, disadvantages, and different applications of the two analysis methods are discussed. Given the success of the modeling approach to analyzing and understanding fMRI data, one can for instance ask whether these methods may provide the basis for real-time task support such as adaptive automation.
Consider the UAV-task of Wilson and Russel (2007) . The first step would be to develop a cognitive model of the task. Gluck et al. (2007) and Dimperio, Gunzelmann, and Harris (2008) modeled the actual operation of UAVs. As this task is similar to the task described by 
Regions-of-Interest Analysis
The main application of ROI analysis is model validation. Assume that there exists a reasonably accurate model of the UAV-task of Wilson and Russell (2007) . Part of the task was inspecting radar images to locate targets for bombing. To create an easy and a difficult condition image complexity was manipulated. Because inspecting the images yields very little in the way of behavioral measures (except that more difficult images presumably take longer to process), it is hard to validate a model of this part of the task (e.g., does the difficult condition require more visual processing or more complex spatial representations?). One way to distinguish between different models would by using a ROI analysis to inspect brain areas associated with visual processing and building spatial representations. Whereas choosing between more visual processing and more complex spatial representations is relatively trivial and could also be done with a standard fMRI analysis, more similar models do require an ROI analysis. For instance, assume that there is one model that creates a spatial representation at the start of inspecting the images, and adapts that representation while scanning the images, and another model that first scans the whole image and only then builds a spatial representation. It would be difficult to choose between these two options with a standard fMRI analysis, as demand functions are typically too coarse to compare these options. However, an ROI analysis should find clear timing differences in the area associated with building spatial representations, enabling one to distinguish between the models.
This brings us to the second application of ROI analysis: improving the interpretation of complex fMRI data . For example, take the manual resource discussed above. Before model predictions were made, differences in the motor region were not anticipated: Participants had to make the same number of responses in each condition. The model showed that a difference should be found, and a further inspection of the model directly gave an explanation for this effect. Although this is a very straightforward example, the principle also holds for more complex effects, such as differences in activation levels in algebra learning (e.g., Anderson, 2007; , or perhaps timing differences in building spatial representations in the UAV task. These subtle effects are hard to find with traditional methods, and almost impossible to explain without a detailed model.
Furthermore, very small effects in a region can be found between conditions, even if they would not lead to a significant difference in a traditional analysis. For example, when a traditional fMRI analysis was applied to the task described above, no effects in the motor area were found (as there is no difference in the total amount of motor activity between the conditions; Borst, Taatgen, Stocco, et al., 2010, Supplementary Information) . However, an inspection of the data in the predefined motor area (Figure 4(b) ) revealed a clear difference between conditions. This difference could be very important if this task is combined with another motor task, but would not have been found without using the ROI analysis.
One might wonder why it is important to have a detailed computational model of a task in the first place. One advantage of having such a complex, precise model is that it enables model-based fMRI analysis. Another, possibly more important, advantage is that it shows why a certain task or condition is causing performance problems. This is important for human factors because it allows for better-targeted interventions and can even be used to create intelligent tutors (e.g., Anderson, Boyle, & Reiser, 1985; Ritter, Anderson, Koedinger, very natural to now use cognitive architectures to investigate the relationship between human cognition and the brain. Developing models of a wide variety of tasks using the same basic mechanisms was an aim of cognitive architectures; now these models can be used to do multiple model-based fMRI analyses.
Conclusion
Neuroergonomists are often interested in complex, real-life tasks. While neuroscience provides a welcome addition to human factors methods, traditional fMRI analysis techniques are often not suited for analyzing data of complex tasks. In this chapter we therefore discussed how cognitive architectures can be used to improve the analysis of fMRI data. We have shown how ROI methods can be used to validate models and explain complex data sets, and how model-based fMRI can be used to locate model components in the brain and do more powerful exploratory fMRI analyses. These methods will, it is hoped, lead to even more powerful neuroergonomics, and to a better mapping of complex cognition on the brain.
