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Resumo
A principal motivac¸a˜o para esta tese e´ o desejo de estudar as questo˜es inerentes ao desen-
volvimento de Artistas Artificiais – sistemas artificias auto´nomos de criac¸a˜o art´ıstica com
capacidades semelhantes a`s dos artistas humanos.
O percurso realizado assume frequentemente um cara´cter explorato´rio que conduz a
diferentes a´reas de investigac¸a˜o e de conhecimento. O primeiro passo neste caminho consiste
na ana´lise do estado da arte no domı´nio da aplicac¸a˜o de te´cnicas de Inteligeˆncia Artificial
em tarefas art´ısticas. Com base neste trabalho identifica-se um conjunto de aspectos a ter
em conta no desenvolvimento de um Artista Artificial, propondo-se um modelo para o seu
desenvolvimento.
A segunda etapa engloba o desenvolvimento de uma aplicac¸a˜o interactiva de arte evo-
luciona´ria, NEvAr e na validac¸a˜o deste sistema enquanto ferramenta de produc¸a˜o art´ıstica.
Segundo o modelo apresentado, esta ferramenta constitui um motor generativo que, uma
vez complementado por um mo´dulo de avaliac¸a˜o, podera´ dar origem a um Artista Artificial.
A necessidade de efectuar ju´ızos este´ticos leva ao estudo dos feno´menos este´ticos e
art´ısticos. Este permite propor uma explicac¸a˜o bio-evoluciona´ria para a actividade art´ıstica
e estabelecer uma relac¸a˜o entre percepc¸a˜o visual e este´tica.
A complexidade apresenta-se como um princ´ıpio este´tico relevante, o que motiva a uti-
lizac¸a˜o desta como base para a formac¸a˜o de ju´ızos este´ticos. Os resultados experimentais
alcanc¸ados confirmam a importaˆncia da complexidade no aˆmbito este´tico e a adequac¸a˜o da
abordagem seguida. O sucesso alcanc¸ado leva a` integrac¸a˜o das te´cnicas desenvolvidas no
NEvAr, que e´ o primeiro passo da transformac¸a˜o desta ferramenta num Artista Artificial.
Como consequeˆncia do trabalho realizado no aˆmbito da avaliac¸a˜o este´tica de imagens,
surge o conceito de Cr´ıtico de Arte Artificial, para o qual se apresenta uma arquitec-
tura de desenvolvimento e uma estrate´gia de validac¸a˜o. Seguindo a metodologia proposta,
desenvolvem-se cr´ıticos de arte artificiais para domı´nios musicais e visuais, apresentando-
se os resultados experimentais obtidos em tarefas de identificac¸a˜o de estilo, autor e ju´ızo
este´tico. Por u´ltimo, descreve-se a integrac¸a˜o destes cr´ıticos no NEvAr, apresentando-se
resultados experimentais preliminares.
i

Abstract
The main motivation for this thesis is the desire to study the questions raised by the
development of Artificial Artists – artificial autonomous systems of artistic creation with
capabilities similar to the ones of human artists. The path taken frequently assumes an
exploratory nature that conducts to different areas of knowledge and research.
The first step of this journey consists of the analysis of the state of the art in the domain
of the application of Artificial Intelligence techniques to artistic tasks. Based on this work,
a set of relevant aspects for the development of an Artificial Artist is identified and a model
for its development proposed.
The second step encompasses the development of an interactive evolutionary art system,
NEvAr, and its validation as a tool for artistic production. According to the presented
model, this tool constitutes a generative engine that, once complemented with an evaluation
module, can give rise to an Artificial Artists.
The need to perform aesthetic judgments conducts to the study of the aesthetic and
artistic phenomena, allowing us to propose a bio-evolutionary explanation for the artistic
activity and establish a relation between visual perception and aesthetic.
Complexity is seen as one relevant aesthetic principle, which motivates its use as a basis
for aesthetic judgment formation. The attained experimental results confirm the relevance of
complexity in aesthetics and the adequacy of the followed approach. The achieved success
leads to the integration of the developed techniques into NEvAr, which is the first step
towards the transformation of this tool into an Artificial Artist.
As a consequence of the work pertaining the aesthetic evaluation of images, the concept
of Artificial Art Critic arises. An architecture and validation strategy for this type of system
is proposed. Following this methodology, Artificial Art Critics are developed for musical
and visual domains, and experimental results in tasks of style and author identification and
aesthetic judgment presented. Finally, the integration of these critics in NEvAr is discussed
and the preliminary experimental results of the integration presented.
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Parte I
Prelu´dio
1

Cap´ıtulo 1
Introduc¸a˜o
Conforme demonstram os achados referentes ao paleol´ıtico, as primeiras realizac¸o˜es
art´ısticas remontam a` pre´-histo´ria. Desde enta˜o, a actividade art´ıstica tem acom-
panhado o desenvolvimento humano, sendo uma actividade enaltecida ao longo do
tempo. De facto, e´ usual considerar obras de arte como parte dos grandes feitos
da espe´cie humana, assumindo estas, frequentemente, um papel e relevo social que
transcende o dos objectos e realizac¸o˜es comuns. Embora as manifestac¸o˜es art´ısticas
tenham variado atrave´s dos se´culos, e de cultura para cultura, a dedicac¸a˜o a` arte e´
comum a todos os per´ıodos e civilizac¸o˜es. No entanto, apesar de valorizado e univer-
sal, o comportamento art´ıstico tem recebido pouca atenc¸a˜o por parte da comunidade
cient´ıfica.
A investigac¸a˜o na a´rea da Inteligeˆncia Artificial (IA) tem-se centrado no estudo
e modelac¸a˜o de caracter´ısticas usualmente associadas ao lado esquerdo do ce´rebro
humano: lo´gica, ca´lculo, pensamento racional, etc. No entanto, a procura de IA com
propriedades semelhantes a`s humanas estara´ necessariamente incompleta, a menos
que tenha em considerac¸a˜o o facto de a cognic¸a˜o incluir caracter´ısticas tipicamente as-
sociadas ao lado direito do ce´rebro, tais como: criatividade, ju´ızo este´tico, capacidade
art´ıstica, musical, etc. Este “lado” da inteligeˆncia humana e´ menos suscept´ıvel de for-
malizac¸a˜o e, consequentemente, mais dif´ıcil de explorar, modelar e testar. Contudo, e´
amplamente reconhecido que estes aspectos teˆm importaˆncia para o comportamento
humano.
O desejo de utilizar me´todos computacionais para construir sistemas de produc¸a˜o
art´ıstica existe ha´ cerca 150 anos, desde que Ada Byron sonhou com a criac¸a˜o de
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um computador com capacidades musicais. A partir desse momento, tem sido uti-
lizada uma pano´plia de te´cnicas – abordagens baseadas em regras, redes neuronais,
modelac¸a˜o matema´tica, grama´ticas generativas, etc. – no estudo e desenvolvimento
de sistemas art´ısticos artificiais.
Nos u´ltimos anos, as abordagens de inspirac¸a˜o biolo´gica, nomeadamente as te´cnicas
de computac¸a˜o evoluciona´ria, vida artificial e inteligeˆncia de enxame, teˆm vindo a
ganhar popularidade. Esta tendeˆncia encontra explicac¸a˜o no reconhecimento pro-
gressivo da existeˆncia de outras formas de inteligeˆncia que na˜o a humana, e, conse-
quentemente, numa visa˜o menos antropoceˆntrica do universo.
Independentemente das te´cnicas utilizadas, a esmagadora maioria dos sistemas
computacionais de gerac¸a˜o art´ıstica carece de autonomia. A sua dependeˆncia dos
seres humanos e´ evidente, especialmente no que concerne a conceitos este´ticos que,
mesmo quando presentes, sa˜o impostos de forma directa ou indirecta pelo utilizador ou
programador. Desta forma, e salvo raras excepc¸o˜es, apesar de toda a sua sofisticac¸a˜o,
estes sistemas sa˜o ferramentas, pince´is inteligentes, e na˜o artistas artificiais.
1.1 Enquadramento e Objectivos
Esta tese enquadra-se nos objectivos do grupo de Sistemas Criativos do Centro de
Informa´tica e Sistemas da Universidade de Coimbra, que tem realizado investigac¸a˜o
em a´reas tais como: a gerac¸a˜o e ana´lise musical, design, modelac¸a˜o cognitiva da
surpresa, e meta´fora [Cardoso et al. 2000]. Esta tese constitui a primeira incursa˜o
do grupo na a´rea das Artes Visuais, esperando-se que contribua para o despertar do
interesse nesta a´rea.
Conforme o nome permite prever, o tema central desta tese e´ o estudo e a aplicac¸a˜o
de te´cnicas de Inteligeˆncia Artificial no domı´nio da arte visual. O estudo, desenvol-
vimento ou implementac¸a˜o de modelos do processo criativo art´ıstico humano na˜o e´,
pore´m, um ponto de partida nem objectivo u´ltimo desta tese.
Quando se pensa em criatividade e´ usual pensar-se em arte e mu´sica. Como tal,
na˜o e´ de estranhar que a maior parte dos grupos de investigac¸a˜o que estudam a
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criatividade computacional, se centre nos processos criativos art´ısticos e no desenvol-
vimento de sistemas cujo intuito e´ a gerac¸a˜o ou ana´lise de obras de arte. Contudo,
apesar de a criac¸a˜o art´ıstica ser, usualmente, associada a` criatividade, na˜o e´ licito afir-
mar que requer criatividade, muito menos criatividade humana, apenas a capacidade
de criar.
Assim, o nosso interesse nestes modelos foi conscientemente relegado para se-
gundo plano, por forma a na˜o interferir com os objectivos centrais da tese. De forma
sinte´tica, estes passam por treˆs pontos essenciais:
• Estudo e ana´lise das diferentes aplicac¸o˜es de Inteligeˆncia Artificial na a´rea
art´ıstica;
• Estudo, desenvolvimento e implementac¸a˜o de me´todos que permitam a gerac¸a˜o
de objectos esteticamente agrada´veis;
• Estudo, proposta, desenvolvimento e implementac¸a˜o de me´todos que permitam
a classificac¸a˜o de objectos com base em princ´ıpios este´ticos.
Estes objectivos reflectem-se na estrutura da tese, tambe´m ela dividida em treˆs
partes: “Prelu´dio”, “A Ferramenta”, “O Artista”.
O estudo realizado abarca um vasto nu´mero de aplicac¸o˜es, tanto na a´rea da mu´sica
como na das artes visuais. A ana´lise destas aplicac¸o˜es permitiu a identificac¸a˜o de um
conjunto de caracter´ısticas consideradas necessa´rias para que uma aplicac¸a˜o possa
ser classificada como um Artista Artificial. Com base na ana´lise efectuada e nas
caracter´ısticas identificadas, foi proposto um modelo para o desenvolvimento de uma
aplicac¸a˜o de arte evoluciona´ria, modelo esse que preveˆ a sua futura expansa˜o, com
vista ao desenvolvimento de um artista artificial.
A segunda parte desta tese descreve o desenvolvimento de uma aplicac¸a˜o de arte
evoluciona´ria, NEvAr (Neuro Evolutionary Art), que encarna o modelo proposto, e a
sua avaliac¸a˜o enquanto ferramenta art´ıstica
A terceira parte desta tese e´ dedicada ao estudo de questo˜es relacionadas com a
arte e a este´tica. Numa primeira fase, procura-se uma explicac¸a˜o bio-evoluciona´ria
para a actividade art´ıstica, analisam-se princ´ıpios este´ticos universais, e estabelece-
se uma relac¸a˜o entre a percepc¸a˜o visual e valor este´tico. Posteriormente, a relac¸a˜o
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entre complexidade e este´tica e´ explorada, propondo-se um me´todo de efectuar ju´ızos
este´ticos com base neste princ´ıpio. Os resultados experimentais alcanc¸ados atrave´s
desta abordagem sa˜o apresentados e analisados, revelando as forc¸as e limitac¸o˜es da
mesma.
O sucesso das te´cnicas desenvolvidas levou a` sua integrac¸a˜o no NEvAr, por forma
a automatizar va´rias tarefas que envolvem ju´ızos de natureza este´tica, e iniciar a
transformac¸a˜o desta ferramenta num Artista Artificial.
Por u´ltimo, descreve-se de forma sinte´tica o trabalho em curso, realizado em cola-
borac¸a˜o com o Dr. Juan Romero e Dr. Bill Manaris, que tem por objectivo o desen-
volvimento de Cr´ıticos de Arte Artificiais. Apresentam-se os resultados experimentais
obtidos, atrave´s da sua utilizac¸a˜o enquanto sistemas auto´nomos, num conjunto de ta-
refas relacionadas com identificac¸a˜o de estilo, autor, e avaliac¸a˜o este´tica. Finalmente,
descreve-se a integrac¸a˜o destes cr´ıticos no NEvAr – o que constitui mais um passo
no sentido da sua transformac¸a˜o num Artista Artificial – e os resultados preliminares
resultantes da mesma.
1.1.1 Trabalho Relacionado
O desenvolvimento de sistemas criativos artificiais e´ frequentemente inspirado em
modelos do processo criativo humano. Na˜o ha´, no entanto, nenhuma raza˜o de fundo
que obrigue a que assim seja.
Ao olharmos para a natureza, podemos constatar a grande diversidade de espe´cies,
formas e comportamentos resultantes do processo evoluciona´rio. Desta forma, a
evoluc¸a˜o – pelo menos quando combinada com um meio ambiente exigente, complexo
e dinaˆmico – consegue criar um conjunto de soluc¸o˜es inovadoras, diversas e aptas,
podendo consequentemente ser considerada um processo criativo, e eventualmente,
uma boa fonte de inspirac¸a˜o para o desenvolvimento de sistemas criativos artificiais.
Nos u´ltimos anos, as te´cnicas de Computac¸a˜o Evoluciona´ria – especialmente os
Algoritmos Gene´ticos e a Programac¸a˜o Gene´tica – teˆm sido utilizadas em a´reas li-
gadas a` criatividade computacional, entre as quais a gerac¸a˜o de mu´sica, de imagem,
arquitectura e design.
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No campo das artes visuais, a Programac¸a˜o Gene´tica e´ a te´cnica evoluciona´ria mais
popular. Tal deve-se, provavelmente, a` influeˆncia do trabalho pioneiro de Sims [1991],
que continua a ser o padra˜o com o qual todas as aplicac¸o˜es de arte evoluciona´ria,
incluindo a apresentada nesta tese, sa˜o comparadas.
Para ale´m da influeˆncia marcante da obra de Karl Sims, os trabalhos de Rooke
[1998] e Todd & Latham [1992] tambe´m tiveram um impacto considera´vel no desen-
volvimento do NEvAr.
Apesar de a a´rea de aplicac¸a˜o priorita´ria desta tese ser a das artes visuais, con-
sidera´mos que seria importante estudar aplicac¸o˜es de outras a´reas (p.ex. mu´sica,
arquitectura, design), por forma a obter uma visa˜o mais alargada. Desta forma, tra-
balhos como os de Spector & Alpern [1994], Pereira, Grilo, Macedo & Cardoso [1997]
e Todd [1999] sa˜o tambe´m refereˆncias relevantes.
Os trabalhos de Morris [1962], Dissanayake [1987] e Zeki [1999] revelaram-se deter-
minantes na procura de uma explicac¸a˜o bio-evoluciona´ria para a actividade art´ıstica
e para o estabelecimento de uma relac¸a˜o entre este´tica e percepc¸a˜o.
As ideias apresentadas em Arnheim [1966], Moles [1958] e Minsky [1986] foram
fontes de inspirac¸a˜o fundamentais para o trabalho apresentado no Cap´ıtulo 8, que
explora as relac¸o˜es entre complexidade e este´tica.
No contexto da automatizac¸a˜o do processo de avaliac¸a˜o, o trabalho de Baluja,
Pomerlau & Todd [1994] assume um papel de destaque, tanto pela semelhanc¸a com
a proposta aqui apresentada, como pelos ensinamentos que foi poss´ıvel extrair deste
estudo. Finalmente, os trabalhos de Zipf [1949] e Taylor, Micolich & Jonas [1999]
tiveram um impacto considera´vel no desenvolvimento do extractor de caracter´ısticas
descrito no Cap´ıtulo 9.
1.1.2 Estrutura da Dissertac¸a˜o
Tal como foi referido anteriormente, a presente tese e´ constitu´ıda por treˆs partes.
A primeira parte, “Prelu´dio”, conte´m material referente aos esta´dios iniciais deste
trabalho, sendo composta por quatro cap´ıtulos.
O Cap´ıtulo 2 e´ uma ana´lise do estado da arte na a´rea. Comec¸amos por fazer uma
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breve s´ıntese do impacto que os computadores tiveram em diferentes a´reas art´ısticas,
dando especial eˆnfase a`s alterac¸o˜es introduzidas nos domı´nios da Mu´sica e Artes
Visuais. Seguidamente, descrevemos a aplicac¸a˜o de te´cnicas de Inteligeˆncia Artificial
nestes domı´nios, fazendo uma ana´lise do estado da arte. O facto de a nossa a´rea de
aplicac¸a˜o ser a das Artes Visuais reflecte-se num maior grau de detalhe na descric¸a˜o e
ana´lise deste tipo de aplicac¸o˜es. Conforme seria de esperar, apesar deste trabalho ter
sido iniciado antes do desenvolvimento do NEvAr, foi actualizado por forma a incluir
os desenvolvimentos mais recentes e relevantes na a´rea.
No Cap´ıtulo 3 fazemos uma classificac¸a˜o funcional das aplicac¸o˜es referidas no
cap´ıtulo anterior, dividindo-as em quatro grupos: Ferramentas, Aplicac¸o˜es de Ana´lise,
Aplicac¸o˜es Baseadas em Modelos e Artistas Artificiais. Adicionalmente, apresenta-
mos uma descric¸a˜o das caracter´ısticas que consideramos fundamentais para que uma
aplicac¸a˜o possa ser considerada um Artista Artificial.
Com base no estudo apresentado nos Cap´ıtulos 2 e 3, elabora´mos um modelo
gene´rico para um Artista Artificial, apresentado no Cap´ıtulo 4 desta tese, que serviu
de base para o desenvolvimento da aplicac¸a˜o NEvAr. As opc¸o˜es de implementac¸a˜o
tomadas obrigaram-nos a aprofundar os nossos conhecimentos sobre Algoritmos Evo-
luciona´rios e Compressa˜o Fractal de Imagem.
Desta forma, no Apeˆndice A apresentamos uma breve introduc¸a˜o a`s te´cnicas de
Computac¸a˜o Evoluciona´ria, dando especial destaque a` Programac¸a˜o Gene´tica, visto
termos optado pela sua utilizac¸a˜o. No Apeˆndice B fazemos uma introduc¸a˜o a` com-
pressa˜o fractal de imagem e uma comparac¸a˜o deste me´todo com a compressa˜o JPEG.
Adicionalmente, apresentamos resultados experimentais obtidos com uma aplicac¸a˜o
de compressa˜o fractal por no´s desenvolvida, que ilustram, mais do que as vantagens,
as particularidades desta te´cnica de compressa˜o, que foi utilizada na implementac¸a˜o
de va´rias estimativas empregues nesta tese.
Desta forma, embora o trabalho apresentado nestes Apeˆndices na˜o seja central
para a presente tese, a sua consulta podera´, dependendo do leitor, ajudar a` sua total
compreensa˜o.
A segunda parte desta tese, intitulada “A Ferramenta”, descreve o desenvolvi-
mento e implementac¸a˜o da ferramenta de arte evoluciona´ria NEvAr, assim como os
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resultados experimentais com ela obtidos.
No Cap´ıtulo 5 descrevemos as questo˜es relativas a` implementac¸a˜o das funcio-
nalidades base da aplicac¸a˜o, explicando a representac¸a˜o utilizada, o mecanismo de
mapeamento entre o geno´tipo e o feno´tipo, as primitivas utilizadas, os operadores
gene´ticos e o me´todo de avaliac¸a˜o e selecc¸a˜o. Posteriormente, descrevemos a imple-
mentac¸a˜o da “Base de Conhecimento”, que e´ um dos mo´dulos previstos no modelo
apresentado.
No Cap´ıtulo 6 apresentamos os resultados experimentais obtidos com o NEvAr.
Comec¸amos por apresentar uma se´rie de imagens produzidas com esta aplicac¸a˜o, e
por analisar as caracter´ısticas distintivas destas imagens.
A experieˆncia adquirida na evoluc¸a˜o de imagens com o NEvAr revelou que a
obtenc¸a˜o de bons resultados so´ era poss´ıvel apo´s um longo per´ıodo de aprendizagem.
Com o tempo, acaba´mos por desenvolver uma metodologia de trabalho que se tem
demonstrado adequada. Assim, apresentamos uma descric¸a˜o desta metodologia, que
divide o processo de gerac¸a˜o em treˆs etapas distintas: Descoberta, Explorac¸a˜o e
Selecc¸a˜o/Refinamento. Posteriormente, referimos o papel desempenhado pela base
de conhecimento no abreviar do processo evolutivo. Finalizamos o cap´ıtulo com uma
ana´lise comparativa com outras ferramentas, e com um resumo das principais ilac¸o˜es
que se podem tirar dos resultados experimentais obtidos.
A terceira parte desta tese – “o Artista” – esta´ directamente relacionada com o
estudo e desenvolvimento de me´todos que permitam a classificac¸a˜o de objectos com
base em princ´ıpios este´ticos, sendo composta por quatro cap´ıtulos.
No Cap´ıtulo 7, analisamos va´rias questo˜es relacionadas com a Arte e Este´tica.
Comec¸amos por apresentar algumas definic¸o˜es de arte e por estabelecer uma distinc¸a˜o
entre Arte e Este´tica. Seguidamente, na procura de uma explicac¸a˜o para o feno´meno
art´ıstico e para a experieˆncia este´tica, analisamos as origens da arte, propondo uma
explicac¸a˜o bio-evoluciona´ria para a actividade art´ıstica e para as origens da este´tica,
o que nos conduz a` ana´lise de princ´ıpios este´ticos universais e ao estabelecimento de
uma relac¸a˜o estreita entre este´tica e percepc¸a˜o.
De acordo com o estudo efectuado, a complexidade das imagens e da sua percepc¸a˜o
esta´ relacionada com o seu valor este´tico. O Cap´ıtulo 8 descreve o trabalho realizado
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que explora esta relac¸a˜o.
Comec¸amos por esboc¸ar um teoria este´tica baseada neste conceitos, e por descrever
a implementac¸a˜o computacional da mesma. Posteriormente, descrevemos e analisa-
mos os resultados experimentais obtidos no teste psicolo´gico Design Judgement Test
[Graves 1948], utilizado para testar a validade da teoria proposta.
O sucesso da abordagem proposta levou a` sua integrac¸a˜o no NEvAr, por forma a
automatizar va´rias tarefas que envolvem ju´ızos este´ticos, entre as quais a atribuic¸a˜o
de aptida˜o. Tal permite substituir o utilizador, transformando o NEvAr numa ferra-
menta auto´noma. Alternativamente, podemos seguir uma abordagem parcialmente
interactiva. Os resultados experimentais alcanc¸ados atrave´s das diferentes abordagens
sa˜o descritos, apresentando-se uma ana´lise das forc¸as e fraquezas das mesmas. Fi-
nalmente, fazemos uma s´ıntese do trabalho realizado, analisamos outras abordagens
de este´tica computacional baseadas em complexidade, e sugerimos alguns me´todos
alternativos.
Uma das deficieˆncias do me´todo de atribuic¸a˜o empregue e´ o facto de estar limitado
a imagens em tons de cinzento. No Apeˆndice C apresentamos o trabalho de inves-
tigac¸a˜o realizado em torno do tema da colorac¸a˜o de imagens. A abordagem proposta
envolve a utilizac¸a˜o de programac¸a˜o gene´tica para evoluir programas que da˜o cor a
imagens em tons de cinzento. Embora este tema seja marginal para a presente tese,
consideramos que e´ um contributo interessante, numa a´rea intimamente relacionada
e que consequentemente faz sentido apresentar nesta dissertac¸a˜o.
Pela mesma ordem de razo˜es, no Apeˆndice D descrevemos o trabalho de inves-
tigac¸a˜o realizado sobre criatividade transformacional. Com base na formalizac¸a˜o das
ideias de Margaret Boden proposta por Wiggins [2001], exploramos o desenvolvimento
de modelos evoluciona´rios que permitam o desenvolvimento de criatividade transfor-
macional. Tal implica a evoluc¸a˜o de va´rias componentes do algoritmo evoluciona´rio
gene´rico. Sa˜o tambe´m descritos os resultados experimentais obtidos atrave´s desta
abordagem.
No Cap´ıtulo 9 descrevemos o trabalho referente ao desenvolvimento de Cr´ıticos de
Arte Artificiais. Comec¸amos por apresentar uma metodologia para o desenvolvimento
deste tipo de sistema, o que inclui a proposta de uma arquitectura gene´rica e de
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uma estrate´gia de teste e validac¸a˜o faseada. A arquitectura proposta compreende
dois mo´dulos principais: Extracc¸a˜o de Caracter´ısticas e Avaliador. Apo´s a descric¸a˜o
do desenvolvimento destes mo´dulos para os domı´nios da mu´sica e das artes visuais,
apresentamos os resultados experimentais obtidos em va´rias tarefas de identificac¸a˜o.
Terminamos o Cap´ıtulo 9 descrevendo o trabalho em curso em torno deste tema,
o que inclui a conduc¸a˜o de experieˆncias em tarefas de ju´ızo este´tico, para as quais
apresentamos resultados experimentais preliminares.
Por u´ltimo, no Cap´ıtulo 10, fazemos um resumo do trabalho realizado, referindo as
principais contribuic¸o˜es cientificas do mesmo, e apresentamos as concluso˜es centrais
desta tese.
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Cap´ıtulo 2
Computadores, Inteligeˆncia
Artificial e Arte
Sendo o tema desta tese Inteligeˆncia Artificial e Arte, e considerando que o com-
putador e´ a ferramenta de eleic¸a˜o da IA, importa analisar o impacto da revoluc¸a˜o
dos computadores na Arte. Conforme e´ do conhecimento geral, os computadores teˆm
vindo a desempenhar um papel cada vez mais importante no nosso quotidiano. Tendo
em conta a abrangeˆncia desta revoluc¸a˜o, na˜o e´ de estranhar que tenha alcanc¸ado o
domı´nio art´ıstico.
A a´rea da escrita foi radicalmente alterada pelo aparecimento e vulgarizac¸a˜o dos
processadores de texto. Para ale´m das facilidades concedidas ao n´ıvel da edic¸a˜o de
texto, a incorporac¸a˜o de correctores ortogra´ficos e gramaticais permite uma revisa˜o
mais ra´pida e eficaz. E´ tambe´m de realc¸ar a importaˆncia que estas ferramentas teˆm
desempenhado na democratizac¸a˜o do processo de reproduc¸a˜o de documentos, atrave´s
da reduc¸a˜o significativa dos custos da mesma.
Apesar de ser imposs´ıvel, hoje em dia, dissociar os computadores do processo
de escrita, estes na˜o induziram qualquer tipo de alterac¸a˜o documentada ao n´ıvel do
conteu´do das obras produzidas, nem alteraram significativamente o processo criativo.
Embora presentes durante o processo de criac¸a˜o, parecem ter um impacto neutro
no mesmo. De forma algo paradoxal, a a´rea da escrita e´ aquela em que o uso do
computador esta´ mais disseminado, a que mais benef´ıcios colheu pela sua introduc¸a˜o,
e a que menos foi alterada pelo mesmo.
A mu´sica e´, provavelmente, a a´rea em que a revoluc¸a˜o dos computadores teve
um impacto mais significativo. O advento e aceitac¸a˜o dos instrumentos digitais foi
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Figura 2.1: O trabalho do artista australiano Stelarc centra-se na explorac¸a˜o e am-
pliac¸a˜o do conceito de corpo humano e da sua relac¸a˜o com a tecnologia, atrave´s de
interfaces homem-ma´quina, incorporando Internet, som, mu´sica, v´ıdeo e computado-
res. Imagem foi extra´ıda da pa´gina oficial do artista, http://www.stelarc.va.com.au.
facilitado pelo facto de ser uma a´rea que tem como tradic¸a˜o recorrer a`s mais avanc¸adas
tecnologias dispon´ıveis [Kurzweil 1990]. Ate´ ao aparecimento deste novo tipo de
instrumentos, os sons produzidos estavam intrinsecamente ligados ao instrumento
dominado, e a` te´cnica correspondente. Um pianista, por exemplo, estava limitado aos
sons produzidos pelo piano ou instrumentos afins. Hoje pode recorrer a um teclado
que, para ale´m de produzir um som semelhante ao de um piano acu´stico, pode ser
utilizado para reproduzir virtualmente qualquer instrumento, seja ele acu´stico ou
electro´nico. Por outro lado, a libertac¸a˜o das limitac¸o˜es f´ısicas associadas a` produc¸a˜o
dos sons atrave´s de instrumentos acu´sticos, permite o aparecimento de uma nova
gama de “instrumentos” musicais que, para ale´m de possu´ırem sonoridades distintas,
redefinem a forma de tocar e criar mu´sica atrave´s de novas interfaces (ver figura 2.1).
A criac¸a˜o de uma obra musical costumava envolver elementos como: melodia,
harmonia, ritmo, etc. Com o advento do sintetizador e´ introduzido um novo elemento,
o design de novos sons. Hoje, e apesar dos sons tradicionais continuarem a ser os
mais usuais, estes sa˜o frequentemente combinados com sons nunca antes produzidos.
Adicionalmente, ja´ na˜o e´ necessa´rio tocar a mu´sica em “tempo real”. No passado, a
execuc¸a˜o de certas obras dependia de feitos sobre-humanos so´ ao alcance de virtuosos.
Atrave´s da utilizac¸a˜o de ferramentas de edic¸a˜o, e´ poss´ıvel alterar (ou construir de
in´ıcio) uma sequeˆncia musical. Posteriormente, esta sequeˆncia pode ser reproduzida
a qualquer velocidade, possibilitando a audic¸a˜o de pec¸as cuja execuc¸a˜o em tempo real
e´ virtualmente imposs´ıvel.
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A revoluc¸a˜o dos computadores esta´ mais atrasada no domı´nio das artes visuais
do que na mu´sica. Nesta a´rea, os computadores continuam a ser vistos como algo de
estranho ao processo criativo. Isto pode ser explicado por va´rios factores – por um
lado, a resoluc¸a˜o gra´fica oferecida pela generalidade dos computadores so´ hoje comec¸a
a ser suficiente para a produc¸a˜o de obras de arte com qualidade aceita´vel, por outro,
a impressa˜o das obras continua a ser problema´tica. Apesar de existirem processos
de impressa˜o capazes de reproduzir fielmente e com excelente resoluc¸a˜o as obras
produzidas (impresso˜es Gicle´e), estes me´todos sa˜o dispendiosos. Adicionalmente, a
durabilidade dessas impresso˜es e´ desconhecida (a maioria das estimativas aponta para
um per´ıodo de 30 anos), criando uma resisteˆncia natural por parte dos compradores
[Kurzweil 1990].
Para ale´m destes factores, de natureza te´cnica, e´ inega´vel o facto de existir uma
resisteˆncia da a´rea a` utilizac¸a˜o de computadores. Na mu´sica existe uma divisa˜o clara
entre os pape´is de compositor e inte´rprete. A utilizac¸a˜o de instrumentos digitais pode
ser vista como uma ameac¸a para os executantes. No entanto, do ponto de vista do
compositor, as facilidades criadas por este tipo de meios sa˜o enormes. No campo
das artes visuais esta distinc¸a˜o de pape´is na˜o existe, sendo o artista simultaneamente
o compositor e inte´rprete da sua obra. Esta e´ uma das diferenc¸as fundamentais
entre a mu´sica e as artes visuais, e pode explicar a maior resisteˆncia a` utilizac¸a˜o de
computadores nesta a´rea. Esta ideia e´ reforc¸ada pelo facto de os ramos das artes
visuais em que a composic¸a˜o se sobrepo˜e a` execuc¸a˜o (p.ex. design) serem aqueles
em que a utilizac¸a˜o dos computadores esta´ mais difundida. Como resultado desta
resisteˆncia, surge a chamada “Arte Computacional” que, apesar de ser um ramo em
ra´pido crescimento, ainda na˜o faz parte da corrente central, e e´ por muitos considerada
uma forma de arte menor. Na˜o resistimos a tecer a seguinte considerac¸a˜o: catalogar
uma obra de arte em func¸a˜o da ferramenta utilizada e´ absurdo. Dentro daquilo a que
se chama arte computacional encontramos obras de estilos completamente distintos,
desde trabalhos impressionistas a fractais.
Algumas das vantagens das te´cnicas baseadas no computador aplicam-se a qual-
quer domı´nio, p.ex. facilidade de revisa˜o, criac¸a˜o de co´pias de arquivo, aplicac¸o˜es de
transformac¸o˜es globais (mudanc¸as de tamanho, tom, durac¸a˜o, etc.). No campo das
artes visuais, tal como no da mu´sica, o computador tambe´m permite a criac¸a˜o de
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Figura 2.2: Harold Cohen desenvolveu um brac¸o robo´tico que se movimenta sobre
uma mesa em conjunto com va´rios pince´is e cerca de 20 frascos de tinta.
obras que seriam, de outra forma, imposs´ıveis de realizar.
Existem va´rias opc¸o˜es relativamente a` forma como sa˜o apresentadas as obras de
arte computacional. A abordagem mais evidente (e econo´mica) passa pela utilizac¸a˜o
do e´cran do computador como uma tela virtual. Existem, no entanto, uma gama de
opc¸o˜es que permitem a materializac¸a˜o das obras de arte, desde a impressa˜o atrave´s
de uma impressora convencional, passando pela impressa˜o gicle´e, ate´ a` construc¸a˜o de
brac¸os robo´ticos que pintam a obra em questa˜o (ver figura 2.2).
Uma das vantagens da utilizac¸a˜o de editores gra´ficos e´ a possibilidade de recorrer
a te´cnicas que seriam invia´veis utilizando me´todos convencionais. Como exemplo,
temos a possibilidade de alterar sombras, sintetizar texturas, distorcer formas. Uma
das te´cnicas mais simples, e capaz de efeitos surpreendentes e´ a repetic¸a˜o, combinada
com a rotac¸a˜o, de uma imagem (figura 2.3). Quando a imagem inicial e´ complexa, a
produc¸a˜o manual deste tipo de obra torna-se impratica´vel. Atrave´s da utilizac¸a˜o do
computador, o artista pode reproduzir o objecto inicial a partir de qualquer perspec-
tiva, apo´s a criac¸a˜o de um modelo tridimensional deste objecto.
Para ale´m destas te´cnicas, as ferramentas actuais tambe´m permitem emular as
ferramentas naturais (p.ex. o´leos, paste´is, aguarelas, etc.) com grande exactida˜o,
permitindo a criac¸a˜o de obras de arte com um aspecto mais convencional.
Existem va´rios artistas que optaram por fazer do computador a sua ferramenta de
eleic¸a˜o, utilizando-o para criar obras de arte de estilo marcadamente computacional.
Entre os pioneiros deste campo destacam-se nomes como: Ben Laponsky, Herbert
Franke, Vera Molnar, Charles Csuri, John Whitney Sr., David Em, Michael Noll,
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Figura 2.3: Imagem produzida por Cliford Pickover, demonstrativa do tipo de imagem
que pode ser obtida pela repetic¸a˜o de um elemento u´nico.
Frieder Nake, Georg Nees, Leslie Mezei, Larry Cuba, Bela Julesz, Manuel Barbadillo
e Alan Saret (ver figura 2.4).
Um dos ramos mais populares da Arte Computacional e´ a Arte Matema´tica. Nesta
a´rea podemos incluir todas as obras que teˆm por base uma fo´rmula matema´tica, i.e.,
sa˜o gra´ficos ou composic¸o˜es de gra´ficos de uma ou mais fo´rmulas. Os fractais, popu-
larizados por Mandelbrot [1977], teˆm vindo a deslumbrar o mundo com a sua beleza,
sendo frequentemente utilizados na criac¸a˜o de obras de arte. As suas propriedades
permitem va´rios tipos de aplicac¸a˜o. Em alguns casos, a imagem do fractal e´ a pro´pria
obra de arte. Noutros, os fractais sa˜o utilizados para criar, p.ex., uma paisagem que
e´, posteriormente, inclu´ıda na obra de arte (figura 2.5).
Devido a` enorme popularidade dos fractais e´ vulgar pensar que a Arte Matema´tica
se reduz a` utilizac¸a˜o destes. Tal na˜o corresponde a` realidade, conforme e´ demonstrado
pelos trabalhos de artistas e/ou matema´ticos como Clifford Pickover que teˆm utilizado
o computador para produzir obras atrave´s da representac¸a˜o gra´fica de fo´rmulas e
feno´menos que na˜o teˆm natureza fractal (figura 2.6).
A te´cnica que tem obtido maior sucesso comercial e´ a produc¸a˜o de gra´ficos tridi-
mensionais (3D). Podemos utilizar o computador para criar modelos 3D e, posterior-
mente, utilizar esses modelos na criac¸a˜o de obras de arte. As aplicac¸o˜es actuais per-
mitem controlar aspectos tais como iluminac¸a˜o, textura, rugosidade, transpareˆncia,
reflexo, distorc¸a˜o, condic¸o˜es de visibilidade (p.ex. nevoeiro), lentes utilizadas, etc.
Adicionalmente, as aplicac¸o˜es de topo de gama incorporam opc¸o˜es que permitem
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Figura 2.4: Na fila superior, da esquerda para a direita: obra produzida por Ben
Laponsky em 1950 utilizando um computador analo´gico; obra de Frieder Nake de
1968; “Navajo” de David Em, 1978. Na fila inferior “Aging Process” de Charles Csuri,
1968. Esta imagem foi produzida atrave´s de um processo que mais tarde recebeu o
nome de morphing e que se tornou popular atrave´s de filmes como “Terminator II” e
“O Abismo”. Foram criados dois desenhos, um de uma jovem e outro de uma idosa.
O programa comec¸a com a primeira imagem e gradualmente passa a` segunda.
Figura 2.5: A` esquerda “Fractal Balls” de J. Ventrella; a` direita uma imagem da
autoria de Ken Musgrave, pertencente a` se´rie “Fractal Planets”.
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Figura 2.6: Imagens produzidas por C. Pickover (esquerda) e J. Ventrella (direita).
produzir animac¸o˜es realistas (p.ex. Inverse-Kinematics, definic¸a˜o de trajectos, de-
tecc¸a˜o de coliso˜es), numa fracc¸a˜o do tempo necessa´rio para as fazer manualmente.
Os gra´ficos tridimensionais teˆm sido utilizados, com enorme sucesso, na produc¸a˜o de
logotipos (figura 2.7a) e na indu´stria de animac¸a˜o. Como habitualmente, o produto
final pode ter um aspecto vincadamente computacional (figura 2.7c) ou assumir uma
forma mais tradicional (figura 2.7b).
Curiosamente, esta te´cnica de modelac¸a˜o 3D tambe´m tem sido utilizada, com
bastante sucesso, na criac¸a˜o de quadros surpreendentes – tanto pela sua apareˆncia
convencional, como pela sua qualidade. Na figura 2.8 apresentamos dois exemplos de
quadros criados atrave´s deste me´todo.
2.1 Arte e IA
Os exemplos apresentados na secc¸a˜o anterior demonstram a importaˆncia que os com-
putadores teˆm vindo a ganhar na produc¸a˜o de obras de arte. Nesta secc¸a˜o anali-
samos aplicac¸o˜es de IA em va´rios domı´nios art´ısticos. Comec¸amos por fazer uma
breve s´ıntese de trabalhos na a´rea musical, passando depois a trabalhos em domı´nios
visuais, que sera˜o analisados com maior profundidade.
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(a) (b)
(c)
Figura 2.7: a) Logotipo da MTV b) Imagem do filme da Walt Disney “A Bela e o
Monstro” c) Imagem do filme “Toy Story”, da Pixar.
Figura 2.8: A` esquerda, “Memories of Alexander Green” de 1998, autoria de Victo-
ria Brace, utilizando o software 3D Studio Max e Adobe Photoshop; a` direita, um
quadro de Jeremy A. Engleman, de 1997 produzido com a aplicac¸a˜o 3D Studio Max,
intitulado “The Batber”.
20
Cap´ıtulo 2. Computadores, Inteligeˆncia Artificial e Arte
2.1.1 Mu´sica
Existe uma quantidade considera´vel de produc¸a˜o teo´rica sobre o domı´nio musical.
Certos tipos de obras, p.ex. sonatas e minuetos, seguem uma estrutura formal, r´ıgida
e predefinida. Noutros casos, tal como no jazz, apesar de na˜o haver uma estrutura
r´ıgida, existe uma estrutura hiera´rquica bem definida que relaciona as diferentes par-
tes da pec¸a. Apesar de as teorias existentes na˜o serem completas nem universalmente
aceites, permitem a ana´lise das obras musicais, revelando a estrutura inerente a uma
determinada obra.
A teoria existente sobre o domı´nio fornece um ponto de partida para a construc¸a˜o
de aplicac¸o˜es nesta a´rea. Desta forma, as aplicac¸o˜es com maior sucesso sa˜o baseadas
em conhecimento. Seguidamente descrevemos alguns dos me´todos e aplicac¸o˜es mais
representativas no domı´nio musical, seguindo uma estrutura semelhante a` apresentada
por Papadopoulos & Wiggins [1999]. Comec¸amos por descrever sistemas baseadas
em modelos matema´ticos, passando aos baseadas em conhecimento, e a`s abordagens
generativas baseadas em grama´ticas. Conclu´ımos esta secc¸a˜o analisando abordagens
evolutivas e aplicac¸o˜es que permitem aprendizagem.
Modelos Matema´ticos
Os processo estoca´sticos e, especialmente, as cadeias de Markov, teˆm sido um dos
me´todos mais utilizados na composic¸a˜o algor´ıtmica. Um dos exemplos representativos
desta abordagem e´ o Cybernetic Composer [Ames & Domino 1988], que compo˜e
pec¸as de va´rios ge´neros musicais tais como jazz e rock. Nesta aplicac¸a˜o, o ritmo
e´ produzido atrave´s da utilizac¸a˜o de cadeias de Markov, sendo a escolha das notas
feita numa fase posterior [Papadopoulos & Wiggins 1999]. O trabalho de Conklin
& Witten [1995] centra-se na predic¸a˜o e gerac¸a˜o de mu´sica. Utilizam te´cnicas de
aprendizagem computacional para extrair conhecimento a partir de va´rios exemplos,
construindo assim modelos. Estes modelos sa˜o analisados atrave´s de medidas de
entropia [Shannon 1951] e posteriormente utilizados na criac¸a˜o de novas mu´sicas.
As principais desvantagens da utilizac¸a˜o de me´todos estoca´sticos na gerac¸a˜o de
mu´sica sa˜o [Papadopoulos & Wiggins 1999]:
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• A necessidade de calcular as probabilidades de ocorreˆncia das notas implica a
recolha e processamento de um elevado nu´mero de obras;
• Os desvios a` norma, e a sua incorporac¸a˜o, sa˜o um factor importante, i.e., os
me´todos estoca´sticos sa˜o insuficientes para capturar os n´ıveis mais abstractos
das obras;
A grande vantagem deste tipo de abordagem e´ a sua baixa complexidade compu-
tacional, que permite sistemas de tempo real, potenciando assim o desenvolvimento
de aplicac¸o˜es comerciais (p.ex. Jam Factory [Zicarelli 1987]).
Abordagens Baseadas em Conhecimento
Nesta secc¸a˜o focamos aplicac¸o˜es baseadas em regras, restric¸o˜es, e racioc´ınio baseado
em casos. Tipicamente, as abordagens que recorrem a grama´ticas generativas tambe´m
sa˜o baseadas em conhecimento, que e´ embebido na pro´pria grama´tica. No entanto,
devido a` sua especificidade, sera˜o analisadas numa secc¸a˜o distinta.
Tal como foi mencionado anteriormente, a maioria das obras musicais segue regras
formais. Consequentemente, a utilizac¸a˜o de regras e restric¸o˜es para modelar este
conhecimento formal, e para gerar obras que obedec¸am a determinado estilo, e´ uma
abordagem popular. Uma das aplicac¸o˜es que segue esta abordagem e´ o CHORAL
[Ebcioglu 1988], um sistema pericial baseado em regras que cria harmonizac¸o˜es de
acordo com o estilo de J. S. Bach. A harmonizac¸a˜o tambe´m pode ser vista como
um problema de satisfac¸a˜o de restric¸o˜es. Tsang & Aitken [1991] utilizam “constraint
logic programming” na gerac¸a˜o de harmonizac¸o˜es; Pachet & Roy [1998] utilizam para
o mesmo efeito te´cnicas de satisfac¸a˜o de restric¸o˜es.
As desvantagens da utilizac¸a˜o deste tipo de abordagens na gerac¸a˜o musical sa˜o a
dificuldade e complexidade da etapa de elicitac¸a˜o de conhecimento, da traduc¸a˜o do
conhecimento para regras, e tambe´m a dificuldade de lidar com as excepc¸o˜es a`s regras
[Papadopoulos & Wiggins 1999].
Uma das alternativas passa pela utilizac¸a˜o de racioc´ınio baseado em casos. Como
exemplo deste tipo de sistema temos o SICOM [Pereira, Grilo, Macedo & Cardoso
1997], que utiliza uma base de casos, constitu´ıda por obras e respectivas ana´lises musi-
cais (sob a forma de a´rvores) para gerar novas obras. O estilo da obra criada depende
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das obras presentes na base de casos, i.e., se a base de casos contiver obras de um
determinado autor/estilo, as pec¸as resultantes seguira˜o esse estilo e assemelhar-se-a˜o
a`s obras compostas por ele. O sistema permite especificar a distaˆncia da obra ge-
rada relativamente a`s obras utilizadas na sua gerac¸a˜o, possibilitando assim o controlo
do grau de “inovac¸a˜o” da nova obra. A distaˆncia e´ medida atrave´s de uma me´trica
[Macedo, Pereira, Grilo & Cardoso 1997] que toma em considerac¸a˜o as diferenc¸as
estruturais entre as obras.
Abordagens Generativas
A ideia da existeˆncia de uma grama´tica musical e´, provavelmente, ta˜o velha como
a ideia de grama´tica [Steedman 1984; Steedman 1996]. O EMI (Experiments in
Musical Intelligence), desenvolvido por Cope [1992a; 1992b; 1992c; 1997], e´ um pro-
jecto centrado na ana´lise e compreensa˜o do estilo musical e na replicac¸a˜o estil´ıstica
de va´rios compositores, sendo tambe´m a aplicac¸a˜o, na a´rea da gerac¸a˜o automa´tica,
que maior sucesso e interesse tem despertado. A partir de um conjunto de pec¸as
o EMI extrai “assinaturas” utilizando pattern matching. As assinaturas sa˜o blocos
musicais que ocorrem em va´rios trabalhos de determinado compositor e que revelam
alguns aspectos relativos ao estilo musical [Cope 1997]. Estes blocos servem de base
a` composic¸a˜o, sendo agrupados de forma coerente atrave´s da utilizac¸a˜o de redes de
transic¸o˜es aumentadas. Estas redes da˜o estrutura a` obra, sendo a gerac¸a˜o de mu´sica
um processo hiera´rquico atrave´s do qual cada frase comec¸a como um u´nico s´ımbolo
que vai sendo expandido (top-down), criando-se uma sintaxe da obra. Posteriormente
o EMI utiliza diciona´rios de gestos locais derivados das obras originais. Ou seja, e´
dado significado expl´ıcito a cada um dos s´ımbolos criados [Cope 1992a].
Outros exemplos de sistemas que recorrem a` utilizac¸a˜o de grama´ticas generativas
sa˜o os apresentados por Steedman [1984; 1996] e Johnson-Laird [1991], que criam
progresso˜es de acordes de jazz.
Apesar dos excelentes resultados obtidos por aplicac¸o˜es como o EMI, as aborda-
gens baseadas em grama´ticas sofrem dos mesmos problemas que as outras abordagens
baseadas em conhecimento.
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Abordagens Evolutivas
A te´cnicas de computac¸a˜o evoluciona´ria providenciam mecanismos de procura efi-
cientes e robustos, capazes de lidar com espac¸os de procura de grandes dimenso˜es e
complexidade (ver, p.ex., Holland [1975], Goldberg [1989], Koza [1992]). Se somarmos
a estas caracter´ısticas a sua capacidade de encontrar mu´ltiplas soluc¸o˜es, facilmente
chegaremos a` conclusa˜o que este tipo de abordagens tem um enorme potencial para
a criac¸a˜o art´ıstica.
A maior dificuldade na aplicac¸a˜o de te´cnicas evoluciona´rias a este tipo de domı´nios
(mu´sica, artes visuais, etc.) reside na construc¸a˜o da func¸a˜o de aptida˜o. Assim,
podemos considerar duas categorias de aplicac¸o˜es: as que recorrem a seres humanos
para a avaliac¸a˜o (Evoluc¸a˜o Interactiva) e as que utilizam uma func¸a˜o de avaliac¸a˜o
expl´ıcita.
Evoluc¸a˜o Interactiva Este tipo de abordagem tem sido utilizada na evoluc¸a˜o de
padro˜es r´ıtmicos [Horowitz 1994], melodias [Ralley 1995], improvisac¸o˜es de jazz
[Biles 1994], sistemas de composic¸a˜o [Jacob 1995], etc.
Nas aplicac¸o˜es que recorrem a Evoluc¸a˜o Interactiva o utilizador guia, atrave´s da
avaliac¸a˜o dos indiv´ıduos, o processo evolutivo. Assim, com o avanc¸ar do processo
evolutivo, os indiv´ıduos (p.ex. mu´sicas) va˜o-se aproximando das prefereˆncias do uti-
lizador. Esta adaptabilidade aos gostos individuais do utilizador constitui uma das
principais vantagens da Evoluc¸a˜o Interactiva. Por outro lado, o utilizador tem que
avaliar todos os indiv´ıduos gerados (i.e., tera´ que ouvir todas as mu´sicas geradas pelo
sistema), o que pode ser um processo demorado e enfadonho, especialmente durante
as primeiras gerac¸o˜es, em que a qualidade dos indiv´ıduos deixa muito a desejar.
Avaliac¸a˜o Automa´tica Neste tipo de abordagem os indiv´ıduos sa˜o avaliados por
uma func¸a˜o expl´ıcita. Como exemplos deste tipo de abordagem temos os trabalhos
de: Horner & Goldberg [1991] que utilizam Algoritmos Gene´ticos (AGs) para evoluir
ligac¸o˜es tema´ticas entre melodias simples; McIntyre [1994] que usa AGs para gerar
harmonizac¸o˜es de estilo barroco para uma melodia de entrada; Spector & Alpern
[1994; 1995] que recorrem a Programac¸a˜o Gene´tica (PG) para evoluir programas
que recebem como entrada melodias jazz, a partir das quais geram novas melodias;
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Hodgson [1990; 1996; 1999] que apresenta sistemas que recorrem a AGs para gerar,
respectivamente, mu´sica de danc¸a, jazz e improvisac¸o˜es de jazz; Papadopoulos &
Wiggins [1998] que recorrem a AGs para evoluir melodias de jazz baseadas numa
dada progressa˜o de acordes.
Estudos tais como os de Papadopoulos & Wiggins [1999] e Phon-Amnuaisuk,
Tuson & Wiggins [1999] permitem-nos concluir que a efica´cia das abordagens com
func¸a˜o de aptida˜o expl´ıcita depende da quantidade de conhecimento que o sistema
possui. Neste tipo de domı´nio e´ extremamente complexo construir uma func¸a˜o capaz
de avaliar todos os que podem ser indiv´ıduos gerados; na pra´tica o ma´ximo que se pode
esperar e´ construir uma func¸a˜o que funcione na maioria dos casos. O problema e´ que
isto na˜o e´ suficiente visto que, apesar de as abordagens evolutivas serem conhecidas
pela sua robustez, sa˜o sens´ıveis a` func¸a˜o de aptida˜o.
Ao recorrer a uma func¸a˜o de avaliac¸a˜o que, em vez de retornar a qualidade “real”
do indiv´ıduo, retorna aproximac¸o˜es, estamos a distorcer a paisagem de aptida˜o. Esta
distorc¸a˜o na˜o e´ grave, desde que na˜o exista uma diferenc¸a significativa entre o valor de-
sejado e a aproximac¸a˜o. No entanto, quando a func¸a˜o de aptida˜o falha redondamente
na avaliac¸a˜o de alguns indiv´ıduos (mesmo que seja so´ uma pequena percentagem),
criando falsos ma´ximos, o processo evolutivo pode ser irremediavelmente prejudicado,
especialmente quando estes falsos ma´ximos sa˜o “fa´ceis” de encontrar. Ora, nesta a´rea,
e devido a` complexidade do domı´nio, as func¸o˜es de aptida˜o sa˜o geralmente incomple-
tas, contendo falsos ma´ximos e “atalhos” (i.e., caminhos fa´ceis para falsos ma´ximos,
resultantes de deficieˆncias da func¸a˜o de avaliac¸a˜o) [Todd 1999]. Geralmente isto re-
sulta na descoberta de um atalho por parte do algoritmo evoluciona´rio, e consequente
convergeˆncia para um falso ma´ximo. Ou seja, o algoritmo segue a letra da func¸a˜o de
avaliac¸a˜o mas na˜o o esp´ırito da mesma.
Com Aprendizagem
O recurso a redes neuronais e´ uma das formas mais populares de conferir capacidade
de aprendizagem aos sistemas de gerac¸a˜o musical. O livro “Music and Connectionism”
[Todd & Loy 1991] constitui uma obra de refereˆncia neste domı´nio, apresentando as
principais vertentes da aplicac¸a˜o de redes neuronais no domı´nio musical. As redes
neuronais teˆm sido utilizadas com relativo sucesso em aplicac¸o˜es no domı´nio musical
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[Griffith & Todd 1997; Leman 1992; Todd & Loy 1991], especialmente nas a´reas da
percepc¸a˜o e cognic¸a˜o [Papadopoulos & Wiggins 1999].
Todd [1989] usou uma rede neuronal feed-forward com realimentac¸a˜o na gerac¸a˜o de
melodias. Bellgard & Tsang [1994] constru´ıram uma “Ma´quina de Boltzmann Eficaz”
para harmonizac¸a˜o. Uma das caracter´ısticas interessantes deste sistema e´ que, para
ale´m de gerar melodias de forma na˜o determin´ıstica, tambe´m fornece uma medida
da sua qualidade. Toiviainen [1995], Hornel & Degenhardt [1997] e Hornel [1997]
treinaram redes neuronais para, respectivamente, improvisac¸a˜o de jazz, improvisac¸a˜o
de melo´dica barroca e variac¸o˜es de corais barrocos. Melo [1998] recorreu a duas redes
neuronais cooperativas, a operar a n´ıveis diferentes, numa tentativa de capturar o
conceito de tensa˜o harmo´nica. Apo´s treino, as redes mostraram-se eficientes na tarefa
de prever a tensa˜o, podendo ser, tambe´m, utilizadas para gerar mu´sica a partir de uma
curva de tensa˜o, na˜o atingindo no entanto o mesmo grau de sucesso [Papadopoulos
& Wiggins 1999].
As redes neuronais tambe´m teˆm sido utilizadas em conjunto com abordagens evo-
lutivas, nomeadamente para automatizar a tarefa de avaliac¸a˜o. Alguns exemplos deste
tipo de abordagem sa˜o os trabalhos de: Spector & Alpern [1994], Biles, Anderson &
Loggi [1996] e Burton & Vladimirova [1997].
Existem poucos sistemas baseados em aprendizagem simbo´lica. Widmer [1992]
utilizou te´cnicas de aprendizagem computacional na harmonizac¸a˜o de melodias. O
trabalho de Cope [1992c; 1997] tambe´m recorre a` aprendizagem simbo´lica para a ex-
tracc¸a˜o de “assinaturas”. Schwanauer [1993] utiliza va´rias te´cnicas de aprendizagem
na implementac¸a˜o do sistema MUSE, capaz de executar va´rios tipos de tarefas de
harmonizac¸a˜o.
Na opinia˜o de alguns investigadores, os resultados obtidos atrave´s da utilizac¸a˜o de
redes neuronais teˆm sido algo desmotivadores [Papadopoulos & Wiggins 1999]. De
acordo com Toiviainen [1999], apesar de as redes neuronais serem capazes de capturar
a estrutura superficial das passagens melo´dicas, e de conseguirem produzir melodias
com base no conhecimento assim adquirido, falham na captura das caracter´ısticas de
alto n´ıvel da mu´sica, tais como construc¸a˜o de frases e func¸o˜es tonais. Por outro lado,
a representac¸a˜o temporal levanta se´rios problemas, mesmo quando se recorre a redes
neuronais com realimentac¸a˜o [Papadopoulos & Wiggins 1999]. A utilizac¸a˜o de redes
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neuronais na automatizac¸a˜o da avaliac¸a˜o em abordagens evolutivas sofre dos mesmos
problemas que as restantes abordagens de automatizac¸a˜o da avaliac¸a˜o.
2.1.2 Artes Visuais
A produc¸a˜o teo´rica no domı´nio das artes visuais e´ notoriamente escassa no que
diz respeito ao estabelecimento de regras de composic¸a˜o, sendo a literatura sobre
o domı´nio essencialmente centrada em aspectos de execuc¸a˜o te´cnica. Como e´ evi-
dente, as questo˜es de execuc¸a˜o te´cnica sa˜o pouco relevantes para objectivos tais como
a criac¸a˜o de sistemas capazes de gerar quadros. O que esta´ em causa na˜o e´ como
pintar um determinado quadro mas sim que quadro deve ser pintado. Se a tarefa fosse
construir um programa que a partir de uma imagem conseguisse pintar um quadro, ou
que obtivesse determinado efeito de luz, enta˜o ter´ıamos a` nossa disposic¸a˜o inu´meros
textos teo´ricos.
A escassez de conhecimento teo´rico explica o reduzido nu´mero de aplicac¸o˜es, na
a´rea das artes visuais, que recorrem a uma representac¸a˜o expl´ıcita do conhecimento.
Comec¸aremos a nossa exposic¸a˜o precisamente pelas abordagens baseadas em co-
nhecimento, passando de seguida a`s que recorrem a` utilizac¸a˜o de grama´ticas. Finali-
zaremos a nossa ana´lise referindo as abordagens evolutivas. Estas sera˜o divididas em
dois grupos: evoluc¸a˜o interactiva e avaliac¸a˜o automa´tica.
Tal como sucedeu na secc¸a˜o anterior (Mu´sica) existem aplicac¸o˜es de dif´ıcil classi-
ficac¸a˜o. Optamos por classifica-las de acordo com a caracter´ıstica que se nos afigurou
mais importante. Teremos, no entanto, o cuidado de justificar mais detalhadamente
as nossas opc¸o˜es aquando da sua descric¸a˜o. Optamos tambe´m pela inclusa˜o, na nossa
exposic¸a˜o, de duas aplicac¸o˜es na a´rea da arquitectura, devido a` sua relevaˆncia e
interesse.
Abordagens Baseadas em Conhecimento
Nesta secc¸a˜o descrevemos duas aplicac¸o˜es, o AARON de Harold Cohen e o ROSE de
Ed Burton. Estes sistemas partilham uma se´rie de caracter´ısticas, nomeadamente o
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facto de ambos criarem imagens atrave´s da reproduc¸a˜o de certos aspectos do compor-
tamento humano na produc¸a˜o de desenhos [Burton 1997]. Sendo um artista concei-
tuado, Harold Cohen baseou-se na forma como ele pro´prio desenhava para construir
o AARON; o ROSE e´ uma tentativa de modelac¸a˜o de algumas etapas do desenho
infantil. Curiosamente, conforme veremos de seguida, o AARON tambe´m esta´ pro-
fundamente ligado ao desenho infantil. E´ de salientar o facto de ambos criarem
imagens a partir de representac¸o˜es internas de um mundo exterior. Ou seja, em am-
bos os casos, desenhar na˜o e´ visto como um processo de representac¸a˜o bidimensional
do mundo exterior, mas sim como uma forma de representac¸a˜o do “mundo” interno.
As aplicac¸o˜es teˆm no entanto objectivos distintos, no caso do AARON a produc¸a˜o
de obras de arte [Cohen 1995; McCorduck 1991], no caso do ROSE a modelac¸a˜o
de diferentes esta´gios de desenvolvimento do desenho infantil e consequente teste do
modelo.
O AARON e´, provavelmente, a aplicac¸a˜o de IA mais famosa na a´rea das artes.
Dada a sua importaˆncia, iremos fazer uma ana´lise detalhada do seu desenvolvimento.
Devido ao facto de este se estender por um per´ıodo de aproximadamente 30 anos,
esta ana´lise seguira´ uma estrutura cronolo´gica.
AARON Dividimos o desenvolvimento do AARON em treˆs etapas: pre´-pictorial,
pictorial e o pintor. Os desenhos produzidos na primeira etapa sa˜o de natureza
abstracta. So´ posteriormente o AARON passou a ter a capacidade de representar
objectos “reais” – fase pictorial. Nestas duas etapas, o AARON produzia desenhos
que eram pintados, manualmente, por Harold Cohen. Durante a u´ltima fase de de-
senvolvimento o AARON tem vindo a ganhar a capacidade de pintar os seus pro´prios
desenhos.
Pre´-pictorial Harold Cohen iniciou a sua carreira como pintor. A sua obra liga-
se a` forma como um conjunto de s´ımbolos pode evocar algo com significado e sentido
no observador. Em 1968 troca o Reino Unido pela Califo´rnia, numa altura em que
“a sua reputac¸a˜o como pintor era equivalente a` de qualquer artista britaˆnico da sua
gerac¸a˜o” [Burton 1997]. Foi na Califo´rnia que aprendeu a programar, com a ajuda de
Jeff Raskin (que viria a participar na equipa que desenvolveu o primeiro Macintosh),
tendo encontrado desde logo uma semelhanc¸a entre pintura e programac¸a˜o – no facto
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de ambas as actividades envolverem a atribuic¸a˜o de significados a s´ımbolos.
O desenvolvimento do AARON teve por base a tentativa de responder a uma
pergunta aparentemente simples:
“What are the minimum conditions under which a set of marks functions
as an image?” [Cohen 1995]
Na opinia˜o de Cohen, a resposta, ao n´ıvel mais simples, e´ que um espectador tem
que acreditar que as marcas resultam de um acto humano (ou human-like) proposi-
tado.
As primeiras verso˜es do AARON pouco mais faziam do que distinguir figuras
e fundo, formas abertas e fechadas, e executar uma se´rie de manipulac¸o˜es simples
destas estruturas. Todas as deciso˜es de como continuar um desenho – desde o n´ıvel
mais baixo de construir uma linha ate´ aos n´ıveis mais elevados de composic¸a˜o –
eram tomadas considerando o que queria fazer em relac¸a˜o a`quilo que ja´ tinha
feito [Cohen 1995]. Ou seja, no fundo, o AARON funciona como um programa de
planeamento com feedback.
Neste ponto do desenvolvimento, Harold Cohen pensava que seria uma questa˜o
de aumentar o nu´mero de primitivas cognitivas (formas ba´sicas a partir das quais o
desenho e´ gerado) para que o programa continuasse a evoluir indefinidamente. Por
volta de 1980, chegou a` conclusa˜o de que a questa˜o na˜o girava em torno do nu´mero de
primitivas, mas sim, de como orquestrar o uso de uma famı´lia, relativamente pequena,
de primitivas. Por outro lado, Harold Cohen comec¸ou a considerar o facto de o
sistema cognitivo humano se desenvolver no mundo real e na˜o no vazio [Cohen 1995].
Com estas questo˜es em mente, resolveu virar a sua atenc¸a˜o para o desenho infantil,
especialmente para a fase de transic¸a˜o entre o scribbling (rabiscar) e a construc¸a˜o
de formas fechadas. O eˆnfase dado a esta fase espec´ıfica e´ explicado por marcar a
altura em que as marcas feitas pelas crianc¸as passam a representar algo do mundo
real [Cohen 1995; Burton 1997].
Apesar do insucesso inicial que marcou as primeiras tentativas de H. Cohen de
modelar o comportamento humano, este considerou que a gama de formas geradas
pelo AARON podia ser largamente aumentada se seguisse este modelo. Com o devido
tempo, esta convicc¸a˜o viria a mostrar-se inteira e largamente justificada.
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Figura 2.9: A` esquerda, Mural desenhado pelo AARON e pintado por Harold Cohen,
museu de Sa˜o Francisco de arte moderna, 1979. A` direita, Detalhe do mural “One of
the Young Ladies Grew Up and Moved to Washington”, H. Cohen, Capitol Childrens
Museum, 1980. Fotografias de Becky Cohen.
Durante esta fase de desenvolvimento, o comportamento de desenho da crianc¸a
pode ser dividido em dois passos – no primeiro a crianc¸a cria um scribble inicial,
na segunda trac¸a um caminho que o fecha (circunda). O scribble criado condiciona,
embora na˜o determine completamente, o caminho que e´ trac¸ado para o fechar. A
abordagem do AARON para a criac¸a˜o de formas fechadas passou a ser equivalente
a este processo: primeiro constro´i figuras-base simples, posteriormente trac¸a um ca-
minho a` sua volta. Esta alterac¸a˜o, aparentemente trivial, teve como resultado um
salto qualitativo importante e inesperado nos quadros gerados pelo AARON [Cohen
1995], tal como pode ser constatado atrave´s da figura 2.9.
Pictorial Em 1985, o AARON possu´ıa um conjunto trivial de regras sobre o
comportamento do mundo real; mais tarde, nesse mesmo ano, Cohen viria a conseguir
descrever uma figura (Esta´tua da Liberdade) com detalhe suficiente para produzir um
quadro (ver figura 2.10), entrando assim o AARON na fase picto´rica.
A fase seguinte foi a construc¸a˜o de uma descric¸a˜o “suficientemente gene´rica” do
crescimento de plantas, de maneira a poder incluir alguma variedade ao n´ıvel do plano
de fundo (background) [Cohen 1995; McCorduck 1991]. Esta fase deu origem a um
grande nu´mero de desenhos, cuja pintura ocupou Harold Cohen ate´ 1989.
Nesta etapa o AARON possu´ıa um conhecimento limitado da tridimensionalidade
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Figura 2.10: A` esquerda, “Liberty and Friends”, H. Cohen, 1985. A` direita, “Me-
eting On Gauguin’s Beach”, H. Cohen, 1988, colecc¸a˜o de Gordon and Gwen Bell.
Fotografias de Becky Cohen.
e da anatomia humana. As imagens geradas pelo AARON eram na esseˆncia bidi-
mensionais, sendo o efeito 3D conseguido atrave´s da utilizac¸a˜o de heur´ısticas (p.ex.
construc¸a˜o do desenho por camadas, para lidar com o problema da oclusa˜o; quando
a figura esta´ sentada reduzir o tamanho das coxas de forma a dar a ilusa˜o de perspec-
tiva; etc.). Se virmos o AARON como um sistema pericial, enta˜o a sua especialidade
e´ desenho e na˜o anatomia ou perspectiva [Cohen 1995; McCorduck 1991; Burton
1997].
Inicialmente H. Cohen na˜o considerava as limitac¸o˜es relativas a` dimensionalidade
como uma desvantagem, mas acabou por chegar a` conclusa˜o de que o mundo 2.5D do
AARON implicava limitac¸o˜es. Como foi dito anteriormente, nesta fase de desenvolvi-
mento, o AARON produzia desenhos que eram, posteriormente pintados (coloridos)
por Harold Cohen. Desde 1986 que H. Cohen vinha a preocupar-se com este problema,
apesar de na˜o ter uma ideia formada sobre como o resolver. Assim, dada a comple-
xidade desta questa˜o e para aumentar as suas hipo´teses de sucesso, opta por passar
a quadros mais simples, nomeadamente retratos de face e tronco. Esta mudanc¸a ao
n´ıvel do tipo de quadros obriga a que as imagens das figuras humanas passem a ter
que ser criadas com maior detalhe (porque o quadro passa a girar em torno de uma
u´nica figura). Isto tem duas implicac¸o˜es pra´ticas – por um lado torna-se necessa´rio
descrever a anatomia humana de forma muito mais detalhada; por outro lado, para
permitir poses mais interessantes foi necessa´rio passar a` representac¸a˜o tridimensional
das figuras.
31
Cap´ıtulo 2. Computadores, Inteligeˆncia Artificial e Arte
Enquanto terminava a colorac¸a˜o dos desenhos produzidos pelo AARON em 1985-
86, H. Cohen desenvolveu uma nova versa˜o do AARON que recorria a uma base de
conhecimento 3D. O funcionamento desta nova versa˜o pode ser dividido em duas
etapas. Na primeira, a partir de uma base de conhecimento 3D e de um conjunto de
regras de postura (bastante mais completo que o anterior), o AARON cria um modelo
3D daquilo que vai ser desenhado. Na segunda, cria uma representac¸a˜o 2D do mundo
3D imaginado. Este desenvolvimento marcou o in´ıcio de uma fase mais “real´ıstica”
no tipo de desenhos gerados.
No que diz respeito a` criac¸a˜o dos planos, o AARON segue uma abordagem descen-
dente (top-down). Inicialmente os planos sa˜o especificados a um n´ıvel de abstracc¸a˜o
bastante elevado, sendo os n´ıveis mais baixos do programa responsa´veis pela gerac¸a˜o
de instaˆncias dos planos. Por exemplo, ao n´ıvel mais elevado e´ tomada a decisa˜o
de representar uma pessoa sentada; o n´ıvel interme´dio e´ responsa´vel por posicionar
o centro de gravidade em relac¸a˜o a`s costas (em vez dos pe´s); o n´ıvel mais baixo, a
partir da informac¸a˜o fornecida pela camada que o precede, produz as coordenadas
XYZ para os pontos que definem a figura.
A criac¸a˜o da representac¸a˜o 2D a partir do modelo 3D colocou alguns problemas,
nomeadamente o desenvolvimento de um algoritmo para lidar com a oclusa˜o. A versa˜o
anterior do programa “resolvia” o problema da oclusa˜o atrave´s da criac¸a˜o do desenho
por camadas. O quadro e´ criado de tra´s para a frente, os objectos mais distantes
sa˜o desenhados em primeiro lugar, sendo os objectos mais pro´ximos desenhados por
cima. Este me´todo e´ conhecido como “painter algorithm” pelas suas semelhanc¸as com
a forma como e´ pintado um quadro a o´leo. Uma das limitac¸o˜es do algoritmo imple-
mentado relaciona-se com o facto de nem sempre ser poss´ıvel (atrave´s do algoritmo)
decidir qual o objecto que deve ser desenhado em primeiro lugar1. De acordo com
H. Cohen, o facto de o AARON lidar com pontos em vez de superf´ıcies, dificultou
o desenvolvimento de um algoritmo, visto que caso lidasse com superf´ıcies existiam
va´rios algoritmos standard para a resoluc¸a˜o do problema [Cohen 1995]. Este acabou
por ser “resolvido” recorrendo a uma se´rie de heur´ısticas que tiram partido do facto
de as figuras a desenhar serem seres humanos2 (ver, p.ex., figura 2.11).
1Considere dois objectos, A e B, definidos atrave´s dos conjuntos de pontos PA e PB. Na versa˜o
implementada so´ era poss´ıvel lidar com situac¸o˜es em que os pontos de um conjunto estavam todos
mais pro´ximos que os pontos do outro conjunto.
2Pela descric¸a˜o que e´ feita em Cohen [1995] o AARON so´ resolve parcialmente o problema da
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Figura 2.11: A` esquerda, “Two Friends with Potted Plant”, H. Cohen, 1991. A` direita,
“Aaron, with Decorative Panel”, H. Cohen, 1991. Fotografias de Becky Cohen.
Em 1990, Cohen desviou a sua atenc¸a˜o para a construc¸a˜o de um proto´tipo de
brac¸o de robo´tico para pintar os quadros. Em 1991, foram feitas algumas alterac¸o˜es
a` ge´nese de formas fechadas. O programa via cada uma das partes do corpo como
uma parte individual (embora articulada com outras partes), desenhando cada uma
delas com o seu pro´prio contorno. Esta limitac¸a˜o acabou por ser colmatada, embora
so´ parcialmente – internamente o AARON continua a representar as diversas partes
do corpo como formas fechadas, mas, ao desenhar estas formas, deixa de parte as
porc¸o˜es apropriadas.
Em 1992, enquanto se preparava para atacar o problema da colorac¸a˜o, H. Cohen
construiu uma descric¸a˜o funcional de motivos decorativos, que seriam aplicados ao
plano de fundo, com o objectivo de re-introduzir um certo n´ıvel de complexidade que
entretanto tinha sido perdido.
Pictorial Nesta altura, H. Cohen estava a ficar sem desculpas para adiar o
ataque ao problema da colorac¸a˜o. Por um lado, desejava quadros e na˜o imagens
no e´cran; por outro, a ma´quina de pintar era ainda um proto´tipo. Assim, optou
por tomar a decisa˜o pragma´tica – tentar resolver primeiro o problema no e´cran do
computador. A grande dificuldade reside no facto de na˜o existir uma teoria para a
oclusa˜o. As melhorias implementadas relativamente a` versa˜o anterior restringem-se a` representac¸a˜o
de figuras humanas. Na˜o abrangem outro tipo de objectos, nem relac¸o˜es de oclusa˜o entre figuras
humanas e outros objectos, ou entre va´rias figuras humanas. Mesmo que o u´nico objecto a repre-
sentar seja um ser humano, existem poses para as quais na˜o consegue encontrar um “ordenamento”
apropriado.
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utilizac¸a˜o da cor [Cohen 1995; McCorduck 1991]. H. Cohen na˜o estava a` procura de
uma soluc¸a˜o de “prateleira”, mas ficou extremamente surpreendido por na˜o conseguir
encontrar nada na “prateleira”.
A soluc¸a˜o do problema passa pelo facto de a intensidade ser muito mais importante
do que a saturac¸a˜o. Ou seja, o mais importante e´ decidir quais sa˜o as zonas claras
e escuras do quadro. E´, por comparac¸a˜o, irrelevante se uma forma vai ser verde ou
vermelha.
A partir do momento em que Cohen se apercebe deste facto, bastaram alguns
meses para fazer com que o AARON fosse capaz de pintar os seus quadros de forma
aceita´vel. Na realidade, nos finais de 1992, o AARON, recorrendo apenas a regras
que lidavam com a intensidade, ja´ era um colorista mediano [Cohen 1995].
Isto levanta uma questa˜o importante: o facto de a intensidade ser mais impor-
tante do que a saturac¸a˜o deriva directamente da forma como funciona o sistema de
percepc¸a˜o visual humano. O pro´prio H. Cohen, afirma que “sempre soube isto du-
rante toda a minha vida profissional” [Cohen 1995]. Adicionalmente, Cohen, quando
comec¸ou a desenvolver o AARON, era reconhecido enquanto artista, como sendo um
grande colorista. Ou seja, um artista, reconhecido e considerado como um perito na
a´rea (colorac¸a˜o), mostra-se completamente incapaz de lidar com o problema durante
va´rios anos. A explicac¸a˜o para este paradoxo reside no facto de, apesar de termos
formas de manipular cerebralmente os conceitos de cor, na˜o detemos formas de ver-
balizar e formalizar estes conceitos. Na˜o possu´ımos o vocabula´rio nem a grama´tica
apropriados. O que pode ser, simultaneamente, consequeˆncia ou causa da produc¸a˜o
teo´rica no domı´nio das artes visuais se centrar em aspectos de execuc¸a˜o te´cnica.
Com o decorrer do tempo, as regras de colorac¸a˜o foram-se tornando mais comple-
xas, tendo Cohen desenvolvido uma noc¸a˜o de acordes de cores – formas de escolher
um conjunto de tonalidades de maneira a que existam relac¸o˜es espaciais entre elas.
O AARON tornou-se capaz de construir estes acordes de cores, substituindo assim a
abordagem anterior, que basicamente atribu´ıa intensidades a saturac¸o˜es escolhidas de
forma mais ou menos aleato´ria. Apesar desta alterac¸a˜o, a importaˆncia da intensidade
manteve-se central, reflectindo-se na estrutura dos acordes.
A pro´xima etapa do desenvolvimento do AARON foi a construc¸a˜o de uma ma´quina
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Figura 2.12: A` esquerda, “Two Women with Decorated Background”, H. Cohen,
1993. As variac¸o˜es nas zonas coloridas indicam o caminho definido pelo algoritmo de
preenchimento. A` direita, quadro oferecido para leila˜o com o objectivo de angariar
fundos para o Computer Museum de Boston. Prec¸o base de licitac¸a˜o: 2000 euros.
Fotografias de Becky Cohen.
de pintar, e a programac¸a˜o desta ma´quina de maneira a que ela pintasse de uma forma
natural, e na˜o da maneira como as imagens eram coloridas no e´cran – situac¸a˜o em
que o AARON recorria aos algoritmos usuais de preenchimento de formas. Esta
tarefa e´ mais complexa do que aquilo que pode parecer, ja´ que a ma´quina de pintar
e´ constitu´ıda por um brac¸o robotizado que recorre a va´rios pince´is. Entre outras
coisas, tornou-se necessa´rio construir sub-programas para: fazer misturas de tintas,
por forma a obter a cor desejada; decidir o que pintar primeiro (planeamento da
execuc¸a˜o); determinar como fazer as pinceladas (direcc¸a˜o, tamanho, curvatura, etc.).
Esta tarefa mostrou-se extremamente fastidiosa.
De acordo com H. Cohen, o pro´ximo passo consistira´ em ir para ale´m das es-
trate´gias oportun´ısticas, lidando directamente com o complexo “esquema de cores”,
que todos os artistas conseguem construir mas na˜o descrever [Hearst 1997]. Ac-
tualmente, a Kurzweil CyberArt Technologies, Inc.3 comercializa um screensaver
constru´ıdo a partir de uma versa˜o do AARON.
ROSE O ROSE (Representation of Spacial Experience) e´ uma aplicac¸a˜o desenvol-
vida por Ed Burton, cujo objectivo e´ a modelac¸a˜o cognitiva e estudo do processo de
desenvolvimento e maturac¸a˜o do desenho infantil. Pode ser visto como uma meta´fora
do processo de experieˆncia, percepc¸a˜o e representac¸a˜o.
3http://www.kurzweilcyberart.com/
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Figura 2.13: Screenshot do ROSE [Burton 1996]. A interface permite visualizar os
treˆs domı´nios de percepc¸a˜o espacial.
Geralmente assume-se que desenhar consiste em projectar a imagem de uma cena,
vista a partir de um ponto do espac¸o. Os desenhos infantis sa˜o frequentemente enca-
rados como uma distorc¸a˜o deste objectivo assumido. Ou seja, as diferenc¸as existentes
entre os desenhos produzidos por crianc¸as e os que resultariam da projecc¸a˜o de uma
cena 3D, sa˜o frequentemente explicadas como uma incapacidade de reproduzir fiel-
mente a cena. O ROSE na˜o subscreve este pressuposto, seguindo antes a linha de
pensamento de artistas como Paul Klee, que afirma:
“Art does not reproduce the visible, it makes visible.” [Spiller 1961]
Em vez de projectar a imagem de um mundo observado a partir de um determi-
nado ponto de vista, o ROSE constro´i, dentro de um meio gra´fico bidimensional, um
mundo equivalente, recorrendo a um vocabula´rio de formas que sa˜o traduc¸o˜es das
suas percepc¸o˜es de um mundo virtual 3D [Burton 1997].
O ROSE usa treˆs domı´nios distintos de “conscieˆncia” espacial: experieˆncia, per-
cepc¸a˜o e representac¸a˜o (ver figura 2.13). A experieˆncia e´ interpretada, resultando
numa percepc¸a˜o a partir da qual e´ feito o desenho (representac¸a˜o).
Ed Burton considera que a nossa experieˆncia de uma cena e´ multi-sensorial e re-
sulta da acumulac¸a˜o de informac¸a˜o ao longo de um per´ıodo de tempo, assumindo que
podemos aceder a` forma tridimensional dos objectos. Assim, no ROSE a experieˆncia
e´ um modelo 3D de uma cena.
A percepc¸a˜o e´ vista como um processo que produz, a partir da experieˆncia, uma
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Figura 2.14: Representac¸a˜o esquema´tica do processo de desenho do ROSE [Burton
1996].
descric¸a˜o que e´ u´til (a quem veˆ), sendo a informac¸a˜o irrelevante eliminada. O processo
de percepc¸a˜o do ROSE identifica os volumes discretos fechados, generalizando a forma
destes volumes para cilindros (ver figura 2.14). De seguida, constro´i um esqueleto es-
trutural que representa as relac¸o˜es topolo´gicas de proximidade ou separac¸a˜o entre
volumes. A representac¸a˜o, o desenho, e´ criado dinamicamente atrave´s da utilizac¸a˜o
de uma caneta virtual. O modelo 3D, resultante da percepc¸a˜o, e´ traduzido para 2D
atrave´s de um vocabula´rio gra´fico reduzido, i.e., um volume e´ traduzido numa forma
fechada com formato e tamanho aproximados. Esta forma e´ colocada, livremente,
num espac¸o vazio ou agregada a uma forma ja´ existente, de acordo com o esqueleto
topolo´gico. O ROSE “recebe” constantemente informac¸a˜o do desenho em curso. As-
sim, uma forma e´ distorcida se esta´ demasiado pro´xima de outra ou do limite da
pa´gina, e termina quando cruza uma linha. Para produzir formas mais irregulares,
mais pro´ximas das encontradas em desenhos infantis, a caneta e´ perturbada.
Os desenhos da figura 2.15 sa˜o uma sequeˆncia produzida durante o desenvolvi-
mento do ROSE, mapeando a progressa˜o desde o “rabisco” descontrolado, passando
pela criac¸a˜o de padro˜es abstractos, ate´ a` representac¸a˜o picto´rica. De acordo com
Burton [1997] podemos comparar este desenvolvimento ao de uma crianc¸a entre os 18
meses e os 5 anos. O ROSE na˜o aprendeu, foi programado. Apesar disso os resultados
obtidos sa˜o surpreendentes e imprevis´ıveis [Burton 1997], o que pode ser explicado
pela complexidade do processo de modelac¸a˜o e pela sua natureza estoca´stica.
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Figura 2.15: Sequeˆncia de desenhos produzidos pelo ROSE durante o desenvolvimento
do programa [Burton 1996].
Figura 2.16: A` esquerda, desenho de uma pessoa feito por uma crianc¸a. A` direita,
desenho de uma pessoa produzido pelo ROSE [Burton 1996].
Os desenhos produzidos pelo ROSE possuem va´rias caracter´ısticas semelhantes a`s
dos desenhos infantis. Observando a figura 2.16, verificamos que no desenho produzido
pela crianc¸a os brac¸os sa˜o representados perpendicularmente ao tronco. Esta carac-
ter´ıstica foi erroneamente interpretada por va´rios psico´logos como indicando um sinal
de desespero, um pedido de ajuda. Os desenhos produzidos pelo ROSE partilham
esta caracter´ıstica, ja´ que o processo de generalizac¸a˜o considera como equivalentes
todas as orientac¸o˜es poss´ıveis dos membros. Ou seja os aˆngulos sa˜o indiferenciados,
sendo representados pelo aˆngulo mais simples, que oferece maior contraste entre ele-
mentos – o aˆngulo recto. Assim, o ROSE ilustra a conjectura de Arnheim, de que
este e´ o processo responsa´vel por esta caracter´ıstica nos desenhos infantis.
O desenho da figura 2.17 ilustra outra caracter´ıstica comum entre os desenhos
produzidos pelo ROSE e os desenhos infantis. Conforme se pode observar, a repre-
sentac¸a˜o da experieˆncia e´ feita desrespeitando as regras de perspectiva, preferindo a
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Figura 2.17: Da esquerda para a direita: A experieˆncia do ROSE de uma vaca e um
homem a segurar um balde; A percepc¸a˜o do ROSE da experieˆncia; A representac¸a˜o
da percepc¸a˜o [Burton 1996].
Figura 2.18: Uma casa com uma chamine´ e uma pessoa la´ dentro; uma a´rvore no
exterior [Burton 1996].
representac¸a˜o da estrutura cano´nica dos objectos. Em vez de escolher um ponto de
vista externo, escolhe, para cada objecto, o ponto de vista que permite uma maior
diferenciac¸a˜o entre as componentes do objecto.
O desenho da figura 2.18 representa uma pessoa, dentro de uma casa, com comida
no estoˆmago. Este tipo de desenho e´ frequente, e da´ o nome a uma fase espec´ıfica de
desenvolvimento do desenho infantil, usualmente designada por fase da transpareˆncia,
raio-x, ou secc¸o˜es. O ROSE na˜o esta´ a produzir um “raio-x” ou uma “secc¸a˜o”; o
desenho e´ o equivalente 2D da experieˆncia 3D. Para representar uma pessoa dentro de
casa, o ROSE desenha a forma que representa a pessoa dentro da forma que representa
a casa, o que e´ o equivalente bidimensional mais simples e o´bvio para a experieˆncia 3D;
i.e., transforma a inclusa˜o de um volume noutro, na inclusa˜o de uma superf´ıcie noutra.
O ROSE esta´, pura e simplesmente, a tentar fazer uma representac¸a˜o completa da
experieˆncia 3D.
De acordo com Burton [1997], os desenhos produzidos pelo ROSE podem mostrar-
se mais evocativos do que os gerados por projecc¸a˜o de modelos 3D, visto que a sua
generalidade da´ ao observador maior liberdade de interpretac¸a˜o. Por outro lado, a
estrutura global dos objectos e´ comunicada com maior facilidade, devido ao facto de
39
Cap´ıtulo 2. Computadores, Inteligeˆncia Artificial e Arte
estes serem representados de maneira a conseguir-se a maior discriminac¸a˜o poss´ıvel
entre os objectos.
Abordagens Generativas
Nesta secc¸a˜o apresentamos uma s´ıntese de trabalhos em que se utilizam abordagens
generativas para produzir quadros, projectos arquitecto´nicos e objectos de design.
O pressuposto e motivac¸a˜o para o uso de grama´ticas generativas e´ que este tipo
de sistemas tem o potencial de automatizar o processo de gerac¸a˜o de objectos, e
que permite explorar as alternativas de design. As grama´ticas (no nosso caso, de
formas) sa˜o sistemas de produc¸a˜o que geram objectos, seguindo um conjunto de
regras de combinac¸a˜o de elementos. Ou seja, uma grama´tica especifica quais sa˜o as
“frases” va´lidas dentro de determinada “linguagem” – se a grama´tica estiver “bem”
constru´ıda, e se impuser um nu´mero suficiente de restric¸o˜es, as “frases” aceites sera˜o
sintacticamente correctas e, tendencialmente, semanticamente correctas.
Uma grama´tica bem constru´ıda ira´ gerar um conjunto de objectos que seguem
as prefereˆncias estil´ısticas do seu autor. A partir do momento em que se consegue
construir uma grama´tica que codifique determinado estilo, podemos produzir um
nu´mero virtualmente infinito de objectos dentro desse estilo.
No artigo “Shape Grammars and the Generative Specification of Paintings and
Sculpture”, Stiny & Gips [1971] introduzem o conceito das grama´ticas de formas que:
“. . . are similar to phrase structure grammars, which were introduced
by Chomsky in linguistics. Where phrase structure grammars are defined
over an alphabet of symbols and generate one-dimensional strings of sym-
bols, shape grammars are defined over an alphabet of shapes and generate
n-dimensional shapes.” [Stiny & Gips 1971]
Posteriormente os mesmos autores viriam a utilizar esta abordagem no desenvol-
vimento de aplicac¸o˜es que geravam projectos de vilas paladinas, jardins mongo´is e
casas de campo “de” Frank Lloyd Wright [Stiny & Gips 1978]. Para ale´m de ter
conseguido gerar todas as casas de campo desenhadas por Frank Lloyd Wright, o
sistema gerou ainda va´rias casas que seguem o estilo deste arquitecto. A qualidade
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Figura 2.19: A` esquerda, o projecto de um palco multimedia para Mila˜o. A` direita,
uma vista do projecto da expansa˜o do museu do Prado.
dos novos projectos apresentados e´ comprovada pelo facto de serem indistingu´ıveis
das desenhadas pelo arquitecto, mesmo para especialistas da obra de F.L. Wright.
Os “arquitectos gramaticais” que desenvolveram a grama´tica, que no fundo e´ uma
ana´lise do estilo, indicam que um especialista em edif´ıcios de F.L. Wright se mostrou
incapaz de explicar a noc¸a˜o de equil´ıbrio existente nas casas de campo, tendo-o des-
crito como oculto. A ana´lise efectuada descortinou os princ´ıpios de equil´ıbrio espacial
envolvidos, demonstrando quais eram os aspectos fundamentais e a forma como certas
caracter´ısticas eram condicionadas por outras [Boden 1994].
O sucesso destas aplicac¸o˜es gerou um grande interesse por este tipo de abordagem,
inspirando va´rios investigadores e arquitectos, entre os quais Celestino Soddu. Este
tem, desde 1991, vindo a utilizar grama´ticas generativas para criar va´rios projectos
arquitecto´nicos, tais como um projecto de extensa˜o do museu do Prado e um novo
palco multimedia para Mila˜o (figura 2.19). Tambe´m aplicou esta abordagem no design
de objectos (p.ex. cadeiras), de cidades medievais italianas, e para re-inventar quadros
de Picasso (figura 2.20).
O trabalho de C. Soddu demonstra a potencialidade das abordagens generati-
vas e prova que e´ poss´ıvel (pelo menos para alguns) exprimir as ideias atrave´s desta
te´cnica. Note-se que Soddu considera os diferentes objectos criados como seus, visto
que obedecem aos seus conceitos arquitecto´nicos e este´ticos. Soddu reveˆ-se nos objec-
tos criados pelo seu sistema. Abre-se assim o caminho para um novo tipo de produto,
a pro´pria grama´tica, ou seja a Ideia [Soddu 1999]. As aplicac¸o˜es comercias na˜o se
ficam por a´ı. Tal como foi dito anteriormente, uma grama´tica pode, em princ´ıpio,
gerar um nu´mero virtualmente infinito de objectos; assim se os clientes tiverem acesso
a` aplicac¸a˜o (p.ex., atrave´s da internet) podera˜o utiliza´-la para gerar novos objectos
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Figura 2.20: Na fila superior, duas vistas de cidades medievais italianas. Na fila
central, exemplos de designs de cadeiras. Na fila inferior, duas re-interpretac¸o˜es de
quadros de rostos de mulher de Picasso [Soddu 1999].
e escolher um que lhes agrade. O objecto sera´, por um lado, u´nico; por outro um
objecto de design de um autor espec´ıfico (o que criou a grama´tica).
O trabalho de Jose´ Duarte, aluno de doutoramento de G. Stinny, visa a construc¸a˜o
de um sistema computacional interactivo, para o design de habitac¸a˜o personalizada
em massa. Este proto´tipo ira´ gerar casas que sa˜o apropriadas num determinado
contexto e dentro de uma linguagem de designs. A grama´tica de formas e´ baseada
nas casas desenhadas pelo arquitecto Siza Vieira, na Malagueira.
A grama´tica proposta baseia-se num conjunto de 35 casas desenhadas entre 1977
Figura 2.21: A` esquerda, um design original; A` direita um design produzido pelo
sistema de Duarte [1999].
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Figura 2.22: Exemplos de trabalhos de Sol LeWitt. Da esquerda para a direita:
“Wall Drawing #146”, Setembro de 1972, Solomon R. Guggenheim Museum; “Wall
Drawing No. 681”, 1993, National Gallery of Art; “Incomplete Open Cube #7-18”,
1974, University of Virginia Art Museum.
e 1996. Este conjunto inclui cinco tipos diferentes de casas e va´rios sub-tipos. A
ge´nese de casas, atrave´s da grama´tica, recorre a` dissecac¸a˜o recursiva do rectaˆngulo.
Primeiro localiza quatro zonas funcionais distintas (pa´tio, servic¸os, estar, dormir),
posteriormente define compartimentos dentro de cada zona. O posicionamento das
escadas e´ a pec¸a principal na definic¸a˜o do tipo. Na figura 2.21 apresentamos uma
casa da Malagueira e uma casa gerada pelo sistema.
As abordagens generativas, teˆm sido utilizadas por va´rios artistas, arquitectos e
designers. Devido a serem trabalhos de natureza essencialmente art´ıstica, na˜o ha´ por
norma a preocupac¸a˜o de descrever detalhadamente os processos de produc¸a˜o art´ıstica.
Desta forma, torna-se quase imposs´ıvel determinar com exactida˜o os contributos ci-
ent´ıficos dos diversos autores. Tendo em conta esta situac¸a˜o, apresentamos trabalhos
de um reduzido conjunto de autores que empregam abordagens generativas, com o
objectivo de ilustrar diversos tipos de obras produzidas atrave´s destas abordagens, e
seguindo crite´rios art´ısticos na selecc¸a˜o de trabalhos.
O artista generativo mais representativo e´, inquestionavelmente, Sol LeWitt, sendo
mesmo considerado por alguns como um dos artistas mais importantes do se´culo XX
(figura 2.22). Apesar de na˜o recorrer ao computador como uma ferramenta para a
produc¸a˜o art´ıstica, a abordagem generativa e´ indissocia´vel do trabalho de LeWitt,
que afirma:
“. . .my own work of the past ten years is about only one thing, logical
statements using formal elements as grammar.” [Baume 2001]
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Figura 2.23: Da esquerda para a direita:“Diamond Lake Apocalypse”, Roman Ve-
rostko, 2000; “B110 T-a1-plot-1”, Hans Dehlinger 1993; Imagem da se´rie “The Book
of Transformations”, Paul Brown, 2000.
Adicionalmente, a influeˆncia das posic¸o˜es de LeWitt no trabalho de outros artis-
tas generativos, p.ex. Soddu [1999], torna-se clara se tivermos em conta a seguinte
afirmac¸a˜o:
“The idea become a machine that makes the art.” [Baume 2001]
Para ale´m dos trabalhos de LeWitt, artistas como Roman Verostko, Manfred
Mohr, Hans Dehlinger e Paul Brown, teˆm alcanc¸ado considera´vel notoriedade, justi-
ficando a sua menc¸a˜o nesta tese (figura 2.23).
Evoluc¸a˜o Interactiva
Tal como no domı´nio da mu´sica, as abordagens evolutivas teˆm sido largamente utiliza-
das nas artes visuais. Enquanto no domı´nio musical predomina a utilizac¸a˜o dos Algo-
ritmos Gene´ticos, nas artes visuais a abordagem que tem encontrado maior aceitac¸a˜o
e´ a PG. Em ambos os domı´nios, a maior dificuldade encontrada pelos investigado-
res reside em descobrir uma forma de fazer a avaliac¸a˜o automa´tica dos indiv´ıduos
gerados, o que explica a popularidade das abordagens de evoluc¸a˜o interactiva.
A inspirac¸a˜o da maioria das aplicac¸o˜es nesta a´rea prove´m do livro “The Blind
Watchmaker” [Dawkins 1987]. Nesta obra Dawkins apresenta o conceito de evoluc¸a˜o
interactiva, sugerindo a utilizac¸a˜o de um algoritmo gene´tico para gerar a morfologia de
”organismos”virtuais, sendo a evoluc¸a˜o guiada pelo utilizador, de acordo com os seus
crite´rios este´ticos. Na figura 2.24 podemos observar alguns exemplos de biomorphs
criados atrave´s da aplicac¸a˜o desenvolvida por Dawkins.
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Figura 2.24: Biomorphs criados atrave´s da aplicac¸a˜o desenvolvida por Dawkins [1987].
Como e´ evidente, os resultados obtidos por Dawkins esta˜o longe de poderem ser
considerados obras de arte, ate´ porque essa na˜o era a intenc¸a˜o do autor. Assim,
tanto quanto nos foi poss´ıvel apurar, a primeira aplicac¸a˜o de evoluc¸a˜o interactiva no
domı´nio das artes visuais e´ o trabalho de Sims [1991]. Para ale´m da importaˆncia
histo´rica que este artigo possui, por este simples facto, reveste-se ainda de especial
relevaˆncia pela exceleˆncia do trabalho apresentado e pela clareza de exposic¸a˜o. Na˜o e´,
assim, de espantar que tenha influenciado e inspirado va´rios investigadores, tornando-
se uma refereˆncia obrigato´ria para qualquer pessoa que queira trabalhar nesta a´rea.
Apesar de Sims se ter inspirado no trabalho de Dawkins, as aplicac¸o˜es desenvolvidas
teˆm objectivos distintos e recorrem a diferentes te´cnicas evoluciona´rias – Dawkins
utiliza AG e Sims PG.
Devido ao grande nu´mero de aplicac¸o˜es evolutivas, agrupamos os sistemas em
consonaˆncia com o tipo de obras produzida e com a te´cnica empregue.
Gerac¸a˜o de Imagem Baseada em Expresso˜es Os trabalhos de Sims [1991] e
Dawkins [1976] sa˜o provavelmente os principais responsa´veis pela existeˆncia desta
tese. Apesar da proliferac¸a˜o de trabalhos usando te´cnicas semelhantes a`s de Sims
[1991], consideramos que sa˜o raros os casos em que estas acrescentam algo a` sua
proposta original. Desta forma, e por considerarmos que seria impratica´vel fazer uma
ana´lise exaustiva de todas as aplicac¸o˜es, optamos por apenas mencionar trabalhos
que se destacam pela qualidade superior a` me´dia.
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Figura 2.25: Uma populac¸a˜o de imagens gerada atrave´s do programa de Sims [1991].
Karl Sims Para na˜o obscurecer a descric¸a˜o desta aplicac¸a˜o, optamos por na˜o
dar muito eˆnfase a detalhes te´cnicos, nomeadamente os ligados a` representac¸a˜o e ma-
nipulac¸a˜o de imagens, ate´ porque havera´ oportunidade de aprofundar estas questo˜es
mais tarde.
O programa desenvolvido por Sims tem por base a PG. Cada indiv´ıduo e´ um
programa que, quando executado, gera uma imagem. Estes programas sa˜o constru´ıdos
atrave´s de um conjunto de primitivas. Estas sa˜o essencialmente operac¸o˜es aritme´ticas,
trigonome´tricas e operac¸o˜es gra´ficas de baixo n´ıvel. Os programas assumem a forma
de expresso˜es simbo´licas em LISP, podendo ser vistos como a´rvores: a cada no´ interno
corresponde uma func¸a˜o, a cada folha corresponde uma constante ou uma varia´vel.
O funcionamento da aplicac¸a˜o pode ser descrito de forma sucinta: Num primeiro
passo e´ gerada uma populac¸a˜o inicial aleato´ria de indiv´ıduos, que sa˜o executados
dando origem a imagens; as imagens sa˜o avaliadas pelo utilizador; e´ criada uma nova
populac¸a˜o atrave´s da recombinac¸a˜o e mutac¸a˜o de indiv´ıduos seleccionados a partir
da populac¸a˜o corrente, tendo os indiv´ıduos mais aptos maiores probabilidades de ser
seleccionados; obte´m-se desta forma uma nova populac¸a˜o, e o processo repete-se (a
partir do ponto 2).
De acordo com Sims [1991] sa˜o necessa´rias em me´dia 40 gerac¸o˜es para produzir
imagens interessantes.
O sistema de Sims permite criar galerias de imagens, i.e., o utilizador pode ar-
mazenar indiv´ıduos que considere particularmente interessantes. As imagens per-
tencentes a`s galerias podem ser utilizadas para construir, total ou parcialmente, a
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Figura 2.26: Alguns exemplos de imagens criadas pelo sistema de Karl Sims.
Figura 2.27: Das imagens produzidas por Sims, esta e´ provavelmente a mais famosa.
Curiosamente, o geno´tipo da imagem foi perdido [Sims 1991].
populac¸a˜o inicial. Note-se que nestas galerias so´ podem ser inclu´ıdas imagens pro-
duzidas pelo sistema. Embora Sims na˜o fornec¸a nu´meros, sera´ l´ıcito pensar que a
utilizac¸a˜o destas imagens na populac¸a˜o inicial reduz significativamente o nu´mero de
gerac¸o˜es necessa´rias para produzir imagens aceita´veis.
K. Sims tambe´m utilizou evoluc¸a˜o interactiva para evoluir texturas, objectos 3D,
animac¸o˜es e plantas. A evoluc¸a˜o de texturas e animac¸o˜es implica poucas alterac¸o˜es
ao sistema criado para evoluir imagens, sendo estas, essencialmente, ao n´ıvel da in-
terface. A evoluc¸a˜o de plantas implicou a utilizac¸a˜o de L-Systems [Prusinkiewicz &
Lindenmayer 1990]. Apresentaremos exemplos destas aplicac¸o˜es nas secc¸o˜es corres-
pondentes.
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Figura 2.28: Da esquerda para a direita: ‘In The Beginning”, “The First Morning”,
e ”Primordial Yearning”. Imagens da autoria de Steven Rooke.
Steven Rooke A aplicac¸a˜o desenvolvida por Steven Rooke [1996; 1998] e´ em
tudo ideˆntica a` de K. Sims. A u´nica diferenc¸a considera´vel situa-se ao n´ıvel das pri-
mitivas utilizadas. A refereˆncia ao trabalho de Rooke [1996; 1998] justifica-se devido
a` elevada qualidade das imagens produzidas atrave´s da sua aplicac¸a˜o. Apo´s tomar
conhecimento do trabalho de K.Sims, e entusiasmado pelo potencial da arte evolu-
ciona´ria, Steven Rooke decidiu desenvolver a sua pro´pria aplicac¸a˜o. A sua convicc¸a˜o
e grau de empenhamento neste projecto eram extremamente elevados. Assim, na˜o
hesitou em abandonar o seu emprego no National Optical Astronomy Observatory de
Tucson, para se dedicar exclusivamente a` prossecuc¸a˜o deste projecto, tendo investido
uma avultada quantia na compra de hardware (workstation da Silicon Graphics In-
dingo R3000, impressora I´ris), que o obrigou a hipotecar a sua casa. Esta aposta de
Rooke foi coroada de sucesso, tendo obtido reconhecimento como artista.
Rooke [1996; 1998] utiliza um portfolio de primitivas que inclui uma mistura de
func¸o˜es de baixo e alto n´ıvel. Esta opc¸a˜o tem vantagens e desvantagens. Por um lado,
a utilizac¸a˜o de primitivas de alto n´ıvel permite encurtar o processo evolutivo. Em
geral sera˜o necessa´rias menos gerac¸o˜es para produzir imagens satisfato´rias, visto que
parte dos conceitos este´ticos do artista (Rooke) esta˜o codificados nas primitivas. Por
outro lado, a inclusa˜o deste tipo de primitivas retira generalidade ao sistema, levando
a` produc¸a˜o sistema´tica de obras com uma este´tica muito pro´pria e estereotipada,
conforme se pode facilmente constatar atrave´s de uma ana´lise das obras produzidas.
As primitivas de alto n´ıvel utilizadas por Rooke incluem diversas primitivas fractais
(conjuntos de Mandelbrot e Julia). O recurso a este tipo de func¸o˜es e´ noto´rio nas
imagens produzidas por Rooke, sendo a sua obra caracterizada pela utilizac¸a˜o deste
tipo de elemento visual (ver figura 2.28).
Desta forma, o sistema desenvolvido por Rooke aproxima-se da arte generativa.
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Sera´ dif´ıcil para uma pessoa com conceitos art´ısticos diferentes dos de Rooke utilizar
esta aplicac¸a˜o, visto que as imagens produzidas tendem a cair num estilo espec´ıfico,
que e´ de certa forma inerente ao pro´prio sistema.
Como existe uma conviveˆncia entre primitivas de alto e baixo n´ıvel, e´ teoricamente
poss´ıvel superar a atracc¸a˜o do sistema por imagens de determinado estilo. Na pra´tica
esta tendeˆncia e´ dif´ıcil de superar, sendo para o efeito necessa´rio um esforc¸o consciente
do utilizador que se vera´ forc¸ado a combater a vocac¸a˜o do sistema.
Imaginemos que o sistema gera uma populac¸a˜o inicial aleato´ria. Parte dos in-
div´ıduos utilizam primitivas de alto n´ıvel, enquanto outros apenas usam primitivas
elementares. As primitivas de alto n´ıvel sa˜o capazes de gerar, por si, imagens estetica-
mente agrada´veis. No entanto, a criac¸a˜o de imagens esteticamente agrada´veis atrave´s
de primitivas de baixo n´ıvel implica a combinac¸a˜o cuidada de diversas primitivas.
Desta forma, e tendo em considerac¸a˜o que a primeira populac¸a˜o e´ criada aleatori-
amente, e´ normal que os indiv´ıduos que recorrem a primitivas de alto n´ıvel sejam
mais apelativos que os restantes. Como tal, os indiv´ıduos que recorrem a primitivas
de alto n´ıvel ira˜o dominar as primeiras populac¸o˜es, levando o sistema a convergir
naturalmente para imagens estereotipadas.
Para evitar esta convergeˆncia, o utilizador tera´ que mudar o seu crite´rio de se-
lecc¸a˜o, passando a penalizar imagens que recorram a func¸o˜es de alto n´ıvel. Ora, a
ideia subjacente a` arte evolutiva e´ que a selecc¸a˜o das imagens seja feita, pelo menos
maioritariamente, de acordo com o valor este´tico das imagens. Assim, este modo
de utilizac¸a˜o do sistema implica uma subversa˜o do conceito subjacente a` pro´pria
aplicac¸a˜o.
Outros Contributos Nesta secc¸a˜o fazemos refereˆncia a trabalhos nesta a´rea
que, apesar de na˜o terem alcanc¸ado a notoriedade dos anteriores, contribu´ıram para
o avanc¸o do estado da arte.
O trabalhos de Unemi [1999], Mattias Fagerlund [Kelly 1999], Anargyros Sarafo-
poulos e Musgrave [1998] sa˜o exemplos de aplicac¸o˜es muito semelhantes a` de K.Sims,
destacando-se pelo facto de existir um esforc¸o por parte dos autores no sentido de
produzir obras de arte atrave´s destas aplicac¸o˜es. Bachelier [1998] recorre ao sistema
“Qbist” (tambe´m ele semelhante ao de Sims) para produzir obras de arte, integrando
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te´cnicas convencionais e evoluciona´rias num processo u´nico, numa abordagem que,
segundo o pro´prio, e´ fortemente influenciada pelo trabalho de Jackson Pollock. O
sistema de Mount [1994], apesar de limitado, destaca-se por ser o primeiro que per-
mitiu a evoluc¸a˜o online de imagens, possibilitando a colaborac¸a˜o entre utilizadores.
O trabalho de Wiens & Ross [2000] caracteriza-se pela evoluc¸a˜o de texturas 2D e 3D.
O sistema proposto por Kleiweg [2000] constitui uma variante interessante, sendo o
geno´tipo das imagens constitu´ıdo por expresso˜es postscript. Ashmore [2002] recorre
a PG cartesiana [Miller & Thomson 2000]; no entanto os resultados obtidos na˜o
demonstram, para este domı´nio, a existeˆncia de qualquer vantagem na utilizac¸a˜o desta
abordagem face a` PG convencional. Na figura 2.29 apresentamos alguns exemplos de
imagens geradas a partir de expresso˜es.
Presentemente existem va´rias aplicac¸o˜es que permitem a evoluc¸a˜o de imagens
baseadas em expresso˜es. Entre elas encontram-se o ja´ mencionado “QBIST”4, um
plug in para o Gimp desenvolvido por Jens Restemeier, o “SBART” desenvolvido
por Unemi [1999], “Imogenes” da autoria de Harley Davis, e o produto comercial
“GeneticFX” da companhia MindCube Software5.
Gerac¸a˜o de Imagem Baseada em Paraˆmetros Nas abordagens descritas ante-
riormente as imagens sa˜o geradas a partir de programas evolu´ıdos, sendo a te´cnica
dominante a PG. Nesta secc¸a˜o descrevemos abordagens baseadas na evoluc¸a˜o de
paraˆmetros para programas (ou expresso˜es) que geram imagens, sendo, consequente-
mente, os AG a te´cnica dominante.
Shaders O projecto “MetaEvolve” de Lewis [2000; 2001] e´ um dos mais inte-
ressantes nesta a´rea. Recorrendo a um AG interactivo o autor evolu´ı shaders6 para
o programa “Houdini” da Side Effects Software Inc. e para o “Renderman” da Pixar
Animation Studios. Apesar de o autor na˜o apresentar a sua abordagem com grande
detalhe, o geno´tipo inclui cerca de 250 paraˆmetros de controlo, sendo os shaders cons-
tru´ıdos a partir de duas grelhas regulares de formas primitivas, posicionadas sobre
4Dispon´ıvel em: http://www.geocities.com/SiliconValley/Way/3340/gimp.html. Para infor-
mac¸o˜es adicionais sobre o projecto Gimp, consultar:www.gimp.org.
5http://www.mindcube.ukf.net/geneticfx/index.html
6Na˜o existe uma traduc¸a˜o apropriada para portugueˆs, a traduc¸a˜o mais aproximada seria textura,
mas o conceito de shader e´ mais abrangente.
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Figura 2.29: Seguindo a ordem normal de leitura, trabalhos de Anargyros Sarafo-
poulos, Mattias Fagerlund, Ken Musgrave, Wiens & Ross, Peter Kleiweg, Laurence
Ashmore, Tatsuo Unemi e Gunter Bachelier.
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Figura 2.30: Exemplos de gerac¸o˜es criadas pelo sistema MetaEvolve. A` esquerda,
uma populac¸a˜o inicial aleato´ria; a` direita, uma populac¸a˜o resultante de evoluc¸a˜o
interactiva [Lewis 2000; Lewis 2001].
Figura 2.31: E´cran da aplicac¸a˜o “Genshade” [Ibrahim & House 1997].
um fundo negro. Na imagem 2.30 apresentamos duas populac¸o˜es, uma gerada alea-
toriamente e outra fruto do processo evoluciona´rio guiado pelo utilizador. Conforme
se pode observar, na˜o ha´ uma diferenc¸a substancial de qualidade entre as duas po-
pulac¸o˜es. Este facto e´ caracter´ıstico deste tipo de abordagens que, tipicamente, se
aproximam bastante das generativas. O espac¸o de procura e´ bastante homoge´neo,
tanto em termos do tipo de imagem como da qualidade da mesma. O AG na˜o e´
utilizado para construir uma soluc¸a˜o com qualidade a partir de um conjunto de pri-
mitivas, mas apenas para o utilizador guiar o programa para uma zona do espac¸o de
procura consistente com as suas prefereˆncias.
A aplicac¸a˜o comercial “Genshade”, Ibrahim & House [1997], comercializada pela
Cinema Graphics Inc., segue uma abordagem semelhante a` de Lewis [2000; 2001]
permitindo a evoluc¸a˜o de shaders para o “Renderman” (ver figura 2.31).
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Figura 2.32: Imagens de Lutton et al. (esquerda) e Draves (direita).
Fractais Dada a sua popularidade, era inevita´vel que os fractais fossem utili-
zados em conjunto com abordagens evolutivas para a criac¸a˜o de imagens. Angeline
[1996a] e Rowley [1996] propo˜em a evoluc¸a˜o de paraˆmetros para Iterated Function Sys-
tems (IFS) constitu´ıdos por transformac¸o˜es afins (ver Apeˆndice B), enquanto Lutton
et al. [2003] preferem a utilizac¸a˜o de transformac¸o˜es na˜o afins (figura 2.32).
Ventrella [1997] utiliza um AG para evoluir deformac¸o˜es do conjunto de Man-
delbrot [1975]. O projecto “Electric Sheep” [Draves 2003] usa AG na evoluc¸a˜o de
paraˆmetros para fractais “flame”, um tipo especial de fractais desenvolvido pelo au-
tor, com resultados surpreendentes (figura 2.32). Uma das particularidades deste
projecto e´ o recurso a computac¸a˜o distribu´ıda para ca´lculo das imagens.
Outros tipos de imagem O trabalho de Ventrella & Kelly [1998], criado para
a Absolut Vodka no aˆmbito do projecto art´ıstico “Absolut Kelly”, permite a evoluc¸a˜o
de garrafas de Vodka atrave´s de um AG (ver figura 2.33)7. Esta aplicac¸a˜o foi de-
senhada de forma a funcionar via internet, permitindo que a avaliac¸a˜o das imagens
seja feita por va´rios utilizadores que colaboram para um objectivo comum. Esta ideia
ja´ tinha sido apresentada e explorada por John Mount [Kelly 1999], na experieˆncia
“Interactive Genetic Art I”.
Gerac¸a˜o de Imagem Baseada em Filtros Uma das variantes poss´ıveis a` evoluc¸a˜o
de imagens e´ a evoluc¸a˜o de filtros que podera˜o posteriormente ser aplicados a qualquer
imagem. Alguns dos programas referidos anteriormente (p.ex. o “SBART” [Unemi
7E´ curioso notar que Steven Rooke tambe´m trabalhou para a Absolut Vodka, tendo criado com
o seu programa a imagem de fundo de um anu´ncio publicado na revista “Wired”.
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Figura 2.33: Va´rios exemplos de imagens de garrafas [Ventrella & Kelly 1998].
Figura 2.34: A imagem original (a` direita) e imagens resultantes da aplicac¸a˜o de
filtros criados atrave´s da ferramenta de Poli & Cagnoni [1997].
1999] e a aplicac¸a˜o desenvolvida por Sims [1991]) permitem a evoluc¸a˜o de filtros. Tal e´
alcanc¸ado atrave´s da inclusa˜o de uma ou va´rias imagens como terminais do programa.
Devido a` natureza do conjunto de func¸o˜es e terminais empregue, na˜o ha´ garantia de
que os programas evolu´ıdos sejam efectivamente filtros; na pra´tica podera˜o ate´ nem
utilizar as primitivas do tipo imagem, ou utiliza´-las de forma indeseja´vel. No en-
tanto, e apesar de requerer algum esforc¸o por parte do utilizador, e´ poss´ıvel evoluir
um conjunto interessante de filtros. Estes podera˜o ser aplicados a imagens distin-
tas, bastando para o efeito modificar a imagem a que as referidas primitivas esta˜o
associadas.
Existe tambe´m um conjunto de aplicac¸o˜es que foram constru´ıdas com o objec-
tivo espec´ıfico de evoluir filtros art´ısticos para imagens. Nestes casos, o geno´tipo e´
constitu´ıdo por um conjunto de genes que determinam, de um conjunto de filtros
pre´-definidos, quais sa˜o aplicados a`s imagens e, eventualmente, quais os valores para
os paraˆmetros associados aos filtros. Alguns exemplos de aplicac¸o˜es nesta a´rea sa˜o o
“Kai’s Power Tools Texture Explorer” da MetaCreations, o “Repligator” de Ransen
[2000b], e o “PhotoGenetics” da QBeo Inc.
Com objectivos mais pragma´ticos, o trabalho de Poli & Cagnoni [1997] emprega
PG para evoluir filtros de colorac¸a˜o, para aumentar a visibilidade de elementos das
imagens, sendo apontada a medicina como eventual a´rea de aplicac¸a˜o (ver imagem
2.34).
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Figura 2.35: Exemplos de evoluc¸a˜o de tipos de texto e cores [Lewis 2000].
Evoluc¸a˜o de Cor, Forma 2D, e Outros Nesta secc¸a˜o fazemos uma breve s´ıntese
de trabalhos que usam te´cnicas evoluciona´rias para evoluir formas bidimensionais e
combinac¸o˜es de cor, bem como outros trabalhos que na˜o se enquadravam nas secc¸o˜es
anteriores.
Lewis [2000] descreve a utilizac¸a˜o de AG para evoluir tipos de letra e combinac¸o˜es
de cor. As letras pertencentes a um determinado tipo sa˜o deformadas individual-
mente, utilizando primitivas de superf´ıcies do “Houdini’. O AG e´ utilizado para
evoluir paraˆmetros que sa˜o utilizados pelas primitivas, dando origem a novos tipos
de letra. No mesmo artigo e´ apresentado um AG para evoluir esquemas de cor. Na
figura 2.35 apresentamos exemplos de ambas aplicac¸o˜es. O trabalho de Eckert, Kelly
& Stacey [1999] constitui outro exemplo da utilizac¸a˜o de um AG interactivo para a
evoluc¸a˜o de esquemas de cor.
A aplicac¸a˜o “Gliftic” [Ransen 2000a] e o trabalho de Wiley [1999] permitem a
evoluc¸a˜o de padro˜es atrave´s da utilizac¸a˜o de um AG. O trabalho de Gatarski [1999]
centra-se na evoluc¸a˜o de banners publicita´rios. Eiji & Shun [1999] propo˜em a evoluc¸a˜o
de imagens com uma simetria central atrave´s de um AG interactivo (ver figura 2.36).
A abordagem de Lund et al. [1995] caracteriza-se pela produc¸a˜o de imagens atrave´s
da visualizac¸a˜o do grau de activac¸a˜o dos neuro´nios de redes neuronais. O autor recorre
a um AG interactivo para evoluir redes neuronais, sendo os indiv´ıduos avaliados em
func¸a˜o das imagens produzidas pelo me´todo de visualizac¸a˜o. Graf & Banzhaf [1995b]
usam um AG para controlar o processo de morphing entre duas imagens, evoluindo
as coordenadas dos pontos de correspondeˆncia entre as duas imagens originais e o seu
grau de transpareˆncia.
O trabalho de Caldwell & Johnston [1991] e´ um dos trabalhos cla´ssicos na a´rea da
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Figura 2.36: A` esquerda, exemplos de flores [Ransen 2000a]; A` direita, visualizac¸a˜o
de uma populac¸a˜o de redes neuronais [Lund, Pagliarini & Miglino 1995].
Figura 2.37: A imagem “a” e´ a imagem original, as restantes sa˜o descendentes desta.
O nu´mero indica a gerac¸a˜o a que as imagens pertencem [Baker 1993].
evoluc¸a˜o interactiva. Tem por objectivo a identificac¸a˜o de suspeitos criminais, per-
mitindo evoluir combinac¸o˜es de caracter´ısticas faciais atrave´s de um AG. O geno´tipo
e´ constitu´ıdo por um conjunto de genes, um para cada atributo facial considerado
(p.ex., olhos, queixo, boca, etc). O valor de cada gene determina a imagem par-
cial associada, sendo o feno´tipo – uma face humana – constru´ıdo atrave´s da colagem
destas imagens parciais.
O trabalho de Baker [1993] propo˜e o uso de um AG para a evoluc¸a˜o de desenhos. A
populac¸a˜o inicial pode ser constru´ıda aleatoriamente pelo sistema ou com base num
desenho inicial feito pelo utilizador atrave´s de um editor constru´ıdo para o efeito.
Segundo Baker [1993], a u´nica restric¸a˜o ao tipo de desenhos introduzidos e gerados
e´ serem constitu´ıdos exclusivamente por linhas. Na figura 2.37 apresentamos alguns
exemplos de faces evolu´ıdas a partir de um desenho inicial.
Video e Animac¸a˜o A utilizac¸a˜o de evoluc¸a˜o interactiva na criac¸a˜o de video e
animac¸a˜o reveste-se de uma dificuldade adicional: o tempo gasto pelo utilizador na
avaliac¸a˜o das populac¸o˜es aumenta substancialmente. Devido a este facto, os trabalhos
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Figura 2.38: Exemplos de faces animadas Lewis [2001].
nesta a´rea restringem-se a` evoluc¸a˜o de pequenos segmentos animados.
Investigadores tais como Sims [1991] e Unemi [1999] teˆm utilizado os seus sistemas
baseados em expresso˜es para evoluir animac¸o˜es abstractas. A adaptac¸a˜o deste tipo
de sistemas a` gerac¸a˜o de animac¸o˜es e´ extremamente simples. Considerando uma
varia´vel z, para ale´m de x e y, e variando os valores destas num intervalo, passa-se
de uma imagem 2D a um paralelip´ıpedo. A animac¸a˜o e´ produzida seccionando o
paralelip´ıpedo e apresentando sequencialmente as imagens resultantes.
Os sistemas desenvolvidos por Angeline [1996a] e Draves [2003] permitem evoluir
animac¸o˜es de IFS e de “Flames” fractais, respectivamente. Os geno´tipos codificam
uma se´rie de paraˆmetros que especificam a imagem inicial e final. As imagens in-
terme´dias sa˜o obtidas atrave´s da interpolac¸a˜o dos paraˆmetros e ca´lculo da imagem
correspondente. Usando uma abordagem semelhante, Lewis [2001] apresenta um sis-
tema para a evoluc¸a˜o de faces de cartoons (ver figura 2.38).
Ainda na a´rea da animac¸a˜o, o projecto “Disney Meets Darwin” de Ventrella [1995]
permite a evoluc¸a˜o de figuras animadas (ver figura 2.39) . Um dos aspectos mais in-
teressantes deste trabalho consiste no facto de existir uma automatizac¸a˜o parcial da
func¸a˜o de aptida˜o. Indiv´ıduos que mexam demasiado a cabec¸a durante o movimento
ou que alterem demasiado a sua posic¸a˜o vertical, podem ser automaticamente pena-
lizados caso o utilizador assim o deseje. Em http://www.disneymeetsdarwin.com/ e´
poss´ıvel testar uma versa˜o simplificada (2D) deste sistema.
Mais recentemente, e recorrendo ao uso dos sistemas Max/MSP e Jitter8, Lewis
8http://www.cycling74.com.
57
Cap´ıtulo 2. Computadores, Inteligeˆncia Artificial e Arte
Figura 2.39: Exemplos de figuras animadas [Ventrella 1995].
[2004] apresentou um sistema que permite a evoluc¸a˜o interactiva em tempo real de
filtros para video.
Gerac¸a˜o de Formas e Superficies 3D Nesta secc¸a˜o descrevemos va´rias aborda-
gens que se caracterizam pela utilizac¸a˜o de evoluc¸a˜o interactiva para gerar formas
tridimensionais. Devido a` sua importaˆncia histo´rica, o trabalho de Todd & Latham
[1992] sera´ descrito com maior detalhe do que os restantes.
Latham e Todd O percurso de William Latham e´ semelhante ao de Harlod
Cohen. Curiosamente, o tipo e estilo de obras produzidas por estes autores na˜o
poderia ser mais distinto. Tal como Cohen, Latham tem uma formac¸a˜o acade´mica
no domı´nio das artes pla´sticas. De acordo com Todd & Latham [1992] existiram
treˆs factores que tiveram uma influeˆncia determinante na sua carreira: o seu fasc´ınio
pelo potencial dos computadores e das te´cnicas de rendering 3D; a sua paixa˜o pela
utilizac¸a˜o de sistemas construtivos para criac¸a˜o de obras de arte; e o facto de esta
sugerir a utilizac¸a˜o de sistemas computacionais.
Latham foi inspirado pelos processos naturais de crescimento, e pela forma que
estes recorrem a` repetic¸a˜o de passos simples. Latham considera que estes sistemas
naturais teˆm um potencial imenso para a criac¸a˜o art´ıstica, pretendendo explorar este
potencial para ir mais longe que sistemas art´ısticos, tais como o construcionismo russo
(um dos seus referenciais), ou que a criac¸a˜o de desenhos atrave´s de me´todos aleato´rios.
Em 1989 Latham decidiu criar o seu pro´prio sistema experimental de gerac¸a˜o de arte
– o FormSynth.
58
Cap´ıtulo 2. Computadores, Inteligeˆncia Artificial e Arte
Figura 2.40: A´rvore do sistema FormSynth e detalhe de uma a´rvore de 10 metros
[Todd & Latham 1992].
O FormSynth na˜o e´ um sistema computacional mas sim um sistema para desenhar
no papel. Tem como base um conjunto de primitivas (p.ex. cone, esfera, cilindro,
cubo, etc.) e de operadores que permitem deformar um objecto (buldge, beak, scoop)
ou combinar objectos (add).
As formas primitivas eram impressas e, atrave´s da aplicac¸a˜o sucessiva dos operado-
res, Latham criava uma a´rvore evoluciona´ria de formas gradualmente mais complexas
(ver figura 2.40). Latham seleccionava, posteriormente, algumas destas formas para
produzir esculturas em madeira ou em pla´stico. Apesar de os operadores serem sim-
ples, aparentavam ter um potencial criativo pro´prio, produzindo formas inovadoras e
inesperadas [Todd & Latham 1992]. Segundo Latham, o sistema FormSynth define
um mundo “infinito” de formas predeterminadas que o artista explora para revelar
algumas.
A produc¸a˜o das a´rvores evoluciona´rias era, contudo, um processo moroso e com-
plexo, quanto mais na˜o fosse pelas dimenso˜es que estas atingiam. Para solucionar
este problema Latham opta por transformar o FormSynth num programa interactivo:
“It seems natural to apply the power and speed of computers to realize the
potential of artistic systems and extend the creative power of the artist.
Many of the artist’s ideas are captured in setting up the system, which
he or she then uses again an again to create characteristics but individual
works of art.” [Todd & Latham 1992, p. 6]
O primeiro sistema computacional de gerac¸a˜o de formas constru´ıdo por Latham
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Figura 2.41: No FormBuild o utilizador selecciona a nova forma primitiva a adicionar
e o ponto a que esta deve ser acrescentada [Todd & Latham 1992].
era um sistema experimental baseado no FormSynth, tendo recebido o nome de Form-
Build. Na pra´tica, o FormBuild era um editor interactivo que incorporava variantes
dos operadores utilizados no FormSynth. Na˜o inclu´ıa os operadores de buldge e scoop
visto que estes na˜o eram de fa´cil implementac¸a˜o. Tal como o FormSynth, o Form-
Build utiliza um conjunto de primitivas (esferas, cilindros, cones e toros). Estas teˆm
um tamanho predeterminado e um conjunto de “pontos de localizac¸a˜o”, que sa˜o os
pontos nos quais podemos ligar outras formas. Do mesmo modo que no FormSynth,
a u´nica operac¸a˜o de combinac¸a˜o de formas e´ a adic¸a˜o, sendo esta definida de forma
mais limitada do que anteriormente (ver figura 2.41).
O sistema e´ completamente guiado pelo utilizador, que escolhe a forma a adicionar
e o ponto a que esta deve ser adicionada. A orientac¸a˜o dos diferentes objectos tambe´m
e´ definida pelo utilizador. O sistema permite duas formas de gerac¸a˜o aleato´ria: se-
lecc¸a˜o aleato´ria da primitiva a adicionar e selecc¸a˜o aleato´ria do ponto de adic¸a˜o.
Latham chegou a` conclusa˜o que muitas das formas por ele criadas envolviam a
aplicac¸a˜o repetida da mesma operac¸a˜o. Assim, criou um conjunto de operadores
especiais fan e stack para criar automaticamente formas repetitivas.
Latham estava interessado em “reproduzir” a geometria do mundo natural e ex-
plorar essa geometria para produzir formas computacionais com aspecto natural,
orgaˆnico. De certa forma isto liga-se ao trabalho na a´rea da biologia sobre L-Systems
[Prusinkiewicz & Lindenmayer 1990], embora os propo´sitos sejam distintos – mo-
delac¸a˜o cient´ıfica da geometria das plantas versus produc¸a˜o de formas esteticamente
interessantes, com aspecto orgaˆnico, mas sem ligac¸a˜o a uma realidade biolo´gica. Nesta
linha de pensamento, Latham faz uma generalizac¸a˜o dos seus operadores de maneira
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Figura 2.42: A` esquerda, quatro formas geradas atrave´s do operador tentac. A` direita,
quatro formas geradas atrave´s do operador surface [Todd & Latham 1992].
Figura 2.43: A` esquerda, uma forma e o co´digo que a define. Forma gerada atrave´s
do operador Ribcage.
a conseguir gerar formas tentaculares (atrave´s do operador tentac) e ramificadas (ope-
rador surface, ver figura 2.42).
Posteriormente, estes operadores sofrem outras alterac¸o˜es de maneira a permitirem
uma maior variedade de formas, e sa˜o acrescentados novos operadores (ver figura
2.43). Surge assim o sistema FormGrow, um conjunto de programas que actua sobre
estes operadores.
De acordo com Todd & Latham [1992], a criac¸a˜o de formas complexas e estetica-
mente interessantes com o FormGrow implica a existeˆncia de um conceito orientador
do trabalho. O artista comec¸a por criar uma definic¸a˜o simples que gradualmente ex-
pande e combina com outras, sendo natural que recorra frequentemente a` reutilizac¸a˜o
de largas partes de definic¸o˜es anteriores.
Esta abordagem, em que as formas sa˜o constru´ıdas atrave´s da edic¸a˜o directa da
sua definic¸a˜o, tem a desvantagem de retirar ao artista a oportunidade de fazer opc¸o˜es
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Figura 2.44: A` esquerda, os ı´cones dos elementos de uma definic¸a˜o visual. A` direita,
exemplos de definic¸o˜es visuais, sob a forma de a´rvores [Todd & Latham 1992].
este´ticas em cada passo do processo iterativo, forc¸ando-o a utilizar um ambiente de
programac¸a˜o hostil [Todd & Latham 1992]. O programa Mutator foi constru´ıdo com
o intuito de superar estas desvantagens, mantendo as vantagens da ge´nese de formas
iterativa, mas dando ao artista a oportunidade de fazer escolhas este´ticas durante o
processo.
Uma forma de simplificar a tarefa de edic¸a˜o de formas e´ identificar partes da de-
finic¸a˜o como sendo fixas e inaltera´veis, permitindo apenas a alterac¸o˜es nos restantes
paraˆmetros. Isto leva a` noc¸a˜o de uma famı´lia ou espe´cie de formas, que esta˜o rela-
cionadas visto partilharem uma estrutura ideˆntica. Os paraˆmetros altera´veis podem
ser vistos como genes, e a alterac¸a˜o dos seus valores como mutac¸o˜es.
E´ usualmente dif´ıcil, para um artista, pensar em termos matema´ticos e perce-
ber definic¸o˜es escritas numa linguagem de definic¸a˜o textual. Usualmente, os artis-
tas preferem que a definic¸a˜o das formas seja feita de modo visual. Com isto em
mente, Latham desenvolveu uma “linguagem” visual de representac¸a˜o de definic¸o˜es
de formas. Cada elemento estrutural e´ representado atrave´s de um ı´cone, podendo a
definic¸a˜o de formas ser vista como uma a´rvore (ver figura 2.44).
Para refinar a definic¸a˜o de forma original existem dois tipos de alterac¸o˜es, estru-
turais e parame´tricas. As alterac¸o˜es do primeiro tipo sa˜o realizadas atrave´s da edic¸a˜o
directa da definic¸a˜o da forma.
Uma vez encontrada uma definic¸a˜o estrutural satisfato´ria, o artista procede a`
alterac¸a˜o de paraˆmetros nume´ricos (ver figura 2.45). Ao fixar uma definic¸a˜o estrutural
o artista cria uma famı´lia de formas; ao escolher valores para os diferentes paraˆmetros
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Figura 2.45: Uma estrutura u´nica e´ combinada com dois conjuntos de genes diferentes,
de maneira a dar origem a duas definic¸o˜es de formas; a partir destas definic¸o˜es o
sistema FormGrow cria duas imagens [Todd & Latham 1992].
cria instaˆncias dessa famı´lia. E´ precisamente nesta etapa que podemos recorrer ao
programaMutator, que permite procurar, no espac¸o de formas definido pela estrutura,
instaˆncias que satisfac¸am os objectivos do utilizador.
O programa Mutator tem por base um AG interactivo simples. Tal como o nome
deixa adivinhar, o Mutator apenas permite mutac¸o˜es, na˜o sendo poss´ıvel a recom-
binac¸a˜o de indiv´ıduos. A interface do Mutator permite o retrocesso, de maneira a
que o utilizador possa explorar diferentes caminhos evoluciona´rios (ver figura 2.46).
Na figura 2.47 apresentamos va´rios exemplos de trabalhos de W. Latham conce-
bidos com o sistema aqui descrito. Este trabalho esta´ no limiar entre as abordagens
generativas e evolutivas. Tal como se pode depreender do que foi dito anteriormente,
grande parte do trabalho passa por definir uma famı´lia de formas. Esta tarefa de de-
finir uma famı´lia e´, de certa forma, equivalente a` tarefa de construir uma grama´tica
generativa. A computac¸a˜o evoluciona´ria so´ e´ utilizada numa fase posterior, para
encontrar valores apropriados para os paraˆmetros.
As pro´prias primitivas utilizadas na definic¸a˜o da estrutura sa˜o de alto n´ıvel. As-
sim, e independentemente da definic¸a˜o da estrutura, as formas geradas partilham um
conjunto de caracter´ısticas, sendo, na generalidade, reconhec´ıveis como pertencentes
ao sistema art´ıstico criado por Latham. Por outras palavras, as pro´prias primitivas
definem uma meta-famı´lia de formas.
Esta abordagem contrasta com a empregue por Sims [1991] – que recorre a um
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Figura 2.46: A´rvore evoluciona´ria de formas gerada atrave´s do programa Mutator
[Todd & Latham 1992].
conjunto de primitivas simples e permite a evoluc¸a˜o da estrutura – aproximando-
se das aplicac¸o˜es de gerac¸a˜o de imagem baseada em paraˆmetros, nomeadamente de
trabalhos como os de Ventrella & Kelly [1998] e Draves [2003].
O sistema proposto por Rooke [1996; 1998] esta´ a meio caminho entre o de Todd
& Latham [1992] e o de Sims [1991], ja´ que a influeˆncia generativa apenas se faz sentir
ao n´ıvel das primitivas utilizadas.
A popularidade alcanc¸ada pelo sistema de Todd & Latham [1992] inspirou outros
investigadores que desenvolveram sistemas semelhantes, dos quais destacamos: “Cy-
bertation”, comercializado pela Notting Hill; “GroBoto”, desenvolvido por Darrel e
Jeff Anderson, comercializado pela Braid Media Arts; “Morphogenesis” de Linter-
mann & Deussen [1996]; e “Form” de Rowbottom [1999].
L-systems A capacidade dos L-Systems [Prusinkiewicz & Lindenmayer 1990]
para modelar a geometria de va´rios organismos vivos, mais especificamente plantas,
despertou o interesse de Sims [1991], que utilizou evoluc¸a˜o interactiva para criar or-
ganismos artificiais. Desde essa data, os L-systems teˆm sido utilizados por va´rios
investigadores para produzir formas com uma apareˆncia biolo´gica, dando origem a
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Figura 2.47: Na fila superior: “Tusk 10”, Latham 1990; Exibic¸a˜o “Conquest of the
Form”, City Centre Gallery, Dublin, Eire, 1991. Na fila inferior, sequeˆncia de imagens
do filme “Mutations”, Latham, 1992.
Figura 2.48: Na fila superior: a` direita, exemplo organismo 3D, instalac¸a˜o
“Gala´pagos”; a` esquerda, exemplos de plantas, instalac¸a˜o “Panspermia”, Sims [1991].
Na fila inferior, imagens da instalac¸a˜o “Turbulence”, J. McCormack, 1995.
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Figura 2.49: Exemplos de trabalhos da empresa “Emergent Design”.
organismos surpreendentes mas plaus´ıveis. McCormack [2004] apresenta uma exce-
lente s´ıntese dos trabalhos realizados nesta a´rea durante os u´ltimos anos. Destes
destacamos: “Turbulence”, J. McCormack, 1995; Gauthier [2001]; e Traxler & Ger-
vautz [1996]. Na figura 2.48 apresentamos exemplos de imagens produzidas por Sims
e McCormack.
Formas e Superficies 3D O trabalho de Bentley [1996] centra-se naquilo que
o autor denomina por Design Evoluciona´rio, mais especificamente por Design Evo-
luciona´rio Criativo. Em termos simples, propo˜e a evoluc¸a˜o de va´rios tipos de ob-
jectos 3D atrave´s de PG. Uma das principais vantagens da proposta de Bentley, e´
a possibilidade de se utilizarem modelos 3D constru´ıdos por me´todos convencionais
para inicializar o algoritmo evoluciona´rio. Seguindo a mesma linha de investigac¸a˜o,
Nishino, Takagi, Cho & Utsumiya [2000; 2000] apresentam um sistema alternativo ao
de Bentley, consideravelmente mais burilado. A “Emergent Design” e´ uma empresa
de design que usa AG na produc¸a˜o de famı´lias de produtos [Pontecorvo & Elzenga
1999]. Neste caso a influeˆncia generativa e´ noto´ria (figura 2.49).
No design, para ale´m das questo˜es este´ticas, ha´ ainda que considerar questo˜es fun-
cionais. Estas questo˜es funcionais podem, geralmente, ser avaliadas objectivamente,
o que abre caminho a` automatizac¸a˜o, pelo menos parcial, da avaliac¸a˜o dos objectos
gerados. Note-se, no entanto, que apesar de fazerem refereˆncia a` possibilidade de au-
tomatizac¸a˜o, estes sistemas sa˜o inteiramente guiados pelo utilizador. Na figura 2.50
apresentamos alguns exemplos de designs evolu´ıdos atrave´s destas aplicac¸o˜es.
Os trabalhos de Tabuada, Alves, Gomes & Rosa [1998] e de Rowland & Biocca
[2000], que recorrem a AG para evoluir esculturas, bem como o de Bedwell & Ebert
[1998], que usam PG para evoluir superficies, sa˜o exemplos de trabalhos nos quais as
restric¸o˜es impostas ao tipo de de forma gerada sa˜o substancialmente menores.
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Figura 2.50: Na fila superior, duas mesas criadas atrave´s da aplicac¸a˜o de Bentley
[1996]. Na fila inferior, va´rias populac¸o˜es de objectos criados por Nishino, Takagi,
Cho & Utsumiya [2001].
Usando uma abordagem parame´trica semelhante a` anteriormente descrita, Lewis
& Parent [2000] empregam um AG para evoluir as proporc¸o˜es de diferentes compo-
nentes do corpo humano e para gerar mapas 3D para o jogo “Quake Arena” da Id
Software (ver figura 2.51).
Arquitectura O trabalho de Frazer [1995] e´ provavelmente o mais abrangente nesta
a´rea. Frazer tenta desenvolver uma base teo´rica para a arquitectura, usando analogias
com os processos evolutivos e de ge´nese de formas da natureza. Na mesma obra o autor
explora a forma como os designs arquitecto´nicos podem ser codificados e evolu´ıdos,
apresentando os sistemas “Reptile” e “Universal State Space Modeler”.
No sistema “Reptile” sa˜o aplicadas uma se´rie de transformac¸o˜es a uma forma
geome´trica simples que e´ a semente do processo, por forma a gerar uma estrutura
complexa. Na esseˆncia esta abordagem e´ semelhante ao sistema “Mutator” [Todd
& Latham 1992], anteriormente descrito. Para permitir a evoluc¸a˜o de edif´ıcios mais
realistas, Frazer generaliza o sistema “Reptile”, gerando de forma automa´tica a se-
mente de maneira a que obedec¸a aos requisitos mı´nimos do projecto arquitecto´nico. A
partir deste ponto emprega um AG para gerar va´rias soluc¸o˜es. A aptida˜o e´ atribu´ıda
em func¸a˜o da conformidade com uma se´rie de paraˆmetros relacionados com a especi-
ficac¸a˜o do projecto, e em func¸a˜o das prefereˆncias este´ticas do utilizador.
Segundo Frazer [1995] o “Universal State Space Modeler” pode ser utilizado para
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Figura 2.51: Na fila superior, exemplos de mapas 3D e figuras humanas, Lewis &
Parent [2000]. Na fila inferior uma forma 3D, Bedwell & Ebert [1998].
gerar qualquer estrutura. Infelizmente na˜o e´ trivial converter um edif´ıcio na repre-
sentac¸a˜o proposta por Frazer, pelo menos mantendo uma estrutura hiera´rquica. As
estruturas evolu´ıdas por Frazer podem ser visualizadas por diferentes processos, de
forma a construir um feno´tipo. Tal como o sistema anterior o processo evoluciona´rio
e´ inicializado utilizando uma semente. Na figura 2.52 apresentamos exemplos de
estruturas evolu´ıdas usando os sistemas acima mencionados.
Dos va´rios trabalhos de outros autores nesta a´rea destacamos: o projecto GENR8
Figura 2.52: A` esquerda, uma estrutura evolu´ıda atrave´s do sistema “Reptile”. A`
direita, uma estrutura resultante da utilizac¸a˜o do sistema ‘Universal State Space
Modeler” [Frazer 1995].
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[Hemberg & O’Reilly 2002], no qual se utiliza Evoluc¸a˜o Gramatical para evoluir su-
perf´ıcies 3D; o trabalho de Coates, Broughton & Jackson [1999], que emprega PG
para evoluir L-systems, gerando morfologias 3D com caracter´ısticas arquitecto´nicas;
e o sistema de Rosenman [1996], que permite a evoluc¸a˜o de plantas arquitecto´nicas
atrave´s de um algoritmo gene´tico.
Abordagens Evolutivas Na˜o Interactivas
Nesta secc¸a˜o fazemos uma descric¸a˜o de trabalhos, no domı´nio das artes visuais, base-
ados em abordagens evolutivas em que a aptida˜o na˜o e´ determinada pelo utilizador.
Estamos particularmente interessados em sistemas nos quais as imagens sejam avali-
adas em func¸a˜o de crite´rios este´ticos ou art´ısticos.
Existiram nos u´ltimos anos inu´meras tentativas de fazer a regressa˜o simbo´lica
de imagens, i.e.,de encontrar uma fo´rmula/programa que produza determinada ima-
gem. Apesar de os sistemas utilizados terem frequentemente a capacidade de produzir
qualquer imagem, estas tentativas na˜o foram bem sucedidas, e raramente sa˜o alvo de
publicac¸a˜o. Uma das raras excepc¸o˜es a esta tendeˆncia e´ o trabalho de Nordin &
Banzhaf [1995a]. No entanto, o sucesso alcanc¸ado pelos autores so´ foi poss´ıvel grac¸as
ao particionamento da imagem em blocos de 8× 8 pixels, e a` utilizac¸a˜o de um clus-
ter de computadores, para fazer a regressa˜o simbo´lica independente de cada um dos
blocos.
Excluindo este tipo de abordagem, que no aˆmbito desta tese tem pouco relevo, so´
foi poss´ıvel encontrar quatro trabalhos no domı´nio das artes visuais, em que existe
uma tentativa de automatizar a atribuic¸a˜o de aptida˜o: Baluja, Pomerlau & Todd
[1994], Saunders [2001], Greenfield [2003] e Svang˚ard & Nordin [2004].
Sendo os treˆs u´ltimos trabalhos parcialmente baseados em trabalho desenvolvido
no aˆmbito desta tese, daremos particular destaque ao estudo de Baluja et al. [1994]
Baluja et al. A aplicac¸a˜o em questa˜o e´, em termos gene´ricos, semelhante a` desen-
volvida por Sims [1991]. No entanto, existem duas diferenc¸as importantes a salientar:
• As imagens esta˜o limitadas a 256 tonalidades.
• A avaliac¸a˜o dos indiv´ıduos e´ feita atrave´s de redes neuronais.
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Na aplicac¸a˜o desenvolvida por K. Sims sa˜o geradas imagens true-color de 24 bits,
sendo cada imagem constitu´ıda por treˆs canais de cor (vermelho, verde e azul), 8
bits por canal. Uma das limitac¸o˜es mais comuns das aplicac¸o˜es evolutivas baseadas
em expresso˜es (ver, p.ex., Kelly [1999]) e´ a incapacidade de produzir imagens true-
color, limitando-se a`s imagens de 8 bits. Esta limitac¸a˜o implica a escolha de uma
palete de cores. Para obter bons resultados, conve´m que a palete seja organizada de
forma a que exista uma transic¸a˜o suave entre cores e tons. Para o efeito pode-se,
por exemplo, abdicar totalmente da cor e usar 256 tons de cinzento, o que garante
uma transic¸a˜o impercept´ıvel entre tons. Para fugir a` monotonia da auseˆncia de cor,
a palete escolhida por Baluja et al. [1994] e´ constitu´ıda por 128 tons de cinzento
(do preto ao branco puro) seguida por 128 tons de vermelho (do vermelho escuro ao
claro), criando assim uma fronteira artificial entre tons de cinza claros e os vermelhos
escuros.
A avaliac¸a˜o automa´tica das imagens e´ feita atrave´s de redes neuronais, o que
implica a construc¸a˜o de um conjunto de treino e de um conjunto de teste. Para
construir estes conjuntos, Baluja et al. [1994] recorrem a` evoluc¸a˜o interactiva. Cada
populac¸a˜o e´ constitu´ıda por nove imagens, escolhendo o utilizador dois indiv´ıduos que
sera˜o os progenitores da pro´xima gerac¸a˜o.
Ao longo de va´rias experieˆncias interactivas independentes, para cada populac¸a˜o
sa˜o seleccionadas as duas imagens escolhidas pelo utilizador e duas imagens escolhidas
aleatoriamente de entre as restantes. Atrave´s deste processo obteˆm-se va´rias centenas
de imagens candidatas, das quais sa˜o escolhidas, de forma aleato´ria, 400. Seguida-
mente, o utilizador avalia estas imagens numa escala de 0.1 a 1, com incrementos de
0.1 (um valor maior significa uma maior qualidade de imagem).
No processo de automac¸a˜o da avaliac¸a˜o partiu-se de va´rios pressupostos simplifi-
cadores, entre os quais o de que a avaliac¸a˜o do utilizador na˜o seria influenciada por
uma rotac¸a˜o da imagem nem pela inversa˜o das cores da imagem (obtida atrave´s da
subtracc¸a˜o do valor de cada pixel a 255). Como tal, a partir das 400 imagens passa-
se a 1600, atrave´s de rotac¸o˜es de 90o; e a 3200 por inversa˜o. Destas 3200 imagens
sa˜o escolhidas aleatoriamente 2000 para o conjunto de treino, sendo as restantes o
conjunto de teste. Existe assim uma relac¸a˜o entre conjuntos de treino e de teste.
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Figura 2.53: A primeira arquitectura testada por Baluja et al. [1994]. Neste modelo
ha´ um total de 20755 ligac¸o˜es, incluindo as ligac¸o˜es a uma unidade de bias.
Foram conduzidas experieˆncias com va´rias arquitecturas de redes neuronais, trei-
nadas atrave´s de um algoritmo de retro-propagac¸a˜o. Na figura 2.53 apresentamos a
primeira arquitectura utilizada, que tinha como camada de entrada uma grelha de
48 × 48; uma camada escondida com 9 unidades; e como sa´ıda um u´nico neuro´nio,
cujo valor “corresponde” a` avaliac¸a˜o da imagem.
As experieˆncias conduzidas com esta arquitectura foram extremamente desanima-
doras, o que levou a uma se´rie de alterac¸o˜es. A primeira prende-se com a forma como
as imagens sa˜o “apresentadas” a` rede neuronal, sendo provocada pela organizac¸a˜o da
palete de cores. A cor 127 corresponde ao branco puro, enquanto a cor 128 corres-
ponde a um vermelho muito escuro. Os valores que sa˜o dados a` rede neuronal (127 e
128) sa˜o muito pro´ximos, existindo, no entanto, uma grande diferenc¸a de tonalidade.
De acordo com Baluja et al. [1994], este facto dificulta consideravelmente a tarefa da
rede neuronal. Para minorar o problema, as imagens foram convertidas em tons de
cinzento.
Apesar desta alterac¸a˜o, a performance da arquitectura acima referida continuou
a ser baixa, o que levou a` experimentac¸a˜o com um tipo diferente de arquitectura,
em que existe partilha de pesos na rede neuronal. Este tipo de arquitectura tem sido
utilizado para reconhecer “caracter´ısticas” independentemente do seu posicionamento
na imagem (p.ex. LeCun et al. [1989], reconhecimento de co´digos postais escritos a`
ma˜o; Waibel et al. [1988], reconhecimento de voz). A ideia de Baluja et al. [1994] e´
que se o utilizador acha interessante a presenc¸a de uma “caracter´ıstica” em determi-
nada parte da imagem, tambe´m achara´ interessante a presenc¸a dessa “caracter´ıstica”
em qualquer outra parte.
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Figura 2.54: Segunda arquitectura proposta por Baluja et al. [1994]. Por uma questa˜o
de simplicidade, apenas e´ apresentada uma pequena porc¸a˜o da camada de entrada.
No total existem: 9×9 (81) grupos de entrada de 6×6 e 4×4(16) grupos de entrada
de 12×12. Cada grupo de 6×6 esta´ ligado a treˆs unidades da camada escondida 1.
Cada grupo de 12 ×12 esta´, igualmente, ligado a treˆs unidades da camada escondida
1. Na imagem so´ sa˜o apresentados os detectores de 12×12. A unidade de bias (na˜o
representada) esta´ ligada a cada uma das unidades escondidas (da camada 1 e 2) e a`
camada de sa´ıda.
Na figura 2.54 apresenta-se uma representac¸a˜o esquema´tica da arquitectura uti-
lizada. A entrada para a rede neuronal deixa de ser uma imagem, passando a ser
constitu´ıdo por sub-a´reas da imagem de 12×12 e 6×6 pixels. A imagem foi dividida
em 16 grupos de input de 12×12 pixels (existe sobreposic¸a˜o entre os grupos de pixels)
e em 81 grupos de 6× 6 pixels. A estes grupos esta˜o ligados conjuntos de neuro´nios
da primeira camada escondida, que funcionam como detectores de caracter´ısticas.
Assim, os grupos de 12× 12 esta˜o ligados a 3 conjuntos de 4× 4 neuro´nios, enquanto
que os de 6 × 6 esta˜o ligados a 3 conjuntos de 9 × 9. Os pesos das ligac¸o˜es entre os
grupos de pixels e um determinado detector de caracter´ısticas sa˜o partilhados entre
todos os grupos de pixels da mesma dimensa˜o.
Atrave´s da experimentac¸a˜o com este modelo, Baluja et al. [1994] chegaram a`
conclusa˜o de que parte do problema se devia a` constituic¸a˜o do conjunto de treino.
Este inclu´ıa um grande nu´mero de imagens de valor inferior a 0.4 (cerca de 64%), o que
levava a que a aprendizagem fosse centralizada na avaliac¸a˜o das imagens mais fracas,
prejudicando assim a avaliac¸a˜o das melhores imagens. Como tal, foram retiradas
880 imagens do conjunto de treino original, resultando num conjunto de treino mais
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Classificac¸a˜o Conjunto Original Conjunto Uniforme
0.0 < x < 0.4 64% 36%
0.4 < x < 0.7 19% 33%
0.7 < x 17% 31%
Tabela 2.1: Percentagem de imagens em cada gama de valores [Baluja et al. 1994].
Arquitectura Detectores
12x12
Detectores
6x6
Total de unidades
escondidas
Total de
ligac¸o˜es
ANN original 3 3 301 18882
ANN 1 3 0 58 7461
ANN 2 1 1 107 6308
ANN 3 0 2 172 7635
Tabela 2.2: Configurac¸a˜o original e 3 configurac¸o˜es adicionais de menor complexidade
[Baluja et al. 1994].
equilibrado (ver tabela 2.1).
Esta reduc¸a˜o teve alguns resultados inesperados. O modelo apresentado era capaz
de memorizar grande parte do conjunto de treino, tornando imposs´ıvel a generalizac¸a˜o
[Baluja, Pomerlau & Todd 1994]. Assim, foram conduzidas experieˆncias com va´rias
variantes da arquitectura acima descrita, com um menor nu´mero de neuro´nios e de
ligac¸o˜es. Na tabela 2.2 apresentam-se as diferentes configurac¸o˜es utilizadas.
Apo´s testes, Baluja et al. [1994] chegaram a` conclusa˜o de que a performance da
arquitectura ANN-3 era muito pior do que as restantes, o que pode indicar que os
detectores de 6× 6 sa˜o demasiado pequenos para identificar caracter´ısticas realmente
importantes, tendo esta arquitectura sido posta de parte.
Na tabela 2.3 apresentamos os erros me´dios na classificac¸a˜o das imagens do con-
junto de teste, obtidos com a arquitectura original e ANN-1. Para garantir que as
redes neuronais esta˜o efectivamente a aprender mais do que a distribuic¸a˜o proba-
bil´ıstica das respostas do utilizador, e´ necessa´rio comparar a sua performance com
a conseguida atrave´s da atribuic¸a˜o aleato´ria de uma classificac¸a˜o e com a obtida
atrave´s da atribuic¸a˜o de um valor constante que se aproxime do valor me´dio das
imagens pertencentes ao conjunto de treino.
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Arquitectura Erro me´dio
ANN original 0.22
ANN 1 0.23
Classificac¸a˜o aleato´ria 0.34
Valor constante de 0.3 0.24
Tabela 2.3: Erro me´dio na classificac¸a˜o das imagens do conjunto de teste [Baluja
et al. 1994].
Arquitectura Conjunto Erro Distribuic¸a˜o do erro (% do total)
de treino me´dio 0 < x < 0.4 0.4 < x < 0.7 0.7 < x
ANN original 2000 0.34 63.3 32.2 4.4
ANN-1 1120 0.23 49.5 41.5 9
ANN-2 1120 0.2 47.8 43.9 8.2
ANN-1 2000 0.2 47.5 47.2 5.3
Clas. Aleato´ria - 0.31 68.8 28.8 2.3
Aleato´ria com Bias - 0.24 53.7 42 4.2
Tabela 2.4: Erro me´dio na classificac¸a˜o das imagens do novo conjunto de teste. A
classificac¸a˜o com bias e´ atribu´ıda de forma aleato´ria, mas a distribuic¸a˜o probabil´ıstica
do gerador de nu´meros aleato´rios e´ alterada de forma a corresponder a` do conjunto
de treino original. [Baluja et al. 1994].
Tal como se pode observar, a performance atingida e´, pelo menos do ponto de vista
quantitativo, pouco melhor do que aquela que seria conseguida atrave´s da atribuic¸a˜o
de um valor constante de 0.3 a`s imagens, o que e´ um resultado algo desanimador,
principalmente se tivermos em considerac¸a˜o que nesta experieˆncia o conjunto de treino
e de teste esta˜o correlacionados. Por outro lado, o conjunto de treino utilizado pela
ANN-1 possui uma distribuic¸a˜o uniforme, distribuic¸a˜o essa que e´ diferente da do
conjunto de teste.
Na tabela 2.4 apresentamos as performances atingidas por va´rias configurac¸o˜es
na classificac¸a˜o de imagens pertencentes a um novo conjunto de teste constitu´ıdo por
100 imagens. Este conjunto foi constru´ıdo de forma independente, atrave´s do me´todo
descrito anteriormente. Desta forma, deixa de existir correlac¸a˜o entre os conjuntos
de treino e teste. A distribuic¸a˜o das imagens na˜o e´ uniforme: 64% teˆm classificac¸o˜es
inferiores a 0.4, 32% classificac¸o˜es entre 0.4 e 0.7, e 4% classificac¸o˜es superiores a 0.7.
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De acordo com Baluja et al. [1994] estes resultados sugerem que as imagens de
valor mais baixo sa˜o mais simples de avaliar. Estas imagens contribuem menos para
o erro do que a sua percentagem no conjunto de teste faria prever. Este facto ja´
tinha sido verificado nas experieˆncias realizadas anteriormente; no entanto tinha sido
explicado pelo facto de o conjunto de treino possuir mais imagens deste tipo.
Como conclusa˜o geral podemos dizer que os resultados apresentados ficam algo
aque´m daquilo que seria deseja´vel, sendo o erro me´dio na classificac¸a˜o pouco diferente
do obtido atrave´s de processos aleato´rios (utilizando uma distribuic¸a˜o pro´xima da do
conjunto de treino original). Baluja et al. [1994] na˜o referem se existe uma diferenc¸a
significativa, do ponto de vista estat´ıstico, entre estes resultados. Adicionalmente,
as arquitecturas utilizadas falham redondamente no que diz respeito a` classificac¸a˜o
das melhores imagens, obtendo inclusivamente piores resultados do que os me´todos
aleato´rios. A incapacidade dos modelos apresentados no reconhecimento das imagens
com maior qualidade indica que sera˜o incapazes de conduzir o algoritmo evoluciona´rio
para zonas interessantes do espac¸o de procura.
Rob Saunders e John Gero O trabalho de Saunders & Gero [2001] centra-se na
modelac¸a˜o de dois aspectos relevantes no contexto da criatividade computacional.
O modelo computacional proposto e´ constitu´ıdo por um conjunto de agentes que
procuram novidade e que avaliam o interesse de diferentes imagens, criadas recorrendo
ao sistema evoluciona´rio desenvolvido por Mount [1994]. Os agentes comunicam entre
si transmitindo imagens que consideram interessantes e recompensas pela descoberta
destas imagens. A explorac¸a˜o do espac¸o de procura e´ guiada pelos agentes usando
uma noc¸a˜o subjectiva de interesse [Saunders & Gero 2001], que esta´ relacionada com
o grau de novidade associado a cada imagem.
Para calcular o grau de novidade de cada imagem, os agentes reduzem as imagens
a 32 ∗ 32 pixels, aplicam um detector de arestas Laplaciano, e convertem a imagem
em preto e branco (1 bit pot pixel). E´ utilizada uma rede de Kohonen [1993] para
categorizar cada imagem encontrada pelo agente numa categoria representada por
um dos neuro´nios da rede. Em cada apresentac¸a˜o a imagem e´ convertida num vector
bina´rio com 1024 valores. Este vector e´ comparado com os pesos de cada um dos
neuro´nios, calculando-se a distaˆncia Euclidiana entre os dois. A imagem e´ classificada
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Figura 2.55: Imagens representadas pelos 36 neuro´nios [Saunders & Gero 2001].
Figura 2.56: Galeria de imagens gerada por agentes com prefereˆncias por graus de
novidade distintos (N = 0 a N = 19). Adaptado de Saunders & Gero [2001].
como pertencendo a` categoria representada pelo neuro´nio mais pro´ximo, sendo o
grau de novidade igual ao erro de categorizac¸a˜o. Posteriormente os pesos da rede de
Kohonen sa˜o actualizados.
Na figura 2.55 apresentamos as imagens pro´totipo representadas pelos pesos de
cada um dos 36 neuro´nios da rede de Kohonen de um agente.
Uma vez calculado o grau de novidade de uma imagem, determina-se o seu in-
teresse. Cada agente tem um grau de novidade preferido e imagens com graus de
novidade insuficientes ou excessivos sa˜o penalizadas. Os autores tambe´m estabele-
cem uma relac¸a˜o entre o interesse de uma determinada imagem e a sua complexidade,
que e´ estimada calculando a dimensa˜o fractal das imagens a preto e branco usando o
me´todo de contagem dos blocos9.
Na figura 2.56 apresentam-se va´rias imagens geradas por agentes com prefereˆncias
por diferentes graus de novidade, a partir de uma imagem inicial comum. Conforme
se pode observar, a ligac¸a˜o entre grau de novidade e complexidade e´ clara.
9Do Ingleˆs: Box Counting.
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Figura 2.57: Conjuntos de imagens ilustrando o processo evolutivo [Greenfield 2004].
Gary Greenfield Greenfield [2003; 2004] propo˜e um esquema co-evoluciona´rio para
a evoluc¸a˜o de imagens com uma este´tica independente. Nesta abordagem co-evoluem
duas populac¸o˜es: uma de imagens, geradas atrave´s de uma abordagem semelhante a`
de Sims [1991], mas limitadas a 256 tons de cinzento; outra de filtros de convoluc¸a˜o,
em que cada filtro e´ uma matriz de inteiros de dimensa˜o 3× 3, utilizando para a sua
evoluc¸a˜o um AG.
Os filtros sa˜o vistos como parasitas que tentam infectar as imagens. Cada imagem
e´ infectada por um conjunto de filtros, sendo cada filtro aplicado a n blocos de di-
mensa˜o 10×10 da imagem. A aptida˜o da imagem depende da capacidade de detectar
a presenc¸a dos parasitas: quanto maiores forem as alterac¸o˜es induzidas pelos filtros,
maior sera´ a aptida˜o da imagem. Por sua vez, a aptida˜o dos filtros depende da sua
capacidade de passar despercebidos. Visto que cada filtro e´ aplicado a um conjunto
de imagens, e que cada imagem e´ infectada por um conjunto de filtros, no ca´lculo da
aptida˜o consideram-se os valores me´dios das alterac¸o˜es.
Segundo Greenfield [2004] o esquema co-evoluciona´rio apresentado baseia-se no
pressuposto que imagens esteticamente interessantes possuem “anomalias visuais”, e
de que os filtros conseguem detectar estas anomalias. De forma gene´rica, a abordagem
de Greenfield tende a conduzir a` evoluc¸a˜o de imagens de complexidade crescente, visto
que a imprevisibilidade da imagens dificulta que os parasitas passem despercebidos.
De acordo com Greenfield [2004], as imagens produzidas atrave´s deste esquema
sa˜o, geralmente, pouco apeativas. Na tentativa de identificar etapas interessantes do
processo evolutivo, recorre a um me´todo de visualizac¸a˜o que sumaria este processo
atrave´s da apresentac¸a˜o das imagens mais aptas. Na figura 2.57 podemos observar
dois conjuntos de imagens que ilustram experieˆncias independentes. A durac¸a˜o das
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Figura 2.58: Visa˜o mais detalhada do processo evolutivo. Gerac¸o˜es 250 a 300, imagens
mais aptas de cada duas gerac¸o˜es [Greenfield 2004].
experieˆncias foi de 500 gerac¸o˜es, sendo apresentadas as imagens mais aptas de cada
conjunto de 25 gerac¸o˜es. Greenfield procura per´ıodos do processo evolutivo onde
tenha ocorrido uma alterac¸a˜o do tipo de imagem criado. Usando o mesmo esquema
de visualizac¸a˜o, analisa com maior detalhe esses per´ıodos, na procura de imagens
interessantes (ver figura 2.58).
Nils Svang˚ard e Peter Nordin A ideia base da abordagem proposta por Svang˚ard
& Nordin [2004] e´ a utilizac¸a˜o de estimativas de complexidade para modelar as pre-
fereˆncias do utilizador, sugerindo-se a utilizac¸a˜o destas estimativas para determinar
a aptida˜o dos indiv´ıduos. Esta proposta partilha va´rias semelhanc¸as com publicac¸o˜es
que lhe precedem, resultantes de trabalho desenvolvido no aˆmbito desta tese.
O trabalho de Svang˚ard & Nordin [2004] baseia-se no conceito de “distaˆncia de
informac¸a˜o” [Bennett, Gacs, Li, Vitanyi & Zurek 1998] que tentaremos explicar
de forma sucinta. A complexidade de Kolmogorov de um objecto, K(x), e´ a di-
mensa˜o do menor programa capaz de reproduzir x, podendo ser vista como uma
quantificac¸a˜o da quantidade de informac¸a˜o contida no objecto. A complexidade de
Kolmogorov depende da ma´quina considerada. No entanto, considerando ma´quinas
Turing-completas m e n, existe uma constante C tal que:
C ≤ |Km(x)−Kn(x)|,∀x (2.1.1)
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De forma semelhante, podemos definir a complexidade de Kolmogorov condicional,
K(x|y), o tamanho do menor programa capaz de reproduzir x, sabendo-se y. Em Li
et al. [2003] e´ apresentada uma me´trica de semelhanc¸a de informac¸a˜o baseada nestes
conceitos:
d(x, y) =
max[K(x|y), K(y|x)]
max[K(x), K(y)]
(2.1.2)
Para calcular uma estimativa da complexidade de Kolmogorov condicional, e´
poss´ıvel recorrer a` seguinte fo´rmula [Bennett, Gacs, Li, Vitanyi & Zurek 1998]:
K(x|y) ≈ K(xy)−K(x), (2.1.3)
onde K(xy) representa a complexidade da concatenac¸a˜o de x e y.
Svang˚ard & Nordin [2004] usam va´rios me´todos de compressa˜o para estimar a
complexidade de Kolmogorov das imagens, JPEG e TIFF com compressa˜o LZW, e dos
geno´tipos, LZ77 (tambe´m conhecido por Lempel-Ziv). Posteriormente, considerando
um indiv´ıduo e uma biblioteca de indiv´ıduos, calculam, recorrendo a`s fo´rmula acima
apresentadas:
• A distaˆncia me´dia aos geno´tipos da biblioteca;
• A distaˆncia a` concatenac¸a˜o dos geno´tipos da biblioteca;
• A distaˆncia me´dia aos feno´tipos da biblioteca;
• A distaˆncia a` concatenac¸a˜o dos feno´tipos da biblioteca;
Nos resultados apresentados por Svang˚ard & Nordin [2004] foi utilizada uma bi-
blioteca de 50 indiv´ıduos, previamente classificados como esteticamente agrada´veis.
Nos testes apresentados os autores usam 50 pares de imagens, geradas aleatoriamente
atrave´s de uma abordagem semelhante a` de Sims [1991]. Cada par de imagens e´
apresentado a um utilizador que escolhe a que considera melhor, sendo esta escolha
comparada com a efectuada pelo sistema. Dependendo do me´todo utilizado, as taxas
de sucesso variam entre 34% e 75% (ver tabela 2.5).
Torna-se dif´ıcil fazer uma ana´lise destes resultados devido a va´rias ordens de fac-
tores. So´ dois dos me´todos testados resultam em taxas de sucesso significativamente
superiores a 50%, que seria o resultado alcanc¸ado de forma aleato´ria. Tambe´m na˜o
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Me´todo Taxa de Sucesso
Concatenac¸a˜o de Geno´tipos 65%
Distaˆncia Me´dia aos Geno´tipos 59%
Concatenac¸a˜o de Feno´tipos (JPEG) 75%
Distaˆncia Me´dia aos Feno´tipos (JPEG) 34%
Concatenac¸a˜o de Feno´tipos (LZW) 54%
Distaˆncia Me´dia aos Feno´tipos (LZW) 34%
Tabela 2.5: Taxas de sucesso para diferentes me´todos [Svang˚ard & Nordin 2004].
Figura 2.59: Duas imagens geradas aleatoriamente e uma imagem totalmente negra.
e´ apresentado qualquer exemplo das imagens consideradas, o que impede determinar
qual a dificuldade da tarefa.
Apesar da louva´vel tentativa de fundamentac¸a˜o teo´rica da abordagem seguida,
na˜o e´ linear que as fo´rmulas apresentadas capturem o conceito humano de semelhanc¸a
entre imagens. Um exemplo podera´ ajudar a clarificar esta situac¸a˜o.
Considerem-se treˆs imagens a preto e branco: as imagens R1 e R2 sa˜o geradas de
forma totalmente aleato´ria, sorteando o valor de cada um dos seus pixels; a imagem
B e´ completamente negra. Sendo B totalmente negra, K(B) tera´ um valor muito
baixo. Por uma questa˜o de simplicidade e sem perda de generalidade10, considere-se
que K(B) ≈ 0, o que implica que K(B|R1) ≈ 0, visto que K(x|y) ≤ K(x),∀x, y. Por
outro lado, K(R1|B) ≈ K(R1), o que resulta de R1 ser totalmente aleato´ria. Desta
forma, d(R1, B) ≈ 1. Como K(R1|R2) ≈ K(R1) e K(R2|R1) ≈ K(R2), pelas razo˜es
ja´ apontadas, d(R1, R2) ≈ 1. Ou seja, de acordo com o me´todo proposto, a distaˆncia
entre B e R1 seria semelhante a` distaˆncia entre R1 e R2. Na pra´tica e de um ponto de
vista humano, conforme a figura 2.59 demonstra, as imagens R1 e R2 sa˜o semelhantes
entre si e radicalmente diferentes da imagem B.
10Basta que K(B) < K(R1) e que K(B|R1) < K(R1|B) para que o resultado final se verifique.
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Classificac¸a˜o das Aplicac¸o˜es
Art´ısticas da Inteligeˆncia Artificial
No cap´ıtulo anterior fizemos uma ana´lise de diversas aplicac¸o˜es de Inteligeˆncia Arti-
ficial no domı´nio das Artes. Nessa ana´lise, as aplicac¸o˜es foram divididas de acordo
com a sua a´rea de aplicac¸a˜o e agrupadas de acordo com as te´cnicas utilizadas. Se nos
centrarmos na funcionalidade e nos objectivos subjacentes ao desenvolvimento destas
aplicac¸o˜es, outro tipo de classificac¸a˜o emerge. Deste modo, as aplicac¸o˜es analisadas
podem ser classificadas como pertencendo a um dos seguintes grupos:
• Ferramentas
• Aplicac¸o˜es de Ana´lise
• Aplicac¸o˜es Baseadas em Modelos
• Artistas Artificiais
Esta divisa˜o em quatro grupos e´ inspirada nas considerac¸o˜es tecidas por Spector
& Alpern [1994; 1995]. Contudo, aos tipos de aplicac¸o˜es propostas por este autor
no´s acrescentamos as aplicac¸o˜es de modelac¸a˜o. A adic¸a˜o deste grupo e´ motivada por
considerarmos que as aplicac¸o˜es deste tipo possuem caracter´ısticas muito pro´prias;
existindo diferenc¸as significativas, tanto ao n´ıvel da filosofia de desenvolvimento se-
guida, como a n´ıvel conceptual. Tal como anteriormente, existem aplicac¸o˜es cuja
classificac¸a˜o e´ discut´ıvel, visto encontrarem-se na fronteira entre grupos.
De seguida descrevemos as caracter´ısticas que definem cada um dos grupos pro-
postos, dando exemplos de aplicac¸o˜es a eles pertencentes.
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3.1 Ferramentas
Nesta classe de aplicac¸o˜es inclu´ımos aquelas que sa˜o utilizadas como uma ferramenta,
i.e., aquelas cuja funcionalidade pode ser comparada a` de um pincel, piano ou editor
de texto.
Tal como seria de esperar, estas novas ferramentas ou, recorrendo a` terminolo-
gia proposta por Spector & Alpern [1995], estas ferramentas inteligentes, possuem
caracter´ısticas que as distinguem das convencionais, sendo a mais frequente o facto
de automatizarem, total ou parcialmente, parte do processo criativo. Na realidade,
esta automatizac¸a˜o pode verificar-se a dois n´ıveis distintos do processo: composic¸a˜o
e execuc¸a˜o.
Para clarificar aquilo que pretendemos dizer, consideremos o processo de criac¸a˜o
de um texto litera´rio, por exemplo uma histo´ria. O seu processo de criac¸a˜o pode ser
dividido em duas etapas, na primeira (composic¸a˜o) sa˜o desenvolvidas as personagens,
relac¸o˜es entre elas, enredo, estrutura, etc.; na segunda (execuc¸a˜o), e com base na
produc¸a˜o resultante da primeira etapa, o autor escreve o texto. Assim, e mantendo-
nos dentro da a´rea da escrita, encontramos aplicac¸o˜es tais como: o Writer Assistant
[Sharples, Goodlet & Pemberton 1989] ou o HAL [Lebowitz 1985] que auxiliam o
autor durante a fase de composic¸a˜o; e aplicac¸o˜es como o TALE-SPIN [Meehan 1977]
e MINSTREL [Turner 1992] que o auxiliam na execuc¸a˜o.
Passando para a nossa a´rea de eleic¸a˜o, a das artes visuais, podemos incluir den-
tro desta classe trabalhos como os de Sims [1991] e, consequentemente, todas as
abordagens evolutivas interactivas. Estas aplicac¸o˜es sa˜o, no fundo, ferramentas que
permitem ao utilizador explorar, de acordo com as suas prefereˆncias, um espac¸o de
imagens.
O objectivo inerente a` construc¸a˜o de ferramentas inteligentes e´ dar ao artista
novos meios de criar obras de arte. Desta forma, e´ aumentado o potencial criativo
do artista, quanto mais na˜o seja porque a utilizac¸a˜o de uma ferramenta distinta, com
forc¸as e fraquezas diferentes das ferramentas convencionais, potencia a criac¸a˜o de
obras de arte de ge´neros distintos, que dificilmente seriam explorados se o artista se
encontrasse limitado a` utilizac¸a˜o das ferramentas convencionais.
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Adicionalmente, o impacto de ferramentas semelhantes a` de Sims [1991], e´ pro-
fundo, induzindo alterac¸o˜es ao n´ıvel do processo criativo e do produto do mesmo.
Com este tipo de aplicac¸o˜es deixa de existir a distinc¸a˜o entre etapas de composic¸a˜o e
de execuc¸a˜o, visto que apenas e´ requerido ao utilizador que escolha as suas imagens
preferidas.
Assim, atinge-se outro n´ıvel de liberdade criativa, visto que para ale´m de na˜o estar
limitado pelos aspectos te´cnicos de execuc¸a˜o, o artista passa a libertar-se da tarefa
de composic¸a˜o. Como e´ evidente, a utilizac¸a˜o de ferramentas inteligentes, mesmo de
aplicac¸o˜es como a de K. Sims, implica o desenvolvimento de competeˆncias que sa˜o
frequentemente distintas das requeridas pelas ferramentas convencionais. O utilizador
continua a desempenhar um papel fulcral no processo criativo e, tal como acontece
com qualquer outro tipo de ferramenta, a utilizac¸a˜o de ferramentas inteligentes im-
plica um per´ıodo de aprendizagem e adaptac¸a˜o.
3.2 Aplicac¸o˜es de Ana´lise
Nesta classe inclu´ımos aplicac¸o˜es cujo objectivo principal e´ a ana´lise de obras de
arte, em contraste com a produc¸a˜o ou aux´ılio a` produc¸a˜o art´ıstica. Em alguns casos
estes sa˜o objectivos secunda´rios atingidos de forma indirecta. Isto e´, a ana´lise, e
consequentemente a melhor compreensa˜o de um conjunto de obras, pode facilitar a
criac¸a˜o de novas obras de arte.
Nesta classe de aplicac¸o˜es podemos incluir trabalhos tais como os de Cope [1992c],
nomeadamente no que diz respeito a` detecc¸a˜o de “assinaturas”. Alia´s, este e´ um bom
exemplo daquilo que afirma´mos anteriormente, uma vez que as assinaturas recolhidas
na fase de ana´lise sa˜o posteriormente utilizadas na ge´nese de novas obras. A ana´lise
musical tem despertado o interesse de diversos investigadores (p.ex., Cope [1997] e
Wiggins & Smaill [1999]).
Curiosamente, no domı´nio das artes visuais existem poucas aplicac¸o˜es deste ge´nero.
De facto, na˜o temos conhecimento de nenhuma aplicac¸a˜o que tenha por objectivo a
ana´lise de arte visual. Existem, como e´ o´bvio, diversas aplicac¸o˜es de inteligeˆncia ar-
tificial que fazem ana´lise de imagem (p.ex. reconhecimento de caracteres, criac¸a˜o de
modelos 3D a partir de imagens, filtragem e reconstruc¸a˜o de imagens, etc.). Contudo,
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estas formas de ana´lise na˜o teˆm objectivos art´ısticos. Uma das raras excepc¸o˜es e´ o
trabalho de Taylor, Micolich & Jonas [1999] no qual os autores recorrem ao ca´lculo
da dimensa˜o fractal de imagens para classificar e datar quadros de Jackson Pollock.
A escassez de aplicac¸o˜es destinadas a` ana´lise de obras de arte visuais pode fa-
cilmente ser explicada pelo facto de a teoria sobre o domı´nio ser, neste particular,
praticamente inexistente. Como tal, torna-se extremamente complexo desenvolver
estas aplicac¸o˜es.
Na mu´sica, p.ex., e´ poss´ıvel representar as obras atrave´s de uma partitura, e,
consequentemente, trabalhar a um n´ıvel de abstracc¸a˜o superior1. No domı´nio da arte
visual, na˜o existe um alfabeto de s´ımbolos que permita a descric¸a˜o de obras gene´ricas
nem a sua ana´lise a um n´ıvel de abstracc¸a˜o elevado, o que dificulta o desenvolvimento
de ferramentas deste tipo.
3.3 Aplicac¸o˜es Baseadas em Modelos
Um exemplo protot´ıpico deste tipo de aplicac¸a˜o, e´ o trabalho desenvolvido por Stiny
& Gips [1978] de modelac¸a˜o do estilo das casas de campo desenhadas por Frank
Lloyd Wright. A criac¸a˜o de um modelo computacional, neste caso atrave´s do recurso
a uma grama´tica de formas, de determinado estilo de obra de arte, possibilita a
criac¸a˜o de novas obras dentro desse estilo. De certa forma, e seguindo a mesma
linha de racioc´ınio que Boden [1994], as casas desenvolvidas pelo sistema sa˜o da
autoria de Frank Lloyd Wright. Subjacente a esta argumentac¸a˜o esta´ o facto de as
casas desenvolvidas pelo sistema serem indistingu´ıveis das produzidas pelo famoso
arquitecto, mesmo para peritos na sua obra.
Adicionalmente, a criac¸a˜o do modelo implica a representac¸a˜o expl´ıcita das regras
inerentes ao estilo modelado. Deste modo, obte´m-se uma melhor compreensa˜o do
estilo em questa˜o. Tal como ja´ referimos, os peritos consultados sobre a obra de
Frank Lloyd Wright foram incapazes de explicar a noc¸a˜o de equil´ıbrio existente nas
casas deste arquitecto. Contudo, a ana´lise efectuada durante a etapa de construc¸a˜o do
modelo permitiu a traduc¸a˜o deste conhecimento em regras de produc¸a˜o da grama´tica
1Apesar de existirem obras musicais que na˜o podem ser representadas atrave´s de partituras, este
formato permite a codificac¸a˜o de um vasto conjunto de obras.
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de formas. Desta forma, o desenvolvimento de aplicac¸o˜es de modelac¸a˜o, para ale´m
de permitir a gerac¸a˜o de novas obras, tem como benef´ıcio adicional contribuir para o
avanc¸o do conhecimento na a´rea em causa.
Nesta categoria podemos ainda considerar os trabalhos de Soddu [1999]. A princi-
pal diferenc¸a e´ que neste caso o papel de “programador” e de “artista a modelar” sa˜o
desempenhados pela mesma pessoa, C. Soddu. Tal como o pro´prio afirma, as obras
produzidas pelo seu sistema obedecem aos seus crite´rios este´ticos e arquitecto´nicos ou,
se preferirmos e utilizando a mesma expressa˜o que Soddu, a` sua idea. Outra diferenc¸a
importante situa-se ao n´ıvel do processo de desenvolvimento: no trabalho de Stiny &
Gips [1978], a modelac¸a˜o e´ feita apo´s um processo de elicitac¸a˜o de conhecimento que
implica a ana´lise de va´rias obras do arquitecto em questa˜o; no caso de Soddu [1999],
o modelo e´ constru´ıdo directamente pelo arquitecto, que opta por exprimir a sua idea
desta forma. Tal como o autor defende [Soddu 1999], o seu objectivo passa pela
construc¸a˜o de meta-projectos, i.e., Soddu esta´ interessado em exprimir um conceito
arquitecto´nico, um arque´tipo, e na˜o em construir instaˆncias deste arque´tipo. Esta
tarefa de construc¸a˜o de instaˆncias e´ levada a cabo pelo computador.
Conforme sera´ fa´cil de aceitar e compreender, podemos integrar nesta secc¸a˜o os
trabalhos na a´rea da mu´sica que recorrem a modelos matema´ticos (p.ex. Ames & Do-
mino [1988], Zicarelli [1987]); a generalidade dos trabalhos classificados como abor-
dagens generativas no cap´ıtulo anterior; bem como o trabalho de Todd & Latham
[1992]. Finalmente, podemos tambe´m considerar nesta secc¸a˜o, os sistemas AARON
[Cohen 1995] e ROSE [Burton 1997].
A inclusa˜o do trabalho de Todd & Latham [1992] nesta secc¸a˜o justifica-se pelo
facto de as primitivas e estrutura das formas utilizadas modelarem, de forma impl´ıcita,
o espac¸o de objectos. Os objectos pertencentes a este espac¸o obedecem a crite´rios
este´ticos e art´ısticos do autor. Tal como no caso do trabalho de Soddu [1999], estamos
perante um artista que opta por criar conceitos-forma. Na˜o deixa, como tal, de ser um
trabalho de modelac¸a˜o. As te´cnicas de modelac¸a˜o e, principalmente, de explorac¸a˜o
do espac¸o modelado e´ que diferem.
Os trabalhos de Burton [1997] e Cohen [1995] sa˜o inclu´ıdos nesta secc¸a˜o pela
seguinte ordem de razo˜es: no primeiro caso, o objectivo do ROSE e´ a modelac¸a˜o
de diversas etapas do desenho infantil; no segundo, as regras inclu´ıdas no AARON
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correspondem a` modelac¸a˜o dos conceitos art´ısticos do seu autor [Cohen 1995; Hearst
1997; McCorduck 1991]. Adicionalmente, em ambos os casos, os modelos encontram
uma representac¸a˜o expl´ıcita atrave´s das regras integrados no sistema.
3.4 Artistas Artificiais
De acordo com Spector & Alpern [1994] um Artista Artificial (AA)2 e´ uma aplicac¸a˜o
capaz de criar obras com me´rito este´tico, por si pro´pria ou com um mı´nimo de in-
tervenc¸a˜o humana. Contudo, consideramos que esta definic¸a˜o peca por escassa. Se-
guindo a` letra esta definic¸a˜o, a aplicac¸a˜o desenvolvida por Stiny & Gips [1978] seria
um AA, visto que esta obedece a`s restric¸o˜es da definic¸a˜o. Seguindo a mesma linha
de racioc´ınio, qualquer uma das aplicac¸o˜es de modelac¸a˜o mencionadas teria tambe´m
que ser considerada como um AA.
A` primeira vista esta classificac¸a˜o parece fazer sentido, visto que aplicac¸o˜es como
a de Stiny & Gips [1978] sa˜o capazes de gerar obras que sa˜o indistingu´ıveis das
produzidas pelos artistas modelados. No entanto consideramos que esta linha de
racioc´ınio leva a concluso˜es erro´neas, conforme de seguida tentamos demonstrar.
Antes de mais, recordemos o me´todo de desenvolvimento e funcionamento deste
tipo de aplicac¸o˜es. Este pode, sumariamente, ser descrito da seguinte forma: inicial-
mente e´ definido um espac¸o de procura restrito, tipicamente especificado atrave´s do
recurso a grama´ticas, que e´ constitu´ıdo exclusivamente pelas obras que a grama´tica
pode gerar; numa fase posterior sa˜o geradas, usualmente de forma aleato´ria, obras
pertencentes a este espac¸o.
Consideremos agora que possu´ımos uma versa˜o ligeiramente diferente da aplicac¸a˜o
desenvolvida por Stiny & Gips [1978]. Esta versa˜o na˜o consegue gerar novas casas,
limitando-se a reproduzir as desenhadas por Frank Lloyd Wright. Sera´ que esta
aplicac¸a˜o tambe´m deve ser considerada um AA? E se o espac¸o de procura fosse
constru´ıdo por enumerac¸a˜o?
Ou seja, parece razoa´vel admitir que na˜o basta que o produto da aplicac¸a˜o tenha
valor este´tico; e´ tambe´m necessa´rio que este tenha um cara´cter novo, eventualmente
2Constructed artist, no original.
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inovador. A novidade podera´ ser caracterizada a dois n´ıveis: pessoal, a criac¸a˜o de
algo que o sistema desconhece; ou histo´rica, a criac¸a˜o de algo desconhecido.
De acordo com Boden [1987], as casas produzidas pela aplicac¸a˜o de Stiny & Gips
[1978] sa˜o casas de Frank Lloyd Wright. Como tal, apesar de novas, na˜o podem ser
consideradas inovadoras. Estaremos assim, eventualmente, perante um caso de cria-
tividade explorato´ria e na˜o perante um caso de criatividade transformacional [Boden
1987]. Conve´m contudo realc¸ar que existem inu´meros artistas humanos cujo trabalho
na˜o e´ inovador. Desta forma, a capacidade de inovac¸a˜o na˜o e´ estritamente necessa´ria
para que um sistema seja considerado um AA, e´ apenas uma caracter´ıstica deseja´vel.
As principais objecc¸o˜es a` classificac¸a˜o de aplicac¸o˜es como a de Stiny & Gips [1978]
como AAs, referem-se na˜o ao produto destas aplicac¸o˜es mas sim ao processo utilizado
na gerac¸a˜o do produto. Por outras palavras, este tipo de aplicac¸o˜es na˜o possui as
caracter´ısticas e capacidades que usualmente atribu´ımos a um artista. Passamos
enta˜o, de seguida, a` descric¸a˜o das caracter´ısticas cuja posse consideramos deseja´vel
e/ou necessa´ria, para que uma aplicac¸a˜o seja considerada um AA.
3.4.1 Caracter´ısticas dos Artistas Artificiais
Comec¸amos pelas caracter´ısticas dos produtos de um AA. De forma sinte´tica, as obras
devem ser: novas, preferencialmente no sentido histo´rico; reconhec´ıveis como obras
de arte; e inovadoras.
A raza˜o de ser das duas primeiras restric¸o˜es e´ facilmente compreens´ıvel e aceita´vel.
Por um lado, tem que ser produzido algo de diferente, por outro o produto tem que ter
valor art´ıstico. Na nossa perspectiva, estas caracter´ısticas do produto sa˜o necessa´rias
para que uma aplicac¸a˜o possa ser considerada um AA.
No que diz respeito ao cara´cter inovador das obras produzidas, consideramos que
e´ uma caracter´ıstica deseja´vel. No entanto, a sua auseˆncia na˜o e´ raza˜o suficiente
para a exclusa˜o de uma aplicac¸a˜o do grupo dos AAs. E´ frequente os artistas huma-
nos inspirarem-se nas obras dos seus pares; criarem obras em que e´ reproduzido o
estilo de outras ja´ existentes; ou ate´ recriarem obras de outros artistas introduzindo
alterac¸o˜es, de acordo com os seus pro´prios crite´rios art´ısticos e/ou este´ticos. Assim,
na˜o vemos raza˜o para que o produto do AA tenha que ser necessariamente inovador,
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embora consideremos deseja´vel que a aplicac¸a˜o tenha, tal como os artistas humanos,
o potencial de produzir obras inovadoras.
Tal como referimos anteriormente, tambe´m e´ importante ter em considerac¸a˜o a
forma atrave´s da qual as obras de arte sa˜o geradas. Assim, consideramos que um AA
deve possuir a capacidade de: representac¸a˜o gene´rica; aprendizagem; integrac¸a˜o de
conhecimento; e execuc¸a˜o de julgamentos este´ticos e/ou art´ısticos.
No que concerne a` representac¸a˜o, pensamos que as aplicac¸o˜es devem ter capaci-
dades representativas que permitam a codificac¸a˜o de qualquer objecto da sua a´rea de
aplicac¸a˜o, ou pelo menos de um vasto e heteroge´neo conjunto de objectos. Por exem-
plo, na a´rea da pintura, deve ser poss´ıvel representar qualquer imagem atrave´s das
“primitivas” do sistema. A falta de capacidades de representac¸a˜o gene´ricas prejudica
significativamente, na˜o so´ o produto do sistema, como a capacidade de aprendizagem
e de integrac¸a˜o de conhecimento do mesmo.
O AARON [Cohen 1995; McCorduck 1991], p.ex., esta´ limitado pelo conhecimento
procedimental, que determina o estilo dos desenhos produzidos. Pode-se fazer com que
o AARON desenhe novos motivos, adicionando para o efeito conhecimento declarativo
distinto. Contudo, o AARON continuara´ a desenhar no mesmo estilo. Ou seja, um
sistema como o AARON esta´, inevitavelmente, limitado a um determinado tipo de
imagem.
Sistemas como o AARON sa˜o esta´ticos. Uma alterac¸a˜o no seu comportamento so´
pode ser alcanc¸ada atrave´s da edic¸a˜o do conhecimento procedimental, o que e´ uma
tarefa de enorme complexidade, conforme se pode depreender do nu´mero de anos
dispendidos na elaborac¸a˜o destas regras. Este tipo de observac¸a˜o leva-nos a reflectir
sobre as capacidades de aprendizagem dos sistemas.
Do nosso ponto de vista, um AA deve ser capaz de aprender, mudando o seu com-
portamento ao longo do tempo, em func¸a˜o do contexto em que esta´ inclu´ıdo e daquilo
que experiencia. A aplicac¸a˜o desenvolvida por Sims [1991], p.ex., melhora gradual-
mente a sua performance, baseando-se na classificac¸a˜o atribu´ıda pelo utilizador a`s
imagens geradas. A` medida que o nu´mero de gerac¸o˜es aumenta, as imagens va˜o-se
aproximando dos padro˜es este´ticos do utilizador, ate´ alcanc¸arem n´ıveis aceita´veis.
Alguns podera˜o considerar que este tipo de adaptac¸a˜o na˜o e´ aprendizagem no sentido
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forte do termo. Apesar de tudo, e´ poss´ıvel alterar o comportamento do sistema sem
alterar o pro´prio sistema, o que e´ certamente uma vantagem relativamente a` aplicac¸a˜o
de Cohen [1995].
Um artista humano na˜o parte do zero, como acontece no sistema de Sims [1991];
tem acesso a obras de arte de outros artistas. Pode, como tal, utiliza´-las como fonte de
inspirac¸a˜o na produc¸a˜o de novas obras. Adicionalmente, pode analisar estes trabalhos
e utilizar os resultados da ana´lise para alterar a sua metodologia de criac¸a˜o. Assim, a
capacidade de integrar conhecimento ajudara´ certamente a aumentar a performance
das aplicac¸o˜es. Conforme referimos anteriormente, a capacidade de integrac¸a˜o de
conhecimento depende das capacidades de representac¸a˜o do sistema. Seria imposs´ıvel
ao AARON utilizar um quadro de Van Gogh como fonte de inspirac¸a˜o, visto que a
representac¸a˜o deste tipo de obra na˜o e´ poss´ıvel no sistema.
Finalmente, e para se tornar independente dos seres humanos, um AA tem que
conseguir reconhecer uma obra de arte quando a veˆ. Tal permite que o AA guie o
processo de gerac¸a˜o, avalie os seus trabalhos e os de outros artistas, seleccione as
obras e autores que o va˜o influenciar e inspirar, etc. Na nossa perspectiva, um artista
na˜o vive num mundo isolado e estanque, influencia e e´ influenciado pelo ambiente que
o rodeia, e estas experieˆncias teˆm repercussa˜o nas obras produzidas. Consideramos,
por isso, a capacidade de experienciar objectos do domı´nio em questa˜o e de efectuar
ju´ızos este´ticos e/ou art´ısticos, como essencial num Artista Artificial.
Tendo em linha de conta as caracter´ısticas apresentadas nesta secc¸a˜o, passamos a`
ana´lise de um conjunto de aplicac¸o˜es, com o objectivo de determinar quais devem ser
classificadas como AAs. Uma ana´lise de todas as aplicac¸o˜es anteriormente apresen-
tadas, seria na˜o so´ longa como mono´tona, visto que muitas partilham caracter´ısticas
semelhantes. Como tal, optamos por seleccionar um conjunto restrito de trabalhos
que consideramos representativo: AARON [Cohen 1995], Stiny & Gips [1978], Sims
[1991], Baluja, Pomerlau & Todd [1994], e EMI [Cope 1992c].
Para uma melhor visualizac¸a˜o, na tabela 3.1 fazemos uma s´ıntese das carac-
ter´ısticas destes trabalhos.
A primeira conclusa˜o que se pode retirar da observac¸a˜o da tabela 3.1 e´ que o
AARON e´ o sistema que menos argumentos possui para ser considerado um AA.
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Caracter´ısticas AARON Stiny Sims Baluja EMI
P
ro
d
u
to Novo X X X X X
Reconhec´ıvel como arte X X X X
Inovador X X X
P
ro
ce
ss
o Representac¸a˜o gene´rica X z z X
Aprendizagem z X X
Integrac¸a˜o de conhecimento X
Avaliac¸a˜o este´tica X
Tabela 3.1: A presenc¸a de uma caracter´ıstica e´ assinalada atrave´s do s´ımbolo “X”,
enquanto que a sua auseˆncia e´ indicada pela ce´lula vazia. O s´ımbolo “z” indica uma
situac¸a˜o especial que sera´ explicada no texto.
Este facto na˜o deixa de ser surpreendente, principalmente se tivermos em conta que
o AARON e´, sem margem para du´vida, a aplicac¸a˜o no campo das artes que maior
sucesso obteve. O u´nico aspecto que podera´ suscitar alguma du´vida, e´ o se os seus
quadros devem ou na˜o ser considerados inovadores. Optamos pelo na˜o, uma vez que
os quadros na˜o introduzem inovac¸o˜es a n´ıvel do estilo, composic¸a˜o nem tema. No que
diz respeito a`s restantes caracter´ısticas, pensamos que a classificac¸a˜o apresentada e´
consensual. Desta forma, e apesar do AARON produzir obras novas de grande valor
este´tico e art´ıstico, na˜o reu´ne as caracter´ısticas que consideramos necessa´rias para
que um sistema possa ser considerado um AA.
No que diz respeito ao sistema desenvolvido por Stiny & Gips [1978] a situac¸a˜o
mante´m-se praticamente inalterada. A u´nica diferenc¸a reside nas capacidades de
representac¸a˜o deste sistema.
Stiny & Gips [1971] introduziu o conceito de grama´tica espacial, dando exemplos
de grama´ticas deste tipo. Mais tarde, usando uma abordagem baseada neste tipo de
grama´ticas, desenvolveu a aplicac¸a˜o em ana´lise. As primitivas utilizadas sa˜o de baixo
n´ıvel. Atrave´s da sua conjugac¸a˜o, e´ poss´ıvel representar um vasto conjunto de obras
arquitecto´nicas. Desta forma, a abordagem de Stiny & Gips [1978] na˜o esta´ limitada
a um estilo espec´ıfico, pelo podemos considerar que tem capacidades de representac¸a˜o
gene´ricas. No entanto, as regras gramaticais inclu´ıdas para modelar o estilo de Frank
Lloyd Wright fazem com que a grama´tica passe a gerar, exclusivamente, obras deste
estilo. Ou seja, apesar da abordagem ser gene´rica ao n´ıvel da representac¸a˜o, este
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potencial na˜o e´ explorado no sistema em questa˜o. Aproveitamos para referir que este
tipo de representac¸a˜o podera´ ser utilizado de formas distintas. Por exemplo, usando
como ponto de partida os trabalhos de Stiny & Gips [1978] e Duarte [1999], ambos
baseados em grama´ticas espaciais, seria interessante desenvolver uma aplicac¸a˜o que
explore a combinac¸a˜o dos estilos arquitecto´nicos de Siza Vieira e Frank Lloyd Wright.
Do que foi dito facilmente se pode depreender que, de acordo com a nossa ana´lise,
a aplicac¸a˜o de Stiny & Gips [1978] na˜o pertence a` classe dos AAs.
Ainda no que diz respeito a`s capacidades de representac¸a˜o, as aplicac¸o˜es desenvol-
vidas por Sims [1991] e Baluja, Pomerlau & Todd [1994], levantam algumas du´vidas.
Por um lado, e´ poss´ıvel (ver Cap´ıtulo 8) representar qualquer imagem usando abor-
dagens semelhantes3; por outro, encontrar uma codificac¸a˜o u´til para determinada
imagem, usando este me´todo de representac¸a˜o, na˜o e´ tarefa fa´cil. Ao que tudo indica
a regressa˜o simbo´lica de imagens na˜o triviais e´ uma tarefa de elevada complexidade
[Nordin & Banzhaf 1995b; Nordin & Banzhaf 1996a; Nordin, Banzhaf & Francone
1999]. Assim, embora seja poss´ıvel, pelo menos em teoria, evoluir qualquer imagem
atrave´s destes sistemas, na˜o e´ poss´ıvel, na pra´tica, converter uma imagem criada fora
do sistema, p.ex., um quadro famoso, neste tipo de representac¸a˜o, o que limita as
capacidades de integrac¸a˜o de conhecimento destes sistemas.
Relativamente a`s capacidades de aprendizagem destas aplicac¸o˜es, tal como referi-
mos anteriormente, podemos considerar que estes sistemas aprendem, no sentido em
que a qualidade das imagens tende a melhorar a` medida que o nu´mero de gerac¸o˜es
aumenta. Para ale´m deste tipo de aprendizagem, Baluja, Pomerlau & Todd [1994]
recorrem a redes neuronais para modelar as prefereˆncias este´ticas de um, ou va´rios,
utilizadores. O uso de abordagens semelhantes, podera´ permitir que o sistema funci-
one autonomamente, adaptando-se ao contexto cultural em que esta´ inserido. Nesta
aplicac¸a˜o existe a tentativa de efectuar julgamentos este´ticos; contudo, os resultados
apresentados esta˜o longe de ser satisfato´rios. Como resultado as imagens produzidas
na˜o sa˜o reconhec´ıveis como obras de arte.
3Na aplicac¸a˜o desenvolvida por Baluja, Pomerlau & Todd [1994] existem limitac¸o˜es relativamente
a` cor. No entanto, estas poderiam ser facilmente ultrapassadas.
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Nestas circunstaˆncias, optamos por na˜o incluir a aplicac¸a˜o desenvolvida por Ba-
luja, Pomerlau & Todd [1994] na classe dos AAs, sendo o factor decisivo a baixa qua-
lidade das imagens geradas por este sistema. Por motivos semelhantes, as aplicac¸o˜es
desenvolvidas por Saunders [2001], Greenfield [2003] e Svang˚ard & Nordin [2004],
mencionadas no cap´ıtulo anterior, na˜o podem, na nossa perspectiva, ser consideradas
AAs.
No que diz respeito a` aplicac¸a˜o desenvolvida por Sims [1991], pensamos que deve
ser vista como uma ferramenta, o que e´ consistente com a filosofia subjacente ao seu
desenvolvimento e com as funcionalidades da mesma.
O sistema EMI [Cope 1992c] possui quase todas as caracter´ısticas consideradas
importantes num AA, sendo a sua u´nica “deficieˆncia” a incapacidade de avaliar obras
musicais. Tal como referimos no Cap´ıtulo 2, esta aplicac¸a˜o extrai “assinaturas” das
obras pertencentes a` sua base de dados, utilizando posteriormente estas assinaturas
na criac¸a˜o de novas obras. Se a base de dados for constitu´ıda por um conjunto
estilisticamente homoge´neo de obras, o sistema produzira´ obras nesse estilo. Desta
maneira, e neste modo de funcionamento, o EMI aproxima-se das aplicac¸o˜es inclu´ıdas
na secc¸a˜o de modelac¸a˜o.
Realc¸a-se, contudo, que no caso do EMI o modelo e´ constru´ıdo pelo programa e
na˜o pelo programador; ou seja, o programa aprende a modelar um determinado estilo
musical, a partir de um conjunto de exemplos desse estilo. O EMI tem capacidades de
representac¸a˜o gene´ricas, uma vez que a maioria das obras musicais pode ser inclu´ıda
na sua base de dados. Assim, o sistema pode combinar “assinaturas” de autores
distintos dando origem a obras inovadoras.
O sistema possui um elevado grau de autonomia. A u´nica acc¸a˜o que o utilizador
tem que efectuar e´ decidir quais as obras que devem ser inclu´ıdas na base de dados.
Neste caso particular, na˜o nos parece que esta dependeˆncia do utilizador seja parti-
cularmente relevante, ate´ porque poderia ser evitada. Pensamos que, das aplicac¸o˜es
analisadas, o EMI e´ a que mais se aproxima de um AA. No entanto, de acordo com
a nossa perspectiva, o facto de ser incapaz de efectuar julgamentos este´ticos, impede
que seja considerado como tal.
E´ poss´ıvel, eventualmente prova´vel na a´rea musical, a existeˆncia de aplicac¸o˜es
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merecedoras do estatuto de AA. No entanto, podemos afirmar com elevado grau de
certeza que na˜o existe, de momento, qualquer aplicac¸a˜o no domı´nio das Artes Visuais
que possa ser considerada um AA, de acordo com os crite´rios apresentados nesta
secc¸a˜o.
3.5 Arte sem Artista?
Da reflexa˜o efectuada na secc¸a˜o anterior, pode chegar-se a` conclusa˜o de que, de acordo
com a posic¸a˜o por no´s defendida, existe uma diferenc¸a considera´vel entre um sistema
que produz obras esteticamente agrada´veis de forma sistema´tica, e um artista artifi-
cial. O desenvolvimento de aplicac¸o˜es do primeiro tipo e´ poss´ıvel sem que se recorra
a te´cnicas de inteligeˆncia artificial, tal como de seguida se tenta demonstrar atrave´s
de um exemplo.
Conforme e´ do conhecimento geral, o conjunto de Mandelbrot, tal como outras
estruturas fractais, e´ uma estrutura matema´tica complexa cuja visualizac¸a˜o permite
gerar imagens esteticamente agrada´veis. Considere-se uma aplicac¸a˜o que gera imagens
do conjunto de Mandelbrot seleccionando aleatoriamente as coordenadas. Como e´
o´bvio, esta´ aplicac¸a˜o pode gerar imagens de elevado valor este´tico. Contudo, na˜o
o fara´ de forma sistema´tica e na realidade as probabilidades de gerar uma imagem
de elevado valor este´tico sera˜o baixas, visto que a maioria do espac¸o de procura e´
desinteressante. No entanto, se limitarmos este espac¸o a` zona fronteira do conjunto
de Mandelbrot, passaremos a produzir, de forma sistema´tica, imagens de elevado
valor este´tico (figura 3.1).
As questo˜es que este tipo de aplicac¸a˜o levanta sa˜o as seguintes: “Sera´ que as
imagens assim criadas podem ser consideradas obras de arte?”, “Em caso afirmativo
quem e´ o artista?”.
Curiosamente, ambas as questo˜es sa˜o mais controversas do que poderia parecer
numa primeira ana´lise. Aparentemente, as respostas mais populares na comunidade
art´ıstica sa˜o: “As imagens na˜o podem ser consideradas como obras de arte, visto
que na˜o foram produzidas com intenc¸a˜o art´ıstica”; ou, “A obra de arte e´ o programa
sendo, consequentemente, o artista o programador”.
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Figura 3.1: Na fila superior, ampliac¸o˜es sucessivas da fronteira do conjunto de Man-
delbrot. Na fila inferior, uma imagem da zona fronteira.
De acordo com esta linha de argumentac¸a˜o, o factor determinante para a clas-
sificac¸a˜o de determinado objecto como “arte”, e´ o facto de ter sido produzido com
“intenc¸a˜o art´ıstica”. Assim, imagens como a apresentada na figura 3.1 seriam radi-
calmente diferentes de obras como a da figura 3.2. Por outras palavras, a classificac¸a˜o
de um objecto como obra de arte na˜o dependeria do pro´prio objecto.
Embora aceitemos, sem objecc¸o˜es, que existe realmente uma diferenc¸a entre arte
e este´tica; e que, como tal, a posse de elevado valor este´tico na˜o e´ suficiente para
conferir a um objecto o estatuto de arte, na˜o nos parece razoa´vel que a classificac¸a˜o
de um objecto dependa exclusivamente de factores externos ao mesmo. Note-se que,
de acordo com a argumentac¸a˜o anterior, a classificac¸a˜o de um objecto depende exclu-
sivamente de factores que na˜o podem ser aferidos a partir do mesmo. Adicionalmente,
este tipo de posic¸a˜o da´ origem a situac¸o˜es absurdas. Por exemplo, no caso de se vir a
descobrir que na˜o existiu uma intenc¸a˜o art´ıstica subjacente a` criac¸a˜o da imagem da
figura 3.2, esta deixara´ imediatamente de ser considerada uma obra de arte. Pode-se
argumentar que imagens como a da figura 3.2 revelam uma intenc¸a˜o art´ıstica e que
seriam imposs´ıveis de gerar atrave´s de um processo que na˜o tivesse em conta este tipo
de factor. No entanto, este tipo de argumentac¸a˜o e´ no mı´nimo perigoso, ate´ porque
a imagem foi gerada por um gato4.
4O facto de certos gatos serem capazes de produzir “quadros” e´ conhecido de longa data. Aparen-
temente, este comportamento esta´ relacionado com a tentativa de fazer marcac¸o˜es territoriais, o que
e´ um comportamento comum na espe´cie. Pondo “a` ma˜o” tintas acr´ılicas (as de o´leo na˜o funcionam
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Figura 3.2: “Serious Ramifications”, Smokey, 1992, Acr´ılico sobre Carta˜o, McGilli-
cuddy Art Gallery.
Desta forma, para aqueles que defendem que a intenc¸a˜o e´ o factor determinante,
existem apenas duas alternativas: ou consideram que os gatos teˆm intenc¸o˜es art´ısticas,
ou a imagem deixa, de um momento para o outro, de ser uma obra de arte. Na nossa
opinia˜o, e embora estejamos certos que a maioria dos defensores desta teoria optaria
pela segunda alternativa, consideramos que ambas sa˜o igualmente inadequadas.
Segundo o nosso ponto de vista, aquilo que define um objecto como arte e´ o seu
reconhecimento como tal. Ou seja, a partir do momento em que algue´m reconhece
num objecto caracter´ısticas este´ticas, evocativas, expressivas, ou outras, que o le-
vam a considerar esse objecto como uma obra de arte, enta˜o esse objecto passa a
ser arte. Como tal, o acto de reconhecimento ganha importaˆncia relativamente ao
de produc¸a˜o, passando, de certa forma, a ser o verdadeiro “acto art´ıstico”. A clas-
sificac¸a˜o de um objecto como arte passa a depender, exclusivamente, do objecto e
do(s) observador(es), na˜o sendo tomada em considerac¸a˜o a origem do objecto. Como
efeito colateral, a arte deixa de ser um acto individualista (note-se que, segundo a
argumentac¸a˜o pre´via, apenas o pro´prio artista pode saber se determinado objecto e´
ou na˜o arte, uma vez que so´ ele esta´ consciente das suas intenc¸o˜es) e elitista (porque
so´ seriam reconhecidos aqueles cuja sociedade reconhecesse como sinceros, podendo
devido ao cheiro) e uma tela, certos gatos acabam por produzir pinturas. E´ questiona´vel se os gatos
esta˜o efectivamente a fazer marcas territoriais ou se esta˜o apenas a tentar limpar as patas.
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como tal acreditar nas suas intenc¸o˜es). E´ evidente que existem obras carregadas de
significado histo´rico (p.ex., “Guernica” de Picasso); no entanto esse valor histo´rico
na˜o deve ser confundido com o seu valor este´tico, sendo “apenas”outra dimensa˜o da
obra de arte.
Adicionalmente, e seguindo esta ordem de ideias, chegamos a` conclusa˜o de que
e´ poss´ıvel existir arte sem que exista um artista. Esta conclusa˜o e´ perfeitamente
consistente com a ana´lise e classificac¸a˜o de aplicac¸o˜es apresentada anteriormente,
visto existirem aplicac¸o˜es que geram obras de arte sem que possam ser consideradas
AAs. Existe, na nossa perspectiva, uma distinc¸a˜o entre aplicac¸o˜es geradoras de arte e
AAs. A` partida, o grau de complexidade de desenvolvimento deste tipo de aplicac¸o˜es
e´ bem distinto. Na˜o queremos com isto dizer que o desenvolvimento de uma aplicac¸a˜o
geradora de arte seja uma tarefa trivial, bem pelo contra´rio. No entanto, ao que tudo
indica, reveste-se de um grau de complexidade menor que o desenvolvimento de um
AA. Voltaremos a estes aspectos no Cap´ıtulo 7, onde nos debruc¸aremos sobre as
origens da arte e este´tica, e tentaremos demonstrar que o acto de reconhecimento
precede o da produc¸a˜o.
Em jeito de conclusa˜o, a nossa posic¸a˜o sobre a arte pode ser de certa forma
sintetizada atrave´s do antigo koan budista: “Se uma a´rvore cai na floresta e ningue´m
esta´ la´ para ouvir, ela produz som?”. O que interessa e´ se a a´rvore cai, e se ha´ algue´m
que a ouc¸a cair. A raza˜o pela qual a a´rvore cai e a intenc¸a˜o de quem a corta (se
e´ que ha´ algue´m a corta´-la), na˜o sa˜o questo˜es pertinentes. O que interessa e´ saber
se algue´m ouviu, e, no nosso caso, se algue´m reconhece o som como o ru´ıdo de uma
a´rvore a cair.
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Proposta de Modelo
Neste cap´ıtulo, com base no estudo efectuado no cap´ıtulo anterior, apresentamos a
proposta de um modelo para um Artista Artificial (AA). Este modelo foi idealizado
numa fase inicial da investigac¸a˜o, com o objectivo de que a aplicac¸a˜o resultante da
sua implementac¸a˜o pudesse ser considerada um AA. Assim, constituiu um ponto de
partida para a investigac¸a˜o subsequente.
Como sera´ fa´cil de compreender, na altura da concepc¸a˜o do modelo proposto, o
nosso conhecimento e grau de compreensa˜o das aplicac¸o˜es apresentadas anteriormente
era menor do que o actual. Na realidade, na altura em que propusemos este modelo,
na˜o esta´vamos familiarizados com va´rios dos trabalhos anteriormente analisados, entre
os quais os trabalhos de Baluja, Pomerlau & Todd [1994], Stiny & Gips [1978], Soddu
[1999], Cope [1997], Papadopoulos & Wiggins [1999]. Adicionalmente, o nosso grau de
compreensa˜o das nuances de certas aplicac¸o˜es (p.ex. Todd & Latham [1992], Cohen
[1995] e Spector & Alpern [1995]) era algo reduzido.
A principal motivac¸a˜o para o desenvolvimento do modelo foi o criar uma base
so´lida que permitisse o desenvolvimento de uma aplicac¸a˜o. Assim, para ale´m de
termos em considerac¸a˜o as caracter´ısticas que consideramos necessa´rias e deseja´veis
num AA (ver Cap´ıtulo anterior), houve a preocupac¸a˜o de que o modelo apresentado
fosse implementa´vel. Adicionalmente, tudo indicava que o desenvolvimento de um AA
fosse uma tarefa de elevada complexidade. Como tal, o modelo apresentado possui
uma estrutura modular, de forma a permitir o desenvolvimento de um AA atrave´s da
implementac¸a˜o sucessiva de componentes.
Conforme ja´ referimos, uma das condic¸o˜es necessa´rias para que uma aplicac¸a˜o seja
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classificada como um AA e´ a sua capacidade de produzir obras com valor art´ıstico, o
que so´ pode ser constatado apo´s a implementac¸a˜o. Para aumentar as probabilidades
de tal acontecer, procura´mos que o modelo proposto tivesse um potencial equipara´vel
a me´todos de produc¸a˜o art´ıstica convencionais. Esta preocupac¸a˜o levou-nos a consi-
derar a forma como os artistas (humanos) produzem obras de arte.
Antes de mais, um artista na˜o vive num mundo fechado, estando sujeito a uma
se´rie de influeˆncias. Aquilo que um artista e´ depende de um processo de aprendizagem
e maturac¸a˜o, e de um conjunto de experieˆncias acumuladas ao longo da vida. O artista
entra em contacto com um conjunto de obras, que podera˜o influenciar a sua produc¸a˜o
art´ıstica. Esta influeˆncia pode fazer-se sentir de va´rias formas. As obras que o artista
conhece podem alterar os seus crite´rios e prefereˆncias art´ısticas; podem servir como
fonte de inspirac¸a˜o, estil´ıstica e/ou tema´tica, para a produc¸a˜o de novas obras.
O processo de criac¸a˜o de uma nova obra costuma ser um processo iterativo. Usu-
almente o artista comec¸a por elaborar um esboc¸o que representa uma ideia inicial da
obra a realizar. A este esboc¸o inicial segue-se uma sucessa˜o de esboc¸os, a` medida que
o artista refina e altera a ideia inicial, aprimora a composic¸a˜o, e define com maior
exactida˜o certos aspectos ou zonas da obra. Durante este processo o artista toma
opc¸o˜es este´ticas e art´ısticas que, por norma, implicam escolher uma determinada li-
nha de desenvolvimento, em detrimento de outras consideradas menos promissoras ou
interessantes. O artista pode deparar-se com situac¸o˜es complexas, em que tem que
escolher um de va´rios caminhos promissores, e consequentemente abdicar de ideias
devido a` sua incompatibilidade com o rumo escolhido. A escolha de um determi-
nado rumo na˜o implica o abandono definitivo de outros alternativos que podera˜o ser
explorados no futuro.
Ou seja, no “final” deste processo criativo o artista obte´m uma ou va´rias obras de
arte, resultantes da explorac¸a˜o, desenvolvimento e refinamento de uma ideia inicial.
Alternativamente, pode chegar a` conclusa˜o de que a ideia inicial e´ este´ril, e a sua
persecuc¸a˜o e´ inconsequente, optando por abandona´-la.
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4.1 O Modelo
O estudo efectuado no cap´ıtulo anterior e a ana´lise do processo criativo acima descrito,
levaram-nos a considerar um modelo constitu´ıdo por quatro mo´dulos principais:
• Base de Conhecimento
• Conjunto de Trabalho
• Avaliac¸a˜o
• Gerac¸a˜o
A base de conhecimento e´ constitu´ıda pelas obras que o sistema conhece. Estas
podem ser da autoria do pro´prio sistema ou de outros artistas1. O conjunto de traba-
lho e´ o conjunto de “esboc¸os” sobre os quais o sistema esta´ a trabalhar, representando
uma espe´cie de memo´ria de trabalho que vai sendo alterada a` medida que o processo
de construc¸a˜o da obra progride. A ideia e´ criar gradualmente obras de arte, atrave´s
da explorac¸a˜o e refinamento sucessivo dos esboc¸os.
Conforme o nome indica, o mo´dulo de avaliac¸a˜o e´ responsa´vel pela atribuic¸a˜o de
um valor este´tico ou art´ıstico aos “esboc¸os” do conjunto de trabalho, e pela classi-
ficac¸a˜o de determinado “esboc¸o” como uma obra de arte, levando a` sua inclusa˜o na
base de conhecimento.
O mo´dulo de gerac¸a˜o cria novos “esboc¸os”, a partir dos presentes na memo´ria
de trabalho. Podera´, adicionalmente, recorrer a obras da base de conhecimento. A
gerac¸a˜o tem por base a avaliac¸a˜o efectuada, que indica as ideias a explorar.
Na figura 4.1 apresentamos uma representac¸a˜o esquema´tica deste modelo.
4.2 Opc¸o˜es de Implementac¸a˜o
Conforme foi referido, uma das preocupac¸o˜es no desenvolvimento do modelo foi a
sua posterior implementac¸a˜o. Desta forma, o modelo proposto reflecte tambe´m as
1Conforme se pode depreender da breve descric¸a˜o apresentada, a expressa˜o base de conhecimento
e´ utilizada num sentido lato. Em alternativa poder´ıamos ter usado por expresso˜es tais como: “base
de casos” ou “base de imagens”.
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Figura 4.1: Esquema do modelo.
ideias que possu´ıamos sobre como uma aplicac¸a˜o deste ge´nero poderia ser constru´ıda.
Uma das principais fontes de inspirac¸a˜o foi o trabalho de Sims [1991]. A sua ana´lise
levou-nos a concluir que a abordagem nele proposta poderia servir de base para o
desenvolvimento de um AA.
Uma das primeiras deciso˜es quanto a` futura implementac¸a˜o foi optar pelo recurso
a te´cnicas de Computac¸a˜o Evoluciona´ria (CE) para a gerac¸a˜o de obras. Esta decisa˜o
teve por base va´rias ordens de razo˜es. Por um lado, existiam va´rios trabalhos que
comprovavam a efica´cia destas te´cnicas no aˆmbito da gerac¸a˜o art´ıstica; por outro, a
robustez da CE e a sua performance em espac¸os de procura complexos e irregulares
oferecia-nos, a` partida, algumas garantias. Finalmente, acredita´mos que as aborda-
gens evolutivas possuem um potencial criativo que pode ser explorado em tarefas
deste tipo. Esta crenc¸a e´ suportada pelo facto de a evoluc¸a˜o natural ter encontrado
um conjunto de soluc¸o˜es que, para ale´m de aptas, podem ser consideradas originais,
inovadoras e criativas.
Em suma, apesar de anteriormente nos termos referido a processos criativos huma-
nos, conve´m salientar que a principal meta´fora inspiradora do nosso trabalho acaba
por ser a evoluciona´ria. Consideramos, no entanto, que a abordagem evoluciona´ria
partilha va´rias semelhanc¸as com o processo criativo humano, podendo, de certa forma,
ser considerada ana´loga a este. Apesar desta semelhanc¸a, nunca foi nossa intenc¸a˜o
modelar a forma como os humanos produzem arte, nem construir uma aplicac¸a˜o
que imitasse o processo criativo humano. Consideramos existirem outras abordagens
via´veis e provavelmente mais interessantes, quanto mais na˜o seja porque a utilizac¸a˜o
de um me´todo distinto potencia a produc¸a˜o de obras com caracter´ısticas diferentes.
E´ frequente avaliar os sistemas de IA em comparac¸a˜o com um referencial hu-
mano. Sistemas como o AARON [Cohen 1995; McCorduck 1991] sa˜o frequentemente
apontados como exemplos, pelo facto de as obras produzidas terem uma apareˆncia
pro´xima das realizadas por humanos. Do nosso ponto de vista, tal na˜o e´ uma virtude,
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Figura 4.2: Duas imagens e o resultado da sua combinac¸a˜o atrave´s de sobre-
cruzamento de um ponto.
mas sim uma limitac¸a˜o. O AARON na˜o deve ser valorizado por produzir quadros
semelhantes aos humanos, mas sim por produzir quadros com qualidade semelhante
a` dos produzidos por humanos. Se as obras tivessem uma este´tica marcadamente
distinta, tal so´ aumentaria o me´rito da aplicac¸a˜o. Assim, a principal motivac¸a˜o para
considerar os processos criativos humanos e´ incorporar mecanismos semelhantes para
que o nosso sistema se possa bater com “armas iguais”.
De acordo com a nossa visa˜o do problema, uma das questo˜es que se revestia de
grande importaˆncia era a da representac¸a˜o. Para que o nosso modelo seja imple-
menta´vel, e´ necessa´rio encontrar um me´todo de representac¸a˜o adequado ao me´todo
de gerac¸a˜o escolhido, e que permita representar obras (no nosso caso imagens) de
natureza gene´rica.
Concentrando-nos na nossa a´rea preferencial de aplicac¸a˜o, a das artes visuais,
facilmente chega´mos a` conclusa˜o que as representac¸o˜es baseadas em pixels, ou equi-
valentes, na˜o eram adequadas. Devido a serem representac¸o˜es na˜o estruturadas, e a`
natureza do domı´nio, a aplicac¸a˜o de operadores gene´ticos convencionais produziria re-
sultados pouco interessantes. Por exemplo, o uso de um operador de sobre-cruzamento
de um ou dois pontos conduziria a resultados semelhantes ao apresentado na figura
4.2.
Parece-nos por demais evidente que no domı´nio da artes visuais este tipo de repre-
sentac¸a˜o na˜o e´ minimamente promissor, pelo menos utilizando operadores gene´ticos
convencionais. Importa, contudo, referir que no domı´nio musical existem va´rias abor-
dagens (p.ex. Biles [1994], Burton & Vladimirova [1997], Hodgson [1996], Horowitz
[1994], Jacob [1995], Wiggins, Papadopoulos, Phon-Amnuaisuk & Tuson [1998]) que
utilizam representac¸o˜es equivalentes. Apesar de permitirem a produc¸a˜o de pequenas
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sequeˆncias musicais, a criac¸a˜o de algo mais complexo e estruturado torna-se impra-
tica´vel. De facto, nos u´ltimos anos, tem-se verificado um abandono progressivo deste
tipo de representac¸a˜o, e a procura de outras que tirem partido da estrutura musical
[Papadopoulos & Wiggins 1999].
Adicionalmente, estes me´todos de representac¸a˜o requerem elevadas quantidades
de memo´ria, o que desaconselha, desde logo, a sua utilizac¸a˜o. Apesar de na˜o ser
determinante, a dimensa˜o do geno´tipo condiciona o sucesso de uma abordagem evo-
luciona´ria.
O problema consistia em encontrar um me´todo de representac¸a˜o gene´rica, que
diminu´ısse a quantidade de informac¸a˜o necessa´ria para representar as imagens, e
fosse adequado a` utilizac¸a˜o de abordagens evoluciona´rias. Isto levou-nos a considerar
va´rios me´todos de compressa˜o de imagem. Uma ana´lise exaustiva dos mesmos esta´
para ale´m do aˆmbito deste documento. Como tal, referimos, de forma sinte´tica que,
dos me´todos analisados (quantizac¸a˜o vectorial, jpeg, wavelets e compressa˜o fractal)
apenas um se mostrou promissor, a compressa˜o fractal. Apesar de ser poss´ıvel obter
taxas de compressa˜o elevadas atrave´s dos restantes me´todos, chega´mos a` conclusa˜o
de que estes seriam ta˜o desajustados a` utilizac¸a˜o de abordagens evoluciona´rias como
uma representac¸a˜o baseada em pixels.
Foi demonstrado por Barnsley [1993] que qualquer imagem pode ser representada
atrave´s de um conjunto de transformac¸o˜es fractais, pelo que a compressa˜o fractal
oferece capacidades de representac¸a˜o gene´ricas. Este me´todo de compressa˜o baseia-se
na explorac¸a˜o das semelhanc¸as existentes entre diferentes a´reas da imagem. Desta
forma, a imagem e´ codificada atrave´s de uma a´rvore de particionamento que indica
as relac¸o˜es existentes entre os diferentes componentes.
Estas caracter´ısticas levaram-nos a pensar que este me´todo poderia ser adequado
a` utilizac¸a˜o de CE, nomeadamente de PG. Por um lado, a PG “convencional” [Koza
1992] lida com estruturas em forma de a´rvore. Por outro lado, baseando-se na se-
melhanc¸a entre componentes e resultando numa estrutura hiera´rquica, este me´todo
de compressa˜o poderia tirar partido da estrutura inerente a`s obras de arte, o que se
apresentava como promissor.
Adicionalmente, a compressa˜o fractal tambe´m pode ser utilizada para codificar
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mu´sica. Como tal, tornava-se poss´ıvel a representac¸a˜o de obras musicais e imagens
atrave´s de um me´todo comum, o que abria caminho a uma se´rie de hipo´teses inte-
ressantes, tais como: a criac¸a˜o de imagens a partir de obras musicais e vice-versa; a
criac¸a˜o de obras com base em conceitos art´ısticos de um domı´nio distinto; a mistura
de conceitos art´ısticos de diferentes domı´nios. Apesar de na˜o ser nossa intenc¸a˜o de-
senvolver uma aplicac¸a˜o capaz de explorar estas hipo´teses, o potencial oferecido por
este me´todo de representac¸a˜o era aliciante.
Nestas circunstaˆncias opta´mos por escolher a compressa˜o fractal como me´todo de
representac¸a˜o, sabendo, a` partida, que era uma aposta arriscada, visto que o me´todo
nunca tinha sido utilizado no aˆmbito de uma aplicac¸a˜o deste tipo.
Tendo em conta as opc¸o˜es tomadas para a representac¸a˜o e gerac¸a˜o de imagens,
analisamos seguidamente a integrac¸a˜o destes componentes com os restantes elementos
do modelo proposto. Em s´ıntese, podemos descrever o funcionamento de um algoritmo
de PG da seguinte forma2:
1. Criar uma populac¸a˜o inicial aleato´ria de indiv´ıduos (imagens, no nosso caso).
2. Avaliar os indiv´ıduos da populac¸a˜o actual.
3. Criar uma nova populac¸a˜o atrave´s da recombinac¸a˜o e mutac¸a˜o de indiv´ıduos
da populac¸a˜o actual, seleccionados com base na sua aptida˜o;
4. Esta nova populac¸a˜o torna-se a populac¸a˜o actual, e o processo repete-se a partir
do ponto 2.
Conforme se pode verificar atrave´s desta descric¸a˜o, a populac¸a˜o actual desempe-
nha a funcionalidade do Conjunto de Trabalho previsto no nosso modelo. A integrac¸a˜o
da Base de Conhecimento neste esquema de funcionamento pode ser facilmente al-
canc¸ada. Podemos utilizar imagens da Base de Conhecimento para inicializar o sis-
tema, em vez de construirmos a populac¸a˜o inicial de forma aleato´ria; ou, adicionar
uma, ou va´rias, imagens da Base de Conhecimento a` populac¸a˜o corrente em qualquer
fase do processo evolutivo. Adicionalmente, quando e´ gerada uma imagem de elevado
valor esta pode ser adicionada a` Base de Conhecimento, por forma a evitar que esta
seja destru´ıda em gerac¸o˜es futuras.
2No Apeˆndice A, apresentamos uma descric¸a˜o mais detalhada. Para os objectivos correntes
consideramos a descric¸a˜o apresentada como suficiente.
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Omo´dulo de avaliac¸a˜o e´ um dos pontos fulcrais do sistema, visto que a classificac¸a˜o
do sistema como um AA depende da sua implementac¸a˜o e sucesso. Permitira´ tambe´m
a utilizac¸a˜o de populac¸o˜es de maiores dimenso˜es e a execuc¸a˜o de um maior nu´mero
de gerac¸o˜es do que seria poss´ıvel utilizando um avaliador humano.
A implementac¸a˜o de um sistema capaz de fazer ju´ızos este´ticos e/ou art´ısticos
apresentava-se como o problema mais dif´ıcil de resolver. A inexisteˆncia de teoria
sobre o domı´nio das artes visuais condicionava a implementac¸a˜o de um esquema de
avaliac¸a˜o baseado em regras pre´-definidas. Independentemente de qual fosse o me´todo
escolhido para a implementac¸a˜o, a aprendizagem a partir de exemplos apresentava-se
como a abordagem mais promissora. A nossa ideia original consistia no recurso a
redes neuronais. Numa fase inicial a avaliac¸a˜o seria feita pelo utilizador, de forma a
gerar um conjunto representativo de imagens, que seriam posteriormente utilizadas
como conjunto de treino da rede.
Tal como seria de esperar, esta abordagem coloca va´rios problemas, dos quais
t´ınhamos apenas um conhecimento parcial, ate´ porque ainda na˜o t´ınhamos contacto
com os trabalhos de Baluja, Pomerlau & Todd [1994] e Papadopoulos & Wiggins
[1999].
Apesar das eventuais limitac¸o˜es desta abordagem, e da complexidade da tarefa,
considera´vamos que as redes neuronais poderiam, no mı´nimo, auxiliar o processo de
avaliac¸a˜o. Isto e´, se fosse imposs´ıvel avaliar as imagens de forma consistente atrave´s
deste me´todo, e como tal automatizar completamente a avaliac¸a˜o, talvez fosse poss´ıvel
fazer uma avaliac¸a˜o h´ıbrida. As redes neuronais poderiam ser utilizadas como filtros,
de forma a que as imagens manifestamente ma´s na˜o fossem apresentadas ao utilizador,
reduzindo assim a complexidade da tarefa de avaliac¸a˜o.
4.3 S´ıntese
Recapitulemos o modo de funcionamento do sistema. A Base de Conhecimento e´
constitu´ıda por uma conjunto de imagens, representadas atrave´s de uma codificac¸a˜o
fractal e previamente avaliadas. De forma aleato´ria ou atrave´s da Base de Conheci-
mento, e´ criado um conjunto de trabalho ou, se preferirmos, uma populac¸a˜o inicial.
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Figura 4.3: Esquema de funcionamento do sistema. As linhas a tracejado indicam
transfereˆncias que podem ou na˜o ocorrer.
O passo seguinte consiste na avaliac¸a˜o destas imagens. Com base nesta avaliac¸a˜o
e´ criada uma nova populac¸a˜o de imagens atrave´s de recombinac¸a˜o e mutac¸a˜o de
indiv´ıduos seleccionados (as imagens melhor classificadas teˆm maiores probabilidades
de ser escolhidas). A nova populac¸a˜o substitui o conjunto de trabalho e o processo
repete-se. Na figura 4.3 apresentamos uma visa˜o esquema´tica do sistema.
Quando o mo´dulo de avaliac¸a˜o detecta uma imagem de elevado valor, adiciona-a
a` Base de Conhecimento, possibilitando assim a sua posterior utilizac¸a˜o. Adicional-
mente, quando se detecta a existeˆncia de uma sucessa˜o de populac¸o˜es de baixo valor,
pode recorrer-se a` introduc¸a˜o de uma imagem da Base de Conhecimento na populac¸a˜o
actual.
Importa realc¸ar que, de acordo com esta proposta inicial, as imagens sa˜o sempre
manipuladas na sua forma fractal. A codificac¸a˜o de uma imagem no formato fractal
e´ um processo moroso; em contrapartida a sua descodificac¸a˜o e´ bastante ra´pida. No
nosso caso, so´ seria necessa´rio recorrer a` codificac¸a˜o quando pretendemos integrar
na Base de Conhecimento imagens que na˜o foram produzidas pelo sistema (p.ex.
imagens de artistas famosos). Uma vez encontrada a representac¸a˜o fractal, o processo
na˜o necessita de ser repetido. Adicionalmente, uma vez encontrada essa codificac¸a˜o
a imagem passaria a ser ideˆntica, em termos de representac¸a˜o, a`s produzidas pelo
sistema, podendo, como tal, ser manipulada de forma ana´loga.
O sistema proposto pode ser classificado de duas formas distintas. Se considerar-
mos que a avaliac¸a˜o e´ feita pelo utilizador estaremos na presenc¸a de uma ferramenta;
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se a tarefa de avaliac¸a˜o for automatizada, p.ex. atrave´s de redes neuronais, e se o sis-
tema conseguir produzir obras de elevado valor, estaremos na presenc¸a de um Artista
Artificial, visto que os restantes requisitos se verificam.
Com base no modelo apresentado, inicia´mos o caminho que iria resultar no de-
senvolvimento de uma aplicac¸a˜o que baptiza´mos com o nome de NEvAr (Neuro Evo-
lutionary Art). Dadas as opc¸o˜es tomadas quanto a` implementac¸a˜o foi necessa´rio
aprofundar os nossos conhecimentos sobre: Algoritmos Evoluciona´rios, Compressa˜o
Fractal, e Redes Neuronais.
O modelo apresentado permitia uma construc¸a˜o modular. Opta´mos por centrar o
nosso estudo na CE e na compressa˜o fractal, visto que eram to´picos priorita´rios para
o desenvolvimento do sistema, tendo relegado para segundo plano o estudo sobre
redes neuronais. No Apeˆndice A fazemos uma introduc¸a˜o a` CE. No Apeˆndice B
apresentamos uma breve introduc¸a˜o a` compressa˜o fractal de imagem, bem como os
resultados experimentais obtidos com a ferramenta de compressa˜o desenvolvida.
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Cap´ıtulo 5
NEvAr - Uma Ferramenta de Arte
Evoluciona´ria
Neste cap´ıtulo descrevemos o desenvolvimento da ferramenta de arte evoluciona´ria
NEvAr, constru´ıda em consonaˆncia com o modelo proposto no cap´ıtulo 4.
A primeira etapa passou pela elaborac¸a˜o de uma aplicac¸a˜o de compressa˜o fractal
de imagem (ver Apeˆndice B), tarefa que se mostrou morosa e complexa.
O passo seguinte consistiu no desenvolvimento de operadores gene´ticos, nomea-
damente de mutac¸a˜o e recombinac¸a˜o, apropriados a` representac¸a˜o fractal, de forma
a podermos testar a adequac¸a˜o do me´todo de representac¸a˜o fractal a`s abordagens
evoluciona´rias.
A codificac¸a˜o de uma imagem atrave´s de transformac¸o˜es fractais resulta numa
a´rvore de particionamento. No nosso caso, uma a´rvore quaterna´ria, dado que o
me´todo de compressa˜o implementado recorre a` partic¸a˜o quadra´tica da imagem.
O operador de recombinac¸a˜o implementado e´ semelhante ao operador de PG con-
vencional [Koza 1992], procedendo a` troca de sub-a´rvores entre indiv´ıduos. No nosso
caso, esta operac¸a˜o pode dar origem a indiv´ıduos inva´lidos, quando as ra´ızes das sub-
a´rvores esta˜o em n´ıveis distintos. A troca implica a alterac¸a˜o do n´ıvel das folhas e
consequentemente do tamanho dos D′is associados, o que pode resultar em D
′
is que
excedam os limites da imagem. Este problema foi resolvido atrave´s da reparac¸a˜o dos
indiv´ıduos: quando necessa´rio as coordenadas dos D′is sa˜o alteradas para a posic¸a˜o
mais pro´xima da original que respeite os limites da imagem.
O operador de mutac¸a˜o comec¸a por escolher aleatoriamente um no´ da a´rvore.
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Figura 5.1: Na fila superior, duas imagens de Van Gogh. Na fila inferior alguns
resultados da sua recombinac¸a˜o.
Quando este no´ e´ uma folha, altera-se aleatoriamente o valor de um dos seus campos1.
Quando a mutac¸a˜o ocorre num no´ interno, este no´ e´ transformado numa folha, sendo
os valores dos campos seleccionados de forma aleato´ria.
Os operadores utilizados sa˜o apenas uma das muitas variantes poss´ıveis. Assim,
especialmente no que diz respeito ao operador de mutac¸a˜o, haveria opc¸o˜es plaus´ıveis e
potencialmente mais apropriadas. No entanto, os operadores apresentados parecem-
nos adequados para testar a viabilidade da utilizac¸a˜o de representac¸a˜o fractal para
a evoluc¸a˜o de imagens. Para o efeito, utilizando a ferramenta de compressa˜o de
imagem desenvolvida, converteu-se uma se´rie de imagens na sua representac¸a˜o fractal
em a´rvore quadra´tica. Posteriormente, aplicaram-se os operadores gene´ticos descritos
a estas imagens, gerando novos indiv´ıduos.
Na figura 5.1 apresentamos alguns exemplos de imagens obtidas atrave´s do uso
do operador de recombinac¸a˜o. Conforme se pode observar, os resultados esta˜o longe
de ser interessantes. Tipicamente, a operac¸a˜o de recombinac¸a˜o resultava em imagens
irreconhec´ıveis, semelhantes a`s que seriam obtidas gerando uma a´rvore aleato´ria.
Em alguns casos a ascendeˆncia das imagens era percept´ıvel. Contudo, pareciam ser
criadas por um conjunto de mosaicos, seleccionados aleatoriamente dos progenitores.
1Os no´s folha possuem quatro campos: transformac¸a˜o de brilho, de contraste, rotac¸a˜o, e Di.
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Conduziram-se testes com variantes do operador de recombinac¸a˜o proposto, p.ex.
permitindo apenas a troca de sub-a´rvores com as ra´ızes situadas ao mesmo n´ıvel,
obtendo-se resultados semelhantes. Por norma, o operador de mutac¸a˜o, que na˜o foi
testado de forma ta˜o exaustiva, resultava na introduc¸a˜o de ru´ıdo nas zonas afectadas
da imagem.
A ideia de que a combinac¸a˜o de “bons” indiv´ıduos produz, tendencialmente, in-
div´ıduos de elevada qualidade esta´ subjacente a` abordagem evoluciona´ria. No nosso
caso, a aplicac¸a˜o de operadores gene´ticos era sempre altamente destrutiva. Nestas
circunstaˆncias fomos levados a concluir que, ao contra´rio das nossas expectativas ini-
ciais, a representac¸a˜o fractal na˜o era adequada para os nossos objectivos. Como tal,
optamos por abandonar esta forma de representac¸a˜o.
Conforme sera´ fa´cil de compreender, foi uma decisa˜o dif´ıcil, visto que ja´ t´ınhamos
investido um esforc¸o considera´vel no estudo de compressa˜o fractal e no desenvolvi-
mento da aplicac¸a˜o de compressa˜o, esforc¸o esse que agora se mostrava inconsequente.
Adicionalmente, o abandono deste me´todo de representac¸a˜o implicava repensar e rei-
niciar todo o processo de desenvolvimento planeado.
Desta forma, fomos obrigados a encontrar um novo me´todo de representac¸a˜o de
imagens. Opta´mos pela utilizac¸a˜o de uma abordagem semelhante a` de Sims [1991],
visto ser o me´todo que mais garantias nos oferecia. A principal desvantagem desta
te´cnica e´ a dificuldade de encontrar uma representac¸a˜o para uma imagem conhecida,
o que na pra´tica impossibilita a utilizac¸a˜o de obras geradas por outros artistas. Tal
como referimos no cap´ıtulo 3, desde que o conjunto de primitivas utilizadas seja cons-
tru´ıdo de forma cuidada, esta forma de representac¸a˜o tem poder expressivo suficiente
para gerar qualquer imagem. Contudo o problema inverso, i.e., a partir da imagem
encontrar uma representac¸a˜o, nunca foi resolvido de forma apropriada (ver, p.ex.,
Nordin & Banzhaf [1995a; 1996b]).
A alterac¸a˜o do me´todo de representac¸a˜o levou-nos a reformular a nossa estrate´gia
de desenvolvimento da aplicac¸a˜o. Primeiro desenvolver´ıamos uma aplicac¸a˜o de uma
ferramenta de evoluc¸a˜o interactiva convencional. Posteriormente, em func¸a˜o dos re-
sultados obtidos, passar´ıamos a` implementac¸a˜o da base de conhecimento e a` automa-
tizac¸a˜o do processo de avaliac¸a˜o.
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Na secc¸a˜o seguinte descrevemos as opc¸o˜es de implementac¸a˜o tomadas no desen-
volvimento da ferramenta de evoluc¸a˜o interactiva, referindo aspectos relacionados
com a representac¸a˜o, execuc¸a˜o dos indiv´ıduos, e operadores gene´ticos. Na secc¸a˜o 5.2,
descrevemos a implementac¸a˜o da base de conhecimento, sendo introduzidas algumas
alterac¸o˜es ao modelo apresentado no Cap´ıtulo 4.
5.1 Implementac¸a˜o da Ferramenta
De forma sinte´tica, a nossa ferramenta de evoluc¸a˜o interactiva pode ser descrita como
uma aplicac¸a˜o de PG convencional, com a particularidade de a avaliac¸a˜o dos in-
div´ıduos ser feita pelo utilizador. Esta diferenc¸a introduz algumas alterac¸o˜es signifi-
cativas, nomeadamente no que diz respeito a` dimensa˜o das populac¸o˜es e ao nu´mero
de gerac¸o˜es.
Em aplicac¸o˜es de PG e´ frequente a utilizac¸a˜o de 100, 1000 ou ate´ 10000 indiv´ıduos.
Da mesma forma, o nu´mero de gerac¸o˜es pode facilmente alcanc¸ar as centenas de
milhar (ver, p.ex. [Koza 1992]). Sendo impensa´vel pedir ao utilizador para avaliar um
nu´mero ta˜o elevado de indiv´ıduos, as populac¸o˜es tera˜o que ter dimenso˜es reduzidas.
Esta alterac¸a˜o, aparentemente marginal, tem repercusso˜es que, embora na˜o possam
ser consideradas graves, sa˜o abrangentes.
O facto de a avaliac¸a˜o ser feita pelo utilizador tambe´m tem vantagens. Por exem-
plo, o utilizador pode detectar que o processo evolutivo esta´ a seguir um curso
infrut´ıfero e tomar medidas para o corrigir (alterar taxas de mutac¸a˜o, de sobre-
cruzamento, tamanho da populac¸a˜o, pressa˜o evolutiva ou ate´ reinicializar o processo).
Por forma a que cada utilizador possa adaptar a ferramenta a`s suas prefereˆncias e
a`s situac¸o˜es com que se depara, desenvolvemos uma aplicac¸a˜o aberta, em que todos
os paraˆmetros podem ser alterados dinamicamente, e em qualquer fase do processo
evolutivo.
5.1.1 Geno´tipo e Feno´tipo
Tal como referimos anteriormente, o me´todo de representac¸a˜o adoptado e´ semelhante
ao apresentado por Sims [1991]. Os indiv´ıduos assumem a forma de expresso˜es
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Figura 5.2: Da esquerda para a direita: representac¸a˜o em a´rvore da func¸a˜o f(x, y) =
(x+ y)/2; gra´fico tridimensional da func¸a˜o; gra´fico bidimensional.
simbo´licas que podem ser representadas como a´rvores. As imagens sa˜o geradas atrave´s
da execuc¸a˜o destas expresso˜es simbo´licas para um conjunto de pontos. Ou seja, as
imagens sa˜o representac¸o˜es gra´ficas das expresso˜es.
Para ilustrar este me´todo, vamos recorrer a um exemplo que, apesar de sim-
ples, pensamos ser esclarecedor. Neste exemplo, e durante a maior parte da nossa
exposic¸a˜o, falaremos exclusivamente de imagens em tons de cinzento, visto que tal
simplifica a explanac¸a˜o das ideias, sem que da´ı resulte algum tipo de preju´ızo.
Consideremos uma func¸a˜o, f(x, y) → z, com domı´nio x, y ∈ [−1, 1] e contra-
domı´nio tambe´m entre [−1, 1], como por exemplo a func¸a˜o f(x, y) = (x+ y)/2. Para
a sua visualizac¸a˜o podemos recorrer a um gra´fico tridimensional tal como o apresen-
tado na figura 5.2. Alternativamente, podemos recorrer a um gra´fico bidimensional,
indicando o valor de z atrave´s de um tom de cinzento. O valor −1 corresponde a uma
luminosidade de 0% (preto), o 1 a uma luminosidade de 100% (branco) e os valores
entre −1 e 1 a luminosidades interme´dias. Ou seja, a percentagem de luminosidade
de um ponto e´ dada pela fo´rmula (z+1)/2) ∗ 100, obtendo-se desta forma um gra´fico
semelhante ao apresentado na figura 5.2.
A principal desvantagem deste me´todo e´ o nu´mero de vezes que a expressa˜o e´
calculada. Para produzir uma imagem de 100 × 100 pixels, temos que calcular a
expressa˜o 10000 vezes. Embora tal na˜o seja problema´tico para func¸o˜es simples como
a utilizada neste exemplo, quando a complexidade das func¸o˜es ou a dimensa˜o de
as imagens e´ elevada, este me´todo exige grandes recursos computacionais. Um dos
aspectos positivos e´ o facto das imagens na˜o terem dimensa˜o fixa, i.e., utilizando a
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(a) (b)
Figura 5.3: Algumas formas de mapear os valores de z.
mesma expressa˜o podemos produzir imagens de qualquer dimensa˜o. Adicionalmente,
as imagens podem ser armazenadas de forma extremamente compacta, visto que na˜o
e´ necessa´rio armazenar a imagem, basta armazenar a expressa˜o que lhe da´ origem.
No exemplo apresentado fizemos algumas simplificac¸o˜es, nomeadamente no que
diz respeito ao contradomı´nio da expressa˜o. Considera´mos que este era conhecido e
limitado, z ∈ [−1, 1], e partindo deste princ´ıpio estabelecemos a forma de mapeamento
para tons de cinza. Na pra´tica, dado que as expresso˜es sa˜o resultado da evoluc¸a˜o,
na˜o podemos partir deste pressuposto. Existem va´rias soluc¸o˜es poss´ıveis, entre as
quais o recurso a um mapeamento circular ou a` truncatura (figuras 5.3a e 5.3b,
respectivamente).
Acaba´mos por optar pela truncatura. Como se pode depreender, na˜o ha´ nenhum
motivo forte para o uso dos valores −1 e 1 como limite a partir do qual se recorre a`
truncatura. Assim, a aplicac¸a˜o desenvolvida permite a alterac¸a˜o destes limites.
No exemplo apresentado, as varia´veis x e y esta˜o limitadas ao intervalo [−1, 1].
Tal como acontece para o contradomı´nio, na˜o e´ obrigato´rio que esta seja a gama
de valores considerada. Adicionalmente, se permitirmos que estes valores seja alte-
rados, podemos obter um efeito de zoom in diminuindo o intervalo, e de zoom out
aumentando-o. Desta forma, tal como acontece para o contradomı´nio, os limites do
domı´nio podem ser alterados pelo utilizador em qualquer fase do processo.
114
Cap´ıtulo 5. NEvAr - Uma Ferramenta de Arte Evoluciona´ria
calc image(tree)
xstep ← xincrement
ystep ← yincrement
Para x De xmin A xmax, Passo xstep
Para y De ymin A ymax, Passo ystep
table[x,y] ← interpret(tree]
imagem ← value to color(table)
Fim Para
Fim Para
Devolver imagem
Figura 5.4: Obtenc¸a˜o da imagem correspondente ao indiv´ıduo. A func¸a˜o va-
lue to color faz o mapeamento entre valores de z e luminosidade. A func¸a˜o interpret
e´ apresentada no Apeˆndice A.
5.1.2 Execuc¸a˜o dos Indiv´ıduos
Conforme mencionado, os indiv´ıduos sa˜o expresso˜es simbo´licas que assumem a forma
de a´rvores. Estas sa˜o constru´ıdas a partir de um conjunto de primitivas, que podem
ser divididas em dois grupos: operadores e terminais. Os operadores sa˜o utilizados
nos no´s internos das a´rvores e os terminais nas folhas.
Para produzir uma imagem e´ necessa´rio executar o indiv´ıduo correspondente, i.e.,
avaliar a expressa˜o para um conjunto de pontos, o que implica percorrer a a´rvore
in-order. Assim, o me´todo mais o´bvio para obter a imagem a partir da expressa˜o
simbo´lica corresponde ao algoritmo apresentado na figura 5.4.
Este me´todo na˜o se adaptava a algumas das primitivas que pretend´ıamos imple-
mentar, nomeadamente filtros gra´ficos que calculam o valor de determinado pixel em
func¸a˜o dos valores dos pixels circundantes. Um exemplo deste tipo de primitiva e´ o
filtro de detecc¸a˜o de arestas.
A forma mais natural de implementar este tipo de filtro e´ considerar que as primi-
tivas da a´rvore operam sobre imagens completas e na˜o sobre pixels. A implementac¸a˜o
atrave´s do me´todo acima apresentado e´ poss´ıvel, mas implica calcular va´rias vezes o
valor do mesmo ponto da “imagem”2 argumento.
2Nesta altura do processo na˜o temos propriamente “pixels” nem “imagens”, mas sim uma tabela
de valores z. So´ depois de terminado o processo de ca´lculo da expressa˜o, e´ que esta tabela de valores
z e´ convertida numa imagem. No entanto, para os efeitos desta discussa˜o, ter uma tabela de valores
z ou uma imagem e´ completamente indiferente.
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Um exemplo talvez ajude a clarificar os problemas levantados pelo me´todo de
ca´lculo ponto por ponto. Imaginemos que queremos calcular a imagem resultante da
seguinte expressa˜o simbo´lica: EdgeDetect(add(x, y)). Para calcular o valor do ponto
(0, 0), o operador EdgeDetect necessita do valor da expressa˜o de add(x, y) para o
ponto (0, 0) e para os pontos vizinhos. No entanto, seguindo o me´todo apresentado,
como a imagem esta´ a ser calculada ponto por ponto, o EdgeDetect na˜o tem acesso
directo a estes valores, e na altura em que e´ invocado para o ponto (0, 0) os valores de
add(x, y) para alguns dos pontos vizinhos ainda na˜o foram calculados. Desta forma,
tera´ que chamar a func¸a˜o que calcula add(x, y) para os pontos circundantes. Por sua
vez, quando estivermos a calcular o valor de um ponto vizinho a (0, 0), o valor de
add(x, y) para (0, 0) tera´ que ser recalculado. Ou seja, na pra´tica, para aplicarmos o
operador EdgeDetect a um ponto, temos que calcular o valor de add(x, y) para nove
pontos.
Este problema pode ser resolvido calculando a imagem por n´ıveis; os operadores
passam a receber e devolver “imagens”, em vez de receberem e devolverem pontos.
Para calcularmos a expressa˜o EdgeDetect(add(x, y)) procedemos da seguinte forma:
calculamos a “imagem” correspondente a` expressa˜o x, bem como a correspondente a`
expressa˜o y; Posteriormente, calculando a soma ponto a ponto das “imagens” x e y,
obtemos a “imagem” correspondente a add(x, y); Finalmente, aplicamos o operador
EdgeDetect a esta “imagem” obtendo o resultado pretendido.
Note-se que o resultado obtido e´ exactamente o mesmo, i.e., as imagens geradas
por ambos os me´todos sa˜o ideˆnticas. No entanto esta segunda opc¸a˜o torna o processo
mais ra´pido por duas ordens de factores:
• Porque evita a repetic¸a˜o de ca´lculos;
• Porque a a´rvore so´ e´ percorrida uma vez;
O que significa que, mesmo quando na˜o sa˜o utilizados operadores do tipo EdgeDetect,
o segundo me´todo de ca´lculo e´ mais ra´pido, apesar de o nu´mero de operac¸o˜es (adic¸o˜es,
etc) se manter inalterado. No Apeˆndice C referimos sucintamente va´rias formas
de aumentar a velocidade de execuc¸a˜o dos indiv´ıduos. Para uma descric¸a˜o mais
detalhada consultar Machado & Cardoso [1999], Cardoso et al. [1999], Dias et al.
[2002], ou Machado et al. [2002a].
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A grande desvantagem do ca´lculo da imagem por “n´ıveis” reside no facto de exigir
grandes quantidades de memo´ria para armazenar as “imagens” argumento. Quando
queremos produzir imagens de grandes dimenso˜es (p.ex. 4000×4000 pixels), podemos
encontrar problemas de falta de memo´ria. Como tal, optamos por implementar os
dois me´todos de execuc¸a˜o dos indiv´ıduos. O modo usual de funcionamento e´ o ca´lculo
da imagem por “n´ıveis”. Quando as circunstaˆncias na˜o permitem este tipo de ca´lculo,
o que por norma so´ acontece quando estamos a criar uma imagem para impressa˜o,
passa-se ao ca´lculo ponto a ponto.
Esta opc¸a˜o implicou o desenvolvimento de duas verso˜es distintas para cada pri-
mitiva utilizada, o que e´ um processo pouco complexo mas algo fastidioso.
5.1.3 Primitivas Utilizadas
Devido ao grande nu´mero de operadores implementados, uma descric¸a˜o exaustiva e
detalhada de cada um deles seria extremamente longa. Como tal, optamos por uma
descric¸a˜o suma´ria dos diferentes operadores.
Como referimos no Apeˆndice A, os operadores utilizados devem estar definidos
para todo o domı´nio. Assim, operadores como o de divisa˜o, teˆm que ser alterados de
maneira a evitar diviso˜es por zero e outras operac¸o˜es inva´lidas.
Operadores
• Matema´ticos:
Aritme´ticos +, -, *, / Aridade: 2
– Executam as operac¸o˜es aritme´ticas convencionais. Quando o denominador
e´ zero, o operador de divisa˜o devolve um.
Trigonome´tricos sin, cos, tan, asin, acos, atan, sinh, cosh,
tanh
Aridade: 1
– Implementam as operac¸o˜es trigonome´tricas usuais. Os operadores sinh,
cosh e tanh calculam o seno, coseno e tangente hiperbo´licos.
Outros expt, log, sqrt, abs, sign, neg Aridade:1
– Operac¸o˜es de exponenciac¸a˜o (expt), logaritmo base 10 (log), raiz quadrada
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(sqrt), valor absoluto (abs). O operador sign devolve −1 se o argumento
for negativo, 1 se positivo e 0 se nulo. O operador neg inverte o sinal do
argumento.
mdist, min, max, div, mod, round, hypt,
pow
Aridade: 2
– Devolvem: a me´dia (mdist), o mı´nimo (min) e o ma´ximo (max) dos dois
argumentos; o resultado da divisa˜o inteira (div) e o resto (mod); o arre-
dondamento a n casas decimais (round); a hipotenusa (hypt); e a elevado
a b (pow).
• Lo´gicos:
Decisa˜o If Aridade: 3
– A ideia subjacente a este operador e´ implementar uma estrutura do tipo
“if a then b else c”. Assim, o primeiro argumento e´ a condic¸a˜o, e mediante
o seu valor sera´ devolvido o segundo ou terceiro argumento. Dado que os
argumentos sa˜o nu´meros de v´ırgula flutuante, considera-se que a condic¸a˜o
se verifica quando o primeiro argumento e´ positivo.
Outros and, or, xor Aridade: 2
– Estas operac¸o˜es fazem o – and, or, ou xor – bit a bit dos dois argumentos.
• Gra´ficos:
Filtros EdgeDetect, EdgeSharp, ImageEnhace,
NoiseRed, Lin, Median, Blur
Aridade: 1
– Atrave´s destes operadores sa˜o implementados alguns dos efeitos gra´ficos
mais frequentes. Os operadores EdgeDetect e EdgeSharp sa˜o responsa´veis
pela detecc¸a˜o e intensificac¸a˜o de arestas. Os operadores ImageEnhace e
NoiseRed, teˆm por objectivo melhorar a qualidade da imagem, o que e´
conseguido atrave´s de uma operac¸a˜o de “equalizac¸a˜o” no caso do operador
ImageEnhace, e de filtragem de ru´ıdo no caso do NoiseRed. O operador
Lin, intensifica o contraste entre pixels. O operador Blur produz um
efeito oposto, atenua as diferenc¸as entre os pixels, enquanto que oMedian
aproxima o valor dos pixels da mediana. Todos estes operadores teˆm em
comum o facto de calcularem o valor para um ponto, em func¸a˜o do valor
do pixel correspondente e dos pixels vizinhos da imagem argumento.
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Ru´ıdo BWNoise, ColorNoise Aridade: 1
– Estes operadores produzem ru´ıdo, isto e´, criam uma imagem de forma
aleato´ria. O argumento e´ usado para inicializar o gerador de nu´meros
aleato´rios. O operador BWNoise devolve uma imagem em tons de cin-
zento, o ColorNoise devolve uma imagem a cores.
Outros RGBtoHSV, HSVtoRGB, dissolve Aridade:1/2
– O operador RGBtoHSV devolve os canais de grau, saturac¸a˜o e valor a
partir dos canais de Vermelho, Verde e Azul da imagem argumento; o
operador HSV toRGB executa a operac¸a˜o inversa. O operador dissolve
recebe duas imagens (a e b), sendo a imagem resultante produzida, pixel
a pixel, da seguinte forma: gerar um nu´mero bina´rio aleato´rio, se for zero
o valor do pixel sera´ igual ao do pixel da mesma posic¸a˜o de a, se for um
ao de b.
Distorc¸a˜o WarpX, WarpY, Warp Aridade:
2/3
– O objectivo destes operadores e´ efectuarem distorc¸o˜es de imagem. Va-
mos exemplificar o seu funcionamento atrave´s do operador Warp. Este
operador recebe treˆs argumentos, a que daremos o nome de Imagem,
Coordenadax e Coordenaday, e devolve uma versa˜o distorcida do pri-
meiro. Para ilustrar como e´ efectuada esta distorc¸a˜o decidimos recorrer
a um exemplo. Imaginemos que estamos a calcular o ponto (0,0), que o
valor de Coordenadax nesse ponto e´ x
′, e o de Coordenaday e´ y′. Enta˜o o
valor para o ponto (0,0) sera´ igual ao valor de Imagem no ponto (x′, y′).
Os operadores WarpX e WarpY efectuam o mesmo tipo de operac¸a˜o, mas
so´ e´ alterada uma coordenada.
Terminais
• Varia´veis: X, Y:
– Na˜o ha´ muito a dizer a este respeito. Aproveitamos para referir que se na˜o
fossem inclu´ıdas estas varia´veis o resultado da execuc¸a˜o dos indiv´ıduos
seria sempre constante. Adicionalmente, um indiv´ıduo que so´ utilize uma
destas varia´veis (x ou y) so´ ira´ variar ao longo desse eixo.
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• Constantes:
Imagens LoadImage1, LoadImage2
– O objectivo destes operadores e´ permitir a utilizac¸a˜o do NEvAr como uma
ferramenta para a evoluc¸a˜o de filtros de imagens. Estes terminais leˆem uma
imagem a partir de ficheiro e devolvem-na. A imagem correspondente a
cada um dos operadores pode ser especificada pelo utilizador.
Aleato´rias Escalar, Vector
– As constantes aleato´rias podem ser de dois tipos: Escalar ou Vector. Uma
constante do tipo escalar e´ um nu´mero em v´ırgula flutuante, ou seja resulta
numa imagem com determinado tom de cinzento. As constantes do tipo
vector assumem especial importaˆncia, visto que e´ atrave´s delas que e´ in-
troduzida cor nas imagens geradas pelo NEvAr. Assim, estes vectores sa˜o
constitu´ıdos por treˆs elementos, por exemplo (0.1 0.2 0.3), que correspon-
dem aos canais vermelho, verde e azul. Ou seja, um vector e´ equivalente a
uma imagem numa determinada cor.
5.1.4 Cor
Conforme referimos anteriormente uma imagem em tons de cinza pode ser vista
como o gra´fico de uma func¸a˜o f(x, y) → z, ou seja uma func¸a˜o de R × R em R.
Em contrapartida, uma imagem a cores pode ser vista como f(x, y) → (r, g, b) com
x, y, r, g, b ∈ R. As imagens em tons de cinza sa˜o um subconjunto das imagens true-
color, imagens true-color em que os canais vermelho, verde e azul assumem o mesmo
valor, i.e., r = g = b.
Uma das limitac¸o˜es mais frequentes das aplicac¸o˜es de arte evoluciona´ria (p.ex.
Baluja et al. [1994]), e´ a incapacidade de lidar com imagens true-color. Estes sis-
temas esta˜o frequentemente limitados a 256 cores. Na esseˆncia produzem imagens
em tons de cinza, sendo a cor atribu´ıda atrave´s da construc¸a˜o de uma palette que
faz o mapeamento entre os valores 0-255 e 256 cores escolhidas pelo programador.
Estas 256 cores sa˜o partilhadas por todas as imagens geradas. Como e´ evidente, esta
limitac¸a˜o a 256 tons na˜o e´ deseja´vel.
Em primeiro, lugar 256 cores sa˜o manifestamente insuficientes para a produc¸a˜o
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de determinados tipos de imagem. Em segundo lugar, ha´ o problema de como cons-
truir a palette. Ou abdicamos da esmagadora maioria das tonalidades, ou existira˜o,
inevitavelmente, flutuac¸o˜es pequenas de valor (p.ex. 127 para 128) que produzira˜o
mudanc¸as dra´sticas de cor (p.ex. de branco para vermelho escuro tal como acontece
em Baluja, Pomerlau & Todd [1994]).
Estas limitac¸o˜es levaram-nos a concluir que o NEvAr deveria ter a capacidade de
produzir imagens true-color. A soluc¸a˜o por no´s utilizada e´, aparentemente3, ideˆntica
a` usada por Sims [1991]. Existem outras alternativas, sendo a mais o´bvia conside-
rar que todos os argumentos sa˜o vectores [Mount 1994; Rooke 1998], e definir as
operac¸o˜es em concordaˆncia com este tipo de argumentos. Por exemplo: a operac¸a˜o
de multiplicac¸a˜o passaria a ser definida como multiplicac¸a˜o entre vectores. Apesar
desta ser uma soluc¸a˜o via´vel, implica ca´lculos desnecessa´rios. Consideramos a soluc¸a˜o
por no´s adoptada mais elegante e eficiente.
Ao descrevermos as primitivas do sistema, referimos a existeˆncia de constantes
do tipo vector terna´rio. As componentes destes vectores correspondem aos canais
Vermelho, Verde e Azul. E´ atrave´s destes vectores que introduzimos4 cor no nosso
sistema. A grande diferenc¸a relativamente a abordagens como a de Mount [1994] e´
que as nossas operac¸o˜es continuam, no fundo, a ser realizadas sobre escalares. Assim,
operac¸o˜es como a multiplicac¸a˜o de dois vectores, (r, g, b)× (r′, g′, b′) na˜o sa˜o definidas
da forma usual, mas sim como operac¸o˜es entre os diferentes canais (r × r′, g × g′,
b × b′). Ou seja, na˜o estamos a efectuar uma multiplicac¸a˜o entre dois vectores, mas
sim treˆs multiplicac¸o˜es entre escalares. Da mesma forma, uma operac¸a˜o tal como
sin((r, g, b)), sera´ equivalente ao vector (sin(r), sin(g), sin(b)).
Quando comparamos esta abordagem com a proposta por Mount [1994], chega-
mos a` conclusa˜o que existe uma diferenc¸a significativa de performance. Note-se que,
quando as sub-a´rvores na˜o incluem terminais do tipo vector, na˜o e´ necessa´rio calcular
as treˆs componentes da imagem. Assim, uma parte significativa da avaliac¸a˜o dos
indiv´ıduos e´ feita como se estive´ssemos a considerar imagens apenas em tons de cinza
(ver figura 5.5), o que resulta num aumento tambe´m ele significativo de performance.
Na figura 5.5 apresentamos alguns exemplos de imagens produzidas pelo sistema
3O artigo de Sims [1991] na˜o e´ totalmente expl´ıcito sobre este assunto.
4Os operadores ColorNoise, HSV toRGB e RGBtoHSV tambe´m podem introduzir cor, no
entanto na˜o e´ necessa´rio nem suficiente a utilizac¸a˜o destes operadores para obter imagens true-color.
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e as expresso˜es simbo´licas correspondentes.
5.1.5 Operadores Gene´ticos
Os operadores gene´ticos definem a forma como os indiv´ıduos sa˜o manipulados. Em
programac¸a˜o gene´tica o operador de mutac¸a˜o costuma assumir pouca importaˆncia,
existindo mesmo aplicac¸o˜es em que na˜o e´ utilizado. Contudo o NEvAr possui carac-
ter´ısticas distintas da generalidade das aplicac¸o˜es de PG, nomeadamente:
• Populac¸o˜es de pequena dimensa˜o;
• Grande nu´mero de primitivas;
• Avaliac¸a˜o feita pelo utilizador.
A reduzida dimensa˜o das populac¸o˜es, aliada ao grande nu´mero de primitivas,
implica que, na auseˆncia de mutac¸a˜o, grande parte das primitivas deixem de fazer
parte do material gene´tico dispon´ıvel, ao fim de algumas gerac¸o˜es. Ou seja, a mutac¸a˜o
e´ necessa´ria para re-introduzir primitivas no co´digo gene´tico dos indiv´ıduos. Por outro
lado, o utilizador pode estar interessado em gerar variac¸o˜es de um indiv´ıduo, o que
torna indispensa´vel o recurso a` mutac¸a˜o.
Devido a estes factores, a mutac¸a˜o desempenha um papel mais importante do que
e´ habitual em PG. Os operadores gene´ticos empregues sa˜o descritos no Apeˆndice A,
pelo que faremos apenas uma descric¸a˜o sucinta do seu funcionamento, dando exemplos
dos resultados da sua aplicac¸a˜o.
Sobre-cruzamento
O operador de Sobre-cruzamento executa a troca de sub-a´rvores entre indiv´ıduos. Na
figura 5.6 apresentamos algumas imagens obtidas atrave´s deste processo. Conforme se
pode observar, os resultados obtidos atrave´s do sobre-cruzamento de duas imagens sa˜o
interessantes e por vezes inesperados. De forma geral, a heranc¸a gene´tica traduz-se
numa proximidade estil´ıstica entre descendentes e progenitores, o que e´ essencial para
o bom funcionamento do algoritmo evoluciona´rio. E´ tambe´m interessante verificar
que existem indiv´ıduos “incompat´ıveis”, i.e., em certos casos, apesar da qualidade
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(round (blur (+ (EdgeDetect (+ (blur (cos (+ (- (-
(expt Y) (HSVtoRGB (- (xor Y X) (cos X)))) (cos (+
(- (expt 0.426740) Y) (cos (- (expt (+ Y X)) Y)))))
(EdgeDetect (+ (blur (cos (+ (- (- (expt Y) (HSV-
toRGB (blur (cos (+ (- (- (/ (xor Y (- -0.404462 (sin
Y))) Y) (HSVtoRGB Y)) (cos (+ Y (BWNoise (log
X))))) (blur (dissolve X (HSVtoRGB (BWNoise (log
X)))))))))) (cos (+ (expt 0.426740) (cos (- (expt (+ Y
X)) Y))))) (blur (cos Y))))) (cos (+ Y Y))))))) ( cos
(+ Y Y)))) (round (cos X) 0.401654))) (cos 0.339457
0.120640 -0.154088))
(/ (min (max 0.596912 -0.242531 0.460616 Y) (if -
0.853938 (* (cos (mdist Y Y)) (pow X -0.484542
-0.518601 -0.202734)) (or (max (neg Y) X) (+ X
0.021149)))) (if (if -0.853938 (cos (abs (max 0.596912 -
0.242531 0.460616 X))) X) (cos (sin 0.499191 0.972289
-0.374004)) (abs (- 0.717826 -0.485214 -0.492782 X))))
(tan (- (- 0.448347 -0.447188 -0.349162 (pow Y (+
(abs Y) Y))) (pow (tan (- (pow (- (atan (warp Y
X -0.447188 -0.415510 0.946226)) Y) Y) (pow (tan
(round X (cos -0.641163))) Y))) (tan (- (pow (warp Y
X (or (max 0.670156 -0.553575 -0.185705 (/ 0.234535
-0.236061 -0.541002 0.894772)) (neg 0.804682))) -
0.020722 0.457564 0.158238) (pow (- (atan (warp Y
X -0.447188 -0.415510 0.946226)) Y) Y))))))
Figura 5.5: Exemplos de imagens geradas pelo NEvAr e correspondente co´digo
gene´tico.
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Figura 5.6: Na fila superior as imagens progenitoras. Na fila inferior, alguns exemplos
resultantes do sobre-cruzamento entre elas.
dos progenitores ser elevada, a recombinac¸a˜o do seu co´digo gene´tico na˜o se mostra
produtiva.
Mutac¸a˜o
Os operadores de mutac¸a˜o implementados sa˜o ideˆnticos aos apresentados no Apeˆndice
A. Assim, temos cinco operadores de mutac¸a˜o: troca e substituic¸a˜o de sub-a´rvores,
inserc¸a˜o, remoc¸a˜o e substituic¸a˜o de no´. A figura 5.7 apresenta alguns exemplos da
aplicac¸a˜o destes operadores.
5.1.6 Avaliac¸a˜o e Selecc¸a˜o
Um dos aspectos que assume maior importaˆncia, em qualquer programa evoluciona´rio,
e´ a atribuic¸a˜o de aptida˜o. A avaliac¸a˜o dos indiv´ıduos guia o processo evolutivo; como
tal, a qualidade dos resultados obtidos esta´ dependente da qualidade da avaliac¸a˜o.
O me´todo de selecc¸a˜o tambe´m e´ uma pec¸a importante. Os me´todos utilizados com
maior frequeˆncia sa˜o: selecc¸a˜o por roleta e por torneio, sendo que, nos u´ltimos tempos
e particularmente na a´rea da programac¸a˜o gene´tica, a selecc¸a˜o por torneio tem vindo
a ganhar a prefereˆncia dos investigadores.
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(a)
(b) (c) (d) (e) (f)
Figura 5.7: Progenitor (a) e exemplos de mutac¸o˜es por: substituic¸a˜o (b), inserc¸a˜o (c)
e remoc¸a˜o de no´ (d); e por, troca (e) e substituic¸a˜o de sub-a´rvore (f).
Quando utilizamos selecc¸a˜o por roleta, a pressa˜o evolutiva e´ na esseˆncia deter-
minada pela func¸a˜o de aptida˜o5. Para controlar esta pressa˜o, os investigadores sa˜o
frequentemente obrigados a alterar a func¸a˜o de aptida˜o, atrave´s de operac¸o˜es de es-
calonamento, normalizac¸a˜o, etc.
Na selecc¸a˜o por torneio a pressa˜o evolutiva e´ determinada pelo tamanho do tor-
neio. Quando se recorre a este tipo de selecc¸a˜o, o papel da func¸a˜o de aptida˜o e´,
exclusivamente, o de ordenar os indiv´ıduos de acordo com a sua qualidade; desde que
induzam o mesmo ordenamento, as func¸o˜es de aptida˜o sa˜o equivalentes. Por outras
palavras, duas func¸o˜es de aptida˜o, f e g, sa˜o equivalentes se: f(i) > f(i′) ⇔ g(i) >
g(i′),∀i, i′ ∈ D. Assim, torna-se desnecessa´rio efectuar operac¸o˜es de escalonamento
ou normalizac¸a˜o, visto que estas na˜o alteram o ordenamento, o que na pra´tica facilita
a tarefa de construc¸a˜o da func¸a˜o de avaliac¸a˜o e de especificac¸a˜o da pressa˜o evolutiva.
No NEvAr a avaliac¸a˜o e´ feita pelo utilizador, o que lhe confere um papel fulcral
no processo evolutivo. Como tal, as nossa escolhas sa˜o condicionadas por este facto.
Neste contexto, a selecc¸a˜o por roleta mostra-se mais intuitiva e versa´til. Mais
5Com selecc¸a˜o por roleta, um indiv´ıduo que tenha o dobro da aptida˜o de outro tem o dobro
de probabilidade de ser seleccionado. E´ poss´ıvel fazer mapeamentos dos valores da func¸a˜o de
aptida˜o, de forma a atenuar ou aumentar a pressa˜o evolutiva. P.ex. uma alterac¸a˜o do ge´nero
aptida˜o→aptida˜o+c, com c > 0, tem por efeito reduzir a pressa˜o evolutiva, visto que atenua as
diferenc¸as entre os indiv´ıduos.
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Figura 5.8: No NEvAr os indiv´ıduos sa˜o classificados numa escala de 0 a 9. O
utilizador atribui a pontuac¸a˜o utilizando o rato. Um clique com o bota˜o esquerdo
sobre uma imagem incrementa a sua pontuac¸a˜o, com o bota˜o direito decrementa.
intuitiva, porque e´ natural que o utilizador espere que o valor atribu´ıdo aos indiv´ıduos,
e na˜o apenas o ordenamento em func¸a˜o dos valores atribu´ıdos, influencie a forma como
a pro´xima gerac¸a˜o e´ criada. Mais versa´til, porque permite controlar directamente a
pressa˜o evolutiva.
E´ o´bvio que se utiliza´ssemos selecc¸a˜o por torneio, o utilizador continuaria a poder
ajustar a pressa˜o evolutiva, atrave´s da alterac¸a˜o do tamanho do torneio. Contudo,
tal na˜o e´ pra´tico, uma vez que obriga o utilizador a executar operac¸o˜es suplementa-
res. Adicionalmente, com populac¸o˜es ta˜o pequenas, torna-se complexo encontrar um
tamanho de torneio apropriado, visto que alterac¸o˜es subtis no tamanho de torneio
provocam grandes alterac¸o˜es na pressa˜o evolutiva.
Sendo o valor de aptida˜o dos indiv´ıduos por omissa˜o zero, e utilizando selecc¸a˜o
por roleta, o utilizador na˜o necessita de avaliar explicitamente toda a populac¸a˜o. Na
maioria dos casos, o utilizador escolhe dois ou treˆs indiv´ıduos, que se destacam dos
restantes, e atribui-lhes um valor expl´ıcito. Os restantes tera˜o zero como valor de ap-
tida˜o e, consequentemente, na˜o teˆm hipo´tese de ser seleccionados como progenitores.
Na maioria das abordagens convencionais, a classificac¸a˜o atribu´ıda aos indiv´ıduos
e´ esta´tica, no sentido em que o indiv´ıduo obtera´ sempre a mesma classificac¸a˜o, in-
dependentemente do contexto em que esta´ inserido. Contudo, quando a avaliac¸a˜o e´
feita pelo utilizador torna-se: a) Imposs´ıvel assegurar uma avaliac¸a˜o esta´tica, porque
a qualidade dos restantes indiv´ıduos afecta a avaliac¸a˜o; b) Indeseja´vel, porque existem
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melhores formas de fazer a avaliac¸a˜o.
Se o utilizador modificar a sua avaliac¸a˜o em func¸a˜o das circunstaˆncias, podera´
guiar o processo evolutivo de forma mais eficiente. Por exemplo, se chegar a` conclusa˜o
que o sistema se encontra preso num o´ptimo local, pode alterar o seu crite´rio de
avaliac¸a˜o, de forma a conduzir o sistema para outro ponto do espac¸o. Consideremos
ainda outra situac¸a˜o, em que das imagens presentes na populac¸a˜o existem duas que
se destacam pela sua qualidade, sabendo no entanto o utilizador que a combinac¸a˜o
destas imagens na˜o produz resultados interessantes, i.e., que as imagens na˜o sa˜o
compat´ıveis. Como tal, opta por uma delas, penalizando a outra, evitando que esta
seja utilizada na gerac¸a˜o da pro´xima populac¸a˜o.
Ou seja, a avaliac¸a˜o na˜o e´, nem deve, ser feita exclusivamente em func¸a˜o da
qualidade dos indiv´ıduos, mas sim em func¸a˜o do contexto em que estes indiv´ıduos se
inserem, e de acordo com aquilo que o utilizador percepciona como sendo a melhor
opc¸a˜o, a me´dio e longo prazo.
Como e´ evidente, para que o utilizador possa ponderar eficazmente as consequeˆn-
cias das suas opc¸o˜es, tem que possuir um conhecimento profundo da ferramenta que
esta´ a utilizar, desenvolver uma percepc¸a˜o sobre compatibilidade de imagens, etc. Ou
seja, tal como qualquer outra ferramenta, o NEvAr exige um per´ıodo de aprendizagem
e habituac¸a˜o. Assim, o grau de compreensa˜o do utilizador face a` ferramenta determina
a forma como o este explora o potencial oferecido pela aplicac¸a˜o e, consequentemente,
os resultados obtidos.
5.2 Base de Conhecimento
O modelo apresentado no Cap´ıtulo 4 previa a incorporac¸a˜o de uma base de conheci-
mento no NEvAr. Esta seria constitu´ıda por imagens produzidas atrave´s do pro´prio
sistema, e por imagens de provenieˆncia externa ao sistema como por exemplo obras
de artistas humanos.
Conforme ja´ tivemos oportunidade de referir, o abandono da compressa˜o fractal de
imagem como me´todo de representac¸a˜o po˜e em causa a inclusa˜o de imagens externas.
As primitivas LoadImage permitem ler uma imagem qualquer, no entanto isto na˜o e´
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suficiente para os nossos objectivos. A ideia original passava pela utilizac¸a˜o de uma
representac¸a˜o comum para imagens internas e externas. Como tal, as imagens pode-
riam ser manipuladas de igual forma, tirando-se assim partido de uma representac¸a˜o
hiera´rquica, que explora a estrutura das imagens.
As imagens internas ao sistema continuam a ter uma estrutura em a´rvore, o que
permite a manipulac¸a˜o dos seus geno´tipos, de forma a produzir resultados interessan-
tes. No entanto, a utilizac¸a˜o de primitivas como o LoadImage na˜o confere estrutura
a` imagens externas.
Desta forma, o recurso a estas primitivas permite a evoluc¸a˜o de filtros e outros efei-
tos especiais sobre as imagens. Apesar deste modo de utilizac¸a˜o produzir resultados
interessantes, e constituir eventualmente uma das aplicac¸o˜es pra´ticas das ferramentas
de evoluc¸a˜o interactiva, tal como indicam os estudos de Poli & Cagnoni [1997], na˜o
potencia a criac¸a˜o de obras de arte novas, no sentido mais lato do termo, nem se
adapta aos nossos propo´sitos.
Se e´ verdade que o me´todo de representac¸a˜o escolhido na˜o facilita a inclusa˜o
de obras externas ao sistema, tambe´m na˜o a torna imposs´ıvel por completo. Na
realidade, os trabalhos sobre “compressa˜o programa´tica” de Nordin & Banzhaf [1994;
1995a; 1996b] indicam que tal podera´ vir a ser poss´ıvel a me´dio/longo prazo.
Com a incorporac¸a˜o da base de conhecimento passar´ıamos a ter estruturas distin-
tas e heteroge´neas de “documentos” (base de conhecimento e conjunto de trabalho),
o que nos causava algum desagrado. Adicionalmente, tendo em conta que o NE-
vAr e´ na esseˆncia um algoritmo de programac¸a˜o gene´tica, parecia-nos desajustada
a inclusa˜o de um mo´dulo que afastaria o NEvAr do modelo evoluciona´rio. Ou seja,
considera´mos que o problema devia ser resolvido de forma a manter a homogenei-
dade da aplicac¸a˜o, tanto em termos de filosofia como de implementac¸a˜o. Com isto
em mente, acabamos por encontrar uma soluc¸a˜o, que, para ale´m de cumprir estas
prerrogativas, se afigura elegante. Tal como acontece frequentemente, esta soluc¸a˜o e´
bastante simples, podendo mesmo ser considerada o´bvia, conforme se pode constatar
atrave´s da descric¸a˜o que se segue.
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Antes de mais uma definic¸a˜o, designaremos por experieˆncia o conjunto de po-
pulac¸o˜es desde a populac¸a˜o inicial ate´ a` populac¸a˜o corrente. Considere-se que es-
tamos na presenc¸a de um algoritmo evolutivo paralelo. Isto e´, um algoritmo em
que decorrem va´rias experieˆncias independentes em simultaˆneo, existindo como tal
va´rias populac¸o˜es. Adicionalmente, considere-se que estas experieˆncias correm de
forma ass´ıncrona, e que se pode transferir indiv´ıduos entre experieˆncias, i.e., existe
migrac¸a˜o que e´ controlada pelo utilizador.
Considere-se, enta˜o, o um exemplo de utilizac¸a˜o deste modelo. O utilizador
comec¸a por criar duas experieˆncias distintas, a e b. A populac¸a˜o inicial de a tem,
por exemplo, 20 indiv´ıduos, criados de forma aleato´ria, enquanto a de b tem 0. Se-
guidamente, o utilizador centra-se na experieˆncia a e vai avaliando os indiv´ıduos de
sucessivas populac¸o˜es que va˜o sendo criadas. Quando o utilizador encontra imagens
que lhe agradam particularmente, adiciona-as a` populac¸a˜o actual (neste caso a 0)
da experieˆncia b. Em determinado ponto, o utilizador chega a` conclusa˜o que seria
bene´fico que a pro´xima populac¸a˜o fosse gerada atrave´s da combinac¸a˜o dos indiv´ıduos
da populac¸a˜o actual, com indiv´ıduos anteriormente transferidos para a experieˆncia b.
Adiciona esse(s) indiv´ıduo(s) a` populac¸a˜o actual de a e continua o processo. Imagi-
nemos que o utilizador resolve poˆr em marcha o processo evolutivo na experieˆncia b,
ordenando como tal a gerac¸a˜o de uma nova populac¸a˜o. Esta sera´ constru´ıda a partir
da actual, que e´ composta, exclusivamente, por indiv´ıduos transferidos da a.
Conforme se pode depreender do exemplo apresentado, a experieˆncia b desempe-
nha todas as func¸o˜es da base de conhecimento inclu´ıda no nosso modelo. Como tal,
opta´mos por esta soluc¸a˜o, ou seja, o NEvAr passou a ser uma ferramenta que permite
a evoluc¸a˜o paralela e ass´ıncrona de va´rias experieˆncias. Tal como seria de esperar, as
experieˆncias podem ser armazenadas6 em qualquer fase do processo, o que possibilita
a sua utilizac¸a˜o posterior.
Para ale´m de permitir migrac¸a˜o entre experieˆncias, o NEvAr tambe´m permite a
“migrac¸a˜o” dentro da mesma experieˆncia. Assim, e´ poss´ıvel transferir um indiv´ıduo de
uma populac¸a˜o anterior para a populac¸a˜o actual e vice-versa. No NEvAr o utilizador
pode voltar a uma populac¸a˜o anterior, visto que sa˜o armazenadas todas as populac¸o˜es
6Note-se que so´ e´ armazenado o geno´tipo dos indiv´ıduos e na˜o o feno´tipo, i.e., na˜o sa˜o armaze-
nadas as imagens mas sim o co´digo que lhe da´ origem.
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Figura 5.9: Modelo actual do NEvAr. A experieˆncia activa esta´ indicada a cinza.
referentes a uma experieˆncia, e verificar quais os resultados da atribuic¸a˜o de uma
classificac¸a˜o distinta, i.e., o utilizador pode explorar um caminho evolutivo distinto. A
co´pia de um indiv´ıduo para uma populac¸a˜o anterior encontra assim raza˜o de ser; e´ uma
forma de transferir um pedac¸o do futuro para o passado, resultando consequentemente
num caminho distinto.
Na figura 5.9 apresentamos uma visa˜o esquema´tica do modelo actual do NEvAr.
Apesar deste modelo poder parecer radicalmente distinto do apresentado anterior-
mente, uma ana´lise mais cuidada revela que eles sa˜o, no essencial, equivalentes. No
modelo anterior a distinc¸a˜o entre base de conhecimento e conjunto de trabalho era
feita ao n´ıvel da funcionalidade e da implementac¸a˜o, que previa dois mo´dulos distin-
tos. No actual, e´ partilhada uma estrutura homoge´nea. Deste modo, e´ o utilizador
que confere a determinada experieˆncia ou populac¸a˜o o papel de base de conhecimento
ou de conjunto de trabalho, atrave´s da maneira como a utiliza. Mais, em qualquer
fase do processo pode optar por alterar este papel, passando a usar como conjunto de
trabalho aquilo que antes vinha utilizando como base de conhecimento, e vice-versa.
A soluc¸a˜o aqui apresentada, para ale´m de cumprir os objectivos iniciais da base de
conhecimento, confere novas potencialidades ao NEvAr, abrindo caminho para uma
implementac¸a˜o distribu´ıda e para eventuais projectos art´ısticos colaborativos, dado
que permite a troca de imagens entre diferentes utilizadores.
A importaˆncia das “galerias” de imagens criadas atrave´s da migrac¸a˜o tem vindo a
aumentar ao longo do tempo, desempenhando actualmente um papel preponderante
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na criac¸a˜o de novas imagens. Conforme teremos oportunidade de referir no Cap´ıtulo
6, o recurso a estas galerias encurta significativamente o processo evolutivo, sem que
da´ı resulte uma degradac¸a˜o da qualidade dos resultados.
No que diz respeito ao algoritmo de programac¸a˜o gene´tica implementado, embora
existam diferenc¸as relativamente ao apresentado no Apeˆndice A, estas sa˜o superficiais.
Conforme se pode observar na figura 5.9, o NEvAr inclui dois mo´dulos de fil-
tragem, um ao n´ıvel do geno´tipo e outro ao n´ıvel do feno´tipo, dos quais ainda na˜o
tivemos a oportunidade de falar. Estes mo´dulos teˆm como objectivo filtrar indiv´ıduos
de baixo valor. O primeiro faz esta filtragem atrave´s da ana´lise do geno´tipo, o que
permite evitar a construc¸a˜o do feno´tipo destes indiv´ıduos e, consequentemente, pou-
par recursos computacionais. Podemos considerar que os indiv´ıduos filtrados atrave´s
deste processo sa˜o invia´veis. A filtragem a n´ıvel do feno´tipo pode ser considerada
uma pre´-avaliac¸a˜o, sendo efectuada atrave´s da ana´lise das caracter´ısticas da imagem.
Desta forma, evita-se a inclusa˜o na populac¸a˜o de indiv´ıduos cujo valor se sabe ser
baixo, aumentando-se a qualidade me´dia da populac¸a˜o.
Estes mo´dulos teˆm-se mostrado extremamente u´teis, em particular durante as
fases iniciais do processo evolutivo, e sera˜o descritos no Cap´ıtulo 8.
5.3 S´ıntese
Neste cap´ıtulo apresenta´mos uma descric¸a˜o de diversas etapas do desenvolvimento do
NEvAr. Comec¸a´mos por indicar os problemas encontrados com a compressa˜o fractal,
que acabaram por inviabilizar a utilizac¸a˜o desta forma de representac¸a˜o. Assim,
opta´mos por um me´todo de representac¸a˜o distinto, que teve como consequeˆncia perder
a capacidade de integrar no NEvAr imagens externas ao sistema.
A ana´lise deste novo me´todo de representac¸a˜o implicou a descric¸a˜o da constituic¸a˜o
do geno´tipo, da passagem do geno´tipo ao feno´tipo e do me´todo de incorporac¸a˜o de
cor. Posteriormente apresenta´mos exemplos da aplicac¸a˜o dos operadores gene´ticos
implementados. Conclu´ıda esta tarefa, centra´mos a nossa atenc¸a˜o na avaliac¸a˜o e
selecc¸a˜o de indiv´ıduos.
Descrevemos, tambe´m, a forma como as funcionalidades da base de conhecimento
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podem ser implementadas, sem abandonar o paradigma evoluciona´rio, o que permitiu
a manutenc¸a˜o de uma estrutura homoge´nea de documentos. Este me´todo de imple-
mentac¸a˜o introduz alterac¸o˜es ao modelo apresentado no Cap´ıtulo 4. Deixa de existir
uma distinc¸a˜o ao n´ıvel da implementac¸a˜o entre base de conhecimento e conjunto de
trabalho, passando esta a ser feita exclusivamente ao n´ıvel funcional.
Neste esta´dio de desenvolvimento o NEvAr e´ uma ferramenta (no sentido utilizado
no Cap´ıtulo 3) de arte evoluciona´ria. No cap´ıtulo que se segue iremos apresentar
resultados experimentais relativos a` utilizac¸a˜o do NEvAr enquanto tal, e fazer uma
ana´lise comparativa com aplicac¸o˜es semelhantes.
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O desempenho do NEvAr enquanto ferramenta pode ser analisado segundo duas ver-
tentes: em func¸a˜o dos resultados, o que implica a ana´lise da capacidade de obter obras
de arte, ou, de forma menos ambiciosa, imagens agrada´veis; em func¸a˜o do processo
que leva a` obtenc¸a˜o dessas imagens.
A natureza dos resultados impossibilita uma avaliac¸a˜o objectiva dos mesmos.
Sendo o objectivo do NEvAr a criac¸a˜o de “obras de arte”, o me´todo mais o´bvio de
avaliac¸a˜o seria medir a reacc¸a˜o do pu´blico. Poder´ıamos, p.ex., recorrer a um grupo de
pessoas para avaliar um conjunto de imagens produzidas pelo sistema. Este conjunto
de imagens a classificar poderia incluir imagens de diferentes esta´dios da evoluc¸a˜o,
por forma a aferir o aumento da qualidade ao longo do tempo. Adicionalmente, e
para demonstrar a importaˆncia da atribuic¸a˜o de aptida˜o no processo, poder-se-ia in-
cluir neste conjunto um grupo de imagens geradas atrave´s do NEvAr com atribuic¸a˜o
aleato´ria de aptida˜o.
Apesar deste tipo de ana´lise ser, a` primeira vista, apelativo, aparentando ser uma
forma leg´ıtima de validar o sistema, a ideia subjacente encerra um erro fundamental.
O NEvAr e´ guiado por um utilizador. O objectivo e´ a produc¸a˜o de imagens com-
pat´ıveis com os crite´rios este´ticos e art´ısticos do utilizador (partindo do princ´ıpio de
que foram estes os crite´rios utilizados na atribuic¸a˜o de aptida˜o). Como tal, a avaliac¸a˜o
por terceiros sera´ sempre secunda´ria. De facto, a questa˜o realmente importante e´ a
forma como cada utilizador avalia os resultados que obte´m.
Visto que o factor essencial e´ o grau de satisfac¸a˜o do utilizador, para avaliar os
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resultados produzidos atrave´s do NEvAr, seria deseja´vel que um grupo de utilizadores
classificasse as imagens por eles produzidas. Isto conduz-nos a` segunda vertente da
avaliac¸a˜o acima referida, i.e., a avaliac¸a˜o do processo. Note-se que a avaliac¸a˜o dos
resultados na˜o e´ suficiente. Sistemas como o apresentado por Todd & Latham [1992]
podem ser considerados excelentes do ponto de vista dos resultados, sendo capazes
de produzir imagens de elevado valor este´tico de forma consistente. No entanto, es-
tas imagens caem, inevitavelmente, dentro de um determinado estilo. Na pra´tica, o
papel do utilizador neste tipo de sistemas e´ praticamente nulo, na˜o podendo influen-
ciar significativamente os resultados produzidos pelo sistema, nem adequa´-los a`s suas
prefereˆncias particulares.
Tal como qualquer ferramenta, o NEvAr requer um per´ıodo de aprendizagem.
Para que um utilizador explore todas as potencialidades de uma ferramenta tem que
a conhecer de forma aprofundada, e desenvolver, ou aprender, uma metodologia de
trabalho apropriada a` ferramenta em questa˜o.
Os resultados, tal como o grau de satisfac¸a˜o, dependem na˜o so´ das capacidades
da ferramenta mas tambe´m do domı´nio que o utilizador tem sobre ela. Assim, a na˜o
obtenc¸a˜o de bons resultados pode advir, e adve´m frequentemente, da incapacidade
ou inexperieˆncia do utilizador, e na˜o da ferramenta.
Durante o desenvolvimento do NEvAr, nomeadamente durante as primeiras etapas
de experimentac¸a˜o, as imagens por no´s obtidas ficavam muito aque´m do esperado,
especialmente se tivermos em considerac¸a˜o os resultados apresentados por K. Sims,
S. Rooke, etc. (ver Cap´ıtulo 2). Veio-se a demonstrar que a fraca qualidade dos
resultados na˜o estava relacionada com uma incapacidade da aplicac¸a˜o mas sim de
no´s pro´prios, que ainda na˜o t´ınhamos aprendido a explorar o seu potencial.
Neste Cap´ıtulo, em vez de apresentarmos gra´ficos de performance, apresentamos
resultados, i.e., imagens produzidas pela aplicac¸a˜o, com o objectivo de ilustrar o tipo
de obras que podem ser produzidas. Adicionalmente, descrevemos a metodologia
de trabalho atrave´s da qual estes resultados foram obtidos, que resulta de um vasto
nu´mero de horas de trabalho de experimentac¸a˜o com a ferramenta, e de sistematizac¸a˜o
da experieˆncia emp´ırica acumulada. Apesar de existirem va´rias ferramentas de arte
evoluciona´ria, pouco foi dito sobre as suas potencialidades, virtudes e limitac¸o˜es no
aˆmbito da criac¸a˜o de obras de arte. Menos ainda foi dito sobre como explorar as suas
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virtudes e potencialidades e evitar as limitac¸o˜es. Pretende-se, com esta exposic¸a˜o,
contribuir para o preenchimento destas lacunas.
Este cap´ıtulo seguira´ a seguinte estrutura: comec¸amos por apresentar alguns
exemplos de imagens produzidas com o NEvAr, analisando algumas caracter´ısticas
destas imagens; de seguida fazemos uma descric¸a˜o das etapas do processo atrave´s
do qual estas imagens foram criadas; posteriormente destacamos o papel da base de
conhecimento no abreviar deste processo; finalizamos com uma ana´lise comparativa
com outras abordagem e com algumas concluso˜es gene´ricas.
6.1 Resultados
Nas pa´ginas que se seguem apresentamos va´rios exemplos de imagens criadas atrave´s
do NEvAr. O primeiro grupo de imagens (figura 6.1) foi criado durante o per´ıodo de
uma semana, quando esta´vamos a preparar a nossa participac¸a˜o na exposic¸a˜o “Art
and Aesthetics of Artificial Life”, organizada por Nicholas Gesseler e que teve lugar
no Center for the Digital Arts da UCLA, de 26 Junho a 12 de Julho de 1998. A
criac¸a˜o destas imagens foi feita a partir de populac¸o˜es iniciais aleato´rias, na˜o tendo
sido utilizada migrac¸a˜o nem qualquer tipo de imagens pre´-criadas, em qualquer fase
do processo.
O segundo grupo (figura 6.2) abrange parte das imagens inclu´ıdas no Cd-Rom
do livro “Evolutionary Design by Computers” editado por Bentley & Corne [1999].
Estas imagens esta˜o intimamente relacionadas com o grupo anterior, partilhando um
historial gene´tico, visto que sa˜o provenientes da continuac¸a˜o das experieˆncias que
originaram o primeiro grupo, e da explorac¸a˜o de diferentes caminhos evolutivos.
O terceiro grupo (figuras 6.3 a 6.6) conte´m imagens inclu´ıdas em va´rias publicac¸o˜es
e exposic¸o˜es, constituindo exemplos dos resultados que temos vindo a obter ao longo
do tempo.
Conve´m referir que todas as imagens aqui apresentadas foram produzidas exclusi-
vamente atrave´s da utilizac¸a˜o do NEvAr, na˜o tendo sido utilizadas imagens de outras
fontes na sua ge´nese, nem efectuado qualquer tipo de po´s-processamento.
Tal como se pode depreender dos exemplos apresentados, as imagens produzidas
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Figura 6.1: “Aztec Set”, imagens apresentadas na exposic¸a˜o “Art and Aesthetics of
Artificial Life”, curador Nicolas Gesseler, Center for the Digital Arts da UCLA, 26
Junho a 12 de Julho,1998.
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Figura 6.2: Algumas das imagens inclu´ıdas no Cd-Rom do livro “Evolutionary Design
by Computers” editado por Bentley & Corne [1999].
Figura 6.3: “Splitting the apple”utilizada no cartaz da EuroGP’2003, Essex, UK,
e “Aibo’s Cousin”uma das imagens apresentada em “Artist Space 6: Generative
computation and the arts”, Journal of Digital Creativity - Special Issue on Generative
Computation and the Arts, Paul Brown (Ed.), Sue Gollifer (Curator), 14(3): 159-168,
2003.
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Figura 6.4: Fila superior: “Eye Contact”e “Green Flash Sunset”. Fila inferior: “Un-
derwater Flames”, “Lotus Pose”. As imagens apresentadas sa˜o mutac¸o˜es do indiv´ıduo
“Eye Contact”ilustrando a plasticidade gene´tica da aplicac¸a˜o. Imagens publicadas
na revista nada, 1(4), 2005. A imagem “Green Flash Sunset”e´ tambe´m capa do AISB
Journal.
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Figura 6.5: Na fila superior “Lovers”e “Biker Flames”. Na inferior “Yellow Water
Color”. Imagens inclu´ıdas na exposic¸a˜o associada a` workshop EvoMUSART’2005,
Lausanne, Su´ıc¸a.
pelo NEvAr sa˜o, tipicamente, de natureza abstracta. Uma das ideias pre´-concebidas
sobre arte evoluciona´ria e´ que, embora do ponto de vista teo´rico seja perfeitamente
poss´ıvel construir imagens figurativas, na pra´tica tal na˜o e´ exequ´ıvel estando o uti-
lizador limitado ao abstraccionismo. Conforme se pode observar na figura 6.6 tal
na˜o corresponde a` realidade. Na pra´tica mostrou-se surpreendentemente fa´cil evo-
luir imagens figurativas, bastando para o efeito que o utilizador, ao atribuir aptida˜o,
privilegie imagens evocativas de figuras.
A transic¸a˜o suave entre tonalidades e a predominaˆncia de imagens sime´tricas, ou,
mais propriamente de imagens quasi-sime´tricas, em relac¸a˜o ao eixo vertical, consti-
tuem algumas das caracter´ısticas preponderantes das imagens geradas.
Estas caracter´ısticas resultam, por um lado das primitivas utilizadas, por outro
das prefereˆncias do pro´prio utilizador. A maioria dos operadores do NEvAr tem
como ponto de simetria o zero; dado que o domı´nio utilizado na produc¸a˜o destas
imagens foi [−1, 1]×[−1, 1], existe uma tendeˆncia natural para a produc¸a˜o de imagens
sime´tricas em torno dos eixos x e y. A forma mais simples de evitar esta tendeˆncia e´
alterar o domı´nio, por exemplo para [0, 1]× [0, 1], de forma a que a generalidade dos
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Figura 6.6: Imagens da se´rie “Bodies of Sin” inclu´ıdas na exposic¸a˜o associada a`
workshop EvoMUSART’2005, Lausanne, Su´ıc¸a.
operadores deixe de ser sime´trico em torno do ponto central das imagens. Conve´m, no
entanto, referir que a tendeˆncia para a quasi-simetria na˜o se deve exclusivamente aos
operadores. A maioria das imagens sa˜o sime´tricas apenas em relac¸a˜o ao eixo dos y. Se
as primitivas fossem a u´nica explicac¸a˜o para a simetria das imagens, encontrar´ıamos
um igual nu´mero de imagens sime´tricas em torno do eixo dos x. Na realidade, embora
os operadores induzam uma tendeˆncia para a produc¸a˜o de imagens sime´tricas, esta
tendeˆncia sera´ fa´cil e naturalmente ultrapassada se este tipo de imagens na˜o agradar
ao utilizador.
Os testes realizados com o NEvAr visavam essencialmente a criac¸a˜o art´ıstica.
Tal como referimos anteriormente, esta ferramenta pode ser utilizada para outros
fins. Assim, terminamos esta secc¸a˜o apresentando, na figura 6.7, alguns exemplos de
outras aplicac¸o˜es, nomeadamente a evoluc¸a˜o de “filtros” e tesselac¸o˜es regulares.
6.2 O Processo
Nesta secc¸a˜o descrevemos o processo atrave´s do qual as imagens anteriormente apre-
sentadas foram criadas. Usualmente o processo criativo art´ıstico implica va´rias etapas
entre as quais: ge´nese da ideia; elaborac¸a˜o de esboc¸os e explorac¸a˜o da ideia; execuc¸a˜o
da obra. A metodologia adoptada e´ ana´loga, podendo ser dividida em treˆs fases
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Figura 6.7: Na fila superior as imagens originais. Nas duas filas seguintes aplicac¸a˜o
de transformac¸o˜es evolu´ıdas atrave´s do NEvAr a essas imagens. Apo´s evolu´ıdas, as
transformac¸o˜es podem ser aplicadas a qualquer imagem. Na fila inferior, algumas
tesselac¸o˜es produzidas com o NEvAr.
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principais: Descoberta, Explorac¸a˜o e Selecc¸a˜o/Refinamento.
De forma sinte´tica estas etapas podem ser descritas da seguinte forma:
Descoberta Esta etapa consiste em encontrar um caminho evolutivo promissor, o
que tipicamente corresponde a encontrar um conjunto de imagens interessantes
a partir de uma populac¸a˜o inicial aleato´ria, correspondendo como tal a` ge´nese
da(s) ideia(s).
Explorac¸a˜o Na segunda etapa, as “ideias” interessantes anteriormente evolu´ıdas sa˜o
exploradas, de forma a produzir imagens de elevado valor este´tico.
Selecc¸a˜o/Refinamento As imagens produzidas na etapa anterior sa˜o alvo de um
processo de selecc¸a˜o e, eventualmente, de refinamento, com o objectivo de cor-
rigir imperfeic¸o˜es ou alterar detalhes, correspondendo a` execuc¸a˜o final da obra.
6.2.1 Descoberta
A experieˆncia emp´ırica adquirida permite-nos classificar a etapa de Descoberta como
a mais cr´ıtica do processo, e, conjuntamente com a de Explorac¸a˜o, aquela em que as
faculdades do utilizador sa˜o mais determinantes.
Antes de mais conve´m referir o que se deve evitar. Como a etapa de descoberta
corresponde a` ge´nese da ideia, e´ impro´prio aborda´-la com ideias pre´-concebidas re-
lativamente ao aspecto final da obra a produzir. Por outras palavras, embora seja
tentador, e´ na pra´tica imposs´ıvel pensar numa imagem e tentar levar o NEvAr a
produzi-la.
Este e´, de certa forma, o aspecto mais importante a reter, porque contrasta com
aquilo de que, geralmente, se esta´ a` espera numa ferramenta, i.e., que esta permita
a implementac¸a˜o de uma ideia. Se por um lado esta incapacidade do NEvAr pode
ser vista como uma limitac¸a˜o, por outro lado na˜o deixa de ser uma oportunidade. A
influeˆncia do NEvAr no processo criativo e´ mais precoce do que a das ferramentas
convencionais, que de modo geral so´ assumem papel de relevo em etapas posteriores
a` ge´nese da ideia. Alia´s, frequentemente, e´ a ideia que determina a ferramenta a
utilizar. Em contraste, o NEvAr desempenha um papel fundamental na ge´nese da
pro´pria ideia. O utilizador deixa de ser o u´nico responsa´vel pela criac¸a˜o da ideia,
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passando a ser responsa´vel pelo reconhecimento de ideias promissoras. As ideias
resultam de um processo evolutivo, da interacc¸a˜o, que se espera simbio´tica, entre
utilizador e ferramenta.
Este modo de funcionamento implica uma perda de controlo por parte do uti-
lizador, o que na˜o e´, necessariamente, negativo. A impossibilidade de impor um
plano leva a` ana´lise de alternativas que de outra forma permaneceriam por explorar.
Adicionalmente, e ao contra´rio do que acontece usualmente, a utilizac¸a˜o desta ferra-
menta na˜o requer a existeˆncia de uma ideia inicial. Segundo este prisma, o NEvAr
– assim como algumas ferramentas de arte evoluciona´ria – destaca-se claramente das
aplicac¸o˜es convencionais, por prestar aux´ılio numa fase fulcral do processo criativo:
a ge´nese da ideia. Dito isto, passamos a` descric¸a˜o de um conjunto de heur´ısticas que
podem auxiliar o utilizador durante esta etapa.
Um dos princ´ıpios emp´ıricos mais importantes prende-se com a prevaleˆncia da
forma relativamente a` cor. Desta forma, durante as etapas iniciais do processo evo-
lutivo, o utilizador devera´ centrar a sua atenc¸a˜o nas formas evolu´ıdas, deixando para
segundo plano as suas prefereˆncias croma´ticas. Na realidade, ate´ ser obtida uma
forma que agrade ao utilizador, a cor pode, e deve, ser completamente ignorada.
Em algumas das experieˆncias por no´s realizadas, impoˆs-se a restric¸a˜o de as primei-
ras gerac¸o˜es serem constitu´ıdas exclusivamente por imagens em tons de cinzento. So´
apo´s a obtenc¸a˜o de formas suficientemente “agrada´veis” e´ que se permitiu a criac¸a˜o
de imagens a cores. Este me´todo mostrou ser extremamente eficiente, permitindo
uma maior sistematizac¸a˜o do processo atrave´s da sua decomposic¸a˜o. O u´nico aspecto
negativo reside numa certa monotonia visual das populac¸o˜es iniciais, devido a estas
serem constitu´ıdas exclusivamente por imagens em tons de cinzento. Em contrapar-
tida, resulta tipicamente numa maior diversidade de formas.
Esta regra emp´ırica encontra fundamentac¸a˜o quando consideramos o funciona-
mento da visa˜o, que privilegia a luminosidade em detrimento da cor [Palmer 1999;
McCorduck 1991]. Adicionalmente, tal como tivemos oportunidade de referir no
Cap´ıtulo 2, Cohen [1995] aponta este facto, referindo que a cor desempenha um pa-
pel secunda´rio na produc¸a˜o de obras de arte, relativamente ao desempenhado pela
luminosidade, baseando o desenvolvimento do AARON, nomeadamente do esquema
de colorac¸a˜o, neste princ´ıpio.
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A forma como a representac¸a˜o adoptada lida com a cor (ver Cap´ıtulo 5), mostra-
se extremamente adequada a` metodologia aqui proposta. Tipicamente, podemos
adicionar ou alterar a cor das imagens sem afectar significativamente a sua forma.
As imagens das primeiras populac¸o˜es costumam variar entre dois extremos, ou
sa˜o extremamente simples ou demasiado complexas, assemelhando-se neste caso a
“ru´ıdo”. Deste modo, a fase inicial do processo de descoberta passa, frequentemente,
pela recombinac¸a˜o de imagens simples, de forma a gerar descendentes de complexi-
dade superior, atingindo-se gradualmente um n´ıvel pro´ximo do desejado. E´ acon-
selha´vel evitar imagens com ru´ıdo, visto que se pode demonstrar complexo retira´-lo
em etapas posteriores. Por outras palavras, nesta fase de descoberta da ideia, a pre-
ocupac¸a˜o deve ser a produc¸a˜o de imagens que possam ser vistas como um arque´tipo,
simplificado mas “limpo”, da obra a produzir.
No que diz respeito a` avaliac¸a˜o, o me´todo que melhores resultados tem produzido e´
seleccionar um nu´mero muito restrito de imagens (tipicamente duas ou treˆs), a`s quais
e´ atribu´ıda uma classificac¸a˜o de 1, atribuindo-se por omissa˜o a`s restantes 0. Assim,
a populac¸a˜o seguinte sera´ constru´ıda exclusivamente a partir das imagens seleccio-
nadas. Em certas circunstaˆncias, o utilizador pode querer construir uma populac¸a˜o
maioritariamente a partir de uma imagem, o que pode ser atingindo atribuindo, por
exemplo, 9 a essa imagem e 1 a algumas das restantes. No limite, a populac¸a˜o seguinte
podera´ ser gerada exclusivamente a partir de um indiv´ıduo.
Apesar de existirem uma se´rie de opc¸o˜es quanto a` classificac¸a˜o, conve´m realc¸ar
que os crite´rios este´ticos e art´ısticos na˜o sa˜o os u´nicos a ter em conta. A descoberta
de um caminho evolutivo promissor implica, tipicamente, fazer opc¸o˜es, abandonando
ideias que, embora interessantes, na˜o se coadunam com outras mais promissoras. Por
exemplo, podem existir duas imagens na populac¸a˜o actual que se destaquem das
restantes pela sua qualidade sem que a sua combinac¸a˜o se preveja frutuosa, existindo
simultaneamente uma terceira imagem que, embora de qualidade inferior, se mostre
mais adequada para recombinac¸a˜o. Neste tipo de situac¸a˜o e´, provavelmente, prefer´ıvel
abdicar de uma das imagens de elevado valor este´tico. Ou seja, as imagens devem ser
avaliadas em func¸a˜o da sua utilidade para o processo, e, por vezes, esta utilidade na˜o
esta´ directamente ligada ao seu valor este´tico.
A experieˆncia do utilizador e o grau de conhecimento do sistema sa˜o determinantes
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Figura 6.8: Populac¸a˜o inicial, com as classificac¸o˜es atribu´ıdas a cada imagem pelo
utilizador.
Figura 6.9: Populac¸a˜o #1. Desta vez o utilizador optou por atribuir classificac¸o˜es
superiores a zero a apenas duas imagens.
para abreviar a etapa de Descoberta. A` medida que ganha experieˆncia o utilizador
torna-se mais eficiente, reconhecendo com maior facilidade caminhos e combinac¸o˜es de
imagens promissoras. Os caminhos abandonados podem ser explorados em ocasio˜es
futuras, caso o utilizador assim o deseje.
Gostar´ıamos, tambe´m, de chamar a atenc¸a˜o para a influeˆncia das taxas de mutac¸a˜o
e de sobre-cruzamento nesta etapa. Usualmente, recorremos a taxas extremamente
elevadas (p.ex. 90% para sobre-cruzamento e 10 a 20% para mutac¸a˜o). A motivac¸a˜o
para o uso de taxas ta˜o elevadas e´ o aumento da diversidade populacional e, con-
sequentemente, evitar o enfado do utilizador. Conforme referimos anteriormente, a
mutac¸a˜o desempenha um papel mais importante do que e´ habitual. Tal deve-se a uma
se´rie de factores, entre os quais o reduzido tamanho das populac¸o˜es e o grande nu´mero
de primitivas. Adicionalmente, visto que e´ relativamente frequente o utilizador gerar
uma nova populac¸a˜o com base num u´nico indiv´ıduo, e´ permitido o sobre-cruzamento
de um indiv´ıduo consigo mesmo o que, apesar de ser pouco ortodoxo, serve os nossos
propo´sitos.
Com o intuito de dar uma ideia mais concreta do processo de Descoberta, apre-
sentamos, nas figuras 6.8 a 6.12, as populac¸o˜es iniciais de uma experieˆncia, incluindo
as classificac¸o˜es atribu´ıdas, e uma visa˜o global dos indiv´ıduos melhor classificados.
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Figura 6.10: Populac¸a˜o #2. Conforme se pode observar, em apenas 2 gerac¸o˜es,
conseguiu-se um aumento significativo da qualidade das imagens e da sua complexi-
dade.
Figura 6.11: Populac¸a˜o #6. O aumento de complexidade tornou necessa´rio o aumento
do tamanho das imagens. O utilizador tambe´m comec¸ou a dar prefereˆncia a formas
mais orgaˆnicas e flu´ıdas, abdicando das mais geome´tricas.
Figura 6.12: As melhores imagens, de acordo com a classificac¸a˜o do utilizador, das
populac¸o˜es 7 a` 30 (pela ordem normal de leitura). A partir da populac¸a˜o 10 foi in-
troduzida cor. A partir da populac¸a˜o 21 comec¸amos a obter imagens que foram con-
sideradas suficientemente interessantes para permitirem uma transic¸a˜o para a etapa
de Explorac¸a˜o.
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6.2.2 Explorac¸a˜o
O objectivo subjacente a esta etapa e´ explorar as ideias presentes, sob a forma de
imagens, de modo a produzir algo pro´ximo de uma obra.
A` partida estamos a lidar com imagens de elevado valor este´tico, que sera˜o re-
combinadas, explorando-se assim um espac¸o de formas mais restrito do que na etapa
de descoberta. Idealmente, a qualidade das populac¸o˜es cresceria gradualmente e sem
quebras. Na pra´tica, tal dificilmente acontece, existindo quebras de qualidade tanto
ao n´ıvel da me´dia da populac¸a˜o como do melhor indiv´ıduo. Muitas vezes a etapa de
explorac¸a˜o prolonga-se, e acaba por conduzir a um ponto que pouco tem a ver com o
original.
A`s vezes o caminho ate´ esse ponto e´ relativamente directo, sendo percorrido sempre
com populac¸o˜es de elevada qualidade. Noutros casos, chega-se a` conclusa˜o que a
anterior etapa de Descoberta nos conduziu a um beco sem sa´ıda, ou, se preferirmos, a
um o´ptimo local isolado e de qualidade insuficiente. Nestes casos torna-se necessa´rio
descer a colina, o que geralmente implica uma acc¸a˜o consciente do utilizador, que
altera os seus crite´rios de avaliac¸a˜o por forma a provocar a descida. Eventualmente,
esta descida provoca um retorno a` etapa de Descoberta.
Uma dos aspectos mais interessantes a referir e´ que, geralmente, a descoberta de
um novo pico efectua-se mais rapidamente do que a descoberta do primeiro, mesmo
quando as imagens sa˜o radicalmente diferentes. Tal indica que durante a etapa de
descoberta foram criadas combinac¸o˜es de primitivas que na˜o so´ contribu´ıram para a
produc¸a˜o de imagens de elevada qualidade, como podem ser utilizadas noutros con-
textos para produzir imagens distintas de grande qualidade. Aparentemente, durante
as fases de Descoberta e Explorac¸a˜o, sa˜o constru´ıdos e acumulados blocos construto-
res vantajosos. Os blocos elicitados podem ser re-combinados de formas interessantes
para construir novos indiv´ıduos, permitindo uma diminuic¸a˜o significativa do tempo
de procura.
Sendo um indiv´ıduo muito mais do que o seu feno´tipo, ao longo da evoluc¸a˜o ha´
uma acumulac¸a˜o de genes1 que na˜o sa˜o expressos no feno´tipo actual, mas que podem
1Neste aˆmbito podemos considerar um gene como sendo uma sub-a´rvore de pequena dimensa˜o
quando comparada com o tamanho do indiv´ıduo, que dificilmente sera´ alterada atrave´s da operac¸a˜o
de sobre-cruzamento. Esta definic¸a˜o e´, de certa forma, a que mais se aproxima da definic¸a˜o biolo´gica
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ser reactivados a qualquer momento, introduzindo alterac¸o˜es eventualmente bene´ficas
no indiv´ıduo. O ind´ıcio mais evidente deste tipo de comportamento e´ o ressurgimento
de imagens e de trac¸os que, apesar de importantes em fases anteriores, tinham sido
entretanto abandonados (p.ex. reaparecimento de uma imagem da populac¸a˜o 10 na
populac¸a˜o 30).
As experieˆncias efectuadas indicam que o facto da descoberta de novos picos ser
mais ra´pida que a descoberta do primeiro, esta´ relacionado com a descoberta de blocos
construtores ao longo do processo. Para o demonstrar, sera´ no entanto necessa´rio
efectuar um conjunto alargado de experieˆncias com este objectivo espec´ıfico.
Conforme as caracter´ısticas da etapa de Explorac¸a˜o deixam antever, a operac¸a˜o de
sobre-cruzamento assume um papel de destaque ao longo desta etapa. Para acelerar
o processo, e´ importante que o utilizador desenvolva uma noc¸a˜o de compatibilidade
entre indiv´ıduos, i.e., que consiga prever quais sa˜o os indiv´ıduos cuja combinac¸a˜o
produz bons resultados.
Adicionalmente, deve conseguir conseguir detectar becos sem sa´ıda, e aprender
a abdicar de ideias que se mostram infrut´ıferas. Deve tambe´m exercer um certo
distanciamento relativamente a`s imagens geradas, visto que o apego a determinadas
ideias pode prejudicar o resultado final. Na˜o sa˜o raras as situac¸o˜es em que o tempo,
e o distanciamento que este induz, leva a que imagens inicialmente consideradas
excelentes passem a ser vistas como menos conseguidas.
Dados os objectivos da etapa de Explorac¸a˜o, e´ de esperar a utilizac¸a˜o de taxas de
mutac¸a˜o inferiores a`s utilizadas durante o processo de Descoberta. Embora tal seja
tendencialmente verdadeiro, existem cinco operadores distintos de mutac¸a˜o, com pro-
priedades distintas. Assim, a configurac¸a˜o mais frequente passa pela diminuic¸a˜o das
taxas de mutac¸a˜o associadas aos operadores considerados mais “destrutivos” (substi-
tuic¸a˜o de sub-a´rvore, remoc¸a˜o e inserc¸a˜o de no´), e pelo aumento das dos operadores
mais conservadores (troca de sub-a´rvores e mutac¸a˜o de no´). Apesar de a manipulac¸a˜o
das taxas de mutac¸a˜o ser u´til em situac¸o˜es pontuais, na˜o se reveste, na generalidade,
de grande importaˆncia.
Para finalizar, e antes de apresentarmos algumas ilustrac¸o˜es referentes a` etapa de
de gene, sendo, no fundo, equivalente a` utilizada por Dawkins [1987].
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Figura 6.13: Populac¸a˜o #32. Nesta fase o utilizador esta´ a explorar ideias (imagens)
geradas durante a fase de descoberta. A ligac¸a˜o entre as imagens desta populac¸a˜o e
as melhores imagens das populac¸o˜es 29 e 30 e´ clara (ver figura 6.12).
Figura 6.14: Populac¸a˜o #35. Aqui podemos observar o ressurgimento de uma ideia
anteriormente abandonada. A primeira imagem desta populac¸a˜o e´ praticamente
ideˆntica a` melhor imagem da populac¸a˜o #23 (figura 6.12).
Descoberta (figuras 6.13 a 6.17), gostar´ıamos de chamar a atenc¸a˜o para o facto da
distinc¸a˜o entre etapas ser, por norma, pouco n´ıtida. Existe uma linha divisora te´nue
que e´ delineada pelo arb´ıtrio do utilizador, pela forma com que este aborda o processo
evolutivo e pelos seus planos a curto e me´dio prazo. As caracter´ısticas inerentes a`s
populac¸o˜es e indiv´ıduos evolu´ıdos na˜o sa˜o determinantes.
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Figura 6.15: Populac¸a˜o #37. O utilizador opta por abandonar a ideia que tinha
vindo a explorar, atribuindo classificac¸o˜es superiores a zero a cinco imagens bastante
distintas entre si. As imagens com formas circulares, que dominaram as populac¸o˜es
pre´vias, foram voluntariamente preteridas pelo utilizador com o objectivo de provocar
uma mudanc¸a.
Figura 6.16: Populac¸a˜o #38. Conforme se pode observar esta populac¸a˜o tem uma
grande diversidade. O tamanho da populac¸a˜o foi aumentado por forma a acomodar
esta diversidade. O utilizador continua a forc¸ar uma mudanc¸a de caminho evolutivo
atrave´s das suas classificac¸o˜es, conduzindo a uma diminuic¸a˜o da qualidade me´dia e a
um regresso a` fase de descoberta.
Figura 6.17: A transic¸a˜o entre as etapas de Descoberta e Explorac¸a˜o ocorreu va´rias
vezes. Nesta figura apresentamos a populac¸a˜o #57, encontrando-se o utilizador, no-
vamente, numa etapa explorato´ria.
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6.2.3 Selecc¸a˜o e Refinamento
A tarefa de Selecc¸a˜o pode ser dividida em duas fases distintas, uma paralela com o
processo evolutivo e outra posterior.
Ao longo do processo evolutivo, as melhores imagens – de acordo com os crite´rios
do utilizador – sa˜o armazenadas numa experieˆncia distinta, que funciona como ga-
leria de imagens. Tal como referimos anteriormente, o NEvAr armazena todas as
populac¸o˜es desde a populac¸a˜o inicial ate´ a` corrente. Este facto permite ao utilizador
rever o processo evolutivo, e acrescentar a` galeria imagens que foram negligenciadas
durante o mesmo. Preferencialmente, deve existir um intervalo de tempo razoa´vel en-
tre processo evolutivo e a sua revisa˜o, por forma a promover o distanciamento e uma
ana´lise mais imparcial das imagens evolu´ıdas. Tipicamente, o processo de revisa˜o
resulta na adic¸a˜o de imagens a` galeria que de outra forma seriam esquecidas.
Embora, a adic¸a˜o de imagens a` galeria em paralelo com o processo de Explorac¸a˜o
seja u´til, facilitando a posterior revisa˜o2, na˜o a substitui.
Numa fase posterior, as imagens da galeria sa˜o analisadas e divididas em quatro
grupos:
Negligencia´veis Imagens que, apesar de terem sido acrescentadas a` galeria, se mos-
tram destitu´ıdas de relevo, e que podem, como tal, ser definitivamente esqueci-
das.
Utiliza´veis Grupo constitu´ıdo por imagens que representam “boas ideias”. Imagens
que devem passar a fazer parte da base de conhecimento do NEvAr.
Refina´veis Imagens que necessitam de alterac¸o˜es ligeiras para atingirem o estatuto
de obras.
Obras Grupo constitu´ıdo por imagens que na˜o necessitam de qualquer tipo de al-
terac¸a˜o, e cuja qualidade lhes confere um estatuto de obra.
Conforme e´ evidente, a classificac¸a˜o das imagens depende dos crite´rios do uti-
lizador. Tal como anteriormente, o distanciamento mostra-se essencial para evitar
2Por exemplo, se o utilizador optar por conduzir o processo evolutivo em determinada direcc¸a˜o,
abdicando para o efeito de imagens interessantes, pode adicionar de imediato estas imagens a` galeria.
Pode, tambe´m, usar a galeria para armazenar imagens que se distingam das restantes, embora na˜o
se enquadrem na ideia que pretende explorar.
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Figura 6.18: Galeria de imagens.
Figura 6.19: Grupos de imagens utiliza´veis, refina´veis e obras. Uma imagem pode
pertencer a va´rios grupos.
classificac¸o˜es precipitadas.
Antes de passarmos a` descric¸a˜o do processo de Refinamento, conve´m realc¸ar que
existe uma diferenc¸a significativa entre refinar uma ideia e retocar uma imagem. O
refinamento de uma ideia, ou imagem, pode ser visto como um processo explorato´rio
num espac¸o de procura mais restrito do que o pesquisado nas etapas anteriores.
O refinamento de imagens classificadas durante o processo de selecc¸a˜o passa, usu-
almente, pela criac¸a˜o de uma nova experieˆncia, que e´ inicializada com as imagens
representativas da ideia que se pretende apurar. Por norma, recorremos preferencial-
mente a` recombinac¸a˜o de imagens como forma de atingir este objectivo.
A passagem a` etapa de refinamento tambe´m pode ocorrer de forma espontaˆnea.
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Figura 6.20: Populac¸o˜es #58 e #59. Enquanto se procede ao refinamento de uma
ideia (imagens classificadas com 2), continua-se a explorac¸a˜o combinando esta ideia
com outras (imagens classificadas com 1).
Por exemplo, durante a fase de Explorac¸a˜o o utilizador pode deparar-se com uma
ideia cujo potencial exija uma pesquisa mais exaustiva em seu torno (ver figura 6.20).
Podemos ser levados a pensar que o refinamento obriga a abandonar as outras
ideias presentes na populac¸a˜o. Na maioria dos casos tal na˜o acontece e na pra´tica
procede-se ao refinamento de uma ideia em paralelo com a Explorac¸a˜o. Conforme se
pode observar na figura 6.20, as ideias consideradas promissoras na˜o foram totalmente
abandonadas. Quando tal na˜o e´ poss´ıvel, a melhor opc¸a˜o e´ adicionar a ideia a refinar
a` galeria e prosseguir a Explorac¸a˜o, deixando o refinamento para uma etapa posterior.
Tipicamente, as imagens alvo e fruto do refinamento sa˜o semelhantes tanto ao n´ıvel
do geno´tipo como do feno´tipo. No entanto, na˜o e´ de todo anormal que o refinamento
deˆ origem a feno´tipos bastante distintos do original. Isto pode levar ao abandono do
processo de refinamento, em func¸a˜o da explorac¸a˜o de uma nova ideia.
Aproveitamos este ponto para chamar a atenc¸a˜o para dois factores que temos
negligenciado ao logo desta exposic¸a˜o: tamanho das imagens e das populac¸o˜es. A`
medida que se va˜o queimando etapas do processo torna-se necessa´rio aumentar o
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Figura 6.21: Populac¸a˜o #60. A imagem da direita, classificada com 2, resulta do
sobre-cruzamento de dois indiv´ıduos semelhantes da populac¸a˜o anterior. O surgi-
mento desta nova ideia, conduz ao abandono do refinamento e passagem a` explorac¸a˜o
desta.
Figura 6.22: Na populac¸a˜o #62 o utilizador da´ por terminada a experieˆncia. Mais
tarde esta podera´ ser reatada.
tamanho com que as imagens sa˜o produzidas. Durante a fase de Descoberta, imagens
de dimenso˜es na ordem dos 100x100 pixels sa˜o suficientes. Nas fases de Explorac¸a˜o e
Refinamento e´ normal usarem-se dimenso˜es na ordem dos 300x300.
As dimenso˜es das populac¸o˜es devem ser mantidas entre limites aceita´veis. Por
ser uma aplicac¸a˜o interactiva, e´ contraproducente utilizar populac¸o˜es de grande di-
mensa˜o. Tipicamente, recorrem-se a populac¸o˜es com 20 a 40 indiv´ıduos, variando
a dimensa˜o da populac¸a˜o de acordo com as circunstaˆncias espec´ıficas. Por exemplo,
quando se tenta fazer Refinamento e Explorac¸a˜o em paralelo, o tamanho da populac¸a˜o
e´ aumentado.
Conforme foi anteriormente afirmado, existe uma diferenc¸a entre refinar e retocar.
O retoque de uma imagem visa a sua alterac¸a˜o, por forma a corrigir imperfeic¸o˜es ou
alterar detalhes. Quando se pretende retocar uma imagem tem-se, por norma, uma
alterac¸a˜o espec´ıfica em vista, seja ela corrigir uma pequena zona, alterar determinada
cor, eliminar ru´ıdo, acentuar determinado detalhe, etc.
Apesar de ser poss´ıvel utilizar o NEvAr para retocar, existem ferramentas mais
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Figura 6.23: A` esquerda a imagem que pretend´ıamos retocar. A` direita o resultado
obtido. O lado esquerdo da imagem original e´ colorido, o lado direito e´ em tons de
cinzento. O nosso objectivo era colorir uniformemente a imagem. De certa forma tal
foi conseguido; no entanto a imagem e as cores sofreram alterac¸o˜es significativas.
adequadas para este tipo de tarefa. A alterac¸a˜o da cor de uma imagem, ou a correcc¸a˜o
de pequenos detalhes, pode ser facilmente alcanc¸ada atrave´s da utilizac¸a˜o de uma
ferramenta de desenho convencional.
A natureza do me´todo de representac¸a˜o utilizado dificulta a manipulac¸a˜o de pe-
quenas zonas da imagem. Geralmente as alterac¸o˜es do geno´tipo teˆm repercusso˜es ao
n´ıvel da imagem como um todo. Assim, certos tipos de retoque –tais como alterac¸o˜es
de contraste, brilho, e de forma geral aqueles que implicam alterac¸o˜es globais– sa˜o
facilmente exequ´ıveis. Alterac¸o˜es locais podem revelar-se mais complexas.
Conve´m referir que foram raros os casos em que sentimos necessidade de proce-
der a retoques. Alia´s, so´ nos conseguimos recordar de duas situac¸o˜es em que tal foi
necessa´rio. Este nu´mero, surpreendentemente baixo, pode ser explicado pela forma
como as imagens sa˜o avaliadas ao longo do processo evolutivo. As imagens sa˜o sem-
pre avaliadas como um todo. Assim, imagens com imperfeic¸o˜es noto´rias, mesmo que
localizadas, sa˜o preteridas relativamente a outras que na˜o as possuam. Consequente-
mente, quando entramos nas etapas finais do processo evolutivo as melhores imagens
sa˜o globalmente va´lidas, na˜o sendo como tal necessa´rio efectuar retoques.
A t´ıtulo ilustrativo, apresentamos uma das situac¸o˜es em que foi necessa´rio re-
tocar uma imagem. Tal como se pode observar na figura 6.23, o resultado na˜o foi
exactamente o desejado.
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6.3 Base de Conhecimento
Por uma questa˜o de clareza, opta´mos por omitir refereˆncias a` Base de Conhecimento
na descric¸a˜o do processo criativo utilizado no NEvAr. Reservamos para esta secc¸a˜o
a descric¸a˜o do seu uso e construc¸a˜o.
Comecemos por recapitular algumas ideias. A Base de Conhecimento conte´m
um conjunto de indiv´ıduos. Estes indiv´ıduos sa˜o gerados pelo NEvAr e adicionados
a` Base de Conhecimento atrave´s da operac¸a˜o de migrac¸a˜o, que e´ controlada pelo
utilizador. Por forma a na˜o abandonar o paradigma evoluciona´rio, a Base de Conhe-
cimento e´ implementada atrave´s de um conjunto de experieˆncias. Por uma questa˜o de
organizac¸a˜o e facilidade de visualizac¸a˜o, a cada experieˆncia da Base de Conhecimento
esta´ subordinada a uma tema´tica espec´ıfica. Na figura 6.24 apresentamos uma visa˜o
parcial da Base de Conhecimento actual do NEvAr, nomeadamente dos treˆs primeiros
conjuntos de imagens a ela adicionados.
Inicialmente, a construc¸a˜o da Base de Conhecimento passava pela inclusa˜o das
imagens geradas que considera´vamos possu´ırem maior valor este´tico ou art´ıstico.
Com o tempo compreendemos que tal na˜o era suficiente. A ideia subjacente a`
construc¸a˜o da Base de Conhecimento e´ a reutilizac¸a˜o dos indiv´ıduos a ela pertencentes
na produc¸a˜o de novas imagens, e na˜o a construc¸a˜o de um portfolio de imagens. Como
tal, a utilidade das imagens para este fim e´ mais relevante do que o seu valor este´tico.
O facto de uma imagem ter um elevado valor este´tico na˜o implica, necessariamente,
que possa ser facilmente utilizada na criac¸a˜o de novas imagens de elevado valor. Da
mesma forma, existem imagens de fraco valor este´tico que se mostram extremamente
u´teis neste contexto. Infelizmente, nem sempre e´ simples determinar quais sa˜o as
imagens que nos conveˆm, dado que a utilidade dos indiv´ıduos esta´ mais relacionada
com o seu geno´tipo do que com o feno´tipo.
Na secc¸a˜o anterior introduzimos o conceito de galeria de imagens. A construc¸a˜o da
Base de Conhecimento e´ feita, essencialmente, a partir das galerias criadas ao longo
do processo evolutivo. As imagens que na˜o se mostram u´teis –e o processo evolutivo
da´ por norma indicac¸o˜es sobre a utilidade das imagens– ou que sa˜o obsoletas sa˜o
removidas da Base de Conhecimento.
Por uma questa˜o de precauc¸a˜o, opta-se por uma abordagem conservadora: em
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Figura 6.24: Treˆs conjuntos de imagens pertencentes a` Base de Conhecimento.
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caso de du´vida a imagem e´ mantida. Adicionalmente, imagens classificadas como
obras nunca sa˜o eliminadas, mesmo quando se mostram “inutiliza´veis”.
Para avaliar a utilidade de uma imagem, seguimos algumas regras emp´ıricas. Usu-
almente a utilidade esta´ estreitamente ligada com plasticidade e compatibilidade.
Existem indiv´ıduos altamente insta´veis, nos quais alterac¸o˜es mı´nimas do geno´tipo
tendem a produzir modificac¸o˜es dra´sticas e desastrosas do feno´tipo. Da mesma forma,
existem indiv´ıduos que sa˜o praticamente imunes a alterac¸o˜es. Por norma, nem uns
nem outros sa˜o de grande utilidade. Os indiv´ıduos mais u´teis sa˜o sens´ıveis a alterac¸o˜es
do geno´tipo, possuem grande plasticidade, mas as alterac¸o˜es raramente produzem re-
sultados cao´ticos. Adicionalmente, sa˜o os indiv´ıduos de elevada plasticidade que
apresentam maiores graus de compatibilidade.
A compatibilidade entre indiv´ıduos tambe´m esta´ relacionada com a proximidade
gene´tica. Por exemplo, indiv´ıduos com um historial gene´tico comum tendem a parti-
lhar largas porc¸o˜es de co´digo, o que aumenta a probabilidade de serem compat´ıveis.
No entanto, para a Base de Conhecimento, interessam-nos sobretudo indiv´ıduos com-
pat´ıveis com outros geneticamente d´ıspares. A plasticidade dos indiv´ıduos tem-se
mostrado um bom indicador da compatibilidade gene´rica.
O que foi dito pode levar a pensar que determinar a utilidade de um indiv´ıduo
implica realizar testes adicionais. Na maioria dos casos tal na˜o e´ necessa´rio. Os
indiv´ıduos sa˜o fruto de um processo evolutivo e no decorrer deste a sua plasticidade
e compatibilidade ja´ foi, usualmente, posta a` prova. Como tal, durante o processo de
revisa˜o estas caracter´ısticas tambe´m sa˜o consideradas.
As imagens da Base de Conhecimento teˆm sido utilizadas, essencialmente, para
inicializar o processo evolutivo e para injectar novos indiv´ıduos numa populac¸a˜o.
A primeira forma de utilizac¸a˜o tem como objectivo encurtar, ou ate´ evitar, as fases
de Descoberta e Explorac¸a˜o. Tipicamente, o me´todo utilizado consiste em seleccionar
imagens da Base de Conhecimento e criar a partir destas uma nova populac¸a˜o inicial.
Na figura 6.25 apresentamos um exemplo deste tipo de operac¸a˜o.
Nestas circunstaˆncias, e´ usual que a populac¸a˜o subsequente tenha uma qualidade
inferior a` populac¸a˜o inicial, especialmente quando esta conte´m imagens de qualidade
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Figura 6.25: No topo, a populac¸a˜o inicial de uma nova experieˆncia, constitu´ıda por
cinco imagens provenientes da Base de Conhecimento e onze criadas aleatoriamente;
Na fila inferior a populac¸a˜o #1. Apesar de haver um decre´scimo da qualidade da
populac¸a˜o relativamente a` populac¸a˜o 0, a qualidade da populac¸a˜o #1 e´ muito superior
a uma gerada de forma aleato´ria.
elevada. Apesar deste decre´scimo, a qualidade e´ superior a` de populac¸o˜es produzi-
das a partir de populac¸o˜es iniciais aleato´rias. Por norma, tal permite alcanc¸ar fases
avanc¸adas da etapa de Explorac¸a˜o em poucas populac¸o˜es. Na figura 6.26 apresen-
tamos os melhores indiv´ıduos – de acordo com a classificac¸a˜o do utilizador – das
populac¸o˜es 2 a 20 da experieˆncia inicializada na figura 6.25.
A injecc¸a˜o de indiv´ıduos da Base de Conhecimento nas populac¸o˜es actuais, tem
sido feita com base num racioc´ınio oportun´ıstico. E´ usual que, ao longo do processo
Figura 6.26: Melhores indiv´ıduos das populac¸o˜es 2 a 20 (pela ordem normal de lei-
tura).
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Figura 6.27: Na fila superior, a populac¸a˜o #63 de uma experieˆncia. A primeira
imagem dessa populac¸a˜o e´ proveniente da Base de Conhecimento. Na fila inferior,
a populac¸a˜o #64 da mesma experieˆncia. A fusa˜o da imagem proveniente da Base
de Conhecimento com as da populac¸a˜o permitiu a criac¸a˜o de imagens apelativas e
distintas.
evolutivo, o utilizador se depare com situac¸o˜es em que esta operac¸a˜o se mostra pro-
missora. Pode, por exemplo, ser utilizada para forc¸ar a sa´ıda de um o´ptimo local,
para reavivar uma ideia anteriormente abandonada, para combinar as ideias presentes
com outras previamente exploradas, etc. Na figura 6.27 apresentamos um exemplo
da operac¸a˜o de migrac¸a˜o e os resultados da´ı provenientes.
6.4 Comparac¸a˜o com Outras Abordagens
Uma ana´lise das potencialidades do NEvAr ficaria incompleta sem a comparac¸a˜o
com outras ferramentas de Arte Evoluciona´ria. Conforme menciona´mos anterior-
mente, apesar de existirem inu´meras aplicac¸o˜es de Arte Evoluciona´ria, poucas mere-
cem na realidade esse nome. Se excluirmos as aplicac¸o˜es que, apesar do seu eventual
potencial, nunca foram seriamente postas a` prova3, obtemos um conjunto restrito
3Existem va´rias ferramentas que parecem resultar de projectos ambiciosos e que, paradoxalmente,
nunca foram utilizadas com objectivos art´ısticos. Curiosamente, neste grupo incluem-se algumas
aplicac¸o˜es comerciais (p.ex. repliGATOR, Artifical Painter, Imogenes), que tivemos a oportunidade
de testar e que ficam aque´m das expectativas criadas. Existem, contudo, algumas aplicac¸o˜es, tais
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constitu´ıdo pelos trabalhos de Sims [1991], M. Fagerlund [Kelly 1999] e Rooke [1996;
1998].
Infelizmente, na˜o foi poss´ıvel testar qualquer uma destas ferramentas, o que, a`
partida, limita a nossa ana´lise.
Na˜o e´ poss´ıvel fazer uma ana´lise abrangente em termos de resultados do trabalho
de Sims [1991], devido a terem sido apresentadas poucas imagens geradas atrave´s
deste programa. Sims abandonou esta linha de investigac¸a˜o pouco tempo apo´s a
publicac¸a˜o do seu artigo seminal [Sims 1991], e as imagens apresentadas nesse artigo
sa˜o as u´nicas disponibilizadas ate´ ao momento. Este trabalho foi uma das principais
fontes de inspirac¸a˜o para o desenvolvimento do NEvAr, pelo que os sistemas possuem
muitas caracter´ısticas em comum.
As principais diferenc¸as entre as duas aplicac¸o˜es situam-se ao n´ıvel da Base de
Conhecimento, inexistente no trabalho de Sims, das primitivas utilizadas, bem como
de outras questo˜es ligadas a` automac¸a˜o da tarefa de avaliac¸a˜o que sera˜o abordadas
na Parte III desta tese.
Apesar do conjunto de primitivas ser distinto, as primitivas de baixo n´ıvel sa˜o pre-
dominantes em ambos os casos. Como tal, sera´ de esperar que os sistemas apresentem
capacidades generativas pro´ximas, e que o NEvAr seja algo superior por permitir um
grupo mais vasto de opc¸o˜es.
Temos acompanhado com alguma proximidade o trabalho de Mattias Fagerlund
[Kelly 1999] e trocado ideias sobre o seu desenvolvimento com o autor. E´ uma
aplicac¸a˜o que partilha muitos pontos em comum com o trabalho de Sims, e con-
sequentemente com o NEvAr, sendo no entanto uma aplicac¸a˜o menos burilada do
que estas.
A filosofia inerente ao desenvolvimento do trabalho de Rooke e´ distinta da dos
trabalhos anteriores. Esta aplicac¸a˜o caracteriza-se, e distingue-se, pelo recurso inten-
sivo a primitivas de alto n´ıvel. Isto e´, pela utilizac¸a˜o de primitivas que, por si, sa˜o
capazes de gerar imagens altamente complexas e de elevado valor este´tico.
A` partida pode-se ser levado a considerar o recurso a este tipo de primitivas
como o SBART que tem vindo a ser desenvolvido por Unemi desde 1999, que aparentam ser aplicac¸o˜es
poderosas e que mereceriam uma ana´lise detalhada do seu potencial art´ıstico.
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como vantajoso, uma vez que permite a ge´nese de imagens complexas e apelativas a
partir de geno´tipos extremamente compactos. Consequentemente, sera´ natural aceitar
que, em me´dia, sejam necessa´rias menos gerac¸o˜es para produzir imagens de elevada
qualidade. Embora tal seja tendencialmente correcto, o prec¸o a pagar, nomeadamente
o da estereotipia dos resultados do sistema, pode revelar-se demasiado elevado.
Seguidamente, tentaremos explicar a relac¸a˜o entre o recurso a primitivas de alto
n´ıvel e a estereotipia das imagens.
Conve´m referir, antes demais, que na˜o e´ necessa´rio recorrer a primitivas de alto
n´ıvel para produzir imagens de elevado valor este´tico. Tal e´ amplamente demonstrado
pelos trabalhos de Sims [1991], M. Fagerlund [Kelly 1999] e por no´s pro´prios. Adici-
onalmente, as primitivas de alto n´ıvel podem ser constru´ıdas atrave´s da combinac¸a˜o
de um conjunto de primitivas elementares.
Qualquer sistema evoluciona´rio tem os seus pontos de atracc¸a˜o. Existem tipos de
imagem que sa˜o mais fa´ceis de produzir do que outros, e que podem ser considerados
recorrentes. Estes pontos de atracc¸a˜o dependem, entre outros factores, do conjunto
de primitivas utilizadas.
As primitivas de alto n´ıvel tendem a introduzir pontos de atracc¸a˜o de valor este´tico
me´dio ou elevado. Na nossa opinia˜o, e de forma aparentemente paradoxal, tal e´
indeseja´vel.
Por um lado, existe uma tendeˆncia natural do sistema para produzir este tipo de
imagens. Por outro, dado ao seu elevado valor este´tico, o utilizador tende a preferi-
las e a encaminhar o processo evolutivo nessa direcc¸a˜o. A combinac¸a˜o destes dois
factores leva a que a convergeˆncia para estes pontos de atracc¸a˜o seja quase inevita´vel,
o que, por sua vez, conduz a` estereotipia. Em resumo, a utilizac¸a˜o de primitivas de
alto n´ıvel leva a` criac¸a˜o de o´ptimos locais com largas bacias de atracc¸a˜o.
Se os pontos de atracc¸a˜o do sistema forem imagens simples e/ou de baixo valor
este´tico, tal como acontece frequentemente quando utilizamos primitivas de baixo
n´ıvel, a avaliac¸a˜o do utilizador sera´ suficiente para superar a tendeˆncia natural do
sistema para a produc¸a˜o deste tipo de imagens.
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O recurso a primitivas de alto n´ıvel leva a` diminuic¸a˜o do nu´mero de passos ne-
cessa´rios para a criac¸a˜o de imagens apelativas, mas tal implica perder “poder gene-
rativo”, no sentido em que condiciona, na pra´tica, o utilizador a determinado tipo de
imagem, provocando um enviezamento do sistema dif´ıcil de superar.
De certa forma, aplicac¸o˜es como a de Rooke aproximam-se mais da Arte Genera-
tiva do que da Arte Evoluciona´ria. Os resultados obtidos esta˜o mais relacionados com
o conhecimento introduzido pelo autor, sob a forma de primitivas de alto n´ıvel, do que
com o processo evoluciona´rio. Dificilmente se pode considerar esta aplicac¸a˜o como
uma ferramenta de arte evoluciona´ria u´til para um utilizador gene´rico. E´, acima de
tudo, uma ferramenta desenhada a` medida de um utilizador espec´ıfico, o seu autor, e
que traduz os conceitos art´ısticos do mesmo. Desta forma, para utilizadores que na˜o
se revejam nestas prefereˆncias, estas aplicac¸o˜es podera˜o ter pouco interesse.
6.4.1 Da Arte Evoluciona´ria a` Arte Generativa
A Arte Generativa pode ser vista como uma pesquisa uniforme de um espac¸o de
procura relativamente pequeno, sendo este espac¸o constitu´ıdo por objectos com valor
art´ıstico e/ou este´tico pro´ximo e elevado. Usualmente, o espac¸o e´ definido atrave´s de
uma grama´tica. Os objectos sa˜o “frases” sinta´cticamente correctas dessa grama´tica
geradas aleatoriamente.
As vantagens deste tipo de sistema face a` abordagem evoluciona´ria sa˜o claras:
todos os objectos gerados sa˜o va´lidos e de elevado valor. As desvantagens tambe´m o
sa˜o: e´ necessa´rio definir convenientemente o espac¸o de forma a garantir a qualidade
dos objectos nele contidos; o espac¸o definido pode na˜o agradar a outros utilizadores;
o sistema encontra-se limitado a um estilo de imagens.
A abordagem de S. Rooke possui caracter´ısticas h´ıbridas, que lhe sa˜o conferidas
pela combinac¸a˜o de primitivas de alto n´ıvel com um sistema evoluciona´rio. Desta
forma, apesar de existir um espac¸o implicitamente definido, este e´ mais vasto do
que o usual em abordagens generativas, e conte´m imagens de valores este´ticos muito
dispares. Adicionalmente, o utilizador pode influenciar e guiar o processo generativo-
evoluciona´rio.
Na figura 6.28 apresentamos um gra´fico que, apesar de ser uma simplificac¸a˜o,
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Figura 6.28: Visualizac¸a˜o do espac¸o de procura. A intensidade de pesquisa do espac¸o
e´ indicada pela cor; tons mais escuros indicam uma pesquisa mais intensiva).
pensamos ajudar a visualizar as diferenc¸as entre abordagens generativas puras e a
de Rooke. Conforme se pode observar, nas abordagens generativas ha´ uma pesquisa
intensiva de um espac¸o muito restrito, que e´ definido pela grama´tica. Este espac¸o e´
percorrido de forma homoge´nea, visto na˜o ser poss´ıvel direccionar a pesquisa. Em
abordagens semelhantes a` de S. Rooke, o algoritmo evoluciona´rio tende para uma zona
do espac¸o de procura definida implicitamente pelas primitivas e operadores utilizados.
O utilizador conduz a pesquisa, o que lhe permite variar a intensidade com que as
zonas do espac¸o sa˜o pesquisadas.
Na descric¸a˜o do me´todo utilizado na criac¸a˜o de imagens com o NEvAr, o processo
criativo foi dividido em treˆs etapas distintas: Descoberta, Explorac¸a˜o e Refinamento.
Na figura 6.29 apresentamos uma ilustrac¸a˜o deste processo.
Ou seja, na etapa de Descoberta procura-se um caminho para a base de uma colina
– pesquisa dirigida num espac¸o extremamente vasto. Na etapa de Explorac¸a˜o, escala-
se essa colina – pesquisa dirigida num espac¸o cada vez mais reduzido. Na etapa de
Refinamento o espac¸o de procura e´ diminuto e, como tal, a pesquisa e´ muito intensa4.
4Esta descric¸a˜o, bem como gra´ficos apresentados nas figuras 6.28 a 6.30, e´ algo redutora. No
entanto, para os correntes propo´sitos mostra-se adequada, na˜o correspondendo, neste aˆmbito, a uma
simplificac¸a˜o abusiva.
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Figura 6.29: A fase de Descoberta caracteriza-se pela procura de um caminho que
conduza a uma “colina”. Nas fases posteriores – Explorac¸a˜o e Refinamento – esta
colina e´ escalada.
Figura 6.30: A` direita das colinas o no de populac¸o˜es necessa´rio para atingir determi-
nado ponto. Estes valores servem apenas para dar uma melhor noc¸a˜o das diferenc¸as
entre as abordagens, na˜o sa˜o valores exactos. A utilizac¸a˜o de indiv´ıduos provenientes
da Base de Conhecimento permite encurtar as fases iniciais do processo evolutivo
(colina da direita).
Em sistemas como o NEvAr na˜o existe um enviezamento acentuado para uma zona
do espac¸o de procura, existindo como tal maior liberdade no processo.
Tal como referimos anteriormente, o recurso a` Base de Conhecimento permite
encurtar as etapas de Descoberta e Explorac¸a˜o, conduzindo de forma quase directa
aos u´ltimos esta´dios desta (ver figura 6.30).
Ao recorrermos a` Base de Conhecimento, estamos a aproximar o nosso sistema
da Abordagem Generativa. No entanto, esta hibridizac¸a˜o na˜o acarreta as mesmas
desvantagens que a efectuada por S. Rooke. E´ que a Base de Conhecimento e´ cons-
tru´ıda pelo utilizador. Como tal, na˜o se encontra limitada a`s opc¸o˜es este´ticas do
autor, podendo construir “linguagens” de formas de acordo com as prefereˆncias do
utilizador.
De certa forma, o papel da Base de Conhecimento pode ser visto como o de
integrar novas primitivas no sistema. Quando armazenamos imagens na Base de
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Conhecimento, estamos tambe´m a armazenar novos blocos construtores, que podem
ser considerados como novas “primitivas” que o sistema pode utilizar na criac¸a˜o de
imagens. Estas “primitivas” teˆm a vantagem de na˜o serem indivis´ıveis nem imuta´veis,
podendo ser alteradas atrave´s dos operadores de mutac¸a˜o e de recombinac¸a˜o.
O recurso a` Base de Conhecimento permite a aprendizagem de uma “grama´tica”
impl´ıcita de gerac¸a˜o de imagens. Consequentemente, obteˆm-se, pelo menos parcial-
mente, as vantagens das abordagens generativas, sem abdicar da adaptabilidade da
ferramenta a um utilizador gene´rico e sem que este tenha que construir a grama´tica
generativa a` “ma˜o”.
A utilizac¸a˜o de Automatically Defined Functions (ADFs) e a me´todos de detecc¸a˜o
de blocos de co´digo frequentes em imagens de elevado valor este´tico, pode revelar-se
u´til na construc¸a˜o de “grama´ticas” generativas a` medida do utilizador.
6.5 S´ıntese
Uma das concepc¸o˜es erro´neas relativamente aos sistemas de Arte Evoluciona´ria e´ que
as capacidades de gerac¸a˜o se encontram estreitamente ligadas com as primitivas uti-
lizadas e que, consequentemente, para criar imagens complexas e´ necessa´rio recorrer
a primitivas de alto n´ıvel.
Tal como acontece com as ma´quinas de Turing – que assentam num conjunto
de instruc¸o˜es extremamente simples, e que no entanto conseguem executar qualquer
operac¸a˜o computa´vel – aquilo que e´ realmente necessa´rio e´ um conjunto de primitivas
“ba´sicas”, que possam ser combinadas de forma poderosa. Pretende-se, preferencial-
mente, um conjunto de primitivas que seja “Turing Complete”, i.e., atrave´s do qual
seja poss´ıvel produzir, pelo menos em teoria, qualquer imagem.
Quando descrevemos o modelo proposto, realc¸a´mos o facto deste possibilitar uma
utilizac¸a˜o paralela e, como tal, poder ser utilizado em projectos de arte colabora-
tiva envolvendo va´rios utilizadores. Ate´ ao momento, na˜o tivemos a oportunidade de
testar exaustivamente o NEvAr neste contexto. Este tipo de teste enquadra-se nos
objectivos do projecto de investigac¸a˜o Hybrid Society do Dr. Juan Romero, Universi-
dade da Corunha, com o qual temos realizado investigac¸a˜o conjunta. Ainda no aˆmbito
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desta colaborac¸a˜o, esta´ a ser desenvolvido o sistema AISBA (Artificial Immune Sys-
tem Based Art). Este pode ser descrito como uma variante do NEvAr inspirada no
funcionamento do sistema imunita´rio.
A selecc¸a˜o de imagens, ou de zonas de imagens, e´ vista como uma infecc¸a˜o a
que o sistema reage gerando ant´ıgenos relevantes para essa zona. Os ant´ıgenos sa˜o as
sub-a´rvores dos indiv´ıduos que mais contribuem para o aspecto visual das zonas selec-
cionadas. Ao longo do tempo e´ criada uma rede constitu´ıda por anticorpos e relac¸o˜es
de afinidade. Os anticorpos sa˜o sub-a´rvores, e a afinidade entre eles determinada
atrave´s da sua comparac¸a˜o estrutural. A gerac¸a˜o de ant´ıgenos, e das corresponden-
tes ce´lulas-B, despoleta um conjunto de reacc¸o˜es na rede de anticorpos, provocando
mutac¸o˜es dos anticorpos estruturalmente semelhantes e a actualizac¸a˜o da rede. A
resposta do sistema imunita´rio e´ uma nova populac¸a˜o de imagens, constitu´ıda pelos
anticorpos mais representativos da zonas seleccionadas.
A rede de anticorpos pode ser vista como uma memo´ria associativa, que tem como
principal objectivo a acumulac¸a˜o de anticorpos u´teis e a incorporac¸a˜o das prefereˆncias
este´ticas de diferentes utilizadores. Em Romero, Sanmart´ın, Machado & Santos [2005]
apresentamos uma descric¸a˜o inicial deste sistema ainda em desenvolvimento.
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Arte e Este´tica
Os resultados obtidos com o NEvAr demonstram o seu potencial enquanto ferra-
menta1. De forma mais gene´rica, tendo em considerac¸a˜o os resultados atingidos
por outros investigadores, podemos afirmar que o potencial da arte evoluciona´ria se
encontra tambe´m demonstrado. Contudo, e´ de igual forma seguro afirmar que a in-
vestigac¸a˜o sobre ferramentas de arte evoluciona´ria esta´ longe de conclu´ıda. Neste
aˆmbito, ha´ uma variedade de to´picos que se mostram centrais, dos quais destaca-
mos as questo˜es relacionadas com a representac¸a˜o, integrac¸a˜o de obras externas ao
sistema, e interacc¸a˜o com o utilizador.
Apesar da relevaˆncia destas linhas de investigac¸a˜o, estamos acima de tudo interes-
sados na construc¸a˜o de artistas artificiais. A ana´lise apresentada no Cap´ıtulo 3 indica
que a capacidade de efectuar ju´ızos art´ısticos e/ou este´ticos e´ condic¸a˜o necessa´ria para
que um sistema possa ser considerado um artista artificial. Desta forma, opta´mos por
focar a nossa atenc¸a˜o neste to´pico que, embora se possa apresentar complexo, se revela
central para os objectivos a que nos propusemos.
No Cap´ıtulo 2 referimos que existem poucas tentativas de construir sistemas, no
domı´nio das artes visuais, capazes de efectuar ju´ızos este´ticos. Para ale´m disso,
o sucesso destes sistemas e´ reduzido e questiona´vel, conforme e´ constatado pelos
pro´prios autores [Baluja et al. 1994; Greenfield 2003].
A ana´lise do trabalho de Baluja et al. [1994], revela que na˜o existiu a preo-
cupac¸a˜o de basear o desenvolvimento do sistema numa teoria art´ıstica ou este´tica.
1No sentido introduzido no Cap´ıtulo 3.
171
Cap´ıtulo 7. Arte e Este´tica
Considera´mos que esta falta de suporte teo´rico contribuiu para o insucesso deste sis-
tema. De facto, conforme teremos oportunidade de demonstrar mais tarde, va´rias
das suposic¸o˜es em que Baluja et al. [1994] se baseiam sa˜o desajustadas.
Tendo em conta este facto, entendemos que seria prudente adquirir conhecimento
teo´rico sobre a natureza da arte e da este´tica, visto que uma melhor compreensa˜o
destes feno´menos se poderia mostrar fundamental para o sucesso da tarefa a que nos
propusemos.
Este cap´ıtulo resulta do esforc¸o de investigac¸a˜o realizado em torno deste to´pico,
sendo uma s´ıntese do mesmo. Comec¸amos por estabelecer uma distinc¸a˜o entre arte e
este´tica, para depois nos centrarmos nas suas origens. Ao analisarmos as origens da
arte, apresentamos uma explicac¸a˜o a` luz da teoria da evoluc¸a˜o para o surgimento da
actividade art´ıstica e para a dedicac¸a˜o do homem a esta actividade. Ao analisarmos
as origens da este´tica, estabelecemos uma ligac¸a˜o consistente entre percepc¸a˜o visual
e valor este´tico. Nos cap´ıtulos subsequentes apresentamos a nossa abordagem ao
problema da valorac¸a˜o este´tica, que assenta nos princ´ıpios aqui delineados.
7.1 Uma Definic¸a˜o de Arte
A primeira dificuldade com que nos depara´mos foi a de encontrar uma definic¸a˜o
consensual de Arte. Esta questa˜o tem despertado ao longo dos se´culos a atenc¸a˜o de
filo´sofos, artistas e investigadores, sem que se chegue a uma resposta conclusiva. Para
melhor ilustrar a natureza das definic¸o˜es mais comuns, recorremos ao livro “What is
Art” de Tolstoy & Maude [1899], e a uma das primeiras definic¸o˜es nele propostas:
“To evoke in oneself a feeling one has once experienced and having evoked
it in oneself then by means of movements, lines, colours, sounds, or forms
expressed in words, so to transmit that feeling that another can experience
the same feeling – this is the activity of art.” [p. 59]
De acordo com esta definic¸a˜o, a arte e´, essencialmente, uma forma de comu-
nicac¸a˜o de ideias e sentimentos, caracterizando-se a actividade art´ıstica pela intenc¸a˜o
de transmitir e evocar estas ideias e sentimentos. Adicionalmente, exige-se que o
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autor tenha vivido esses sentimentos2. Ainda na mesma pa´gina, encontramos uma
segunda definic¸a˜o, em que se descreve a arte como sendo uma actividade humana:
“Art is a human activity consisting in this; that one man consciously by
means of certain external signs, hands on to others feelings he has lived
though, and that others are infected by these feelings and also experience
them.” [Tolstoy & Maude 1899, p. 59]
Ainda de acordo com Tolstoy, as caracter´ısticas que permitem aos humanos pro-
duzir arte sa˜o:
• Serem a forma de vida mais avanc¸ada do seu tempo;
• Experienciar sentimentos;
• Terem o desejo e a capacidade de os transmitir;
• Terem talento para uma das va´rias formas de arte.
Esta definic¸a˜o na˜o augura nada de positivo para os nossos propo´sitos. Contudo, na
nossa opinia˜o, esta linha de racioc´ınio e´ erro´nea e inconsequente, parecendo resultar de
um equ´ıvoco; nomeadamente, de uma confusa˜o entre a definic¸a˜o de arte e de artista.
Na realidade, as definic¸o˜es apresentadas revelam muito pouco sobre as obras de arte.
De acordo com aquilo que foi dito, qual e´ o crite´rio para classificar determinado
objecto como uma obra de arte?
O u´nico factor indicado intr´ınseco a` obra e´ a capacidade de evocar sentimen-
tos. Deve ainda, ter sido realizada por um ser humano, com intenc¸a˜o e honesti-
dade art´ıstica, resultando de um acto deliberado e consciente de transmitir, de forma
art´ıstica, sentimentos vividos pelo autor. No entanto, estas caracter´ısticas na˜o podem
ser aferidas com base nas obras.
Este ge´nero de definic¸a˜o continua a ser bem aceite, particularmente em certos
segmentos da comunidade art´ıstica. E´ tambe´m popular uma definic¸a˜o mais abran-
gente, que na esseˆncia defende que qualquer objecto produzido por um humano com
2Refira-se, a t´ıtulo de curiosidade, que Tolstoy dava especial eˆnfase a este facto que considerava
estar relacionado com a honestidade art´ıstica. Como exemplo, ficam as suas cr´ıticas a Beethoven.
Tolstoy admirava o trabalho de Beethoven anterior a` perda de audic¸a˜o. Contudo, desprezava os
trabalhos posteriores. De acordo com Tolstoy, estes na˜o podiam ser classificados como arte: estando
Beethoven impedido de ouvir as composic¸o˜es estaria tambe´m impossibilitado de sentir as emoc¸o˜es
despoletadas pela sua audic¸a˜o.
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intenc¸a˜o art´ıstica e´ uma obra de arte.
Apesar de na˜o termos a pretensa˜o de redefinir os conceitos de arte, na˜o podemos
deixar de dizer que consideramos este tipo de definic¸a˜o inaceita´vel. Em primeiro lu-
gar, definir uma actividade em func¸a˜o de quem a pratica leva a situac¸o˜es paradoxais
e absurdas. Note-se que, seguindo o mesmo tipo de racioc´ınio, pod´ıamos definir inte-
ligeˆncia como uma caracter´ıstica inerente aos humanos. Consequentemente, qualquer
actividade na˜o humana seria, por definic¸a˜o, desprovida de inteligeˆncia. Da mesma
forma, qualquer acto humano executado com a intenc¸a˜o de ser inteligente, seria ne-
cessariamente inteligente, por muito estu´pido que fosse. Em segundo lugar, da mesma
forma que consideramos a arte como uma actividade exclusivamente humana, pode-
mos considerar a inteligeˆncia, a capacidade de ter sentimentos, emoc¸o˜es, etc., como
caracter´ısticas exclusivas de uma determinada etnia ou rac¸a, o que levanta o´bvios
problemas e´ticos.
Um dos temas recorrentes da produc¸a˜o teo´rica no domı´nio art´ıstico, cuja origem
e´ usualmente atribu´ıda aos estudos de Plata˜o, e´ a dicotomia forma - conteu´do, na˜o
podendo a produc¸a˜o art´ıstica ser dissociada destes dois vectores. O conteu´do da obra
determina, a` primeira vista, as ideias e as emoc¸o˜es transmitidas. No entanto, a forma
afecta a efica´cia e eficieˆncia da transmissa˜o. Deste modo, para que a evocac¸a˜o exista,
e para que haja uma viveˆncia de emoc¸o˜es por parte do “observador”, e´ necessa´ria a
conjugac¸a˜o da forma e conteu´do. A importaˆncia assumida por estas vertentes varia
consoante o estilo, autor e obra. Assim, podemos encontrar obras em que o conteu´do
assume, claramente, um papel preponderante relativamente a` forma e vice-versa.
A ana´lise de uma obra de arte tera´ que considerar estes dois vectores, o que nos
conduz a outro campo do saber – a Este´tica. Embora exista uma relac¸a˜o ı´ntima entre
Arte e Este´tica, a sobreposic¸a˜o na˜o e´ total, podendo a Este´tica ser definida como o
estudo da forma isoladamente, em inobservaˆncia do conteu´do.
Uma vez estabelecida a distinc¸a˜o entre forma e conteu´do, Arte e Este´tica, prosse-
guimos a nossa exposic¸a˜o com uma ana´lise das origens da Arte, visto que esta podera´
ajudar a` clarificac¸a˜o de algumas questo˜es pertinentes. Ao longo deste cap´ıtulo iremos
centrar-nos na Arte e Este´tica visual. Contudo, consideramos que os princ´ıpios aqui
apresentados se podem estender a outros domı´nios.
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Figura 7.1: A` esquerda, “The Scream” de Edvard Munch, 1893; A` direita, “Several
Circles” de Wassily Kandinsky, 1926.
7.2 Origens da Arte
Tal como e´ do conhecimento geral, o Homem tem vindo a dedicar-se a` produc¸a˜o
art´ıstica desde os primo´rdios da Histo´ria, ou, melhor dizendo, da pre´-histo´ria. Este
facto esta´ bem documentado pelos mais diversos achados arqueolo´gicos. Desta forma,
segundo a nossa perspectiva, impo˜e-se encontrar uma explicac¸a˜o, a` luz da teoria da
evoluc¸a˜o, para esta dedicac¸a˜o.
O facto de a actividade art´ıstica ser um comportamento universal da rac¸a hu-
mana, implica que a arte e as suas origens devem ser vistas como um feno´meno
bio-evoluciona´rio [Dissanayake 1987].
De acordo com Dissanayake [1987], ha´ treˆs caracter´ısticas que sugerem que a arte
tem “poder selectivo”3:
1. A arte e´ um comportamento universal, encontrado em qualquer sociedade hu-
mana. E´ geralmente aceite que a uma caracter´ıstica universal esta´ associado
um motivo evoluciona´rio para a sua existeˆncia, e que contribui (ou contribuiu)
directa ou indirectamente para o sucesso evolutivo.
2. Para ale´m de disseminado, este comportamento implica o investimento de uma
grande quantidade de tempo e esforc¸o, o que reforc¸a a ideia da existeˆncia de
um valor evolutivo.
3No sentido de contribuir para o sucesso evolutivo.
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3. As artes sa˜o uma fonte de prazer. Tipicamente os comportamentos vantajosos
do ponto de vista evoluciona´rio sa˜o agrada´veis, levando a que os indiv´ıduos a
eles se dediquem.
Por princ´ıpio, a selecc¸a˜o natural deveria favorecer os indiv´ıduos mais aptos, sur-
gindo, como tal, a seguinte questa˜o: “Porque e´ que uma actividade aparentemente
inu´til – do ponto de vista da sobreviveˆncia – como a arte, foi valorizada pela selecc¸a˜o
natural?”.
Ha´ razo˜es u´ltimas e imediatas para certos comportamentos. Por exemplo, co-
memos ac¸u´car porque “sabe bem”. Mas a raza˜o u´ltima, evoluciona´ria, reside nas
consequeˆncias em termos de sobreviveˆncia dos genes. Os alimentos com ac¸u´car teˆm
um elevado valor calo´rico, sendo vantajosos. Como tal, a evoluc¸a˜o garantiu que o seu
sabor fosse agrada´vel, promovendo a sua ingesta˜o. Note-se que, na altura que esta
tendeˆncia se desenvolveu, na˜o existia sobre-abundaˆncia de ac¸u´car, e como tal na˜o
existiam efeitos nefastos da sua ingesta˜o.
A explicac¸a˜o mais usual para o surgimento da arte prende-se com a visa˜o da arte
como uma forma de comunicac¸a˜o. Ou seja, a sua ge´nese ligar-se-ia a` necessidade de
outras formas de comunicac¸a˜o para ale´m da linguagem gestual e da fala.
Esta necessidade e´ facilmente justifica´vel, se tivermos em considerac¸a˜o que o sur-
gimento da arte e´ anterior ao desenvolvimento da linguagem escrita. Assim, neste
per´ıodo a arte seria a u´nica forma de comunicac¸a˜o que possuia um suporte f´ısico
duradouro. Sendo globalmente aceite que o desenvolvimento da comunicac¸a˜o de-
sempenhou um papel importante no sucesso do Homem enquanto espe´cie, decorre
naturalmente que a arte tambe´m proporciona uma vantagem evolutiva, sendo como
tal justifica´vel a` luz da selecc¸a˜o natural.
Embora a validade desta explicac¸a˜o na˜o esteja em causa, parece-nos que peca
por incompleta. Efectivamente, existem treˆs comportamentos intimamente relacio-
nados com a actividade art´ıstica: brincar, ritualizar, “tornar especial” [Dissanayake
1987]. Ao contra´rio do que acontece com o comportamento art´ıstico, estes teˆm sido
amplamente estudados pela comunidade cient´ıfica. As explicac¸o˜es bio-evoluciona´rias
adiantadas para estes comportamentos podem, devido a` relac¸a˜o existente, ser aplica-
das a` actividade art´ıstica.
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Nos to´picos que se seguem fazemos uma ana´lise sinte´tica destes comportamen-
tos, apresentamos justificac¸o˜es para o valor selectivo dos mesmos, e estabelecemos
paralelismos com o comportamento art´ıstico. Posteriormente, propomos uma visa˜o
integradora que tem por objectivo descrever a forma como estas diferentes justificac¸o˜es
bio-evoluciona´rias confluem para explicar o valor selectivo da actividade art´ıstica.
7.2.1 Brincar
A actividade de brincar e´ comum nos vertebrados superiores, em particular nas
espe´cies sociais e naquelas em que os indiv´ıduos so´ atingem a maturidade tardi-
amente. Tal como a actividade art´ıstica, usualmente so´ ocorre apo´s a satisfac¸a˜o
das necessidades prima´rias, implica dificuldades auto-impostas, e´ espontaˆnea, impre-
vis´ıvel, auto-recompensadora e eminentemente social.
Ha´, no entanto, diferenc¸as entre a actividade art´ıstica e os jogos e brincadeiras.
Por norma, do comportamento art´ıstico espera-se algo de especial, e a actividade
implica um grande grau de deliberac¸a˜o, controlo, rigor e disciplina, que na˜o esta˜o
tipicamente presentes nas brincadeiras.
Por esta ordem de razo˜es, alguns investigadores considerem a arte com “goal
directed form of play” ou como “adult like play” [Dissanayake 1987].
Apesar de brincar na˜o ter um valor evolutivo imediato, teˆm sido identificados
va´rios benef´ıcios pra´ticos resultantes desta actividade, tais como: o exerc´ıcio, a pra´tica
e consequente aperfeic¸oamento, e a socializac¸a˜o. Por exemplo, as brincadeiras sa˜o
essenciais para afinar, modular e integrar os comportamentos instintivos associados
a` cac¸a. Da mesma forma, as brincadeiras infantis sa˜o consideradas essenciais para o
desenvolvimento da linguagem, das capacidades criativas, da capacidade de resoluc¸a˜o
de problemas, etc.
As explicac¸o˜es evolutivas para a actividade de brincar podem ser aplicadas a` acti-
vidade art´ıstica. A coordenac¸a˜o motora, nomeadamente a capacidade de executar ta-
refas que requerem precisa˜o teve, indubitavelmente, uma grande influeˆncia no sucesso
do Homem enquanto espe´cie. Quando o Homem pre´-histo´rico se dedica a` produc¸a˜o
art´ıstica na˜o esta´ a executar uma tarefa inu´til, mas sim a treinar e a desenvolver as
suas capacidades de coordenac¸a˜o.
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Para a vasta maioria dos animais, a luta pela sobreviveˆncia ocupa a maioria do
seu tempo. Deste modo, so´ durante a infaˆncia e juventude teˆm tempo livre para
jogos e brincadeiras. E´ natural supor que o mesmo tenha acontecido com o Homem
primitivo. A partir de determinado ponto, os adultos Humanos passam a ter tempo
livre para se dedicar a actividades que na˜o as directamente ligadas a` sua sobreviveˆncia
imediata. Tal tera´ levado ao surgimento de formas de “adult like play”, entre as quais
a actividade art´ıstica, que permitem continuar o desenvolvimento de uma se´rie de
competeˆncias.
7.2.2 Ritual
Nas sociedades primitivas a exibic¸a˜o e produc¸a˜o de objectos art´ısticos esta´ intima-
mente associada a`s cerimonias rituais.
Por norma, no mundo animal, os rituais teˆm origem num comportamento eminen-
temente utilita´rio, que e´ modificado, estilizado e refinado. A ritualizac¸a˜o e´ usualmente
associada a questo˜es vitais para o sucesso do indiv´ıduo e do grupo, tais como o aca-
salamento, a territorialidade, a ameac¸a, etc.
O valor selectivo da ritualizac¸a˜o reside no seu valor comunicativo e no facto de pro-
mover o funcionamento social sauda´vel [Dissanayake 1992]. A estilizac¸a˜o e o exagero
tornam a mensagem mais percept´ıvel e inconfund´ıvel, promovendo a comunicac¸a˜o.
Por exemplo, a ritualizac¸a˜o dos comportamentos de agressa˜o permite evitar confron-
tos que poderiam poˆr em perigo os participantes. Adicionalmente, os comportamentos
rituais promovem a unia˜o dos participantes em torno de objectivos comuns.
Apesar de nos seres humanos os comportamentos rituais variarem de cultura para
cultura, a tendeˆncia para a ritualizac¸a˜o esta´ presente em todas. Em contraste com
as brincadeiras, os comportamentos rituais esta˜o carregados de seriedade e teˆm por
norma o alcance de um objectivo espec´ıfico importante para o bem estar do indiv´ıduo
ou grupo. Teˆm um cara´cter excepcional que os distingue das actividades mundanas,
aproximando-se neste sentido da actividade art´ıstica.
A abundaˆncia de s´ımbolos e´ um factor comum ao comportamento art´ıstico, ri-
tual e de brincar, que podera´ estar associado ao feno´meno de exagerac¸a˜o encontrado
no comportamento ritual animal [Dissanayake 1987]. Os rituais humanos conteˆm
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frequentemente elementos de repetic¸a˜o e redundaˆncia, o que tambe´m e´ frequente na
arte.
7.2.3 “Tornar Especial”
Segundo Dissanayake [1987] o “tornar especial” e´ uma tendeˆncia comportamental
fundamental que esta´ na origem da actividade art´ıstica. Apesar de todas as dificul-
dades inerentes a definir o comportamento art´ıstico, a natureza especial dos produtos
resultantes desta actividade e´ um dado adquirido.
Desta forma, o “tornar especial” deve ser distinguido do “fazer” porque procura
servir outros propo´sitos que na˜o os meramente funcionais, por forma a que os objectos
ou acc¸o˜es se distingam dos restantes.
Embora o comportamento art´ıstico na˜o possa ser reduzido ao “tornar especial”,
pode ser visto como uma instaˆncia particular deste comportamento, que e´ um deno-
minador comum a toda a actividade art´ıstica. Da mesma forma, os comportamentos
rituais e, ate´ certo ponto, a actividade de brincar, procuram “tornar especial” algo.
Em termos gene´ricos, a tendeˆncia para diferenciar entre o normal e o extraor-
dina´rio e´ uma caracter´ıstica cognitiva fundamental. Como resultado desta carac-
ter´ıstica existe a tendeˆncia para valorizar coisas especiais ou invulgares. De facto,
a capacidade de reconhecer e valorizar o especial esta´ patente desde os tempos
ancestrais (ver figura 7.2).
Dada esta tendeˆncia, o “tornar especial” pode ter surgido como uma forma de
persuasa˜o. O facto de esta actividade exigir um esforc¸o considera´vel e de resultar em
algo especial, e´ uma forma de convencer os outros de que vale a pena ser executada.
Quando aliado a uma actividade deseja´vel, tal com fazer ferramentas, aumentaria a
probabilidade de sobreviveˆncia, conferindo um valor selectivo ao “tornar especial”.
7.2.4 Perspectiva Bio-Evoluciona´ria Integradora
Do que foi dito anteriormente, podemos afirmar que o valor selectivo da actividade
art´ıstica esta´ associado ao seu valor comunicativo e social, bem como ao desenvol-
vimento e treino de aptido˜es. Estes factores conferem ao indiv´ıduo, e ao grupo,
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Figura 7.2: A` esquerda, ferramenta do per´ıodo paleol´ıtico com concha incrustada;
a` direita, fo´ssil polido de coral recolhido pelo homem paleol´ıtico [Oakley 1981]. A
recolha de pec¸as com caracter´ısticas especiais e a sua utilizac¸a˜o na construc¸a˜o de
objectos utilita´rios demonstra a apeteˆncia para reconhecer e “tornar especial”.
uma vantagem evoluciona´ria directa ao n´ıvel da sobreviveˆncia. No entanto, o sucesso
evoluciona´rio na˜o depende exclusivamente da sobreviveˆncia, mas tambe´m do sucesso
reprodutivo. Como tal, a actividade art´ıstica tambe´m deve ser analisada deste prisma.
No mundo natural os animais escolhem, tendencialmente, os indiv´ıduos mais aptos
como parceiros sexuais. Tal como e´ evidente, um indiv´ıduo na˜o tem acesso directo
a` aptida˜o dos restantes. Assim, a escolha de um parceiro e´ baseada numa estima-
tiva da aptida˜o dos indiv´ıduos. Ou seja, os indiv´ıduos que aparentem ser mais aptos
sera˜o escolhidos como parceiros com maior frequeˆncia, colhendo, consequentemente,
uma vantagem evolutiva, na˜o ao n´ıvel da sobreviveˆncia imediata mas sim ao da sobre-
viveˆncia e propagac¸a˜o dos seus genes. Neste contexto, na˜o basta ser apto, e´ necessa´rio
pareceˆ-lo, pelo que as demonstrac¸o˜es de aptida˜o sa˜o extremamente relevantes do ponto
de vista evoluciona´rio.
Por exemplo, os rituais de acasalamento sa˜o uma forma de estimar a aptida˜o
dos indiv´ıduos. Frequentemente, estes envolvem demonstrac¸o˜es de forc¸a, sau´de, coor-
denac¸a˜o motora, e de uma se´rie de competeˆncias relevantes. Sa˜o tambe´m tipicamente
de dif´ıcil execuc¸a˜o. Pela sua dificuldade e pelas competeˆncias que envolvem, a capaci-
dade de realizar o ritual com perfeic¸a˜o e´ uma demonstrac¸a˜o de aptida˜o. No caso dos
rituais de acasalamento, esta demonstrac¸a˜o tem consequeˆncias imediatas no sucesso
evoluciona´rio.
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Figura 7.3: Pava˜o exibindo a sua cauda.
Da mesma forma, ao dedicar-se a` produc¸a˜o art´ıstica, o homem esta´ a fazer uma
demonstrac¸a˜o das suas aptido˜es (p.ex., coordenac¸a˜o motora), dando assim provas
directas da sua capacidade. Adicionalmente, e de forma mais subtil, esta´ a demonstrar
que tem tempo para se dedicar a actividades que na˜o esta˜o directamente ligadas com
a sua sobreviveˆncia imediata, dando assim provas indirectas de aptida˜o, i.e., se na˜o
fosse um indiv´ıduo extremamente apto, na˜o poderia dispensar tempo precioso.
Ou seja, para ale´m dos factores anteriormente expostos, a dedicac¸a˜o de um in-
div´ıduo a` actividade art´ıstica permite-lhe exibir de forma directa e indirecta as suas
capacidades, conferindo-lhe, eventualmente, vantagens ao n´ıvel da reproduc¸a˜o.
Contudo, as demonstrac¸o˜es indirectas de aptida˜o diminuem, frequentemente, as
probabilidades de sobreviveˆncia dos indiv´ıduos que as praticam. Por este facto, este
tipo de feno´meno tem gerado alguma controve´rsia, sendo frequentemente visto como
um luxo, ou ate´ um erro, evoluciona´rio. O exemplo mais conhecido e´, provavelmente,
o da cauda dos pavo˜es (figura 7.3). Devido a` sua dimensa˜o e peso, estas caudas
dificultam o voo, tornando os pavo˜es extremamente vulnera´veis a predadores. Fora
da e´poca de acasalamento, os pavo˜es perdem a sua cauda exuberante, o que torna
evidente que esta so´ existe para conferir vantagens ao n´ıvel do acasalamento. Conse-
quentemente, e´ natural considerar que os pavo˜es enquanto espe´cie seriam mais aptos
se na˜o possu´ıssem caudas ta˜o longas.
O mecanismo por detra´s deste tipo de ocorreˆncia pode, resumidamente, ser ex-
plicado da seguinte forma: uma determinada caracter´ıstica (p.ex., cauda longa e
brilhante) indica um indiv´ıduo mais apto; os indiv´ıduos do sexo oposto passam a
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Figura 7.4: Exemplos de aves dos ge´neros Parotia e Cicinnurus.
preferir os que a possuem; uma alterac¸a˜o do meio, tal como a diminuic¸a˜o do nu´mero
de predadores, provoca uma diminuic¸a˜o da pressa˜o evolutiva; como resultado, ha´ um
aumento da competic¸a˜o por parceiros; as vantagens reprodutivas sobrepo˜em-se a`s de
sobreviveˆncia; a caracter´ıstica e´ exagerada para ale´m do razoa´vel; so´ os indiv´ıduos
extremamente aptos passam a conseguir suportar esta caracter´ıstica [Dawkins 1987].
Este tipo de feno´meno e´ mais comum entre as aves, especialmente entre aquelas
que na˜o teˆm predadores naturais, do que nos outros tipos de seres vivos. Um dos
exemplos mais ricos e interessantes e´ o das“Aves do Para´ıso”, um conjunto de espe´cies
origina´rias da Oceania que, pela inexisteˆncia de predadores e pela brandura do habi-
tat, desenvolveram morfologias e rituais de acasalamento inso´litos e complexos. Por
exemplo, as espe´cies Parotia sa˜o conhecidas pelas danc¸as exo´ticas, as Cicinnurus
pela sua plumagem (figura 7.4), e as aves da familia Ptilonorhynchidae pelos ninhos
elaborados constru´ıdos pelos machos com o intuito de atrair as feˆmeas.
Na figura 7.5 apresentamos de forma esquema´tica um conjunto de factores inter-
ligados. Quando vistos no seu todo, e de acordo com a nossa opinia˜o, estes factores
constituem uma explicac¸a˜o bio-evoluciona´ria va´lida para a dedicac¸a˜o do homem a`
actividade art´ıstica.
7.3 Origens da Este´tica
Na secc¸a˜o anterior apresentamos justificac¸o˜es bio-evoluciona´rias para a actividade
art´ıstica. A validade destas justificac¸o˜es depende de um factor essencial: o valor
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Figura 7.5: Conjunto de explicac¸o˜es que justifica a dedicac¸a˜o do homem a` produc¸a˜o
art´ıstica.
este´tico dos objectos produzidos com intenc¸a˜o art´ıstica tem que ser reconhecido por
uma parte significativa da populac¸a˜o.
Por outras palavras, o valor selectivo das actividades abordadas na secc¸a˜o anterior
depende da capacidade de reconhecer o “especial”, a “arte”, o “ritual” e “brincar”.
Uma coisa e´ explicar porque e´ que a arte surgiu; outra e´ explicar porque e´ que
achamos determinados objectos esteticamente interessantes. A actividade art´ıstica
pressupo˜e a existeˆncia de um conjunto de princ´ıpios este´ticos que lhe da˜o suporte,
permitindo a criac¸a˜o de obras de arte e o seu reconhecimento. Sendo uma actividade
abrangente, requer uma explicac¸a˜o bio-evoluciona´ria. Por sua vez, essa explicac¸a˜o
implica a existeˆncia de um conjunto de princ´ıpios este´ticos universais. Sendo uni-
versais, e´ natural supor que estes princ´ıpios estejam intimamente relacionados com
caracter´ısticas, tambe´m elas universais, do ser humano, resultantes do processo evo-
luciona´rio.
Segundo a nossa perspectiva, que e´ semelhante a` de outros autores, existe uma
ligac¸a˜o estreita entre valor este´tico e percepc¸a˜o visual, e e´ isso que tentaremos de-
monstrar nesta secc¸a˜o.
Na secc¸a˜o 7.3.1 descrevemos princ´ıpios este´ticos universais. De forma ana´loga, na
secc¸a˜o 7.3.2 enumeramos princ´ıpios universais da visa˜o, estabelecendo relac¸o˜es entre
estes princ´ıpios e o valor este´tico de algumas formas de arte, e descrevendo o modo
como os artistas os teˆm explorado. Seguindo uma abordagem semelhante a` de Zeki
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[1999], estabelecemos uma relac¸a˜o entre os objectivos da Visa˜o e os da Arte, o que
permite uma leitura diferente do feno´meno art´ıstico.
7.3.1 Princ´ıpios Este´ticos Universais
Na procura de princ´ıpios este´ticos universais, independentes de aspectos culturais, a
ana´lise do desenho infantil assume articular relevo, permitindo observar o desenvol-
vimento das capacidades art´ısticas em esta´dios nos quais as influeˆncias culturais teˆm
um impacto reduzido.
Desenho Infantil
A principal conclusa˜o que se pode tirar do estudo do desenho infantil e´ que as primei-
ras etapas de desenvolvimento sa˜o comuns a todas as crianc¸as. Existe uma imagery
universal partilhada que transcende as barreiras culturais [Kellogg 1955; Morris 1962].
A maioria dos estudos sobre desenho infantil centram-se em fases
po´s-representativas. O trabalho desenvolvido por Kellogg [1955] reveste-se de um
cara´cter inovador, visto focalizar-se nas etapas iniciais do desenvolvimento caligra´fico,
efectuando uma ana´lise da ontogenia picto´rica humana, desde as primeiras tentativas
de efectuar riscos em papel, ate´ ao ponto em que imagens representativas se comec¸am
a cristalizar, dando origem a`s imagens t´ıpicas da “Arte Infantil” (pessoa, casa, flor,
ca˜o, etc.) [Morris 1962]. Ou seja, o esta´dio que e´, na maioria dos estudos, um
ponto de partida (representac¸a˜o picto´rica), e´, para Kellogg, um ponto de chegada.
Os estudos de Kellogg [1955] nesta a´rea – baseados em mais de 200000 desenhos
de crianc¸as de catorze pa´ıses e com idades compreendidas entre os 2 e os 8 anos –
permitiram-lhe identificar cinco esta´dios distintos de representac¸a˜o: Rabiscos, Dia-
gramas, Combinac¸o˜es, Agregac¸o˜es, e Picto´ricos4. Na figura 7.6 apresentamos figuras
t´ıpicas destas cinco etapas ba´sicas do desenvolvimento caligra´fico nas crianc¸as.
A transic¸a˜o entre os diferentes esta´dios e´ gradual. Os rabiscos va˜o-se tornando
mais deliberados, repetitivos e complexos. Posteriormente, e´ atingida uma nova fase,
a dos diagramas. Estes diagramas nascem da combinac¸a˜o simples de rabiscos – tal
4No original: Scribbles, Diagrams, Combines, Aggregates e Pictorials.
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Figura 7.6: Figuras t´ıpicas dos cinco primeiros esta´dios do desenho infantil [Morris
1962, p. 116].
como a junc¸a˜o de uma linha horizontal e de uma vertical dando origem a uma cruz –
ou da simplificac¸a˜o, p.ex. o rabisco em espiral da´ origem a um c´ırculo.
Gradualmente, estes diagramas da˜o origem ao nascimento de primitivas picto´ricas,
que ira˜o contribuir para o surgimento da terceira etapa, a das combinac¸o˜es. Esta fase
caracteriza-se pela conjugac¸a˜o de dois diagramas por forma a gerar compo´sitos.
Quando a crianc¸a passa a conjugar mais do que dois diagramas, entramos na
fase dos agregados. Esta, apesar de pre´-picto´rica, revela-se de tremenda importaˆncia,
fornecendo os percursores para as primeiras imagens picto´ricas. E´ a partir destes
agregados que nascem os “cliche´s” picto´ricos ba´sicos, encontrados na arte infantil por
todo o mundo [Morris 1962].
Uma descric¸a˜o exaustiva dos cinco esta´dios referidos, e das correspondentes figuras
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Figura 7.7: Desenho Infantil, Carolina Cardoso, 2005.
tipo, seria desajustada, pelo que redireccionamos o leitor mais interessado sobre este
assunto para o original de Kellogg [1955].
Um dos aspectos mais interessantes deste estudo e´ que o surgimento dos diagramas
e´ baseado, quase exclusivamente, nos rabiscos pre´vios, e na˜o em influeˆncias ambientais
externas. De facto, o desenvolvimento este´tico das crianc¸as parece ser, de acordo com
Kellogg [1955], uma associac¸a˜o, altamente independente e privada, entre papel, la´pis
e ce´rebro.
Existem variac¸o˜es, de crianc¸a para crianc¸a, nos detalhes do caminho tomado desde
o primeiro rabisco ate´ ao aparecimento de uma figura humana. Mas, apesar disto,
a tendeˆncia geral e´ ta˜o clara que se torna poss´ıvel descrever este desenvolvimento,
de forma bastante clara e precisa, considerando uma crianc¸a imagina´ria “me´dia”.
Nos para´grafos que se seguem, apresentamos uma s´ıntese deste processo, seguindo a
descric¸a˜o apresentada por Morris [1962].
As primeiras imagens feitas por esta crianc¸a imagina´ria consistem em linhas fracas
e imprecisas. Progressivamente a crianc¸a vai ganhando controlo das suas func¸o˜es
motoras e os rabiscos tornam-se mais determinados. Estes rabiscos transformam-se
em loops horizontais, depois em espirais, e, finalmente, numa “confusa˜o” de formas
circulares mu´ltiplas (figura 7.7). Estes movimentos circulares va˜o-se tornando mais
satisfato´rios e exactos, sendo as formas purificadas e simplificadas, ate´ que a crianc¸a
se torna capaz de produzir o seu primeiro c´ırculo5. A partir do momento em que
5Obviamente que esta forma ainda e´ imperfeita e algo irregular, no entanto e´ reconhec´ıvel como
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Figura 7.8: Representac¸a˜o esquema´tica das fases t´ıpicas na diferenciac¸a˜o caligra´fica
da figura humana [Morris 1962, p. 124].
os c´ırculos se tornam uma forma “pura”, a crianc¸a passa a preencheˆ-los com pontos
e trac¸os. Isto da´-lhe a “ideia” de cruzar o c´ırculo com outras linhas, passando a
crianc¸a a trac¸ar linhas que intersectam os c´ırculos de va´rias formas. A` medida que
isto acontece, a crianc¸a aprende a combinar linhas de forma a produzir uma forma
em estrela. Assim, a combinac¸a˜o do c´ırculo com a estrela surge naturalmente dando
origem a uma forma bastante satisfato´ria – o Mandala (figura 7.8-h)). Kellogg [1955]
considera esta forma como sendo a unidade mais importante do desenho pre´-pictorial.
A sua ocorreˆncia e´ universal e parece ser vital para o desenvolvimento dos esta´dios
seguintes.
Gradualmente este padra˜o Mandala transforma-se numa forma semelhante a` de
um sol (neste esta´dio a crianc¸a raramente atribui este significado ao desenho pro-
duzido). Assim, o espac¸o central torna-se novamente vazio e, consequentemente, a
crianc¸a vai preencheˆ-lo, recorrendo a pontos e pequenos c´ırculos. Quando, por aci-
dente, tal como defende Kellogg [1955], o nu´mero de c´ırculos interiores e´ quatro e
a sua distribuic¸a˜o semelhante a` da face humana, a crianc¸a reconhece, com alguma
surpresa, no seu desenho uma “cara” que a fixa. Tipicamente, a face humana e´ a
um c´ırculo.
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primeira imagem picto´rica criada (ver figura 7.8).
A partir do momento em que a crianc¸a descobre a fo´rmula para produzir uma
imagem representativa, iniciamos uma nova fase.
Poder´ıamos ser levados a pensar que, uma vez descoberta uma forma de repre-
sentac¸a˜o de uma face, o resto da figura humana se seguiria rapidamente, mas tal na˜o e´
o caso. Uma vez resolvido o puzzle da face, torna-se necessa´rio resolver os restantes –
corpo, brac¸os, pernas, dedos, etc. Este tipo de detalhe vai sendo acrescentado gradual
e lentamente, tal como aconteceu no desenvolvimento anterior.
Os raios do sol transformaram-se gradualmente em cabelo. Como consequeˆncia,
e´ aumentado o nu´mero de raios na parte superior e diminu´ıdo na parte inferior. Os
raios inferiores tornam-se mais longos, dando origem a brac¸os e pernas. Ou seja, a
cabec¸a passa a representar, simultaneamente, o tronco da figura humana. O pro´ximo
esta´dio consiste na separac¸a˜o da cabec¸a e do tronco em unidades independentes,
o que, tipicamente, e´ atingido atrave´s do desenho de uma linha unindo as pernas,
embora tambe´m existam casos em que e´ acrescentado um novo c´ırculo, de forma a
representar o corpo.
Neste momento temos corpo e cabec¸a, mas na˜o temos pescoc¸o e o pro´ximo passo
e´ contrair o c´ırculo, na regia˜o apropriada. Curiosamente, neste esta´dio, a crianc¸a na˜o
se apercebe, pelo menos aparentemente, de que os brac¸os continuam a sair da cabec¸a.
O esta´dio seguinte e´, precisamente, a transposic¸a˜o dos brac¸os para o tronco.
Na esseˆncia, a representac¸a˜o picto´rica da figura humana esta´, agora, conclu´ıda.
A partir deste ponto a crianc¸a ira´ comec¸ar a copiar e representar coisas do mundo
exterior.
Uma vez alcanc¸ado o esta´dio de representac¸a˜o picto´rica, as imagens universais ten-
dem a desaparecer, a` medida que a produc¸a˜o art´ıstica infantil comec¸a a divergir. Esta
divergeˆncia pode ser explicada pela variabilidade do meio externo e pela influeˆncia
educacional [Morris 1962]. Ou seja, aparentemente a universalidade mante´m-se en-
quanto a crianc¸a transfere para o papel a sua representac¸a˜o interna do mundo exterior
(utilizando a terminologia de Burton [1997], ver Cap´ıtulo 2), terminando quando as
preocupac¸o˜es com o realismo iniciam.
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De facto, estudos mais recentes lanc¸am algumas du´vidas sobre a validade transcul-
tural da teoria de Kellog [Dissanayake 1987] quando aplicada a fases posteriores ao
surgimento das primeiras imagens picto´ricas. Exceptuando a representac¸a˜o da figura
humana, na˜o e´ poss´ıvel demonstrar a existeˆncia de outras representac¸o˜es picto´ricas
universais. No entanto, mesmo estes estudos reiteram as concluso˜es de Kellogg [1955]
relativamente a` universalidade das etapas pre´-picto´ricas, indicando a existeˆncia de
princ´ıpios este´ticos universais que influenciam o desenvolvimento do desenho infantil.
Arte Animal
Assumindo a existeˆncia de princ´ıpios este´ticos universais, assumindo que estes esta˜o
relacionados com caracter´ısticas da nossa mente resultantes de um processo evolutivo,
como a percepc¸a˜o visual, e tendo em conta que partilhamos um historial evoluciona´rio
com outras espe´cies, e´ natural supor que as bases para a capacidade de efectuar ju´ızos
este´ticos estejam presentes em outras espe´cies, e ate´ que alguns destes princ´ıpios sejam
efectivamente manifestados.
Os estudos de Morris [1962], Koths [1958] e Schiller [1951] (entre outros) con-
firmam esta suposic¸a˜o, revelando que a capacidade de fazer ju´ızos este´ticos na˜o e´
exclusiva dos seres humanos. As experieˆncias realizadas com chimpanze´s e outros
s´ımios, demostram que estes possuem sensibilidade este´tica. Morris [1962] identificou
seis princ´ıpios comuns entre a produc¸a˜o “art´ıstica” dos chimpanze´s e dos humanos,
que passamos a enumerar:
Actividade auto-recompensadora Os chimpanze´s demonstraram tirar prazer do
acto de desenhar. Em alguns casos, os animais chegaram a ter manifestac¸o˜es
violentas de descontentamento quando a sua actividade de desenho era inter-
rompida. Quando os animais eram recompensados por desenhar, aprendiam
rapidamente a fazer um rabisco qualquer e pedir a sua recompensa. No en-
tanto, os animais que na˜o eram recompensados pareciam dedicar-se ao desenho
por motivos pro´prios, demonstrando prazer nessa actividade.
Controlo da composic¸a˜o A maioria dos desenhos produzidos demonstra algum
tipo de composic¸a˜o e equil´ıbrio. Alguns animais tinham motivos preferidos
que so´ eram encontrados nos seus desenhos. Por exemplo, o “Congo” gostava
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de desenhar figuras constitu´ıdas por linhas radiantes de um ponto central. Estes
desenhos, vagamente sime´tricos, demostram uma observaˆncia a conceitos tais
como equil´ıbrio e ordem.
Diferenciac¸a˜o caligra´fica Tal como as crianc¸as, os chimpanze´s passam por dife-
rentes esta´dios de aprendizagem. Este processo de aprendizagem e descoberta
e´ efectuado de forma lenta e cont´ınua, e na˜o em saltos. Os chimpanze´s se-
guem as mesmas etapas de desenvolvimento que as crianc¸as humanas. Assim,
os primeiros esta´dios sa˜o ideˆnticos, embora os chimpanze´s parec¸am ser incapa-
zes de passar da fase do c´ırculo a` fase do c´ırculo preenchido. Apesar de na˜o
atingirem um n´ıvel ta˜o elevado, os chimpanze´s passam por diferentes esta´dios,
aprendendo, gradualmente e sem aux´ılio, a preencher uma folha vazia, preencher
formas, produzir desenhos equilibrados e utilizar a repetic¸a˜o r´ıtmica.
Variac¸a˜o tema´tica Esta caracter´ıstica que e´ observada em muitos dos pintores hu-
manos, pode tambe´m ser encontrada, embora numa escala inferior, nos chim-
panze´s, consistindo na criac¸a˜o de uma se´rie de variac¸o˜es em volta de um tema
base. O “Congo” tinha um tema “preferido”, as formas radiantes, e produziu
uma se´rie de variac¸o˜es em torno deste tema.
Heterogeneidade o´ptima De acordo com Morris, o desenho comec¸a com uma ho-
mogeneidade extrema, a folha de papel vazia, progredindo para uma heteroge-
neidade cada vez maior [Morris 1962, p. 154]. Com isto na˜o se pretende dizer
que objectivo e´ preencher por completo a pa´gina, mas que existe um ponto em
que o artista se apercebe que a obra esta´ conclu´ıda e pa´ra. Ou seja, a partir
de determinado ponto, o acre´scimo de mais trac¸os iria prejudicar a obra. De
acordo com Morris, quando era apresentado ao “Congo” um trabalho que ele
ja´ tinha dado por completo, este, por norma, recusava-se a continua´-lo; no caso
de haver insisteˆncia, mostrava-se incomodado, chegando a produzir trac¸os em
todas as direcc¸o˜es, como se quisesse riscar o seu trabalho.
Conjunto de Imagens Universal Como referimos previamente, existe um con-
junto de formas que pode ser considerado universal: se pedirmos a crianc¸as
de continentes distintos para desenhar uma casa, as imagens produzidas sera˜o
similares. De acordo com Morris, existem treˆs factores que servem de base a
esta universalidade. O factor muscular: certos movimentos do brac¸o e ma˜o sa˜o
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mais gratificantes e livres que outros. O factor o´ptico: certas imagens sa˜o mais
apelativas do que outras. O factor psicolo´gico, que se desenvolve a` medida que
o indiv´ıduo cria. A` medida que o tempo passa, a educac¸a˜o e a influeˆncia do
meio exterior contribuem para o desaparecimento destas imagens universais.
Segundo Dissanayake [1992], os desenhos produzidos pelos s´ımios, tal como os
produzidos por crianc¸as, sa˜o essencialmente resultado do prazer na actividade motora,
curiosidade, explorac¸a˜o, instaˆncias da actividade de “brincar”, etc. Segundo a mesma
autora, o comportamento objectivo espec´ıfico so´ ocorre quando a crianc¸a embeleza um
objecto com a intenc¸a˜o de que os outros respondam a este devido a`s suas propriedades
este´ticas.
A crianc¸a tambe´m pode querer ser admirada pela sua capacidade, precisa˜o ou per-
severanc¸a, mas antes de podermos dizer que ha´ um comportamento art´ıstico intencio-
nal, a crianc¸a tem que reconhecer que criou ou decorou qualquer coisa transformando-
a em algo que os outros va˜o apreciar devido ao embelezamento.
Segundo esta perspectiva, chamar aos desenho produzidos pelos s´ımios arte podera´
ser abusivo. No entanto, para os efeitos desta tese, essa e´ uma questa˜o secunda´ria.
O que e´ relevante e´ o facto de as crianc¸as, chimpanze´s e outros animais, respeitarem
uma se´rie de princ´ıpios este´ticos universais.
As capacidades “art´ısticas” dos chimpanze´s param num esta´dio rudimentar. Con-
tudo, o seu comportamento demonstra que os “proto´tipos” para a linguagem e para
a arte se estendem a` famı´lia dos primatas, dando eˆnfase ao nosso passado biolo´gico
[Dissanayake 1992].
Da mesma forma, as actividades fascinantes de certas espe´cies de aves – canc¸o˜es,
construc¸a˜o de ninhos, coreografias, etc. – sa˜o comportamentos rituais que implicam
a capacidade de tornar e reconhecer especial. Deste modo, independentemente de
podermos ou na˜o considerar estes comportamentos como formas de arte, tal implica
que certos princ´ıpios este´ticos esta˜o profundamente enraizados, sendo comuns a va´rias
espe´cies.
Por um lado, a natureza rudimentar dos princ´ıpios apontados podera´ levar-nos
a pensar que estes tera˜o pouco impacto na produc¸a˜o art´ıstica humana. No entanto,
importa lembrar que todo o desenvolvimento motor e perceptual desenvolvido na
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infaˆncia e´ determinante para a futura actividade art´ıstica [Gardner 1981]. Adicio-
nalmente, os desenhos infantis teˆm sido louvados pelos mais diversos artistas devido
a`s suas capacidades evocativas, pureza de formas, etc., sendo inclusivamente objectivo
de muitos, p.ex. Pablo Picasso, aproximar-se destas formas de expressa˜o art´ıstica.
Assim, estes princ´ıpios na˜o sa˜o esquecidos e ultrapassados, sendo bases fundamentais
para a actividade art´ıstica exibida em etapas posteriores.
Este´tica e Aptida˜o
Certos princ´ıpios este´ticos, como a simetria, proporc¸a˜o e equil´ıbrio, parecem estar
relacionados com indicac¸o˜es de aptida˜o, desempenhando, como tal, um papel im-
portante ao n´ıvel da escolha de parceiros e na identificac¸a˜o de presas por parte dos
predadores. Sendo bons indicadores de aptida˜o, e´ razoa´vel pensar que a evoluc¸a˜o se
tera´ encarregue de garantir que os animais reajam a estes princ´ıpios.
Do ponto de vista biolo´gico, os corpos da maioria dos animais sa˜o sime´tricos em
torno de um eixo vertical. A estabilidade de desenvolvimento reflecte a capacidade de
um indiv´ıduo efectuar um desenvolvimento esta´vel do seu feno´tipo, quando sujeito a
influeˆncias do meio ambiente que podem afectar o crescimento [Moller 1997]. Neste
contexto, um corpo e rosto sime´tricos indicam estabilidade de desenvolvimento, o que
por sua vez indica um sistema imunita´rio robusto, que o indiv´ıduo na˜o sofreu leso˜es
graves, etc. Por outras palavras, a simetria e´ uma caracter´ıstica deseja´vel do ponto
de vista evolutivo.
Existe actualmente uma grande variedade de estudos que confirmam a prefereˆncia
por formas sime´tricas. Samuels, Butterworth, Roberts, Graupner & Hole [1994] de-
monstraram que os bebe´s passam mais tempo a olhar para fotografias de indiv´ıduos
sime´tricos do que assime´tricos. Quando se cria uma face atrave´s da me´dia de va´rias
caras, eliminando desta forma as assimetrias individuais, a face resultante e´ conside-
rada mais atraente (ver, p.ex., Moller [1997]). O mesmo efeito pode ser alcanc¸ado
criando uma face atrave´s da me´dia do lado esquerdo e direito de um u´nico indiv´ıduo.
Johnston [2006] utilizou o seu sistema de evoluc¸a˜o interactiva de faces FacePrints
[Johnston & Caldwell 1997] para evoluir faces atraentes. A ana´lise dos resultados ex-
perimentais indicou uma prefereˆncia clara por faces sime´tricas. Usando uma te´cnica
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semelhante, as experieˆncias de Frowd, Hancock & Carson [2004] confirmam a pre-
fereˆncia pela simetria.
A prefereˆncia por formas sime´tricas tambe´m foi confirmada experimentalmente
em va´rios estudos envolvendo animais. Moller [1992] demonstrou que as andorinhas
preferem machos com caudas sime´tricas e longas. O estudo de Ridley [1992] confirma
estas concluso˜es, indicando tambe´m a prefereˆncia das libelinhas por machos com asas
sime´tricas. Os estudos de Jennions [1998] e Swaddle & Cuthill [1994] demonstram
que as aves da espe´cie Taenopygia Guttata tendem a preferir machos que exibem
plumagens peitorais e riscas nas asas sime´tricas. Da mesma forma, as feˆmeas dos
pavo˜es preferem machos com caudas elaboradas e sime´tricas [Manning & Hartley
1991; Petrie, Halliday & Sanders 1991], tendo tambe´m sido demonstrada a correlac¸a˜o
entre grau de ornamentac¸a˜o e simetria [Manning & Hartley 1991]. Posteriormente,
Petrie [1994] demonstrou que a simetria e elaborac¸a˜o das caudas dos machos eram
bons indicadores das taxas de crescimento e probabilidades de sobreviveˆncia dos des-
cendentes.
A proporc¸a˜o e´ um princ´ıpio este´tico globalmente aceite, aparentando tambe´m
ter ra´ızes biolo´gicas profundas. Tal como acontece no caso da simetria, um corpo
bem proporcionado tende a indicar um indiv´ıduo apto, enquanto uma desproporc¸a˜o
significativa pode indicar uma deficieˆncia ao n´ıvel gene´tico, de desenvolvimento, uma
lesa˜o, etc. Assim, faz todo o sentido, do ponto de vista evolutivo, que os animais
prefiram para parceiros animais bem proporcionados; restando saber qual o impacto
deste factor nas prefereˆncias este´ticas humanas.
A primeira refereˆncia a` proporc¸a˜o como elemento fundamental da este´tica deve-se
a Polykleitos (se´culo 4-5 AC):
“Beauty does not consist in the elements, but in the harmonious propor-
tion of the parts.”
Se´culos mais tarde, o arquitecto grego Vitruvius estabelece uma relac¸a˜o directa
entre as proporc¸o˜es do corpo humano e a este´tica. Para Vitruvius, a arquitectura e´
uma imitac¸a˜o, ou extensa˜o, da natureza, devendo exibir treˆs caracter´ısticas essenciais:
firmitas, utilitas, venustas, ou seja, robustez, funcionalidade e beleza.
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Figura 7.9: “Mr. and Mrs. Andrews”, Gainsborough, 1750. As figuras humanas e
a a´rvore, pro´ximas do eixo focal, sa˜o contrabalanc¸adas pelo conjunto de a´rvores do
lado direito e a` distaˆncia, oferecendo assim uma sensac¸a˜o de equil´ıbrio composicional.
As questo˜es relacionadas com a robustez levam-no a outro princ´ıpio este´tico fun-
damental, o equil´ıbrio (figura 7.9), que tambe´m aparenta estar profundamente en-
raizado, e que e´ reconhecido pelos primatas. Note-se que os conceitos de simetria,
equil´ıbrio e proporc¸a˜o esta˜o interligados6. Por exemplo, a simetria e´ uma forma sim-
ples de atingir um equil´ıbrio entre formas. Se seguirmos o sentido f´ısico do termo
equil´ıbrio – que aqui assume um significado mais lato – uma das explicac¸o˜es para a
maioria dos animais apresentarem um eixo de simetria vertical, prende-se com uma
necessidade ba´sica de se manterem em pe´, e como tal, equilibrados [Enquist et al.
2002], o que nos reconduz a`s explicac¸o˜es evoluciona´rias para estes princ´ıpios este´ticos.
Vitruvius defendia que as proporc¸o˜es de um edif´ıcio deviam corresponder a`s pro-
porc¸o˜es do corpo humano, considerado um exemplo de beleza e perfeic¸a˜o, bem como
de robustez e funcionalidade. O estudo realizado culmina no Homem de Vitru´vio,
desenhado por Leonardo da Vinci.
O trabalho de Vitruvius sobre as proporc¸o˜es humanas viria a influenciar Luca
Pacioli, que no seu livro Divina Proportione introduz o conceito de proporc¸a˜o divina:
“The whole is to the larger as the larger is to the smaller.”
O que do ponto de vista matema´tico pode ser expresso como: a+b
a
= a
b
6As origens do termo sa˜o reveladoras. A palavra symmetria resulta da junc¸a˜o do prefixo syn
(comum) com o subjectivo metros (medida). Como tal, a traduc¸a˜o literal do termo e´ “medida
comum”. Os gregos interpretavam esta palavra como a harmonia entre as diferentes partes de um
objecto e as boas proporc¸o˜es entre as suas partes constituintes, aplicando-a a va´rios domı´nios (p.ex.
mu´sica, astrologia, arquitectura, etc.). Ou seja, a definic¸a˜o original engloba na˜o so´ aquilo que hoje
consideramos simetria, como tambe´m os conceitos de harmonia, proporc¸a˜o, equil´ıbrio e repetic¸a˜o.
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Luca Pacioli, debruc¸a-se sobre a importaˆncia matema´tica, arquitecto´nica e art´ıs-
tica desta proporc¸a˜o, afirmando que e´ a que garante maior beleza e harmonia. Desde
enta˜o a proporc¸a˜o divina, ou ratio de ouro, ganhou enorme popularidade, o que
dificulta a ana´lise do valor desta regra.
Por um lado, estas proporc¸o˜es encontram-se numa grande variedade de seres vivos,
especialmente em plantas e conchas de animais, mas tambe´m noutros seres vivos, no
corpo humano, peixes, borboletas, etc. (ver, p.ex. Doczi [1981]). As razo˜es para ser
uma proporc¸a˜o ta˜o frequente prendem-se com o facto de resultar, usualmente, num
bom aproveitamento do espac¸o [Kappraff 2001].
A presenc¸a desta proporc¸a˜o num vasto conjunto de obras de arte tambe´m parece
ser inquestiona´vel; no entanto aqui a relac¸a˜o de causa-efeito na˜o e´ clara. Ha´ realmente
uma se´rie de edif´ıcios e obras de arte gregas, anteriores a` publicac¸a˜o do livro de
Luca Pacioli, que exibem esta proporc¸a˜o. No entanto, como os Gregos procuravam
inspirac¸a˜o na natureza e como a proporc¸a˜o esta´ presente na natureza, na˜o se pode
concluir que esteja presente por motivos este´ticos. Por outro lado, os defensores
da proporc¸a˜o divina podem facilmente contra-argumentar, dizendo que apesar de os
Gregos na˜o terem definido explicitamente a proporc¸a˜o divina, ao inspirarem-se na
natureza estavam no fundo a seguir o mesmo princ´ıpio, e que tal acabou por ser um
factor determinante na beleza das suas obras.
Se focarmos a nossa atenc¸a˜o em obras de arte posteriores a` publicac¸a˜o do livro,
existem de facto inu´meros artistas que utilizaram esta proporc¸a˜o de forma deliberada
– p.ex. Leonardo da Vinci, Albrecht Durer, Georges Seurat, Paul Signac, Mondrian,
Corbusier, Bartok, etc. Contudo, tal como se pode argumentar que a presenc¸a das
proporc¸o˜es divinas nos trabalhos destes autores e´ apenas resultado da popularidade do
livro, na˜o reflectindo consequentemente qualquer princ´ıpio este´tico profundo; tambe´m
se pode argumentar que o facto de grandes artistas terem reconhecido a valia desta
regra, ao ponto de a usarem deliberadamente nos seus trabalhos, produzindo desta
forma grandes obras de arte, e´ a maior prova da validade este´tica da proporc¸a˜o divina.
Apesar de alguns estudos cient´ıficos indicarem a existeˆncia de uma prefereˆncia por
formas exibindo proporc¸o˜es divinas (ver figura 7.11), os resultados atingidos teˆm sido
disputados, devendo como tal ser considerados inconclusivos.
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Figura 7.10: Estudos sobre proporc¸a˜o [Doczi 1981].
Apesar de toda a controve´rsia em torno desta questa˜o, e das concepc¸o˜es erro´neas
acerca deste ratio (ver, p.ex., Markowsky [1992]), um facto que parece reunir consenso
e´ a presenc¸a das proporc¸o˜es divinas num vasto nu´mero de animais e obras de arte.
De igual forma, a importaˆncia das proporc¸o˜es (divinas ou na˜o) e´ globalmente aceite,
tanto do ponto de vista este´tico como evoluciona´rio.
Uma das ideias mais frequentes relativamente a` este´tica e´ que esta depende exclu-
sivamente de factores de natureza cultural. Isto e´, o facto de um indiv´ıduo considerar
determinado tipo de imagem apelativo dever-se-ia, apenas e somente, a` influeˆncia do
meio exterior sobre o indiv´ıduo – a`s experieˆncias, no sentido mais lato do termo, do
indiv´ıduo. De acordo com esta visa˜o, o valor este´tico de uma imagem so´ poderia ser
avaliado em relac¸a˜o a determinado contexto cultural.
Retomando o que dissemos previamente, a ana´lise do desenvolvimento da acti-
vidade art´ıstica nas crianc¸as, nomeadamente a existeˆncia de imagens universais que
ultrapassam barreiras culturais, leva-nos a considerar que esta ideia e´ errada.
Por sua vez, o estudo de Morris [1962], que resulta na identificac¸a˜o de seis princ´ıpios
comuns entre a arte infantil e dos chimpanze´s, confirma a existeˆncia de princ´ıpios
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Figura 7.11: Quando se pede a`s pessoas para escolherem, dos 10 rectaˆngulos acima
apresentados, o mais atraente, a maioria (35%) escolhe o rectaˆngulo com as proporc¸o˜es
divinas [Morris 1962, p. 167].
este´ticos universais. Note-se que os chimpanze´s na˜o foram treinados nem ensinados a
produzir desenhos. E´ uma actividade a` qual se dedicaram espontaneamente. Assim,
o facto de obedecerem a princ´ıpios este´ticos tais como, equil´ıbrio, ordem e ritmo, que
sa˜o princ´ıpios este´ticos partilhados pelos “humanos”, e´ revelador.
De igual forma, a relac¸a˜o entre certos princ´ıpios este´ticos – p.ex. simetria, equil´ı-
brio, proporc¸a˜o – e a aptida˜o dos indiv´ıduos que os exibem, conjugada com o facto de
tanto humanos como animais reagirem a estes princ´ıpios, indica que estes teˆm ra´ızes
evoluciona´rias profundas.
Por esta ordem de razo˜es, somos levados a concluir que a este´tica na˜o depende
exclusivamente do contexto cultural e, consequentemente, que existem imagens intrin-
secamente mais apelativas do que outras, bem como princ´ıpios este´ticos universais.
Na˜o se deve, com isto, concluir que o ju´ızo este´tico e´ independente do contexto cul-
tural. No entanto, importa reconhecer a existeˆncia de uma base biolo´gica para certos
princ´ıpios este´ticos.
E´ de facto imposs´ıvel avaliar o valor de uma obra de Arte, sem ter em conta
o contexto cultural em que se insere. Contudo, conforme tivemos oportunidade de
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salientar anteriormente, existe um diferenc¸a entre Arte e Este´tica. Apesar do contexto
cultural assumir um papel preponderante de uma perspectiva art´ıstica, este papel
perde importaˆncia do ponto de vista este´tico.
Do nosso ponto de vista, os princ´ıpios este´ticos fundamentais esta˜o intimamente
relacionados com a percepc¸a˜o visual. Esta hipo´tese, para ale´m de se adequar aos factos
anteriormente descritos, e´ suportada por um conjunto de factores que apresentamos
nas seguintes secc¸o˜es.
7.3.2 Este´tica e Percepc¸a˜o
Visto que o sistema de percepc¸a˜o visual assume um papel de destaque, comec¸amos
por apresentar algumas notas introduto´rias sobre visa˜o, com o objectivo de situar o
leitor, e referir aspectos que se mostram relevantes para a restante argumentac¸a˜o.
Visa˜o – Notas Introduto´rias
Inicialmente considerava-se a visa˜o, essencialmente, como um processo passivo. A
ideia prevalecente era que as imagens eram impressas na retina, e transferidas para
serem recebidas pela “retina cortical”7. Essa imagem seria a´ı analisada e descodificada
e posteriormente interpretada noutras zonas do ce´rebro. Ou seja, entendia-se a visa˜o
como um processo passivo, enquanto a compreensa˜o era vista como um processo
activo, havendo uma distinc¸a˜o clara entre visa˜o e compreensa˜o.
Hoje em dia sabemos que a visa˜o envolve vastas partes do ce´rebro, sendo um
processo activo e criativo, que passamos a descrever em trac¸os gerais.
A retina e´ constitu´ıda por diferentes camadas (figura 7.12); ha´ cerca de 130 milho˜es
de receptores na retina, mas apenas 1.2 milho˜es de axo´nios no nervo o´ptico. Por outras
palavras, a retina faz parte do pre´-processamento, transmitindo diferentes tipos de
sinais – relacionados com cor, luminosidade, movimento, etc. – ao cortex visual
prima´rio (V1) atrave´s do nervo o´ptico (figura 7.13).
Na zona V1, as ce´lulas que recebem sinais relacionados com diferentes atributos
da visa˜o esta˜o agrupadas, formando conjuntos anatomicamente identifica´veis. Estes
7A a´rea do ce´rebro hoje usualmente designada por V1.
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Figura 7.12: Camadas da retina [Kolb 2003].
Figura 7.13: Ligac¸a˜o entre retina e cortex visual prima´rio [Wolfe et al. 2005].
grupos enviam sinais para outras a´reas do cortex visual, directamente, ou atrave´s da
zona V2 (identificada na figura 7.14).
A zona V1 e´ responsa´vel por uma se´rie de func¸o˜es de processamento visual ba´sicas
– dando in´ıcio ao processamento de cor, movimento e forma – cujos resultados sa˜o
comunicados a`s outras zonas responsa´veis pela visa˜o.
Individualmente, as ce´lulas da zona V1 teˆm tambe´m um campo receptivo bas-
tante reduzido, so´ respondendo a est´ımulos visuais que ocorrem em a´reas espec´ıficas
do campo visual. Sa˜o tambe´m altamente selectivas, no sentido que apenas respondem
a um est´ımulo espec´ıfico, p.ex. ha´ ce´lulas que apenas respondem a uma determinada
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Figura 7.14: Cortex Visual [Logothetis 1999].
cor, ignorando as restantes. A selectividade relativamente a um atributo esta´ associ-
ada com a indiferenc¸a relativamente aos outros, i.e., desde que o est´ımulo seja da cor
correcta, o movimento, forma, etc., na˜o influenciam a resposta da ce´lula.
Usando a analogia proposta por Zeki [1999], a zona V1 pode ser vista como uma
central de correios: recebe cartas (sinais da retina), divide a correspondeˆncia de
acordo com o destinata´rio e envia-a para os locais apropriados (diferentes zonas do
cortex visual). Para ale´m desta tarefa de divisa˜o e distribuic¸a˜o selectiva, faz uma
quantidade significativa de processamento visual, que tambe´m e´ comunicado a`s zonas
apropriadas.
A zona V2 pode ser vista como uma zona interme´dia que, tal como a V1, distribui
selectivamente sinais a diferentes a´reas especializados do cortex visual. No entanto,
o campo receptivo das ce´lulas na zona V2 e´ maior que o das ce´lulas da zona V1.
De igual forma, estas ce´lulas respondem a propriedades mais complexas, podendo
responder, p.ex., a mu´ltiplas orientac¸o˜es em diferentes zonas do seu campo receptivo.
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A a´rea V2 recebe sinais da zona V1, envia sinais para V3, V4 e V5, e tambe´m feedback
para a V1.
As a´reas V3 e VP continuam o processamento, tendo as suas ce´lulas campos recep-
tivos progressivamente maiores. O grau de especializac¸a˜o vai tambe´m aumentando.
A zona V3A desempenha um papel no processamento global do movimento. O
papel da zona V4 ainda na˜o esta´ totalmente determinado, tendo inicialmente sido
identificada como uma zona responsa´vel pelo processamento da cor [Zeki 1999]. No
entanto, resultados mais recentes indicam que tambe´m esta´ ligada com o reconheci-
mento da forma. A zona MT/V5 esta´ intimamente relacionada com o processamento
do movimento. As suas ce´lulas reagem ao movimento de est´ımulos visuais complexos.
A func¸a˜o desta zona e´, consequentemente, a de integrar sinais locais de movimento,
identificando desta forma o movimento global de objectos complexos.
A func¸a˜o da zona V7 ainda na˜o esta totalmente clarificada, pensando-se que esta
sera´ homo´loga a` zona DP encontrada no ce´rebro de macacos [Orban GA 2004]. A zona
V8 esta´ relacionada com o processamento de cor, enquanto a zona LO desempenha um
papel fundamental no reconhecimento de objectos de larga-escala. Para ale´m destas
zonas, teˆm sido propostas outras zonas de visa˜o, embora ainda na˜o exista consenso
sobre o papel (e existeˆncia real) destas a´reas.
Para ale´m de existirem va´rias zonas de visa˜o, as ligac¸o˜es entre as diferentes a´reas
sa˜o complexas. Embora se possa estabelecer uma hierarquia, conve´m referir que para
ale´m de existirem va´rias zonas ao mesmo n´ıvel, o fluxo de informac¸a˜o na˜o e´ unidirec-
cional. Na figura 7.15, extra´ıda de Felleman & Van Essen [1991], apresentamos uma
representac¸a˜o esquema´tica das ligac¸o˜es entre as diferentes zonas do cortex visual dos
macacos. De acordo com estes autores, foram identificadas 187 ligac¸o˜es, a maioria
das quais bidireccionais. Na figura 7.16 apresentamos um esquema, menos detalhado,
das ligac¸o˜es entre as diferentes zonas do cortex visual humano8.
Do que foi dito anteriormente fica claro que a visa˜o e´ um processo activo e criativo.
Na˜o vemos com os olhos, vemos com o ce´rebro9.
8Devido a` natureza das experieˆncias necessa´rias para identificar diferentes zonas visuais, a maior
parte dos estudos usa outros animais, estabelecendo posteriormente uma ligac¸a˜o com diferentes zonas
do ce´rebro humano.
9O seguinte exemplo pode ajudar a clarificar esta afirmac¸a˜o. Devido a` forma como o olho hu-
mano esta´ desenhado, existem vasos sangu´ıneos a` frente da retina, criando va´rios “pontos cegos”
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Figura 7.15: Ligac¸o˜es entre as diferentes zonas do cortex visual dos macacos [Felleman
& Van Essen 1991].
Figura 7.16: Ligac¸o˜es entre as diferentes zonas do cortex visual humano.
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O sistema de percepc¸a˜o visual e´ modular e paralelo, sendo diferentes aspectos da
visa˜o tratados em diferentes zonas do ce´rebro. A questa˜o que se coloca e´ saber como e´
que os resultados dos diferentes sub-sistemas de processamento visual sa˜o conjugados
por forma a dar-nos uma imagem unita´ria [Zeki 1999].
Ao que tudo indica, na˜o existe qualquer a´rea integradora a` qual se liguem todas
as a´reas especializadas. Por um lado, as u´nicas leso˜es cerebrais que provocam ce-
gueira total sa˜o as que afectam a zona V1, o que indica a inexisteˆncia de uma zona
integradora – se existisse, uma lesa˜o nessa zona integradora tambe´m deveria provo-
car cegueira total – e revela a grande autonomia dos diferentes mo´dulos. Por outro
lado, diferentes atributos da visa˜o demoram tempos distintos a ser processados. As
diferentes a´reas visuais levam tempos distintos a concluir a sua tarefa. Por exemplo,
a cor, forma e movimento demoram diferentes tempos a ser processados, sendo o pro-
cessamento da cor o mais ra´pido e o do movimento o mais lento [Moutoussis & Zeki
1997]. Ou seja, o sistema visual na˜o so´ e´ distribu´ıdo como tambe´m e´ ass´ıncrono.
A combinac¸a˜o destes factos indica que as diferentes a´reas da visa˜o devem ser vistas
como sistemas de processamento-percepc¸a˜o auto´nomos [Zeki 1999]. Os resultados das
operac¸o˜es efectuadas por diferentes sistemas sa˜o perceptos distintos, ou, de acordo com
Zeki [1999], micro-conscieˆncias distintas. Sa˜o estes perceptos ou micro-conscieˆncias
que sa˜o, eventualmente, integrados por forma a dar-nos um percepto unificado.
Adicionalmente, aquilo que hoje sabemos sobre a visa˜o lanc¸a du´vidas sobre a
“visa˜o” e a “compreensa˜o” serem efectivamente dois processos independentes: apa-
rentemente, cada a´rea veˆ e compreende os atributos aos quais e´ sens´ıvel [Palmer
1983; Palmer 1999; Zeki 1999].
Objectivos da Visa˜o
Apo´s esta ana´lise sucinta do sistema visual, importa reflectir sobre uma questa˜o de
fundo: Qual o objectivo da visa˜o?
Tambe´m de forma sucinta, vemos para adquirir informac¸a˜o sobre o mundo que
nos rodeia [Gregory 1998; Zeki 1999]. Os est´ımulos que chegam do mundo exterior
de dimensa˜o significativa. Apesar deste facto, na˜o vemos estas zonas, nem detectamos a falta
de informac¸a˜o visual sobre certas a´reas da visa˜o. O sistema de percepc¸a˜o visual encarrega-se de
“adivinhar” e preencher essas zonas do campo visual [Gregory 1998].
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esta˜o em constante mutac¸a˜o. Por exemplo, o comprimento de onda emitido por um
objecto depende das condic¸o˜es de iluminac¸a˜o, da distaˆncia, etc. No entanto, o nosso
sistema visual compensa automaticamente estas flutuac¸o˜es de forma a que, indepen-
dentemente delas, o objecto se apresente como sendo de uma determinada cor. O
ce´rebro esta´ interessado naquilo que e´ constante, permanente, nas propriedades ca-
racter´ısticas de objectos e superf´ıcies, nas caracter´ısticas que permitem categorizar os
objectos, e mais tarde reconheceˆ-los quando sa˜o encontrados em diferentes contextos
[Gregory 1998; Zeki 1999].
Ou seja, o ce´rebro tem uma tarefa, obter conhecimento acerca do mundo, e uma
dificuldade a ultrapassar, a natureza inconstante dos est´ımulos visuais. Desta forma,
uma das principais tarefas do sistema de visa˜o e´ “eliminar” as mudanc¸as cont´ınuas
presentes nos sinais que recebe do mundo exterior, extraindo as caracter´ısticas essen-
ciais que permitem categorizar e reconhecer objectos [Gregory 1998; Zeki 1999].
Conforme demonstram as dificuldades inerentes a` visa˜o computacional, na˜o e´ fa´cil
extrair conhecimento acerca dos aspectos essenciais e constantes do mundo visual a
partir da informac¸a˜o volu´vel que o cortex visual recebe.
Objectivos da Arte
De acordo com Zeki [1999] os objectivos da arte sa˜o similares aos objectivos da visa˜o:
“. . . to represent the constant, lasting, essential and enduring features of
objects, surfaces, faces, situations, and so on, and thus allow us to acquire
knowledge not only about the particular object, or face, or condition re-
presented on the canvas but to generalize from that to many other objects
and thus acquire knowledge about a wide category of objects and faces.
In this process, the artist, too, must be selective and invest his work with
attributes that are essential, and discard much that is superfluous.” [Zeki
1999, p. 9-10]
Curiosamente, conforme e´ referido por Zeki [1999], esta definic¸a˜o e´ semelhante a`s
propostas de va´rios artistas, p.ex.:
“Underlying this succession of moments which constitutes the superficial
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existence of things and beings, one can search for a truer more essential
character, which the artist will seize so that he may give to reality a more
lasting interpretation” [Matisse 1908]
“The true purpose of painting is to represent objects as they really are,
that is to say differently from the way we see them. It tends always to
give us their sensible essence, their presence, this is why the image it
forms does not resemble their appearance, because appearance changes
from moment to moment” [Rivie`re 1992]
Ao representar as caracter´ısticas essenciais dos objectos, eliminando as acesso´rias
e representando os objectos de forma a que estes possam ser facilmente apreendidos,
a arte apresenta ao ce´rebro algo que esta´ entre a realidade do mundo visual e a
percepc¸a˜o, uma espe´cie de imagem pre´-processada. O objectivo na˜o e´ produzir uma
representac¸a˜o exacta de uma vista de um objecto particular, e´ produzir uma imagem
que seja altamente evocativa de um percepto correspondente ao objecto (ou a uma
multiplicidade deles).
Apesar da sua generalidade ser questiona´vel, a visa˜o da arte como uma procura
da representac¸a˜o das caracter´ısticas constantes e fundamentais esta´ bem patente no
trabalho de va´rios artistas. Um dos exemplo mais elucidativos e´ talvez a estrate´gia
seguida por Picasso para pintar certos quadros: comec¸ava por pintar o quadro nor-
malmente, a` vista; uma vez conclu´ıda esta versa˜o, o quadro era destru´ıdo; mais tarde
reproduzia o mesmo quadro usando a memo´ria. Atrave´s deste processo Picasso conse-
guia destilar os aspectos essenciais, constantes, que causam um impressa˜o duradoura,
da cena em questa˜o, ignorando automaticamente os aspectos irrelevantes que, no
fundo e do ponto de vista art´ıstico, na˜o sa˜o mais que ru´ıdo.
De igual forma, a tese que no´s defendemos e´ a de que:
1. Os princ´ıpios este´ticos esta˜o condicionados pelo nosso sistema de processamento
e percepc¸a˜o visual;
2. A experieˆncia este´tica na˜o e´, na sua esseˆncia, resultado de uma actividade men-
tal de “alto n´ıvel”, mas sim algo muito mais ba´sico, elementar, ou, a` falta de
melhor termo, visceral, directamente relacionado com a forma como processa-
mos e percepcionamos as imagens.
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Quando levado ao extremo, o ponto 1) e´ trivialmente correcto. Por exemplo, se
na˜o somos sens´ıveis a determinado comprimento de onda, na˜o o vemos, e consequen-
temente o seu uso na˜o ira´ influenciar o valor este´tico da imagem. No entanto, o
significado aqui atribu´ıdo a esta afirmac¸a˜o e´ mais vasto. Para ale´m destes condi-
cionalismos o´bvios, o nosso sistema visual determina a forma como as imagens sa˜o
processadas e percepcionadas, e ao fazeˆ-lo, condiciona o valor este´tico das mesmas.
Relativamente ao ponto 2), segundo a nossa perspectiva, a experieˆncia este´tica e´
antes demais uma experieˆncia “sensorial” e “visceral”. Isto na˜o quer dizer que ac-
tividades mentais de “alto n´ıvel” na˜o possam estar envolvidas, e desempenhar um
papel importante, tanto na apreciac¸a˜o este´tica como art´ıstica. Quer contudo dizer,
de acordo com a nossa perspectiva, que o papel destas actividades mentais esta´ con-
dicionado por aquilo que somos a um n´ıvel mais elementar.
Universais da Visa˜o e da Arte
Assumindo que existe uma relac¸a˜o estreita entre este´tica e visa˜o, e´ natural supor
que ao longo dos tempos os artistas tenham descoberto, de forma na˜o deliberada,
alguns princ´ıpios da visa˜o e que os tenham utilizado na produc¸a˜o de obras de arte.
Desta forma, deveria ser poss´ıvel identificar e estabelecer paralelismos entre princ´ıpios
universais da visa˜o e da este´tica. E´ esse o tema desta secc¸a˜o.
Linhas Ao longo do tempo os artistas teˆm procurado representar formas, o que os
levou naturalmente a` procura dos componentes essenciais, universalmente presentes,
das mesmas. O resultado mais vis´ıvel desta procura, e´ a emergeˆncia da linha como
elemento central em muitos dos trabalhos de arte moderna [Zeki 1999].
Apesar de a linha assumir um papel de relvo nos trabalhos de Paul Cezanne,
Pablo Picasso, Franz Marc, Wassily Kandinsky, Paul Klee e muitos outros, a natureza
minimalista do trabalho de Piet Mondrian e de Kazimir Malevitch da´-lhe um destaque
particular, assumindo a linha um papel dominante.
Mondrian, por exemplo, considerava que a forma universal, a constituinte de todas
as outras formas complexas, e´ a linha recta. Curiosamente, ou talvez na˜o, o nosso
ce´rebro conte´m um vasto nu´mero de ce´lulas sens´ıveis a linhas em diferentes direcc¸o˜es;
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de facto a maioria da ce´lulas nas zonas V1, V2 e V3 sa˜o deste tipo. Os neurofisiolo-
gistas consideram as ce´lulas sens´ıveis a` orientac¸a˜o de linhas blocos construtores, que
permitem ao ce´rebro percepcionar formas mais complexas.
Modrian acabou por abolir a linha curva, e mais tarde as linhas diagonais, recor-
rendo apenas a`s horizontais e verticais. Os estudos de Campbell & Kulikowski [1966]
demonstram que as linhas nesta orientac¸a˜o sa˜o as mais fa´ceis de ver.
Modrian, tal como outros pintores, tinha um interesse particular pelas linhas
paralelas, em especial pela linha dupla paralela10. Hoje sabemos que a resposta de
um neuro´nio da a´rea V1 a uma linha u´nica – com a orientac¸a˜o a que ce´lula reage
e posicionada no seu campo receptivo – pode ser inibida pela presenc¸a de linhas
paralelas em zonas pro´ximas. Passamos a descrever o mecanismo responsa´vel por este
efeito. De forma gene´rica, a actividade na zona LOC aumenta quando caracter´ısticas
individuais sa˜o agrupadas dando origem a um objecto ou cena coerente. O uso de
linhas paralelas simplifica a tarefa de percepc¸a˜o, facilitando o agrupamento perceptual
(aspecto a que voltaremos mais tarde) e permitindo uma resposta ra´pida da zona
LOC. Portanto a sequeˆncia de eventos e´ a seguinte: as ce´lulas da zona V1 respondem
a`s linhas paralelas; ha´ uma ra´pida identificac¸a˜o desta semelhanc¸a entre linhas e um
agrupamento perceptual; como resultado a actividade da zona LOC aumenta; as
ligac¸o˜es de feedback da zona LOC para a zona V1 inibem as ce´lulas que responderam
a` dupla paralela, visto que este est´ımulo ja´ foi processado e percepcionado [Murray,
Kersten, Olshausen, Schrater & Woods 2002].
De certa forma, estas descobertas validam as concluso˜es a que Mondrian chegou.
Como e´ evidente, isto na˜o significa que se devam abolir as linhas curvas e obl´ıquas,
nem que o uso de linhas verticais, horizontais e paralelas e´ suficiente para garantir
valor este´tico. Contudo, no contexto minimalista em que a obra de Mondrian se insere
– que implica por definic¸a˜o a procura de formas simples e facilmente percept´ıveis –
as suas opc¸o˜es art´ısticas encontram fundamento cient´ıfico. Mais importante do que
isso, para os efeitos desta tese, e´ o facto de a procura dos elementos essenciais das
formas, levada a cabo por Mondrian e outros artistas, ter conduzido a` explorac¸a˜o de
princ´ıpios elementares do nosso sistema de processamento e percepc¸a˜o visual.
Kandinsky [1926], ao debruc¸ar-se sobre a linha, refere que existem duas formas de
10Duas linhas paralelas, suficientemente pro´ximas.
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Figura 7.17: A` esquerda, “Composition With Red, Yellow And Blue”, Piet Mondrian;
A` direita, “Composition VIII”, Wassily Kandinsky.
tornar uma linha mais “interessante”, variar a sua direcc¸a˜o e variar a sua espessura.
O efeito ao n´ıvel do cortex cerebral de variar a direcc¸a˜o ja´ foi descrito: assumindo
que a linha se encontra no campo receptivo de um conjunto de ce´lulas sens´ıveis a
diferentes orientac¸o˜es, uma linha com va´rias orientac¸o˜es vai provocar a resposta de
um maior nu´mero de ce´lulas do que uma linha com apenas uma direcc¸a˜o. Por outro
lado, da mesma forma que ha´ ce´lulas selectivas relativamente a` orientac¸a˜o, ha´ ce´lulas
selectivas relativamente a` espessura, obtendo-se um efeito semelhante a este n´ıvel. Por
outras palavras, ao variarmos a orientac¸a˜o e espessura da linha, estamos a apresentar
um est´ımulo mais complexo, mas ainda percept´ıvel, a` zona LOC, que vai demorar
mais tempo a identificar a forma.
Ainda no que diz respeito a` orientac¸a˜o das linhas, de acordo com McKnight
[1997]11, a linha diagonal tem uma intensidade visual superior a` vertical e horizontal.
Esta “maior intensidade” conduz a um importante princ´ıpio de composic¸a˜o e
equil´ıbrio: uma linha diagonal e´ visualmente equivalente a uma horizontal ou vertical
de dimenso˜es superiores. Para ilustrar este princ´ıpio, bem conhecido de designers e
artistas, escolhemos uma obra de Paul Klee (figura 7.18), em que o equil´ıbrio visual
e´ atingido reduzindo as dimenso˜es do quadrado obl´ıquo.
11McKnight era um escultor, designer e teo´rico da arte. Acreditava que a construc¸a˜o de um
sistema de notac¸a˜o visual era o pro´ximo passo no desenvolvimento dos sistemas de comunicac¸a˜o
(visto que tais sistemas ja´ existem para a linguagem e mu´sica). Numa tentativa de se aproximar
deste objectivo, produziu o texto “O Alfabeto da Arte” [McKnight 1997]. Este sistema de notac¸a˜o
e´ constitu´ıdo por Elementos: linha, direcc¸a˜o da linha, forma, tamanho, textura, valor e cor; pelo
conceito de Composic¸a˜o, que e´ definido como o efeito global do uso dos Elementos; e pelas qualidades
emocionais, este´ticas e espaciais que determinada obra transmite ao observador.
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Figura 7.18: “Monsieur Perlenschwein”, Paul Klee, 1925.
Cor No Cap´ıtulo 2 referimos que, do ponto de vista art´ıstico, e de acordo com H.
Cohen, a luminosidade e´ muito mais importante do que o grau ou saturac¸a˜o.
McKnight [1997] tambe´m aponta este facto, que esta´ relacionado com a forma
como a cor e´ processada (ver, p.ex., Palmer [1999], Cotton [1995]). A retina humana
e´ composta por va´rios tipos de ce´lulas receptoras. As ce´lulas que esta˜o presentes em
maiores quantidades sa˜o apenas sens´ıveis a` intensidade luminosa; por comparac¸a˜o, a
quantidade de ce´lulas sens´ıveis a` cor e´ reduzida [Palmer 1999; Cotton 1995]. Assim,
na visa˜o, tal como na arte, e apesar de a cor fornecer pistas visuais importantes, ha´
uma primazia da forma sobre a cor.
Adicionalmente, conforme e´ referido por va´rios artistas, a cor individual dos ele-
mentos na˜o e´ particularmente relevante; o que assume relevo sa˜o as relac¸o˜es entre as
cores presentes nas diferentes a´reas do quadro. Tal como em casos anteriores, pode-se
estabelecer um paralelismo entre esta afirmac¸a˜o e a forma como a cor e´ percepcionada
pelo nosso ce´rebro. A percepc¸a˜o da cor, bem como da intensidade, na˜o e´ absoluta,
mas sim relativa.
Tal como acontece relativamente a outros atributos visuais, no que a` cor diz res-
peito, os artistas, sem se aperceberem, teˆm vindo a descobrir e explorar caracter´ısticas
da visa˜o. Por exemplo, Leonardo da Vinci escreveu:
“de todas as cores aquelas que sa˜o mais agrada´veis sa˜o as que constituem
oponentes.”
209
Cap´ıtulo 7. Arte e Este´tica
Figura 7.19: Images amb´ıguas (adaptado de Hoffman [1998]).
Ao fazeˆ-lo, revelou o princ´ıpio da “oponeˆncia”, que so´ seria confirmado se´culos mais
tarde. As ce´lulas visuais que sa˜o excitadas pelo vermelho sa˜o inibidas pelo verde,
as que sa˜o excitadas pelo amarelo sa˜o inibidas pelo azul, as que sa˜o excitadas pelo
branco sa˜o inibidas pelo negro, etc.
Este facto, conforme seria de esperar, tem implicac¸o˜es tanto pra´ticas como art´ısti-
cas, p.ex., a utilizac¸a˜o do verde nas salas e batas de cirurgia por forma a permitir que
os cirurgio˜es descansem a vista dos tons de vermelho, obtendo assim maior acuidade
visual.
Constaˆncia Conforme mencionamos previamente, a visa˜o implica uma procura das
caracter´ısticas essenciais, esta´veis e duradouras dos objectos. Uma das implicac¸o˜es
pra´ticas desta procura e´ a prefereˆncia por interpretac¸o˜es esta´veis, i.e., quando o
est´ımulo visual e´ amb´ıguo, o ce´rebro prefere a interpretac¸a˜o que tem menores proba-
bilidades de ocorrer por acidente [Hoffman 1998]. De facto, o ce´rebro parece seguir
um conjunto de regras de desambiguac¸a˜o comuns a todos os humanos.
Admitindo que se quer dar uma interpretac¸a˜o tridimensional, as imagens apre-
sentadas na figura 7.19 seriam tipicamente identificadas como: um ve´rtice; dois
rectaˆngulos, um atra´s do outro (b e c); uma caixa pequena assente numa caixa de
maiores dimenso˜es.
No entanto, estas sa˜o apenas algumas das interpretac¸o˜es poss´ıveis. A imagem a)
pode representar dois paus, afastados um do outro; A imagem b) pode corresponder
a 3 rectaˆngulos; Na imagem c) podem nem sequer ser rectaˆngulos; Na imagem d), a
caixa pequena pode na˜o estar assente sobre a maior mas sim a flutuar no espac¸o (ver
figura 7.20).
Preferimos as primeiras interpretac¸o˜es apresentadas porque sa˜o mais esta´veis. As
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Figura 7.20: Os objectos da figura 7.19 de um ponto de vista diferente (adaptado de
Hoffman [1998]).
interpretac¸o˜es alternativas para as figuras a), b) e c) so´ seriam va´lidas se, por acidente,
estive´ssemos a observar os objectos de um ponto de vista particular. Assim, de forma
gene´rica, o ce´rebro segue a seguinte regra de interpretac¸a˜o:
“. . . interpret lines colinear in an image as colinear in 3D.” [Hoffman 1998,
p. 31].
Seguindo esta regra, ao interpretarmos a imagem 7.19d) dever´ıamos assumir que
a caixa pequena flutuava por cima da caixa grande, ou seja, da mesma forma que
interpretamos a imagem 7.20d). A raza˜o para a excepc¸a˜o a esta regra e´ a gravidade. E´
pouco usual os objectos flutuarem no espac¸o, e como tal preferimos uma interpretac¸a˜o
que e´ mais esta´vel na presenc¸a da gravidade. Quando afastamos a caixa pequena,
como na imagem 7.20d), tornando claro que esta caixa na˜o assenta na outra, temos
tendeˆncia a veˆ-la como se estivesse a flutuar (pela aplicac¸a˜o da regra da colinearidade).
Contudo, esta continua a ser apenas uma das interpretac¸o˜es poss´ıveis, p.ex. a caixa
pequena pode estar atra´s da grande.
Para ale´m da regra da colinearidade, existem outras regras de desambiguac¸a˜o que
guiam a interpretac¸a˜o dos est´ımulos visuais que recebemos. Hoffman [1998] apresenta
uma descric¸a˜o detalhada da mesmas. Do ponto de vista art´ıstico, importa analisar a
forma como os objectivos da visa˜o (recolher informac¸a˜o sobre o mundo exterior) teˆm
reflexo ao n´ıvel este´tico.
Conforme Ramachandran & Hirstein [1999] referem, tendencialmente, as “coin-
cideˆncias suspeitas” sa˜o desagrada´veis do ponto de vista este´tico. Desta forma,
quando se apresentam duas representac¸o˜es alternativas da mesma cena, que resultem
na mesma interpretac¸a˜o, tendemos a preferir a imagem que e´ mais fa´cil de interpretar.
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a) b)
Figura 7.21: Prefereˆncia por representac¸o˜es esta´veis. Adaptado de Ramachandran &
Hirstein [1999].
O que significa que, por norma, a figura 7.21b) sera´ preferida a` 7.21a).
Como corola´rio da procura de representac¸o˜es mais esta´veis, temos o cubismo, que
pode ser visto como “an attempt o resolve that deep paradox between the reality of
perception and the single view appearance of the painting” [Zeki 1999, p. 50].
Tal e´ atingido representando cada objecto presente na cena do aˆngulo mais dis-
criminador, mesmo que isso implique a utilizac¸a˜o de diferentes perspectivas para
diferentes objectos. Adicionalmente, a combinac¸a˜o de va´rias perspectivas de um ob-
jecto, p.ex. uma face, numa representac¸a˜o u´nica tambe´m na˜o e´ invulgar. Tal permite
apresentar os elementos essenciais do objecto, mesmo quando estes na˜o sa˜o vis´ıveis
de uma perspectiva u´nica. De acordo com Zeki [1999], esta pra´tica reconhece o facto
de a visa˜o na˜o ser um sentido instantaˆneo, mas sim sucessivo, com uma importante
componente temporal.
Note-se que, apesar de o cubismo ter levado este princ´ıpio ao extremo, a ideia
base – a de representar os objectos de forma a maximizar a visibilidade das suas
caracter´ısticas essenciais, seja atrave´s da utilizac¸a˜o da perspectiva mais discrimina-
dora, seja atrave´s da conjugac¸a˜o de va´rias perspectivas – esta´ bem patente em va´rias
formas de arte, tais como a arte tribal, eg´ıpcia, ou infantil.
Agrupamento Perceptual Uma das principais func¸o˜es das a´reas visuais e´ a des-
coberta e identificac¸a˜o de objectos. A visa˜o e´ modular e, da mesma forma que
a existeˆncia de linhas paralelas facilita o agrupamento perceptual, a existeˆncia de
relac¸o˜es entre as caracter´ısticas identificadas por va´rios mo´dulos contribui para o
mesmo efeito. Desta forma, se existir uma relac¸a˜o entre cor e forma, p.ex., isso
permitira´ uma identificac¸a˜o mais ra´pida (ver figura 7.22).
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Figura 7.22: Na imagem da esquerda na˜o existe uma relac¸a˜o entre cor e forma,
dificultando a identificac¸a˜o do conjunto de rectaˆngulos na horizontal, neste caso a
cor funciona como camuflagem. A auseˆncia de cor na imagem do centro, faz com
que o grupo de rectaˆngulos horizontais seja identifica´vel. Na imagem da direita, ha´
uma conjugac¸a˜o entre forma e cor, o que faz com que o conjunto seja facilmente
identificado. Adaptado de Ramachandran & Hirstein [1999].
Ao facilitar ou dificultar o agrupamento perceptual, o artista pode atingir dife-
rentes efeitos. Por um lado, a utilizac¸a˜o de “camuflagem” pode ser utilizada como
forma de apresentar um “puzzle” ao ce´rebro (ver figura 7.23), cuja resoluc¸a˜o da´ ao
observador uma sensac¸a˜o de prazer [Ramachandran & Hirstein 1999]. Note-se, no
entanto, que mesmo nos casos em que o agrupamento perceptual e´ adiado, este deve
ser atingido pois e´ a´ı que reside o prazer associado a` experieˆncia. Por outro lado,
ao facilitar o agrupamento perceptual de determinado elemento, o artista garante-lhe
um papel de destaque, fazendo com que este sobressaia dos restantes, o que tambe´m
e´ uma te´cnica bem explorada.
Esta´ demonstrado experimentalmente que princ´ıpios este´ticos bem estabelecidos
e explorados, como a simetria, repetic¸a˜o e semelhanc¸a – e, de forma gene´rica, as
regularidades – facilitam o agrupamento perceptual [Tyler 2002; Oliva et al. 2004;
Palmer 1983]. Embora a forma como o cortex visual reconhece a simetria na˜o esteja
totalmente explicada, esta caracter´ıstica e´ perceptualmente saliente [Tyler 2002],
sendo facilmente identifica´vel, mesmo em condic¸o˜es limite (ver figura 7.23). Do ponto
de vista bio-evoluciona´rio, tendo em conta que a maioria dos animais exibe algum tipo
de simetria, e sendo a identificac¸a˜o de outros animais – predadores ou presas – uma
tarefa vital para a sobreviveˆncia, faz todo o sentido que a visa˜o esteja equipada de
forma a reconhecer facilmente formas sime´tricas e a dar-lhes destaque.
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Figura 7.23: A` esquerda, “Pintos”, Bev Doolittle. A` direita, imagem composta por
pontos, demonstrando que mesmo na auseˆncia de objectos facilmente identifica´veis a
simetria e´ uma caracter´ıstica perceptualmente saliente.
“Peak shift effect” Ramachandran & Hirstein [1999] consideram a exagerac¸a˜o
como um elemento importante do ponto de vista art´ıstico, afirmando de forma algo
redutora que “toda a arte e´ caricatura”. A explicac¸a˜o apresentada por Ramachan-
dran para a importaˆncia da exagerac¸a˜o gira em torno do “peak shift effect”. As
experieˆncias que revelaram este efeito podem ser descritas, em termos simples, como
se segue: Treina-se um rato para distinguir entre um quadrado (exemplo negativo)
e um rectaˆngulo (exemplo positivo), usando p.ex. um rectaˆngulo com proporc¸o˜es
de 4:5; Apo´s o treino apresentam-se rectaˆngulos de va´rias proporc¸o˜es e mede-se a
resposta ao est´ımulo. Seria de esperar que esta resposta seguisse uma curva normal,
com o pico situado nos rectaˆngulos de proporc¸o˜es 4:5, no entanto tal na˜o acontece,
a resposta ma´xima e´ obtida para um rectaˆngulo com proporc¸o˜es ligeiramente mais
exageradas, p.ex. 2:3.
Embora existam du´vidas sobre o facto do “peak shift effect” ser efectivamente a
explicac¸a˜o para o feno´meno da exagerac¸a˜o encontrado nas artes [Hyman 2006], isso
na˜o po˜e em causa a existeˆncia do feno´meno, nem o seu uso nas artes.
A exagerac¸a˜o e´ outra maneira de “tornar vis´ıvel”, de facilitar o reconhecimento dos
objectos apresentados. Por exemplo, se quisermos produzir um retrato de uma pessoa,
pode-se comec¸ar por comparar uma fotografia dessa pessoa com a “cara me´dia”; de
seguida, ao produzir o retrato, exageram-se os trac¸os que diferenciam a cara da pessoa
em questa˜o da “cara me´dia”. Se a exagerac¸a˜o for grande, obte´m-se uma caricatura; se
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Figura 7.24: A` esquerda, exemplos de caricaturas geradas computacionalmente
usando a te´cnica de exagerac¸a˜o descrita. Extra´ıdo de Mo et al. [2004] (ver tambe´m
Brennan [1985]). A` direita, escultura da deusa Kaumari, Se´c. 8 DC. Extra´ıdo de
Ramachandran & Hirstein [1999].
Figura 7.25: Quadro de Vincent Van Gogh, 1988.
for mais limitada, obte´m-se um quadro com aspecto realista mas que e´ mais evocativo
do que a pro´pria fotografia [Ramachandran & Hirstein 1999].
O mesmo tipo de procedimento pode ser utilizado no desenho de corpos. Por
exemplo, para criar uma figura feminina podemos exagerar os trac¸os que sa˜o carac-
ter´ısticos das mulheres, obtendo-se assim imagens que representam a feminilidade
(figura 7.24).
De forma mais gene´rica, a exagerac¸a˜o subtil de uma caracter´ıstica e´ uma forma
de dar salieˆncia a` mesma, sendo um recurso largamente explorado pelos artistas para
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aumentar o poder evocativo das suas obras.
Recordar e Reconhecer E´ mais fa´cil reconhecer uma imagem, objecto ou situac¸a˜o
do que recordar [Gelernter 1994; Gregory 1998; Palmer 1999]. Por exemplo, a maioria
dos leitores facilmente reconheceu o quadro apresentado na figura 7.25 como sendo
uma das obras de Van Gogh. A questa˜o que aqui se coloca e´: “como e´ feito o
reconhecimento?”.
Se colocarmos questo˜es como, “Qual a cor do fundo?”, “Qual a cor da base?”,“Qual
a cor da jarra?” ou “Quantos sa˜o os girasso´is?”, a maioria dos leitores na˜o so´ sera´ in-
capaz de dar uma resposta correcta, como, em alguns casos, falhara´ redondamente12.
Apesar de ningue´m saber exactamente como e´ que reconhecemos imagens, e´
razoa´vel assumir, uma vez que na˜o conseguimos dar respostas adequadas a perguntas
deste tipo, que esta classe de caracter´ısticas na˜o e´ essencial para o reconhecimento.
Por outro lado, se fizermos perguntas como, “E´ sime´trico?”, “Como e´ a textura?”,
“Onde esta˜o esta˜o posicionados os principais pontos de interesse?”, “Como se distribui
o detalhe?”, “As formas sa˜o orgaˆnicas ou geome´tricas?”, etc., a maioria dos leitores
na˜o tera´ dificuldades em dar respostas adequadas.
Conforme e´ evidente, isto na˜o demonstra que estas caracter´ısticas desempenham
um papel fundamental no reconhecimento da imagem. No entanto, significa que
causam uma impressa˜o duradoura no nosso ce´rebro, o que, por sua vez, indica que
este tipo de caracter´ısticas sa˜o relevantes. O facto de conseguirmos dar respostas
adequadas a estas perguntas implica que o ce´rebro, na sua procura de representac¸o˜es
esta´veis [Gregory 1998; Zeki 1999], lhes deu primazia em detrimento de outras, que
na˜o possuem um cara´cter ta˜o esta´vel, ou que na˜o revelam propriedades essenciais
dos objectos, ou ainda que na˜o sa˜o particularmente u´teis para o reconhecimento e
classificac¸a˜o. Segundo a nossa perspectiva, o facto de estas caracter´ısticas estarem
directamente relacionadas com princ´ıpios este´ticos, na˜o e´ uma coincideˆncia, mas sim,
algo de revelador.
12Por exemplo, no que diz respeito ao nu´mero de girasso´is, a respostas mais frequentes sa˜o treˆs
ou cinco, quando na realidade existem doze.
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No livro “The Society of Mind”, Minsky [1986] associa os conceitos de moda e estilo
ao trabalho mental necessa´rio para processar imagens:
“. . . why do we tend to choose our furniture according to systematic styles or
fashions? Because familiar styles make it easier to recognize and classify the things
we see. If every object in a room were distracting by itself, our furniture might occupy
our minds too much. . . It can save a lot of mental work. . . ” [Minsky 1986, p. 52]
Este tipo de racioc´ınio – que implicitamente estabelece uma relac¸a˜o entre a facili-
dade de efectuar o agrupamento perceptivo e o valor este´tico – levaria-nos a concluir
que imagens mais simples e mais fa´ceis de processar teˆm maior valor este´tico do que
imagens complexas. Como consequeˆncia desta ideia, chega-se a` conclusa˜o de que uma
folha completamente branca tem um valor este´tico superior ao de qualquer obra de
arte, visto que e´, certamente, mais simples de processar.
No entanto, os exemplos dados por Marvin Minsky esta˜o relacionados com mo-
bilia´rio e decorac¸a˜o de escrito´rios. Quando estamos num escrito´rio na˜o queremos ser
distra´ıdos, queremos trabalhar; por outro lado, quando estamos a admirar uma obra
de arte queremos ser distra´ıdos. Provavelmente, e´ por essa raza˜o que existem qua-
dros nos escrito´rios: para termos algo para onde olhar quando sentimos necessidade
de ocupar a nossa mente com algo que na˜o esteja relacionado com o trabalho.
Moles [1973] defende a posic¸a˜o oposta, nomeadamente, que o valor este´tico esta´
directamente relacionado com a complexidade da imagem. A sua medida de comple-
xidade e´ baseada na teoria da informac¸a˜o [Shannon 1951], i.e., quanto maior for a
previsibilidade dos pixels, em func¸a˜o dos restantes, menor a complexidade.
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Tal como no caso de Marvin Minsky, a persecuc¸a˜o desta ideia conduz a um pa-
radoxo: uma imagem gerada aleatoriamente tera´ uma complexidade muito superior
a` esmagadora maioria das obras de arte e, consequentemente, um valor este´tico ele-
vad´ıssimo. Tal e´ manifestamente falso, visto que as imagens geradas atrave´s deste
processo na˜o sa˜o mais do que “ru´ıdo”.
A tese que defendemos nesta secc¸a˜o baseia-se nas ideias apresentadas por Moles
[1973] e Minsky [1986], podendo ser vista como uma tentativa de unificac¸a˜o das
mesmas. De acordo com esta tese, o valor este´tico de uma imagem esta´ relacionado
com o prazer sensorial, e intelectual, resultante da sua percepc¸a˜o.
Tal como ja´ mencionamos (ver descric¸a˜o do sistema ROSE desenvolvido por Ed
Burton, Cap´ıtulo 2), pintar ou desenhar na˜o deve ser visto como uma tentativa de
copiar a realidade, mas antes como uma forma de tornar vis´ıvel uma representac¸a˜o
interior – um percepto. Este na˜o consiste em linhas nem pinceladas, na maior parte
das vezes nem sequer e´ bidimensional, nem se restringe apenas a caracter´ısticas vi-
suais [Arnheim 1966; Burton 1997; Palmer 1999; Gregory 1998; Zeki 1999]. Assim,
algumas das suas caracter´ısticas na˜o podem ser inteiramente reproduzidas atrave´s de
um desenho ou pintura.
Como tal, desenhar implica encontrar uma representac¸a˜o bidimensional de um
percepto que ponha em evideˆncia as caracter´ısticas que o autor considera relevantes
e que va˜o conferir ao desenho capacidades evocativas [Arnheim 1966; Burton 1997;
Zeki 1999]. Desta forma, podemos considerar duas etapas distintas de abstracc¸a˜o: a
primeira resulta do processo de percepc¸a˜o, e da consequente transposic¸a˜o do objecto
para percepto; a segunda resulta do processo de representac¸a˜o do percepto atrave´s
de um desenho.
A forma na˜o deve, pois, ser considerada apenas em relac¸a˜o a` realidade dos objec-
tos; tem uma realidade pro´pria [Arnheim 1966; Arnheim 1969]. Na arte pictorial,
a representac¸a˜o da forma e´ dominada pela necessidade de criar um equivalente es-
trutural ao objecto-modelo. A prefereˆncia por representac¸o˜es abstractas dos objectos
(p.ex., a representac¸a˜o de uma cabec¸a humana atrave´s de um c´ırculo) esta´ bem vin-
cada ao longo da histo´ria da arte. De facto, apenas em breves per´ıodos culturais o
realismo se sobrepo˜e ao abstraccionismo.
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A prefereˆncia por representac¸o˜es simplificadas do mundo real, a prioridade dos
trac¸os perceptuais globais, pode ser explicada a` luz das teorias de percepc¸a˜o, que
confirmam experimentalmente esta prefereˆncia [Arnheim 1966].
Igualmente importante e´ a descoberta de que na percepc¸a˜o tambe´m existe uma
tendeˆncia para “criar” a forma mais regular, sime´trica e esta´vel poss´ıvel. Este facto
e´ demonstrado por estudos tais como os de Wertheimer [1939], Tyler [2002] e Field,
Hayes & Hess [2000] sobre a organizac¸a˜o dos est´ımulos visuais e a sua percepc¸a˜o.
De forma gene´rica, qualquer est´ımulo visual tende a ser percepcionado de forma a
que o percepto resultante seja o mais simples poss´ıvel. Do mesmo modo, quando a in-
flueˆncia do est´ımulo e´ enfraquecida – p.ex., atrave´s de pouca iluminac¸a˜o, afastamento
no tempo, etc. – o ce´rebro adquire liberdade para exercer uma influeˆncia formativa
no percepto. Sob tais condic¸o˜es, ha´ alterac¸o˜es que resultam na criac¸a˜o de estruturas
mais sime´tricas e regulares e, consequentemente, mais previs´ıveis [Arnheim 1969;
Arnheim 1966]. Isto indica que na percepc¸a˜o existe uma tendeˆncia para a ordem.
Segundo Arnheim:
“A ideia e´ que a forma visual bem organizada produz, nas a´reas de projecc¸a˜o
visual do ce´rebro, uma organizac¸a˜o correspondentemente equilibrada. Isto da´ uma
explicac¸a˜o fisiolo´gica ao facto psicolo´gico e este´tico de que a forma bem organizada
produz prazer” [Arnheim 1966, p. 53].
Considerando que a prefereˆncia pela forma bem organizada, equilibrada, sime´trica,
etc., e´ uma caracter´ıstica ba´sica do processo perceptual, existe uma tendeˆncia para a
produc¸a˜o deste tipo de formas, o que por sua vez explica, pelo menos parcialmente,
as tendeˆncias universais encontradas nos desenhos infantis e noutras formas de arte.
Apesar de a complexidade do percepto ser um aspecto relevante, existindo uma
tendeˆncia para perceptos simples, o rigor com que o est´ımulo visual e´ representado
tambe´m e´ um factor importante. Assim, o sistema visual parece estar desenhado de
forma a encontrar um compromisso entre a complexidade do percepto e o rigor com
que este representa o objecto em questa˜o.
Consequentemente, o organismo na˜o tende simplesmente para a regularidade, “es-
forc¸a-se por atingir o ma´ximo de energia potencial e por lhe aplicar o melhor equil´ıbrio
poss´ıvel” [Arnheim 1966, p. 53], i.e., ha´ o desejo de obter a ma´xima riqueza dinaˆmica
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numa forma bem equilibrada.
Conforme Arnheim [1966] realc¸a, esta complexidade dinaˆmica pode ser obtida em
qualquer n´ıvel de abstracc¸a˜o. Picasso, p.ex., utilizava trac¸os representativos muito
simplificados como ponto de partida para a construc¸a˜o de configurac¸o˜es formais com-
plexas. O realismo tambe´m permite obter uma complexidade agrada´vel, embora neste
caso esta, tipicamente, se fac¸a sentir mais ao n´ıvel das representac¸o˜es individuais dos
objectos do que ao n´ıvel da composic¸a˜o.
Esta ordem de ideias sugere que o valor este´tico podera´ estar relacionado com
um equil´ıbrio entre Ordem e Desordem. Birkhoff [1933], provavelmente o primeiro
autor a tentar medir formalmente o valor este´tico, propo˜e uma fo´rmula baseada nesta
relac¸a˜o.
De forma similar, na nossa opinia˜o as viso˜es aparentemente contradito´rias de
Minsky [1986] – valorizac¸a˜o da simplicidade – e Moles [1973] – prefereˆncia por formas
complexas – podem ser conjugadas.
Conve´m realc¸ar que ha´ uma diferenc¸a entre a complexidade do est´ımulo, que de-
signaremos por Complexidade de Imagem, e a complexidade da representac¸a˜o interna
resultante da percepc¸a˜o desse est´ımulo – Complexidade do Percepto. Desta forma,
uma imagem visualmente complexa na˜o resulta necessariamente num percepto com-
plexo. Com o objectivo de clarificar a afirmac¸a˜o anterior, recorremos a uma analogia:
uma imagem fractal e´, usualmente, complexa, intrincada e com grande quantidade
de detalhe; contudo pode ser descrita de forma compacta atrave´s de uma fo´rmula
matema´tica simples.
Na nossa opinia˜o, o valor este´tico esta ligado a dois factores:
1. Complexidade do Percepto;
2. Complexidade de Imagem.
Ou seja, o valor este´tico esta´ ligado com o prazer decorrente de encontrar uma
representac¸a˜o interna sinte´tica, i.e., um percepto compacto, de uma imagem ocular
complexa. Tal como referimos anteriormente, o prazer este´tico esta´ intimamente
relacionado com o funcionamento do nosso sistema de percepc¸a˜o visual. Do ponto
de vista bio-evoluciona´rio, faz todo o sentido a associac¸a˜o de um reforc¸o positivo a`
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descoberta de representac¸o˜es simples para est´ımulos complexos, conforme e´ indicado
por va´rios autores (ver, p.ex., Tyler [2002]). A identificac¸a˜o de simetria, repetic¸a˜o,
ritmo, equil´ıbrio, etc., sera´ uma forma de diminuir a complexidade do percepto, o que
fornece uma explicac¸a˜o adicional para a universalidade destes princ´ıpios este´ticos, e
para o facto de o nosso ce´rebro os identificar com facilidade (ver secc¸a˜o 7.3.2).
A existeˆncia de relac¸o˜es formais entre os objectos permite a criac¸a˜o de perceptos
mais compactos, visto que possibilita a representac¸a˜o de uns em func¸a˜o dos outros.
Assim, e mais uma vez de forma aparentemente paradoxal, e´ a complexidade compo-
sicional de certas obras que possibilita a criac¸a˜o de perceptos compactos. No entanto,
estas relac¸o˜es so´ sera˜o u´teis se o nosso ce´rebro as conseguir identificar e tirar partido
delas. Desta forma, a exagerac¸a˜o, redundaˆncia, repetic¸a˜o, etc., podem servir dois
objectivos: aumentar a complexidade do est´ımulo sem aumentar significativamente
a complexidade do percepto; fornecer pistas visuais que facilitem a percepc¸a˜o da
imagem, contribuindo para uma menor complexidade perceptual.
Conforme seria de esperar, o nosso estado de esp´ırito influencia a forma como
valorizamos os factores anteriormente indicados, p.ex.: se estivermos cansados ou se
na˜o quisermos ser distra´ıdos e´ normal que atribuamos mais peso a` simplicidade de
processamento do que a` complexidade de imagem.
Recorrendo de novo ao exemplo dos fractais, este tipo de imagens e´, geralmente,
altamente complexo. Contudo, a propriedade de auto-semelhanc¸a, caracter´ıstica dos
fractais, facilita o processamento destas imagens e explica o facto de estas serem
usualmente consideradas agrada´veis.
Outra caracter´ıstica importante dos fractais e´ terem va´rios n´ıveis de detalhe, ca-
racter´ıstica essa que tambe´m esta´ presente num vasto nu´mero de obras de arte. Esta
caracter´ıstica parece-nos importante, especialmente se tivermos em linha de conta
que o acto de ver na˜o e´ instantaˆneo, estendendo-se por um per´ıodo eventualmente
longo de tempo durante o qual o observador percepciona gradualmente a informac¸a˜o
visual.
Ao olhar brevemente para uma obra de arte com va´rios n´ıveis de detalhe, o ob-
servador e´ imediatamente capaz de reconhecer as formas principais; se continuar a
observar a obra, ira´ descobrir mais detalhe. Ou seja, a pro´pria obra de arte esta´
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constru´ıda por forma a permitir uma apreensa˜o gradual da informac¸a˜o, o que torna
poss´ıvel a sua utilizac¸a˜o em contextos distintos. Quando o observador quer dedicar a
sua atenc¸a˜o a` obra, encontra sempre detalhe e complexidade suficiente; quando na˜o
quer ser distra´ıdo, um olhar superficial e´ suficiente para adquirir uma compreensa˜o
satisfato´ria das suas caracter´ısticas globais. A inexisteˆncia de va´rios n´ıveis de detalhe
prejudica, por norma, a generalidade de uma obra, visto que dificulta a sua utilizac¸a˜o
em diferentes contextos.
Enquanto o acto de percepc¸a˜o decorre, o percepto vai-se transformando numa
representac¸a˜o mais fiel da imagem, a` medida que o observador foca a sua atenc¸a˜o em
diferentes a´reas, processando-as com maior detalhe.
No entanto, conforme ja´ foi referido anteriormente, existe uma heterogeneidade
ma´xima, ou se preferirmos uma complexidade visual ma´xima, a partir da qual a
imagem se comec¸a a transformar em ru´ıdo.
Desta forma, o refinamento do percepto so´ parece ser poss´ıvel se ao longo do tempo
o observador for descobrindo novas relac¸o˜es entre elementos, que lhe permitam reduzir
a complexidade do percepto, abrindo caminho para a integrac¸a˜o de um maior grau
de detalhe.
Esta componente temporal da tarefa de percepc¸a˜o tem, na nossa opinia˜o, um
papel relevante na experieˆncia este´tica que tem sido descurado.
8.1 Implementac¸a˜o Computacional
Na secc¸a˜o anterior apresentamos um esboc¸o de uma teoria este´tica. De acordo com
esta teoria, o valor este´tico esta´ relacionado com a Complexidade de Imagem (CI) e
com a Complexidade do Percepto (CP ).
Para testar esta teoria e´ necessa´rio encontrar estimativas para CI e CP . Consi-
derando que estas estimativas existem, podemos propor uma fo´rmula para avaliar o
valor este´tico de uma obra em func¸a˜o destes paraˆmetros, p.ex.:
CIa
CP b
, (8.1.1)
onde a e b sa˜o paraˆmetros utilizados para alterar a importaˆncia dada a cada um dos
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factores.
Tambe´m afirmamos que o acto de ver na˜o e´ instantaˆneo, ou seja, a complexidade
do percepto varia ao longo do tempo. Considerando que temos estimativas para esta
complexidade em dois momentos distintos, CP(t0) e CP(t1), podemos substituir CP
pela multiplicac¸a˜o destas duas estimativas1, o que nos dara´ uma aproximac¸a˜o mais
exacta do valor de CP :
CIa
(CP (t0) ∗ CP (t1))b
(8.1.2)
Finalmente, referimos que o aumento gradual do rigor da representac¸a˜o deve ser
acompanhado, mais propriamente precedido, pela descoberta de novas relac¸o˜es en-
tre os elementos. Por outras palavras, a complexidade perceptual deve manter-se
relativamente constante. Considerando este factor, obtemos a fo´rmula:
CIa
(CP (t1) ∗ CP (t0))b ∗
(
CP (t1)−CP (t0)
CP (t1)
)c , (8.1.3)
na qual a, b e c sa˜o paraˆmetros que permitem alterar a importaˆncia dada a cada um
dos factores. Conforme e´ evidente, a fo´rmula aqui apresentada e´ apenas uma instaˆncia
das que podem ser constru´ıdas com base na teoria apresentada. Adicionalmente, a
teoria este´tica proposta na˜o e´, certamente, completa. Consideramos no entanto que
podera´ ser um bom ponto de partida para um melhor entendimento da este´tica.
Para testar a nossa teoria, e´ necessa´rio encontrar estimativas para CI, CP (t0)
e CP (t1). De seguida passamos a` descric¸a˜o das estimativas por no´s utilizadas para
calcular CI e CP .
8.1.1 As Estimativas
Se tive´ssemos uma implementac¸a˜o computacional de um modelo do sistema de per-
cepc¸a˜o visual, poder´ıamos utiliza´-lo para obter estimativas para CI e CP . Uma vez
que na˜o possu´ımos esta implementac¸a˜o, teremos que recorrer a outros me´todos.
1O ca´lculo das estimativas CP implica, conforme se verificara´ mais tarde, grandes custos com-
putacionais, da´ı sermos obrigados a considerar apenas dois momentos distintos.
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Uma das principais etapas de percepc¸a˜o envolve a transformac¸a˜o de uma imagem
numa representac¸a˜o interna da mesma. Durante esta transformac¸a˜o ha´ uma perda
significativa de detalhe, ou seja, a representac¸a˜o interna na˜o e´ uma representac¸a˜o
exacta da imagem real. Este facto leva-nos a estabelecer uma meta´fora entre o pro-
cesso de percepc¸a˜o de imagem e a compressa˜o lossy. Este tipo de compressa˜o (p.ex.
compressa˜o JPEG) caracteriza-se pelo facto de a imagem ser codificada com algum
erro, o que permite a obtenc¸a˜o de taxas de compressa˜o mais elevadas do que as
alcanc¸a´veis por me´todos de compressa˜o lossless. Estes me´todos permitem especifi-
car a quantidade de detalhe mantido e como tal, indirectamente, o erro e taxa de
compressa˜o resultante.
De forma sinte´tica, podemos descrever o me´todo de compressa˜o JPEG da seguinte
forma: divisa˜o da imagem em blocos, tipicamente de 8 por 8 pixels; aplicac¸a˜o da
transformada discreta do co-seno2 (DCT) a cada um dos blocos; quantizac¸a˜o da matriz
de coeficientes resultante da aplicac¸a˜o da DCT; compressa˜o lossless do resultado
do passo anterior (Run Length Encoding e codificac¸a˜o de Huffman). O processo de
quantizac¸a˜o e´ o passo do processo que envolve perda de sinal, sendo efectuado atrave´s
da seguinte fo´rmula:
MatrizQuantizada = round
(
MatrizCoeficientes
MatrizQuantizaca˜o
)
(8.1.4)
A matriz de quantizac¸a˜o utilizada determina o grau de detalhe mantido na com-
pressa˜o. Tipicamente, as matrizes de quantizac¸a˜o utilizadas resultam na trans-
formac¸a˜o de grande parte dos coeficientes em zero (ou em valores reduzidos), o que
facilita a Run Length Encoding e a codificac¸a˜o de Huffman.
Desta forma, a quantizac¸a˜o afecta, essencialmente, as frequeˆncias elevadas, que
geralmente podem ser desprezadas, sem que tal resulte numa diminuic¸a˜o significa-
tiva da qualidade da imagem. A quantidade e a qualidade da compressa˜o obtida
atrave´s deste me´todo depende, tambe´m, da previsibilidade dos pixels que constituem
a imagem3.
2Discrete Cosine Transformation.
3A inexisteˆncia de correlac¸a˜o entre os pixels leva, necessariamente, a uma grande quantidade de
frequeˆncias elevadas. Assim, a obtenc¸a˜o de uma taxa de compressa˜o elevada implicara´ uma perda
significativa de detalhe.
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Considerando uma definic¸a˜o de complexidade de imagem semelhante a` proposta
por Moles [1973], i.e., ligada a` previsibilidade dos pixels, e tendo em conta que o
me´todo de compressa˜o e´ essencialmente local, na˜o tirando como tal partido das
relac¸o˜es existentes entre diferentes elementos da imagem, faz sentido utilizar este tipo
de compressa˜o para estimar CI4. Desta forma, a nossa estimativa para CI passara´ a
ser:
ErroRMS
Taxa de Compressa˜o
, (8.1.5)
resultantes da compressa˜o JPEG da imagem. Ou seja, maior erro implica maior
complexidade de imagem, maior taxa de compressa˜o implica menor complexidade.
Nos u´ltimos anos teˆm surgido novos me´todos de compressa˜o de imagem, entre
os quais a compressa˜o baseada em fractais e em wavelets. Alguns destes me´todos
teˆm vantagens claras sobre a compressa˜o JPEG. Tal como referimos anteriormente, a
compressa˜o fractal despertou o nosso interesse (ver Cap´ıtulo 4) devido a um conjunto
de caracter´ısticas que nos leva a considerar que esta´, de certo modo, mais pro´xima da
forma como os humanos processam as imagens, do que outros tipos de compressa˜o.
As caracter´ısticas que nos permitem fazer esta considerac¸a˜o sa˜o as seguintes:
• As imagens resultantes da compressa˜o fractal parecem ter uma qualidade su-
perior a`s resultantes da compressa˜o JPEG, mesmo quando tal na˜o se verifica
do ponto de vista matema´tico. Por exemplo consideremos que codificamos uma
imagem atrave´s do me´todo fractal e do me´todo JPEG. Consideremos ainda que
os erros rms resultantes sa˜o ideˆnticos. Se pedirmos a algue´m para escolher a
imagem com qualidade superior, na maioria dos casos sera´ escolhida a imagem
resultante da compressa˜o fractal, em detrimento da resultante de compressa˜o
JPEG [Fisher 1995].
• As imagens resultantes da compressa˜o fractal na˜o teˆm uma dimensa˜o fixa, po-
dendo ser reproduzidas em qualquer dimensa˜o. As imagens reproduzidas a
dimenso˜es superiores a` original teˆm uma qualidade superior a`s obtidas atrave´s
de me´todos de zoom convencionais (ver Apeˆndice B).
• A ideia base da compressa˜o fractal e´ explorar as auto-semelhanc¸as presentes na
4O que na˜o quer dizer que na˜o existam outras alternativas igualmente via´veis.
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imagem. Conforme menciona´mos no cap´ıtulo anterior, o sistema de percepc¸a˜o
visual tambe´m tira partido das regularidades existentes.
Desta forma, a nossa estimativa para CP baseia-se nos resultados da compressa˜o
fractal da imagem. Tal como para CI, utilizamos o erro e a taxa de compressa˜o no
ca´lculo de CP (fo´rmula 8.1.5).
A fo´rmula 8.1.3 requer que estas estimativas sejam obtidas para diferentes ins-
tantes do acto de observac¸a˜o. A ideia e´ que a quantidade de detalhe apreendida por
um observador aumenta ao longo do tempo. Os me´todos de compressa˜o referidos
permitem especificar a qualidade da compressa˜o, i.e., a quantidade de detalhe man-
tida. Consequentemente, variamos a qualidade da compressa˜o, por forma a obter
estimativas de CP em diferentes instantes.
Recorremos tambe´m a taxas de compressa˜o elevadas, visto considerarmos que o
percepto e´ uma representac¸a˜o muito compacta da imagem ocular. Assim, tendo em
considerac¸a˜o que vamos utilizar um particionamento em a´rvore quadra´tica, vamos
estabelecer um limite de particionamento bastante baixo e uma toleraˆncia elevada
por forma a garantir altas taxas de compressa˜o (ver Apeˆndice B).
Como a compressa˜o fractal de imagem e´ um processo moroso, recolhemos estima-
tivas para CP em apenas dois instantes (t0 e t1). A quantidade de detalhe retida
em CP (t1) e´ significativamente maior do que em CP (t0), o que foi alcanc¸ado esta-
belecendo um limite de particionamento mais elevado (a a´rvore de particionamento
correspondente a CP (t1) pode ter mais um n´ıvel do que em CP (t0) e uma menor
toleraˆncia).
Em trac¸os gerais, CP (t0) relaciona-se com CP (t1) da seguinte forma: se dividir-
mos a imagem original nos seus quadrantes, aumentarmos cada um dos quadrantes de
forma a que fiquem com o tamanho da imagem original, e executarmos compressa˜o
fractal em cada um dos blocos utilizando os paraˆmetros de CP (t0), obtemos uma
imagem semelhante a` resultante dos paraˆmetros de compressa˜o usados CP (t1). O
que e´, de certa forma, ana´logo a uma pessoa a concentrar-se, sucessivamente, em
cada um dos quadrantes da imagem.
Na tentativa de manter a coereˆncia entre as diferentes estimativas, a taxa de
compressa˜o utilizada para a CP (t1) e´ semelhante a` utilizada para CI.
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Implicitamente, na fo´rmula 8.1.3 assume-se que as estimativas nunca assumem o
valor de zero e que CP (t1) − CP (t0) 6= 0. Embora as estimativas propostas permi-
tam que estas condic¸o˜es sejam violadas em situac¸o˜es limite, p.ex., quando o erro de
codificac¸a˜o e´ zero, as elevadas taxas de compressa˜o utilizadas garantem que tal na˜o
sucede na pra´tica.
Antes de passarmos a` descric¸a˜o dos resultados experimentais conve´m realc¸ar certos
pontos por forma a evitar mal entendidos.
Na˜o e´ nossa intenc¸a˜o sugerir que o sistema de percepc¸a˜o visual humano recorre a
compressa˜o fractal, nem que a complexidade de uma imagem e´ equivalente a` estima-
tiva CI. Consideramos, no entanto, que podemos utilizar os resultados da compressa˜o
fractal e JPEG como estimativas grosseiras de CP e CI. Por outras palavras, quando
a complexidade de imagem aumenta, a compressa˜o JPEG obte´m, tendencialmente,
piores desempenhos o que implica um aumento do valor da estimativa de CI. A com-
pressa˜o fractal de imagem, por sua vez, tira partido de algumas caracter´ısticas das
imagens – p.ex. auto-semelhanc¸as – tal como o sistema de percepc¸a˜o visual. Assim,
e´ razoa´vel admitir que os resultados da compressa˜o fractal estejam mais pro´ximos da
complexidade perceptual do que os resultados da compressa˜o JPEG.
8.2 Resultados Experimentais
Para testar a teoria apresentada na secc¸a˜o anterior recorremos a um teste psicolo´gico,
o Design Judgement Test (DJT) de Graves [1948]. Este teste pode ser aplicado a in-
div´ıduos ou grupos, permitindo estimar certas componentes da aptida˜o para avaliar
estruturas art´ısticas. Para tal, estima o reconhecimento e reacc¸a˜o de um indiv´ıduo a
princ´ıpios ba´sicos de ordem este´tica, nomeadamente: unidade, predominaˆncia, varie-
dade, equil´ıbrio, continuidade, simetria, proporc¸a˜o e ritmo.
O teste e´ constitu´ıdo por 90 itens. Cada item consiste num par ou tr´ıada de
desenhos semelhantes. Um dos desenhos obedece aos princ´ıpios enumerados, o(s)
restante(s) violam um ou mais desses princ´ıpios.
A tarefa da pessoa que esta´ a ser avaliada e´ escolher, em cada um dos 90 itens
(ver figura 8.1), a imagem que considera mais apelativa do ponto de vista este´tico.
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Figura 8.1: Um dos itens do teste DJT [Graves 1948].
Os resultados obtidos com indiv´ıduos seleccionados de forma aleato´ria resultam
numa me´dia de 45.680 respostas certas. Quando passamos para finalistas de cursos
de belas artes esta me´dia sobe para 55.68975. Visto que os resultados obtidos por
diferentes estudos na˜o sa˜o consensuais, p.ex. Graves [1948] refere diferenc¸as mais sig-
nificativas entre os dois grupos, enquanto Eysenck & Castle [1971] negam a existeˆncia
de diferenc¸as significativas (ver tambe´m [Frois & Eysenck 1995; Hanson 1974; Uduehi
1995; Bledsoe & Others 1980]), opta´mos por usar como ponto de comparac¸a˜o o valor
me´dio resultantes de resposta aleato´ria, 43.47 respostas correctas, devido a alguns
dos itens serem compostos por treˆs imagens. Note-se que a diferenc¸a entre este valor
e os resultados obtidos, na populac¸a˜o portuguesa, por indiv´ıduos indiferenciados e´
mı´nima, 2.21, o que da´ uma ideia da dificuldade do teste.
As imagens que constituem o teste DJT foram digitalizadas, e calcularam-se as
estimativas CI, CP (t0) e CP (t1) para cada uma dessas imagens. Utilizamos o pro-
grama apresentado no Apeˆndice B para efectuar compressa˜o fractal, e o Paint Shop
Pro para efectuar compressa˜o JPEG. Seguidamente, calculamos o valor da fo´rmula
8.1.3 para cada imagens de cada um dos 90 itens. Finalmente, para cada um dos
itens do teste, a imagem escolhida e´ aquela para a qual a fo´rmula 8.1.3 devolve um
maior valor.
Os gra´ficos da figura 8.2 sumariam os resultados obtidos atrave´s deste me´todo
computacional no teste DJT.
Para valores de a, b e c compreendidos entre 0.5 e 2 obtivemos resultados entre 49
e 66, sendo a pontuac¸a˜o me´dia 58.6. Estes resultados sa˜o claramente superiores aos
5Dados fornecidos pela Divisa˜o de Informac¸a˜o e Orientac¸a˜o Profissional, do Instituto de Emprego
e Formac¸a˜o Profissional, responsa´vel pela aferic¸a˜o do teste para a populac¸a˜o portuguesa.
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Figura 8.2: Resultados obtidos no teste DJT atrave´s do me´todo computacional des-
crito, para diferentes valores dos paraˆmetros a, b e c da fo´rmula 8.1.3.
que resultariam de uma escolha aleato´ria, sendo esta diferenc¸a significativa do ponto
de vista estat´ıstico (grau de certeza superior a 99%). Adicionalmente, a pontuac¸a˜o
mı´nima obtida e´ superior a` me´dia alcanc¸ada por indiv´ıduos indiferenciados na aferic¸a˜o
feita para a populac¸a˜o portuguesa, e o resultado me´dio, superior a` me´dia alcanc¸ada
por finalistas de Belas Artes.
Na figura 8.3 apresentamos os resultados obtidos atrave´s da utilizac¸a˜o de apenas
um paraˆmetro da fo´rmula. Estes resultados tambe´m sa˜o interessantes. Ao basearmos
a nossa avaliac¸a˜o apenas em CI ou CP obteˆm-se valores claramente inferiores (43
e 47 respostas correctas, respectivamente). Utilizando a variac¸a˜o de CP ao longo
do tempo, obtemos 56 respostas correctas. A diferenc¸a entre este resultado e o que
resultaria de uma escolha aleato´ria e´ significativa do ponto de vista estat´ıstico (grau de
certeza superior a 99%). Estes resultados sa˜o consistentes com a teoria anteriormente
apresentada, demonstrando que, individualmente, a Complexidade de Imagem e a
Complexidade de Processamento sa˜o insuficientes para estimar o valor este´tico de uma
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Figura 8.3: Resultados obtidos no teste DJT utilizando apenas um dos factores.
imagem, sendo apesar disso, CP um melhor indicador. Ao utilizarmos a relac¸a˜o entre
CP e CI obteˆm-se resultados superiores (entre 50% e 54%, dependendo dos valores
de a e b). A variac¸a˜o de CP ao longo do tempo revela-se o factor mais importante,
permitindo a obtenc¸a˜o de bons resultados, mesmo quando utilizada individualmente.
Este resultado, apesar de inesperado, acaba por se revelar consistente com a teoria
apresentada, revelando a importaˆncia da componente temporal – ou, de forma mais
exacta, da existeˆncia de va´rios graus de detalhe – na avaliac¸a˜o este´tica.
Existe ainda outro ponto a considerar: o “grau de certeza” das escolhas resul-
tantes do me´todo computacional, i.e., a diferenc¸a entre o valor obtido pela imagem
escolhida e pelas restantes. Existem itens em que a imagem escolhida obte´m um
valor claramente superior a`s outras; noutros casos os valores atribu´ıdos a`s diferentes
imagens sa˜o muito pro´ximos. Assim, ha´ casos em que o me´todo computacional indica
de forma “inequ´ıvoca” uma imagem, e outros em que o valor e´ aproximado. Interessa
como tal saber a percentagem de casos em que a abordagem computacional erra por
uma larga margem.
Definindo-se grau de certeza como:
2oMaior V alor
V alor Maximo
, (8.2.1)
e considerando que quando o grau de certeza envolvido numa escolha e´ inferior a
um valor x, a resposta na˜o e´ correcta nem errada mas sim indeterminada, torna-se
poss´ıvel avaliar a variac¸a˜o, em func¸a˜o do grau de certeza, do nu´mero de respostas
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Figura 8.4: Nu´mero de respostas Correctas, Erradas, Indeterminadas. Os paraˆmetros
utilizados foram a=1, b=0.5, c=1.
correctas, erradas e indeterminadas.
No gra´fico da figura 8.4, apresentamos os resultados obtidos com este teste. Tal
como se pode observar, a` medida que vamos exigindo um maior grau de certeza
a percentagem de respostas erradas diminui ate´ se tornar nula. Para um grau de
certeza de 0.3, p.ex., ha´ 24 respostas correctas e apenas uma errada (as restantes
sa˜o indeterminadas). Para graus de certeza iguais ou superiores a 0.4 o nu´mero de
respostas erradas passa a ser nulo.
Calculamos a percentagem de respostas correctas atrave´s de:
no resp. correctas
no de resp. correctas+ no de resp. erradas
(8.2.2)
e a percentagem de respostas erradas de forma ana´loga. Desta forma, considerando
apenas a relac¸a˜o entre respostas correctas e erradas – i.e., ignorando as respostas in-
determinadas – obte´m-se o gra´fico apresentado na figura 8.5. Este mostra claramente
que, a` medida que o grau de certeza aumenta, a relac¸a˜o entre respostas correctas e
erradas cresce, atingindo a percentagem ma´xima para graus de certeza superiores a
0.4.
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Figura 8.5: Percentagem de respostas correctas e erradas. Os paraˆmetros utilizados
foram a=1, b=0.5, c=1.
8.2.1 Experieˆncias Adicionais
Em colaborac¸a˜o com o Dr. Juan Romero, RNASA – Laborato´rio de Redes Neuronais
Artificiais e Sistemas Adaptativos, Universidade da Corunha, conduzimos uma se´rie
de testes adicionais, nos quais a fo´rmula 8.1.3 foi substitu´ıda por uma rede neuronal.
Os principais objectivos destes testes eram: validar os resultados descritos na secc¸a˜o
anterior e testar a viabilidade de treinar uma rede neuronal para tarefas de apreciac¸a˜o
este´tica, a partir de um conjunto reduzido de exemplos.
Nas secc¸o˜es seguintes descreveremos de forma sinte´tica a metodologia empregue e
os resultados experimentais obtidos.
Metodologia
De forma simples, a ideia subjacente a este teste e´ treinar uma rede neuronal artificial
para discriminar entre duas imagens.
Seguindo a filosofia empregue anteriormente, a rede na˜o e´ alimentada directamente
com as imagens6, mas sim com as estimativas de complexidade resultantes da com-
pressa˜o JPEG e Fractal de imagem. Neste caso optou-se por realizar a compressa˜o
com treˆs graus de detalhe distintos, o que resulta em 6 entradas para a rede neuronal.
6Nas presentes circunstaˆncias esta abordagem estaria necessariamente condenada ao insucesso.
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Para ale´m destes valores, considerou-se ainda a luminosidade me´dia da imagem,
o desvio padra˜o da luminosidade, a inclinac¸a˜o da distribuic¸a˜o de zipf, e a correlac¸a˜o
linear com a linha de tendeˆncia7, o que perfaz um total de 10 me´tricas. Todos os
paraˆmetros foram sujeitos a normalizac¸a˜o, por forma a facilitar o treino da rede e a
ana´lise dos resultados.
Como se pretende treinar uma rede neuronal para escolher uma de duas imagens,
esta tera´ 20 neuro´nios na camada de entrada, correspondentes a 10 me´tricas por ima-
gem. Optou-se por usar uma camada de sa´ıda composta apenas por dois neuro´nios.
Uma sa´ıda de [1,0] indica que a primeira imagem foi seleccionada, enquanto uma sa´ıda
de [0,1] indica o oposto. Para outras sa´ıdas, a imagem seleccionada corresponde ao
neuro´nio com maior activac¸a˜o.
Conforme foi referido anteriormente, o teste DJT e´ composto por 90 itens. Destes,
82 sa˜o constitu´ıdos por duas imagens, enquanto os restantes 8 incluem 3 imagens.
Optou-se por dividir cada um destes 8 itens em dois “padro˜es de treino”, usando a
imagem correcta em ambos os padro˜es e uma das imagens incorrectas no primeiro e
a outra no segundo. Obteˆm-se desta forma um total de 98 padro˜es.
Devido ao reduzido nu´mero de padro˜es de treino, optou-se por recorrer a uma
te´cnica de validac¸a˜o cruzada. A partir dos 98 padro˜es criaram-se 20 conjuntos (18
com 5 padro˜es e 2 com quatro). Assim, 19 conjuntos sa˜o utilizados para treinar a
rede, sento o restante o conjunto de teste. A experieˆncia e´ repetida 20 vezes, por
forma a que cada conjunto seja utilizado uma vez no teste da rede.
Os conjuntos foram criados de forma aleato´ria, havendo no entanto o cuidado de
garantir que os dois padro˜es resultantes de um item de treˆs imagens eram inclu´ıdos
no mesmo conjunto. Desta forma, garante-se que a imagem correcta na˜o e´ simulta-
neamente utilizada no treino e no teste da rede neuronal, o que poderia falsear os
resultados.
7Estes valores esta˜o relacionados com a investigac¸a˜o que sera´ descrita no Cap´ıtulo 9. No en-
tanto, visto que estas caracter´ısticas na˜o se revelaram u´teis nas experieˆncias aqui apresentadas, na˜o
consideramos necessa´ria a sua descric¸a˜o neste momento.
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Figura 8.6: Evoluc¸a˜o do treino da rede para os conjuntos de teste 7, 12 e 15 (da
esquerda para a direita).
Resultados Experimentais
As experieˆncias foram realizadas utilizando a aplicac¸a˜o SNNS – Stuttgart Neural
Network Simulator [Zell et al. 2003]. Optou-se por uma arquitectura feedforward,
com uma camada escondida. Apo´s algumas experieˆncias preliminares chegou-se a`
conclusa˜o que seria suficiente utilizar 5 neuro´nios na camada escondida, obtendo-se
assim uma arquitectura 20−5−2, com ligac¸o˜es de todos os neuro´nios de uma camada
a todos os neuro´nios da camada seguinte. Utilizou-se a func¸a˜o log´ıstica como func¸a˜o
de activac¸a˜o:
aj(t+ 1) =
1
1 + e−
P
i wijoi(t)−θj
O treino da rede neuronal foi realizado atrave´s do algoritmo de retro-propagac¸a˜o,
utilizando uma taxa de aprendizagem de 0.04 e um momento de 0.2. O treino da rede
e´ dado por conclu´ıdo ao fim de 10000 ciclos.
Na Tabela 8.1 apresentamos os resultados obtidos atrave´s do teste de validac¸a˜o
cruzada e na figura 8.6 apresentamos a evoluc¸a˜o do treino da rede para alguns dos
conjuntos de teste (seria repetitivo incluir gra´ficos para o treino das 20 redes).
Considerando as 20 experieˆncias realizadas, a taxa global de sucesso nos conjuntos
de teste e´ de 74.49%, o que equivale a uma pontuac¸a˜o no DJT de 64.5, atribuindo
uma classificac¸a˜o de 0.5 valores quando se acerta apenas um dos dois padro˜es corres-
pondentes a um dos itens com treˆs imagens.
Estes resultados, que sa˜o pro´ximos dos obtidos com boas configurac¸o˜es de paraˆme-
tros para a fo´rmula 8.1.3, confirmam os resultados experimentais obtidos com as
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Conjunto Erros Taxa de Eˆxito (%) RMSE
Treino Teste
1 1 80 0.05372 0.45054
2 2 60 0.04780 0.71222
3 1 80 0.04590 0.47057
4 3 40 0.04382 0.94447
5 4 20 0.04530 1.05372
6 1 80 0.04583 0.41955
7 1 80 0.04836 0.20066
8 1 80 0.05746 0.22693
9 1 80 0.05033 0.39300
10 0 100 0.17236 0.10407
11 1 80 0.04819 0.44143
12 2 60 0.04962 0.34791
13 0 100 0.06337 0.11824
14 1 80 0.05977 0.40275
15 0 100 0.04452 0.09972
16 1 80 0.06398 0.37290
17 1 80 0.06433 0.40601
18 0 100 0.10067 0.08976
19 2 50 0.06655 0.86740
20 2 50 0.29217 0.60309
Total: 25 74.49 0.07104 0.43014
Tabela 8.1: Resultados obtidos no teste DJT utilizando rede neuronal com arquitec-
tura 20-5-2.
mesmas. Indicam tambe´m que, ao alimentarmos a rede neuronal com caracter´ısticas
das imagens, em vez de utilizar as imagens como entradas, tornou-se poss´ıvel trei-
nar a rede usando um conjunto de reduzidas dimenso˜es, demonstrando que nestas
condic¸o˜es o me´todo de aprendizagem e´ capaz de extrair relac¸o˜es relevantes entre as
caracter´ısticas de entrada.
A incapacidade de a rede atingir taxas de sucesso ainda mais elevadas pode ser
explicada de va´rias formas. Por um lado, as estimativas utilizadas podem na˜o ser su-
ficientes para capturar todos os princ´ıpios este´ticos presentes no teste. Por outro lado,
os exemplos de treino podem na˜o ser suficientes para extrair as relac¸o˜es apropriadas
entre as caracter´ısticas.
A ana´lise dos resultados experimentais leva-nos a pensar que ambas as explicac¸o˜es
sa˜o va´lidas. O facto de se ter atingido resultados marginalmente superiores com a
fo´rmula 8.1.3 (e note-se que nunca tentamos fazer reverse-engineering) indica que os
exemplos de treino podera˜o na˜o ser suficientes.
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Figura 8.7: Itens classificados incorrectamente por todas as configurac¸o˜es de redes
neuronais, mas correctamente identificados atrave´s da aplicac¸a˜o da fo´rmula 8.1.3.
Figura 8.8: Itens classificados incorrectamente por ambas abordagens.
Conduzimos, tambe´m, va´rias experieˆncias adicionais utilizando diferentes arqui-
tecturas, configurac¸o˜es, e seleccionando novamente de forma aleato´ria os conjuntos
para validac¸a˜o cruzada. Os resultados experimentais indicam a existeˆncia de 7 itens
para os quais a rede neuronal nunca encontra a resposta correcta. O facto de quatro
destes itens serem correctamente identificados atrave´s da aplicac¸a˜o da fo´rmula 8.1.3,
reforc¸a a ideia da insuficieˆncia do conjunto de treino. No entanto existem treˆs itens
que nunca foram correctamente identificados, o que parece indicar a insuficieˆncia do
conjunto de caracter´ısticas utilizadas (ver figuras 8.7 e 8.8).
Na secc¸a˜o que se segue descrevemos a forma como as ideias sobre avaliac¸a˜o au-
toma´tica aqui apresentadas foram integradas na aplicac¸a˜o de arte evoluciona´ria por
no´s desenvolvida, analisando as forc¸as e fraquezas que esta integrac¸a˜o revelou.
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8.3 Integrac¸a˜o no NEvAr
As ideias anteriormente exploradas foram integradas em diferentes componentes do
NEvAr, nomeadamente no desenvolvimento de me´todos de:
• Inicializac¸a˜o na˜o aleato´ria;
• Filtragem de imagens pouco promissoras;
• Atribuic¸a˜o de aptida˜o;
• Evoluc¸a˜o parcialmente interactiva.
Do ponto de vista pra´tico, as questo˜es relativas a` velocidade de execuc¸a˜o tambe´m
sa˜o pertinentes, tendo levado ao desenvolvimento de um Compilador de Geno´tipos.
No entanto, visto que esta linha de investigac¸a˜o na˜o se enquadra no aˆmbito desta
tese, redireccionamos o leitor para os artigos Machado & Cardoso [1999], Cardoso
et al. [1999], Dias et al. [2002] e Machado et al. [2002a], que lidam com este tema.
8.3.1 Inicializac¸a˜o Na˜o Aleato´ria – Automatizac¸a˜o
Tal como referimos no Cap´ıtulo 6, a importaˆncia da Base de Conhecimento de ima-
gens tem vindo a aumentar, desempenhando actualmente um papel preponderante
na criac¸a˜o de novas imagens. A importaˆncia da Base de Conhecimento esta´ intima-
mente associada ao facto de esta permitir a inicializac¸a˜o na˜o aleato´ria do algoritmo
de PG. No NEvAr o utilizador pode seleccionar um conjunto de indiv´ıduos da Base
de Conhecimento e transferi-los para a populac¸a˜o inicial. Esta tarefa de seeding, i.e.,
de inicializac¸a˜o na˜o aleato´ria, e´ da exclusiva responsabilidade do utilizador.
A Base de Conhecimento tem vindo a aumentar rapidamente, sendo actualmente
composta por va´rias centenas de imagens, o que dificulta a sua gesta˜o e utilizac¸a˜o,
criando a necessidade de automatizar este processo.
A nossa abordagem e´, de certa forma, inspirada em Racioc´ınio Baseado em Casos:
o utilizador escolhe uma imagem; o NEvAr selecciona, da Base de Conhecimento,
imagens semelhantes para inicializar a experieˆncia. A implementac¸a˜o desta ideia
implica desenvolver uma me´trica de semelhanc¸a de imagens. Para que esta me´trica
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seja u´til, imagens perceptualmente semelhantes devem ser reconhecidas como tal, o
que esta´ longe de ser uma tarefa trivial.
Como primeira abordagem utilizamos uma me´trica de semelhanc¸a baseada no erro
rms entre duas imagens, o que nos conduziu a` seguinte fo´rmula:
rmse sem(a, b) =
100
1 +
√
rmsea,b
(8.3.1)
A escolha do erro rms como base da me´trica de semelhanc¸a deveu-se ao facto de
esta medida ser o me´todo mais utilizado para calcular o erro resultante da compressa˜o
de imagens.
Contudo, esta medida na˜o e´ adequada para comparac¸a˜o de imagens. E´ bastante
fa´cil criar duas imagens perceptualmente semelhantes, mas com distaˆncia ma´xima
de acordo com esta me´trica. Por exemplo, considerem-se duas imagens compostas
por riscas verticais pretas e brancas com um pixel de largura, em que a primeira
imagem comec¸a com uma risca branca enquanto a segunda se inicia com uma risca
preta; estas imagens sa˜o perceptualmente semelhantes mas o erro rms entre elas sera´
ma´ximo. De forma gene´rica, a comparac¸a˜o pixel a pixel das imagens na˜o traduz a
semelhanc¸a perceptual entre as mesmas, o que nos levou a considerar outro tipo de
abordagem.
Os resultados descritos na secc¸a˜o 8.2 revelam que a complexidade e´ uma carac-
ter´ıstica perceptual relevante, o que sugere que possa ser utilizada para comparar
imagens. Assim, desenvolvemos uma me´trica de semelhanc¸a baseada nas estimativas
CI, CP (t0) e CP (t1) anteriormente descritas.
Para calcularmos a semelhanc¸a entre duas imagens, a e b, comec¸amos por calcular
estas estimativas para ambas. A informac¸a˜o relativa a` cor e´ desprezada, i.e., as
imagens sa˜o convertidas para tons de cinzento. Finalmente a semelhanc¸a e´ calculada
atrave´s da seguinte fo´rmula:
sem(a, b) =
1
1 +
√|CIa − CIb|+ |CPa(t0)− CPb(t0)|+ |CPa(t1)− CPb(t1)| (8.3.2)
Na figura 8.9 apresentamos um subconjunto de imagens pertencentes a` Base de
Conhecimento do NEvAr. Na Tabela 8.2 apresentamos as estimativas CI, CP (t0) e
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Figura 8.9: Subconjunto de indiv´ıduos pertencentes a` Base de Conhecimento do
NEvAr. Os nu´meros por baixo das imagens, sa˜o apresentados a t´ıtulo de curiosidade,
e indicam a semelhanc¸a rmse entre estas imagens e a 14.
Figura 8.10: Na fila superior as imagens ordenadas de acordo com a sua semelhanc¸a
com a imagem 14 (apresentada na mesma fila a` esquerda). Na fila inferior as ima-
gens ordenadas por semelhanc¸a para com a imagem 9 (apresentada na mesma fila a`
esquerda).
CP (t1) de cada uma destas imagens, e a sua semelhanc¸a de acordo com a fo´rmula
8.3.2, com as imagens 14 e 9 da mesma figura.
Ordenando os indiv´ıduos segundo a semelhanc¸a com a imagem 14 obtemos a lista
[14, 8, 13, 12, 15, 4, 5, 7, 0, 11, 10, 6, 3, 1, 2, 9], representada parcialmente na figura
8.10. Este ordenamento parece ser apropriado. O u´nico “erro” e´ a imagem 7 ser
considerada menos semelhante do que as imagens 4 e 5. Quando comparamos com a
imagem 9 obtemos, por ordem de semelhanc¸a, a lista [9, 2, 1, 3, 6, 10, 11, 0, 7, 5, 4,
15, 12, 13, 14, 8], tambe´m apresentada parcialmente na figura 8.10, o que tambe´m e´
aproximadamente correcto.
A imagem 9 e´ caracterizada pelas suas formas flu´ıdas e orgaˆnicas, o mesmo acon-
tecendo com as imagens 2, 1, 6, e 0, e, embora em menor grau, com as imagens 10 e
11. A maior deficieˆncia e´ o facto de a imagem 3 ser considerada como uma das mais
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CI CP (t1) CP (t0) sem(i, 14) sem(i, 9) rmse sem(i, 14)
0 5.053 19.228 5.957 10.397 17.500 0.80
1 4.455 10.503 4.646 9.790 22.703 0.79
2 2.926 5.518 2.403 9.365 37.261 0.82
3 4.085 11.256 5.957 9.879 21.529 0.78
4 6.401 21.357 7.057 10.697 16.189 0.83
5 5.965 21.663 6.504 10.650 16.365 0.79
6 4.694 13.395 4.988 9.976 20.486 0.76
7 5.744 19.373 6.795 10.503 16.981 0.77
8 12.125 91.074 25.331 16.948 8.349 0.79
9 2.399 3.413 2.200 9.239 100.000 0.88
10 4.593 12.839 5.883 9.989 20.359 0.85
11 5.113 14.434 6.244 10.129 19.170 0.71
12 8.736 42.895 13.636 13.765 11.673 0.83
13 7.978 45.669 13.523 14.062 11.506 0.83
14 11.518 71.164 21.835 100.000 9.239 100.00
15 6.891 34.791 10.861 12.181 13.032 1.03
Tabela 8.2: As medidas CI, CP (t0) e CP (t1), de cada uma das imagens da figura
8.9 e a sua semelhanc¸a com as imagens 14 e 9 da mesma figura.
semelhantes. A t´ıtulo de curiosidade, inclu´ımos tambe´m os resultados obtidos com a
comparac¸a˜o de imagens atrave´s da me´trica baseada no rmse. A comparac¸a˜o com a
imagem 14, atrave´s deste me´todo, produz a seguinte lista ordenada: [14, 15, 9, 10,
4, 12, 13, 2, 0, 1, 5, 8, 3, 7, 6, 11]. Conforme se pode facilmente verificar atrave´s da
figura 8.11, este ordenamento e´ de fraca qualidade.
Na figura 8.12 apresentamos os resultados do mecanismo de seeding utilizando
um subconjunto mais alargado da Base de Conhecimento. A imagem a` esquerda e´
a imagem seleccionada pelo utilizador. As restantes imagens sa˜o as devolvidas da
Base de Conhecimento, ordenadas de acordo com a sua semelhanc¸a com a imagem
escolhida. Neste caso os nu´meros indicam a distaˆncia entre as imagens e a imagem
objectivo, calculada atrave´s de:√
|CIa − CIb|+ |CPa(t0)− CPb(t0)|+ |CPa(t1)− CPb(t1)|
A ana´lise deste tipo de resultados experimentais implica algum grau de subjecti-
vidade. Existem, no entanto, va´rios indicadores de que este me´todo de comparac¸a˜o e´
razoa´vel. As primeiras 3 imagens devolvidas pelo sistema sa˜o estilisticamente seme-
lhantes a` seleccionada pelo utilizador. Na realidade, foram todas geradas na mesma
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Figura 8.11: As imagens ordenadas por semelhanc¸a para com a imagem 14 utilizando
a me´trica de semelhanc¸a baseada no rmse.
Figura 8.12: Resultados do mecanismo de seeding utilizando um subconjunto mais
alargado da Base de Conhecimento.
experieˆncia evoluciona´ria, num pequeno intervalo de gerac¸o˜es. Tambe´m e´ claro que
as u´ltimas quatro imagens partilham um menor grau de semelhanc¸a com a imagem
seleccionada pelo utilizador, por comparac¸a˜o com as restantes.
Uma das vantagens desta abordagem e´ o seu baixo custo computacional. So´ e´
necessa´rio calcular as estimativas de complexidade para as imagens da base de conhe-
cimento uma vez, sendo estas estimativas armazenadas juntamente com os indiv´ıduos.
Quando queremos comparar estas imagens com uma nova, basta calcular as estima-
tivas para esta imagem.
O utilizador tambe´m pode seleccionar imagens que na˜o foram geradas pelo NEvAr,
p.ex. quadros famosos, e tentar recolher imagens semelhantes. A qualidade dos
resultados depende, obviamente, da existeˆncia de imagens semelhantes na base de
conhecimento. Dada a natureza das imagens que actualmente a compo˜em, este tipo
de abordagem na˜o se tem revelado u´til.
Os resultados experimentais obtidos ate´ ao momento indicam que a comparac¸a˜o
de imagens baseada nas caracter´ısticas das mesmas, nomeadamente nas suas comple-
xidades, produz resultados interessantes. Isto sugere que a utilizac¸a˜o de outro tipo
de propriedades (p.ex. comparac¸a˜o baseada nas arestas, cor, contorno, etc.) tambe´m
podera´ ser u´til. A explorac¸a˜o desta te´cnica no aˆmbito da pesquisa de imagem baseada
em conteu´do (CBIR – Content Based Image Retrieval) pode revelar-se u´til. De igual
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Figura 8.13: Populac¸a˜o inicial aleato´ria e correspondentes estimativas de CI.
forma, a incorporac¸a˜o de te´cnicas de CBIR no mecanismo de seeding pode melhorar
a qualidade dos resultados obtidos.
8.3.2 Filtragem de Imagens
Tal como mencionamos no Cap´ıtulo 4, o objectivo da camada de filtragem e´ eliminar
indiv´ıduos que sa˜o claramente fracos. Para o efeito previmos a utilizac¸a˜o de dois
tipos de filtros: um que funciona ao n´ıvel do geno´tipo e um que funciona ao n´ıvel do
feno´tipo.
Durante as primeiras gerac¸o˜es do processo evoluciona´rio, e´ usual surgir uma
grande quantidade de imagens com todos os pixels iguais e de imagens completa-
mente aleato´rias (ver, p.ex., figura 6.8). Ou seja, ha´ uma grande percentagem de
imagens demasiado simples e de imagens demasiado complexas. A` medida que o
processo evoluciona´rio avanc¸a, este tipo de imagens tende a diminuir, sem, contudo,
desaparecer completamente (ver, p.ex., figuras 6.11 a 6.17).
O filtro que actua ao n´ıvel do feno´tipo tenta minimizar este problema. Para o
efeito, calculamos a complexidade das imagens, usando a estimativa CI, e eliminamos
as imagens com valores de CI fora do intervalo definido pelo utilizador.
Este me´todo e´ bastante eficiente e mostra-se particularmente u´til na fase inicial
do processo evolutivo. Na figura 8.13 apresentamos uma populac¸a˜o inicial t´ıpica e
indicamos as imagens que seriam eliminadas se o filtro estivesse ligado. Os valores
associados a`s imagens indicam a CI das mesmas. Tipicamente, imagens com comple-
xidades fora do intervalo [1, 5] seriam eliminadas pelo filtro de feno´tipos, na˜o sendo
apresentadas ao utilizador. Alternativamente, podem ser geradas novas imagens para
substituir as que foram eliminadas pela camada de filtragem.
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A maior desvantagem desta abordagem e´ o seu custo computacional, ja´ que para
calcular o valor de CI e´ necessa´rio gerar a imagem e fazer a sua codificac¸a˜o JPEG.
Uma das formas de diminuir o custo computacional consiste em comec¸ar por gerar
uma versa˜o reduzida das imagens e calcular o valor de CI a partir desta imagem de
pequenas dimenso˜es; so´ e´ necessa´rio calcular a versa˜o final quando a complexidade se
mostra apropriada.
Uma alternativa mais interessante seria conseguir determinar a inadequac¸a˜o de
um indiv´ıduo atrave´s da ana´lise do seu co´digo gene´tico, evitando assim a gerac¸a˜o do
feno´tipo. Contudo, o desenvolvimento de um filtro que funcione ao n´ıvel do geno´tipo
e´ uma tarefa complexa.
Opta´mos por um algoritmo simples, que se mostra eficiente do ponto de vista
computacional, embora na˜o detecte todos os casos que pretender´ıamos excluir. Este
algoritmo consiste apenas em verificar se as varia´veis x e y esta˜o presentes no geno´tipo
– se nenhuma esta´ presente todos os pixels tera˜o o mesmo valor, se apenas uma esta´
presente a imagem so´ varia numa dimensa˜o e sera´ composta por linhas verticais ou
horizontais – e se a raiz da a´rvore e´ uma func¸a˜o apropriada – se a raiz da a´rvore for
uma func¸a˜o geradora de ru´ıdo a imagem sera´, inevitavelmente, ru´ıdo e como tal o
indiv´ıduo e´ eliminado.
O filtro de geno´tipos e´ aplicado em primeiro lugar, reduzindo o nu´mero de imagens
a analisar pelo filtro de feno´tipos e, como tal, o custo computacional. A utilidade
deste filtro diminui a` medida que o nu´mero de populac¸o˜es e dimensa˜o dos geno´tipos
aumenta. Temos du´vidas quanto ao futuro deste tipo de abordagem, que considera
apenas o geno´tipo, pelo menos enquanto me´todo de filtragem.
Uma das hipo´teses que pensamos vir a testar no futuro e´ a a de tentar elicitar
combinac¸o˜es de expresso˜es u´teis e, posteriormente, verificar se essas combinac¸o˜es
se encontram presentes. Contudo, mesmo considerando que e´ poss´ıvel identificar
combinac¸o˜es u´teis, a sua presenc¸a na˜o assegura que a imagem seja minimamente
interessante, nem a sua auseˆncia implica que na˜o o seja.
Apesar disso, a identificac¸a˜o de combinac¸o˜es interessantes de primitivas pode
mostrar-se u´til para outro tipo de tarefas, nomeadamente para expandir o conjunto
de func¸o˜es do NEvAr, permitindo a inclusa˜o de novas primitivas de alto n´ıvel.
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Conve´m notar que estas primitivas de alto n´ıvel seriam criadas em consonaˆncia
com as escolhas do utilizador – visto fazerem parte do feno´tipo de indiv´ıduos por ele
considerados interessantes – em vez de serem desenvolvidas pelo programador, como
acontece em sistemas como os de Rooke [1996] e Todd & Latham [1992]). Adicional-
mente, o conjunto de func¸o˜es seria dinaˆmico e na˜o esta´tico. Devido a estes factores,
as questo˜es relativas ao enviesamento e estereotipia dos resultados, mencionadas an-
teriormente, na˜o se levantam.
8.3.3 Atribuic¸a˜o de Aptida˜o
A nossa ideia inicial para automatizar a atribuic¸a˜o de aptida˜o envolvia o recurso a
uma rede neuronal, treinada para o efeito. No entanto, o insucesso de abordagens
semelhantes [Baluja et al. 1994] refreou o nosso entusiasmo.
O sucesso da abordagem baseada em estimativas da complexidade no teste DJT
[Graves 1948], e os bons resultados conseguidos atrave´s do processo de inicializac¸a˜o
na˜o aleato´ria, renovaram o nosso interesse pela tarefa de automac¸a˜o da avaliac¸a˜o.
Desta forma, opta´mos por empregar a fo´rmula 8.1.3 para atribuic¸a˜o de aptida˜o.
As experieˆncias cedo demonstraram que seria necessa´rio introduzir algumas al-
terac¸o˜es, para que se conseguissem obter resultados aceita´veis. Quando utiliza´vamos
a fo´rmula 8.1.3 sem alterac¸o˜es e com a superior a b e c, verifica´mos que durante o
processo evoluciona´rio a aptida˜o dos indiv´ıduos aumentava exclusivamente devido ao
aumento da sua CI.
Este era acompanhado pelo aumento de CP (t0) e CP (t1) o que, apesar de pe-
nalizar os indiv´ıduos, na˜o era suficiente para que o processo evoluciona´rio seguisse
um rumo distinto. Quando diminu´ıamos o valor de a acontecia a situac¸a˜o inversa, a
evoluc¸a˜o tendia a incrementar a aptida˜o atrave´s da minimizac¸a˜o de CP (t0) e CP (t1).
Por u´ltimo, embora fosse menos frequente, em certas circunstaˆncias o algoritmo des-
cobria imagens com valores de CP (t0) e CP (t1) extraordinariamente pro´ximos, o que
levava a que estas imagens rapidamente dominassem as populac¸o˜es.
Apesar de termos tentado va´rias combinac¸o˜es de pesos para os paraˆmetros a, b e c,
na˜o conseguimos resolver este tipo de problema. Mais tarde ou mais cedo, o processo
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evolutivo acabava por seguir um caminho que levava ao aumento da aptida˜o atrave´s
da maximizac¸a˜o ou minimizac¸a˜o de apenas um dos componentes da fo´rmula.
A soluc¸a˜o encontrada para este problema foi impor um limite superior para CI,
e limites inferiores para CP (t0), CP (t1) e para a sua subtracc¸a˜o. Estes limites sa˜o
estabelecidos pelo utilizador.
Conduzimos va´rias experieˆncias com este me´todo de atribuic¸a˜o de aptida˜o, das
quais vamos apresentar um subconjunto. Os valores utilizados para os paraˆmetros
a, b e c foram 1, 0.4 e 0.2, respectivamente. Os limites impostos foram diferentes de
experieˆncia para experieˆncia, mas mantidos constantes em cada. As populac¸o˜es ini-
ciais foram geradas aleatoriamente, e utiliza´mos populac¸o˜es com 20 e 40 indiv´ıduos.
A experieˆncia parava apo´s serem gerados 1000 indiv´ıduos (50 e 25 populac¸o˜es, res-
pectivamente). Visto que a nossa fo´rmula na˜o considera a informac¸a˜o relativa a` cor,
impedimos que os indiv´ıduos gerados a possu´ıssem. Usa´mos selecc¸a˜o por roleta, uma
taxa de sobre-cruzamento de 90%, uma taxa de mutac¸a˜o de 10% e uma estrate´gia
na˜o elitista. Durante as experieˆncias na˜o houve qualquer tipo de interfereˆncia do
utilizador. Os filtros descritos na secc¸a˜o anterior na˜o formam utilizados.
Na figura 8.14 apresentamos os melhores indiv´ıduos, de acordo com a atribuic¸a˜o de
aptida˜o feita pelo NEvAr, de doze experieˆncias independentes. As experieˆncias foram
seleccionadas de forma aleato´ria, pelo que as imagens apresentadas sa˜o representativas
do tipo de resultados que se pode esperar desta abordagem.
Apo´s conclu´ıdo o processo, recorremos a seis utilizadores para analisarem as ima-
gens geradas nas doze experieˆncias e escolherem uma imagem por experieˆncia. Cada
utilizador analisou duas experieˆncias, na˜o tendo acesso aos valores atribu´ıdos pelo
NEvAr. Na figura 8.15 apresentamos os resultados das escolhas do utilizadores.
Na figura 8.16 apresentamos a primeira populac¸a˜o de uma experieˆncia e os valores
aptida˜o atribu´ıdos aos indiv´ıduos. Na figura 8.17 apresentamos a populac¸a˜o no27
da mesma experieˆncia. Os indiv´ıduos com valores de aptida˜o mais elevados das
populac¸o˜es 0 a 29 sa˜o apresentados na figura 8.18. O indiv´ıduo com maior valor
de aptida˜o mais elevado foi encontrado na populac¸a˜o no27.
Consideramos estes resultados bastante interessantes, tendo excedido as nossas ex-
pectativas. Note-se que quando se faz uma atribuic¸a˜o aleato´ria de aptida˜o, o sistema,
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Figura 8.14: Os indiv´ıduos com valores de aptida˜o mais elevados de doze experieˆncias
independentes.
Figura 8.15: Os melhores indiv´ıduos, de acordo com as prefereˆncias do utilizador, das
experieˆncias da figura 8.14.
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Figura 8.16: Populac¸a˜o inicial de uma experieˆncia com atribuic¸a˜o automa´tica de
aptida˜o. Os nu´meros sob as imagens indicam a aptida˜o atribu´ıda pelo sistema.
Figura 8.17: Populac¸a˜o no 27 da experieˆncia iniciada na figura 8.16.
Figura 8.18: Os melhores indiv´ıduos das populac¸o˜es 0 a 29 (pela ordem normal de
leitura) da experieˆncia iniciada na figura 8.16. O melhor indiv´ıduo foi encontrado na
populac¸a˜o no 27.
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tipicamente, converge para imagens de cor uniforme, p.ex., completamente negras, ou
para imagens “ru´ıdo”.
Conforme se pode verificar atrave´s da figura 8.18, em apenas 30 populac¸o˜es foi
poss´ıvel aumentar consideravelmente a qualidade dos indiv´ıduos, permitindo a criac¸a˜o
de imagens interessantes.
As experieˆncias realizadas parecem indicar na˜o ser vantajoso gerar um grande
nu´mero de populac¸o˜es, visto que a partir de certo ponto a qualidade “real” dos in-
div´ıduos na˜o sofre melhorias significativas. Conve´m, no entanto, salientar que nas ex-
perieˆncias mais longas que realiza´mos foram criadas 500 populac¸o˜es de 40 indiv´ıduos.
Apesar de este nu´mero ser bastante superior ao que e´ usualmente necessa´rio para
gerar imagens como as apresentadas no Cap´ıtulo 6, na˜o deixa de ser extraordinaria-
mente baixo quando comparado aos valores t´ıpicos de outras aplicac¸o˜es de PG. Ou
seja, apesar de na˜o nos parecer prova´vel, na˜o podemos poˆr de lado a hipo´tese de,
p.ex., com 10000 populac¸o˜es de 1000 indiv´ıduos cada, o que e´ um valor normal em
PG, se conseguirem resultados equipara´veis aos apresentados no Cap´ıtulo 6. No en-
tanto, esta hipo´tese na˜o parece prova´vel. Mesmo que tal acontecesse, isso significaria
que o me´todo de avaliac¸a˜o automa´tica requer um maior nu´mero de gerac¸o˜es, sendo
consequentemente menos eficiente do que a evoluc¸a˜o interactiva.
Adicionalmente, a qualidade dos resultados parece estar ligada com o tamanho das
imagens, sendo necessa´rio gerar imagens de tamanhos relativamente grandes (pelo me-
nos 128x128 pixels, embora 256x256 produza aparentemente resultados mais fia´veis).
Apesar deste facto na˜o ser completamente estranho – visto que a qualidade das es-
timativas depende, ate´ certo ponto, do tamanho das imagens – implica um grande
esforc¸o computacional, tanto ao n´ıvel da gerac¸a˜o dos feno´tipos como no ca´lculo das
estimativas, dificultando a recolha de resultados experimentais.
Outra limitac¸a˜o da nossa abordagem esta´ ligada a` estimativa CI, que e´ ob-
tida atrave´s da qualidade de compressa˜o atrave´s do me´todo JPEG. Quando existem
transic¸o˜es bruscas de cor, o desempenho do me´todo JPEG diminui drasticamente.
E´ relativamente simples construir uma imagem pouco complexa que seja dif´ıcil de
comprimir atrave´s deste me´todo: basta que existam va´rias transic¸o˜es bruscas de cor.
Ou seja, em certas situac¸o˜es o valor CI e´ mais elevado do que seria de esperar;
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adicionalmente algumas destas imagens, ate´ porque sa˜o simples, teˆm valores de CP
extremamente baixos. A conjunc¸a˜o destes factos implica uma aptida˜o bastante ele-
vada. Conforme se pode verificar a partir das figura 8.14, algumas das imagens sa˜o
relativamente simples, mas as transic¸o˜es bruscas de cor implicam uma estimativa CI
elevada e explicam o facto de terem sido consideradas aptas.
Outra limitac¸a˜o evidente da nossa abordagem e´ a incapacidade de lidar com a cor.
Na secc¸a˜o seguinte apresentamos uma variante parcialmente interactiva do NEvAr que
permite ultrapassar estas limitac¸o˜es.
8.3.4 Abordagem Parcialmente Interactiva
A ideia base deste modo de funcionamento e´ simples de descrever. O NEvAr trabalha
em modo automa´tico, mostrando as populac¸o˜es a` medida que va˜o sendo geradas e
avaliadas. O utilizador pode intervir em qualquer ponto do processo. Quando tal
acontece, o modo automa´tico e´ interrompido, permitindo o acesso a todas as opc¸o˜es
do modo interactivo, incluindo a atribuic¸a˜o de fitness, migrac¸a˜o de imagens, etc. As
escolhas do utilizador teˆm precedeˆncia sobre as avaliac¸o˜es feitas pelo sistema. Quando
o utilizador termina a sua interacc¸a˜o com o sistema, volta-se ao modo automa´tico de
funcionamento, podendo o processo ser interrompido novamente no futuro.
Tomando em considerac¸a˜o este modo parcialmente interactivo, e´ razoa´vel permitir
que o utilizador especifique valores “o´ptimos” para os diferentes componentes da
fo´rmula 8.1.3, dando-lhe assim maior controlo. Como tal, o utilizador para ale´m de
poder escolher valores para a, b e c, e estabelecer limites para CI, CP (t0) ∗CP (t1) e
CP (t1)−CP (t0), pode tambe´m indicar valores o´ptimos para estas treˆs componentes.
Caso opte por indicar o´ptimos (optCI , optCPmult,optCPsub), sera˜o feitas as seguintes
substituic¸o˜es:

CI → max(0, optCI − |CI − optCI |)
CP (t0) ∗ CP (t1) → optCPmult + |CP (t0) ∗ CP (t1)− optCPmult|
CP (t1)− CP (t0) → optCPsub + |CP (t1)− CP (t0)− optCPsub|
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O utilizador pode estabelecer estes valores directamente ou indicar uma imagem
que considere apropriada, e deixar o sistema estabelecer os o´ptimos em func¸a˜o das
estimativas dessa imagem.
Conduzimos va´rias experieˆncias variando o intervalo entre avaliac¸o˜es do utilizador
e explorando diferentes formas de controlar os valores o´ptimos para as componentes,
p.ex., estabelecer os valores o´ptimos para cada componente com base na imagem me-
lhor classificada pelo utilizador na u´ltima interacc¸a˜o e incluir um desvio para imagens
mais complexas ou mais simples.
De forma gene´rica, os resultados experimentais indicam que, desde que na˜o exista
um intervalo demasiado longo entre interacc¸o˜es, esta abordagem parcialmente inte-
ractiva ultrapassa as limitac¸o˜es do me´todo de avaliac¸a˜o automa´tica, sendo suficiente
para garantir a colorac¸a˜o consistente das imagens.
Na figura 8.19 apresentamos a terceira populac¸a˜o de uma experieˆncia totalmente
interactiva, enquanto na figura 8.20 apresentamos a vige´sima. Na figura 8.21 apre-
sentamos a vige´sima populac¸a˜o de uma experieˆncia parcialmente interactiva. Nesta
experieˆncia o utilizador apenas avaliou treˆs populac¸o˜es (5, 11 and 17). Os paraˆmetros
utilizados foram: a = 1, b1 = 0.4, b2 = 0.2, optCI = 5, optCPmult = 0.1, optCPsub = 0.1.
Apesar da ana´lise destes resultados ser subjectiva, e´ seguro afirmar que a qualidade
me´dia das imagens apresentadas na figura 8.19 e´ claramente inferior a` das presentes na
8.21, que requereu o mesmo nu´mero de avaliac¸o˜es por parte do utilizador. Adicional-
mente, a qualidade das imagens obtidas ao fim de 20 gerac¸o˜es totalmente interactivas,
e´ compara´vel com a das obtidas atrave´s da abordagem parcialmente interactiva, ao
fim do mesmo nu´mero de gerac¸o˜es.
Em va´rios casos, chegamos a` conclusa˜o que a utilizac¸a˜o de automatizac¸a˜o par-
cial fornecia melhores resultados do que usar uma abordagem totalmente interactiva,
mesmo quando considerando um nu´mero ideˆntico de gerac¸o˜es. Este efeito e´ particu-
larmente vis´ıvel durante as etapas iniciais do processo evolutivo, e tambe´m quando o
utilizador na˜o esta´ particularmente ambientado com a ferramenta. Para um utiliza-
dor experiente e disciplinado este efeito na˜o e´ ta˜o noto´rio, embora continuem a existir
vantagens devido ao facto de exigir um menor esforc¸o por parte do utilizador.
No Cap´ıtulo 6 referimos que o NEvAr requer um per´ıodo de aprendizagem. Com
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Figura 8.19: A terceira populac¸a˜o de uma experieˆncia totalmente interactiva.
Figura 8.20: A vige´sima populac¸a˜o de uma experieˆncia totalmente interactiva.
Figura 8.21: A vige´sima populac¸a˜o de uma experieˆncia parcialmente interactiva.
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o tempo aprendemos tambe´m que a consisteˆncia e disciplina sa˜o fundamentais para
atingir bons resultados. No entanto, a tentac¸a˜o de avaliar imagens em func¸a˜o da
sua novidade relativamente a`s restantes e´ grande, tanto para utilizadores experientes
como para novatos. Tipicamente, esta procura de novidade, resultante do cansac¸o do
utilizador, leva a uma pesquisa arbitra´ria do espac¸o de procura que na˜o permite o
refinamento dos resultados.
Aparentemente, o uso de automac¸a˜o parcial promove um equil´ıbrio entre con-
sisteˆncia e procura de novidade. Tal pode ser explicado por va´rios factores: o uti-
lizador avalia menos populac¸o˜es, e como tal demora mais tempo a ficar saturado
de determinado tipo de imagem, tanto porque as veˆ menos vezes, como pelo facto
de o esforc¸o ser menor; tipicamente, as populac¸o˜es avaliadas pelo utilizador na˜o sa˜o
consecutivas, tendendo, assim, a ser menos semelhantes que populac¸o˜es consecuti-
vas; a avaliac¸a˜o automa´tica assegura consisteˆncia durante uma parte significativa da
experieˆncia.
8.4 S´ıntese
Os nossos objectivos a longo prazo, conforme ja´ referimos, passam pela construc¸a˜o
de um Artista Artificial. De acordo com a avaliac¸a˜o apresentada no Cap´ıtulo 4, um
sistema deste ge´nero deve possuir a capacidade de fazer julgamentos este´ticos.
Tendo em conta o relativo insucesso de Baluja et al. [1994], que pode parcialmente
ser explicado pela falta de suporte teo´rico desta abordagem, consideramos que seria
deseja´vel alargar os nossos conhecimentos nos domı´nios da Arte e da Este´tica.
Cedo nos apercebemos que a maior parte da produc¸a˜o teo´rica neste domı´nio se
centra na execuc¸a˜o te´cnica das obras. De facto, a quase inexisteˆncia de teorias expli-
cativas do feno´meno, associada a` falta de consisteˆncia entre as diferentes propostas,
e a` natureza pouco rigorosa das mesmas, foi uma das maiores dificuldades sentidas
ao longo deste estudo.
Estabelecer uma distinc¸a˜o entre Forma e Conteu´do e, consequentemente, entre
Arte e Este´tica, revelou-se um passo fundamental.
A procura de uma explicac¸a˜o para os feno´menos este´ticos e art´ısticos levou-nos
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ao estudo das origens da Arte e da Este´tica. Como resultado desta procura apresen-
tamos um conjunto de explicac¸o˜es bio-evoluciona´rias para a actividade art´ıstica. O
estudo efectuado revelou a existeˆncia de princ´ıpios este´ticos universais, reforc¸ando a
nossa convicc¸a˜o de que a este´tica esta´ ligada a func¸o˜es prima´rias do ce´rebro, nomea-
damente ao sistema de percepc¸a˜o visual. Posteriormente, atrave´s da ana´lise de va´rias
caracter´ısticas do sistema de percepc¸a˜o visual e dos universais este´ticos encontrados,
procurou-se estabelecer uma relac¸a˜o consistente entre este´tica e percepc¸a˜o.
A ana´lise dos objectivos da visa˜o e da arte permite estabelecer um paralelismo
entre as duas, sendo a procura dos elementos essenciais e constantes o elo de ligac¸a˜o.
De igual forma, permite identificar a complexidade do est´ımulo visual e do percepto
como caracter´ısticas esteticamente relevantes.
Com base nesta ideia, e tendo como refereˆncia trabalhos tais como os de Arnheim
[1956; 1966; 1969], Minsky [1986] e Moles [1973], elabora´mos um esboc¸o de uma teoria
este´tica.
De acordo com esta teoria, o valor este´tico de uma imagem esta´ relacionado com:
a complexidade do est´ımulo sensorial (quanto maior melhor); a complexidade do
percepto (quanto menor melhor). Ou seja, o valor este´tico esta´ ligado com o pra-
zer decorrente de encontrar uma representac¸a˜o interna compacta, para um est´ımulo
complexo. Adicionalmente a componente temporal da visa˜o desempenha um papel
fundamental.
A implementac¸a˜o computacional desta teoria implicou a construc¸a˜o de uma fo´rmu-
la que a traduzisse, permitindo calcular o valor este´tico, e como tal, testar a teoria.
Para o efeito, foi necessa´rio desenvolver estimativas para a complexidade do est´ımulo
e do percepto.
Para testarmos a validade da teoria proposta recorremos ao Design Judgement
Test [Graves 1948]. Os resultados alcanc¸ados sa˜o, de certa forma, surpreendentes,
especialmente se tivermos em considerac¸a˜o as limitac¸o˜es das estimativas utilizadas.
Estes resultados devem, no entanto, ser considerados com precauc¸a˜o. Conve´m
ter em considerac¸a˜o que este teste foi concebido para seres humanos. Apesar de
para estes apresentar um elevado grau de dificuldade, na˜o se pode depreender que
este grau se mantenha elevado para uma abordagem computacional. Desta forma, a
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comparac¸a˜o directa dos resultados obtidos por humanos com os resultados obtidos
pela abordagem computacional pode ser enganadora.
Assim, e apesar do sucesso obtido, existem limitac¸o˜es, tanto ao n´ıvel da forma-
lizac¸a˜o como das estimativas utilizadas, que impedem que a teoria proposta possa ser
considerada completa. Contudo, consideramos que fornece uma base consistente para
desenvolvimento.
8.4.1 Este´tica Computacional e Complexidade
Para ale´m dos trabalhos de Arnheim [1956; 1966; 1969], Minsky [1986] e Moles [1958;
1973], que foram uma fonte de inspirac¸a˜o para a teoria aqui exposta, existem outros
trabalhos que exploram ideias semelhantes.
O trabalho de Birkhoff [1933], ja´ mencionado anteriormente, e´ o primeiro a estabe-
lecer uma relac¸a˜o directa entre complexidade e valor este´tico, propondo uma medida
formal de valor este´tico. Os trabalhos de Bense [1965a; 1965c; 1965b] apresentam
propostas, baseadas na teoria da informac¸a˜o, semelhantes a`s de Moles [1973].
O trabalho de Aks & Sprott [1996] estabelece uma relac¸a˜o entre dimensa˜o fractal
(que esta´ relacionada com a complexidade de imagem) e o valor este´tico. Com base
neste trabalho, Taylor et al. [1999] demonstram a evoluc¸a˜o da dimensa˜o fractal dos
quadros de Jackson Pollock ao longo dos anos. Posteriormente, Taylor et al. viriam
a publicar uma se´rie de artigos sobre o tema e sobre outras aplicac¸o˜es art´ısticas da
dimensa˜o fractal, dos quais destacamos Spehar et al. [2003].
Considerando trabalhos posteriores a` publicac¸a˜o do nosso primeiro artigo sobre
o tema [Machado & Cardoso 1998], encontramos va´rios trabalhos relacionados com
este´tica computacional em que a complexidade desempenha um papel relevante.
Os trabalhos de Saunders [2001], Greenfield [2002; 2003; 2004], e Svang˚ard &
Nordin [2004], sa˜o, aparentemente, parcialmente inspirados na nossa publicac¸a˜o. No
entanto, as formas de medir a complexidade sa˜o distintas. Saunders recorre a` di-
mensa˜o fractal, Greenfield utiliza uma abordagem co-evoluciona´ria, e Svang˚ard &
Nordin recorrem a diferentes medidas de complexidade inspiradas na complexidade
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de Kolmogorov (ver Cap´ıtulo 2). Comum a estes trabalhos e´ o facto de na˜o ser esta-
belecida uma distinc¸a˜o entre complexidade do est´ımulo e da tarefa de percepc¸a˜o. A
abordagem de Svang˚ard & Nordin [2004] e´, porventura, aquela que mais se assemelha
a` aqui apresentada. Infelizmente, os escassos resultados experimentais apresentados,
associado ao facto de os autores na˜o apresentarem qualquer imagem resultante destas
experieˆncias, torna imposs´ıvel uma avaliac¸a˜o das forc¸as e fraquezas da abordagem.
Na˜o deixa contudo de ser uma proposta interessante, cuja explorac¸a˜o se podera´ mos-
trar u´til.
Nos trabalhos de Staudek [2002; 2003; 2004] a relac¸a˜o entre complexidade e valor
este´tico tambe´m desempenha um papel fundamental. Em 2003 Galanter cunhou o
termo “complexismo”, apresentando a complexidade como um conceito central da
arte generativa.
Para ale´m destas publicac¸o˜es, podemos referir ainda os artigos por no´s publicados
directamente relacionados com este tema, e onde os conceitos fundamentais e resul-
tados experimentais descritos neste cap´ıtulo foram, maioritariamente, apresentados,
nomeadamente: Machado & Cardoso [1998; 2002] e Machado et al. [2005].
8.4.2 Outras Alternativas
Para ale´m da evoluc¸a˜o de imagens com base em factores este´ticos, existem outras
alternativas interessantes a considerar.
Uma dessas hipo´teses e´ tentar fazer a regressa˜o simbo´lica de imagens – i.e., tentar
encontrar um programa que gere uma determinada imagem.
A partir do momento em que um indiv´ıduo capaz de gerar uma imagem sufici-
entemente pro´xima da desejada fosse encontrado, este poderia ser adicionado a` Base
de Conhecimento do NEvAr, e posteriormente utilizado na evoluc¸a˜o de novas ima-
gens. Embora esta ideia parec¸a, a` partida, extremamente interessante, a sua execuc¸a˜o
podera´ demonstrar-se algo problema´tica.
Por um lado, e´ uma tarefa de grande complexidade computacional, conforme e´
amplamente demonstrado pelos trabalhos de Nordin & Banzhaf [1995a; 1996b] e de
McGuire, Krishnamurthi & Hughes [2002] numa tarefa em tudo ideˆntica, excepto no
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objectivo, que no seu caso e´ obter uma representac¸a˜o compacta para uma imagem.
Mesmo nestes casos, a regressa˜o simbo´lica so´ foi poss´ıvel atrave´s do particionamento
pre´vio das imagens – em blocos de 8× 8 pixels [Nordin & Banzhaf 1995a; Nordin &
Banzhaf 1996b] ou a´reas relativamente uniformes [McGuire et al. 2002] – e posterior
evoluc¸a˜o de programas independentes para cada uma das partic¸o˜es.
Por outro lado, embora seja relativamente simples provar que qualquer imagem
se encontra dentro do espac¸o de procura do NEvAr, i.e., que e´ poss´ıvel representar
qualquer imagem8, nada garante que a representac¸a˜o encontrada seja minimamente
u´til.
Existe tambe´m a hipo´tese de fazer uma avaliac¸a˜o baseada em exemplos. O uti-
lizador escolheria uma imagem, ou conjunto de imagens, e o NEvAr tentaria evoluir
imagens com caracter´ısticas semelhantes, p.ex. com o mesmo n´ıvel de complexidade,
tipo de textura, contraste, cor, etc. A integrac¸a˜o de te´cnicas de CBIR no NEvAr
podera´ contribuir para aumentar as suas capacidades de comparac¸a˜o de imagens,
potenciando este tipo de abordagem.
Por u´ltimo, a ideia de evoluir imagens que se assemelhem a determinado objecto
tambe´m e´ aliciante. Por exemplo, utilizar uma rede neuronal treinada para reco-
nhecer faces como func¸a˜o de aptida˜o permitiria testar a capacidade do NEvAr para
encontrar imagens adequadas e, simultaneamente, testar a robustez do mecanismo de
classificac¸a˜o.
8A forma mais simples de demonstrar este facto e´ atrave´s do recurso a` func¸a˜o if, que pertence
ao conjunto de func¸o˜es do NEvAr. Atrave´s do recurso a esta func¸a˜o podemos dividir a imagem em
duas, sendo cada uma destas imagem gerada por uma expressa˜o distinta. Encadeando va´rios if ’s,
torna-se poss´ıvel particionar a imagem em blocos de tamanho decrescente (ate´ ao limite de um pixel
por bloco). Como podemos representar o valor de qualquer pixel atrave´s de um vector 3D, qualquer
imagem pode ser representada. Geralmente na˜o e´ necessa´rio chegar ao limite de um pixel por bloco,
uma vez que a` medida que a dimensa˜o dos blocos vai diminuindo estes tendem a tornar-se menos
complexos, podendo ser representados por uma a´rvore de reduzidas dimenso˜es [Nordin & Banzhaf
1996b].
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Cr´ıticos de Arte Artificiais
Neste Cap´ıtulo descrevemos sucintamente o trabalho de investigac¸a˜o sobre Cr´ıticos
de Arte Artificiais. Este trabalho vem na sequeˆncia dos esforc¸os de investigac¸a˜o
anteriormente descritos – em torno da automatizac¸a˜o do processo de avaliac¸a˜o de
imagens – e resulta de uma colaborac¸a˜o estreita com o Dr. Juan Romero, RNASA –
Laborato´rio de Redes Neuronais Artificiais e Sistemas Adaptativos, Universidade da
Corunha. Numa etapa posterior, esta equipa de investigac¸a˜o foi expandida atrave´s
da integrac¸a˜o do Dr. Bill Manaris, College of Charleston, que desempenhou um papel
fundamental nas experieˆncias realizadas na a´rea musical.
De forma sinte´tica, o ponto de partida para este trabalho pode ser descrito como se
segue. A actividade art´ıstica depende da capacidade de efectuar ju´ızos este´ticos, de ser
inspirado pelo mundo que o rodeia e por trabalhos de outros artistas, e de agir como
um cr´ıtico do pro´prio trabalho. Estes factores dependem da capacidade do artista de
ver e ouvir. Ou seja, um artista e´, antes de mais e acima de tudo, um observador
e um ouvinte. Consequentemente, criar um modelo de um observador/ouvinte e´ um
passo essencial na construc¸a˜o de um Artista Artificial.
Esta visa˜o contrasta com a maioria das ferramentas de arte evoluciona´ria que
tendem a ser cegas e surdas, tanto em relac¸a˜o ao mundo que as rodeia, como perante
os seus pro´prios trabalhos. Na nossa perspectiva, a criac¸a˜o de um Artista Artificial
genu´ıno requer a criac¸a˜o de um Cr´ıtico de Arte Artificial (CAA) – um sistema que
seja capaz de “percepcionar” uma obra de arte e efectuar uma avaliac¸a˜o da mesma.
Apesar de termos optado pela designac¸a˜o de CAA, na˜o se pretende modelar um
Cr´ıtico de Arte profissional; pretende-se modelar o observador ou ouvinte que, na
nossa perspectiva, e´ implicitamente um cr´ıtico.
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Do ponto de vista de uma arquitectura multi-agente, podemos considerar o pro-
cesso evoluciona´rio como uma interacc¸a˜o entre dois tipos de agente, criadores e
cr´ıticos. Os criadores sa˜o responsa´veis pela ge´nese de novas obras de arte; os cr´ıticos,
pela sua avaliac¸a˜o, determinando assim a sua aptida˜o.
Em Romero, Machado, Santos & Cardoso [2003] apresenta´mos uma arquitectura
gene´rica para o desenvolvimento de CAAs, bem como uma metodologia faseada de
validac¸a˜o. A arquitectura e´ composta por dois mo´dulos: Extractor de Caracter´ısticas
e Avaliador. No que diz respeito a` validac¸a˜o, as fases iniciais incluem tarefas de
identificac¸a˜o de autor e de estilo, o que permite a realizac¸a˜o de testes objectivos. As
etapas posteriores incorporam crite´rios subjectivos, e incluem a integrac¸a˜o e teste dos
CAAs numa sociedade h´ıbrida, composta por agentes humanos e artificiais.
Seguindo esta estrate´gia de desenvolvimento, constru´ımos CAAs para domı´nios
visuais e musicais, e conduzimos va´rias experieˆncias nestes domı´nios. Este trabalho de
investigac¸a˜o encontra-se, maioritariamente, descrito em: Romero, Machado, Santos
& Cardoso [2003], Machado, Romero, Manaris, Santos & Cardoso [2003], Machado,
Romero, Santos, Cardoso & Manaris [2004], Manaris, Machado, McCauley, Romero
& Krehbiel [2005] e Manaris, Romero, Machado, Krehbiel, Hirzel, Pharr & Davis
[2005]. Desta forma, limitaremos-nos a fazer um resumo do mesmo, aproveitando
para referir alguns desenvolvimentos recentes ainda na˜o publicados.
Na secc¸a˜o 9.1 descrevemos a arquitectura proposta e a estrate´gia de desenvolvi-
mento e validac¸a˜o. Na secc¸a˜o 9.2 descrevemos os extractores de caracter´ısticas na
a´rea musical (secc¸a˜o 9.2.1) e visual (secc¸a˜o 9.2.2). Os mo´dulos de avaliac¸a˜o sa˜o des-
critos na secc¸a˜o 9.3. Na secc¸a˜o 9.4 fazemos uma s´ıntese dos resultados experimentais
obtidos em tarefas de identificac¸a˜o. Na secc¸a˜o 9.5 descrevemos desenvolvimentos
recentes, incluindo resultados obtidos em tarefas de ju´ızo este´tico, e trabalho futuro.
9.1 Metodologia de Desenvolvimento de CAAs
Tomando em considerac¸a˜o o estado da arte na a´rea dos Artistas Artificiais e da
Arte Evoluciona´ria, propusemos, em Romero, Machado, Santos & Cardoso [2003],
uma metodologia para o desenvolvimento de CAAs, tomando em considerac¸a˜o um
conjunto de caracter´ısticas que consideramos deseja´veis, nomeadamente:
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Adaptabilidade – Os CAAs devem evoluir e adaptar-se ao longo do tempo. Um
sistema com capacidade de aprendizagem imita melhor o comportamento de
um cr´ıtico humano. Adicionalmente, tal capacidade permite a sua utilizac¸a˜o
em diferentes tipos de tarefas.
Sociabilidade – Idealmente, os CAAs devem ser capazes de ajustar o seu comporta-
mento, de acordo com os desafios colocados pela sociedade na qual se inserem.
Tal liga-se directamente com a capacidade de adaptac¸a˜o, mas requer adicional-
mente: a capacidade de se integrarem numa sociedade, eventualmente h´ıbrida;
de interagirem com os restantes agentes da mesma; e de serem auto´nomos.
Generalidade – A metodologia proposta deve permitir o desenvolvimento de CAAs
para diversos domı´nios. As tarefas espec´ıficas a um domı´nio particular devem
ser levadas a cabo por mo´dulos especializados, permitindo a adaptac¸a˜o de uma
abordagem a um domı´nio distinto.
Independeˆncia da Representac¸a˜o – Os CAAs devem ter a capacidade de “per-
cepcionar” as obras de arte. Ou seja, os CAAs devem construir a sua apreciac¸a˜o
baseando-se na obra de arte. Podem construir as suas pro´prias representac¸o˜es
internas da obra, mas na˜o lhes deve ser facilitado o acesso directo a nenhum
tipo de representac¸a˜o interna utilizada pelo criador, humano ou artificial, da
obra de arte. As tarefas de ana´lise, compreensa˜o e interpretac¸a˜o art´ıstica, se
necessa´rias, sa˜o parte integrante do CAA.
9.1.1 Arquitectura
A procura de uma arquitectura gene´rica entra em conflito com a necessidade de
lidar com as particularidades dos diferentes domı´nios. Por exemplo, ha´ diferenc¸as
significativas entre o feno´meno visual e musical. A mais o´bvia e´ o facto de a mu´sica
impor ao ouvinte uma sequeˆncia temporal predeterminada, enquanto na arte visual
o observador tem acesso “directo” a`s diferentes zonas do quadro. Para ultrapassar
este conflito opta´mos por condensar as tarefas dependentes do domı´nio em mo´dulos
espec´ıficos.
A quantidade de informac¸a˜o contida nas obras de arte e´ outra limitac¸a˜o. Nas
artes visuais, p.ex. uma imagem, mesmo que de reduzidas dimenso˜es, ocupa uma
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Figura 9.1: Arquitectura para CAA.
quantidade de memo´ria significativa. Tendo em considerac¸a˜o o estado da arte em
a´reas como Computac¸a˜o Evoluciona´ria ou Redes Neuronais Artificiais, torna-se claro
que estas te´cnicas na˜o podem, na actualidade, lidar directamente com tal quantidade
de informac¸a˜o.
Para ultrapassar este problema, alguns investigadores optaram por reduzir o ta-
manho das obras que servem de entrada a` rede neuronal (p.ex. Baluja et al. [1994]
utiliza imagens de 48*48 pixels). Contudo, este tipo de abordagem implica uma
perda de detalhe significativa, o que levanta problemas se´rios. Adicionalmente, os
resultados experimentais obtidos por sistemas, em que o mo´dulo de avaliac¸a˜o recebe
directamente como entrada a obra de arte, sa˜o tipicamente limitados, tanto na a´rea
musical como nas artes visuais.
Consideramos que e´ mais adequado efectuar um pre´-processamento da obra de
arte, por forma a extrair caracter´ısticas consideradas relevantes. A apreciac¸a˜o da
obra de arte e´ efectuada com base nestas caracter´ısticas, e na˜o directamente, o que
permite uma reduc¸a˜o significativa da quantidade de informac¸a˜o.
Com este conjunto de ideias em mente, propusemos uma arquitectura gene´rica
para um CAA. Esta arquitectura e´ composta por dois mo´dulos principais Extractor
de Caracter´ısticas e Avaliador. O papel do Extractor de Caracter´ısticas e´ efectuar
uma ana´lise da obra de arte, providenciando um conjunto de valores relativos a ca-
racter´ısticas consideradas relevantes. O Avaliador recebe como entrada esta carac-
terizac¸a˜o e, com base nela, efectua uma apreciac¸a˜o da obra de arte. Na figura 9.1
apresentamos um esboc¸o da arquitectura proposta.
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Do ponto de vista conceptual, na˜o impomos qualquer tipo de restric¸a˜o no que
diz respeito a`s te´cnicas utiliza´veis para a implementac¸a˜o destes mo´dulos. O mo´dulo
de extracc¸a˜o define, implicitamente, as capacidades perceptuais do CAAs. Podera´,
como tal, ser um mo´dulo esta´tico implementado atrave´s de te´cnicas estat´ısticas, ba-
seado em regras, simbo´lico, sub-simbo´lico, etc. No entanto, o Avaliador e´ um mo´dulo
dinaˆmico, no sentido que deve poder adaptar-se a diferentes tarefas e contextos de
forma auto´noma, o que podera´ implicar restric¸o˜es pra´ticas ao n´ıvel das te´cnicas uti-
liza´veis para a sua implementac¸a˜o.
Sendo um mo´dulo adaptativo, o Avaliador na˜o esta´ desenhado para uma tarefa
espec´ıfica. Devera´ adaptar o seu comportamento em func¸a˜o da informac¸a˜o de feed-
back que lhe e´ providenciada. Esta informac¸a˜o reflecte a qualidade das apreciac¸o˜es
feitas pelo CAA, no contexto em que ele esta´ inserido.
Para ale´m de ser responsa´vel pela tarefa de avaliac¸a˜o, este mo´dulo podera´ tambe´m
fornecer informac¸a˜o complementar sobre o processo, p.ex., indicar quais as carac-
ter´ısticas mais relevantes na tomada de decisa˜o.
A arquitectura proposta permite um certo grau de independeˆncia entre a procura
de caracter´ısticas relevantes para a avaliac¸a˜o este´tica das obras, e a avaliac¸a˜o com
base num conjunto de caracter´ısticas. Podemos, p.ex., utilizar o mesmo extractor
de caracter´ısticas com mo´dulos de avaliac¸a˜o distintos, eventualmente implementados
atrave´s de diferentes te´cnicas, e comparar a sua performance. Da mesma forma,
podemos testar diferentes extractores com o mesmo mo´dulo de avaliac¸a˜o.
9.1.2 Validac¸a˜o
A validac¸a˜o dos CAAs levanta problemas se´rios. Estes esta˜o, maioritariamente, rela-
cionados com a subjectividade inerente a` apreciac¸a˜o este´tica de obras de arte. Adi-
cionalmente, assumindo que o mo´dulo de avaliac¸a˜o requer exemplos de treino, sera´
necessa´rio criar um vasto conjunto de treino, o que, por sua vez, implica a avaliac¸a˜o
humana de centenas, mais provavelmente milhares, de obras de arte.
Com o objectivo de guiar o desenvolvimento de CAAs e de facilitar a sua validac¸a˜o
propusemos uma metodologia de validac¸a˜o composta por va´rios n´ıveis. Em cada n´ıvel,
o CAA tem uma tarefa distinta. As tarefas associadas a`s fases iniciais na˜o requerem
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um conjunto de treino avaliado por seres humanos. Nestas tarefas, a validade das
avaliac¸o˜es feitas pelo CAA pode ser determinada objectivamente. As fases posteriores
envolvem um maior grau de subjectividade. Por u´ltimo, as fases mais avanc¸adas
requerem que o CAA seja capaz de adaptar as suas avaliac¸o˜es em func¸a˜o do contexto
cultural em que esta´ inserido. Presentemente, considera´mos treˆs n´ıveis de validac¸a˜o:
Identificac¸a˜o; Avaliac¸a˜o Esta´tica; Avaliac¸a˜o Dinaˆmica.
No n´ıvel de identificac¸a˜o, avalia-se a capacidade de reconhecimento do estilo ou
autor de determinada obra.
Nas tarefas de Identificac¸a˜o de Autor sa˜o apresentadas ao CAA obras de arte de
diversos autores. Este tera´ que identificar correctamente o autor de cada obra. O
mo´dulo de avaliac¸a˜o e´ treinado, fornecendo-lhe informac¸a˜o de feedback que indica a
resposta correcta. E´ relativamente simples conduzir este tipo de validac¸a˜o, a com-
pilac¸a˜o de instaˆncias de treino e´ trivial, e o teste e´ totalmente objectivo. A maior
dificuldade reside na construc¸a˜o de conjuntos de treino e teste representativos. O que
implica que podera´ na˜o ser via´vel realizar este tipo de teste para autores com um
nu´mero reduzido de obras.
As tarefas de Identificac¸a˜o de Estilo, sa˜o semelhantes. A u´nica diferenc¸a e´ que
neste caso a tarefa do CAA e´ a identificac¸a˜o do estilo da obra. Embora possa exis-
tir um certo grau de subjectividade na classificac¸a˜o estil´ıstica, geralmente tal na˜o
constitui um problema pertinente.
A dificuldade destas tarefas de identificac¸a˜o depende dos artistas ou estilos esco-
lhidos. E´ razoa´vel admitir que e´ mais complexo descriminar entre autores da mesma
escola, do que entre autores radicalmente distintos. De igual forma, sera´ mais dif´ıcil
reconhecer um autor que produziu um conjunto heteroge´neo de obras do que um que
tem uma assinatura caracter´ıstica (no sentido utilizado por Cope [1997]). No limite,
sera´ virtualmente imposs´ıvel distinguir entre originais e imitac¸o˜es de qualidade.
Desta forma, na ana´lise dos resultados experimentais, e´ importante tomar em
conta aquilo que e´ razoa´vel esperar. Por exemplo, se o conjunto de teste conte´m
uma obra at´ıpica, um eventual fracasso do CAA na˜o reflecte necessariamente uma
limitac¸a˜o do mesmo, mas sim o simples facto de a obra ser at´ıpica.
Este n´ıvel de validac¸a˜o, relacionado com tarefas de identificac¸a˜o, permite avaliar
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CAAs que podem ser empregues numa grande diversidade de tarefas, tais como a
recolha de imagem e mu´sica, permitindo, p.ex., pesquisas baseadas em estilo.
Apesar do aˆmbito destas tarefas de identificac¸a˜o ser algo limitado, sa˜o relevantes
do ponto de vista da validac¸a˜o. Por exemplo: a incapacidade de discriminar entre
estilos distintos pode indicar que o conjunto de caracter´ısticas consideradas e´ insufici-
ente; a ana´lise do conjunto de caracter´ısticas efectivamente utilizadas pelo avaliador
pode dar-nos indicac¸o˜es sobre quais as caracter´ısticas mais relevantes; etc. A possi-
bilidade de testar o CAA em tarefas objectivas, antes de atacarmos tarefas como o
ju´ızo este´tico, que envolvem crite´rios subjectivos, e´ um recurso precioso do ponto de
vista do desenvolvimento.
Para ale´m deste tipo de tarefa de identificac¸a˜o, podemos testar a capacidade de
descriminar entre: um conjunto de obras mundialmente reconhecidas, de diferentes
autores e estilos; e um conjunto de obras criadas por autores novatos, pessoas sem
formac¸a˜o ou inclinac¸a˜o art´ıstica, criadas aleatoriamente, etc. Em princ´ıpio, tarefas
deste ge´nero devera˜o dar boas indicac¸o˜es sobre a capacidade do CAA efectuar jul-
gamentos este´ticos, nomeadamente, sobre a suficieˆncia das caracter´ısticas recolhidas
pelo extractor para este tipo de tarefa, e da capacidade do avaliador efectuar ju´ızos
com base nelas. Note-se que, no fundo, continua a ser uma tarefa de identificac¸a˜o,
totalmente objectiva, mas que se aproxima do segundo n´ıvel de validac¸a˜o onde se
considera o ju´ızo este´tico.
Neste segundo n´ıvel, Avaliac¸a˜o Esta´tica, a tarefa do CAA e´ determinar o valor
este´tico de um conjunto de obras de arte previamente avaliadas (tipicamente por
humanos). A maior dificuldade na conduc¸a˜o deste tipo de teste e´, provavelmente, a
construc¸a˜o de um conjunto de treino de obras de arte, consistentemente avaliadas e
representativas.
Tipicamente o treino do CAA requer exemplos positivos e negativos. Curiosa-
mente, a recolha de exemplos negativos acaba por se tornar mais problema´tica que a
recolha de exemplos positivos.
Podemos ver as imagens contidas em museus como exemplos positivos, ja´ que, de
certa forma, e´ esse o papel de um museu: recolher obras artisticamente relevantes.
Infelizmente ningue´m se dedicou a` recolha exaustiva daquilo que na˜o e´ esteticamente
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relevante. Podemos considerar imagens criadas sem qualquer objectivo este´tico, sera´
especta´vel que estas tenham globalmente um menor valor este´tico. No entanto, isso
ainda deixa de lado um vasto conjunto de imagens desprovidas de qualquer valor
este´tico.
Se considerarmos o conjunto de todas as imagens de determinada resoluc¸a˜o, ape-
nas uma ı´nfima percentagem sera´ vagamente interessante; a esmagadora maioria das
imagens sa˜o ru´ıdo. Sem perda de generalidade, considere-se o conjunto de todas
as imagens poss´ıveis de 400*400 pixels, em tons de cinzento. Assuma-se, tambe´m,
que 256 valores sa˜o suficientes para descriminar entre os diferentes tons de cinzento
poss´ıveis. Existem assim 21280000 imagens poss´ıveis. Se escolhermos aleatoriamente
um nu´mero suficientemente grande de imagens deste conjunto, por forma a obtermos
uma amostra significativa, podemos estimar a percentagem de imagens ‘vagamente
interessantes”. Contudo, escolher aleatoriamente uma destas imagens e´ exactamente
o mesmo que seleccionar aleatoriamente o valor de cada um dos seus pixels. Conforme
e´ o´bvio, se seleccionarmos aleatoriamente valores para os 160000 de uma imagem, o
que se obte´m e´ uma imagem totalmente aleato´ria, i.e., ru´ıdo. Por outras palavras, a
percentagem de imagens “vagamente interessantes” – i.e., que sa˜o diferencia´veis de
ru´ıdo – e´ aproximadamente zero, e encontrar uma destas imagens sera´ muito mais
complicado do que encontrar uma agulha num palheiro.
Apesar de haver inu´meras formas de criar imagens interessantes, este conjunto de
imagens acaba por ter dimenso˜es reduzidas quando comparado com o conjunto de
todas as imagens poss´ıveis. Desta forma, torna-se muito mais complexo caracterizar
aquilo que na˜o e´ interessante do que aquilo que o e´.
Para criar um conjunto de treino, tambe´m e´ poss´ıvel recorrer a ferramentas de arte
generativas ou evoluciona´rias, o que permite a recolha de um grande nu´mero de obras
em tempo razoa´vel. No entanto, a consisteˆncia de avaliac¸a˜o depende da disciplina
do utilizador, e o conjunto so´ sera´ representativo das obras tipicamente criadas pelo
sistema. Adicionalmente, o grau de correlac¸a˜o entre as pec¸as criadas pode ser muito
elevado, o que afecta a generalidade dos resultados.
Outra opc¸a˜o e´ diminuir o aˆmbito da aplicac¸a˜o do CAA. Por exemplo, tentar criar
um CAA que avalia obras de acordo com determinado estilo. Assim, a tarefa deixa de
ser a de efectuar um ju´ızo este´tico gene´rico, passando a ser a de verificar a consonaˆncia
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da obra com determinado estilo. Isto resulta numa tarefa que se assemelha a`s de
identificac¸a˜o, e que consequentemente implica uma menor subjectividade.
A ana´lise dos resultados experimentais pode levantar desafios interessantes. Por
exemplo, e´ necessa´rio garantir que o CAA esta´ efectivamente a executar a tarefa
esperada, e na˜o a explorar uma deficieˆncia dos conjuntos de treino. Teller & Veloso
[1996] apresentaram um sistema para reconhecimento de faces que obtia resultados
elevados. No entanto, a ana´lise dos mesmos revelou que o sistema na˜o estava a
reconhecer faces mas sim os escrito´rios nos quais as fotografias foram tiradas.
A utilizac¸a˜o do CAA para atribuir aptida˜o aos indiv´ıduos gerados atrave´s de uma
ferramenta de arte evoluciona´ria pode ajudar a detectar este tipo de situac¸a˜o. Ti-
picamente, os algoritmos evoluciona´rios sa˜o excelentes detectores de deficieˆncias na
func¸a˜o de aptida˜o [Spector & Alpern 1994]. Podemos verificar se a ferramenta evo-
luciona´ria e´ capaz de gerar pec¸as anormalmente avaliadas pelo CAA. Esta estrate´gia
tambe´m podera´ ser u´til noutros n´ıveis de validac¸a˜o.
O n´ıvel de Avaliac¸a˜o Esta´tica levanta va´rias dificuldades, tanto no que diz respeito
a` construc¸a˜o dos conjuntos de treino e teste, como no que diz respeito a` ana´lise dos
resultados experimentais. E´, no entanto, um passo necessa´rio na validac¸a˜o dos CAA.
O u´ltimo passo da metodologia de Validac¸a˜o proposta e´ a Avaliac¸a˜o Dinaˆmica.
A este n´ıvel o valor de uma obra de arte depende, adicionalmente, do contexto (ou
contextos) cultural(is) em que se insere. Consequentemente, o CAA tem que adaptar
as suas avaliac¸o˜es em func¸a˜o das mudanc¸as do ambiente circundante. Por outras
palavras, o seu comportamento tem que ser socialmente adequado.
Para executar este n´ıvel de validac¸a˜o propomos a utilizac¸a˜o do paradigma “Hy-
brid Society” [Romero, Machado, Santos & Santos 2006]. A “Hybrid Society” pode
ser visto como um sistema multi-agente, inspirado em abordagens de Vida Artificial.
Um dos factores de relevo e´ o facto de prever a existeˆncia de agentes Humanos e
Artificiais, estando ambos sujeitos a`s mesmas regras e limitac¸o˜es. Neste sentido o
modelo implementa uma sociedade h´ıbrida e igualita´ria. O sucesso de um agente de-
pende da forma como as suas acc¸o˜es sa˜o vistas pelos restantes membros da sociedade.
Adicionalmente, a “Hybrid Society” inclui mecanismos que permitem a criac¸a˜o de
“grupos de interesse” ou, se preferirmos, sub-sociedades. Desta forma, a integrac¸a˜o
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de um CAA numa sociedade h´ıbrida, contendo criadores e cr´ıticos, humanos e arti-
ficiais, permitira´ analisar a forma como este se adapta a`s tendeˆncias emergentes da
interacc¸a˜o entre os diferentes elementos da sociedade.
Do ponto de vista pra´tico, a validac¸a˜o dinaˆmica requer a existeˆncia de agentes hu-
manos, eventualmente em grande nu´mero, o que dificulta a tarefa de experimentac¸a˜o.
No entanto, o desenvolvimento de CAAs capazes de se integrarem e adaptarem a um
ambiente dinaˆmico, abre caminho para uma grande diversidade de aplicac¸o˜es.
A metodologia de validac¸a˜o proposta pretende encontrar um compromisso entre
tarefas objectivas e facilmente automatiza´veis, e tarefas subjectivas e que requerem
a intervenc¸a˜o humana. A ideia e´ que os primeiros n´ıveis de validac¸a˜o permitam o
desenvolvimento de mo´dulos de extracc¸a˜o e avaliac¸a˜o robustos. Assim, quando pas-
samos para n´ıveis de validac¸a˜o mais avanc¸ados, ja´ existe um grau de certeza razoa´vel
sobre as reais capacidades dos diferentes mo´dulos, e do pro´prio sistema.
Finalmente, dependendo dos objectivos espec´ıficos de determinado CAA, certos
n´ıveis de validac¸a˜o podem ser ignorados.
9.2 Extractor de Caracter´ısticas
Nesta secc¸a˜o descrevemos os extractores de caracter´ısticas empregues nas experieˆncias
realizadas no domı´nio musical e visual. Estes mo´dulos esta˜o em desenvolvimento
cont´ınuo, atrave´s da adic¸a˜o de novas caracter´ısticas.
Na actual fase de desenvolvimento, o extractor para o domı´nio musical atingiu
uma certa estabilidade, enquanto que o do visual e´, essencialmente, um proto´tipo.
Embora ambos resultem de um trabalho de investigac¸a˜o conjunta, o Dr. Bill Manaris
e´ o principal responsa´vel pelo desenvolvimento do extractor musical. Por esse facto, e
tambe´m por este extractor ja´ ter sido descrito com algum detalhe (ver, p.ex., Manaris
et al. [2005], Manaris et al. [2005]), a descric¸a˜o aqui apresentada sera´ sucinta.
No que diz respeito ao extractor do domı´nio visual, existem desenvolvimentos
recentes que ainda na˜o foram alvo de publicac¸a˜o, o que implica um maior grau de
detalhe na descric¸a˜o.
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9.2.1 Mu´sica
O extractor musical recorre a um conjunto de me´tricas baseadas na lei de Zipf [Zipf
1949], sendo aplicado a pec¸as musicais codificadas no formato MIDI.
Informalmente, a lei de Zipf descreve as propriedades de escala e proporc¸a˜o en-
contradas em diversos feno´menos. Na sua forma mais sucinta, e´ expressa em termos
da frequeˆncia de ocorreˆncia de eventos, como se segue:
F ∼ r−a , (9.2.1)
onde F e´ a frequeˆncia de ocorreˆncia de um evento num feno´meno; r, rank, e´ a sua
posic¸a˜o numa lista ordenada em func¸a˜o da frequeˆncia; e a e´ aproximadamente igual
a 1. Por exemplo, podemos contar a frequeˆncia de ocorreˆncia de palavras num texto,
e ordenar a lista de palavras em func¸a˜o da frequeˆncia de ocorreˆncia. A palavra mais
frequente tera´ r=1, a segunda mais frequente r=2, e assim sucessivamente. O que a
lei de Zipf nos diz e´ que a frequeˆncia de ocorreˆncia e´, aproximadamente, inversamente
proporcional a` ordem. Isto e´, se a palavra mais frequente ocorrer, p.ex., 6000 vezes, a
segunda mais frequente ocorrera´ aproximadamente 3000 vezes (1/2), a terceira 2000
vezes (1/3), etc. Outra formulac¸a˜o da lei de Zipf e´:
P (f) ∼ 1/fn , (9.2.2)
onde P (f) representa a probabilidade de ocorreˆncia de um evento de ordem f , e n
e´ aproximadamente 1. Ou seja, a lei de Zipf e´ um caso particular de uma lei de
poteˆncia.
As distribuic¸o˜es de Zipf foram encontradas numa grande diversidade de feno´menos
naturais e artificiais [Schroeder 1991; Bak 1996; Adamic & Huberman 2001].
No caso da mu´sica podemos estudar a distribuic¸a˜o de va´rios feno´menos musicais,
tais como notas, durac¸a˜o de notas, intervalos melo´dicos, etc. Por exemplo, con-
siderando a pec¸a de Chopin Revolutionary Etude, contando os diferentes intervalos
melo´dicos, e trac¸ando o gra´fico contagem vs. ordem numa escala logar´ıtmica (em am-
bos os eixos) obtemos o gra´fico apresentado na figura 9.2a. Seguidamente calcula-se,
o declive da linha de tendeˆncia – i.e., o valor de n na fo´rmula 9.2.2 – e a variabilidade
dos pontos em relac¸a˜o a` linha de tendeˆncia, R21.
1R2 ∈ [0, 1]. Um valor de R2 igual a um indica que todos os pontos esta˜o sobre a linha de
tendeˆncia.
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Figure 1.  (a) The rank-frequency distribution of melodic intervals for Chopin’s 
“Revolutionary Etude,” Op. 10 No. 12 in C minor.  
                (b) The rank-frequency distribution of chromatic-tone distance for Bach’s 
Orchestral Suite No.3 in D, movement no. 2, “Air on the G String,” BWV 1068.   
            
 
a) b)
Figura 9.2: (a) Distribuic¸a˜o ordem-frequeˆncia dos intervalos melo´dicos para “Revo-
lutionary Etude, Op. 10 No. 12 in C minor” de Chopin. (b) Distribuic¸a˜o ordem-
frequeˆncia da distaˆncia cro a´tica entre tons para “Orchestral Suite No.3 in D, mo-
vement no. 2, Air on the G String” de Bach.
As Caracter´ısticas
Consideramos 40 caracter´ısticas musicais. Cada uma resulta em dois valores reais:
• o declive da linha de tendeˆncia;
• a correlac¸a˜o linear com a linha de tendeˆncia, R2.
Podemos dividir estas caracter´ısticas em dois grandes grupos: Simples e Fractais.
As me´tricas simples medem a proporc¸a˜o global de um evento, de forma semelhante
a` que foi descrita anteriormente para a frequeˆncia de ocorreˆncia de palavras num texto.
Presentemente, consideramos 20 me´tricas simples (Tabela 9.1).
Por considerarem a pec¸a como um todo, as me´tricas simples teˆm algumas li-
mitac¸o˜es. Por exemplo, e´ poss´ıvel que a pec¸a enquanto um todo siga uma distri-
buic¸a˜o de Zipf, mas que existam porc¸o˜es dessa pec¸a (de dimensa˜o considera´vel) que
na˜o seguem esta distribuic¸a˜o. Para colmatar esta deficieˆncia, consideramos me´tricas
“fractais”.
Cada me´trica simples possui uma me´trica fractal correspondente. Uma me´trica
simples calcula a distribuic¸a˜o de Zipf de um atributo a n´ıvel global. A me´trica frac-
tal correspondente calcula a auto-semelhanc¸a desta distribuic¸a˜o. Isto e´, captura, a
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Metric Distribution of:
Pitch the 128 MIDI pitches
Chromatic tone the 12 chromatic tones
Duration note durations (absolute duration in seconds)
Pitch duration pitch durations
Chromatic-tone duration chromatic tone durations
Pitch distance length of time intervals between note (pitch) repetitions
Chromatic-tone distance length of time intervals between note repetitions
Harmonic interval harmonic intervals within chord
Harmonic consonance harmonic intervals within chord based on theoretic conso-
nance
Melodic interval melodic intervals within voice
Harmonic-melodic interval harmonic and melodic intervals
Harmonic bigrams adjacent harmonic interval pairs
Melodic bigrams adjacent melodic interval pairs
Melodic trigrams adjacent melodic interval triplets
Higher-order intervals higher orders of melodic intervals; first-order metric captu-
res change between melodic intervals; second-order metric
captures change between first-order intervals, and so on up
to sixth order
Tabela 9.1: Me´tricas simples [Manaris et al. 2005].
va´rios n´ıveis de granularidade, quantas subdiviso˜es da pec¸a exibem a mesma distri-
buic¸a˜o que a pec¸a possui. Por outras palavras, calcula-se a dimensa˜o fractal da pec¸a
relativamente a determinado atributo, utilizando a te´cnica de contagem de caixas2
(ver, p.ex., Barnsley [1993]). Tal como acontece para as me´tricas simples, o ca´lculo
da dimensa˜o fractal resulta num declive (dimensa˜o fractal) e numa correlac¸a˜o linear.
Para alem destas 40 me´tricas, consideramos tambe´m o nu´mero de notas presentes na
pec¸a, o que resulta num total de 81 valores.
9.2.2 Artes Visuais
Conforme referimos anteriormente, o Extractor de Caracter´ısticas do domı´nio visual
esta´ em desenvolvimento. Comec¸amos por apresentar a versa˜o inicial deste extrac-
tor, que foi empregue em grande parte dos testes. Posteriormente, descrevemos as
caracter´ısticas adicionadas recentemente.
2Box-Counting.
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Figura 9.3: Particionamento da Imagem.
Versa˜o Inicial
A versa˜o inicial inclui dois tipos de estimativa de complexidade, baseados na com-
pressa˜o JPEG e fractal, ja´ mencionados anteriormente (Cap´ıtulo 8). Conforme re-
ferido, a complexidade e´ estimada atrave´s do ra´cio entre o erro rms e a taxa de
compressa˜o. Estas estimativas sa˜o calculadas para treˆs n´ıveis de detalhe. Para o
efeito, estabelecem-se diferentes limites ma´ximos para o erro por pixel.
Apo´s considerarmos a imagem globalmente, esta e´ dividida nos seus canais de
grau, saturac¸a˜o e luminosidade (HSL), sendo as estimativas calculadas para cada um
dos canais. Adicionalmente, tambe´m e´ calculado, para cada canal: o valor me´dio, o
desvio padra˜o, o declive da linha de tendeˆncia da distribuic¸a˜o de zipf e a correlac¸a˜o
linear com a linha de tendeˆncia (R2).
Este processo resultaria num total de 36 me´tricas, seis para a imagem, e dez
para cada um dos treˆs canais. Como e´ redundante aplicar a compressa˜o fractal
individualmente aos canais e a` imagem, e´ apenas aplicada aos canais, obtendo-se
assim 33 me´tricas.
A natureza destas estimativas pode induzir em erro. Por exemplo, a complexidade
de uma imagem com 3 quadrantes em branco e um quadrante aleato´rio, podera´ ser
semelhante a` de uma imagem com uma distribuic¸a˜o mais equilibrada de detalhe. Com
o objectivo de obter uma melhor noc¸a˜o da distribuic¸a˜o das caracter´ısticas consideradas
pelas diferentes zonas, particionamos a imagem em cinco regio˜es de igual dimensa˜o:
os quatro quadrantes; um rectaˆngulo central sobreposto (figura 9.3).
As caracter´ısticas consideradas sa˜o calculadas para cada uma destas regio˜es. Desta
forma, obte´m-se um total de 198 me´tricas (33 para a imagem, 33*5 para as partic¸o˜es).
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Versa˜o Actual
Para ale´m das caracter´ısticas ja´ referidas, a versa˜o actual do extractor considera a:
• dimensa˜o fractal;
• dimensa˜o fractal das arestas;
• dimensa˜o fractal das arestas horizontais;
• dimensa˜o fractal das arestas verticais.
Tal como anteriormente, cada uma destas caracter´ısticas resulta em dois valores,
a dimensa˜o fractal e a correlac¸a˜o linear com a linha de tendeˆncia. As me´tricas sa˜o
aplicadas aos canais da imagem e a`s suas partic¸o˜es. Presentemente apenas aplica-
mos estas me´tricas ao canal de luminosidade, visto que opta´mos por nos centrar nas
questo˜es relativas a` forma.
A dimensa˜o fractal e´ calculada de forma semelhante a` utilizada por Taylor, Mi-
colich & Jonas [1999]: a imagem correspondente ao canal em questa˜o (ou partic¸a˜o
do canal) e´ convertida numa imagem a preto e branco; recorre-se ao me´todo de con-
tagem de caixas para estimar a dimensa˜o fractal. Para calcular a dimensa˜o fractal
das arestas: aplica-se um filtro de Sobel (ver, p.ex., Kittler [1983]) para detectar as
arestas em questa˜o; calcula-se a dimensa˜o fractal da imagem resultante.
Como e´ evidente, o conjunto de caracter´ısticas consideradas, tanto no domı´nio
musical como no visual, e´ apenas um sub-conjunto das caracter´ısticas eventualmente
relevantes. Existem planos para integrar outro tipo de caracter´ısticas, no entanto,
ainda na˜o houve oportunidade de o fazer3.
9.3 Avaliadores
Os mo´dulos de avaliac¸a˜o foram implementados atrave´s de redes neuronais. Apesar
de terem sido testadas arquitecturas distintas, as redes neuronais utilizadas nas ex-
perieˆncias descritas neste Cap´ıtulo possuem uma arquitectura feedforward, com uma
3Por exemplo, experieˆncias preliminares, utilizando caracter´ısticas baseadas em wavelets, indicam
que estas sa˜o relevantes na descriminac¸a˜o entre autores. No entanto, a integrac¸a˜o deste tipo de
caracter´ısticas no extractor tem sido adiada devido a` existeˆncia de outras tarefas mais prementes.
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camada escondida. O nu´mero de neuro´nios na camada de entrada e´ igual ao nu´mero
de caracter´ısticas consideradas. O nu´mero de neuro´nios na camada de sa´ıda depende
tambe´m da experieˆncia em questa˜o.
Por exemplo, nas tarefas de identificac¸a˜o o nu´mero de neuro´nios e´ igual ao nu´mero
de autores ou estilos considerados. Assim, se a tarefa em questa˜o implicar a discri-
minac¸a˜o entre cinco autores, teremos 5 neuro´nios na camada de sa´ıda. Uma sa´ıda de
[1,0,0,0,0] indica que o primeiro compositor e´ o autor da obra, uma sa´ıda de [0,1,0,0,0]
que o autor e´ o segundo, e assim sucessivamente. De forma gene´rica, o neuro´nio com
maior grau de activac¸a˜o indica o autor seleccionado. Os padro˜es de treino sa˜o criados
de forma similar, valores de zero para os neuro´nios que na˜o correspondem aos autores
da pec¸a, e um para o que corresponde ao autor.
As redes foram treinadas atrave´s do algoritmo de retro-propagac¸a˜o, a func¸a˜o
log´ıstica foi utilizada como func¸a˜o de activac¸a˜o, e recorreu-se a aplicac¸a˜o SNNS [Zell
et al. 2003] para o treino. Utiliza´mos uma taxa de aprendizagem de 0.2 e um momento
de 0. Os valores resultantes dos extractores de caracter´ısticas foram normalizados e
os pesos da rede inicializados aleatoriamente no intervalo [-1,1].
9.4 Resultados em Tarefas de Identificac¸a˜o
Para treinar e testar as redes neuronais recolhemos um conjunto de pec¸as musicais e
de obras de arte.
Nas tarefas de identificac¸a˜o de autor no domı´nio musical utilizamos um total de
741 pec¸as, compostas por cinco autores distintos: Scarlatti (50 pec¸as), Purcell (75),
Bach (149), Chopin (291) e Debussy (176). Nas tarefas de identificac¸a˜o de estilo
musical utilizamos 808 pec¸as dos seguintes estilos: Barroco (151), Cla´ssico (111),
Jazz (109), Moderno (26), Renascimento (125), Rock (193), Romantismo (93).
Nas tarefas de identificac¸a˜o de autor no domı´nio visual, usamos 802 obras de arte
da autoria de: Goya (98), Monet (153), Gauguin (93), Van Gogh (122), Kandinsky
(81), Picasso (255).
Os ficheiros originais possuiam resoluc¸o˜es distintas, o que poderia afectar os re-
sultados experimentais. Para evitar este problema, o extractor de caracter´ısticas
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reduz as imagens a uma dimensa˜o standard (neste caso 512*512) antes de calcular as
diferentes me´tricas.
Os conjuntos de treino foram criados seleccionando, aleatoriamente, 75% ou 85%
das obras de cada autor, constituindo as restantes o conjunto de teste.
9.4.1 Mu´sica
Os resultados experimentais obtidos nas tarefas de identificac¸a˜o de autor foram apre-
sentados em Machado et al. [2003] e Machado et al. [2004], pelo que apresentaremos
apenas um resumo dos mesmos.
Na tabela 9.2 apresentamos os resultados obtidos na tarefa de discriminac¸a˜o entre
os seis autores considerados. Conforme se pode observar, quando se utilizam as 81
me´tricas, as taxas de sucesso rondam os 95%.
Na tentativa de identificar as me´tricas mais relevantes, analisamos os pesos associ-
ados a`s ligac¸o˜es das diferentes me´tricas, reduzindo assim o nu´mero de caracter´ısticas
utilizadas como entrada da rede para 30 e, posteriormente, para 15. Os resultados
experimentais mostram alguma reduc¸a˜o de performance. Utilizando 15 me´tricas ob-
tivemos uma taxa de sucesso me´dia de 87.5%, usando 30 de 93.2%. No entanto, o
me´todo de selecc¸a˜o das caracter´ısticas a manter e´ fal´ıvel, pelo que e´ inteiramente
poss´ıvel que existam sub-conjuntos de me´tricas que produzam melhores resultados.
A ana´lise dos erros efectuados pela rede revela que Bach foi o autor mais facilmente
reconhec´ıvel, sendo os trabalhos de Debussy os mais dif´ıceis de classificar (para uma
ana´lise mais detalhada consultar Machado et al. [2003] e Machado et al. [2004]).
De forma global, os resultados obtidos em tarefas de identificac¸a˜o de estilo con-
firmam os obtidos na identificac¸a˜o de autores. Embora a me´dia seja ligeiramente
inferior, estes resultados confirmam os anteriores, obtendo-se, para as melhores con-
figurac¸o˜es, taxas de sucesso pro´ximas de 95%.
Tal como anteriormente, fizemos uma ana´lise dos pesos das ligac¸o˜es, por forma a
identificar caracter´ısticas relevantes. Para o efeito consideraram-se as configurac¸o˜es
que usam a totalidade das me´tricas, que obtiveram melhores resultados. O somato´rio
do valor absoluto dos pesos das ligac¸o˜es permitiu criar um ordenamento das me´tricas
273
Cap´ıtulo 9. Cr´ıticos de Arte Artificiais
Conjunto
de Treino
Padro˜es
de Teste
Arquitectura Ciclos Erros
% de
Sucesso
MSE
Treino Teste
85% 106
81-6-5
10000 6 94.4% 0.00005 0.07000
4000 6 94.4% 0.0032 0.1090
30-6-5 10000 7 93.4% 0.0031 0.1287
15-6-5 10000 15 85.9% 0.0113 0.2610
81-12-5
10000 6 94.4% 0.0031 0.1100
4000 5 95.3% 0.0032 0.1020
30-12-5 10000 10 90.6% 0.0034 0.1283
15-12-5 10000 13 87.8% 0.0095 0.2525
70% 217
81-6-5
10000 11 95.0% 0.0038 0.0907
4000 11 95.0% 0.0019 0.1065
30-6-5 10000 14 93.6% 0.0038 0.1083
15-6-5 10000 23 89.5% 0.0251 0.1965
81-12-5
10000 14 93.6% 0.0019 0.1419
4000 11 95.0% 0.0038 0.0945
30-12-5 10000 11 95.0% 0.0019 0.0877
15-12-5 10000 29 86.7% 0.0211 0.2345
Tabela 9.2: Resultados experimentais na tarefa de discriminac¸a˜o entre seis autores.
que, em princ´ıpio, estara´ correlacionado com a relevaˆncia das mesmas. Os resultados
deste ordenamento foram utilizados para reduzir o nu´mero de entradas para a rede
neuronal. Adicionalmente, foi identificado um conjunto de 23 me´tricas, empregues por
todas as redes consideradas, o que indica a sua relevaˆncia para a tarefa em questa˜o.
Na Tabela 9.3 apresentamos uma s´ıntese dos resultados obtidos nesta tarefa4.
Na figura 9.4 apresentamos os valores me´dios das taxas de sucesso em func¸a˜o
do nu´mero de me´tricas consideradas. Conforme se pode observar, a degradac¸a˜o de
performance e´ suave, o que indica que as me´tricas identificadas como mais relevantes
pela nossa ana´lise sa˜o suficientes para a presente tarefa. Ao reduzirmos o nu´mero
de me´tricas de 25 para 20, o decre´scimo de performance e´ mais significativo, o que
tambe´m e´ consistente com a ana´lise efectuada.
A ana´lise dos erros de classificac¸a˜o efectuados pelas diferentes redes neuronais,
para conjuntos de treino constitu´ıdos por 85% das pec¸as, revela que os estilos com
maiores percentagens me´dias de erro sa˜o o moderno (25%) e o romaˆntico (8.57%).
Considerando as experieˆncias realizadas com conjuntos de treino constitu´ıdos por 70%
das pec¸as, os estilos moderno (27,5%) e romaˆntico(15%) continuam a ser os menos
4Por razo˜es de espac¸o, os resultados apresentados sa˜o referentes a apenas um subconjunto das
experieˆncias realizadas.
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Conjunto
de Treino
Padro˜es
de Teste
Arquitectura Ciclos Erros
% de
Sucesso
MSE
Treino Teste
85% 122
81-12-7
10000 8 93,4 % 0,0020 0,1122
5000 8 93,4 % 0,0023 0,1259
30-12-7
10000 7 94,2 % 0,0115 0,1146
5000 10 91,8 % 0,0129 0,1423
25-12-7
10000 6 95,0 % 0,0176 0,1266
5000 12 90,1 % 0,0182 0,1580
15-12-7 10000 18 85,2 % 0,0757 0,2199
81-6-7 10000 9 92,6 % 0,0033 0,1097
30-6-7 10000 9 92,6 % 0,0121 0,1427
25-6-7 10000 9 92,6 % 0,0471 0,1252
15-6-7 10000 17 86,0 % 0,1337 0,2346
81-20-7
10000 7 94,2 % 0,0017 0,1048
50000 6 95,0 % 0,0015 0,1057
30-20-7
10000 7 94,2 % 0,0064 0,1365
50000 9 92,6 % 0,0062 0,1334
25-20-7
10000 10 91,8 % 0,0102 0,1453
50000 12 90,1 % 0,0088 0,1619
15-20-7
10000 13 89,3 % 0,0336 0,1787
50000 11 90,9 % 0,0237 0,1472
70% 245
81-12-7
10000 16 93,4 % 0,0022 0,1210
50000 12 95,0 % 0,0019 0,1034
30-12-7
10000 20 91,7 % 0,0121 0,1334
50000 16 93,4 % 0,0098 0,1198
25-12-7
10000 25 89,7 % 0,0176 0,1697
50000 14 94,2 % 0,0177 0,1413
15-12-7
10000 28 88,4 % 0,0563 0,2086
50000 47 80,6 % 0,0671 0,3069
81-6-7 10000 19 92,1 % 0,0031 0,1288
30-6-7 10000 23 90,5 % 0,0311 0,1654
25-6-7 10000 33 86,4 % 0,0605 0,1938
15-6-7 10000 42 82,7 % 0,1445 0,2925
81-20-7
10000 17 93,0 % 0,0018 0,1140
50000 16 93,4 % 0,0025 0,1154
30-20-7
10000 24 90,1 % 0,0075 0,1563
50000 18 92,5 % 0,0064 0,1427
25-20-7
10000 22 90,9 % 0,0102 0,1532
50000 19 92,1 % 0,0094 0,1302
15-20-7
10000 36 85,1 % 0,0339 0,2462
50000 27 88,8 % 0,0209 0,1998
Tabela 9.3: S´ıntese dos resultados experimentais na tarefa de identificac¸a˜o de estilo.
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Figura 9.4: Me´dias da taxa de sucesso em func¸a˜o do nu´mero de entradas.
identifica´veis.
Estes resultados eram inteiramente previs´ıveis, visto que sa˜o os dois estilos para os
quais usamos um menor nu´mero de pec¸as, pelo que o conjunto de treino sera´ tendenci-
almente menos representativo. Note-se, tambe´m, que a distinc¸a˜o entre estilos envolve
alguma subjectividade. Nas experieˆncias efectuadas recorremos a` classificac¸a˜o das
pec¸as presente nos “Classical Music Archives”5, que foi a fonte dos ficheiros MIDI
utilizados. Apesar de esta classificac¸a˜o ser eventualmente questiona´vel, globalmente
traduz a forma como os utilizadores classificam as diferentes pec¸as musicais. Conse-
quentemente, os resultados experimentais aqui apresentados traduzem a capacidade
do CAA aprender a efectuar classificac¸o˜es semelhantes.
Uma descric¸a˜o da totalidade das experieˆncias realizadas, e uma ana´lise detalhada
dos resultados obtidos sera´ alvo de publicac¸a˜o num futuro pro´ximo.
9.4.2 Artes Visuais
Antes de apresentarmos os resultados obtidos na tarefa de identificac¸a˜o de autores,
conve´m fazer alguns comenta´rios relativamente ao conjunto de obras consideradas.
Com excepc¸a˜o de Gauguin e Van Gogh, usualmente considerados po´s-impressionistas,
os pintores em questa˜o sa˜o usualmente classificados como pertencendo a diferentes
movimentos art´ısticos.
5www.classicalarchives.com
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Conjunto
de Treino
Padro˜es
de Teste
Arquitectura Ciclos Erros
% de
Sucesso
MSE
Treino Teste
85% 120
198-6-6 10000 9 92.5% 0.00589 0.13879
198-12-6 10000 4 96.7% 0.00299 0.09533
148-12-6 10000 6 95.0% 0.00002 0.08357
124-12-6 10000 6 95.0% 0.00297 0.06601
99-12-6 10000 10 91.7% 0.00737 0.12137
70% 241
198-6-6 10000 22 90.9% 0.00537 0.15199
198-12-6 10000 17 93.0% 0.00359 0.15364
148-12-6 10000 14 94.2% 0.00182 0.12319
124-12-6 10000 16 93.4% 0.00361 0.11943
99-12-6 10000 14 94.2% 0.00360 0.09729
Tabela 9.4: S´ıntese dos resultados experimentais na tarefa de discriminac¸a˜o entre seis
pintores.
Contudo, todos eles produziram quadros de estilos radicalmente diferentes daque-
les que os popularizaram. Ou seja, ha´ quadros de Picasso, Van Gogh, Kandinsky, etc.
que dificilmente sera˜o reconhec´ıveis como pertencendo a estes autores, a menos que o
cr´ıtico em questa˜o (humano ou artificial) seja um conhecedor profundo da sua obra.
Como e´ evidente, a existeˆncia de quadros at´ıpicos levanta problemas se´rios para
os nossos CAAs. Do ponto de vista experimental poder´ıamos ter seguido va´rios
rumos distintos: fazer uma pre´-ana´lise das obras e excluir os quadros at´ıpicos; criar
manualmente os conjuntos de treino e teste por forma a garantir uma boa cobertura
da produc¸a˜o art´ıstica dos diferentes autores; etc.
Na˜o pondo em causa a validade destas e outras opc¸o˜es, considera´mos que seguir
este tipo de abordagem poderia introduzir um enviesamento dos resultados experi-
mentais. Ou seja, apesar de estarmos cientes do problema, opta´mos por “ignora´-lo”,
e os conjuntos de treino e de teste foram criados de forma inteiramente aleato´ria.
Adicionalmente, ha´ autores que produziram diferentes variantes do mesmo qua-
dro. Por exemplo, Claude Monet era conhecido por pintar a mesma cena em diferen-
tes condic¸o˜es de iluminac¸a˜o6. Da mesma forma que a presenc¸a de quadros at´ıpicos
dificulta a tarefa do CAA, a presenc¸a de variac¸o˜es do mesmo tema facilita, eventual-
mente, a tarefa. Tal como anteriormente, e pela mesma ordem de razo˜es, esta questa˜o
foi “ignorada”.
6As se´ries de quadros que teˆm como sujeitos a ponte de Waterloo e a catedral de Rouen sa˜o,
provavelmente, os exemplos mais conhecidos.
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Na tabela 9.4 apresentamos os resultados experimentais obtidos na tarefa de dis-
criminac¸a˜o entre os seis autores considerados. Conforme anteriormente, atrave´s da
ana´lise dos pesos das ligac¸o˜es, reduzimos o nu´mero de caracter´ısticas de 198 ate´ 99.
Tal como a ana´lise dos resultados experimentais apresentados na tabela 9.4 revela,
tal na˜o implicou uma degradac¸a˜o significativa dos resultados. De facto, para algumas
configurac¸o˜es, a eliminac¸a˜o de caracter´ısticas conduziu a uma melhoria dos resultados
experimentais. Isto indica que algumas das caracter´ısticas consideradas teˆm pouca
relevaˆncia. Mais propriamente, a forma como o extractor de caracter´ısticas esta´ cons-
tru´ıdo implica um certo grau de redundaˆncia entre caracter´ısticas. A existeˆncia de
caracter´ısticas pouco relevantes ou redundantes pode conduzir a uma menor capaci-
dade de generalizac¸a˜o da rede neuronal7.
A taxa de sucesso me´dia para as experieˆncias com 85% das obras no conjunto de
treino e´ de 94.18%, enquanto a me´dia para aquelas em que foram utilizadas 70% das
obras e´ de 93.14%. Estas taxas de sucesso sa˜o equipara´veis a`s obtidas no domı´nio mu-
sical, e, de certa forma surpreendentes, principalmente se tivermos em considerac¸a˜o
o estado incipiente do extractor de caracter´ısticas, aquando da realizac¸a˜o destas ex-
perieˆncias.
Na Tabela 9.5 apresentamos a “matriz de confusa˜o” relativa ao conjunto de ex-
perieˆncias realizadas. No total das 10 experieˆncias foram cometidos 118 erros de
classificac¸a˜o. Os quadros de Goya foram responsa´veis por 44 destes erros. Por 3
vezes foram classificados como quadros de Monet, 7 como obras de Gauguin, 15 como
obras de Van Gogh, 7 como obras de Kandinsky, e 12 como obras de Picasso. As
obras de Kandinsky sa˜o responsa´veis por 36 erros, sendo frequentemente classificadas
como obras de Van Gogh (15 erros), Picasso (9 erros) e Monet (9 erros). As obras
destes dois autores sa˜o, assim, responsa´veis por 67.8% dos erros de classificac¸a˜o.
Cerca de 20% das obras de Goya e Kandinsky inclu´ıdas no conjunto de teste sa˜o
classificadas incorrectamente (19.9% para Goya, e 19.7% para Kandinsky). Para os
restantes autores, a percentagem de erro e´ inferior a 4% (Monet 3.2%, Gauguin 2.4%,
Van Gogh 3.6%, Picasso 2.1%).
7Note-se que, do ponto de vista estat´ıstico, as diferenc¸as entre configurac¸o˜es, tanto no domı´nio
musical como visual, na˜o sa˜o relevantes, devendo como tal os resultados ser encarados com cuidado.
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Goya - 3 7 15 7 12 44 37.3%
Monet 2 - 3 2 2 2 11 9.3%
Gauguin 1 2 - 1 0 1 5 4.2%
Van Gogh 3 1 1 - 5 0 10 8.5%
Kandinsky 2 9 3 13 - 9 36 30.5%
Picasso 6 2 4 0 0 - 12 10.2%
Total 14 17 18 31 14 24 118 100.0%
Tabela 9.5: Matriz de Confuso˜es.
O facto termos utilizado um nu´mero relativamente pequeno de obras de Kan-
dinsky e Goya pode ter contribu´ıdo para este resultado. No entanto, Gauguin e´ dos
autores mais reconhec´ıveis, apesar de so´ termos empregue 93 obras, o que indica a
existeˆncia de outros factores a tomar em considerac¸a˜o. Adicionalmente, as obras
destes dois autores sa˜o, usualmente, confundidas com as de Van Gogh. Se os erros
de classificac¸a˜o fossem distribu´ıdos de forma uniforme, deviam ser confundidas com
igual frequeˆncia com os restantes autores. Por outro lado, se os erros se distribu´ıssem
proporcionalmente ao nu´mero de instaˆncias de treino, o que tambe´m seria um cena´rio
prova´vel, deveriam ser tendencialmente confundidas com as obras de Picasso, visto
ser o autor para o qual consideramos um maior nu´mero de obras. Ou seja, tudo indica
a existeˆncia de uma explicac¸a˜o mais profunda para os erros cometidos na classificac¸a˜o
das obras destes autores.
A ana´lise do conjunto de obras de Goya consideradas revela uma certa diversidade
na sua produc¸a˜o art´ıstica, mas esta na˜o parece ser o factor determinante. Certas
obras foram restauradas, o que produz diferenc¸as significativas – ao n´ıvel do grau
de detalhe, saturac¸a˜o das cores, etc. – entre estas e obras na˜o restauradas (figura
9.5). Adicionalmente, a existeˆncia de uma larga percentagem de quadros com grandes
a´reas negras tambe´m pode provocar problemas significativos para o nosso extractor de
caracter´ısticas. Note-se que, quando a saturac¸a˜o o luminosidade e´ nula, o grau (hue)
e´ irrelevante. Como tal, nestas situac¸o˜es os me´todos de compressa˜o utilizam o valor
para grau que for mais conveniente, por forma a diminuir o tamanho da codificac¸a˜o,
o que pode deturpar significativamente os valores das me´tricas que consideram este
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Figura 9.5: Duas obras de Goya pertencentes ao conjunto de obras considerado.
canal.
No que diz respeito a`s obras de Kandinsky, a heterogeneidade da produc¸a˜o art´ıstica
deste autor parece ser a principal responsa´vel pelos erros de classificac¸a˜o efectuados.
Na figura 9.6 apresentamos alguns exemplos das obras deste autor consideradas. As
obras apresentadas na linha superior, embora estilisticamente distintas, sa˜o t´ıpicas da
sua produc¸a˜o art´ıstica, existindo um conjunto variado de obras estilisticamente seme-
lhantes. As obras apresentadas na linha inferior sa˜o at´ıpicas e so´ seriam correctamente
classificadas por acidente.
9.5 Trabalho em Curso e Desenvolvimentos Re-
centes
De forma global, os resultados experimentais obtidos, tanto na a´rea musical como
visual, sa˜o promissores, obtendo-se taxas de sucesso elevadas. Estes resultados, espe-
cialmente os obtidos na a´rea visual, devem, no entanto, ser considerados preliminares.
Sera´ necessa´rio um conjunto mais alargado de experieˆncias para confirmar os resul-
tados aqui apresentados.
A ana´lise dos resultados revelou algumas limitac¸o˜es ao n´ıvel dos extractores de
caracter´ısticas.
No domı´nio musical, as me´tricas fractais na˜o se revelaram relevantes no aˆmbito
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Figura 9.6: Quatro obras de Kandinsky pertencentes ao conjunto de obras conside-
rado.
de tarefas de identificac¸a˜o de autor ou de estilo. Embora tal na˜o seja necessaria-
mente um problema, no contexto de uma aplicac¸a˜o de evoluciona´ria, guiada por um
CAA, este tipo de me´tricas e´ necessa´rio. E´, expecta´vel que este tipo de aplicac¸a˜o
consiga, com relativa facilidade, “iludir” as me´tricas simples. Ou seja, o facto de as
me´tricas fractais na˜o serem relevantes na˜o constitui um problema; o facto de, por na˜o
serem relevantes, na˜o terem sido empregues nos testes, implica que a validade destas
me´tricas e´ indeterminada e que, consequentemente, podera˜o na˜o ser suficientes para
evitar soluc¸o˜es indeseja´veis, no aˆmbito de uma aplicac¸a˜o evoluciona´ria.
No que diz respeito ao domı´nio visual, o extractor utilizado nos testes possui li-
mitac¸o˜es claras no que diz respeito a` cor. Parcialmente, este facto esta´ relacionado
com a natureza circular do canal de grau, e com o facto de os valores de saturac¸a˜o e
grau serem, em certas condic¸o˜es, irrelevantes. Existem va´rias soluc¸o˜es poss´ıveis para
este tipo de problema, nomeadamente a transic¸a˜o para outro espac¸o de cor. Adicio-
nalmente, a inclusa˜o de me´tricas espec´ıficas para a cor – medidas de consonaˆncia de
cor, vizinhanc¸a entre cores, etc. – podera´ desempenhar um papel importante.
Embora as questo˜es relativas a` cor sejam relevantes, por uma questa˜o de estrate´gia
281
Cap´ıtulo 9. Cr´ıticos de Arte Artificiais
de desenvolvimento, consideramos mais produtivo focar a nossa atenc¸a˜o nas questo˜es
relacionadas com a forma. Assim, para ale´m das caracter´ısticas ja´ adicionadas rela-
cionadas com a dimensa˜o fractal da imagem e das arestas, ha´ planos para a inclusa˜o,
num futuro pro´ximo, de uma se´rie de caracter´ısticas relacionadas com a forma, que
lidam com aspectos como: distribuic¸a˜o dos pontos de interesse; ana´lise de textura
(atrave´s de wavelets); ana´lise de contornos; distribuic¸a˜o dos espac¸os entre arestas e
contornos; etc.
O particionamento da imagem em cinco blocos resulta num elevado nu´mero de
caracter´ısticas, o que dificulta a ana´lise dos resultados experimentais e a inclusa˜o
de novas caracter´ısticas. Existe tambe´m um certo grau de redundaˆncia (devido a
considerarmos a complexidade a va´rios graus de detalhe), o que levanta o mesmo tipo
de problemas.
No estado actual de desenvolvimento, a necessidade de considerar particionamen-
tos e va´rios graus de detalhe na˜o e´ inteiramente clara. Mais propriamente, embora
seja necessa´rio considerar informac¸a˜o local, por forma a evitar os problemas anteri-
ormente referidos (ver secc¸a˜o 9.2.2), particionar a imagem podera´ na˜o ser a melhor
forma de alcanc¸ar este objectivo. Adicionalmente, a integrac¸a˜o de novas me´tricas,
p.ex. relacionadas com a dimensa˜o fractal, podera´ tornar estas redundantes.
Considerando estes factores nas experieˆncias em curso, relacionadas com tarefas
de ju´ızo este´tico, temos ignorado as me´tricas referentes a` informac¸a˜o de cor8, o que
reduz significativamente o nu´mero de me´tricas. Adicionalmente, as me´tricas relativas
a`s partic¸o˜es so´ sa˜o consideradas quando as restantes se mostram insuficientes.
9.5.1 Resultados Experimentais em Tarefas de Ju´ızo Este´tico
Em Manaris, Romero, Machado, Krehbiel, Hirzel, Pharr & Davis [2005] apresenta-
mos resultados experimentais relacionados com tarefas de ju´ızo este´tico no domı´nio
musical. Estas tarefas fazem parte do segundo n´ıvel, Avaliac¸a˜o Esta´tica, da metodo-
logia de validac¸a˜o proposta. Em Manaris, Machado, McCauley, Romero & Krehbiel
[2005] apresentamos va´rias experieˆncias de controlo, que confirmam os resultados
experimentais apresentados e a sua interpretac¸a˜o.
8Quando necessa´rio as imagens sa˜o previamente convertidas em tons de cinzento.
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Neste estudo treinamos a rede neuronal usando as me´tricas relativas a 12 pec¸as
musicais, em conjunto com as respostas emocionais de 21 sujeitos humanos para cada
uma destas pec¸as.
Enquanto ouviam determinada pec¸a, os sujeitos moviam um cursor num espac¸o
bidimensional. A dimensa˜o horizontal indicava “agradabilidade” enquanto que a ver-
tical indicava “activac¸a˜o”. O sistema registava as posic¸o˜es do cursor uma vez por
segundo.
As diferentes mu´sicas foram divididas em intervalos de tempo de dimensa˜o cres-
cente. Os intervalos comec¸am todos no instante 0:00 e estendem-se em incrementos
de 4 segundos (0:00-0:04, 0:00-0:08, 0:00-0:12, etc.). O extractor de caracter´ısticas
foi aplicado a cada um destes intervalos. Cada vector de caracter´ısticas foi associado
a um vector de sa´ıda desejado – (1,0) indicava “agrada´vel”, (0,1) “desagrada´vel” –
determinado em func¸a˜o da resposta emocional me´dia humana. Este processo resultou
em 210 padro˜es de treino.
Seguidamente realizamos um teste de validac¸a˜o cruzada, com 12 repetic¸o˜es. Em
cada repetic¸a˜o, os padro˜es de treino relativos a uma das pec¸as eram usados para teste,
e os restantes para treino.
Os resultados experimentais foram positivos, obtendo-se uma taxa me´dia de su-
cesso de 98.41%. Para cada padra˜o de teste, a resposta da rede era considerada
correcta se estivesse dentro do desvio padra˜o da me´dia das respostas humanas para o
intervalo de tempo associado. A u´nica pec¸a para a qual a resposta da rede foi inferior
a 100% foi a pec¸a de Berg, “Wozzeck”, para a qual a taxa de sucesso foi de 80.95%.
Para uma ana´lise mais detalhada dos resultados experimentais e identificac¸a˜o das ca-
racter´ısticas mais relevantes, consultar Manaris, Romero, Machado, Krehbiel, Hirzel,
Pharr & Davis [2005] e Manaris, Machado, McCauley, Romero & Krehbiel [2005].
Estes resultados indicam que o conjunto de me´tricas consideradas e´ relevante, na˜o
so´ do ponto de vista da identificac¸a˜o de autor e estilo, mas tambe´m do ponto de vista
da realizac¸a˜o de ju´ızos este´ticos. No entanto, estes resultados dizem respeito a pec¸as
que foram, de certa forma, sancionadas por humanos. Importa, adicionalmente, deter-
minar se este conjunto de me´tricas sera´ suficiente para efectuar ju´ızos este´ticos sobre
mu´sicas geradas computacionalmente, que podera˜o exibir caracter´ısticas totalmente
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distintas.
Para o efeito deu-se in´ıcio ao desenvolvimento da aplicac¸a˜o NEvMuse (Neuro
Evolutionary Music) inspirada no modelo evoluciona´rio empregue no NEvAr. O de-
senvolvimento desta aplicac¸a˜o tem sido liderado pelo Dr. Bill Manaris. Devido ao
seu estado embriona´rio seria prematura a apresentac¸a˜o de resultados experimentais.
No que diz respeito ao domı´nio visual, para ale´m dos testes mencionados no
Cap´ıtulo 8, que envolvem para todos os efeitos tarefas de ju´ızo este´tico, iniciamos
recentemente um conjunto de testes de natureza distinta.
Estes podem ser classificados como uma etapa interme´dia entre os n´ıveis de Iden-
tificac¸a˜o e de Avaliac¸a˜o Esta´tica da metodologia de validac¸a˜o proposta.
De forma sucinta, a abordagem adoptada pode ser descrita como se segue:
Passo 1 - E´ constru´ıdo um conjunto de treino composto por obras de autores famosos
e imagens geradas de forma aleato´ria pelo NEvAr9.
Passo 2 - A rede e´ treinada, para distinguir entre imagens produzidas pelo NEvAr
e obras de arte humana.
Passo 3 - Uma vez treinada a rede e´ utilizada para guiar o processo evoluciona´rio.
A aptida˜o e´ proporcional ao grau de activac¸a˜o do neuro´nio que indica que a
imagem e´ uma obra de arte humana, e inversamente proporcional ao grau de
activac¸a˜o do neuro´nio que indica que a imagem foi produzida pelo NEvAr. Ou
seja, o objectivo e´ evoluir imagens que o CAA classifica como obras de arte
humanas.
Passo 4 - Apo´s um nu´mero pre´-estabelecido de gerac¸o˜es, o algoritmo evoluciona´rio
e´ interrompido. As imagens produzidas durante o processo sa˜o adicionadas ao
conjunto de treino, sendo classificadas como imagens produzidas pelo NEvAr.
Passo 5 - O processo repete-se a partir do passo 2.
A ideia subjacente a este teste e´ a seguinte: durante as primeiras iterac¸o˜es o motor
evoluciona´rio do NEvAr encontra, com relativa facilidade, imagens que induzem com
facilidade o CAA em erro. A` medida que o nu´mero de iterac¸o˜es aumenta, e que o
9Note-se que uma a´rvore criada de forma aleato´ria na˜o resulta, tipicamente numa imagem
aleato´ria, i.e., em ru´ıdo.
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conjunto de treino vai sendo expandido, o CAA aprende a reconhecer certas imagens
como sendo produzidas pelo NEvAr, o que por sua vez dificulta a tarefa do motor
evoluciona´rio, obrigando-o a` descoberta de novas variac¸o˜es estil´ısticas capazes de
iludir o CAA.
Existem dois cena´rios finais poss´ıveis: o NEvAr deixa de conseguir produzir ima-
gens que enganem o CAA; o CAA deixa de conseguir descriminar entre as imagens
do conjunto de treino.
No primeiro cena´rio, tal revelara´, acima de tudo, uma insuficieˆncia do motor evo-
luciona´rio. No segundo caso, ha´ dois sub-cena´rios plaus´ıveis: as obras produzidas pelo
NEvAr sa˜o estilisticamente distintas das humanas, o que revelaria uma insuficieˆncia
ao n´ıvel do CAA; as obras produzidas sa˜o estilisticamente pro´ximas das obras hu-
manas, e consequentemente na˜o e´ razoa´vel esperar que o CAA consiga distinguir
entre ambas. Como e´ evidente, neste segundo cena´rio, a ana´lise dos resultados ex-
perimentais podera´ implicar alguma subjectividade. No entanto, implicitamente, a
dificuldade em distinguir entre os dois sub-cena´rios significaria que foi atingido um
sucesso considera´vel.
Do ponto de vista pra´tico a conduc¸a˜o destas experieˆncias implica um esforc¸o com-
putacional considera´vel, sendo o processo de extracc¸a˜o de caracter´ısticas o principal
responsa´vel pelo mesmo. Optou-se assim por paralelizar o passo 3 do processo, exe-
cutando va´rias instaˆncias do NEvAr em computadores distintos.
Do ponto de vista da implementac¸a˜o, foi necessa´rio fazer a integrac¸a˜o dos mo´dulos
correspondentes ao CAA no NEvAr, o que apesar de na˜o ser uma tarefa complexa se
revelou morosa. Foi tambe´m necessa´rio introduzir uma se´rie de alterac¸o˜es de “baixo
n´ıvel” (p.ex. gravar automaticamente todas as imagens geradas, incluir os scripts de
normalizac¸a˜o de caracter´ısticas utilizados, etc.).
A realizac¸a˜o destes testes tem sido efectuada em colaborac¸a˜o estreita com o Dr.
Juan Romero, e com a sua equipa, sem os quais teria sido imposs´ıvel a sua realizac¸a˜o.
Visto que o teste ainda esta´ em curso, os resultados experimentais sa˜o prelimina-
res, e referidos apenas a t´ıtulo de curiosidade. Nas tabelas 9.6 e 9.7 apresentamos os
indiv´ıduos considerados mais aptos pelo CAA, nas primeiras seis iterac¸o˜es da meto-
dologia acima descrita.
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O CAA empregue na primeira iterac¸a˜o foi treinado com indiv´ıduos gerados aleato-
riamente pelo NEvAr e com quadros famosos. Nas presentes condic¸o˜es experimentais
os indiv´ıduos aleato´rios tendem a gerar imagens pouco complexas. Tal contrasta com
os quadros utilizados que, por norma, teˆm n´ıveis elevados de complexidade.
Ou seja, a complexidade das imagens e´ um bom indicador da sua provenieˆncia. A
ana´lise dos pesos das ligac¸o˜es da rede neuronal permite verificar que o CAA recorre a`s
estimativas de complexidade da compressa˜o JPEG para determinar a provenieˆncia.
Destas forma, o seu uso na atribuic¸a˜o de aptida˜o resulta num aumento progressivo
da complexidade das imagens.
Ao que tudo indica, a estrutura vis´ıvel nas imagens mais aptas da primeira iterac¸a˜o
e´ um artefacto resultante das primitivas utilizadas pelo NEvAr, uma imagem total-
mente aleato´ria, ru´ıdo, obteria igualmente valores elevados de aptida˜o.
Na iterac¸a˜o 2 continuamos a obter imagens de elevada complexidade. A ana´lise
dos pesos da rede neuronal na˜o permitiu identificar totalmente a forma como o CAA
distingue entre quadros e imagens produzidas pelo NEvAr. No entanto, em termos
pra´ticos, a diferenc¸a entre este cr´ıtico e o da iterac¸a˜o anterior reside no facto de este
exigir uma complexidade estruturada, enquanto o anterior apenas requer complexi-
dade.
As imagens da iterac¸a˜o 3 revelam uma variac¸a˜o estil´ıstica considera´vel: ha´ um
decre´scimo significativo da complexidade e as imagens exibem arestas bem definidas.
Esta tendeˆncia mante´m-se na quarta e quinta iterac¸a˜o, notando-se um aumento do
contraste e a prefereˆncia por imagens contendo arestas horizontais e/ou verticais.
Os resultados obtidos na sexta iterac¸a˜o sa˜o particularmente interessantes. Devido
a`s primitivas utilizadas, as imagens do NEvAr exibem frequentemente transic¸o˜es sub-
tis de cor, degradeˆs, conforme se pode observar nas imagens das iterac¸o˜es anteriores.
Este estilo e´ totalmente abandonado, sendo dada prefereˆncia a imagens com a´reas
bem definidas, de cor uniforme.
Do ponto de vista global, embora seja prematuro extrair concluso˜es a partir destes
resultados, e´ poss´ıvel observar uma variac¸a˜o estil´ıstica a` medida que o nu´mero de
iterac¸o˜es aumenta. Tal indica que o CAA obriga o NEvAr a explorar novas a´reas do
espac¸o de procura, e a afastar-se gradualmente das imagens que lhe sa˜o caracter´ısticas.
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Iterac¸a˜o 1 Iterac¸a˜o 2 Iterac¸a˜o 3
Tabela 9.6: Resultados preliminares obtidos atrave´s do uso de CAA. Os quatro in-
div´ıduos mais aptos obtidos em cada uma das treˆs primeiras iterac¸o˜es.
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Iterac¸a˜o 4 Iterac¸a˜o 5 Iterac¸a˜o 6
Figura 9.7: Resultados preliminares obtidos atrave´s do uso de CAA. Os quatro in-
div´ıduos mais aptos obtidos nas iterac¸o˜es 4 a 6.
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Concluso˜es e Trabalho Futuro
O primeiro objectivo desta tese consistia no estudo e ana´lise das aplicac¸o˜es de Inte-
ligeˆncia Artificial na a´rea art´ıstica.
Com este objectivo em mente, a primeira etapa do nosso trabalho foi dedicada
ao estudo do estado da arte na aplicac¸a˜o de te´cnicas de Inteligeˆncia Artificial a
va´rios domı´nios art´ısticos. No Cap´ıtulo 2 desta dissertac¸a˜o, apresenta´mos uma des-
cric¸a˜o e ana´lise dos trabalhos considerados mais relevantes, dando particular eˆnfase
a`s aplicac¸o˜es no domı´nio das Artes Visuais, que e´ o nosso domı´nio de eleic¸a˜o.
Dada a heterogeneidade dos sistemas analisados, considera´mos que seria impor-
tante fazer uma classificac¸a˜o funcional destas aplicac¸o˜es, por forma a permitir uma
ana´lise global das suas caracter´ısticas. Esta classificac¸a˜o foi apresentada no Cap´ıtulo
3, onde dividimos as aplicac¸o˜es analisadas em quatro grupos distintos: Ferramentas,
Aplicac¸o˜es de Ana´lise, Aplicac¸o˜es Baseadas em Modelos e Artistas Artificiais. Os
crite´rios subjacentes a` classificac¸a˜o, bem como as razo˜es que nos levaram a conside-
rar estes grupos, sa˜o discutidos no mesmo Cap´ıtulo.
Com base no estudo efectuado, e tendo em conta as caracter´ısticas que consi-
dera´mos fundamentais, constru´ımos um modelo gene´rico para um Artista Artificial,
apresentado no Cap´ıtulo 4. Esta proposta foi o tema base dos artigos de Machado &
Cardoso [1996; 1997], e constituiu o modelo de refereˆncia para o desenvolvimento da
aplicac¸a˜o NEvAr.
Completou-se assim a primeira parte desta tese, directamente relacionada com
o primeiro objectivo indicado. Em trac¸os gerais, o trabalho de s´ıntese e ana´lise
efectuado, a identificac¸a˜o das caracter´ısticas essenciais num Artista Artificial, e a
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proposta de um modelo para o seu desenvolvimento, sa˜o os principais contributos
cient´ıficos a mencionar nesta etapa.
O segundo objectivo desta tese passava pelo estudo, desenvolvimento e imple-
mentac¸a˜o de me´todos que permitissem a criac¸a˜o de objectos esteticamente agrada´veis.
E´ este o tema da segunda parte desta tese, composta pelos Cap´ıtulos 5 e 6.
As opc¸o˜es de desenvolvimento inicialmente tomadas, nomeadamente a escolha da
Programac¸a˜o Gene´tica como mecanismo de gerac¸a˜o de imagens e da Compressa˜o
Fractal como forma de representac¸a˜o, conduziram ao estudo destas te´cnicas. Nos
Apeˆndices A e B, apresenta´mos uma breve introduc¸a˜o a` computac¸a˜o evoluciona´ria e
a` compressa˜o fractal de imagem, respectivamente.
Conforme se descreve no Cap´ıtulo 5, a representac¸a˜o de imagens atrave´s de PIFS1
revelou-se inadequada, o que nos fez optar pela representac¸a˜o de imagens com base
em expresso˜es.
O abandono da compressa˜o fractal como forma de representac¸a˜o foi um contra-
tempo no desenvolvimento do NEvAr. Em termos pra´ticos, a principal consequeˆncia
e´ a incapacidade de representar imagens provenientes de fontes externas. Apesar de
esta ser uma limitac¸a˜o (comum a todos os sistemas de arte evoluciona´ria existentes)
que pretend´ıamos ultrapassar, em teoria continua a ser poss´ıvel gerar qualquer ima-
gem com a aplicac¸a˜o desenvolvida. Ou seja, o abandono da compressa˜o fractal na˜o
resulta numa diminuic¸a˜o das capacidades generativas do sistema.
O desenvolvimento do NEvAr e´ descrito no Cap´ıtulo 5. No sexto, apresenta´mos
e analisa´mos os resultados experimentais obtidos atrave´s da sua utilizac¸a˜o, como
ferramenta de arte evoluciona´ria interactiva.
Neste modo de funcionamento, o NEvAr deve ser classificado como uma ferra-
menta de apoio a` criatividade. Consequentemente, o seu objectivo u´ltimo e´ permitir
a criac¸a˜o de objectos que correspondam aos crite´rios este´ticos do utilizador. Desta
forma, a ana´lise dos resultados implica um elevado grau de subjectividade.
A utilizac¸a˜o de imagens produzidas pelo NEvAr em va´rias exposic¸o˜es e publicac¸o˜es
art´ısticas – tais como a ‘Art and Aesthetics of Artificial Life”, Center for the Digital
Arts, UCLA, e “Artist Space 6: Generative computation and the arts”, Journal of
1Partitioned Iterated Function Systems.
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Digital Creativity – confirma o potencial desta aplicac¸a˜o enquanto ferramenta para a
produc¸a˜o art´ıstica.
A ge´nese destas imagens so´ foi poss´ıvel apo´s um processo de aprendizagem. Este
conduziu a` descoberta de uma metodologia de trabalho apropriada, que permite ex-
plorar o potencial da aplicac¸a˜o (ver Cap´ıtulo 6).
Em Machado & Cardoso [2000b] e Machado & Cardoso [2002] fizemos uma des-
cric¸a˜o detalhada do NEvAr, demonstra´mos que e´ teoricamente poss´ıvel gerar qual-
quer imagem, descrevemos a metodologia de utilizac¸a˜o proposta, e apresenta´mos uma
avaliac¸a˜o do NEvAr enquanto ferramenta de apoio a` criatividade. Sendo estas con-
tribuic¸o˜es relevantes para a a´rea, ha´ ainda a referir uma contribuic¸a˜o adicional, que
expomos nos para´grafos seguintes.
A noc¸a˜o de que os resultados obtidos por ferramentas de arte evoluciona´ria esta´
intimamente ligada a` complexidade das primitivas utilizadas e que, consequentemente,
o recurso a primitivas de alto n´ıvel e´ deseja´vel, e´ uma ideia generalizada, patente no
trabalho de va´rios investigadores (p.ex., Rooke [1996]). Contudo, a comparac¸a˜o do
NEvAr com outras ferramentas de arte evoluciona´ria permite-nos afirmar que esta
ideia e´ erro´nea.
O recurso a primitivas de alto n´ıvel permite a ge´nese de imagens complexas a partir
de geno´tipos extremamente compactos. Como tal, em me´dia sa˜o necessa´rias menos
gerac¸o˜es para produzir imagens de elevada qualidade. No entanto, consideramos
que o prec¸o a pagar, nomeadamente o da estereotipia dos resultados do sistema, e´
excessivamente elevado.
Aplicac¸o˜es como a produzida por Rooke [1996], que assentam fortemente no uso
de primitivas de alto n´ıvel, aproximam-se mais da Arte Generativa do que da Arte
Evoluciona´ria, partilhando, como tal, a generalidade das virtudes e defeitos desta
abordagem.
A produc¸a˜o de imagens de elevado valor este´tico na˜o requer o recurso a este tipo de
primitivas, conforme e´ demonstrado pelos resultados apresentados. Adicionalmente,
as primitivas de alto n´ıvel podem ser constru´ıdas atrave´s de um conjunto de primitivas
elementares, desde que este conjunto seja suficientemente poderoso.
291
Cap´ıtulo 10. Concluso˜es e Trabalho Futuro
A Base de Conhecimento pode ser vista como uma forma de integrar novas pri-
mitivas (de alto n´ıvel) no sistema. Estas “primitivas” teˆm a vantagem de: na˜o serem
indivis´ıveis nem imuta´veis, podendo ser alteradas atrave´s dos operadores de mutac¸a˜o
e de recombinac¸a˜o; e de terem sido constru´ıdas pelo utilizador, obedecendo como tal
aos seus crite´rios este´ticos.
A ana´lise dos geno´tipos de indiv´ıduos considerados aptos pelo utilizador, com o
objectivo de identificar combinac¸o˜es de primitivas que se mostram vantajosas, e a
sua posterior integrac¸a˜o, como ADFs, no conjunto de func¸o˜es empregue, permitiria a
expansa˜o do conjunto de func¸o˜es de acordo com as prefereˆncias do utilizador. Este
aspecto, e de forma mais gene´rica a evoluc¸a˜o de representac¸o˜es, e´ um dos temas que
pretendemos explorar num futuro pro´ximo.
O estudo, proposta, desenvolvimento e implementac¸a˜o de me´todos que permitis-
sem a classificac¸a˜o de objectos com base em princ´ıpios este´ticos, sa˜o abordados na
terceira parte deste documento, consistindo no u´ltimo objectivo desta tese.
A ferramenta de arte evoluciona´ria desenvolvida por Baluja et al. [1994] e´ o tra-
balho mais relevante no campo da avaliac¸a˜o este´tica. No entanto, tal como e´ referido
pelos pro´prios, este sistema na˜o foi bem sucedido. Na nossa perspectiva, este insu-
cesso esta´ ligado ao facto de ter sido utilizada uma abordagem ad-hoc, sem suporte
teo´rico. Assim, considera´mos que, para alcanc¸ar os nossos objectivos, seria funda-
mental obter um melhor entendimento das questo˜es subjacentes aos ju´ızos este´ticos
e art´ısticos.
Seguindo esta linha de racioc´ınio, no Cap´ıtulo 7 analisa´mos as origens da arte,
propondo uma explicac¸a˜o bio-evoluciona´ria para a dedicac¸a˜o do homem a` actividade
art´ıstica. Estabelecemos, tambe´m, uma distinc¸a˜o entre arte e este´tica, o que nos con-
duziu ao estudo das suas origens. A ana´lise da experieˆncia este´tica e de va´rias acti-
vidades art´ısticas, entre as quais o desenho infantil, revelou a existeˆncia de princ´ıpios
este´ticos transculturais. Esta constatac¸a˜o levou-nos a` procura de mecanismos que
suportem e justifiquem a existeˆncia de princ´ıpios este´ticos universais. Uma relac¸a˜o
entre este´tica e visa˜o explicaria, pelo menos parcialmente, a universalidade observada.
Assim, termina´mos o Cap´ıtulo 7 estabelecendo uma relac¸a˜o consistente, e suportada
num conjunto alargado de resultados experimentais, entre este´tica e percepc¸a˜o visual.
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Segundo a nossa perspectiva, o trabalho de s´ıntese dos contributos parcelares de
diversos autores, apresentado no Cap´ıtulo 7, resulta numa visa˜o global e integradora,
que constitui um contributo importante para a melhor compreensa˜o do feno´meno
este´tico e art´ıstico.
Este estudo revela que a complexidade do est´ımulo visual e da tarefa de per-
cepc¸a˜o esta´ relacionada com o valor este´tico. Dedica´mos o Cap´ıtulo 8 a` explorac¸a˜o
deste to´pico. Numa fase inicial, apresenta´mos uma teoria este´tica, segundo a qual
o valor este´tico depende da complexidade da imagem, da tarefa de percepc¸a˜o, e da
sua variac¸a˜o ao longo do tempo. Posteriormente, propusemos uma implementac¸a˜o
computacional desta teoria, que foi posta a` prova utilizando um teste psicolo´gico de-
senvolvido por Graves [1948]. Os resultados obtidos revelam a validade da mesma,
obtendo-se classificac¸o˜es superiores a` me´dia humana [Machado & Cardoso 1998].
Com o objectivo de confirmar estes resultados e de testar a viabilidade do uso de
redes neuronais, treinadas com um conjunto reduzido de exemplos, em tarefas de
apreciac¸a˜o este´tica, conduzimos um conjunto de experieˆncias adicionais, que podem
ser consideradas bem sucedidas.
Uma vez demonstrado o potencial da teoria proposta, estas ideias foram integradas
na aplicac¸a˜o de arte evoluciona´ria anteriormente desenvolvida, e exploradas segundo
quatro vertentes: Inicializac¸a˜o na˜o aleato´ria; Filtragem de imagens; Avaliac¸a˜o au-
toma´tica; Automatizac¸a˜o parcial. A descric¸a˜o desta abordagem, e dos resultados
experimentais obtidos nas diferentes tarefas, foi publicada em Machado & Cardoso
[2002] e posteriormente em Machado, Romero, Cardoso & Santos [2005], onde nos
centramos na utilizac¸a˜o do NEvAr em modo parcialmente interactivo.
Os resultados experimentais confirmam a importaˆncia da complexidade enquanto
princ´ıpio este´tico. Apesar de a ana´lise destes envolver um elevado grau de subjectivi-
dade, consideramos razoa´vel afirmar que as imagens produzidas em modo automa´tico
pelo NEvAr na˜o ficam atra´s das produzidas atrave´s de qualquer uma das outras
abordagens evoluciona´rias na˜o interactivas.
As experieˆncias realizadas tambe´m revelam as limitac¸o˜es da abordagem empregue,
nomeadamente ao n´ıvel da manipulac¸a˜o da cor. Embora o modo de funcionamento
parcialmente interactivo permita ultrapassar esta limitac¸a˜o, e apesar de este assunto
na˜o ser central para a presente tese, considera´mos que seria importante explorar
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outras alternativas. No Apeˆndice C, descrevemos uma abordagem que permite evoluir
programas que imitam as colorac¸o˜es empregues num conjunto de imagens de treino,
e, posteriormente, aplicar estes programas para colorir imagens em tons de cinzento.
Esta linha de investigac¸a˜o foi explorada em Machado, Dias, Duarte & Cardoso [2002]
e Machado, Dias & Cardoso [2002b]. Consideramos que esta´ a´rea de investigac¸a˜o e´
promissora, e pretendemos explora´-la no futuro.
Por u´ltimo descrevemos o trabalho de investigac¸a˜o realizado em colaborac¸a˜o com
o Dr. Juan Romero, RNASA – Laborato´rio de Redes Neuronais Artificiais e Siste-
mas Adaptativos, Universidade da Corunha, e com o o Dr. Bill Manaris, College of
Charleston, e as suas respectivas equipas. Este trabalho gira em torno do conceito de
Cr´ıtico de Arte Artificial, tendo por base duas ideias fundamentais.
A maioria dos trabalhos de Inteligeˆncia Artificial na arte visual ou mu´sica, centra-
se nos aspectos que distinguem o artista do pu´blico. Por contraste, consideramos que
estes aspectos, apesar de relevantes, sa˜o secunda´rios. Isto e´, um Artista e´, acima de
tudo, um observador/ouvinte. Consequentemente, a criac¸a˜o de um artista artificial
passa necessariamente por dota´-lo das capacidades inerentes ao comum dos mortais.
A segunda ideia resulta da ana´lise de va´rios sistemas, tanto na a´rea da mu´sica
como na das artes visuais. De forma gene´rica, os sistemas em que a avaliac¸a˜o e´ efec-
tuada directamente a partir das obras teˆm um sucesso limitado. Este facto esta´ rela-
cionado com a enorme quantidade de informac¸a˜o presente numa imagem ou mu´sica
de dimensa˜o razoa´vel, que dificulta a sua avaliac¸a˜o. Desta forma, consideramos essen-
cial a existeˆncia de um passo interme´dio, durante o qual e´ efectuada uma ana´lise da
obra, segundo um conjunto de caracter´ısticas consideradas esteticamente relevantes.
Assim, a tarefa de avaliac¸a˜o na˜o depende da obra propriamente dita, mas sim da sua
caracterizac¸a˜o, o que permite reduzir significativamente a quantidade de informac¸a˜o.
Com base nestas ideias, propusemos uma metodologia para o desenvolvimento de
Cr´ıticos de Arte Artificiais. Esta inclui uma arquitectura gene´rica, adapta´vel a va´rios
domı´nios, e uma estrate´gia faseada de validac¸a˜o, que tem por objectivo diminuir
o grau de subjectividade que o desenvolvimento e a ana´lise da performance destes
sistemas usualmente acarreta.
Seguindo esta metodologia, foram desenvolvidos Cr´ıticos de Arte Artificiais para o
294
Cap´ıtulo 10. Concluso˜es e Trabalho Futuro
domı´nio musical e visual. Os resultados obtidos em tarefas de identificac¸a˜o de autor
e de estilo indicam o potencial da abordagem seguida, sendo, por si, contributos
cient´ıficos relevantes.
Os resultados obtidos em tarefas que envolvem ju´ızos este´ticos sa˜o extremamente
promissores. No domı´nio musical foi poss´ıvel replicar a resposta me´dia humana a
um conjunto heteroge´neo de pec¸as. No domı´nio visual os resultado experimentais
sa˜o ainda preliminares; no entanto e´ poss´ıvel observar uma variac¸a˜o estil´ıstica, a`
medida que o Cr´ıtico de Arte Artificial aprende a distinguir as imagens produzidas
pelo NEvAr de quadros famosos, e que este tenta induzir o cr´ıtico em erro.
O trabalho descrito no Cap´ıtulo 9 foi alvo de diversas publicac¸o˜es, nas quais foi
apresentado com maior detalhe. Os artigos de Romero, Machado, Santos & Cardoso
[2003] e Machado, Romero, Manaris, Santos & Cardoso [2003] centram-se na proposta
de uma metodologia de desenvolvimento de Cr´ıticos de Arte Artificiais. Em Machado,
Romero, Manaris, Santos & Cardoso [2003] e em Machado, Romero, Santos, Cardoso
& Manaris [2004] apresentamos resultados experimentais em tarefas de identificac¸a˜o
de autor no domı´nio musical e visual. Os resultados experimentais obtidos em tare-
fas de ju´ızo este´tico no domı´nio musical foram apresentados em Manaris, Machado,
McCauley, Romero & Krehbiel [2005] e Manaris, Romero, Machado, Krehbiel, Hirzel,
Pharr & Davis [2005]. A abordagem seguida em tarefas de ju´ızo este´tico no domı´nio
visual, bem como os resultados experimentais obtidos, sera˜o alvo de publicac¸a˜o futura.
Conforme referido no Cap´ıtulo 9, esta linha de investigac¸a˜o esta´ longe de estar
esgotada. O refinamento do extractor de caracter´ısticas e´ um dos aspectos que se mos-
tra particularmente relevante, e que podera´ contribuir para uma melhoria significativa
dos resultados. Na secc¸a˜o 9.5 mencionamos va´rios aspectos que podera˜o conduzir a
um extractor de caracter´ısticas mais poderoso. Por outro lado, a metodologia de va-
lidac¸a˜o proposta inclui fases mais avanc¸adas que ainda na˜o foram exploradas. Estas
etapas podera˜o mostrar-se essenciais para determinar com exactida˜o o potencial da
abordagem adoptada.
Ao longo desta tese, demos primazia aos aspectos cient´ıficos da mesma, descu-
rando, de certa forma, a explorac¸a˜o art´ıstica das ferramentas desenvolvidas. Pre-
tendemos colmatar esta lacuna no futuro pro´ximo, tanto atrave´s da participac¸a˜o em
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exposic¸o˜es, congressos e revistas de arte, como da colaborac¸a˜o com artistas no desen-
volvimento de ferramentas.
Pretendemos tambe´m alargar o nosso campo de aplicac¸a˜o. Por exemplo, a uti-
lizac¸a˜o de representac¸o˜es baseadas em linhas, trac¸os e pinceladas, permitira´ a produ-
c¸a˜o de um conjunto de obras estilisticamente distintas das que tipicamente se obteˆm
com o NEvAr, mais pro´ximas do desenho e da representac¸a˜o picto´rica. Por outro lado,
o NEvAr esta´ preparado para a evoluc¸a˜o de filmes. A inclusa˜o de uma componente
temporal podera´ contribuir para estabelecer uma ponte entre os trabalhos realiza-
dos no domı´nio musical e visual. Ainda neste contexto, a transfereˆncia de conceitos
este´ticos entre os dois domı´nios e´ um to´pico que pretendemos abordar. Nomeada-
mente, a evoluc¸a˜o de mapeamentos consistentes entre o domı´nio musical e visual, e
consequentemente a ge´nese de imagem (ou video) a partir de mu´sica, e de mu´sica a
partir de imagem, apresenta-se como uma a´rea de investigac¸a˜o promissora e cativante.
Ao longo dos u´ltimos anos, em consonaˆncia com o trabalho aqui apresentado,
estivemos envolvidos na organizac¸a˜o de va´rias actividades cient´ıficas, das quais des-
tacamos: a EuropeanWorkshop on Evolutionary Art and Music – EvoMUSART’2004,
em conjunto com o Dr. Colin Johnson; as EvoMUSART’2005, 2006, 2007, com o Dr.
Juan Romero; as Special Track AI in Music and Art – AIMA’2005, 2006, e a edic¸a˜o
da Special Issue AI Tools in Music and Art do IJAIT - International Journal on Arti-
ficial Intelligence Tools, em colaborac¸a˜o com o Dr. Bill Manaris. Mais recentemente,
em conjunto com o Dr. Juan Romero, inicia´mos um novo projecto, a edic¸a˜o do li-
vro “The Art of Artificial Evolution”, a publicar pela Springer Verlag, integrado na
Natural Computing Series. A organizac¸a˜o destas actividades e a participac¸a˜o neste
projecto, permitiram-nos adquirir uma visa˜o alargada sobre a a´rea e colaborar no
desenvolvimento da mesma, o que constitui, porventura, a principal contribuic¸a˜o do
trabalho realizado no aˆmbito desta tese.
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Apeˆndice A
Computac¸a˜o Evoluciona´ria
A Inteligeˆncia Artificial tem-se caracterizado pela tentativa da modelac¸a˜o do com-
portamento e racioc´ınio humano. De facto, algumas definic¸o˜es de IA reduzem-a,
impl´ıcita ou explicitamente, a uma tentativa de imitac¸a˜o da forma como os huma-
nos pensam e/ou se comportam (p.ex., Haugeland [1985], Rich & Knight [1991]).
Da mesma forma, o teste de Turing tambe´m impo˜e a imitac¸a˜o do comportamento
humano como condic¸a˜o para a inteligeˆncia. Ao longo dos u´ltimos anos, esta visa˜o
antropoceˆntrica da IA tem perdido peso, a` medida que os investigadores se aperce-
bem das limitac¸o˜es artificiais que ela impo˜e, e do erro fundamental que ela envolve
— que u´nica forma poss´ıvel de Inteligeˆncia e´ a humana. Assim, o surgimento de
outras fontes de inspirac¸a˜o, entre as quais a natureza, decorre, naturalmente, desta
tomada de conscieˆncia. A analogia com processos f´ısicos, p.ex., originou um conjunto
de me´todos de pesquisa alternativos, dos quais se destacam: arrefecimento simulado
[Kirkpatrick, Gelatt & Vecchi 1983], redes ela´sticas [R. Durbin 1987] e redes de
Hopfield [Hopfield 1984]1.
O processo de evoluc¸a˜o natural [Darwin 1859], deu origem a uma grande variedade
de espe´cies, adaptadas ao meio ambiente que as rodeia. Algumas destas espe´cies, entre
as quais a Humana, exibem comportamentos inteligentes. Sendo o mecanismo gerador
da Inteligeˆncia Natural, a evoluc¸a˜o tornou-se uma fonte de inspirac¸a˜o para a IA.
De acordo com Darwin, a evoluc¸a˜o natural tem por base dois mecanismos: se-
lecc¸a˜o e reproduc¸a˜o com variac¸a˜o [Darwin 1859]. O primeiro destes mecanismos
garante a sobreviveˆncia dos indiv´ıduos mais aptos, que tera˜o maiores probabilidades
1Do Ingleˆs simulated annealing, elastic networks e Hopfield networks.
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de se reproduzir. Os descendentes destes indiv´ıduos herdam parte das suas carac-
ter´ısticas, sendo como tal tendencialmente aptos, mas na˜o sa˜o co´pias exactas dos
progenitores, o que permite a evoluc¸a˜o.
A reinterpretac¸a˜o das ideias de Darwin a` luz da gene´tica Mendeliana, o Neo-
darwinismo [Dennett 1995], permitiu clarificar o funcionamento do mecanismo de re-
produc¸a˜o, explicando a forma como as caracter´ısticas sa˜o herdadas e as alterac¸o˜es in-
troduzidas. As caracter´ısticas gene´ticas esta˜o codificadas em entidades orgaˆnicas cha-
madas cromossomas, constitu´ıdas por genes. Cada gene codifica uma caracter´ıstica
do indiv´ıduo [Dawkins 1976], podendo assumir diferentes valores, os alelos. Ao con-
junto de cromossomas de um indiv´ıduo da´-se o nome de geno´tipo. A expressa˜o do
geno´tipo da´ origem a um indiv´ıduo com um conjunto de caracter´ısticas observa´veis,
o feno´tipo.
O Neodarwinismo diz-nos que a selecc¸a˜o natural funciona ao n´ıvel do feno´tipo,
enquanto que o mecanismo de reproduc¸a˜o age ao n´ıvel do geno´tipo. Na˜o ha´ heranc¸a
directa das caracter´ısticas do indiv´ıduo, mas sim dos genes que as codificam e que pos-
sibilitam o seu desenvolvimento. As variac¸o˜es resultam de erros na co´pia do material
gene´tico — mutac¸o˜es — e a` recombinac¸a˜o do material gene´tico dos progenitores.
O objectivo da a´rea da Computac¸a˜o Evoluciona´ria (CE) pode ser sintetizado na
seguinte questa˜o:
How to transform the ideas of Darwin in algorithms? [Holland 2000]
Assim, foram propostas va´rias analogias a` evoluc¸a˜o natural, sendo os representantes
mais conhecidos desta classe de algoritmos a Programac¸a˜o Evoluciona´ria (PE), as
Estrate´gias Evolutivas (EE), os Algoritmos Gene´ticos (AG) e a Programac¸a˜o Gene´tica
(PG).
A.1 Algoritmo Evoluciona´rio Gene´rico
A a´rea da CE abrange uma grande variedade de algoritmos estoca´sticos, que teˆm
ao longo do tempo recebido diferentes graus de notoriedade. Apesar da crescente
variedade de modelos evolutivos, estes algoritmos partilham va´rias caracter´ısticas, o
que pode ser explicado pelo facto de possu´ırem uma fonte de inspirac¸a˜o comum —
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t← 0
Gerar a populac¸a˜o inicial P (0)
Avaliar os elementos de P (t)
Enquanto crite´rio de paragem na˜o satisfeito fazer
P ′(t)← seleccionar-elementos(P (t))
P ′′(t)← aplicar-operadores-gene´ticos(P ′(t))
P (t+ 1)← criar-populac¸a˜o-seguinte(P (t), P ′′(t))
Avaliar os elementos de P (t+ 1)
t← t+ 1
Fim enquanto
Devolver resultado da simulac¸a˜o
Figura A.1: Algoritmo evoluciona´rio gene´rico.
a Evoluc¸a˜o — e pelo facto desta requerer a obedieˆncia a um conjunto de princ´ıpios
ba´sicos. Como tal, podemos considerar os diferentes modelos evoluciona´rios correntes
como instaˆncias particulares do Algoritmo Evoluciona´rio Gene´rico, apresentado na
figura A.1.
O primeiro passo deste algoritmo consiste na criac¸a˜o da populac¸a˜o inicial P (0).
Uma populac¸a˜o e´ constitu´ıda por um determinado nu´mero de indiv´ıduos, N , que e´
tipicamente mantido constante ao longo das gerac¸o˜es. Cada indiv´ıduo e´ um ponto
do espac¸o de procura, ou seja, uma soluc¸a˜o candidata. Por norma, os elementos da
populac¸a˜o inicial sa˜o gerados aleatoriamente, embora tambe´m seja poss´ıvel recorrer a
heur´ısticas ou a indiv´ıduos gerados em execuc¸o˜es pre´vias do algoritmo evoluciona´rio,
para criar uma populac¸a˜o inicial com caracter´ısticas diferentes de uma gerada alea-
toriamente.
O segundo passo do algoritmo consiste em avaliar a aptida˜o dos indiv´ıduos per-
tencentes a` populac¸a˜o inicial. O ca´lculo da aptida˜o e´ efectuado por uma func¸a˜o de
avaliac¸a˜o 2 que devolve um valor nume´rico proporcional a` aptida˜o do feno´tipo. Nor-
malmente, a aptida˜o depende exclusivamente da qualidade da soluc¸a˜o apresentada
para o problema em questa˜o. No entanto, nada impede que sejam considerados outro
tipo de factores ambientais, tal como a semelhanc¸a do indiv´ıduo a outros presentes
na populac¸a˜o.
A func¸a˜o de aptida˜o desempenha um papel vital em qualquer algoritmo evolu-
ciona´rio, visto que guia o algoritmo na procura de uma soluc¸a˜o. Sem a informac¸a˜o
2Do ingleˆs fitness function.
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fornecida por esta func¸a˜o, o algoritmo evoluciona´rio na˜o e´ mais do que um passeio
aleato´rio pelo espac¸o de procura.
Apo´s o passo dois, e´ iniciado o ciclo principal do algoritmo evoluciona´rio, durante o
qual sa˜o geradas sucessivamente gerac¸o˜es de indiv´ıduos ate´ que o crite´rio de paragem
seja satisfeito. Este crite´rio pode assumir va´rias formas, tais como: ter sido encon-
trada a soluc¸a˜o o´ptima; ter sido atingido um nu´mero limite de gerac¸o˜es ou de tempo;
na˜o haver melhoria da aptida˜o dos indiv´ıduos durante um nu´mero predeterminado
de gerac¸o˜es.
O primeiro passo do ciclo principal consiste em seleccionar um subconjunto de
indiv´ıduos da populac¸a˜o actual, P (t), dando origem a um conjunto de progenitores,
P ′(t). O me´todo de selecc¸a˜o deve garantir que os indiv´ıduos mais aptos teˆm maiores
probabilidades de serem escolhidos para progenitores. Deve tambe´m ser na˜o deter-
minista, i.e., indiv´ıduos com valores de aptida˜o baixos devem ter possibilidades reais,
embora reduzidas, de serem seleccionados.
A etapa seguinte e´ a de reproduc¸a˜o, durante a qual sa˜o criados os descendentes,
P ′′(t), o que e´ alcanc¸ado atrave´s da aplicac¸a˜o de operadores gene´ticos aos geno´tipos
dos progenitores. Os operadores gene´ticos introduzem alterac¸o˜es ao geno´tipo, garan-
tindo a manutenc¸a˜o da variabilidade gene´tica e permitindo a explorac¸a˜o de novos
pontos do espac¸o de procura. Usualmente, os operadores gene´ticos sa˜o cegos, embora
existam casos em que as alterac¸o˜es induzidas sa˜o executadas de maneira a direccionar
a pesquisa.
A bibliografia de CE inclui inu´meros operadores gene´ticos. Contudo, estes podem
ser agrupados em duas categorias: operadores de mutac¸a˜o e operadores de recom-
binac¸a˜o. Os operadores de mutac¸a˜o caracterizam-se por serem assexuados, introdu-
zindo alterac¸o˜es, tipicamente aleato´rias, ao co´digo gene´tico de um u´nico indiv´ıduo.
Os operadores de recombinac¸a˜o sa˜o sexuados, criando novos indiv´ıduos a partir da
recombinac¸a˜o do material gene´tico de, pelo menos, dois progenitores. Usualmente es-
tes operadores desempenham pape´is diferentes no processo evolutivo: os de mutac¸a˜o
permitem a introduc¸a˜o de novos alelos na populac¸a˜o, contribuindo para o aumento da
diversidade gene´tica, e permitindo a explorac¸a˜o de novas zonas do espac¸o de procura;
os de recombinac¸a˜o tiram partido de caracter´ısticas ja´ presentes na populac¸a˜o actual,
na˜o contribuindo para o aumento da diversidade gene´tica, fazendo uma pesquisa num
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espac¸o de procura determinado pelo co´digo gene´tico da populac¸a˜o actual3.
Tendo obtido um conjunto de descendentes, P ′′(t), o passo seguinte consiste em
criar uma nova populac¸a˜o, P (t+1). Existem va´rias estrate´gias de substituic¸a˜o, sendo
as mais populares: a por gerac¸o˜es, em que P (t+ 1)← P ′′(t); e a de estado esta´vel4,
que se caracteriza por P (t+1) ser constitu´ıda por elementos de P (t) e de P ′′(t), onde
a probabilidade de um indiv´ıduo de P (t) se tornar membro de P (t+1) esta´ associada
a` sua aptida˜o. Para uma comparac¸a˜o entre estas duas estrate´gias consultar, ver p.ex.,
De Jong & Sarma [1993], Kinnear, Jr. [1993].
O u´ltimo passo do ciclo consiste em avaliar os elementos da nova populac¸a˜o. A`
medida que o nu´mero de gerac¸o˜es aumenta, a aptida˜o dos indiv´ıduos tende a melho-
rar, devido ao mecanismo de selecc¸a˜o; adicionalmente, os operadores gene´ticos va˜o
permitindo a pesquisa de novas regio˜es do espac¸o de procura. Como tal, o algoritmo
tende a convergir para zonas do espac¸o de procura onde existam soluc¸o˜es adequadas
para o problema.
As te´cnicas CE simulam os processos da evoluc¸a˜o natural que sa˜o essenciais para
a evoluc¸a˜o. O poder destas te´cnicas reside no facto de serem robustas e de pode-
rem ser aplicadas a uma grande variedade de problemas. Quando existem te´cnicas
especializadas para resolver problemas particulares, estas superam, usualmente, o de-
sempenho das de CE. Assim, estas tendem a ser aplicadas em a´reas dif´ıceis para as
quais na˜o existem te´cnicas especializadas eficientes. Apesar de na˜o haver garantia de
se encontrar o o´ptimo em tempo finito, as te´cnicas de CE sa˜o, por norma, boas a
encontrar soluc¸o˜es aceita´veis em tempo aceita´vel.
Antes de se aplicar CE a um problema, e´ necessa´rio:
• Desenvolver uma representac¸a˜o adequada;
• Criar uma func¸a˜o de aptida˜o;
• Escolher um mecanismo de selecc¸a˜o de progenitores;
• Escolher/criar operadores gene´ticos apropriados a` manipulac¸a˜o dos indiv´ıduos;
3Na bibliografia e´ usual estabelecer a diferenc¸a de pape´is entre operadores de mutac¸a˜o e de recom-
binac¸a˜o, dizendo-se que os primeiros permitem a exploration, enquanto que os segundos contribuem
para a exploitation. Note-se que os operadores de mutac¸a˜o devem garantir que qualquer ponto do
espac¸o de procura e´ alcanc¸a´vel.
4Do ingleˆs: generational e steady state, respectivamente.
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Figura A.2: Taxonomia histo´rica. Imagem extra´ıda de Angeline [1994a]
• Seleccionar uma estrate´gia de substituic¸a˜o;
• Escolher um crite´rio de paragem
A.2 Modelos Evolutivos
As primeiras propostas de modelos computacionais inspirados na evoluc¸a˜o natural
podem encontrar-se nos trabalhos de Friedberg [Friedberg 1958; Friedberg, Dunham
& North 1959] e Bremermann [Bremermann 1962]. Posteriormente, nas de´cadas de
60 e 70, surgiram treˆs ramos distintos, a Programac¸a˜o Evoluciona´ria [Fogel, Owens
& Walsh 1966], as Estrate´gias Evolutivas [Rechenberg 1973b; Schwefel 1965], e os
Algoritmos Gene´ticos [Holland 1975]. Na figura A.2 apresentamos uma taxonomia
histo´rica das diferentes correntes evolutivas. Tal como se pode observar, e´ no final da
de´cada de 80 [Goldberg 1989] e in´ıcio da de 90 [Ba¨ck, Hoffmeister & Schwefel 1991;
Fogel 1992a] que estes paradigmas alcanc¸am o formato presente. Por volta da mesma
altura, surge a Programac¸a˜o Gene´tica [Koza 1992], que pode ser considerada como
uma descendente dos AG.
As abordagens referidas modelam a evoluc¸a˜o a diferentes n´ıveis de abstracc¸a˜o
[Spears, Jong, Back, Fogel & Garis 1993; Fogel 1997]. Na PE [Fogel, Owens & Walsh
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1966], a evoluc¸a˜o e´ modelada ao n´ıvel das espe´cies, dando-se eˆnfase a` adaptac¸a˜o das
caracter´ısticas que as definem. Nas EE [Rechenberg 1973b; Schwefel 1981a; Ba¨ck,
Hoffmeister & Schwefel 1991] o indiv´ıduo e´ o objecto da optimizac¸a˜o evolutiva, sendo
codificados va´rios trac¸os comportamentais, que sera˜o optimizados atrave´s do processo
evolutivo. Os AG [Holland 1975; Goldberg 1989] e a PG [Koza 1992], conforme o
nome indica, modelam a evoluc¸a˜o ao n´ıvel da gene´tica, tentando implementar com-
putacionalmente os princ´ıpios do Neodarwinismo.
Apesar de interessante, o facto destas abordagens modelarem a evoluc¸a˜o natural
a n´ıveis distintos pode ser enganador, visto que as semelhanc¸as entre as abordagens
ultrapassam, claramente, as diferenc¸as. Tal como a figura A.2 deixa adivinhar, existiu
uma evoluc¸a˜o paralela dos diferentes ramos. Como tal, na˜o e´ de estranhar a existeˆncia
de uma sobreposic¸a˜o da investigac¸a˜o feita pelas diferentes comunidades.
Angeline [1994a] propo˜e uma taxonomia alternativa, reproduzida na figura A.3,
baseada na representac¸a˜o usualmente utilizada pelos diferentes modelos evoluciona´-
rios. A diferenciac¸a˜o com base na representac¸a˜o e´ relevante, visto que a escolha de um
determinado tipo de estrutura tem va´rias implicac¸o˜es, nomeadamente ao n´ıvel dos
operadores gene´ticos que as manipulam. Como tal, este tipo de taxonomia reflecte
melhor as questo˜es usualmente associadas a cada um dos modelos evolutivos, do que
o apresentado na figura A.2. No entanto, a divisa˜o apresentada na˜o e´ inteiramente
precisa: existem, p.ex., exemplos de AG que manipulam vectores de dimensa˜o varia´vel
[Nordin 1994] e de abordagens de PG que recorrem a grafos [Teller & Veloso 1996;
Teller 1997]. Assim, apesar da taxonomia apresentada reflectir a pra´tica associada a
cada um dos modelos, assim como os operadores, e ate´ teoria desenvolvida, conve´m ter
em considerac¸a˜o que as fronteiras entre os diferentes modelos evolutivos sa˜o difusas,
resultando na existeˆncia de trabalhos de investigac¸a˜o cuja classificac¸a˜o e´ dif´ıcil e
subjectiva.
Nas sub-secc¸o˜es que se seguem fazemos uma breve introduc¸a˜o aos modelos evolu-
ciona´rios mais representativos. O objectivo e´ apenas o de apresentar as suas carac-
ter´ısticas principais, pelo que indicamos tambe´m va´rias fontes bibliogra´ficas que pos-
sibilitam a aquisic¸a˜o de conhecimentos mais aprofundados. Sera´ utilizada a notac¸a˜o
adaptada de Ba¨ck & Schwefel [1993] apresentada na tabela A.1.
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Figura A.3: Taxonomia alternativa baseada na representac¸a˜o tipicamente utilizada.
Imagem extra´ıda de Angeline [1994a]
Notac¸a˜o Significado
I Espac¸o de Indiv´ıduos
i ∈ I Indiv´ıduo i
i = {gi1, gi2, . . . , gin} Indiv´ıduo i constitu´ıdo por n genes
f(i) Valor de aptida˜o do indiv´ıduo i
Pt = i
1
t , i
2
t , . . . i
µ
t Populac¸a˜o da gerac¸a˜o t com µ indiv´ıduos
S Operador de selecc¸a˜o
R Operador de recombinac¸a˜o
M Operador de mutac¸a˜o
Tabela A.1: Resumo da notac¸a˜o utilizada neste cap´ıtulo.
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A.2.1 Algoritmos Gene´ticos
Os AG sa˜o o modelo evoluciona´rio presentemente mais divulgado e utilizado. Hol-
land [1975] foi o primeiro a estabelecer rigorosamente os princ´ıpios ba´sicos dos AG.
No in´ıcio os AG foram utilizados no estudo de processos adaptativos. A primeira
aplicac¸a˜o de algoritmos gene´ticos a problemas de optimizac¸a˜o deve-se a De Jong
[1975].
Representac¸a˜o
O primeiro passo na aplicac¸a˜o de um AG a um problema particular consiste em criar
uma representac¸a˜o adequada. Um indiv´ıduo e´ uma soluc¸a˜o candidata. Como tal
o seu geno´tipo deve incluir todos os paraˆmetros necessa´rios para criar uma soluc¸a˜o
(feno´tipo). Tipicamente, considera-se que cada paraˆmetro e´ um gene, sendo os dife-
rentes paraˆmetros agrupados num vector unidimensional. Segundo Holland, deve ser
utilizado um alfabeto bina´rio [Holland 1975], embora existam outras possibilidades.
Assumindo que queremos encontrar o o´ptimo para uma func¸a˜o f(x, y, z), podemos,
p.ex., utilizar 10 bits para representar o valor de cada uma das varia´veis, obtendo
assim um cromossoma constitu´ıdo por 3 genes, com uma dimensa˜o total de 30 bits.
Operadores Gene´ticos
A partir do momento em que existe uma representac¸a˜o para o problema, e´ necessa´rio
escolher ou criar operadores gene´ticos apropriados, para manipular os cromossomas.
Num AG t´ıpico existem dois operadores, o de mutac¸a˜o e o de recombinac¸a˜o. Ao
longo do tempo teˆm sido propostos inu´meros operadores gene´ticos. A raza˜o para a
proliferac¸a˜o do nu´mero de operadores deve-se, essencialmente, ao facto de ser conve-
niente manipular os indiv´ıduos de forma consistente com a sua representac¸a˜o. Assim,
existem operadores desenhados para manipular vectores bina´rios, inteiros, e reais,
para manipular representac¸o˜es baseadas em ordem, etc. Adicionalmente, existem
uma se´rie de operadores criados especificamente para determinados problemas.
Um estudo exaustivo dos operadores gene´ticos existentes e das suas propriedades
esta´ para ale´m do aˆmbito desta dissertac¸a˜o. Como tal, optamos por apresentar alguns
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Figura A.4: Exemplo de sobre-cruzamento de dois pontos.
Figura A.5: Exemplo de mutac¸a˜o por inversa˜o.
exemplos de operadores criados para manipular representac¸o˜es bina´rias.
Os operadores de recombinac¸a˜o mais populares sa˜o os de sobre-cruzamento de
um e dois pontos5. Na figura A.4 apresentamos um exemplo da aplicac¸a˜o do opera-
dor de sobre-cruzamento de dois pontos. Dados dois progenitores A e B, escolhem-
se aleatoriamente dois pontos de corte P1 e P2, e trocam-se os segmentos de A
e B definidos por estes pontos, dando origem a dois descendentes A′ e B′. O
sobre-cruzamento de um ponto funciona de forma similar, mas apenas e´ utilizado
um ponto de corte.
Os operadores de mutac¸a˜o sa˜o aplicados individualmente a cada um dos des-
cendentes. Usualmente introduzem alterac¸o˜es aleato´rias ao co´digo gene´tico dos in-
div´ıduos. A figura A.5 indica uma mutac¸a˜o no quarto gene do indiv´ıduo.
Existe uma probabilidade associada a` aplicac¸a˜o de cada operador gene´tico. No
caso dos operadores de recombinac¸a˜o, esta probabilidade e´ especificada em termos
5Do Ingleˆs one point crossover e two point crossover.
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de indiv´ıduo. No caso dos operadores de mutac¸a˜o a probabilidade e´, usualmente,
especificada em termos de gene, sendo uma probabilidade de mutac¸a˜o de 1%, por
gene, um valor caracter´ıstico. Ou seja, os operadores de mutac¸a˜o podem ser aplicados
va´rias vezes ao mesmo indiv´ıduo, enquanto que os de recombinac¸a˜o sa˜o aplicados, no
ma´ximo, uma vez.
Nos AG e´ dado destaque aos operadores de recombinac¸a˜o em detrimento dos de
mutac¸a˜o, cujo papel e´ usualmente considerado secunda´rio.
Aptida˜o
A func¸a˜o de aptida˜o atribui a cada geno´tipo um valor nume´rico, que deve ser pro-
porcional a` “qualidade” ou “me´rito” do indiv´ıduo correspondente a esse geno´tipo.
A func¸a˜o de aptida˜o desempenha um papel fulcral no processo evoluciona´rio, visto
que permite que indiv´ıduos mais aptos tenham maiores probabilidades de sobrevi-
ver e gerar descendentes. Conduz, assim, o algoritmo evoluciona´rio para zonas mais
promissoras do espac¸o de procura. Sem func¸a˜o de aptida˜o, ou com uma func¸a˜o de
aptida˜o que na˜o discrimine entre bons e maus indiv´ıduos, os AGs na˜o sa˜o mais do
que uma pesquisa aleato´ria.
Tal como na natureza, a aptida˜o e´ determinada pelo feno´tipo do indiv´ıduo, so´
sendo afectada pelo geno´tipo indirectamente, na medida em que este condiciona o
feno´tipo. Em muitas aplicac¸o˜es de AG na˜o existe uma distinc¸a˜o clara entre geno´tipo
e feno´tipo, visto existir uma relac¸a˜o bijectiva entre os dois espac¸os.
Para certas classes de problemas, p.ex. optimizac¸a˜o de func¸o˜es, e´ fa´cil ver o
que a func¸a˜o de aptida˜o deve medir — o valor da func¸a˜o. No entanto, existem
problemas para os quais e´ dif´ıcil encontrar uma func¸a˜o de aptida˜o adequada, p.ex.
quando existem diversos crite´rios de qualidade, ou quando a qualidade dos indiv´ıduos
depende de crite´rios subjectivos.
A topologia da superf´ıcie definida pela aplicac¸a˜o da func¸a˜o de aptida˜o a I deter-
mina, em grande parte, o grau de dificuldade com que os AG encontram a soluc¸a˜o
o´ptima, o que explica a importaˆncia da representac¸a˜o e da func¸a˜o de aptida˜o no
desempenho dos AG, bem como nas restantes te´cnicas de CE.
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Selecc¸a˜o
Os operadores de selecc¸a˜o escolhem os indiv´ıduos da populac¸a˜o que va˜o deixar des-
cendentes. Estes operadores devem garantir que os indiv´ıduos mais aptos tenham
maiores probabilidades de se reproduzirem, os menos aptos devem ter probabilidades
reduzidas, mas superiores a zero, de reproduc¸a˜o.
Os me´todos de selecc¸a˜o podem ser agrupados em duas classe: me´todos proporcio-
nais a` aptida˜o, e me´todos baseados na posic¸a˜o. Os me´todos proporcionais a` aptida˜o
caracterizam-se pela probabilidade de selecc¸a˜o ser directamente proporcional a` sua
aptida˜o. Os de selecc¸a˜o baseados na posic¸a˜o caracterizam-se pelo facto da escolha
depender da posic¸a˜o do indiv´ıduo numa lista ordenada pelo valor de aptida˜o.
A selecc¸a˜o por roleta e´ o me´todo de selecc¸a˜o mais conhecido dos me´todos pro-
porcionais. A probabilidade de um indiv´ıduo ser seleccionado e´ dada pela seguinte
fo´rmula:
f(ix)∑µ
j=1 f(i
j)
(A.2.1)
Este mecanismo de selecc¸a˜o pode ser visto como uma roleta em que cada fatia cor-
responde a um indiv´ıduo. As dimenso˜es das fatias variam em func¸a˜o da aptida˜o
dos indiv´ıduos. Para seleccionar n progenitores gira-se a roleta n vezes. Se n for
suficientemente grande o conjunto de progenitores deve reflectir as proporc¸o˜es da ro-
leta. Assim, se f(ix) = 2*f(iy) devera˜o existir o duas co´pias de ix por cada co´pia
de f(iy). No entanto, para valores de n relativamente pequenos tal dificilmente se
verifica [Mitchell 1996], podendo na pra´tica haver desvios significativos dos valores
esperados.
O me´todo da amostragem universal estoca´stica e´ uma me´todo de selecc¸a˜o alter-
nativo que resolve este problema. Basicamente, consiste em colocar sobre a roleta n
ponteiros igualmente distribu´ıdos. O nu´mero de copias de cada indiv´ıduo sera´ igual
ao nu´mero de ponteiros sobre a sua fatia, o que garante que o nu´mero de copias de
cada indiv´ıduo esta´ entre o valor esperado truncado, e o valor esperado truncado mais
um.
Os me´todos de selecc¸a˜o proporcional a` aptida˜o possuem algumas desvantagens
relativamente a` selecc¸a˜o baseada na posic¸a˜o. Nas fases iniciais do processo evolu-
tivo e´ usual o desvio padra˜o da aptida˜o ser elevado. Como tal, indiv´ıduos que sejam
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muito mais aptos do que a me´dia da populac¸a˜o podem reproduzir-se em grande
nu´mero, dominando por completo as populac¸o˜es seguintes, o que podera´ levar a` con-
vergeˆncia prematura do AE. Por outro lado, a` medida que o processo evolutivo avanc¸a,
vai-se tornando cada vez mais dif´ıcil melhorar significativamente a aptida˜o. Assim,
nos esta´dios avanc¸ados e´ normal a maioria dos indiv´ıduos da populac¸a˜o ter valores
de aptida˜o muito semelhantes. Nestas condic¸o˜es, todos os indiv´ıduos tera˜o aproxima-
damente o mesmo nu´mero de descendentes, o que conduz a uma convergeˆncia final
muito lenta.
Os me´todos de selecc¸a˜o baseados na posic¸a˜o caracterizam-se por ser feito um
ordenamento dos indiv´ıduos candidatos a progenitores de acordo com a sua aptida˜o,
e por o nu´mero de descendentes de um indiv´ıduo depender da sua posic¸a˜o nessa
lista, e na˜o directamente da sua aptida˜o. Este tipo de selecc¸a˜o permite evitar os
inconvenientes anteriormente apontados da selecc¸a˜o por posic¸a˜o. Adicionalmente,
em certas situac¸o˜es, e´ mais fa´cil ordenar os indiv´ıduos de acordo com a sua aptida˜o,
do que atribuir um valor global de aptida˜o. Os me´todos mais populares desta classe
sa˜o a selecc¸a˜o por posic¸a˜o, por truncamento, e por torneio.
Na selecc¸a˜o por posic¸a˜o o nu´mero esperado de descendentes por indiv´ıduo cresce de
forma linear ou exponencial, dependendo da variante adoptada, do indiv´ıduo menos
apto ate´ ao indiv´ıduo mais apto.
Na selecc¸a˜o por truncamento os u´ltimos m por cento da lista ordenada sa˜o elimi-
nados, os restantes indiv´ıduos teˆm iguais probabilidades de se tornarem progenitores.
Dependendo do valor de m a pressa˜o evolutiva sera´ maior ou menor.
Na selecc¸a˜o por torneio escolhem-se, de forma aleato´ria, t indiv´ıduos, em que t
e´ o tamanho do torneio. O mais apto desses indiv´ıduos sera´ o progenitor seleccio-
nado. O processo e´ repetido ate´ que se obtenha o nu´mero de progenitores desejados.
Ajustando o tamanho do torneio podemos controlar a pressa˜o evolutiva. Note-se que
neste caso na˜o e´ necessa´rio fazer um ordenamento explicito dos indiv´ıduos, o que o
torna computacionalmente mais eficiente do que os me´todos anteriormente descritos,
incluindo os me´todos proporcionais [Banzhaf, Nordin, Keller & Francone 1998].
Existem va´rios textos na literatura que comparam os diferentes me´todos de se-
lecc¸a˜o analisando de forma quase exaustiva as suas vantagens e desvantagens; entre
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eles sugerimos: Ba¨ck [1994], Blickle & Thiele [1995] e Blickle [1997].
Estrate´gias de Substituic¸a˜o
Tal como referido anteriormente, as estrate´gias de substituic¸a˜o mais usuais sa˜o as
geracionais e as de estado esta´vel. No primeiro caso a populac¸a˜o actual e´ inteiramente
substitu´ıda pelos seus descendentes. Uma variante comum desta estrate´gia consiste
na adic¸a˜o de elitismo. Neste caso, a nova populac¸a˜o e´ constitu´ıda pelos e melhores
indiv´ıduos da populac¸a˜o anterior e por m descendentes, com e+m = µ. Tipicamente,
e e´ pequeno quando comparado com µ. O elitismo tem a vantagem de garantir que
os melhores indiv´ıduos na˜o sa˜o perdidos ao longo do processo evolutivo.
Nas estrate´gias de substituic¸a˜o de estado esta´vel apenas e´ substitu´ıda uma pe-
quena parte da populac¸a˜o actual. Geralmente, quanto menor e´ a aptida˜o de um
indiv´ıduo maior a probabilidade de este ser substitu´ıdo. A selecc¸a˜o dos indiv´ıduos
a substituir pode ser feita atrave´s de um dos mecanismos de selecc¸a˜o anteriormente
indicados. Em alguns casos os indiv´ıduos apenas sa˜o substitu´ıdos se os descendentes
tiverem uma aptida˜o superior.
Fundamentos Teo´ricos
Nesta secc¸a˜o apresentamos, de forma sinte´tica, os fundamentos teo´ricos dos AG que
permitem explicar o seu desempenho enquanto me´todos de pesquisa. Para uma
ana´lise mais detalhada sugerimos a consulta de Holland [1975] e Goldberg [1989].
No artigo que estabelece os AG como um campo de investigac¸a˜o, Holland faz uma
ana´lise teo´rica dos mesmos [Holland 1975]. Esta assenta em duas noc¸o˜es fundamen-
tais: a de esquema, e a de blocos construtores— que introduzimos seguidamente.
Considerando alfabetos bina´rios, um esquema e´ uma palavra, E, constitu´ıda por
s´ımbolos do alfabeto 0, 1, ∗. As posic¸o˜es ocupadas por 0 ou 1 dizem-se definidas, as
ocupadas por ∗ irrelevantes. Um cromossoma, C, e´ uma instaˆncia de E se e so´ se C
e E forem iguais em todas as posic¸o˜es que na˜o contenham ∗. Por exemplo 110011 e´
instaˆncia de 11**11 e de *10*1*, mas na˜o de 10****. Dois dos atributos importantes
dos esquemas sa˜o: a ordem do esquema — nu´mero de s´ımbolos diferentes de ∗; a
distaˆncia definidora — distaˆncia entre a primeira e a u´ltima posic¸a˜o definida.
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Considerando cromossomas de dimensa˜o n, existem 3n esquemas poss´ıveis, sendo
cada cromossoma instaˆncia de 2n esquemas. Como tal, quando se atribui um valor
aptida˜o a um indiv´ıduo esta´-se a estimar, implicitamente, a aptida˜o de um nu´mero
elevado de esquemas, sendo a aptida˜o de um esquema igual a` aptida˜o me´dia de todas
as suas instaˆncias. De acordo com Holland e´ esta propriedade que esta´ na base do
elevado desempenho dos AG enquanto me´todos de pesquisa. O teorema do esquema
[Holland 1975], teorema fundamental dos AG, enuncia esta propriedade de forma
exacta:
Teorema A.2.1. O nu´mero de instaˆncias de esquemas de ordem baixa, com tamanho
definido reduzido e com qualidade acima da me´dia, aumenta de forma exponencial ao
longo das sucessivas gerac¸o˜es de um AG.
A demonstrac¸a˜o, e a fo´rmula descrevendo o crescimento do nu´mero de esquemas
pode ser encontrada em, p.ex., Holland [1975] e Goldberg [1989].
A noc¸a˜o de bloco constructor e´ uma consequeˆncia lo´gica do teorema. Os esquemas
de ordem baixa, de distaˆncia definidora pequena, e de qualidade acima da me´dia,
sa˜o blocos construtores. Os AG encontram soluc¸o˜es de boa qualidade atrave´s da
combinac¸a˜o destes blocos.
Apesar da sua relevaˆncia histo´rica, a explicac¸a˜o apresentada por Holland para o
desempenho dos AG tem sido posta em causa por diversos investigadores. Adicio-
nalmente, a teoria apresentada pressupo˜e a utilizac¸a˜o de um alfabeto bina´rio e dos
operadores gene´ticos definidos em [Holland 1975]. As actas da confereˆncia “Foun-
dations of Genetic Algorithms” [Rawlins 1991; Whitley 1993; Whitley & Vose 1995;
Belew & Vose 1997; Banzhaf & Reeves 1998; Martin & Spears 2001] sa˜o um bom
ponto de partida para aprofundar os conhecimentos teo´ricos sobre os AG.
A.2.2 Programac¸a˜o Gene´tica
A PG e´ o modelo evoluciona´rio mais recente, tendo sido proposta por Koza [1990]
e popularizada atrave´s do seu livro [Koza 1992]. A ideia base da abordagem e´
evoluir um programa que encontre uma soluc¸a˜o para o problema, em vez de evoluir
directamente a soluc¸a˜o. Assim, e´ pesquisado um espac¸o de programas poss´ıveis, em
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vez de um espac¸o de soluc¸o˜es potenciais. A motivac¸a˜o de Koza para utilizar este tipo
de abordagem e´ o facto de considerar que os computadores esta˜o preparados para
manipular programas. Como tal, se vamos simular a evoluc¸a˜o num computador, a
forma natural de o fazer e´ evoluir programas [Koza 1992].
Devido a` influeˆncia do trabalho de Koza, e devido ao facto de neste os indiv´ıduos
serem representados atrave´s de a´rvores, e´ usual utilizar o termo PG para designar a
evoluc¸a˜o de a´rvores. Conve´m, contudo, ter a noc¸a˜o de que o conceito base da PG e´,
acima de tudo, a evoluc¸a˜o de programas. Existem, hoje em dia, va´rios trabalhos na
a´rea da PG em que sa˜o utilizadas outro tipo de estruturas, como, p.ex., vectores de
dimensa˜o varia´vel [Nordin 1994] e grafos [Teller & Veloso 1996; Teller 1997]. Pelo
facto do objectivo destas abordagens ser a evoluc¸a˜o de programas, tambe´m devem
ser consideradas, e usualmente sa˜o, instaˆncias deste modelo evolutivo.
Feita esta ressalva, e dada a impossibilidade de abordar todas as variantes de PG,
iremos concentrar-nos na proposta original. Para adquirir uma visa˜o mais abran-
gente sobre a a´rea, recomendamos a consulta do livro “Genetic Programming, An
Introduction” [Banzhaf, Nordin, Keller & Francone 1998].
De acordo com o trabalho de J. Koza podemos definir PG como um algoritmo
evoluciona´rio que utiliza, explicita ou implicitamente, uma representac¸a˜o em a´rvore e
recorre a operadores gene´ticos que manipulam o indiv´ıduo de forma consistente com
esta representac¸a˜o [Koza 1992]. Ou seja, os operadores gene´ticos devem “ver” o
indiv´ıduo como uma a´rvore, e preservar as restric¸o˜es sinta´cticas inerentes [Angeline
1994a].
Por questo˜es de eficieˆncia [Fukunaga, Stechert & Mutz 1998; Nordin 1994] existem
conchas de PG em que as a´rvores sa˜o codificadas como vectores de dimensa˜o varia´vel.
Tal na˜o entra em conflito com a definic¸a˜o dada visto que, a n´ıvel conceptual, estas
strings sa˜o interpretadas como sendo a´rvores.
Seguidamente iremos abordar os aspectos mais importantes na aplicac¸a˜o de PG.
Com o objectivo de tornar mais clara a nossa exposic¸a˜o, vamos ilustra´-la com exem-
plos de um problema espec´ıfico: a regressa˜o simbo´lica de uma func¸a˜o ψ(x, y). Ou
seja, o objectivo do algoritmo evoluciona´rio e´ encontrar um indiv´ıduo cuja execuc¸a˜o
produza os mesmos resultados que ψ(x, y).
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Figura A.6: Representac¸a˜o em a´rvore de um indiv´ıduo correspondente a` expressa˜o
(sqrt(4 + x))/(5 + x× y).
Representac¸a˜o
As a´rvores sa˜o constru´ıdas a partir de um conjunto de func¸o˜es, f-set, e terminais,
t-set. Os no´s internos da a´rvore sa˜o func¸o˜es, enquanto que as folhas sa˜o terminais.
O le´xico a empregar e´ definido pelo utilizador, de acordo com o problema a resolver.
Considerando como problema a regressa˜o simbo´lica de uma func¸a˜o ψ(x, y), podemos
usar um le´xico com a seguinte constituic¸a˜o:
• f-set = {+,−,√, /,×}
• t-set = {x, y} ∪ {1, . . . , N}
O f-set inclui dois operadores, raiz quadrada e divisa˜o, que podem causar pro-
blemas, visto na˜o se encontrarem definidos para todo <. A soluc¸a˜o nestes casos e´
redefinir estes operadores, por forma a garantir que se encontrem definidos para to-
das as entradas poss´ıveis. Tal pode ser alcanc¸ado, p.ex., assumindo que a divisa˜o
de um nu´mero por 0 e´ igual a 1, e que o operador
√
calcula o valor absoluto do
argumento, antes de calcular a raiz quadrada [Koza 1992].
O t-set e´ constitu´ıdo por dois tipos de argumentos, varia´veis e constantes. Con-
forme o nome indica, as varia´veis podem assumir diferentes valores, enquanto que o
valor das constantes e´ esta´tico.
Na figura A.6 apresentamos a representac¸a˜o em a´rvore de um indiv´ıduo. Quando
interpretado, este corresponde a` expressa˜o: (sqrt(4 + x))/(5 + x× y).
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Inicializac¸a˜o
Tal como os restantes modelos evoluciona´rios, o primeiro passo num algoritmo de PG
e´ criar uma populac¸a˜o inicial aleato´ria. Os me´todos mais utilizados para o alcanc¸ar
sa˜o: crescimento, completo, meio-a-meio6 [Koza 1992; Banzhaf, Nordin, Keller &
Francone 1998].
No me´todo crescimento a a´rvore e´ constru´ıda, a partir da raiz, seleccionando
aleatoriamente no´s do conjunto de func¸o˜es e terminais. Quando e´ seleccionado um
no´ do tipo terminal, esse ramo da a´rvore pa´ra. Adicionalmente, quando e´ atingida a
profundidade ma´xima, maxd, so´ sa˜o seleccionados no´s do tipo terminal, por forma a
garantir que esta na˜o e´ ultrapassada. Este tipo de inicializac¸a˜o origina, tipicamente,
a´rvores de forma bastante irregular.
No me´todo completo, apenas se utilizam no´s do conjunto de func¸o˜es ate´ se atingir
maxd, passando-se nessa altura a utilizar apenas no´s do tipo terminal. Este tipo de
te´cnica origina a´rvores em que todos os ramos teˆm a profundidade ma´xima.
A diversidade e´ um aspecto deseja´vel nas populac¸o˜es dos algoritmos evolutivos. O
me´todo de inicializac¸a˜o completo cria uma populac¸a˜o inicial uniforme, podendo, como
tal, ter efeitos indeseja´veis. O me´todo de inicializac¸a˜o meio-a-meio tenta colmatar
esta deficieˆncia. Supondo que maxd = 5 sa˜o criados indiv´ıduos de profundidades
2, 3, 4 e 5 em igual nu´mero. Para cada um dos grupos, metade sera´ inicializado
atrave´s da te´cnica crescimento, e a outra atrave´s da te´cnica completo. Geralmente,
este e´ o me´todo que produz melhores resultados, devido ao facto de gerar uma grande
diversidade de estruturas [Banzhaf, Nordin, Keller & Francone 1998].
Operadores Gene´ticos
Tal como acontece com os AG, a PG recorre a operadores gene´ticos de recombinac¸a˜o
e de mutac¸a˜o. O operador de recombinac¸a˜o mais popularizado e´ o operador de sobre-
cruzamento apresentado em Koza [1992] que passamos a descrever: dados dois in-
div´ıduos, A e B, seleccionar aleatoriamente dois pontos de sobre-cruzamento (um no´
de A e um de B), P1 e P2; estes pontos definem, implicitamente duas suba´rvores, cons-
titu´ıdas pelos pro´prios no´s e pelos seus descendentes; trocar as suba´rvores, obtendo
6Do ingleˆs: growth, full e ramped half-and half, respectivamente
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Figura A.7: Exemplo da operac¸a˜o de sobre-cruzamento.
assim dois novos indiv´ıduos A′ e B′. A figura A.7 ilustra este processo.
Teˆm sido propostos va´rios operadores de mutac¸a˜o, p.ex., troca de suba´rvores, subs-
tituic¸a˜o de suba´rvores, inserc¸a˜o de no´, remoc¸a˜o de no´, mutac¸a˜o de no´. O operador de
troca de suba´rvores exige a selecc¸a˜o aleato´ria de dois pontos de mutac¸a˜o, os restantes
exigem apenas um. Adicionalmente, este operador distingue-se pelo facto de explorar
novas organizac¸o˜es do co´digo do indiv´ıduo, enquanto que os restantes exploram os
efeitos de alterac¸o˜es aleato´rias ao co´digo.
O operador de troca de suba´rvores consiste em seleccionar dois pontos de mutac¸a˜o
P1 e P2 e trocar entre si as suba´rvores definidas por estes pontos. Como e´ evidente,
um ponto na˜o pode ser descendente do outro. O operador de substituic¸a˜o de suba´rvore
substitui a suba´rvore definida por um ponto de sobre-cruzamento, P1, por uma nova
suba´rvore gerada aleatoriamente. O operador de inserc¸a˜o de no´ acrescenta um novo
no´ acima do ponto de mutac¸a˜o, enquanto que o operador de remoc¸a˜o de no´ apaga o
347
Cap´ıtulo A. Computac¸a˜o Evoluciona´ria
ponto de mutac¸a˜o. O no´ a ser inserido e´, necessariamente, uma func¸a˜o. Quando esta
func¸a˜o tem aridade superior a um, e´ necessa´rio acrescentar novas suba´rvores, para
colmatar os argumentos em falta. Quando se faz a remoc¸a˜o de um no´, so´ pode ser
aproveitada a suba´rvore de um dos filhos, excepto quando as func¸o˜es teˆm aridades
varia´veis. O operador de mutac¸a˜o de no´ altera o valor do ponto de mutac¸a˜o. Por
norma, func¸o˜es sa˜o substitu´ıdas por func¸o˜es, e terminais por terminais. Quando as
func¸o˜es teˆm aridades diferentes, ha´ suba´rvores que sa˜o eliminadas ou acrescentadas.
Na figura A.8 apresentamos exemplos deste tipo de operac¸a˜o.
O facto de termos apresentado cinco operadores de mutac¸a˜o e um u´nico operador
de recombinac¸a˜o poderia ser interpretado como indicador de uma maior importaˆncia
da mutac¸a˜o em PG. Tal na˜o corresponde a` verdade. Existem aplicac¸o˜es de PG
que utilizam exclusivamente recombinac¸a˜o, sendo, na maioria dos casos, dada pouca
relevaˆncia a` mutac¸a˜o [Koza 1992; Banzhaf, Nordin, Keller & Francone 1998; Angeline
1999].
Avaliac¸a˜o
A atribuic¸a˜o da aptida˜o implica, por norma, a interpretac¸a˜o e execuc¸a˜o do indiv´ıduo.
Usualmente, tal e´ alcanc¸ado atrave´s da utilizac¸a˜o de uma func¸a˜o recursiva, cujo
comportamento pode ser descrito como se segue:
• Se o no´ e´ uma folha — devolve o seu valor;
• Se o no´ e´ um terminal:
– Calcula o valor de cada um dos argumentos, chamando-se a si pro´pria;
– Chama a func¸a˜o do f-set correspondente ao no´, usando os valores calcula-
dos no passo anterior, e devolve o valor devolvido por essa func¸a˜o;
Na figura A.9 apresentamos o algoritmo de uma func¸a˜o de interpretac¸a˜o. Devido
a` natureza estoca´stica do processo evolutivo, na˜o sabemos, a` partida, os valores que
os no´s func¸a˜o va˜o receber como argumentos. Assim, e´ essencial que as func¸o˜es do
f-set estejam definidas para toda a gama de valores poss´ıvel.
No caso de problemas como a regressa˜o simbo´lica, torna-se necessa´rio comparar
a func¸a˜o definida pelo indiv´ıduo, ω(x, y), com a func¸a˜o desejada, ψ(x, y), para um
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Figura A.8: Exemplos da aplicac¸a˜o de operadores de mutac¸a˜o sobre o indiv´ıduo A.
O indiv´ıduo A′ foi produzido atrave´s do operador de troca de suba´rvores, o B′ atrave´s
de substituic¸a˜o de suba´rvore, o C ′ por inserc¸a˜o de no´, o D′ por remoc¸a˜o de no´, e o
E ′ por mutac¸a˜o de no´ (uma mutac¸a˜o em P1 e outra em P2).
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interpreta(a´rvore)
no´ ← a´rvore→raiz
Se no´ e´ folha enta˜o
Se no´ e´ terminal enta˜o
Devolve no´→valor
Caso contra´rio
Devolve calc-valor-de-varia´vel(no´→valor)
Caso contra´rio
Para i=0 ate´ Nu´mero-de-argumentos fazer
Argumentos[i] ← interpreta(no´→Descendente[i])
Devolve no´→func¸a˜o(Argumentos)
Figura A.9: Algoritmo de uma func¸a˜o de interpretac¸a˜o t´ıpica.
conjunto de m pontos. Usualmente estes sa˜o obtidos de forma aleato´ria.
Temos pois que correr a func¸a˜o de interpretac¸a˜o m vezes, e comparar os valores
obtidos com os valores desejados. A comparac¸a˜o implica a utilizac¸a˜o de uma medida
de erro como, p.ex.:
rmsi =
√∑m
j=1 [ω(xj, yj)− ψ(xj, yj)]2
m
(A.2.2)
A aptida˜o e´, tipicamente, inversamente proporcional ao erro, i.e.:
f(i) =
1
1 + rmsi
(A.2.3)
A etapa seguinte a` atribuic¸a˜o de aptida˜o e´ a de selecc¸a˜o. Para esta tarefa a PG
recorre aos operadores descritos na secc¸a˜o dedicada aos AG. O mesmo se verifica no
que diz respeito a`s estrate´gias de substituic¸a˜o.
Caracter´ısticas Emergentes
A utilizac¸a˜o de uma estrutura de representac¸a˜o dinaˆmica, em conjunto com um pro-
cesso evolutivo, faz com que a PG possua algumas caracter´ısticas emergentes que
auxiliam a descoberta de soluc¸o˜es [Angeline 1993; Angeline 1994a].
E´ comum que as soluc¸o˜es resultantes do processo evolutivo sejam inesperadas. Os
programas evolu´ıdos dificilmente sa˜o leg´ıveis, e violam frequentemente as regras e o
estilo inerentes a`quilo que se considera boa programac¸a˜o. Como tal, e´ geralmente
dif´ıcil compreender como e´ que uma determinada soluc¸a˜o resolve o problema. Esta
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independeˆncia conceptual da pra´tica comum da programac¸a˜o traz problemas ao n´ıvel
da ana´lise e da verificac¸a˜o das soluc¸o˜es evolu´ıdas. No entanto, tambe´m pode funcionar
como uma fonte de inspirac¸a˜o. Os nossos preconceitos humanos podem impedir-nos
de encontrar soluc¸o˜es inovadoras e elegantes para determinados problemas.
A PG cria um ambiente de resoluc¸a˜o de problemas independente das nossas ideias
pre´-concebidas, que impo˜em restric¸o˜es quanto a` forma de resoluc¸a˜o.
Uma das caracter´ısticas interessantes da PG, e que espelha bem as diferenc¸as entre
PG e programac¸a˜o humana, e´ a redundaˆncia das soluc¸o˜es evolu´ıdas. E´ frequente
existirem partes do co´digo das soluc¸o˜es que poderiam ser retiradas sem afectar o
resultado. Sendo semanticamente transparentes, estas construc¸o˜es sa˜o desnecessa´rias
do ponto de vista da programac¸a˜o humana. No entanto, do ponto de vista evolutivo,
estas construc¸o˜es podem desempenhar um papel fundamental, evitando a destruic¸a˜o
de sub-programas durante a operac¸a˜o de sobre-cruzamento.
Estes pedac¸os de “lixo” funcionam como introns, partes do geno´tipo que nunca
sa˜o expressas ao n´ıvel do feno´tipo e que provocam o espac¸amento entre os genes,
diminuindo a probabilidade dos pontos de sobre-cruzamento ocorrerem dentro de um
gene. Tudo indica que os introns desempenhem um papel importante (eventualmente
crucial) no processo evolutivo.
Os estudos de Mitchell, Forrest & Holland [1991] mostram que um AG standard
apenas consegue resolver algumas classes de func¸o˜es, quando se introduzem introns
na representac¸a˜o.
Em PG, a emergeˆncia de introns da´-se naturalmente a partir da dinaˆmica do
algoritmo, na˜o sendo necessa´ria a sua introduc¸a˜o explicita na representac¸a˜o. Se o
le´xico utilizado incluir expresso˜es condicionais, p.ex. se <condic¸a˜o> <expressa˜o1>
<expressa˜o2>, assistimos a` emergeˆncia de genes dominantes, co-dominantes, e re-
cessivos. No caso da condic¸a˜o ser sempre verdadeira, a expressa˜o1 e´ dominante e a
expressa˜o2 recessiva, acontecendo o inverso quando a condic¸a˜o e´ sempre falsa. No
caso da condic¸a˜o ser verdadeira em algumas situac¸o˜es e falsa noutras (p.ex. em re-
gressa˜o simbo´lica, a condic¸a˜o podera´ ser verdadeira apenas para alguns valores de
x), assistimos a` manifestac¸a˜o das duas expresso˜es e, como tal, a co-dominaˆncia. Ao
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contra´rio daquilo que acontece noutras abordagens evolutivas, estas formas de do-
minaˆncia surgem naturalmente.
Apesar dos introns desempenharem, aparentemente, um papel importante e po-
sitivo nas fases iniciais do processo evolutivo [Angeline 1993], e´ usual que em fases
posteriores, a` medida que se torna mais dif´ıcil melhorar a aptida˜o dos indiv´ıduos,
se verifique um crescimento exponencial do nu´mero de introns [Banzhaf, Nordin,
Keller & Francone 1998]. Tal resulta destes servirem de protecc¸a˜o contra operado-
res gene´ticos potencialmente destrutivos. Quando tal acontece os introns tornam-se
um problema grave, levando ao aumento exponencial do tamanho dos indiv´ıduos, e
impedindo a evoluc¸a˜o. Este tipo de problema e´ usualmente designado por explosa˜o7,
sendo um tema central da investigac¸a˜o em PG [Banzhaf, Nordin, Keller & Francone
1998].
Nos u´ltimos anos teˆm sido publicados va´rios livros sobre PG, sendo o trabalho
de Banzhaf, Nordin, Keller & Francone [1998] um dos mais abrangentes e acess´ıveis.
Recentemente, R. Poli publicou uma se´rie de artigos (p.ex. [Poli 2001; Poli 2002;
Poli, Stephens, Wright & Rowe 2002]) onde fornece fundamentos teo´ricos para a a´rea
da PG, nomeadamente teoremas de esquema. Mais recentemente foi publicado o
livro “Foundations of Genetic Programming” [Langdon & Poli 2002], que faz uma
cobertura abrangente do trabalho de fundamentac¸a˜o teo´rica realizado nesta a´rea.
A.2.3 Programac¸a˜o Evoluciona´ria
Enquanto os AG e a PG tentam modelar a evoluc¸a˜o ao n´ıvel da gene´tica, a PE e
as ES tentam modelar a evoluc¸a˜o como um processo de comportamento adaptativo
de indiv´ıduos e espe´cies [Fogel 1997]. Tal como nos AG e na PG, sa˜o evolu´ıdas
populac¸o˜es de soluc¸o˜es candidatas, mas as soluc¸o˜es sa˜o alteradas de maneira a pos-
sibilitar uma gama cont´ınua de novos comportamentos, mantendo simultaneamente
uma forte ligac¸a˜o comportamental entre progenitores e descendentes.
A PE foi concebida por Lawrence Fogel em 1960. Nessa altura a investigac¸a˜o na
a´rea da IA centrava-se no uso de heur´ısticas e na simulac¸a˜o de redes neuronais. Para
L. Fogel estas abordagens eram limitadas, visto que tentavam modelar os humanos,
7Do ingleˆs bloat
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em vez de modelarem o processo essencial que produz criaturas de inteligeˆncia cres-
cente: a evoluc¸a˜o [Fogel & Chellapilla 1998]. L. Fogel considerava que a inteligeˆncia
se baseava na adaptac¸a˜o dos comportamentos por forma a atingir os objectivos de-
sejados. A capacidade de predic¸a˜o era vista como sendo o ingrediente fundamental
para o comportamento inteligente, o que o levou a` realizac¸a˜o de experieˆncias com a
evoluc¸a˜o de Ma´quinas de Estados Finitos (MEF), com o objectivo de prever se´ries
temporais na˜o estaciona´rias [Fogel, Owens & Walsh 1966]. O ambiente e´ modelado
atrave´s de uma sequeˆncia de s´ımbolos pertencentes a um alfabeto finito. A aptida˜o
depende da sa´ıda produzida pela MEF, sendo atingida a aptida˜o ma´xima quando esta
preveˆ correctamente a se´rie de eventos.
Abordagem Original
O primeiro passo de um algoritmo de PE consiste na criac¸a˜o de uma populac¸a˜o de µ
MEF. As MEF sa˜o criadas de forma aleato´ria, podendo o nu´mero de estados variar
de 1 ate´ um ma´ximo pre´-definido.
O passo seguinte consiste na atribuic¸a˜o de valores de aptida˜o. Tipicamente,
tal envolve simular o funcionamento de cada MEF para uma palavra de entrada,
w1, w2, w3, ..., wn. Para cada s´ımbolo desta palavra, a MEF produz um de sa´ıda, w
′
i,
sendo a MEF ideal aquela em que ∀i ∈ [1, n] : w′i = wi+1.
A criac¸a˜o da populac¸a˜o seguinte e´ efectuada em dois passos, no primeiro cada in-
div´ıduo cria um descendente, no segundo sa˜o seleccionados os elementos da populac¸a˜o
seguinte.
Os descendentes sa˜o criados por mutac¸a˜o do progenitor, na˜o existindo operador de
recombinac¸a˜o [Michalewicz, Hinterding & Michalewicz 1997]. Na proposta original
sa˜o considerados cinco operadores de mutac¸a˜o: modificar um s´ımbolo de sa´ıda, modi-
ficar uma transic¸a˜o, adicionar um estado, eliminar um estado, alterar o estado inicial.
Os operadores que adicionam/eliminam estados esta˜o sujeitos a restric¸o˜es impostas
pelo nu´mero ma´ximo e mı´nimo de estados pre´-definidos. Tal como nos AG, podem
ser aplicadas va´rias mutac¸o˜es ao mesmo indiv´ıduo, sendo o nu´mero de mutac¸o˜es a
aplicar determinado atrave´s de uma distribuic¸a˜o probabil´ıstica.
Apo´s a aplicac¸a˜o dos operadores de mutac¸a˜o, sa˜o avaliados todos os descendentes.
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A etapa seguinte consiste na selecc¸a˜o dos indiv´ıduos que fara˜o parte da populac¸a˜o
seguinte. Ou seja, e´ necessa´rio passar de 2µ indiv´ıduos a µ. L. Fogel utilizou duas
estrate´gias de substituic¸a˜o. A primeira consiste em escolher os melhores µ indiv´ıduos,
a segunda pode ser descrita como se segue:
• Considerando os conjuntos de progenitores e descendentes, P (t) e P ′(t), respec-
tivamente. Para cada indiv´ıduo i ∈ (P (t) ∪ P ′(t)):
– Escolher um conjunto, Q, de q indiv´ıduos pertencentes (P (t) ∪ P ′(t)), de
forma aleato´ria;
– Atribuir a iq o nu´mero de indiv´ıduos de Q com valor aptida˜o igual ou
inferior a i;
• Os µ elementos com maiores valores de iq sera˜o os seleccionados.
Este tipo de selecc¸a˜o e´ usualmente designado por torneio-q [Ba¨ck & Schwefel
1993]. Alterando o valor de q pode-se controlar a pressa˜o evolutiva (um aumento do
valor de q incrementa a pressa˜o, tornando o processo mais determinista).
A Actualidade
Apo´s um per´ıodo bastante longo, durante o qual praticamente na˜o foi realizada inves-
tigac¸a˜o na a´rea da PE, no in´ıcio da de´cada de 90 houve um ressurgimento do interesse
por este modelo evoluciona´rio. Desde enta˜o a PE tem vindo a ser expandida, podendo
actualmente lidar com vectores de nu´meros reais, listas ordenadas, etc. Este tipo de
avanc¸os permitiu a aplicac¸a˜o desta te´cnica a um vasto conjunto de problemas, entre
os quais: optimizac¸a˜o de paraˆmetros, optimizac¸a˜o combinato´ria, evoluc¸a˜o de redes
neuronais, etc.
A.2.4 Estrate´gias Evolutivas
Os primeiros trabalhos na a´rea das EE sa˜o da autoria de Rechenberg e ocorreram em
1964 na Universidade Te´cnica de Berlim [Rechenberg 1973b], tendo sido aplicadas na
optimizac¸a˜o experimental de paraˆmetros, numa se´rie de problemas hidrodinaˆmicos8.
8A EvoNet tem dispon´ıveis algumas animac¸o˜es relaccionadas com este trabalho cla´ssico. Consul-
tar, p.ex., o enderec¸o:
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Em 1965 foram testados diferentes modelos de EE no primeiro computador da referida
universidade [Schwefel 1965].
Na abordagem original, a populac¸a˜o e´ constitu´ıda por um u´nico indiv´ıduo. Tal
como na PE, so´ e´ utilizado um operador gene´tico, o de mutac¸a˜o. A caracter´ıstica,
porventura, mais interessante e´ a do indiv´ıduo ser constitu´ıdo por dois pares de vec-
tores reais, ~i = (−→x , ~σ). O primeiro vector, ~x, representa a soluc¸a˜o candidata, i.e.,
um ponto do espac¸o de procura; O segundo vector, ~σ, e´ constitu´ıdo por um conjunto
de desvios padra˜o. Este vector e´ utilizado durante a mutac¸a˜o, que e´ executada de
acordo com a seguinte fo´rmula:
~xt+1 = ~xt +N(0, ~σ), (A.2.4)
onde N(0, ~σ) e´ um vector de distribuic¸o˜es Gaussianas independentes, de me´dia zero
e desvio padra˜o ~σ.
O progenitor e´ substitu´ıdo pelo descendente se este tiver uma aptida˜o supe-
rior, caso contra´rio o descendente e´ eliminado. O vector de desvios padra˜o per-
manece esta´tico durante todo o processo evolutivo. Contudo, Rechenberg propoˆs
uma heur´ıstica para alterar ~σ, apresentando suporte teo´rico para a mesma [Rechen-
berg 1973b]. Em trac¸os gerais, esta regra, conhecida pelo nome de “1/5 de sucesso”,
diz que: quando ha´ uma grande percentagem de mutac¸o˜es bem sucedidas, devemos
aumentar os desvios padra˜o; quando a taxa de sucesso e´ pequena, devemos diminui-
los (uma descric¸a˜o mais exacta pode ser encontrada em, p.ex., Ba¨ck, Hoffmeister &
Schwefel [1991]).
O tipo de EE descrito e´ usualmente designado por (1 + 1). Rechenberg viria
a propor um algoritmo do tipo (µ + 1), onde µ ≥ 1. Nesta variante a populac¸a˜o
e´ constitu´ıda por µ indiv´ıduos, o que permite a reproduc¸a˜o sexuada. Desta forma
foi proposto um operador de recombinac¸a˜o que passamos a descrever. Considerando
que os progenitores seleccionados sa˜o i1 e i2, com i1 = (~x1, ~σ1) e i2 = (~x2, ~σ2) o
descendente i′ = (~x′, ~σ′) e´ obtido da seguinte forma [Ba¨ck, Hoffmeister & Schwefel
http://evonet.dcs.napier.ac.uk/evoweb/resources/flying circus/demos/movies/demo17.html
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1991]:
x′i =
{
x1i se X ≤ 0.5
x2i se X > 0.5
σ′i =
{
σ1i se X ≤ 0.5
σ2i se X > 0.5
∀i ∈ {1, . . . , n} (A.2.5)
onde X e´ uma varia´vel uniforme aleato´ria pertencente ao intervalo [0, 1]. Ou seja,
cada componente x′i e σ
′
i do descendente tem iguais probabilidades de resultar do
primeiro ou segundo progenitor. Por sua vez, todos os indiv´ıduos da populac¸a˜o teˆm
iguais probabilidades de serem seleccionados para progenitor.
No que diz respeito a` estrate´gia de substituic¸a˜o, o indiv´ıduo do conjunto P (t)∪ i′
com menor aptida˜o sera´ eliminado, passando-se assim de µ+ 1 elementos para µ.
Apesar da variante (µ+ 1) na˜o ter sido muito utilizada [Ba¨ck & Schwefel 1993],
deu a ideia ba´sica que permitiu a transic¸a˜o para as EE (µ+λ) e (µ, λ), propostas por
Schwefel [1977; 1981a].
A Actualidade
Tal como na PE, houve um largo hiato entre a proposta das EE e a sua popularizac¸a˜o.
De facto, ate´ a` u´ltima de´cada este modelo evoluciona´rio era pouco divulgado, sendo
a maior parte da investigac¸a˜o nesta a´rea conduzida na Alemanha. So´ a partir do
in´ıcio da de´cada de 90, e principalmente atrave´s dos esforc¸os de Schwefel e Ba¨ck,
comec¸aram a ser alvo da atenc¸a˜o da comunidade cient´ıfica internacional.
Desta forma, na˜o e´ de estranhar que os desenvolvimentos mais recentes estejam
intimamente ligados a`s variantes propostas por Schwefel, em particular a`s EE do tipo
(µ, λ) [Ba¨ck & Schwefel 1993].
A expansa˜o das EE do tipo (µ + 1) para (µ + λ) e (µ, λ) foi motivada por dois
factores: por um lado Schwefel pretendia tirar partido da computac¸a˜o paralela, por
outro pretendia evoluir os paraˆmetros estrate´gicos, p.ex. ~σ. Em vez de alterar os ~σi de
forma determin´ıstica atrave´s de uma heur´ıstica exo´gena, Schwefel via-os como parte
integrante da informac¸a˜o gene´tica dos indiv´ıduos. Como tal, tambe´m deveriam ser
sujeitos a mutac¸a˜o e a recombinac¸a˜o. Os indiv´ıduos com um conjunto de paraˆmetros
estrate´gicos mais adequado devem ter um desempenho superior. Assim, a evoluc¸a˜o
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acabara´ por os favorecer, sendo uma questa˜o de tempo ate´ que dominem a populac¸a˜o,
resultando na obtenc¸a˜o de um melhor conjunto de paraˆmetros estrate´gicos [Ba¨ck,
Hoffmeister & Schwefel 1991].
Na variante (µ+ λ), uma populac¸a˜o de µ indiv´ıduos produz λ descendentes. Pos-
teriormente, a populac¸a˜o tempora´ria de (µ+λ) indiv´ıduos e´ reduzida, atrave´s de um
processo de selecc¸a˜o, aos µ indiv´ıduos mais aptos. Assim, os progenitores sobrevivem
ate´ que sejam produzidos descendentes com melhor aptida˜o. No limite, e´ poss´ıvel que
um indiv´ıduo sobreviva indefinidamente. De acordo com Ba¨ck et al. [Ba¨ck, Hoffmeis-
ter & Schwefel 1991] esta caracter´ıstica provoca algumas deficieˆncias nas EE-(µ+ λ),
nomeadamente:
• Em problemas dinaˆmicos, em que o o´ptimo muda ao longo do tempo, podem
ficar presas num ponto o´ptimo antigo, se os paraˆmetros estrate´gicos tornarem
dif´ıcil a mudanc¸a para uma nova zona do espac¸o de procura
• O mesmo pode acontecer quando as medidas de aptida˜o e/ou o ajuste das
varia´veis esta˜o sujeitos a ru´ıdo
• Quando µ/λ ≥ poptf(~x), em que poptf(~x) representa a probabilidade de uma mutac¸a˜o
melhorar a aptida˜o, ha´ uma vantagem selectiva determin´ıstica para os indiv´ıduos
que reduzem alguns dos componentes do seu ~σ [Ba¨ck, Hoffmeister & Schwefel
1991]
Na tentativa de evitar estes problemas, Schwefel propoˆs as EE-(µ, λ) [Schwefel
1977]. Nesta variante, µ indiv´ıduos produzem λ descendentes, λ ≥ µ, sendo a selecc¸a˜o
realizada apenas sobre os descendentes; ou seja o tempo de vida de cada indiv´ıduo
esta´ limitado a uma gerac¸a˜o. Pelo facto do tempo de vida ser muito curto a utilizac¸a˜o
desta variante pode levar a` existeˆncia de pequenos per´ıodos de recessa˜o, mas evitam-se
os problemas associados a`s EE-(µ+ λ).
Para ale´m destas alterac¸o˜es, ao n´ıvel do nu´mero de descendentes e do me´todo de
selecc¸a˜o, a implementac¸a˜o de Schwefel das EE-(µ + λ) e EE-(µ, λ) inclui cinco tipos
de recombinac¸a˜o, bem como um novo operador de mutac¸a˜o, que permite a realizac¸a˜o
de mutac¸o˜es correlacionadas [Schwefel 1981a].
Para ale´m do domı´nio original de aplicac¸a˜o, optimizac¸a˜o de func¸o˜es reais em
domı´nios cont´ınuos, as EE tem sido aplicadas a outros tipos de problemas, tais como:
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problema do caixeiro viajante, evoluc¸a˜o de redes neuronais, optimizac¸a˜o vectorial e
a va´rios problemas de engenharia complexos. O livro de Schwefel: “Evolution and
Optimum Seeking” [Schwefel 1995], e´, provavelmente, o melhor ponto de partida para
aqueles que pretendem adquirir conhecimentos mais aprofundados sobre este modelo
evoluciona´rio.
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Apeˆndice B
Compressa˜o Fractal de Imagem
Sendo um me´todo relativamente recente, a Compressa˜o Fractal de Imagem e´ um
tema de investigac¸a˜o interessante e em constante evoluc¸a˜o. Uma descric¸a˜o detalhada
do funcionamento deste me´todo e das suas variantes esta´, claramente, para ale´m dos
objectivos desta tese. Optamos pois, por fazer uma introduc¸a˜o gene´rica deste me´todo,
deixando de parte muitos dos detalhes matema´ticos e teo´ricos (para uma descric¸a˜o
mais detalhada sugerimos a leitura de Fisher [1995] ou Fisher [1992].
Comec¸amos por fazer uma introduc¸a˜o a` compressa˜o fractal (secc¸a˜o B.1 e B.2) e
por explicar alguns conceitos-base necessa´rios (secc¸o˜es B.3 a B.6). Seguidamente, e
atrave´s de um exemplo, explicamos como estes conceitos podem ser utilizados para
fazer compressa˜o fractal de imagem (secc¸a˜o B.7). Na secc¸a˜o B.8 concentramo-nos em
diversas formas de particionar imagens. A implementac¸a˜o destas te´cnicas, levou ao
desenvolvimento de uma aplicac¸a˜o de compressa˜o fractal, que sera´ descrita na secc¸a˜o
B.9. Seguidamente, na secc¸a˜o B.10 apresentamos uma comparac¸a˜o entre compressa˜o
fractal e outros me´todos de compressa˜o de imagem. A secc¸a˜o B.11 refere-se os re-
sultados experimentais obtidos atrave´s do chamado zoom fractal. Terminamos este
cap´ıtulo tecendo algumas concluso˜es sobre o me´todo de compressa˜o.
B.1 Introduc¸a˜o
Se quisermos comprimir um programa ou um texto, teremos que o fazer de forma
a que os dados sejam reproduzidos integralmente, sem qualquer tipo de erro (com-
pressa˜o lossless). A te´cnica mais utilizada para este tipo de dados, recorre ao uso de
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um diciona´rio (p.ex.: o texto “compressa˜o de” seria uma entrada do diciona´rio e as
ocorreˆncias de “compressa˜o de” no texto seriam substitu´ıdas por um ponteiro para a
entrada. Posteriormente seria utilizada codificac¸a˜o de Huffman ou Aritme´tica para
armazenar os dados [Nelson & Gailly 1996]). Felizmente, o olho (e ouvido) humano
na˜o e´ sens´ıvel a pequenas percas de informac¸a˜o, assim, as imagens (e sons) podem
ser armazenadas com algum erro (compressa˜o lossy), sem que isso degrade significa-
tivamente a sua qualidade. A ideia base da compressa˜o lossy e´ alterar os dados de
forma a que estes se tornem altamente redundantes. Por exemplo, se considerarmos
que flutuac¸o˜es de ±1 sa˜o aceita´veis, enta˜o podemos substituir a sequeˆncia 1,0,1,1,0,1
por 1,1,1,1,1,1, que pode ser especificada de forma muito mais compacta.
Os formatos jpeg , mpg e mp3, sa˜o, actualmente, os me´todos mais populares de
compressa˜o de imagem, v´ıdeo e som, respectivamente. Baseiam-se na eliminac¸a˜o
dos componentes de alta frequeˆncia do sinal (ver, p.ex., [Nelson & Gailly 1996]).
Este tipo de me´todos, que utilizam a Discrete Cosine Transformation (DCT), sa˜o
bastante eficazes a taxas de compressa˜o baixas ou moderadas. Ultrapassado este
ponto a qualidade de imagem comec¸a a degradar rapidamente [Nelson & Gailly
1996]], dando origem ao aparecimento de “artefactos”, particularmente nas arestas
mais salientes (efeito de Gibb [Nelson & Gailly 1996]). Outra desvantagem destes
me´todos de compressa˜o e´ o facto de serem dependentes de resoluc¸a˜o. Para fazer um
zoom da imagem temos que recorrer a te´cnicas de interpolac¸a˜o; a imagem aumentada
exibira´ “blocos”, tornando-se inaceita´vel a` medida que o factor de expansa˜o aumenta.
Um feno´meno semelhante acontece quando reduzimos a imagem para ale´m de certo
limite.
Nos u´ltimos tempos teˆm aparecido um conjunto de me´todos de compressa˜o, que
constituem alternativas va´lidas a` compressa˜o jpeg. Destes destacam-se: Wavelets,
Quantizac¸a˜o Vectorial e Compressa˜o Fractal.
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B.2 Uma Breve Histo´ria da Compressa˜o Fractal
de Imagem
O termo fractal foi introduzido por Mandelbrot [1977] para designar objectos que
possuem auto-semelhanc¸a e detalhe a va´rias escalas. O exemplo mais popular e´, sem
du´vida, o conjunto de Mandelbrot. Apesar da complexidade das imagens do conjunto
de Mandelbrot, estas na˜o sa˜o mais que um gra´fico de uma func¸a˜o extremamente
simples.
Michael Barnsley foi o primeiro a reconhecer o potencial dos me´todos fractais para
a compressa˜o de imagem. Este autor fez importantes avanc¸os teo´ricos na a´rea dos
Iterated Function Systems(IFS), introduzida em 1981 por J.Hutchinson. Em 1988,
atrave´s da publicac¸a˜o do artigo “A Better Way to Compress Images” na BYTE
[Barnsley & Sloan 1988] e do livro “Fractals Everywhere” [Barnsley 1993] a com-
pressa˜o fractal tornou-se conhecida do grande pu´blico. Grande parte do interesse,
enta˜o gerado, deve-se ao facto de Barnsley anunciar taxas de compressa˜o fanta´sticas,
ate´ 10000:1.
Infelizmente os 10000:1 so´ podiam ser alcanc¸ados em imagens especiais, e o me´todo
de compressa˜o na˜o era auto´nomo, sendo necessa´ria uma ajuda considera´vel do utili-
zador. Este me´todo recebeu o nome de “graduate student algorithm”. Consiste em
atribuir uma sala e um computador a um aluno, fechar a porta, esperar que o aluno
encontre um bom IFS para a imagem, e so´ enta˜o abrir a porta [Nelson & Gailly
1996]. Todas as tentativas de o automatizar completamente foram frustradas, mesmo
quando se recorreu a` utilizac¸a˜o de Hardware especialmente fabricado para o efeito.
O avanc¸o que permitiu a automatizac¸a˜o da compressa˜o deve-se a Jacquin [1990],
aluno de doutoramento de Barnsley. A ideia consiste em subdividir a imagem numa
se´rie de blocos e encontrar um IFS local para cada um destes blocos.
B.3 O que e´ Compressa˜o Fractal
Consideremos que temos uma fotocopiadora invulgar que, ao copiar, reduz a imagem
para metade e a reproduz treˆs vezes (ver Fig. B.1).
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Figura B.1: Imagem original (esquerda) e resultado da co´pia (direita).
Figura B.2: Sucessa˜o de imagens geradas pela fotocopiadora.
Se realimentarmos a fotocopiadora com as suas co´pias, i.e., se fizermos co´pias
das co´pias, o processo ira´ convergir para a imagem conhecida como o triaˆngulo de
Sierpinski, o atractor desta ma´quina (ver Fig. B.2) .
Visto que a fotocopiadora reduz a imagem inicial, esta ira´ ser reduzida a um
ponto, a` medida que corremos repetidamente a ma´quina. As transformac¸o˜es utilizadas
sa˜o contractivas, i.e., a aplicac¸a˜o de uma transformac¸a˜o a dois pontos, quaisquer,
da imagem de input ira´ aproxima-los na co´pia (ver, p.ex., Fisher [1995]). Desde
que as condic¸o˜es de contractividade sejam respeitadas, a substituic¸a˜o da imagem
inicial (p.ex. por um quadrado) na˜o afecta o resultado final do processo. E´ a forma
como a imagem de input e´ transformada, que determina o resultado final de correr
a ma´quina num ciclo com re-alimentac¸a˜o. Diferentes transformac¸o˜es conduzem a
diferentes atractores.
Se definirmos W como o conjunto de transformac¸o˜es; x e x1 como as imagens
introduzidas e geradas por uma fotocopiadora (respectivamente), i.e., W (x) = x1; e
A como o atractor da fotocopiadora (no exemplo anterior, o triaˆngulo de Sierpinski),
temos que:
• lim n→∞W on(x) = A ,∀x. Ou seja, a aplicac¸a˜o sucessiva das transformac¸o˜es
converge para A, independentemente da imagem original1.
1f o g (x) = f(g(x)). Da mesma forma lim n→∞W on(x) sera´ igual a W(W(W(W( . . . .W(x))
. . . )))).
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• W (A) = A,a aplicac¸a˜o das transformac¸o˜es ao atractor produz o pro´prio atrac-
tor, i.e., A e´ o ponto fixo.
• W(I)=I e W(A)=A ⇒ I=A. Ou seja, A e´ u´nico. Como tal, se encontrarmos
uma imagem I tal que W (I) = I, enta˜o I e´ o atractor de W .
Estas treˆs propriedades sa˜o conhecidas como o Contractive Mapping Fixed-Point The-
orem [Barnsley 1993; Fisher 1995].
Em termos matema´ticos W e´ um IFS, i.e., um conjunto de transformac¸o˜es con-
tractivas {w i:<2→ <2| i=0,...,n}. Exceptuando o facto de terem que obedecer a`
restric¸a˜o de contractividade, as transformac¸o˜es podem assumir qualquer formato. Na
pra´tica, as transformac¸o˜es afins da forma:
wi
[
x
y
]
=
[
ai bi
ci di
][
x
y
]
+
[
ei
fi
]
(B.3.1)
sa˜o suficientes para criar um vasto conjunto de atractores.
Barnsley sugeriu que armazenar as imagens atrave´s de um IFS poderia levar a`
compressa˜o de imagem. Para armazenarmos o triaˆngulo de Sierpinski, a uma re-
soluc¸a˜o de 256*256 pixels, necessitar´ıamos de 65,536 bits. O armazenamento das
transformac¸o˜es que o produzem pode ser feito em cerca de 500 bits [Fisher 1992],
obtendo-se uma taxa de compressa˜o de 130:1. Consideremos agora, que queremos
armazenar uma imagem arbitra´ria, A. Se essa imagem puder ser gerada a partir de
um nu´mero pequeno de transformac¸o˜es, enta˜o estas podem ser armazenadas de forma
compacta. O problema e´ como encontrar essas transformac¸o˜es. As treˆs proprieda-
des anteriormente apresentadas sugerem uma forma de o fazer, se encontrarmos um
conjunto de transformac¸o˜es, W , tal que W (A) = A, enta˜o A e´ o atractor de W . Con-
sequentemente, a aplicac¸a˜o sucessiva das transformac¸o˜es W ira´ produzir a imagem
A.
A partir do momento em que uma imagem e´ representada atrave´s de um conjunto
de transformac¸o˜es, deixa de ter um tamanho natural, i.e., se multiplicarmos as trans-
formac¸o˜es por 2, por exemplo, a imagem resultante vai ter o dobro do tamanho da
original. Ou seja, a imagem pode ser reproduzida em qualquer tamanho: O detalhe
necessa´rio (ou a supressa˜o de detalhe, no caso de uma reduc¸a˜o) e´ automaticamente
gerado pelas transformac¸o˜es. Este tipo de te´cnica, de aumento/reduc¸a˜o de imagens
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Figura B.3: Gra´fico gerado a partir da imagem “Lena”.
atrave´s das suas transformac¸o˜es, e´ usualmente designado por “zoom fractal” [Barns-
ley 1993]. Va´rios investigadores (p.ex., Barnsley [1993], Fisher [1992]) apontam o
facto de os resultados obtidos atrave´s de zoom fractal serem, por norma, mais realis-
tas do que os obtidos por te´cnicas standard de zoom. Consideramos que esta questa˜o
na˜o so´ e´ extremamente interessante como pertinente. Curiosamente, e apesar deste
facto ser referenciado em quase todos os artigos sobre compressa˜o fractal, fomos in-
capazes de encontrar resultados experimentais quantitativos relativos a` comparac¸a˜o
de zoom fractal e outras te´cnicas de zoom. Voltaremos a abordar esta questa˜o, altura
em que apresentaremos os resultados dos testes por no´s realizados.
B.4 Imagens como Gra´ficos de Func¸o˜es
O primeiro passo, necessa´rio para a aplicac¸a˜o da ideia de Barnsley a` compressa˜o de
imagens, consiste em generalizar a nossa fotocopiadora. Esta passara´ a lidar com
imagens em tons de cinzento, em vez de imagens, exclusivamente, a preto e branco.
Deste ponto em diante, sempre que usarmos o termo imagem, estamos a referir-nos
a uma imagem em tons de cinzento.
Uma imagem pode ser vista como um gra´fico de uma func¸a˜o f(x, y)=z, em que x
e y sa˜o as coordenadas de cada ponto e z e´ o tom de cinzento nesse ponto (ver Fig.
B.3). Para podermos determinar se um conjunto de transformac¸o˜es e´ contractivo,
temos que definir uma distaˆncia entre imagens. Geralmente a me´trica escolhida e´ a
rmse (root mean square error) [Fisher 1992].
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Figura B.4: A imagem “Lena” 512*512 original; os quadrados indicam porc¸o˜es que
sa˜o semelhantes.
B.5 Auto-Semelhanc¸a
Uma imagem real, por exemplo a da Fig. B.4, na˜o conte´m o tipo de auto-semelhanc¸a
presente em fractais como o triaˆngulo de Sierpinski, i.e., na˜o parece ser constitu´ıda por
transformac¸o˜es afins de si pro´pria. No entanto, existe outro tipo de auto-semelhanc¸a
entre partes da imagem (ver B.4). Assim, em vez de construirmos a imagem atrave´s
de co´pias transformadas dela toda, teremos que a construir atrave´s de co´pias de partes
da imagem (a`s quais foram aplicadas transformac¸o˜es apropriadas).
E´ claro que, geralmente, a auto-semelhanc¸a na˜o e´ exacta e como tal a representac¸a˜o
da imagem atrave´s de um conjunto de transformac¸o˜es acarreta um erro. Como tal, a
imagem resultante sera´ uma aproximac¸a˜o da original2.
B.6 Fotocopiadoras e IFS’s Particionados
Vamos descrever uma extensa˜o da meta´fora da fotocopiadora de forma a podermos
codificar imagens em tons de cinzento. A fotocopiadora descrita anteriormente pode
ser definida atrave´s das seguintes varia´veis:
2Se na˜o impusermos restric¸o˜es relativamente ao nu´mero de transformac¸o˜es utilizadas, este erro
pode ser tornado infinitamente pequeno, independentemente da imagem original.
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• Nu´mero de co´pias do original (transformac¸o˜es)
• Para cada co´pia: posic¸a˜o, scaling, stretching, skewing e rotac¸a˜o.
A`s quais acrescentamos:
• Um ajuste de contraste e de brilho, para cada co´pia,
• Uma ma´scara que selecciona, para cada co´pia, a parte da imagem original a ser
copiada,
o que e´ suficiente para permitir a codificac¸a˜o de imagens em tons de cinzento. A
inclusa˜o da ma´scara divide a imagem em blocos que sera˜o transformados separada-
mente, tornando poss´ıvel a automatizac¸a˜o do processo de compressa˜o.
O funcionamento desta ma´quina pode ser descrito da seguinte forma: Quando
copiamos uma imagem, cada lente selecciona uma parte da imagem inicial, Di, e copia
esse bloco (com uma transformac¸a˜o de contraste e brilho) para uma parte da co´pia,
Ri. Os blocos Di sa˜o os domain e os Ri os range. A transformac¸a˜o e´ denominada
wi. Considerando uma imagem, f , a co´pia desta imagem atrave´s de uma maquina
com N lentes pode ser escrito como W (f) = w1(f) ∪ w 2(f) ∪ . . .∪ wn(f).Tal como
anteriormente, a ma´quina e´ corrida de forma recorrente.
Esta meta´fora da ma´quina de copiar particionada, corresponde, em termos ma-
tema´ticos, a um Partitioned Iterated Function System (PIFS). Embora possam ser
utilizados outros tipos de transformac¸o˜es, vamos restringir-nos a transformac¸o˜es afins.
O n´ıvel de cinzento acrescenta uma nova componente, o que implica que as trans-
formac¸o˜es sejam da forma:
wi

x
y
z
 =

ai bi 0
ci di 0
0 0 si


x
y
z
+

ei
fi
oi
 (B.6.1)
com si a controlar o contraste e oi o brilho.
Visto que uma imagem pode ser modelada atrave´s de uma func¸a˜o f(x, y), teremos
que wi(f)≡ w i(x,y,f(x,y)). Assim,
vi(x, y) =
[
ai bi
ci di
][
x
y
]
+
[
ei
fi
]
(B.6.2)
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determina o mapeamento entre D′is e R
′
is, enquanto que si e oi determinam, respec-
tivamente, os ajustes de contraste e brilho da transformac¸a˜o. Esta´ impl´ıcito que, a
transformac¸a˜o wi apenas e´ aplicada a` parte da imagem definida por Di, o que implica
que vi(Di) = Ri. Para que W (f) seja uma imagem e´ necessa´rio respeitar as seguintes
restric¸o˜es: a reunia˜o dos Ri‘s tem que cobrir toda a a´rea da imagem, i.e., URi = I
2;
e os Ri‘s na˜o se podem sobrepor, ou seja Ri∩Rj=∅ quando i6=j.
Como a me´trica escolhida (rmse) apenas e´ sens´ıvel aquilo que acontece na direcc¸a˜o
z, na˜o e´ necessa´rio impor restric¸o˜es de contractividade nas direcc¸o˜es x, y. Desta
forma, uma transformac¸a˜o wi e´ contractiva se e so´ se si¡1. Se todas as wi’s forem
contractivas, enta˜oW (f)om tambe´m o sera´. Na˜o e´, no entanto, necessa´rio que todas as
wi sejam contractivas para que W (f)
om o seja. Para tal, basta que as transformac¸o˜es
contractivas sejam suficientes para dominar as expansivas. Vamos supor que s1=1.1
e os restantes s′is¡1; o efeito expansivo da transformac¸a˜o w1, que afasta os pontos na
direcc¸a˜o z, seria (na generalidade dos casos) anulado pelas restantes transformac¸o˜es,
que os aproximam. Atrave´s de experimentac¸a˜o, tem-se demonstrado que si¡1.2, para
todo o i, e´ uma restric¸a˜o suficiente [Fisher 1992]. Embora na˜o seja necessa´rio impor
contractividade nas direcc¸o˜es x, y, a utilizac¸a˜o de vi’s contractivos permite a criac¸a˜o
de detalhe nos atractores.
B.7 Um Exemplo Simples
Codificar uma imagem f,corresponde a encontrar um conjunto de transformac¸o˜es W ,
cujo atractor e´ f , W (j)om=f, ∀j. A equac¸a˜o do ponto fixo:
W1(f) ∪ w2(f) ∪ . . . ∪ wn(f) =W (f) = f (B.7.1)
sugere uma forma de o conseguir. Procuramos um particionamento de f em
blocos aos quais aplicamos transformac¸o˜es wi obtendo, de novo, f . Geralmente na˜o e´
interessante encontrar uma codificac¸a˜o exacta3. Na pra´tica, passamos a procurar um
conjunto de transformac¸o˜es W que tenham um atractor, f ′, parecido com f ′. Neste
3E´ sempre poss´ıvel encontrar uma codificac¸a˜o exacta. No entanto, o nu´mero de transformac¸o˜es
necessa´rio para codificar sem erro uma imagem e´ (geralmente) bastante grande, o que leva a que
na˜o se obtenha compressa˜o.
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Figura B.5: Oito formas de mapear um quadrado noutro, atrave´s de transformac¸o˜es
afins. A primeira linha da imagem e´ obtida atrave´s de rotac¸o˜es, a segunda e´ obtida
atrave´s de um “espelho” da primeira.
caso:
f ∼= f ′ ⇒ W (f) = f ∼= W (f ′) = f ′ (B.7.2)
Para cada Ri e´ necessa´rio encontrar um Di e transformac¸o˜es wi, de forma a que: a
aplicac¸a˜o de wi, a` parte da imagem definida por Di, resulte em algo pro´ximo da parte
da imagem correspondente a Ri. A dificuldade do problema reside em estabelecer
uma correspondeˆncia entre Di’s e Ri’s.
Suponhamos que queremos codificar uma imagem de 256*256 pixels, com 256
tons de cinzento. Dividimos a imagem em quadrados, na˜o sobrepostos, de 8*8 pixels.
Estes quadrados ira˜o ser os nossos Ri’s (R1. . .R1024). D sera´ o conjunto de todos
os quadrados, com sobreposic¸a˜o, de 16*16 pixels (#D=58081). Como os Di’s teˆm
o dobro do tamanho dos Ri’s a aplicac¸a˜o de uma transformac¸a˜o envolve, sempre, a
reduc¸a˜o dos Di’s a metade.
Para cada Ri pesquisamos o conjunto D, a` procura do Di que minimize o erro, i.e.,
o Di que, apo´s a aplicac¸a˜o da transformac¸a˜o wi, mais se aproxima de Ri. Existem 8
maneiras distintas de mapear um quadrado noutro, atrave´s do tipo de transformac¸o˜es
consideradas (ver Fig. B.5). Isto significa que teremos que efectuar 8*58081 com-
parac¸o˜es para cada um dos 1024 Ri’s.
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O mapeamento entre Di’s e Ri’s determina a componente espacial da trans-
formac¸a˜o wi, pelo que resta determinar os ajustes de contrate, si, e de brilho, oi.
Considerando dois quadrados com n pixels, a1. . . an, para Di, e b1. . . bn, para Ri, o
mı´nimo de:
RMS =
√√√√ n∑
i=1
(s · ai + o− bi)2
n
(B.7.3)
e´ encontrado quando as derivadas parciais para s e o sa˜o nulas, o que ocorre quando:
s =
[
n2(
n∑
i=1
aibi)−(
n∑
i=1
ai)(
n∑
i=1
bi)
]
n2
n∑
i=1
a2i−(
n∑
i=1
aibi)2
e o =
[
n∑
i=1
bi − s
n∑
i=1
ai
]
n2
(B.7.4)
A escolha de um Di, si e oi define a transformac¸a˜o wi. Uma vez obtidos os
w1. . . w1024 a imagem pode ser gerada atrave´s da aplicac¸a˜o sucessiva dos wi’s a uma
imagem inicial aleato´ria (ver Fig. B.6).
Atrave´s da aplicac¸a˜o do algoritmo aqui descrito conseguiremos taxas de com-
pressa˜o de 16.5:14. Na Fig. B.6 apresentamos a imagem Lena codificada atrave´s
deste algoritmo. Para esta imagem o erro rms resultante da codificac¸a˜o e´ de 10.4.
O me´todo de compressa˜o apresentado apresenta duas fraquezas:
• O peso computacional provocado pelas comparac¸o˜es entre Di’s e Ri’s.
• O facto dos Di’s e Ri’s terem tamanhos fixos.
O primeiro problema pode ser resolvido atrave´s da divisa˜o dos Di’s e Ri’s em clas-
ses, de forma a que so´ seja necessa´rio comparar Ri’s com Di’s da mesma classe.
Outra opc¸a˜o consiste em reduzir, a` partida, o nu´mero de Di’s (no exemplo dado o
espac¸amento entre os Di’s e´ 1 pixel, i.e., o ponto inicial de D0 e´ (0,0), de D1 e´ (1,0),
etc.; podemos considerar espac¸amentos superiores, p.ex. 2, reduzindo assim o numero
de Di’s para 1/4). Geralmente utilizam-se as duas abordagens em simultaˆneo. A uti-
lizac¸a˜o destes me´todos implica um aumento, geralmente pequeno, no erro resultante
4Considerando que cada transformac¸a˜o e´ codificada atrave´s de 31 bits – 8 para a coordenada x
de Di, 8 para a y, 7 para oi, 5 para si, e 3 para a rotac¸a˜o/espelho – as 1024 transformac¸o˜es requerem
3968 bytes enquanto que a imagem original requer 65536 bytes.
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Figura B.6: Imagem inicial e resultado da aplicac¸a˜o das transformac¸o˜es apo´s 1, 2, 3,
5 e 10 iterac¸o˜es.
da codificac¸a˜o. Este incremento depende, obviamente, do me´todo de classificac¸a˜o e do
espac¸amento utilizados. Existem va´rios me´todos de codificac¸a˜o (para uma descric¸a˜o
detalhada ver Fisher [1995]) que diminuem significativamente o tempo de compressa˜o,
sem incrementar significativamente o erro.
O facto de utilizarmos Di’s e Ri’s de tamanhos fixos levanta problemas devido a`
heterogeneidade das imagens relativamente ao detalhe, i.e., existem zonas da imagem
que podem ser “bem” codificadas atrave´s de Ri’s de 16*16 (p.ex. a parede na imagem
Lena), enquanto que existem outras que necessitam de Ri’s de 4*4 (p.ex. os olhos).
No algoritmo apresentado os Ri’s teˆm um tamanho fixo de 8*8.
B.8 Como Particionar?
Uma generalizac¸a˜o natural do me´todo de particionamento apresentado, consiste em
utilizar um particionamento em a´rvore-quadra´tica. Neste tipo de particionamento,
quando na˜o conseguimos obter uma boa codificac¸a˜o para um Ri, dividimos este qua-
drado em quatro sub-quadrados de igual tamanho, que sera˜o codificados individual-
mente.
370
Cap´ıtulo B. Compressa˜o Fractal de Imagem
Seguidamente apresentamos um esboc¸o do algoritmo, usando como exemplo ima-
gens de 256*256 pixels:
• Considerar como D o conjunto de todos os quadrados de dimenso˜es 8*8, 16*16,
32*32 e 64*64.
• Particionar a imagem recursivamente, atrave´s do me´todo a´rvore-quadra´tica, ate´
obtermos quadrados, Ri’s, de dimensa˜o 32*32.
• Tentar cobrir cada “quadrado” da a´rvore de particionamento a partir de um
elemento de D com o dobro do tamanho.
• Caso o erro seja menor que ec (constante pre´ definida) marcar o quadrado Ri
como coberto e armazenar Di, caso contra´rio subdividir o quadrado.
• Repetir ate´ na˜o haver quadrados por cobrir.
Uma limitac¸a˜o do particionamento atrave´s de a´rvores-quadra´ticas reside em na˜o
existir nenhuma tentativa de “escolher” os elementos pertencentes aD. Outra, resulta
do facto de os quadrados serem sempre subdivididos em quatro de igual tamanho.
Uma forma de diminuir estas limitac¸o˜es consiste em usar particionamento-HV. Neste
tipo de particionamento uma imagem rectangular e´, recursivamente, particionada
horizontal ou verticalmente. O particionamento e´ repetido ate´ que uma toleraˆncia,
predefinida, seja alcanc¸ada, tal como no me´todo das a´rvores-quadra´ticas. Como o
ponto de particionamento e´ varia´vel, podemos tentar fazer as partic¸o˜es de maneira a
que seja partilhada alguma forma de auto-semelhanc¸a. Por exemplo, fazer as partic¸o˜es
de maneira a que as arestas presentes na imagem tendam a percorreˆ-las na diagonal.
Podemos, enta˜o, utilizar as partic¸o˜es maiores como Di’s para as menores e esperar
uma cobertura razoa´vel.
A Fig. B.7 tenta ilustrar esta ideia. Em a apresentamos a imagem original; em
b o particionamento desta em dois rectaˆngulos, R1 e R2. Em c R1 e´ particionado
em quatro rectaˆngulos atrave´s das partic¸o˜es 2,3 e 4. Dois destes rectaˆngulos, os que
conteˆm um aresta, podem ser cobertos por R1, os outros dois pode ser cobertos por
R2.
Na˜o existe nenhuma restric¸a˜o teo´rica ao formato dos Ri’s e Di’s. O particiona-
mento em triaˆngulos tem algumas vantagens potenciais sobre o particionamento-HV
371
Cap´ıtulo B. Compressa˜o Fractal de Imagem
Figura B.7: Exemplo de particionamento HV.
Figura B.8: Exemplos de particionamentos: em a´rvore-quadra´tica (esquerda), HV
(centro), triangular (direita).
[Fisher 1992]. Outras alternativas interessantes sa˜o o particionamento poligonal e
hexagonal [Fisher 1995].
B.9 Particionamento em A´rvore-Quadra´tica - Im-
plementac¸a˜o
Para testarmos as potencialidades da compressa˜o fractal de imagem, desenvolvemos
uma aplicac¸a˜o que permite a codificac¸a˜o de imagens como fractais. O me´todo de
particionamento implementado foi o das A´rvores-Quadra´ticas. Os algoritmos codi-
ficac¸a˜o e descodificac¸a˜o utilizados sa˜o em tudo iguais aos apresentados em Fisher
[1995]. Com o objectivo de facilitar a recolha de dados e de tornar a aplicac¸a˜o mais
amiga´vel acrescenta´mos uma se´rie de opc¸o˜es:
• Reproduc¸a˜o de imagens em tamanho diferente do original (“Zoom Fractal”).
• Visualizac¸a˜o da Iterac¸a˜o no X. As imagens da Fig. B.6 foram geradas atrave´s
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Figura B.9: A aplicac¸a˜o de Compressa˜o Fractal. A` esquerda: a imagem original. A`
direita: uma caixa de dia´logo mostrando os paraˆmetros utilizados na compressa˜o, o
erro, tempo e taxa de compressa˜o.
da utilizac¸a˜o desta opc¸a˜o.
• Comparac¸a˜o de imagens (Calcula o erro rms existente entre duas imagens).
• Leitura/Gravac¸a˜o em va´rios formatos standard (p.ex. JPEG, BMP, RAW ).
Os paraˆmetros a utilizar durante a compressa˜o fractal podem ser alterados atrave´s
de uma caixa de dia´logo. Apo´s a compressa˜o, e´ apresentado o erro, taxa e tempo de
compressa˜o (Fig. B.9).
B.9.1 Codificac¸a˜o
Na B.11 apresentamos um algoritmo de codificac¸a˜o “gene´rico” para alcanc¸ar uma
precisa˜o determinada. No nosso caso os Ri’s sa˜o gerados atrave´s de um particiona-
mento em a´rvore quadra´tica da imagem e os Di’s sa˜o sub-quadrados da imagem com
o dobro da dimensa˜o dos Ri’s.
Os “Ranges”
No pseudo-co´digo apresentado na tabela B.11, a lista de “na˜o-cobertos” e´ inicializada
com a imagem inicial (R1 = I
2). No nosso caso, a a´rvore de particionamento tem uma
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Figura B.10: Imagem original (a` esquerda) e imagem resultante da compressa˜o (a`
direita). Os paraˆmetros utilizados foram os apresentados na B.9.
Escolher um nı´vel de toleraˆncia ec.
R1 = I2, marcar R1 como na˜o-coberto.
Enquanto existirem Ri’s na˜o cobertos fazer:
Pesquisar D, determinando o Di e correspondente wi, que
melhor cobrem Ri, sendo ei o erro resultante.
Se ei < ec
Marcar Ri como coberto, armazenar wi e Di.
Sena˜o
Particionar Ri em ‘‘ranges’’ menores, marca-los como
na˜o-cobertos, retirar Ri da lista dos na˜o-cobertos.
Figura B.11: Pseudo-co´digo para alcanc¸ar um erro menor do que ec.
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profundidade mı´nima. A lista de “na˜o-cobertos” e´ inicializada com os Ri’s existentes
a essa profundidade5, sendo a imagem inicial a raiz da a´rvore.
Cada Ri pertencente a` lista de “na˜o-cobertos” e´ comparado comDi’s, da biblioteca
D,que tenham o dobro da dimensa˜o de Ri, sendo determinado o Di, e correspondente
wi, que minimiza o erro. Se este erro for menor do que uma constante pre´-estabelecida,
ou se atingimos o limite de profundidade da a´rvore, armazena-se Di, wi e marca-se Ri
como coberto. Caso contra´rio, particiona-se o Ri em quatro quadrados, marcam-se
como “na˜o-cobertos”, acrescentam-se a lista de “na˜o-cobertos” e Ri e´ retirado da lista
de “na˜o-cobertos”. O processo e´ repetido ate´ a lista de na˜o cobertos estar vazia.
Os “Domain”
Foram considerados treˆs tipos diferentes de bibliotecas de Di’s. A primeira, D1, tem
um nu´mero aproximadamente igual de Di’s de cada tamanho. A segunda, D2, tem
mais Di’s grandes do que pequenos. A ideia e´ que se conseguirmos encontrar uma
boa correspondeˆncia entre Di’s e Ri’s grandes, a codificac¸a˜o necessitara´ de menos
transformac¸o˜es. A terceira, D3, tem mais Di’s pequenos do que grandes.
Os Di’s sa˜o os sub-quadrados da imagem, cujo canto superior esquerdo assenta
numa grelha. O espac¸amento desta grelha e´ determinado atrave´s de um paraˆmetro l,
da seguinte forma:
• D2 - A grelha tem espac¸amento l.
• D2 - Para Di’s de dimensa˜o d ∗ d, o espac¸amento da grelha sera´ igual a l/d.
• D3 - Para Di’s de dimensa˜o d ∗ d, o espac¸amento da grelha sera´ igual a d/l.
Classificac¸a˜o
O passo do algoritmo de codificac¸a˜o que envolve a comparac¸a˜o entre Di’s e Ri’s, e´
extremamente exigente em termos computacionais. Assim, conve´m diminuir o nu´mero
de Di’s com que cada Ri e´ comparado. Antes de se iniciar a codificac¸a˜o classificamos
5Consideremos que a imagem inicial tem 256*256 pixels, esta imagem sera´ a raiz da a´rvore.
No segundo n´ıvel teremos quatro quadrados de 128*128 pixels cada. No terceiro n´ıvel teremos 16
quadrados de 64*64 pixels. Se considerarmos 3 como a profundidade mı´nima da a´rvore, a lista de
“na˜o-cobertos” sera´ inicializada com os 16 quadrados de 64*64 pixels.
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todos os D′is, pertencentes a` biblioteca D. Durante a codificac¸a˜o, quando procuramos
um Di para Ri, comec¸amos por classificar Ri e so´ o comparamos com Di’s com a
mesma classificac¸a˜o.
Seguidamente descreveremos o me´todo de classificac¸a˜o utilizado, de acordo com o
qual cada quadrado e´ classificado numa classe e numa subclasse. Para classificarmos
um quadrado, dividimo-lo nos seus quatro quadrantes e calculamos a me´dia e variaˆncia
dos pixels de cada um dos quadrantes, obtendo assim, A1. . .A4 e V1. . .V4.
E´ sempre poss´ıvel rodar o quadrado de maneira a que os Ai estejam ordenados
numa das seguintes formas:
• Classe 1 - A1 ≥ A2 ≥ A3 ≥ A4
• Classe 2 - A1 ≥ A2 ≥ A4 ≥ A3
• Classe 3 - A1 ≥ A4 ≥ A2 ≥ A3
Determinando-se, desta forma, a Classe a que o quadrado pertence. Ao determinar
a classe do quadrado fixa-se, implicitamente, a rotac¸a˜o, o que leva a que cada classe
possa ser dividida em 24 subclasses, de acordo com o ordenamento dos Vi’s.
Paraˆmetros de Codificac¸a˜o
Os paraˆmetros para o algoritmo de codificac¸a˜o sa˜o os seguintes:
• Toleraˆncia para o erro, ec.
• Profundidade mı´nima da a´rvore de partic¸a˜o.
• Profundidade ma´xima da a´rvore de partic¸a˜o.
• Tipo de biblioteca (D1, D2 ou D3) e factor de espac¸amentol.
• Valor ma´ximo para ajuste de contraste, smax.
• Nu´mero de classes a pesquisar (pesquisar apenas Di’s da mesma classe ou pro-
curar em todas as classes)
• Nu´mero de subclasses a pesquisar (pesquisar apenas Di’s da mesma subclasse
ou procurar em todas as subclasses)
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• Nu´mero de bits para si, nu´mero de bits utilizados para codificar o valor de si.
• Nu´mero de bits para oi, nu´mero de bits utilizados para codificar o valor de oi.
A codificac¸a˜o de uma imagem consiste no seguinte conjunto de dados:
• A partic¸a˜o final da imagem.
• Para cada Ri o si, oi, Di, e operac¸a˜o de rotac¸a˜o/espelho utilizada.
Esta informac¸a˜o tem que ser armazenada de forma eficiente. Assim, para armazenar-
mos a partic¸a˜o utilizamos um bit por cada no´ da a´rvore. No caso do bit ser zero, isso
significa que o particionamento continua; caso seja um, o no´ e´ uma folha e segue-se
informac¸a˜o relativa a` transformac¸a˜o. A informac¸a˜o da transformac¸a˜o consiste nos
ajustes de contraste, si, e brilho, oi, no Di e na operac¸a˜o de rotac¸a˜o e espelho. O
nu´mero de bits utilizado para armazenar cada si e oi e´ um dos paraˆmetros para o
algoritmo de codificac¸a˜o (5 bits para si e 7 para oi, sa˜o valores usuais [Fisher, 1992;
Fisher, 1994]). Os Di’s sa˜o indexados, e referenciados atrave´s desse ı´ndex. Tal como
vimos anteriormente, existem oito orientac¸o˜es poss´ıveis pelo que sa˜o necessa´rios 3 bits
para armazenar a operac¸a˜o de rotac¸a˜o/espelho.
B.10 Compressa˜o Fractal Vs. Compressa˜o Base-
ada na DCT
Neste cap´ıtulo fazemos uma ana´lise comparativa entre quatro me´todos de compressa˜o
de imagem. Escolhemos dois me´todos de compressa˜o fractal e dois me´todos de com-
pressa˜o baseados na DCT.
Ambos os me´todos de compressa˜o fractal utilizam um particionamento em a´rvore-
quadra´tica. A u´nica diferenc¸a entre eles e´ que no primeiro, TRNA, a a´rvore de
particionamento tem treˆs n´ıveis (profundidade ma´xima-profundidade mı´nima+1=3 ),
enquanto que no segundo, TRNB, tem quatro.
No que diz respeito aos algoritmos baseados nas DCT escolhemos o JPEG, que
e´ actualmente o formato de imagem mais popular, e IJPEG (improved JPEG, In-
dependent JPEG Group, version 5b), formato que resulta do esforc¸o de numerosos
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investigadores para melhorar o JPEG.
B.10.1 Conjunto de Teste
Um dos problemas inerentes a qualquer estudo comparativo consiste em decidir qual
o conjunto de teste a utilizar. Em teoria, a melhor abordagem seria seleccionar, alea-
toriamente, um conjunto de imagens da populac¸a˜o. Desde que o nu´mero de imagens
seleccionadas seja suficientemente grande, a amostra sera´ representativa e, como tal,
podemos extrapolar os resultados obtidos nessa amostra para a populac¸a˜o em geral.
No entanto, no nosso caso, esta abordagem na˜o parece ser exequ´ıvel. Felizmente, na˜o
fomos os u´nicos a sentir este problema.
O “Calgary Corpus” e´ um conjunto de ficheiros de texto, mantido pela Univer-
sidade de Calgary, que se transformou no standard para analisar a performance de
algoritmos de compressa˜o de texto. Apesar de existirem algumas imagens standard
(p.ex. “Lena”), a comunidade de compressa˜o de imagem na˜o possu´ıa nada equiva-
lente. Para colmatar esta deficieˆncia foi criado o “Waterloo Repertoire” [Fisher, 1994;
Vrscay, 1997], onde sa˜o propostos treˆs conjuntos de teste, e compilados os resultados
de va´rios algoritmos, para cada uma das imagens dos conjuntos. Assim, resolvemos
utilizar o conjunto de teste “GreySet2”6 proposto no “Waterloo Repertoire”, cons-
titu´ıdo por doze imagens.
B.10.2 Me´todo de Amostragem
Para analisar a performance dos diferentes algoritmos, optamos por criar um gra´fico
Taxa de Compressa˜o Vs. Erro. Os valores apresentados sa˜o as me´dias obtidas por
cada me´todo nas doze imagens que constituem o teste. Como pontos de amostragem
utilizamos as seguintes taxas de compressa˜o: 4:1, 8:1, 10:1, 16:1, 30:1, 40:1, 60:1,
80:1, 100:1, 140:1 e 200:1. Por norma, na˜o e´ poss´ıvel especificar com exactida˜o a taxa
de compressa˜o pretendida. Sempre que tal aconteceu, utilizamos amostras pro´ximas
6Existem 3 conjuntos: “GreySet1”, “GreySet2” e “ColorSet”. O algoritmo de compressa˜o
fractal utilizado na˜o permite utilizar imagens com cor, o que elimina o “ColorSet”. Dos
dois conjuntos restantes optamos pelo segundo, devido ao facto de apresentar imagens que,
a` partida, sa˜o mais dif´ıceis de comprimir Vrscay, E. R. (1997). “Waterloo Repertoire.”
http://links.uwaterloo.ca/bragzone.base.html.
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Figura B.12: As doze imagens que constituem o GreySet2 do “Waterloo Repertoire”.
do ponto pretendido e interpolamos o resultado (p.ex. para calcular os resultados a
uma taxa de compressa˜o de 4:1 utilizamos os resultados obtidos a`s taxas de 3.7:1 e
de 4.1:1).
Conforme dissemos anteriormente, o “Waterloo Repertoire” disponibiliza os resul-
tados de va´rios algoritmos. Visto que a recolha de resultados e´ um processo extre-
mamente moroso (especialmente para os me´todos fractais), utilizamos, sempre que
poss´ıvel, os resultados disponibilizados pelo “Waterloo Repertoire”. Assim, o nosso
trabalho aqui, foi, essencialmente o de compilar os resultados obtidos para cada uma
das imagens num gra´fico, que permite analisar a performance global dos algoritmos
em questa˜o.
B.10.3 Resultados Experimentais
A ana´lise dos resultados experimentais permite concluir que, os me´todos JPEG e IJ-
PEG produzem os melhores resultados para taxas de compressa˜o baixas. No entanto,
a` medida que vamos aumentando a taxa de compressa˜o, o erro aumenta rapidamente.
Em contraste, os me´todos fractais, apresentam uma curva muito mais suave, conse-
quentemente, a qualidade das imagens degrada-se “lentamente”. Podemos dizer que,
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Figura B.13: Me´dia do erro rms resultante da codificac¸a˜o vs. Taxa de compressa˜o.
de certa forma, as curvas dos me´todos DCT apresentam um crescimento do tipo “ex-
ponencial”, enquanto que as dos me´todos fractais apresentam um crescimento do tipo
“logar´ıtmico”. Na˜o e´ pois de admirar que, a partir de certa taxa de compressa˜o, os
me´todos fractais produzam melhores resultados que os baseados na DCT (para taxas
superiores a 30:1 o me´todo TRNA e´ superior ao JPEG, para taxas superiores a 70:1
e´ superior ao IJPEG).
Na˜o deixa de ser curioso o facto do algoritmo IJPEG obter sistematicamente, e in-
dependentemente da taxa de compressa˜o considerada, resultados superiores ao JPEG.
Fizemos uma ana´lise dos resultados imagem a imagem e chegamos a` conclusa˜o que,
para as imagens do “GreySet2”, o algoritmo IJPEG e´ sempre superior ao standard
JPEG.
B.11 “Zoom” Fractal
Tal como referimos, quando uma imagem e´ representada a partir de um fractal deixa
de ter uma resoluc¸a˜o fixa, podendo ser reproduzida em qualquer tamanho; o que nos
permite afirmar que a representac¸a˜o fractal e´ independente de resoluc¸a˜o [Barnsley
1993; Fisher 1992; Fisher 1995]. Outros exemplos, de me´todos de representac¸a˜o
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independentes de resoluc¸a˜o, sa˜o os formatos vectoriais utilizados por programas de
desenho, como o Corel Draw ou o Adobe Ilustrator, ou ainda o formato para fontes
TTF (True Type Font).
A propriedade de independeˆncia de resoluc¸a˜o e´ uma das vantagens do me´todo
de compressa˜o fractal. A superioridade do “zoom fractais” sobre te´cnicas standard
de zoom e´ frequentemente reivindicada (p.ex., Barnsley [1993], Fisher [1992], Fisher
[1995]), sendo, ate´, utilizada como uma das principais armas da Interated Systems,
principal produtora de software de compressa˜o fractal. A afirmac¸a˜o mais frequente e´
a de que o “zoom fractal” produz resultados mais realistas que as te´cnicas standard.
Fomos incapazes de encontrar qualquer estudo quantitativo. Assim, com o objectivo
de clarificar este aspecto, optamos por elaborar um teste, que passaremos a explicar.
Partindo do princ´ıpio que possu´ımos duas verso˜es da “mesma” imagem com dife-
rentes resoluc¸o˜es (p.ex. 256*256 e 512*512), podemos aumentar a imagem de menor
dimensa˜o, de forma a que fiquem ambas com o mesmo tamanho. Seguidamente, cal-
culamos a distaˆncia/erro (p.ex. rmse) entre as duas imagens. Variando o algoritmo
utilizado para aumentar a imagem, podemos comparar os erros produzidos por dife-
rentes me´todos. A grande questa˜o a resolver e´ a obtenc¸a˜o de duas verso˜es da mesma
imagem. Visto que nos foi imposs´ıvel obter verso˜es “independentes”, optamos por
gerar a versa˜o de menor a partir da maior. Assim, a metodologia utilizada foi a
seguinte:
• Reduzir a imagem original a metade do seu tamanho (p.ex. de 512*512 para
256*256).
• Aumentar a imagem resultante para o dobro (p.ex. de 256*256 para 512*512).
• Comparar a imagem aumentada com a original, obtendo assim o erro rms as-
sociado ao processo de reduc¸a˜o/aumento.
Na reduc¸a˜o das imagens foram utilizados os me´todos:
• Interpolac¸a˜o Bilinear.
• Fractal - transformamos a imagem na sua representac¸a˜o fractal, reproduzimos a
imagem com metade do seu tamanho e gravamos o resultado como um bitmap.
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Figura B.14: Resultados individuais e me´dia dos testes de zoom.
Para aumentar as imagens utilizamos igualmente dois me´todos:
• Interpolac¸a˜o Bicu´bica.
• Fractal - transformamos o bitmap na sua representac¸a˜o fractal e reproduzimos
a imagem com o dobro do seu tamanho.
Os me´todos de Interpolac¸a˜o Bilinear e Bicu´bica sa˜o me´todos de reduc¸a˜o/aumento
standard, aconselhados por va´rios programas de desenho (p.ex. Adobe Photoshop,
Fractal Painter, Paint Shop Pro). Testamos as quatro combinac¸o˜es poss´ıveis de
me´todos com as imagens do conjunto “GreySet2”.
O gra´fico da Fig. B.14 mostra que o me´todo de zoom fractal e´ claramente superior
ao me´todo bicu´bico. Tambe´m e´ poss´ıvel verificar que o me´todo de reduc¸a˜o utilizado
na˜o tem, geralmente, grande influeˆncia no erro final. As excepc¸o˜es a esta regra
sa˜o as imagens “france” e “library”, as u´nicas imagens do conjunto de teste que
possuem texto. As caracter´ısticas destas imagens levam a que a “concordaˆncia” entre
os me´todos de reduc¸a˜o/aumento passe a ser cr´ıtica. Note-se que, quando passamos
de reduc¸a˜o e zoom standard para reduc¸a˜o fractal e zoom standard, o erro aumenta
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significativamente. O mesmo acontece quando passamos de reduc¸a˜o e zoom fractal
para reduc¸a˜o standard e zoom fractal. Ou seja, para estas imagens, o valor predictivo
do me´todo de zoom, parece depender significativamente da utilizac¸a˜o de um me´todo
semelhante na obtenc¸a˜o das imagens reduzidas. Conve´m referir que tal so´ acontece
para estas imagens. Nos restantes casos os melhores resultados foram obtidos com
reduc¸a˜o standard e zoom fractal.
Os resultados do teste indicam que o zoom fractal e´ claramente superior ao zoom
standard. Na˜o so´ as imagens geradas parecem mais realistas, como o erro introduzido
e´ menor. Note-se que estes factores sa˜o, em larga escala, independentes, i.e., as
imagens podem parecer mais realistas mesmo quando o erro e´ superior.
Quando aumentamos uma imagem atrave´s dos me´todos convencionais existe um
efeito de pixelizac¸a˜o, perca de detalhe, e nota-se claramente que a imagem foi aumen-
tada atrave´s de um processo artificial. Quando recorremos a zoom fractal, o detalhe
e´ gerado, automaticamente, pela representac¸a˜o fractal da imagem; a imagem produ-
zida na˜o apresenta pixelizac¸a˜o, produzindo um efeito mais realista, mesmo quando
o erro introduzido e´ maior. Sa˜o pois questo˜es distintas: a de saber qual o me´todo
que melhor “engana” o observador, e a de saber qual o me´todo que melhor preveˆ os
dados em falta, de acordo com uma determinada medida de erro (no nosso caso o
rmse). Os testes efectuados demonstram que o zoom fractal e´ superior a`s te´cnicas
convencionais, em ambos os aspectos.
Estes resultados levam-nos a concluir que esta te´cnica de zoom tem capacidades
predictivas superiores a`s te´cnicas usuais, o que por sua vez nos faz pensar que po-
dera´, eventualmente, ser utilizada na recuperac¸a˜o de sinal. Para testar esta hipo´tese
resolvemos conduzir uma experieˆncia muito simples. Codificamos a imagem “Lena”
atrave´s do me´todo JPEG (Fig. B.15b), utilizando uma taxa de compressa˜o muito
elevada, o que resultou na introduc¸a˜o de um erro significativo. Posteriormente, utili-
zamos codificac¸a˜o fractal para criar uma nova imagem a partir da imagem resultante
da codificac¸a˜o JPEG (Fig. B.15c). Mais uma vez, utilizamos uma taxa de compressa˜o
elevada por forma a existirem diferenc¸as, entre as duas imagens.
A transformac¸a˜o para JPEG da imagem introduziu um erro rms igual a 15.7. O
erro entre a imagem JPEG e a codificac¸a˜o fractal e´ de 10.0. No entanto, o erro entre
esta imagem e a imagem original e´ apenas de 14.5. Ou seja, atrave´s da codificac¸a˜o
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fractal foi poss´ıvel recuperar parte do sinal que tinha sido perdido.
Embora o teste realizado na˜o seja suficiente para provar a utilidade da compressa˜o
fractal de imagem na recuperac¸a˜o de sinal, indica que esta e´ uma a´rea que merece
ser explorada com maior detalhe, o que na˜o se enquadra, obviamente, dentro dos
objectivos desta tese.
B.12 Concluso˜es
Antes de mais, gostar´ıamos de dizer que a compressa˜o fractal e´ um dos me´todos
mais promissores da actualidade. Os resultados experimentais teˆm demonstrado que
e´ claramente superior ao me´todo JPEG, o que e´ extremamente relevante, principal-
mente se tivermos em considerac¸a˜o os recursos investidos no desenvolvimento destes
me´todos. O me´todo JPEG resulta de um esforc¸o conjunto de uma vasta comunidade
e de inu´meras horas de trabalho, enquanto que a compressa˜o fractal e´ fruto do tra-
balho de “meia du´zia ” de investigadores tais como Barnesley, Jacquin e Fisher. Este
me´todo tem sido prejudicado pelas patentes existentes, que desencorajam a atribuic¸a˜o
de fundos significativos para o seu desenvolvimento.
A experieˆncia adquirida no desenvolvimento da ferramenta de compressa˜o,
permite-nos concluir que existe ainda muito a fazer nesta a´rea, conforme e´, alia´s,
reconhecido pela maioria dos investigadores. Embora a compressa˜o fractal na˜o seja a
nossa a´rea de investigac¸a˜o, vamos seguidamente apontar algumas deficieˆncias e propor
eventuais soluc¸o˜es.
Uma das principais deficieˆncias apontadas a` compressa˜o fractal e´ a rigidez dos
me´todos de particionamento utilizados [Fisher, 1994]. Apesar de va´rios investiga-
dores falarem de particionamento triangular e poligonal, tanto quanto sabemos, na
pra´tica os u´nicos me´todos utilizados sa˜o o quadra´tico e HV. Ao que tudo indica,
ningue´m sabe ao certo como conseguir um bom particionamento triangular ou po-
ligonal [Fisher 1995]. A liberdade que estes tipos de particionamento permitem
conduziria, certamente, a` obtenc¸a˜o de taxas de compressa˜o muito superiores a`s actu-
almente atingidas.
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a)
b) c)
Figura B.15: a) Imagem “Lena” original; b) A imagem resultante da codificac¸a˜o
JPEG ; c) Resultado da compressa˜o fractal da imagem JPEG. Erro: “Lena”–
JPEG=15.7; JPEG–Fractal=10.0; Fractal–“Lena”=14.5.
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Ao que tudo indica na˜o existe uma soluc¸a˜o simples para este problema. Consi-
deramos que a utilizac¸a˜o de te´cnicas evolutivas para encontrar um particionamento
adequado, pode mostrar-se interessante.
Durante a implementac¸a˜o da nossa ferramenta detectamos um “erro” subtil na
abordagem de Fisher [1995], subtileza essa que torna dif´ıcil a sua explicac¸a˜o. De
forma sinte´tica refira-se que todos os ca´lculos efectuados – nomeadamente a escolha
do Di correspondente a cada Ri, a rotac¸a˜o a aplicar, e o ca´lculo dos valores para
os si’s e oi’s – sa˜o, implicitamente, feitos partindo de um pressuposto errado, o de
que a imagem vai ser codificada de forma exacta, i.e., sem erro. Um exemplo talvez
ajude a clarificar esta afirmac¸a˜o, consideremos um determinado Ri, para o qual ja´
encontramos o Di, a rotac¸a˜o, e o oi apropriados. Falta assim atribuir um valor a si,
i.e., a alterac¸a˜o de contraste aplicada. O ca´lculo do valor “o´ptimo” para este ajuste
e´ feito atrave´s da fo´rmula B.7.4, considerando o bloco Di anteriormente escolhido.
Nesta fase do processo temos, apenas, a imagem original. Ou seja, calcula-se o valor
o´ptimo para si em func¸a˜o de uma parte, Di, da imagem original. Ora, existindo
erro na codificac¸a˜o (o que e´ a situac¸a˜o mais frequente) algumas partes da imagem, e
como tal alguns Di’s, sera˜o ligeiramente diferentes, consequentemente os ajustes de
contraste podera˜o deixar de ser o´ptimos. Da mesma forma, a escolha dos valores dos
oi’s, das rotac¸o˜es e ate´ mesmo a dos Di’s, podera´ deixar de ser a ideal. O problema
agrava-se a medida que o erro da codificac¸a˜o aumenta.
Mais uma vez, na˜o no´s parece existir uma soluc¸a˜o trivial para este problema.
Conve´m, no entanto, referir que na˜o somos especialistas nesta a´rea, nem nos de-
bruc¸amos sobre ele com particular intensidade, ate´ porque o nosso envolvimento na
compressa˜o fractal e´ meramente situacional. Fica, no entanto, a seguinte sugesta˜o:
utilizar o me´todo proposto por Fisher para construir uma codificac¸a˜o inicial; utili-
zar te´cnicas evoluciona´rias para melhorar esta aproximac¸a˜o inicial. Em princ´ıpio, o
problema situa-se, essencialmente, ao n´ıvel dos valores dos si’s e oi’s. Assim, o uso
de um algoritmo gene´tico convencional, com um operador de mutac¸a˜o que introduza
perturbac¸o˜es gaussianas nestes valores, parece-nos apropriado.
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Colorindo Imagens
C.1 Introduc¸a˜o
O me´todo de avaliac¸a˜o apresentado no Cap´ıtulo 8 lida apenas com a luminosidade da
imagem, ignorando a informac¸a˜o relativa a` cor. Assim, o funcionamento do NEvAr
enquanto sistema auto´nomo encontra-se limitado a imagens em tons de cinzento.
Existem boas razo˜es teo´ricas e art´ısticas para considerar que a luminosidade mais
importante do que a cor [Cohen 1999; Palmer 1999]. O desenvolvimento dos me´todos
de colorac¸a˜o de sistemas como o AARON [Cohen 1995] e´, ate´ certo ponto, baseado
nesta ideia. No entanto, esta perspectiva colide, pelo menos aparentemente, com a
importaˆncia atribu´ıda a` cor por alguns dos pintores mais proeminentes (p.ex. Kan-
dinsky [1911]). Adicionalmente, e com o passar do tempo, a incapacidade do NEvAr
lidar autonomamente com a informac¸a˜o de cor tornou-se frustrante e limitativa.
Uma ana´lise do papel da cor e da forma como e´ utilizada, em particular na arte
abstracta, revela que os artistas tendem a trabalhar com uma palete de cores limitada,
e que a relac¸a˜o espacial entre cores segue um conjunto de regras. Esta observac¸a˜o e´
consistente com a perspectiva de que cada artista constro´i a sua pro´pria linguagem
art´ıstica, que obedece a uma grama´tica impl´ıcita. Tambe´m e´ consistente com a abor-
dagem utilizada no AARON para atribuir cor aos desenhos criados [Cohen 1995;
Cohen 1999].
A ideia de criar um programa que desse cor a`s imagens em tons de cinzento geradas
pelo NEvAr surgiu naturalmente. Infelizmente tal levanta uma se´rie de problemas.
O nosso sistema e´ baseado numa abordagem na˜o simbo´lica, e as imagens geradas
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na˜o possuem uma estrutura hiera´rquica, na˜o existindo uma definic¸a˜o clara de formas
fechadas, linhas, objectos, contornos, etc.
Poder´ıamos definir uma paleta de cores e um conjunto de regras para a sua
aplicac¸a˜o, contudo a atribuic¸a˜o de cores a formas espec´ıficas seria problema´tica de-
vido a na˜o existir um conceito de forma nas imagens geradas. Mesmo assumindo
que as formas podiam ser devidamente identificadas utilizando te´cnicas de ana´lise
de imagem, atribuir a cor apropriada a cada uma das formas e manter uma relac¸a˜o
espacial adequada entre cores, continuaria a ser complicado devido a` natureza na˜o
estruturada do output.
Adicionalmente, a criac¸a˜o de um bom sistema de colorac¸a˜o e´ uma tarefa compli-
cada, envolvendo a escolha de um conjunto de paletas de cor, estabelecer regras de
colorac¸a˜o consistentes, etc.
Considerando estes factos, e tendo em conta que a generalidade de uma abordagem
baseada em regras seria limitada, decidimos abandonar a ideia de desenvolver um
programa de colorac¸a˜o. Em alternativa, opta´mos por criar um sistema que aprenda
a colorir imagens a partir de um conjunto de exemplos.
Esta abordagem tem va´rias vantagens sobre um sistema de colorac¸a˜o baseado em
regras fixas:
• Na˜o e´ necessa´rio descobrir e codificar um conjunto de regras de colorac¸a˜o.
• Podemos utilizar obras de arte de autores famosos como instaˆncias de treino,
aprendendo, eventualmente, a colorir de acordo com determinado estilo.
• O utilizador pode escolher um conjunto de instaˆncias de treino que corresponda
a`s suas prefereˆncias este´ticas, obtendo colorac¸o˜es consistentes com as suas pre-
fereˆncias individuais.
• Os resultados do sistema sa˜o menos previs´ıveis.
Adicionalmente, tambe´m e´ uma forma indirecta de testar a possibilidade de ex-
primir formalmente as regras de colorac¸a˜o seguidas por determinados artistas.
Neste cap´ıtulo descrevemos os nossos esforc¸os para desenvolver um sistema para
colorir imagens em tons de cinzento. Na secc¸a˜o C.2 apresentamos a nossa abordagem,
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Figura C.1: Roda de cor.
dando os necessa´rios detalhes de implementac¸a˜o. Nas secc¸a˜o C.3 extra´ımos algumas
concluso˜es referindo ideias para desenvolvimentos futuros.
C.2 Abordagem
A nossa abordagem baseia-se na utilizac¸a˜o de PG, para evoluir populac¸o˜es de pro-
gramas que da˜o cor a imagens em tons de cinzento. A ideia e´ evoluir programas que
a partir do canal de luminosidade de uma imagem, consigam reconstruir o canal de
tonalidade1 ou saturac¸a˜o correspondentes.
Comec¸amos por seleccionar uma imagem (ou conjunto de imagens) de treino, que
e´ separada nos seus canais de grau, saturac¸a˜o e luminosidade. Conforme se pode
observar na figura C.1, o canal de tonalidade define o aˆngulo na roda de cores, um
aˆngulo de 900, por exemplo, corresponde a vermelho. O canal de saturac¸a˜o define a
intensidade da cor; na imagem apresentada uma alterac¸a˜o da saturac¸a˜o corresponde a
um movimento horizontal no quadrado central. Finalmente, o canal de luminosidade
determina a claridade da cor, correspondendo a sua variac¸a˜o a um movimento vertical
no quadrado. Na figura C.2 apresentamos uma imagem a cores e os canais HSV
correspondentes.
Os programas evolu´ıdos recebem como input o canal de luminosidade de uma
imagem, que pode ser visto como uma imagem em tons de cinzento, e devolvem
uma imagem em tons de cinzento, que sera´ comparada com o canal de tonalidade
1Do ingleˆs: Hue.
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Figura C.2: Imagem original e canais HSL correspondentes.
da imagem de treino. A aptida˜o e´ proporcional a` proximidade entre o output do
programa e o canal de tonalidade original. Dado que o canal de saturac¸a˜o tambe´m
pode ser visto como uma imagem em tons de cinzento, podemos utilizar a mesma
abordagem para evoluir programs que geram este canal.
Assumindo que a nossa abordagem funciona, a` medida que a evoluc¸a˜o progride
iremos encontrar programas que geram colorac¸o˜es bastante pro´ximas das originais.
Contudo, tal na˜o e´ suficiente para considerarmos a abordagem bem sucedida – a ideia
e´ que estes programas possam ser utilizados para colorir de forma consistente imagens
diferentes, que na˜o foram utilizadas no treino. O facto de um programa conseguir
reproduzir de forma exacta as colorac¸o˜es do conjunto de treino, na˜o garante que este
programa possa ser utilizado para dar colorac¸o˜es interessantes a imagens distintas.
Por outras palavras, os programas evolu´ıdos teˆm que possuir capacidades de genera-
lizac¸a˜o. Para promover estas capacidades, tomamos algumas precauc¸o˜es na escolha
do conjunto de func¸o˜es e no desenvolvimento da func¸a˜o de aptida˜o. Seguidamente,
descrevemos as opc¸o˜es tomadas justificando as mesmas.
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C.2.1 Detalhes de Implementac¸a˜o
Tal como no NEvAr o output de um indiv´ıduo e´ calculado pixels a pixel, o que implica
correr o programa para cada um dos pixels das imagens de treino. Assumindo que
estamos a lidar com apenas uma imagem de treino, com uma dimensa˜o de 100*100
pixels, cada indiv´ıduo tera´ que ser interpretado 10000 vezes. Cada execuc¸a˜o implica
percorrer a a´rvore, chamando para cada no´ a func¸a˜o correspondente.
Como e´ evidente este processo tem um custo computacional elevado. Para mi-
nimizar este problema recorremos ao sistema GenCo [Machado & Cardoso 1999;
Cardoso, Machado & Dias 1999; Machado, Dias & Cardoso 2002a], um Compilador
de Genomas especialmente adaptado a tarefas de processamento de imagem [Dias,
Machado & Cardoso 2002].
Um Compilador de Genomas e´ uma concha de PG que faz a compilac¸a˜o online
dos indiv´ıduos evolu´ıdos. Em situac¸o˜es semelhantes a` descrita anteriormente, i.e., nas
quais cada indiv´ıduo e´ interpretado um nu´mero significativo de vezes, este tipo de
sistema permite um aumento significativo da velocidade. Cada indiv´ıduo e´ compilado
apenas uma vez, sendo o co´digo de ma´quina resultante executado va´rias vezes (10000
no cena´rio descrito anteriormente). De acordo com a bibliografia, e nestas condic¸o˜es,
os compiladores de genomas sa˜o, tipicamente, 50 a 100 vezes mais ra´pidos do que
implementac¸o˜es convencionais de PG [Fukunaga, Stechert & Mutz 1998; Nordin
1994; Nordin & Banzhaf 1995a; Dias, Machado & Cardoso 2002].
Conjunto de Func¸o˜es e de Terminais
A tarefa em questa˜o tem algumas semelhanc¸as com a regressa˜o simbo´lica de func¸o˜es
e imagens [Koza 1992; Nordin & Banzhaf 1995a] 2. Existem contudo algumas dife-
renc¸as relevantes. Num problema de regressa˜o simbo´lica, seria natural recorrer a um
conjunto de func¸o˜es (f-set) constitu´ıdo pelas operac¸o˜es aritme´ticas, eventualmente
algumas func¸o˜es trigonome´tricas, e pelo operador IF ; O conjunto de terminais t-set
seria composto pelas varia´veis x e y, e por constantes aleato´rias. Este tipo de confi-
gurac¸a˜o resulta, inevitavelmente, num programa cujo output depende exclusivamente
das coordenadas do pixel a ser calculado.
2Note-se que uma imagem pode ser vista como uma func¸a˜o bidimensional
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Numa primeira abordagem, adiciona´mos ao t-set o valor de luminosidade do pixel
a ser calculado, bem como a dos pixels adjacentes. Tal permite que output dos
programas varie em func¸a˜o da luminosidade da imagem de input, de acordo com a
luminosidade do pixel a ser calculado e pixels adjacentes.
No que diz respeito ao f-set, opta´mos por um conjunto convencional de func¸o˜es.
Esta´ opc¸a˜o foi tomada aos seguintes motivos: considerou-se que seria suficiente para
uma primeira abordagem, constituindo um bom ponto de partida; a inclusa˜o de
func¸o˜es mais complexas iria aumentar significativamente o custo computacional, ate´
porque estas func¸o˜es na˜o fazem parte do nu´cleo de primitivas disponibilizadas pelo
sistema GenCo; a inclusa˜o deste tipo de func¸o˜es na˜o e´ necessariamente bene´fica para
o processo evolutivo, na realidade verifica-se o oposto com bastante frequeˆncia (ver,
p.ex., Banzhaf, Nordin, Keller & Francone [1998]).
Tomando em considerac¸a˜o estes aspectos, foram utilizados os seguintes conjuntos
de func¸o˜es e terminais:
• F-set = {+,−,×,%, sin, cos, if}, onde % representa o operador de divisa˜o pro-
tegida, e o if o operador if-less-then-else proposto por Koza [1992].
• T-set = {x, y, a..i}, onde x, y sa˜o varia´veis correspondentes a`s coordenadas do
pixel a ser calculado, e a..i sa˜o varia´veis correspondentes ao valor de luminosi-
dade do pixels a ser calculado e dos pixels adjacentes. .
Os resultados obtidos atrave´s desta abordagem foram desanimadores, visto que, na
esseˆncia, a sa´ıda dos programas continuava a ser ditada, quase exclusivamente, pelos
valores das varia´veis x, y. Esta situac¸a˜o e´ claramente indeseja´vel. Na˜o esta´vamos
a conseguir evoluir programas que colorissem imagens de acordo com o canal de
luminosidade, mas sim func¸o˜es que replicavam os canais de tonalidade das instaˆncias
de treino. Ou seja, apesar de na˜o ser esse o nosso objectivo, o que alcanc¸a´vamos
eram programas semelhantes aos que seriam obtidos atrave´s da regressa˜o simbo´lica
dos canais de tonalidade.
A maneira mais o´bvia de evitar este comportamento consistia em eliminar as
varia´veis x, y do conjunto de terminais. Contudo os resultados experimentais obtidos
foram igualmente desencorajadores. Tipicamente o processo evolutivo convergia para
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colorac¸o˜es triviais e desinteressantes, por exemplo: programas que devolviam, inde-
pendentemente da luminosidade, a cor dominante da(s) imagem(s) de treino, ou que
a cada valor de luminosidade faziam corresponder uma cor.
De acordo com a ana´lise realizada, chegamos a` conclusa˜o que apesar das varia´veis
x, y deverem ser eliminadas do conjunto de terminais, sem estas varia´veis na˜o era
disponibilizada informac¸a˜o suficiente para determinar a cor apropriada a cada pixel,
visto que os programas apenas tinham uma visa˜o local do canal de luminosidade (o
pixel a ser calculado e os adjacentes). Para colmatar este de´ficit de informac¸a˜o intro-
duzimos uma nova func¸a˜o, get(∆x,∆y), com seguinte comportamento: considerando
que o pixel actual tem as coordenadas a, b, a func¸a˜o get(∆x,∆y) devolve o valor de
luminosidade do pixel com as coordenadas (a+∆x, b+∆y).
Visto que a func¸a˜o get permite aceder aos valores de luminosidade dos pixels
adjacentes, considerou-se que estas varia´veis podiam ser retiradas do conjunto de
terminais. Desta forma os conjuntos de func¸o˜es e terminais assumiram o seguinte
formato:
• F-set = {+,−,×,%, sin, cos, if, get}
• T-set = {e}, onde a varia´vel e representa o valor de luminosidade do pixel a ser
calculado.
Conduzimos va´rios testes utilizando variantes destes conjuntos, nomeadamente
com os valores dos pixels adjacentes no conjunto de terminais. Cedo se verificou que
a inclusa˜o destes valores na˜o trazia qualquer vantagem. Tambe´m foram realizados
testes com uma variante da func¸a˜o get que considerava coordenadas absolutas em
vez de relativas. Os testes efectuados revelaram que esta variante tinha efeitos nefas-
tos. Era frequente os valores de luminosidade de uma coordenada serem utilizados
para discriminar entre as diferentes imagens de treino, o que permitia produzir a cor
dominante das diferentes imagens.
A configurac¸a˜o acima apresentada mostrou-se adequada, permitindo a evoluc¸a˜o
de programas de colorac¸a˜o com boas capacidades de generalizac¸a˜o, tal como sera´
demonstrado na secc¸a˜o C.3. A obtenc¸a˜o destes resultados so´ foi poss´ıvel atrave´s do
desenvolvimento de uma func¸a˜o de aptida˜o apropriada, e especificamente desenhada
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para promover a evoluc¸a˜o de colorac¸o˜es interessantes, cujo processo de desenvolvi-
mento passamos a descrever.
Func¸a˜o de Aptida˜o
Comec¸amos por descrever a func¸a˜o de aptida˜o utilizada, quando o objectivo da
evoluc¸a˜o e´ reproduzir o canal de saturac¸a˜o de uma imagem a partir do canal de
luminosidade. Nesta situac¸a˜o a atribuic¸a˜o de aptida˜o baseia-se na raiz quadrada do
somato´rio do quadrado dos erros entre o output dos programas e o output desejado,
i.e., considerando que I conte´m os valores de saturac¸a˜o desejados, e que P e´ o output
de um um indiv´ıduo, a aptida˜o e´:
s =
1
1 +
s
maxxP
x=1
maxyP
y=1
(I(x,y)−P (x,y))2
maxx×maxy
(C.2.1)
Quando objectivo e´ reconstruir o canal de tonalidade, esta fo´rmula tem que ser
ligeiramente alterada por forma a ter em considerac¸a˜o a natureza circular deste canal.
Assumindo que os diferentes valores de tonalidade sa˜o representados atrave´s de valor
no intervalo [0, 1], a distaˆncia ma´xima de acordo com a fo´rmula anterior e´ atingida
quando I(x, y) = 1 e P (x, y) = 0 (ou vice versa). Contudo, devido ao canal de
tonalidade ser circular, a diferenc¸a entre um valor de tonalidade de 0 e um, e´ mı´nima.
A soluc¸a˜o passa por considerarmos o aˆngulo mı´nimo entre a tonalidade desejada e
obtida, em vez de utilizarmos a diferenc¸a entre os valores de tonalidade. Obte´m-se,
assim, a seguinte fo´rmula:
ha =
1
1 +
s
maxxP
x=1
maxyP
y=1
[minθ(I(x,y),P (x,y))]
2
maxx×maxy
(C.2.2)
onde I e P conteˆm, respectivamente, os valores de tonalidade desejados e obtidos, e
a func¸a˜o minθ devolve o aˆngulo mı´nimo entre os dois argumentos.
Esta func¸a˜o de aptida˜o pode ser melhorada, tomando em considerac¸a˜o que a
percepc¸a˜o da diferenc¸a de tonalidade depende da luminosidade do pixel em questa˜o.
Se a luminosidade for nula, obtemos sempre um pixel negro, independentemente da
tonalidade e da saturac¸a˜o; um valor de luminosidade pro´ximo de zero faz com que as
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diferenc¸as de tonalidade sejam pouco percept´ıveis para um observador humano. Da
mesma forma um valor elevado de luminosidade tambe´m reduz a diferenc¸a aparente
entre valores de tonalidade, e uma luminosidade igual a 1 resulta sempre branco puro.
Tomando este factor em considerac¸a˜o, e assumindo que L conte´m a informac¸a˜o de
luminosidade, obte´m-se a seguinte fo´rmula:
ha′ =
1
1 +
s
maxxP
x=1
maxyP
y=1
[minθ(I(x,y),P (x,y))×(1−2×|0.5−L(x,y)|)]2
maxx×maxy
(C.2.3)
A saturac¸a˜o tambe´m influeˆncia a diferenc¸a perceptual entre dois valores de tona-
lidade. Quando a saturac¸a˜o e´ nula obte´m-se sempre um tom de cinzento, e quanto
maior for a saturac¸a˜o maior a distaˆncia perceptual. Desta forma, e considerando que
S conte´m a informac¸a˜o de saturac¸a˜o, temos:
ha′′ =
1
1 +
s
maxxP
x=1
maxyP
y=1
[minθ(I(x,y),P (x,y))×(1−2×|0.5−L(x,y)|)×S(x,y)]2
maxx×maxy
(C.2.4)
Os testes conduzidos utilizando as fo´rmulas C.2.2 a C.2.4 deram resultados iluso-
riamente bons. No in´ıcio do processo evolutivo a aptida˜o aumentava ra´pida e con-
sistentemente, dando a sensac¸a˜o que seria trivial encontrar programas de colorac¸a˜o
adequados. Contudo, apo´s algumas centenas de gerac¸o˜es, assistia-se a uma estagnac¸a˜o
da aptida˜o. Tal na˜o seria um problema se os programas evolu´ıdos resolvessem o pro-
blema satisfatoriamente, e de certa forma pode-se considerar que resolvem, visto que a
aptida˜o dos indiv´ıduos e´ bastante elevada, relativamente pro´xima da aptida˜o ma´xima
alcanc¸a´vel. O problema e´ que uma ana´lise qualitativa dos resultados revela que as
colorac¸o˜es teˆm pouco interesse este´tico: tipicamente, so´ e´ utilizado um pequeno sub-
conjunto das tonalidades existentes no original, resultando na perca das nuances que
fazem com que a colorac¸a˜o original funcione. Esta situac¸a˜o torna-se particularmente
grave quando a(s) imagens de treino teˆm uma larga a´rea preenchida com determinada
tonalidade, e a´reas de menor dimensa˜o com tonalidades semelhantes a esta.
Para ilustrar o problema, recorremos a um exemplo: considere-se o desenho de uma
paisagem, em que ha´ uma a´rea dominante verde (p.ex. relva, a´rvores, etc) e um ce´u
azul; como o verde e o azul sa˜o tonalidades relativamente pro´ximas, um programa que
devolva para todos os pixels a tonalidade correspondente ao verde da a´rea dominante
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vai ter uma aptida˜o relativamente elevada, dado que na˜o sera´ penalizado na a´rea
verde dominate e sofrera´ pequenas penalizac¸o˜es na a´rea azul. Como e´ bastante simples
evoluir um programa que deˆ o mesmo tom a toda a imagem, este tipo de indiv´ıduo sera´
encontrado em poucas gerac¸o˜es. Nestas circunstaˆncias, as alterac¸o˜es induzidas pelos
operadores gene´ticos tendem a diminuir a aptida˜o, consequentemente os descendentes
mais aptos tendem a ser semelhantes, pelo menos ao n´ıvel do feno´tipo. Em poucas
gerac¸o˜es a populac¸a˜o e´ dominada por programas similares, verificando-se um aumento
acentuado do tamanho dos programas, o que pode ser explicado pela necessidade de
protecc¸a˜o contra operadores gene´ticos destrutivos. Este aumento significativo do
tamanho dos programas, usualmente designado por bloat problem [Banzhaf, Nordin
& Francone 1997], compromete seriamente a evoluc¸a˜o.
Com o objectivo de potenciar a evoluc¸a˜o de colorac¸o˜es mais interessantes, com uma
cobertura mais abrangente do espectro de cores, decidimos incluir uma componente
adicional no ca´lculo de aptida˜o. Segue-se uma descric¸a˜o do procedimento utilizado
no ca´lculo desta componente.
Comec¸amos por diminuir o nu´mero de cores da imagem de treino, I, utilizando
o algoritmo optimized median cut [Fellner & Ullrich 2005]. Obte´m-se assim uma
imagem, I ′, com apenas 16 tonalidades (v1..v16). O passo seguinte consiste em contar
o nu´mero de pixels de cada uma das tonalidades, sendo estes valores armazenados
no vector AI′ . Para cada pixel da imagem P , que conte´m o output de determinado
indiv´ıduo, determinamos o a tonalidade mais pro´xima, vi, e a distaˆncia, ∆v, entre a
tonalidade do pixel e a tonalidade vi. Adiciona-se A` tabela AP ′ [i] o valor 1 − ∆v.
Ou seja, se a tonalidade do pixel for ideˆntica a uma das 16 tonalidades originais, sera´
adicionado o valor de 1 a` entrada correspondente; se a tonalidade na˜o for exactamente
igual, o valor adicionado sera´ inferior. Depois de se efectuar este procedimento para
todos os pixels de P , calcula-se a seguinte fo´rmula:
hb =
1
1 +
s
15P
x=0
(AI′ [i]−AP ′ [i])2
16
(C.2.5)
Na esseˆncia estamos a comparar o nu´mero de pixels de cada tonalidade da ima-
gem de treino e do output do programa. Voltando ao exemplo pre´vio da paisagem
predominantemente verde e azul, se o output do programa contiver o mesmo nu´mero
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de pixels verdes e de pixels azuis que a imagem de treino, e se as tonalidades forem
exactamente iguais, hb devolvera´ um valor pro´ximo de 1. No entanto, se o output
consistir numa imagem verde, existira´ uma enorme discrepaˆncia entre a quantidade
de verde e azul das duas imagens, pelo que hb sera´ pro´ximo de zero. Note-se que, no
que concerne a hb a localizac¸a˜o das cores na˜o tem qualquer relevaˆncia, o que importa
e´ a quantidade de cada cor. Para forc¸ar uma cobertura ainda maior do espectro de
cores, tambe´m foi utilizada a seguinte variante da fo´rmula C.2.5
hb′ =
1
1 +
vuut 15P
x=0
(AI′ [i]−AP ′ [i])2
max(AI′ [i],AP ′ [i])
16
(C.2.6)
que garante que as 16 cores consideradas teˆm o mesmo peso no ca´lculo. Voltando ao
nosso exemplo, e considerando que temos uma pequena a´rea amarela (para o sol), a
utilizac¸a˜o deste variante implica que, ter o nu´mero correcto de pixels amarelos e´ ta˜o
importante como ter o nu´mero correcto de pixels verdes e azuis.
Na descric¸a˜o das func¸o˜es de aptida˜o propostas nesta secc¸a˜o consideramos que
apenas existia uma imagem de treino. No caso de existirem va´rias, os ca´lculos acima
descritos sera˜o efectuados para cada uma das imagens de treino, atribuindo-se a
aptida˜o em func¸a˜o do somato´rio dos valores (ou quadrado dos valores) obtidos.
C.3 Resultados Experimentais
Para testar a nossa abordagem ao problema de colorir imagens em tons de cinzento,
foram realizadas va´rias experieˆncias. Como imagens de treino seleccionamos alguns
dos primeiros trabalhos de Wassily Kandinsky. Estas imagens foram reduzidas a
uma resoluc¸a˜o de 96*96 pixels, por forma a diminuir os custos computacionais. As
imagens foram seleccionadas essencialmente com base nas prefereˆncias individuais,
tendo contudo em atenc¸a˜o a complexidade da imagem original, de forma a garantir
que as imagens ainda eram reconhec´ıveis apo´s a reduc¸a˜o de tamanho.
Apesar do nosso sistema estar preparado para utilizar va´rias imagens de treino em
simultaˆneo, decidimos utilizar apenas uma imagem de treino por experieˆncia, visto
que tal reduz consideravelmente o custo computacional, e termos considerado que
seria suficiente para obter uma boa noc¸a˜o do potencial do sistema. Os resultados
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apresentados nesta secc¸a˜o referem-se a` evoluc¸a˜o de programas que geram o canal de
tonalidade, a partir do canal de luminosidade.
Utiliza´mos o seguinte conjunto de paraˆmetros:
• Tamanho da populac¸a˜o = 100; Selecc¸a˜o por torneio, com tamanho de torneio
= 5; Me´todo de inicializac¸a˜o = Ramp half and half ; Profundidade inicial das
a´rvores = 2-6, Profundidade ma´xima = 20; Taxa de sobre-cruzamento = 0.7,
Taxa de mutac¸a˜o = 0.25, Taxa de reproduc¸a˜o = 0.05; Nu´mero de gerac¸o˜es =
1000.
Apo´s va´rios testes preliminares, nos quais foram consideradas va´rias func¸o˜es de
aptida˜o alternativas, a escolha recaiu sobre a variante ha′′ + hb′ , por ser a que condu-
zia resultados mais interessantes nos testes realizados. Note-se que, ao atribuirmos
aptida˜o de acordo com esta fo´rmula, a colorac¸a˜o o´ptima continua a ser a colorac¸a˜o
original, visto ser a u´nica que maximiza as duas componentes da func¸a˜o de aptida˜o.
Na ana´lise dos resultados experimentais devemos tomar em considerac¸a˜o dois as-
pectos distintos: 1) A qualidade das colorac¸o˜es atribu´ıdas pelos programas evolu´ıdos
a`s imagens de treino; 2) A qualidade das colorac¸o˜es obtidas quando os programas sa˜o
aplicados a imagens distintas.
Na figura C.3 apresentamos algumas das imagens de treino, e as colorac¸o˜es cor-
respondentes obtidas atrave´s dos programas evolu´ıdos.
A ana´lise dos resultados experimentais indica que as colorac¸o˜es obtidas sa˜o seme-
lhantes, embora na˜o sejam ideˆnticas, a`s colorac¸o˜es das imagens de treino. O facto
das colorac¸o˜es na˜o serem totalmente ideˆnticas na˜o provoca estranheza. Por um lado,
na˜o existia sequer o objectivo de as alcanc¸ar, esta´vamos, essencialmente, interessa-
dos em encontrar programas com boas capacidades de generalizac¸a˜o. Por outro lado,
seria uto´pico pensar que 1000 gerac¸o˜es seriam suficientes para encontrar colorac¸o˜es
ideˆnticas. Foram realizados alguns testes sem nu´mero limite de gerac¸o˜es, utilizando
imagens de menor dimensa˜o. Apo´s 50000 gerac¸o˜es ainda na˜o tinham sido encontrada
uma colorac¸a˜o ideˆntica ao original. Neste ponto, o tamanho me´dio dos indiv´ıduos era
superior a 1500 no´s e, apesar de continuarem a existir melhorias pontuais da aptida˜o,
estas eram extremamente raras e reduzidas.
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(a) (a’)
(b) (b’)
(c) (c’)
(d) (d’)
(e) (e’)
Figura C.3: Na coluna da esquerda, as imagens de treino, na direita as imagens resul-
tantes da aplicac¸a˜o do melhor indiv´ıduo de cada experieˆncia ao canal de luminosidade
da imagem de treino correspondente.
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Uma ana´lise cuidada das colorac¸o˜es geradas revela que, em alguns casos, existem
pequenas areas com ru´ıdo. Estas a´reas, apesar de na˜o afectarem significativamente a
aptida˜o, afectam consideravelmente a credibilidade das colorac¸o˜es, podendo ser facil-
mente identificadas por um observador humano sem que seja necessa´ria a comparac¸a˜o
com a imagem original.
O facto de durante o processo evolutivo serem utilizadas imagens de 96*96 pixels
e de posteriormente aplicarmos os melhores programas evolu´ıdos a imagens significa-
tivamente maiores, contribui para o aparecimento de ru´ıdo. No entanto na˜o e´ causa
u´nica.
Tenta´mos identificar as condic¸o˜es que levam a este tipo de resultado. Aparente-
mente, esta situac¸a˜o tende a ocorrer quando e´ encontrado, durante a fase inicial do
processo evolutivo, um indiv´ıduo que produz uma colorac¸a˜o com aptida˜o superior a`
me´dia mas com algumas a´reas de ru´ıdo. Quando estas a´reas de ru´ıdo sa˜o relativamente
pequenas, na˜o afectam significativamente a aptida˜o e dificilmente sa˜o suficientes para
fazer com que o resultado de um torneio penda noutra direcc¸a˜o. Por na˜o afectarem
significativamente a aptida˜o, estas a´reas de ru´ıdo acabam por passar despercebidas
durante grande parte do processo evolutivo. Em esta´dios mais avanc¸ados a pena-
lizac¸a˜o pode ser suficiente para alterar a evoluc¸a˜o, mas nessa altura as porc¸o˜es de
co´digo geradoras de ru´ıdo ja´ esta˜o escondidas ou fazem parte de co´digo que contribui
para a aptida˜o do indiv´ıduo, tornando-se extremamente dif´ıcil eliminar o co´digo que
as gera, sem afectar negativamente a aptida˜o.
Este tipo de problema e´ comum em sistemas evoluciona´rios naturais e artificiais.
No nosso caso particular a melhor forma de o evitar seria penalizar os indiv´ıduos que
gerem a´reas de ru´ıdo. Isto implica, como e´ evidente, implementar um procedimento
para identificar as zonas de ru´ıdo. Consideramos que a aplicac¸a˜o de um filtro de medi-
ana aos canais de tonalidade das imagem geradas e de treino, seguida da comparac¸a˜o
das alterac¸o˜es induzidas pelo filtro, sera´ suficiente para detectar a maioria das zo-
nas de ru´ıdo. Note-se, contudo, que tal implica um esforc¸o computacional acrescido.
Assim, tendo verificado que estas zonas podem ser facilmente eliminadas atrave´s da
aplicac¸a˜o de um filtro de reduc¸a˜o de ru´ıdo a` imagem gerada, opta´mos por na˜o incluir
este tipo de penalizac¸a˜o na func¸a˜o de aptida˜o.
Mais importante do que a exactida˜o com que os programas evolu´ıdos reproduzem
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a imagem original, e´ a sua performance quando aplicados a imagens que na˜o foram
utilizadas no seu treino. Na˜o podemos esperar que os programas consigam reproduzir
de forma exacta estas colorac¸o˜es. Se considerarmos que em cada experieˆncia so´ foi
utilizada uma imagem de treino, e´ simples perceber que tal so´ poderia acontecer por
sorte.
Tal como referimos anteriormente, a motivac¸a˜o original para este estudo foi evoluir
programas que pudessem ser posteriormente utilizados para colorir as imagens em
tons de cinzento geradas pelo NEvAr. Assim, o que pretend´ıamos verificar era se os
programas evolu´ıdos geravam colorac¸o˜es consistentes, cred´ıveis e apelativas.
Na figura C.4 apresentamos os resultados obtidos aplicando os melhores programas
de va´rias experieˆncias a` imagem de treino e a imagens que na˜o foram utilizadas
durante o treino do indiv´ıduo em questa˜o. As colorac¸o˜es originais das imagens podem
ser encontradas na figura C.3, com excepc¸a˜o da obra apresentada na coluna da direita
– “Interior (My Dining Room)”, 1999, Wassily Kandinsky – para a qual propomos
treˆs colorac¸o˜es alternativas, na˜o sendo apresentada a versa˜o original por forma a
permitir uma avaliac¸a˜o independente das colorac¸o˜es apresentadas.
Conforme se pode observar as colorac¸o˜es obtidas sa˜o frequentemente interessantes
e cred´ıveis, no sentido em que e´ plaus´ıvel aceitar que um artista optasse pelas com-
binac¸o˜es de cor apresentadas. Algumas das colorac¸o˜es propostas, p.ex. a apresentada
para o quadro “Autumn in Bavaria” na primeira linha, terceira coluna da figura C.4,
sa˜o particularmente atraentes. Adicionalmente, consideramos que, na globalidade, as
imagens obtidas sa˜o esteticamente agrada´veis e sa˜s.
Em alguns dos casos as colorac¸o˜es geradas sa˜o surpreendentemente pro´ximas das
originais. Conforme foi referido anteriormente, na˜o era expecta´vel que tal acontecesse,
e pensamos que estas ocorreˆncias na˜o devem ser valorizadas.
Tal como anteriormente, algumas das colorac¸o˜es geradas possuem a´reas de ru´ıdo
que afectam a sua qualidade. Este facto era esperado, uma vez que o problema
reside no co´digo dos indiv´ıduos em questa˜o. A aplicac¸a˜o deste co´digo a imagens que
na˜o foram utilizadas na fase de treino, tende a aumentar a visibilidade do problema.
Apesar de ser simples eliminar grande parte do ru´ıdo, atrave´s do po´s-processamento da
imagem e aplicando um filtro de reduc¸a˜o de ru´ıdo, opta´mos por manter as colorac¸o˜es
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Figura C.4: Em cada linha apresentam-se os resultados da aplicac¸a˜o do melhor in-
div´ıduo de uma experieˆncia a` imagem de treino correspondente (imagem da esquerda)
e a quatro imagens que na˜o foram utilizadas no seu treino.
inalteradas.
Consideramos que os resultados obtidos sa˜o extremamente promissores, especial-
mente se tivermos em linha de conta que se trata apenas de uma abordagem inicial,
que deve ser vista como uma prova de conceito.
C.4 Concluso˜es e Trabalho Futuro
Neste cap´ıtulo apresentamos a investigac¸a˜o realizada com o objectivo de aprender a
colorir imagens a partir de um conjunto de instaˆncias de treino.
Os resultados apresentados dizem respeito a` evoluc¸a˜o de programas que geram
o canal de tonalidade a partir do canal de luminosidade. As experieˆncias realizadas
na evoluc¸a˜o de programas que geram o canal de saturac¸a˜o indicam que esta tarefa
e´ mais simples. No entanto, a substituic¸a˜o do canal de saturac¸a˜o original por um
gerado atrave´s de um programa resultara´, inevitavelmente, num erro adicional.
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Nos testes realizados foi utilizado um conjunto de treino constitu´ıdo por uma
u´nica imagem. E´ necessa´rio conduzir testes adicionais utilizando conjuntos de treino
com va´rias imagens, o que podera´ contribuir para a melhoria das capacidades de
generalizac¸a˜o dos programas evolu´ıdos.
A func¸a˜o de aptida˜o tambe´m pode ser alvo de refinamentos, ter em conta as
relac¸o˜es de vizinhanc¸a entre a´reas com tons distintos pode contribuir para a evoluc¸a˜o
de programas que atribuem cor com base em conceitos mais gene´ricos do que os agora
utilizados.
Infelizmente, e tal como em outras situac¸o˜es, na˜o foi poss´ıvel implementar todas
as alterac¸o˜es planeadas, nem conduzir todos os testes que considerados pertinentes.
Contudo, pensamos que o trabalho aqui apresentado pode constituir uma base so´lida
para futuros projectos de investigac¸a˜o. Aproveitamos para salientar que este tema
pode ter diversas a´reas de aplicac¸a˜o, sendo a mais o´bvia a colorac¸a˜o de filmes a
preto e branco. Assumindo que uma das imagens do filme e´ colorida, manualmente
ou atrave´s de outro me´todo, e´ plaus´ıvel utilizar a abordagem aqui apresentada para
evoluir programas que deˆem cor a`s images da mesma sequeˆncia.
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Apeˆndice D
Criatividade Transformacional e
Computac¸a˜o Evoluciona´ria
Ao longo dos anos, a evoluc¸a˜o natural criou um vasto nu´mero de soluc¸o˜es para um
problema u´nico a sobreviveˆncia. A grande variedade de morfologias e estrate´gias en-
contradas na natureza permite-nos classificar a evoluc¸a˜o como um processo altamente
criativo. Desta forma, a ideia de utilizar te´cnicas de CE como base para a construc¸a˜o
de sistemas computacionais criativos surge naturalmente.
Nos seus trabalhos sobre criatividade, Margaret Boden (p.ex. Boden [1990]) iden-
tifica dois tipos de criatividade, explorato´ria e transformacional, que iremos designar
por criatividade-e e criatividade-t, considerando a u´ltima mais importante. De acordo
com a descric¸a˜o fornecida por Boden, uma abordagem de CE t´ıpica tem a potencia-
lidade de conduzir a criatividade-e. Neste cap´ıtulo propo˜e-se a expansa˜o do modelo
de CE convencional, com o objectivo de conferir a` CE potencial para criatividade-t.
Na secc¸a˜o D.1 fazemos uma s´ıntese de va´rios conceitos chave referentes a criativi-
dade, e da formalizac¸a˜o das ideias expostas por Boden. Na secc¸a˜o seguinte, apresenta-
mos uma variante do algoritmo de evoluciona´rio gene´rico (AEG) descrito no Apeˆndice
A, propondo a evoluc¸a˜o de alguns dos seus componentes. Posteriormente, na secc¸a˜o
D.3, fazemos uma breve ana´lise de sistemas de CE que contemplam a evoluc¸a˜o destes
elementos. Na secc¸a˜o D.4 estabelecemos uma relac¸a˜o entre a evoluc¸a˜o de componentes
do AEG e criatividade-t. Os resultados experimentais obtidos atrave´s de uma abor-
dagem meta-evoluciona´ria sa˜o apresentados e discutidos na secc¸a˜o D.5. Finalmente,
extra´ımos concluso˜es indicando direcc¸o˜es para desenvolvimentos futuros.
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D.1 Criatividade Explorato´ria e Transformacional
Nesta secc¸a˜o introduzimos conceitos fundamentais relativos a criatividade que enten-
demos relevantes para este cap´ıtulo. Os to´picos apresentados na˜o sa˜o analisados em
detalhe, visto tal na˜o se enquadrar nos objectivos da presente dissertac¸a˜o.
Comec¸amos por estabelecer uma distinc¸a˜o entre processo e produto criativo. Em
termos simples, o processo e´ a metodologia, utilizada pelo agente criativo, para gerar
um produto. A natureza do produto varia, podendo ser, p.ex. uma obra de arte, um
conceito, uma teoria cient´ıfica, etc.
Apesar de incompleta, esta definic¸a˜o e´ suficiente para o propo´sito actual. Deixa,
contudo, algumas questo˜es sem resposta, entre as quais “O que faz com que um agente
seja criativo?”; ou, de forma mais gene´rica, “O que e´ criatividade?”. A classificac¸a˜o
de um agente como criativo esta´ ligada a` sua capacidade de gerar consistentemente
produtos que possuem determinadas caracter´ısticas, tais como novidade e adequac¸a˜o.
No entanto, esta capacidade pode na˜o ser suficiente. O processo atrave´s do qual o pro-
duto e´ gerado tambe´m pode ser, e de acordo com alguns investigadores e´, pertinente.
Classificar um agente unicamente em func¸a˜o dos produtos por ele gerados e´ atraente:
o agente pode ser considerado uma caixa negra, tornando-se todas as te´cnicas e abor-
dagens iguais e sendo apenas julgadas de acordo com as suas capacidades geradoras.
Contudo, esta perspectiva pode conduzir a que um agente que executa uma pesquisa
aleato´ria seja considerado criativo, o que e´, no mı´nimo, controverso.
Boden [1990] estabelece dois eixos para a caracterizac¸a˜o da criatividade. O pri-
meiro diz respeito a`s propriedades do produto, e estabelece uma distinc¸a˜o entre criati-
vidade Histo´rica e Psicolo´gica: criar algo novo versus criar algo que embora novo para
o agente criador, na˜o constitui novidade para outros agentes. Esta distinc¸a˜o, apesar
de importante do ponto de vista social, na˜o tem relevaˆncia para o nosso estudo.
O segundo eixo caracteriza o tipo de criatividade – explorato´ria ou transforma-
cional – e tem implicac¸o˜es mais vastas. Boden veˆ o processo criativo como uma
procura de novos objectos num espac¸o conceptual. Este espac¸o pode ser extrema-
mente complexo, sendo, consequentemente, dif´ıcil alcanc¸ar alguns pontos do espac¸o
que possuem as caracter´ısticas de novidade e adequac¸a˜o. A descoberta de um destes
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pontos e´ classificada como criatividade-e. Enquanto este tipo de criatividade im-
plica uma explorac¸a˜o do espac¸o conceptual, a criatividade-t implica uma mudanc¸a
do espac¸o conceptual. Como tal, as grandes descobertas que provocam mudanc¸as de
paradigma sa˜o, tipicamente, exemplos de criatividade-t [Boden 1990].
Wiggins [2001] formalizou algumas das ideias expostas por Margaret Boden. Esta
formalizac¸a˜o – que projecta uma nova luz sobre a descric¸a˜o relativamente vaga apre-
sentada por Boden, tornando-a mais precisa e clara — sera´ descrita brevemente na
secc¸a˜o que se segue. Uma descric¸a˜o completa da formalizac¸a˜o pode ser encontrada
no artigo original, Wiggins [2001]; em Wiggins [2006] sa˜o apresentados alguns refina-
mentos da proposta inicial.
D.1.1 Formalizac¸a˜o
A formalizac¸a˜o proposta por Wiggins inclui os seguintes elementos:
• U – O espac¸o de todos os conceitos poss´ıveis. Ou, por uma questa˜o de par-
cimo´nia, o espac¸o de todos conceitos poss´ıveis relevantes para determinado
domı´nio.
• L – Uma linguagem que permite a definic¸a˜o de restric¸o˜es e regras de construc¸a˜o.
• [[.]] – Um interpretador para seleccionar conceitos de U de acordo com um
conjunto de restric¸o˜es especificadas atrave´s da linguagem L.
• 〈〈.〉〉 – Um motor de pesquisa para percorrer U , ou um dos seus subconjuntos,
de acordo com regras especificadas atrave´s da linguagem L.
• R – Um conjunto de regras, em L, que definem um subconjunto de U .
• T – Um conjunto de regras, em L, que definem uma estrate´gia de pesquisa.
• E – Um conjunto de regras, em L, que permitem a avaliac¸a˜o de conceitos.
Estes elementos permitem modelar as ideias de Boden com maior precisa˜o. Vamos
denominar por C o espac¸o conceptual que os peritos em determinada domı´nio consi-
deram usualmente na procura de novos conceitos. Este espac¸o e´ um subconjunto de
U , definido pelo conjunto de regras R:
C = [[R]](U) (D.1.1)
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Adicionalmente, T e´ um conjunto de regras que codificam um motor de pesquisa que
permite percorrer o espac¸o C, definindo, implicitamente, a conectividade entre pontos
do espac¸o:
ci+1 = 〈〈R ∪ T 〉〉(ci) (D.1.2)
Um exemplo pode ajudar a clarificar a relac¸a˜o entre esta formalizac¸a˜o e as ideias
apresentadas por Boden. Consideremos o domı´nio das artes visuais: U e´ o espac¸o de
todos os quadros poss´ıveis; C o conjunto de todos os quadros poss´ıveis de determinado
estilo; R o conjunto de regras que define esse estilo; T um conjunto de regras que define
a metodologia utilizada por determinado artista, ou conjunto de artistas, na criac¸a˜o
de obras de arte; E um conjunto de regras que codifica as prefereˆncias art´ısticas de
um observador, ou de um conjunto mais alargado.
A criatividade-e e´ vista como uma pesquisa do espac¸o C, utilizando a estrate´gia
especificada por T , que conduz a` descoberta pontos de C que sa˜o altamente valoriza-
dos por E. Podemos acrescentar a condic¸a˜o adicional de estes pontos serem dif´ıceis
de atingir, mas tal na˜o e´, de acordo com a formalizac¸a˜o, estritamente necessa´rio.
Note-se que E pode, e neste contexto eventualmente deve, tomar em considerac¸a˜o
outros aspectos para ale´m da adequac¸a˜o (ex. novidade).
De acordo com a formalizac¸a˜o, a criatividade-t pode ser alcanc¸ada de va´rias for-
mas, nomeadamente:
• Atrave´s da alterac¸a˜o do conjunto de regras, R, que definem os elementos de C,
gerando, desta forma, um novo espac¸o conceptual, C ′.
• Atrave´s da alterac¸a˜o de T , as regras que definem a estrate´gia de pesquisa do
espac¸o C. Neste caso, C mante´m os mesmos elementos, alterando-se a conecti-
vidade do espac¸o.
Note-se que esta distinc¸a˜o na˜o esta´ presente nas propostas de Boden, so´ se tendo
tornado clara atrave´s da formalizac¸a˜o de Wiggins [2001]. Nos trabalhos de Boden, a
criatividade-t e´ descrita como uma mudanc¸a de espac¸o conceptual, mais propriamente
como uma mudanc¸a dos elementos do espac¸o conceptual. De acordo com Wiggins tal
deve-se, provavelmente, a na˜o ser feita uma distinc¸a˜o entre R e T . Wiggins tambe´m
realc¸a o facto de:
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“...a change in E opens up a whole new area of conceptual space, and
possibly of an universe, for consideration.” [Wiggins 2001]
Numa sociedade humana, uma alterac¸a˜o de E na˜o e´ facilmente alcanc¸a´vel. No en-
tanto, tal na˜o nos impede de considerar que uma mudanc¸a de E possa conduzir a
criatividade-t. Uma mudanc¸a de E na˜o muda o conjunto de elementos do espac¸o,
nem a conectividade entre os elementos, mas altera, contudo, a topologia do espac¸o.
Se existir uma relac¸a˜o entre E e T , conforme e´ usualmente o caso, uma mudanc¸a
de E pode levar a que a pesquisa, atrave´s da estrate´gia T , conduza a pontos de C
altamente valorizados por E, mas dif´ıceis ou imposs´ıveis de alcanc¸ar anteriormente.
A formalizac¸a˜o proposta por Wiggins permite a definic¸a˜o de criatividade-t em
termos precisos. Em termos simples criatividade-t e´ criatividade-e ao meta-n´ıvel.
Um sistema criativo explorato´rio pode ser descrito por:
〈U,L, [[.]], 〈〈.〉〉, R, T, E〉 (D.1.3)
Criatividade-t implica a procura de um novo R, T , ou ambos1. Visto que tanto
T como R sa˜o expressos na mesma linguagem, L, esta torna-se o espac¸o de todos os
conceitos poss´ıveis. E´ necessa´rio uma nova linguagem, LL, que permita a definic¸a˜o
de restric¸o˜es e de regras para este espac¸o. Tambe´m e´ necessa´rio RL, um conjunto de
restric¸o˜es na linguagem LL que define os elementos do espac¸o, i.e., os R’s e/ou T’s
que va˜o ser considerados; e TL um conjunto de regras, expresso na linguagem LL, de
pesquisa do espac¸o. Adicionalmente, sa˜o necessa´rios os interpretadores corresponden-
tes: [̂[.]] and 〈̂〈.〉〉. Finalmente, e´ necessa´rio um conjunto de regras EL que determine
a qualidade dos R’s e/ou T’s. Desta forma, um sistema criativo transformacional
pode ser descrito por:
〈L,LL, [̂[.]], 〈̂〈.〉〉, RL, TL, EL〉 (D.1.4)
o que justifica a argumentac¸a˜o da criatividade-t ser criatividade-e ao meta-n´ıvel [Wig-
gins 2001], conduzindo tambe´m a` possibilidade de se considerarem meta-n´ıveis adici-
onais de criatividade. Como e´ evidente, passar da formalizac¸a˜o a` construc¸a˜o de um
sistema criativo, levanta uma se´rie de questo˜es pra´ticas, entre as quais como definir:
RL, TL, e EL.
1De acordo com a nossa perspectiva, a procura de um novo E tambe´m deveria ser considerada.
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t← 0
G(0) ← generate random(t)
P (0) ← map(G(0))
F (0) ← eval(P (0))
while stop criterion not met do
G′(t) ← sel(G(t), P (t), F (t))
G′′(t) ← op(G′(t))
G(t+ 1) ← gen(G(t), G′′(t))
P (t+ 1) ← map(G(t+ 1))
F (t+ 1) ← eval(P (t+ 1))
t← t+ 1
end while
return result
Figura D.1: Algoritmo Evoluciona´rio Gene´rico.
D.2 Computac¸a˜o Evoluciona´ria
Na figura D.1 apresentamos uma variante do AEG descrito no Apeˆndice A que pas-
samos a descrever. Tal como anteriormente, o primeiro passo consiste na criac¸a˜o
de um conjunto aleato´rio de geno´tipos, G(0). Estes geno´tipos sa˜o convertidos em
feno´tipos atrave´s da aplicac¸a˜o de uma func¸a˜o de mapeamento, map. E´ frequente na˜o
existir uma distinc¸a˜o clara entre geno´tipo e feno´tipo, o que leva a que este passo seja
usualmente omitido. A etapa seguinte consiste na avaliac¸a˜o dos indiv´ıduos, que e´ exe-
cutada em func¸a˜o dos feno´tipos, utilizando a func¸a˜o de aptida˜o eval. Segue-se o ciclo
evoluciona´rio: selecciona-se um conjunto de progenitores, utilizando sel; aplicam-se
operadores gene´ticos, op, o que resulta num novo conjunto de geno´tipos, G′′(t); a
partir destes geno´tipos constroem-se os feno´tipos, que sa˜o posteriormente avaliados.
O ciclo evoluciona´rio continua ate´ que determinado crite´rio seja alcanc¸ado.
Estamos agora em posic¸a˜o de retornar a` motivac¸a˜o original deste estudo:
“Como alcanc¸ar criatividade transformacional atrave´s de computac¸a˜o evo-
luciona´ria?”
Assumindo que a CE tem o potencial para atingir criatividade-e, o que parece ser o
caso; e que a criatividade-t e´ criatividade-e ao meta-n´ıvel, o que reu´ne algum consenso;
enta˜o a meta-evoluc¸a˜o devera´ possuir o potencial para criatividade-t. Propomos que
a evoluc¸a˜o de componentes do AEG – func¸a˜o de mapeamento, operadores gene´ticos,
410
Cap´ıtulo D. Criatividade Transformacional e Computac¸a˜o Evoluciona´ria
estrate´gia de selecc¸a˜o, me´todo de substituic¸a˜o e func¸a˜o de aptida˜o – pode conduzir a
criatividade-t.
Na pro´xima secc¸a˜o fazemos uma ana´lise breve de trabalhos que envolvem a evolu-
c¸a˜o de componentes do AEG. Na secc¸a˜o D.4 estabelecemos uma relac¸a˜o entre a
evoluc¸a˜o destes itens e os diferentes tipos de criatividade-t resultantes da formalizac¸a˜o
de Wiggins.
D.3 Trabalho Relacionado
A ideia de evoluir paraˆmetros dos algoritmos de CE, tais como taxa de mutac¸a˜o
e de sobre-cruzamento, esta´ presente desde os primeiros dias da CE. Os primeiros
trabalhos no campo das Estrate´gias Evolutivas ja´ consideravam esta possibilidade
[Rechenberg 1973b].
A a´rea da Computac¸a˜o Evoluciona´ria Adaptativa (CEA) centra-se na evoluc¸a˜o de
paraˆmetros dos algoritmos de CE. Angeline [1995] apresenta uma definic¸a˜o formal e
classificac¸a˜o da CEA, propondo treˆs n´ıveis de adaptac¸a˜o: populacional, individual, e
componente.
A adaptac¸a˜o ao n´ıvel populacional implica ajustar dinamicamente, a` medida que
a evoluc¸a˜o ocorre, um conjunto de paraˆmetros que sa˜o partilhados por toda a po-
pulac¸a˜o. De forma similar, ao n´ıvel individual, considera-se o ajuste de paraˆmetros
que determinam a forma como a representac¸a˜o do mesmo e´ manipulada. Ao n´ıvel
dos componentes, evolu´ı-se a forma como cada componente do indiv´ıduo se comporta
quando sujeito a modificac¸o˜es. O principal objectivo da CEA, independentemente do
n´ıvel, e´ melhorar a eficieˆncia e efica´cia da CE em determinado problema.
Em Hinterding, Michalewicz & Eiben [1997] os autores analisam va´rios trabalhos
na a´rea da CEA, apresentando uma extensa˜o da classificac¸a˜o anteriormente descrita.
Estabelecem uma distinc¸a˜o entre o tipo de mecanismo de adaptac¸a˜o e o n´ıvel a que a
adaptac¸a˜o ocorre. Sa˜o considerados dois tipos de mecanismo de adaptac¸a˜o: esta´tico
e dinaˆmico. O tipo dinaˆmico contempla treˆs categorias: determin´ıstico, adaptativo,
auto-adaptativo. No que diz respeito aos n´ıveis de adaptac¸a˜o, que se referem ao
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aˆmbito de aplicac¸a˜o dos paraˆmetros, consideram quatro n´ıveis: ambiental, populaci-
onal, individual, e componente.
Existem va´rias abordagens de CEA que exploram a possibilidade de re-dimensionar
dinamicamente o geno´tipo, permitindo a sua contracc¸a˜o ou expansa˜o de acordo com
os requisitos ambientais. Angeline & Pollack [1994] propo˜em a co-evoluc¸a˜o de uma lin-
guagem de representac¸a˜o de alto n´ıvel, adequada ao ambiente, e de um AG dinaˆmico
com geno´tipos de tamanho varia´vel. Tal e´ alcanc¸ado atrave´s da utilizac¸a˜o de ope-
radores gene´ticos especializados que criam mo´dulos esta´veis a partir de porc¸o˜es dos
geno´tipos em desenvolvimento. Estes podem ser vistos como adic¸o˜es abstractas a`
linguagem de representac¸a˜o.
O trabalho de Altenberg [1994a] centra-se na noc¸a˜o de “evolvability”, a capaci-
dade de uma populac¸a˜o gerar variantes mais aptas do que as existentes. Altenberg
[1994b; 1995] explora o conceito de crescimento do geno´tipo, um me´todo de selecc¸a˜o
construtivo em que o grau de liberdade da representac¸a˜o e´ gradualmente aumentado.
Os genes que melhoram a aptida˜o do feno´tipo sa˜o preservados, resultando em mape-
amentos entre geno´tipo e feno´tipo menos epista´ticos, promovendo a adaptabilidade.
Este trabalho tem uma relac¸a˜o directa com os conceitos apresentados em Dawkins
[1989], onde o autor diferencia claramente a gene´tica – o estudo das relac¸o˜es entre
geno´tipos de gerac¸o˜es sucessivas – da embriologia, o estudo das relac¸o˜es entre geno´tipo
e feno´tipo. Isto leva-nos ao conceito de embrioge´nese, o processo de crescimento que
define a forma como um geno´tipo e´ mapeado num feno´tipo. Em Bentley & Kumar
[1999], os autores estudam a utilizac¸a˜o de processos de crescimento no aˆmbito da CE,
identificando treˆs tipos principais de embrioge´nese – externa, explicita e impl´ıcita –
e apresentando um estudo comparativo utilizando um problema de design.
O conjunto de operadores gene´ticos e´ um dos aspectos que tambe´m pode ser
sujeito a adaptac¸a˜o. A abordagem mais simples e´ tentar seleccionar, a partir de um
conjunto pre´-definido, os operadores mais u´teis em func¸a˜o do ambiente. Um exemplo
paradigma´tico deste tipo de abordagem pode ser encontrado em Spears [1995], onde
se descreve um algoritmo de CEA que muda dinamicamente o operador de sobre-
cruzamento, e ajusta a sua probabilidade de aplicac¸a˜o. A adaptac¸a˜o de paraˆmetros
de recombinac¸a˜o tambe´m e´ proposta em Angeline [1996b], que descreve a adaptac¸a˜o
de paraˆmetros que governam a selecc¸a˜o do ponto e da quantidade de operac¸o˜es de
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sobre-cruzamento.
A evoluc¸a˜o dos operadores gene´ticos e´ a sequeˆncia lo´gica destas abordagens. Tel-
ler [1996] descreve a evoluc¸a˜o de operadores gene´ticos no sistema PADO, um sistema
de PG baseado em grafos. Em Edmonds [1998], e´ apresentado um sistema de PG
co-evoluciona´rio, que permite a evoluc¸a˜o simultaˆnea de soluc¸o˜es candidatas e ope-
radores gene´ticos. Estes operadores gene´ticos sa˜o aplicados a` populac¸a˜o de soluc¸o˜es
candidatas e a eles pro´prios. No estudo de Kantschik, Dittrich, Brameier & Banzhaf
[1999], e´ apresentada uma abordagem alternativa a` evoluc¸a˜o de operadores gene´ticos:
a introduc¸a˜o de um n´ıvel adicional de operadores de recombinac¸a˜o que sa˜o aplicados
a um conjunto de operadores. Em Spector & Robinson [2002], discute-se o desen-
volvimento de um sistema evoluciona´rio auto-construtivo, utilizando uma linguagem
denominada por Push. Neste sistema os indiv´ıduos sa˜o responsa´veis pela produc¸a˜o
dos seus descendentes.
D.4 Criatividade Transformacional Evoluciona´ria
Nesta secc¸a˜o analisamos as implicac¸o˜es, do ponto de vista da criatividade computa-
cional, da evoluc¸a˜o de va´rios componentes do AEG tradicional, estabelecendo uma
relac¸a˜o entre estas alterac¸o˜es e a transformac¸a˜o de T e R descritas na formalizac¸a˜o de
Wiggins. Posteriormente, com base nos trabalhos anteriormente citados, propomos
me´todos alternativos para a evoluc¸a˜o destes componentes. A evoluc¸a˜o de paraˆmetros
para ajustar o comportamento de algoritmos de CE na˜o sera´ analisada. Conside-
ramos que a evoluc¸a˜o destes paraˆmetros na˜o altera qualitativamente o me´todo de
procura. Consequentemente, a sua evoluc¸a˜o na˜o e´ vista como uma fonte potencial de
criatividade-t.
D.4.1 Transformando o Espac¸o de Procura
Comec¸amos por analisar que tipo de transformac¸a˜o do espac¸o de procura se pode atin-
gir atrave´s da alterac¸a˜o da func¸a˜o map que estabelece o mapeamento entre geno´tipos
e feno´tipos.
Podemos estabelecer uma ligac¸a˜o entre a func¸a˜o map e a formalizac¸a˜o proposta
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por Wiggins. Considerando que map e´ expressa numa linguagem, que [[.]] e´ um
interpretador para essa linguagem, e que u e´ o espac¸o de todos os geno´tipos poss´ıveis,
temos:
c = [[map]](u), (D.4.1)
onde c e´ o espac¸o de todos os feno´tipos poss´ıveis de acordo com map. Desta forma,
pode-se estabelecer uma relac¸a˜o de equivaleˆncia entre map e R.
De acordo com a formalizac¸a˜o apresentada, C e U sa˜o espac¸os conceptuais, sendo
C um subconjunto de U . Na generalidade, estas proposic¸o˜es na˜o sa˜o va´lidas para u
e c. Por norma, u e c sa˜o conjuntos de diferentes tipos, geno´tipos e feno´tipos, na˜o se
podendo considerar que c ⊂ u. Ou seja, o paralelismo entre c e C, e consequentemente
entre feno´tipos e conceitos, apresenta-se claro, contudo o paralelismo entre u e U na˜o
parece ser va´lido.
Esta situac¸a˜o torna-se particularmente evidente se tivermos em mente que isola-
damente um geno´tipo na˜o tem um significado expl´ıcito, so´ o passa a ter a` luz de uma
func¸a˜o de mapeamento que o converte num feno´tipo.
Apesar destas diferenc¸as, para casos particulares, p.ex. quando existe uma relac¸a˜o
de identidade entre geno´tipos e feno´tipos, u pode ser considerado equivalente a U .
De forma mais geral, sempre que exista uma func¸a˜o, transform, tal que:
u′ = [[transform]](u), (D.4.2)
onde u′ e´ o espac¸o de todos os feno´tipos relevantes para o domı´nio em causa, podemos
estabelecer um paralelismo indirecto, via u′, entre u e U . Note-se que nada impede a
definic¸a˜o de map como:
map′ = [[map]] ◦ [[tranform−1]] (D.4.3)
obtendo assim:
c = [[map]](u′), (D.4.4)
Adicionalmente, pensamos que estabelecer uma correspondeˆncia entre u e U na˜o
e´ estritamente necessa´rio. De acordo com o trabalho de Boden [1990] a criatividade-t
esta´ ligada com a transformac¸a˜o do espac¸o conceptual C. A utilizac¸a˜o do espac¸o
conceptual U no formalismo de Wiggins e´, de acordo com o pro´prio autor, essen-
cialmente um artif´ıcio matema´tico que visa facilitar a formalizac¸a˜o. Desta forma,
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estabelecer uma correspondeˆncia entre os espac¸os C e c e´, na nossa perspectiva, su-
ficiente para estar em consonaˆncia com as ideias apresentadas por Boden e com o
esp´ırito da formalizac¸a˜o de Wiggins.
Note-se tambe´m que devido ao facto dos operadores gene´ticos serem aplicados
ao n´ıvel do geno´tipo, uma transformac¸a˜o de map pode levar a uma alterac¸a˜o da
conectividade do espac¸o e consequentemente a uma mudanc¸a de T .
A forma como o espac¸o de procura e´ percorrido depende dos operadores gene´ticos
utilizados, sendo estes os principais componentes na definic¸a˜o da conectividade do
espac¸o. De forma menos directa, a forma como o espac¸o e´ percorrido tambe´m depende
do procedimento de selecc¸a˜o e da estrate´gia de substituic¸a˜o. Como tal, a alterac¸a˜o de
op, sel, ou gen, conduz a uma transformac¸a˜o de T – o conjunto de regras que governa
a pesquisa de C.
Tal como foi afirmado anteriormente, as operac¸o˜es gene´ticas sa˜o executadas ao
n´ıvel dos geno´tipos. Tal na˜o causa qualquer tipo de conflito com a formalizac¸a˜o,
visto que a equac¸a˜o D.1.1 estabelece claramente que o interpretador 〈〈.〉〉 e´ aplicado
a R ∪ T . Na realidade Wiggins afirma que:
“I have not ruled out the possibility that T generate members of U not in
C.” [Wiggins 2001]
A alterac¸a˜o de sel ou gen na˜o se apresenta ta˜o interessante como a alterac¸a˜o dos ope-
radores gene´ticos. Contudo, estas alterac¸o˜es podem alterar a metodologia de procura.
Consequentemente, de acordo com a formalizac¸a˜o, podem ser fonte de criatividade-t.
O paralelismo entre a func¸a˜o de aptida˜o, eval, e E e´ evidente. Na secc¸a˜o D.1.1
sugerimos que uma alterac¸a˜o de E pode ser potenciar criatividade-t. No aˆmbito de
uma abordagem evoluciona´ria, e tendo em conta que sel usualmente tem em conta
a avaliac¸a˜o dos indiv´ıduos, uma alterac¸a˜o de E tem repercusso˜es na forma como o
espac¸o e´ percorrido, e consequentemente em T .
D.4.2 Evoluindo Componentes do AEG
Nesta secc¸a˜o analisamos va´rias abordagens a` evoluc¸a˜o de componentes do AEG cuja
evoluc¸a˜o, de acordo com a nossa proposta, pode conduzir a criatividade-t. A opc¸a˜o
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mais o´bvia e´ usar um esquema meta-evoluciona´rio.
Meta-Evoluc¸a˜o
Vamos assumir que estamos interessados em evoluir, p.ex., a func¸a˜o de mapeamento,
map. Cada geno´tipo, Gmapi , e´ uma codificac¸a˜o de uma func¸a˜o de mapeamento can-
didata; uma vez expresso, atrave´s de mapmap, resulta num feno´tipo Pmapi . Ou seja,
os feno´tipos sa˜o func¸o˜es de mapeamento especificadas numa linguagem que deno-
minamos por Lmap. Por uma questa˜o de simplicidade, podemos assumir que esta
linguagem e´ Turing-Completa, o que implica que qualquer func¸a˜o de mapeamento
computa´vel pode ser representada.
Conforme se pode depreender do para´grafo anterior, estamos a descrever um algo-
ritmo de PG. Na realidade, qualquer abordagem evoluciona´ria que permita a evoluc¸a˜o
de func¸o˜es, programas, ou regras para a sua gerac¸a˜o, e´ adequada. A PG tradicional
[Koza 1990] e´ apenas a forma mais simples de alcanc¸ar o nosso objectivo.
E´ pois necessa´rio definir: selmap, opmap e genmap. Tal como mapmap e evalmap,
estas func¸o˜es sa˜o esta´ticas, pelo que podemos utilizar os mecanismos de selecc¸a˜o,
operadores e estrate´gias de substituic¸a˜o, tradicionalmente empregues em PG.
Finalmente, e´ necessa´rio desenvolver uma func¸a˜o para avaliar a qualidade das di-
ferentes func¸o˜es de mapeamento, evalmap. Uma das possibilidades e´ usar um conjunto
de regras que especifique as caracter´ısticas deseja´veis numa func¸a˜o de mapeamento, e
atribuir qualidade em func¸a˜o da concordaˆncia com essas regras. Apesar de ser tecni-
camente poss´ıvel, este tipo de abordagem pode revelar-se complicada e desprovida de
sentido. Para que a abordagem possa ser considerada t-criativa e´ necessa´rio que seja
e-criativa a este n´ıvel. As probabilidades de encontrar uma func¸a˜o de mapeamento
que seja interessante, inovadora e adequada, utilizando uma func¸a˜o que atribui qua-
lidade de acordo com um conjunto de heur´ısticas pre´-estabelecidas, parece pequena.
Adicionalmente, na maioria dos cena´rios, este conjunto de regras sera´ dif´ıcil de definir.
Ha´ algo que podemos considerar va´lido na esmagadora maioria das circunstaˆncias:
as func¸o˜es de mapeamento devem promover a descoberta de soluc¸o˜es de boa qualidade
para o problema original. Pode-se, para cada func¸a˜o de mapeamento a ser avaliada,
correr um algoritmo de CE em que Pmapi e´ utilizada como func¸a˜o de mapeamento
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evalmap(Pmap)
for i = 1 to #(Pmap) do
Fmapi ← AEG(Pmapi )
endfor
return Fmap
Figura D.2: Meta-level fitness function.
entre geno´tipo e feno´tipo. Alterando o AEG apresentado na figura D.1 de forma a
que seja poss´ıvel passar como argumento uma, ou va´rias, das seguintes func¸o˜es: map,
sel, op, gen e eval – pode recorrer-se a uma func¸a˜o evalmap semelhante a` apresentada
na figura D.2. A aptida˜o de cada feno´tipo e´ o resultado de um algoritmo de CE
de n´ıvel inferior. Este resultado pode indicar, por exemplo, a aptida˜o do melhor
indiv´ıduo (do n´ıvel inferior), o tempo gasto a alcanc¸ar o o´ptimo, a aptida˜o me´dia da
u´ltima populac¸a˜o, etc.
Conforme referido, exprimir as func¸o˜es de mapeamento numa linguagem Turing-
Completa permite a evoluc¸a˜o de qualquer func¸a˜o computa´vel. Caso se recorra a uma
linguagem deste tipo, e visto que o CE de n´ıvel inferior executa Pmapi , sera´ necessa´rio
lidar com o problema da paragem2. A soluc¸a˜o mais usual em situac¸o˜es semelhantes
e´ impor um limite de tempo. Desta forma, se Pmapi na˜o parar apo´s um determinado
nu´mero de passos, considera-se que nunca pa´ra.
A abordagem descrita para avaliar as diferentes func¸o˜es de mapeamento pode ser
empregue na evoluc¸a˜o de: sel, op, gen e eval. A evoluc¸a˜o de func¸o˜es de aptida˜o
implica algumas alterac¸o˜es subtis. Tal como a abordagem descrita sugere, no CE de
n´ıvel inferior o ca´lculo de aptida˜o e´ realizado por P evali . Contudo, interessa obter uma
func¸a˜o P evali que permita a descoberta de indiv´ıduos que sa˜o aptos de acordo com
uma func¸a˜o de aptida˜o original (se esta restric¸a˜o na˜o for imposta o CE de n´ıvel mais
elevado convergira´ para func¸o˜es eval que devolvam valores ma´ximos para qualquer
feno´tipo). Assim, o resultado do CE de n´ıvel inferior deve reflectir a performance do
algoritmo de acordo com a func¸a˜o de aptida˜o original, apesar desta na˜o ser utilizada
durante a evoluc¸a˜o.
Existe a possibilidade de considerar n´ıveis adicionais, permitindo a evoluc¸a˜o de
2Do ingleˆs: Halting Problem.
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va´rias componentes. Alternativamente, podemos evoluir va´rios componentes em si-
multaˆneo. Neste caso, cada geno´tipo e´ uma codificac¸a˜o de va´rias func¸o˜es e cada
feno´tipo um conjunto de func¸o˜es, que constituem argumentos para o CE de n´ıvel in-
ferior. Por exemplo, considerando que todos os componentes sa˜o sujeitos a evoluc¸a˜o,
temos feno´tipos do tipo, P
{map,sel,op,gen,eval}
i .
A maior limitac¸a˜o da abordagem meta-evoluciona´ria aqui proposta e´ o seu elevado
custo computacional, resultante da necessidade de correr um algoritmo de CE para
cada indiv´ıduo a ser avaliado. Poder´ıamos argumentar que as mudanc¸as de paradigma
na˜o sa˜o um feno´meno frequente. Consequentemente, sera´ natural que a CE tambe´m
necessite de per´ıodos de tempo significativos para ser t-criativa. Existem, no entanto,
outras abordagens, que eventualmente teˆm menor custo computacional.
Outras Abordagens
Uma das alternativas e´ usar uma abordagem de CE convencional em que cada geno´-
tipo, Gi, e´ composto por:
• Gsoli – a codificac¸a˜o de uma soluc¸a˜o candidata para o problema original, e
• G∆i – onde ∆ e´ um vector, sendo cada um dos seus elementos uma codificac¸a˜o
de uma das seguintes func¸o˜es {map, sel, op, gen, eval}. Elementos distintos cor-
respondem a func¸o˜es distintas.
O feno´tipo de um indiv´ıduo, Pi, e´ composto por uma soluc¸a˜o candidata, P
sol
i , e
por um conjunto de func¸o˜es, P∆i . Designaremos esta´ abordagem por evoluc¸a˜o-dual.
Assumindo que map e´ parte de ∆, o feno´tipo sera´ calculado em duas etapas. Na
primeira, e´ aplicada uma func¸a˜o de mapeamento esta´tica a G∆i obtendo-se P
∆
i . Na
segunda, a func¸a˜o de mapeamento associada ao indiv´ıduo, Pmapi , e´ aplicada a G
sol
i ,
obtendo-se P soli . Se a func¸a˜o de mapeamento na˜o e´ parte de ∆, utiliza-se uma func¸a˜o
de mapeamento esta´tica.
Se os operadores gene´ticos sa˜o alvo de evoluc¸a˜o, a forma como os descendentes
sa˜o gerados tera´ que ser alterada. Tal pode ser alcanc¸ado aplicando os operadores
convencionais a G∆i , e os operadores associados a um indiv´ıduo, P
op
i , a G
sol
i .
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Esta abordagem e´ apropriada para operadores que actuem sobre um u´nico geno´-
tipo. Evoluir operadores para reproduc¸a˜o sexuada e´ ligeiramente mais complexo.
Assuma-se que os indiv´ıduos i e j sa˜o os progenitores seleccionados, e que, sem
perda de generalidade, esta operac¸a˜o resulta em dois descendentes i′ e j′. G∆i′ e
G∆j′ sa˜o gerados aplicando os operadores convencionais. G
sol
i′ e G
sol
j′ sa˜o o resultado de
P opi (G
sol
i , G
sol
j ), e P
op
j (G
sol
j , G
sol
i ), respectivamente.
Na˜o ha´, em princ´ıpio, limite relativamente ao nu´mero de operadores a ser evolu´ıdo.
Adicionalmente, se G∆ e Gsol forem expressos na mesma linguagem, sera´ poss´ıvel
aplicar P op a ambos os componentes do geno´tipo3.
A integrac¸a˜o de outros elementos pode revelar-se mais problema´tica. Como ∆
e sol partilham a mesma aptida˜o, a evoluc¸a˜o de eval, sel ou gen, pode facilmente
conduzir a` estagnac¸a˜o. Por exemplo, se um indiv´ıduo e´ responsa´vel pela sua pro´pria
avaliac¸a˜o, basta atribuir a si pro´prio um valor elevad´ıssimo para dominar a populac¸a˜o.
Uma hipo´tese a ter em conta e´ considerar a func¸a˜o de aptida˜o original como uma
aptida˜o para a sobreviveˆncia, que determinaria a probabilidade de um indiv´ıduo che-
gar a` idade adulta, e consequentemente de ser um eventual candidato para reproduc¸a˜o
(sel) e/ou parte da pro´xima gerac¸a˜o (gen). Quando um indiv´ıduo i e´ seleccionado
para reproduc¸a˜o, utilizara´ a sua pro´pria func¸a˜o de avaliac¸a˜o, P evali , para avaliar po-
tenciais candidatos. Esta abordagem tambe´m pode ser utilizada para sel, o indiv´ıduo
recorre a P seli para escolher um conjunto de candidatos. Neste caso a entrada para
P seli poderia ser o valor de aptida˜o dos diferentes indiv´ıduos de acordo com a func¸a˜o
original, de acordo com P evali , o geno´tipo ou feno´tipo dos indiv´ıduos, etc. No que
diz respeito a gen, ate´ ao momento ainda na˜o encontramos uma forma elegante de
evoluir este componente que na˜o conduza a` estagnac¸a˜o.
Outra alternativa e´ optar por uma abordagem co-evoluciona´ria, o que pode ser
considerado como um n´ıvel interme´dio entre evoluc¸a˜o-dual e meta-evoluc¸a˜o. Numa
abordagem co-evoluciona´ria existem va´rias populac¸o˜es independentes evoluindo em
simultaˆneo. Uma destas populac¸o˜es e´ constitu´ıda por soluc¸o˜es candidatas para o
problema original. Cada uma das restantes populac¸o˜es e´ constitu´ıda por um dos ti-
pos de componentes que se pretende evoluir. Ou seja, uma populac¸a˜o de func¸o˜es de
3Tambe´m e´ poss´ıvel aplicar Pmap a G{∆−map}. Pmap na˜o pode ser aplicado a Gmap mas podemos
sempre aplicar a func¸a˜o de mapeamento dos progenitores Pmap(t), aos descendentes Gmap(t+ 1).
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mapeamento, outra de operadores gene´ticos, etc. A aptida˜o dos indiv´ıduos que repre-
sentam componentes depende da sua capacidade de contribuir para a gerac¸a˜o de boas
soluc¸o˜es candidatas. Esta abordagem, que se apresenta como bastante promissora,
sera´ analisada numa oportunidade posterior.
D.5 Resultados Experimentais
Com o objectivo de testar as ideias propostas nas secc¸o˜es anteriores, aplicamos uma
abordagem meta-evoluciona´ria a` evoluc¸a˜o de func¸o˜es de mapeamento. Utilizamos um
esquema meta-evoluciona´rio de dois n´ıveis. No n´ıvel mais elevado, recorremos a PG
para evoluir func¸o˜es de mapeamento. No n´ıvel mais baixo, utilizamos um AG que
tem por tarefa encontrar o ma´ximo de uma func¸a˜o matema´tica. O objectivo desta
abordagem e´ verificar se e´ poss´ıvel evoluir func¸o˜es de mapeamento que ajudem o AG
a desempenhar a sua tarefa.
A func¸a˜o a optimizar pelo AG, f(x), tem por domı´nio o intervalo [0, 1], e corres-
ponde a` soma das func¸o˜es fpeak(x) e fwave(x), que sa˜o definidas da seguinte forma:
fpeak(x) = max(0, |1− 2|x− peak| − (1− 1
r
)| × 0.1× r) (D.5.1)
fwave(x) = cos(2pi × r × (x− peak)) (D.5.2)
A func¸a˜o fwave cria uma onda sinusoidal, devolvendo valores entre −1 e 1. Ao
adicionarmos fpeak alteramos uma das repetic¸o˜es da onda, dando origem a um pico
com o valor ma´ximo de 1.1. Na figura D.3 apresenta-se o gra´fico de f(x). Com o
objectivo de aumentar a dificuldade do problema, nos testes realizados a varia´vel r
assumiu o valor de 100, o que significa que a func¸a˜o sinusoidal se repete 100 vezes no
intervalo [0, 1], havendo um u´nico pico onde atinge o valor ma´ximo de 1.1.
Alterando o valor da varia´vel peak, modifica-se a coordenada do ma´ximo de f(x).
A capacidade de alterar a localizac¸a˜o do ma´ximo e´ fundamental para o nosso objec-
tivo. Se o valor na˜o fosse variando o algoritmo de PG poderia encontrar programas
que devolvessem um valor constante, correspondente a coordenada do o´ptimo, in-
dependentemente do geno´tipo a que sa˜o aplicados. Este na˜o e´ o comportamento
desejado. O que se pretende alcanc¸ar e´ uma func¸a˜o de mapeamento que transforme
420
Cap´ıtulo D. Criatividade Transformacional e Computac¸a˜o Evoluciona´ria
Figura D.3: Func¸a˜o de teste, r = 5, peak = 0.5
o espac¸o de procura de forma a ajudar o AG a encontrar o o´ptimo. Para cada valor
de x os programas evolu´ıdos devem devolver um novo valor x′. A re-organizac¸a˜o do
espac¸o de procura provocada pela transformac¸a˜o de x em x′ devera´ tornar a tarefa
de descoberta do o´ptimo mais fa´cil.
Para garantir que e´ realmente poss´ıvel encontrar uma func¸a˜o de mapeamento u´til
para esta func¸a˜o, resolvemos desenvolver uma. Das va´rias alternativas testadas, a
que obte´m melhores resultados e que melhor corresponde ao que temos em mente, e´
a seguinte:
goptimal(x) =
x+ floor(frac(x× 10000)× r)
r
(D.5.3)
onde frac devolve a parte fracciona´ria. A aplicac¸a˜o desta func¸a˜o tem por efeito dobrar
o espac¸o de procura r vezes, expandindo-o posteriormente para o intervalo 0, 1. A
sua utilizac¸a˜o altera a topologia do espac¸o de procura resultando numa paisagem de
aptida˜o menos complexa.
Na figura D.4 apresentamos o gra´fico desta func¸a˜o, goptimal(x), e do espac¸o de
procura resultante da sua aplicac¸a˜o f(goptimal(x)). Visto que goptimal faz um mape-
amento de [0, 1] em [0, 1], os elementos de C na˜o sa˜o alterados. O que se altera e´
a relac¸a˜o de vizinhanc¸a entre pontos do espac¸o. Como as operac¸o˜es gene´ticas sa˜o
efectuadas ao n´ıvel do geno´tipo, esta alterac¸a˜o da topologia implica uma alterac¸a˜o de
T . Adicionalmente, se considerarmos que o espac¸o dos geno´tipos e´ equivalente a U
(o que neste caso espec´ıfico parece ser adequado), esta func¸a˜o de mapeamento viola
o Axioma 2 da formalizac¸a˜o.
Desta forma, a func¸a˜o proposta tem o conda˜o de poˆr a nu duas das principais
limitac¸o˜es de formalizac¸a˜o proposta por Wiggins, que sera˜o analisadas com maior
detalhe na secc¸a˜o D.6:
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• Apesar de U e C serem descritos como espac¸os conceptuais, o autor trata-
os como conjuntos, o que esta´ bem latente na afirmac¸a˜o C ⊂ U . Este erro
tem implicac¸o˜es visto que e´ poss´ıvel alterar o espac¸o sem alterar o conjunto de
pontos que pertencem ao mesmo.
• O Axioma 2, e´ um artif´ıcio matema´tico que na˜o so´ na˜o resolve o problema que
pretendia eliminar, como cria problemas adicionais e desnecessa´rios. Curiosa-
mente, a adic¸a˜o deste Axioma, resulta directamente do erro descrito no ponto
anterior.
Figura D.4: A` esquerda goptimal(x); A` direita f(goptimal(x)), r = 5.
Para determinar a aptida˜o, corre-se, para cada indiv´ıduo de PG, mappingj, um
AG. Cada geno´tipo do AG, Gsoli , e´ uma string bina´ria de 50 bits, codificando um valor,
G′soli , no intervalo [0, 1]. O indiv´ıduo PG e´ utilizado como func¸a˜o de mapeamento para
cada um dos indiv´ıduos do AG. Os valores de G′soli sa˜o mapeados para x
′
i, fazendo
x′i = mappingj(G
′sol
i ). Este valor, x
′
i, e´ posteriormente utilizado como argumento
para a func¸a˜o que se pretende maximizar atrave´s do AG, f .
Para obter uma boa estimativa da qualidade da func¸o˜es de mapeamento, executam-
se 30 repetic¸o˜es do AG para cada indiv´ıduo PG. Para evitar a especializac¸a˜o dos
indiv´ıduos PG, o valor de peak e´ escolhido aleatoriamente antes de cada execuc¸a˜o do
AG. A aptida˜o de um indiv´ıduo PG e´ igual a` me´dia de aptida˜o do melhor indiv´ıduo
da u´ltima gerac¸a˜o do AG.
Utilizam-se os seguintes conjuntos de func¸o˜es e terminais:
• f − set = {+,−,%,×, f loor, frac}, onde % e´ o operador de divisa˜o protegido
• t− set = {G′soli , 1, 10, 100}, onde G′soli e´ uma varia´vel que representa o valor do
geno´tipo AG actual.
422
Cap´ıtulo D. Criatividade Transformacional e Computac¸a˜o Evoluciona´ria
Figura D.5: Evoluc¸a˜o da aptida˜o do melhor indiv´ıduo. Me´dia de 30 experieˆncias
independentes
Os paraˆmetros para o algoritmo de PG foram os seguintes: Tamanho da populac¸a˜o
= 100; Nu´mero de gerac¸o˜es = 500; Sobre-cruzamento= troca de a´rvore; Mutac¸a˜o =
gerac¸a˜o aleato´ria de sub-a´rvore; Probabilidade de sobre-cruzamento = 70%; Proba-
bilidade de mutac¸a˜o = 20%; Profundidade ma´xima de a´rvore = 10. Os paraˆmetros
para o AG foram os seguintes: Tamanho da populac¸a˜o = 100; Nu´mero de gerac¸o˜es
= 30,100; Sobre-cruzamento= dois pontos ; Mutac¸a˜o = Inversa˜o; Probabilidade de
sobre-cruzamento = 70%; Probabilidade de mutac¸a˜o = {1%, 2.5%, 5%}.
D.5.1 Ana´lise dos Resultados
O gra´fico de figura D.5 apresenta a evoluc¸a˜o da aptida˜o do melhor indiv´ıduo PG
(nu´mero de gerac¸o˜es do AG=100). Uma breve ana´lise dos resultados revela que o
algoritmo de PG consegue melhorar a aptida˜o das func¸o˜es de mapeamento, o que
indica que consegue encontrar func¸o˜es u´teis.
O objectivo principal da nossa abordagem e´ encontrar func¸o˜es de mapeamento que
melhorem consistentemente a performance do AG. Para que os resultados obtidos pos-
sam se devidamente avaliados e´ necessa´rio estabelecer alguns pontos de comparac¸a˜o.
Conduzimos um conjunto de testes utilizando as seguintes func¸o˜es de mapeamento:
goptimal, descrita anteriormente; e gidentity com gidentity(x) = G
′sol. Os resultados ob-
tidos com estas func¸o˜es sa˜o comparados com os obtidos utilizando como func¸o˜es de
mapeamento os melhores indiv´ıduos de cada experieˆncia, gevolved.
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Tabela D.1: Aptida˜o me´dia do melhor indiv´ıduo da u´ltima populac¸a˜o. As ce´lulas a
negrito indicam diferenc¸as estatisticamente significativas entre o valor e o valor da
coluna gidentity correspondente(α = 0.01).
Mutation gidentity goptimal gevolved30 gevolved100
1% 1.0134617 1.0806543 1.0647961 1.0632421
2.5% 1.0242724 1.0942163 1.0843632 1.0821193
5% 1.0323492 1.0982930 1.0993311 1.0946481
A tabela D.1 apresenta a aptida˜o me´dia do melhor indiv´ıduo da u´ltima populac¸a˜o
de um AG convencional (numero de gerac¸o˜es=100), utilizando como func¸a˜o de ma-
peamento gidentity, goptimal e gevolved. Os resultados sa˜o me´dias de 100 experieˆncias
independentes, para os mapeamentos esta´ticos, e de 3000 experieˆncias para os ma-
peamentos evolu´ıdos (100 repetic¸o˜es da experieˆncia para cada um dos mapeamentos
evolu´ıdos).
Conforme esperado a utilizac¸a˜o de goptimal aumenta significativamente a perfor-
mance do algoritmo, resultando em me´dias pro´ximas do ma´ximo alcanc¸a´vel, 1.1. A
tabela D.1 mostra que a utilizac¸a˜o de mapeamentos evolu´ıdos tambe´m melhora sig-
nificativamente a performance do AG. No entanto, por norma os resultados obtidos
sa˜o piores do que aqueles alcanc¸ados atrave´s de goptimal. Esta diferenc¸a diminui a` me-
diada que a tacha de mutac¸a˜o aumenta. Adicionalmente, utilizar um menor nu´mero
de gerac¸o˜es no AG de n´ıvel inferior conduz a resultados superiores. O aumento da
pressa˜o evoluciona´ria aumenta a necessidade de transformac¸a˜o do espac¸o de procura
promovendo a descoberta de func¸o˜es de mapeamento u´teis.
Para que se obtenha uma melhor noc¸a˜o de como as func¸o˜es de mapeamento
evolu´ıdas alteram o funcionamento do AG, apresentamos na figura D.6, a evoluc¸a˜o
da aptida˜o do melhor indiv´ıduo da populac¸a˜o ao longo da execuc¸a˜o do AG. Para
mapeamentos esta´ticos a aptida˜o aumenta bruscamente nas primeiras gerac¸o˜es, es-
tagnando durante o resto da execuc¸a˜o. Com os mapeamentos evolu´ıdos a aptida˜o
aumenta gradualmente ao longo de toda a experieˆncia. Uma ana´lise da evoluc¸a˜o da
aptida˜o me´dia da populac¸a˜o do AG da´ pistas importantes sobre a forma como os
mapeamentos esta˜o a contribuir para o aumento de aptida˜o. A utilizac¸a˜o de mape-
amentos evolu´ıdos diminu´ı significativamente a aptida˜o me´dia. Tal indica que existe
uma maior diversidade ao n´ıvel dos feno´tipos, o que podera´ contribuir para evitar a
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estagnac¸a˜o do processo evoluciona´rio.
Os mapeamentos evolu´ıdos na˜o sa˜o semelhantes a goptimal. Tal na˜o pode ser con-
siderado surpreendente nem motivo para considerar a abordagem apresentada menos
bem sucedida. Conforme e´ frequente quando se analisam os resultados de um pro-
grama evolu´ıdo, na˜o e´ totalmente clara a forma como os mapeamentos evolu´ıdos
contribuem para a melhoria da performance do AG. Os resultados sugerem que di-
minuir o nu´mero de gerac¸o˜es do AG utilizadas para calcular a aptida˜o dos indiv´ıduos
PG, aumentando desta forma necessidade de func¸o˜es de mapeamento u´teis, conduz
a melhores resultados. Tomar em conta a aptida˜o me´dia das populac¸o˜es do AG no
ca´lculo da aptida˜o dos indiv´ıduos PG, podera´ eventualmente conduzir a mapeamentos
mais pro´ximos de goptimal.
D.6 Concluso˜es e Trabalho Futuro
Neste cap´ıtulo discutimos a expansa˜o do modelo de CE cano´nico por forma a conferir-
lhe o potencial para criatividade transformacional. As alterac¸o˜es propostas implicam
a evoluc¸a˜o de va´rios componentes da CE que sa˜o tradicionalmente esta´ticos.
Estabelecemos uma relac¸a˜o entre a evoluc¸a˜o destes componentes e as alterac¸o˜es de
R e T apresentadas na formalizac¸a˜o de Wiggins. Adicionalmente, a evoluc¸a˜o destes
componentes pode demonstrar-se u´til na melhoria da performance de abordagens evo-
luciona´rias, contribuir para a diminuic¸a˜o do trabalho dispendido pelos investigadores
no desenvolvimento de operadores, e outros componentes, para problemas espec´ıficos,
e dar indicac¸o˜es valiosas sobre as caracter´ısticas dos problemas em questa˜o.
Para testarmos a nossa abordagem recorremos a um problema especialmente de-
senhado para o efeito. Este problema conte´m um conjunto de caracter´ısticas que
o tornam particularmente adequado para o estudo que pretend´ıamos conduzir. A
possibilidade de se alterar a localizac¸a˜o do o´ptimo (atrave´s da varia´vel peak) e da
dificuldade do problema (atrave´s de r), mostraram-se essenciais durante a fase de
experimentac¸a˜o. Adicionalmente, o facto do espac¸o de procura ter um estrutura
claramente identifica´vel, permitiu construir uma func¸a˜o de mapeamento goptimal que
serve como ponto de refereˆncia para a ana´lise dos resultados obtidos pela abordagem
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Figura D.6: Evoluc¸a˜o da aptida˜o do melhor indiv´ıduo e da aptida˜o me´dia de cada
populac¸a˜o. Os resultados sa˜o me´dias de 100 experieˆncias para mapeamentos esta´ticos
e 3000 para mapeamentos dinaˆmicos.
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meta-evoluciona´ria. Embora possa ser considerado um problema simples, e´ precisa-
mente essa simplicidade aparente que o torna num bom problema de estudo.
Tanto quanto sabemos, o estudo apresentado neste cap´ıtulo constitui a primeira
tentativa espec´ıfica de criar um sistema com a capacidade de criatividade-t, sendo
tambe´m a primeira proposta que estabelece um paralelismo entre CE e criatividade-
t. Adicionalmente, apesar do formalismo apresentado por Wiggins ser considerado
um trabalho de refereˆncia na a´rea, ate´ ao momento na˜o havia qualquer estudo que
estabelecesse uma relac¸a˜o directa entre as va´rias componentes do sistema e a referida
formalizac¸a˜o.
Na nossa opinia˜o um dos contributos mais importantes do estudo e´ ter revelado
algumas limitac¸o˜es da formalizac¸a˜o de Wiggins. A primeira limitac¸a˜o constitui um
problema de fundo que esta´ presente ao longo de toda a formalizac¸a˜o: a confusa˜o
entre o conceito de espac¸o e de conjunto. Apesar do autor definir U e C como
espac¸os conceptuais, o que e´ consistente com as ideias apresentadas por Boden e
parece ser uma opc¸a˜o correcta, trata estes espac¸os como conjuntos. Embora esta
confusa˜o tambe´m esteja, ate´ certo ponto, presente nos trabalhos de Boden, a natureza
informal dos textos desta autora torna o problema menos grave do que na presente
formalizac¸a˜o.
A principal consequeˆncia deste erro e´ o autor considerar apenas um tipo de trans-
formac¸a˜o do espac¸o conceptual, aquelas que alteram o nu´mero de elementos de C.
Para sermos mais precisos, o autor acaba por apenas considerar as transformac¸o˜es
que de C em C ′ tais que C ′ − C 6= ∅. Ao considerar exclusivamente este tipo de
transformac¸a˜o Wiggins esquece, por estar a lidar com conjuntos, que as alterac¸o˜es a`
topologia do espac¸o sa˜o ta˜o ou mais importantes do que as alterac¸o˜es dos pontos do
mesmo. Uma alterac¸a˜o da representac¸a˜o, por exemplo, pode expor uma se´rie de ca-
racter´ısticas do problema, alterar as relac¸o˜es de proximidade entre pontos do espac¸o,
etc. Note-se que muitos dos exemplos de criatividade-t apresentados por Boden re-
sultam de mudanc¸as na representac¸a˜o dos objectos. Em alguns casos estas mudanc¸as
permitem a representac¸a˜o de objectos que na˜o eram anteriormente representa´veis, o
que e´ consistente com a formalizac¸a˜o de Wiggins. No entanto ha´ situac¸o˜es em que
a mudanc¸a de representac¸a˜o “apenas” promove a descoberta de novos objectos que
embora fossem representa´veis, eram dif´ıceis de alcanc¸ar.
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A visibilidade e os efeitos desta limitac¸a˜o sa˜o atenuados pelo facto de Wiggins
considerar um novo tipo de criatividade-t, a que resulta da transformac¸a˜o das regras
que definem a forma como o espac¸o e´ percorrido. Apesar deste tipo de criatividade
na˜o ser referenciado por Boden, pensamos que, pelo menos do ponto de vista compu-
tacional, a proposta de Wiggins deve ser tida em considerac¸a˜o, constituindo um dos
contributos originais e valiosos do seu trabalho.
Embora seja conceptualmente distinto alterar o espac¸o conceptual e alterar o
me´todo de procura, e da´ı dever-se preservar a proposta de Wiggins, conve´m realc¸ar
que, computacionalmente, os resultados pra´ticos de alterar R e T sa˜o ideˆnticos, desde
que se considere que C e U sa˜o efectivamente espac¸os. Note-se que, conforme o
pro´prio autor refere, nada impede que o me´todo de procura gere elementos de U que
na˜o pertenc¸am a C. Da mesma forma se o me´todo de procura na˜o gerar determinado
conjunto de elementos, o efeito sera´ semelhante a retirar esses elementos de C. No
limite, nada impede que o me´todo de pesquisa fac¸a uma transformac¸a˜o interna do
espac¸o de procura, alterando por exemplo a representac¸a˜o, aplicando posteriormente
um conjunto de operac¸o˜es, e devolvendo o objecto gerado na representac¸a˜o original.
Wiggins refere que a alterac¸a˜o de E cria um vasto conjunto de possibilidades, no
entanto acaba por na˜o classificar o tipo de criatividade-t que da´ı pode advir. Tendo
em considerac¸a˜o que estamos a lidar com espac¸os, na verdadeira acepc¸a˜o do termo, e
considerando que a qualidade dos conceitos e´ uma (ou mais) das dimenso˜es do espac¸o,
parece-nos claro que a alterac¸a˜o de E vai alterar a topologia do espac¸o, ou, de forma
mais espec´ıfica e recorrendo a um termo da CE, a paisagem de aptida˜o.
Conforme referimos anteriormente, o Axioma 2 da formalizac¸a˜o de Wiggins que
especifica que U − C 6= ∅ parece-nos desajustado. O objectivo da inclusa˜o deste
axioma e´ garantir que a transformac¸a˜o de C, e consequentemente a criatividade-t, e´
sempre poss´ıvel. Quando C = U o tipo de transformac¸a˜o considerado por Wiggins
(transformac¸o˜es de C em C ′ tais que C ′−C 6= ∅) na˜o seria poss´ıvel. De acordo com a
nossa perspectiva este axioma resulta de uma se´rie de equ´ıvocos. Em primeiro lugar a
ja´ mencionada confusa˜o entre espac¸o e conjunto, que limita o tipo de transformac¸o˜es
consideradas por Wiggins. Em segundo a noc¸a˜o que uma transformac¸a˜o de C em C ′
tal que C ′ ⊂ C na˜o pode ser fonte de criatividade-t. Note-se que esta´ noc¸a˜o podera´
na˜o ser injustifica´vel mas e´ totalmente injustificada. Refira-se, adicionalmente, que o
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axioma na˜o resolve o problema para o qual foi criado. Consideremos que C = U − i,
onde i e´ um conceito totalmente desinteressante. Nesta situac¸a˜o estamos em total
consonaˆncia com a formalizac¸a˜o de Wiggins. No entanto, de acordo com a mesma, as
u´nicas transformac¸o˜es do espac¸o de procura que fazem sentido sa˜o aquelas em que i
e´ inclu´ıdo no novo espac¸o conceptual. Ora, sendo i um conceito pouco interessante a
sua inclusa˜o na˜o sera´ certamente fonte de criatividade-t. A remoc¸a˜o de elementos de
C conjugada, ou na˜o, com a inclusa˜o de i no novo espac¸o conceptual podera´ resultar
em criatividade-t, mas a partir do momento em que se considera esta hipo´tese, o
axioma 2 torna-se totalmente inu´til.
Apesar das limitac¸o˜es inerentes ao domı´nio de teste escolhido e da dificuldade
em analisar os resultados experimentais obtidos, consideramos que os resultados al-
canc¸ados ate´ ao momento sa˜o promissores, indicando direcc¸o˜es para investigac¸a˜o fu-
tura. Esta devera´ incluir a realizac¸a˜o de um conjunto mais alargado de experieˆncias,
implementar e testar os modelos de co-evoluc¸a˜o e evoluc¸a˜o-dual propostos, aplicar as
diferentes abordagens a domı´nios mais complexos, dando particular atenc¸a˜o a a´reas
tipicamente associadas com o estudo de sistemas criativos.
Na˜o poder´ıamos terminar este cap´ıtulo sem nos referirmos a` seguinte questa˜o:
“O sistema apresentado e´ t-criativo?”. Embora estejamos inclinados a dizer que na˜o,
consideramos uma questa˜o que deve ser deixada em aberto, ate´ que o desenvolvimento
da a´rea da criatividade computacional permita dar uma resposta conclusiva.
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