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In a number of situations a question arises: when do the guaranteed results 
coincide for the classes of adaptive and nonadaptive algorithms? The answer is 
given for both deterministic and stochastic cases. o 1990 Academic press, I~C. 
1. INTRODUCTION 
Consider a problem of approximation of an operator S: Fi + B, where 
Fi is a linear space, B is a metric space with a metric function y, We want 
to approximate S(f) with the minimal error knowing thatfE F C F, . The 
approximation is based on information x(f) = (x,(f), . . . , xn(f)), 
where Xi is a linear operator from a given set Xi, i = 1, . . . , n. Thus, x E 
x=x,x- * * x X, is an operator to be chosen. We take /3(x,x(f)) as an 
approximation to S(f), the mapping p: X x X(F) + B being fixed. 
Examples are given by S(f) = ~up~~t~,~~f(t) for the problem of global 
optimization and by S(f) = st f(t)& for the problem of integration. In 
both cases, F is a class of real-valued functions defined on [a, b], B = E-3. 
Information may consist Of function values Xi(f) = f(ti), ti E [a, 61, or 
values off and some of its derivatives. 
To approximate S(f), one may use a nonadaptive deterministic algo- 
rithm’ x E X or an adaptive deterministic algorithm 
* Invited Paper. 
’ Here we use the same terminology as in Sukharev (1987). 
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iE2={.f=(Z,, . . . ,i,)(R,=x,EX,, 
&+,:X1 x . * ’ X Xi X XI(F) X ’ ’ ’ X X;(F) * Xi+, , 
i= 1,. . . ,rz- I}. 
An arbitrary (T E x is called a nonadaptive stochastic algorithm. Here 
c is the set of all probabilistic measures on X. Let IZi be the set of all 
probabilistic measures on Xi. We call 
6 E 2 = (6 = (a,) . . . ) cr,)(& = (TI E c,, 
6;+,: x, x ’ * ’ X Xi X XI(F) X ’ ’ ’ X Xi(F) --j Zil:i+lj 
i= I,. . . ,rz- 1) 
an adaptive stochastic algorithm. Note that any algorithm 6 E 2 may be 
represented by a probabilistic measure on 2, see Nemirovsky and Yudin 
(1979). 
After computation of x(f) all the information aboutfwe have amounts 
to the fact that 
fE F(x, f) = {g E F/x(g) = x(f)>. 
The worst-case error of approximating S(f) with the help of an algorithm 
x is 
where 
4X, f) = SUP YG-W, /xx, -m)). 
&-EF(X,f) 
The worst-case error for a nonadaptive stochastic algorithm c may be 
defined in two different ways, 
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where 
.%(T, l-1 = I, rcw), Pk x(.f-))b~~x~. 
The second definition is preferable in the sense that it does not endow 
the nature which chooses f with the ability of learning anything of the 
concrete realization of x. However, using the first definition, we stay on 
safer grounds randomizing the guaranteed error E(X, f) instead of +y(,l$(f), 
P(x, x(f))). Clearly, %,f) 5 Eb,f). 
Denote if E X the result of applying an algorithm f E X to f. Similarly, 
denote 6f E E the probabijistic measure on X obtained as a result of 
applying an algorithm ti E ): tof. 
The guaranteed results in the classes of deterministic adaptive and 
nonadaptive algorithms are respectively 
Similarly, 
K = inf sup F(df, f), R = inf sup E(o, f) 
Lee fEF uE2 fEF 
are the guaranteed results in the classes of stochastic algorithms in accor- 
dance with definition (1) and 
A = inf sup &(u, f) 
uEL fEF 
are the guaranteed results in the classes of stochastic algorithms in accor- 
dance with definition (2). 
Clearly, A 5 N, x 5 R, d 5 fi. We pose three questions: when A = N, 
when x = p, and when A = #? In other words, when adaption does not 
help in terms of guaranteed results? 
2. GENERAL CONDITIONS OF COINCIDENCE OF 
GUARANTEEDRESULTS 
We formulate sufficient conditions of equality of the guaranteed results 
of adaptive and nonadaptive algorithms in deterministic and stochastic 
cases. 
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THEOREM 2.1. Let E(X, f) have a generalized saddle point on X x F: 
sup inf E(X, f) = inf sup F(X, f). 
fEF x&l’ xEX fEF 
(3) 
Then the guaranteed results of adaptive and nonadaptive deterministic 
algorithms are equal, i.e., A = N. 
THEOREM 2.2. Let C(cr, f) have a generalized saddle point on C x F: 
sup inf E(((T, f) = inf sup E(u, f). 
fEF uEP VEX fEF 
(4) 
Then x = F. 
THEOREM 2.3. Let <(a, f) have a generalized saddle point on C x F: 
Then a = A. 
sup inf &(a, f) = inf sup .?(a, f). 
JEF uEZ: uEL fEF 
We prove only Theorem 2.3. For the proofs of Theorems 2.1 and 2.2, 
see Sukharev (1985) and Chuyan (1988). 
Proof. Let 
sup inf 6(cr, f) = inf sup &(o, f) = 0. 
fEF UEI uEZ fEF 
We show that A z fi. Indeed, consider any 5 E 2. For any 6 > 0 there 
exists fs E F such that 
in; .qu, fJ > 0 - 6. 
Denote ca the result of applying d tofs, i.e., cg = tifa. Then 
If 6 tends to zero, we obtain 
sup i(6f, f) 2 0. 
PF 
Since this inequality holds for an arbitrary 6 E 2, 
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On the other hand, 
A = inf sup k(u., f) = 0. 
uE2 f-SF 
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Therefore, d 2 fi. This proves the theorem. H 
Theorem 2.1 yields 
COROLLARY 2.1. Zf there exists fo E F such that 
E(X, fo) 2 E(X, f) for any x E X9 f E F, (5) 
then the guaranteed results of adaptive and nonadaptive deterministic 
algorithms are equal, i.e., A = N. 
Proof. Due to (5), 
sup inf E(X, f) >- inf ~(x, f0) 2 inf sup 6(x, f). 
fEF xEX XEX XEX fEF 
Combining this with the obvious inequality 
sup inf E(X, f) 5 inf sup E(X, f), 
fEF xEX xEX fEF 
we obtain (3). n 
This result was obtained by Gal and Micchelli (1980). Similar results 
hold for stochastic algorithms with respect to definitions (1) and (2). 
We show that the existence of a generalized saddle point of E(X, f) 
implies (4); i.e., (3) provides a sufficient condition of equality of the guar- 
anteed results of adaptive and nonadaptive algorithms not only in the 
deterministic case, but also in the stochastic case in the sense of definition 
(1). 
Assume that 
/ sup inf 8(x, f) = inf sup E(X, f) = v. 
fEF .6X XEX fEF 
For any 6 > 0 we can find fs E F such that 
inf ~(x, f8) 2 v - 612 
XEX 
and xg E X such that 
sup &(Xg, f) 5 v + 6/2. 
fEF 
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Hence, for any f E F, x E X we have 
Denoting by CQ an atomic probabilistic measure concentrated in x6, we 
obtain for any f E F, (+ E x, 
It follows that 
Therefore 
= E(X*, f) - 6 = qug, f) - 6. 
sup inf E(cr, f) 2 inf sup E(cr, f) - 6. 
fEF uEZ uEZ fEF 
If 6 tends to zero, we obtain (4). 
An obvious generalization of Theorems 2.1-2.3 is easily verified: 
if 
sup inf E(X, f) 2 c inf sup .5(x, f) 
fEF xEX xEX fEF 
with some constant c, then A 2 cN; 
if 
sup inf E(cr, f) 2 c inf sup E(v, f), 
fEF oEP uEI: fEF 
then x z cm; 
if 
sup inf 6(o, f) 2 c inf sup i‘(cT, f), 
fEF uEZ CTEZ fEF 
In order to demonstrate the power of these theorems, we now obtain 
specific conditions of equality of the guaranteed results in the classes of 
adaptive and nonadaptive algorithms. 
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3. APPROXIMATION OF A LINEARFUNCTIONAL 
Assume that S is a real-valued functional, i.e., B = R and y is the 
euclidean metric 
Yh 7 sz) = Is1 - s21, s1, s2 E B. (6) 
Consider the Chebyshev terminal operation 
Pk w-)) = ; [g;& fw + i;Ff) S(g)}. 
Then 
4x3 f) = ; sup IS(g,) - S(g2)(. 
5xX2~Fkf) 
(7) 
Let the sets X1, . . . , X, consist of linear functionals, e.g., the informa- 
tion operators be computations of the values of the function or its deriva- 
tives. 
The following theorem generalizing the result of Bakvalov (1971) gives 
the example of usage of Theorem 2.1. 
THEOREM 3.1. Let S be a linear functional, and let F be a convex 
central-symmetric set with the center fo. Then A = N, x = N. 
Proof. LetfE F, x E X, andf, ,f2 E F(x, f). Then 2fo - fi E F, 2f0 - 
fi E F due to the symmetry of F, and gl = (fi + 2fo - f2)/2 E F, g2 = (fi + 
2f0 - fr)/2 E F due to the convexity of F. Since x is a linear functional, 
x(gl) = x(g2) =.x(fo), i.e., gl, g2 E F(x, f). Hence, in view of (8), 
4x9 .a 2 ISW - S(g2)1/2 = lwi) - w2)l/2. 
Since this inequality holds for arbitraryfi , fi E F(x, f), E(X, fo) 2 E(X, f) 
for any f E F. Corollary 2.1 now yields A = N, and the discussion 
following the corollary yields x = g. w 
In fact, Theorem 3.1 is based on Corollary 2.1 rather than on Theorem 
2.1. However, in a number of problems the worst functionfo satisfying (5) 
does not exist, though the error function .a(~, f) has a saddle point, imply- 
ing the coincidence of the guaranteed results of adaptive and nonadaptive 
algorithms. For instance, this is the case with the integration of mono- 
tonic functions and Lipschitz functions with fixed values at the endpoints 
of the interval. Let 
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F = F’ = {fi [a, 61 + R ( f is nondecreasing; f(a) = y1 , f(b) = y2}, 
F = F2 = {f: [a, b] -+ fq If@,) - f(f2)l 5 Lit, - f21, 
tl, 12 E Ia, 61; f(d = Yl, f(b) = Yd. 
Let the information operators be computations of the function values 
Xi(f) =f(ti)y t; E [a, 61, i = 1, . . * 3 n, and let (6) (7) hold. It is easy to 
verify that the problems of approximating S(f) for f E Fi and for f E FZ 
do not satisfy the assumption of Corollary 2.1, but do satisfy that of 
Theorem 2.1. Hence, the guaranteed results of adaptive and nonadaptive 
algorithms coincide for both classes F’ and F2. 
The following theorem is based on Theorem 2.2. 
THEOREM 3.2. Let S be a linearfunctional, let F be a convex set, and 
let X be a set offinite cardinality, i.e., 1x1 < x. Then x = g. 
Proof. Since 1x1 < cc, the set x is compact with respect to the metric 
where m is the cardinality of X = {xl, . . . , xm}. Indeed, x is a closed set 
and for an arbitrary 6 > 0 we can, select the subset 
Es = {u E II ( &d) = kj6/(2m), k E (0, 1, . . . , 12m/61}, 
j = 1,2, . . . , m}, 
which is a finite a-lattice in x. The error function E(F, f) is a continuous 
function of (T with respect to p: 
Since E((a, f) is a concave function off and a linear function of u, the 
sufficient condition of the guaranteed results equality (4) is satisfied due to 
the following well-known theorem. 
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Let cp(a, f) be a real-valued function defined on 2 x F, where 2 is 
compact. If (o(o, f) is continuous and convex with respect to u and 
concave with respect tof, then 
sup min q(o,f) = min sup q(a,f). 
fEF UEZ rEX fEF 
Theorem 2.2 now yields x = @. 
We comment on the assumption 1x1 < M. Usually in practice it is not 
restrictive. For instance, let F be a class of functions defined on [a, b], 
and let x;(f) =f(t;), ti E [a, b]. ThenX = [a, b]“, thus 1x1 = a. However, 
if f(tJ are evaluated only approximately, which is usually the case in 
practical computations, the set of information operators may be consid- 
ered ([a, b]#, where [a, bls is a finite a-lattice on [a, b], hence, [([a, b]$I 
< m. If necessary, the restriction 1x1 < m may be replaced with certain 
continuity assumptions on error function E(X, f). 
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