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1. Introduction
It was proved in [1] that the Gauss map of a submanifold in the Euclidean space is harmonic (as a map of Riemannian
manifolds, see [2]) if and only if the mean curvature ﬁeld of this submanifold is parallel. There exists a natural generalization
of the Gauss map to submanifolds in a Lie group: for each point of a submanifold the tangent space at this point is translated
to the identity element of the group. Let the Lie group be endowed with some left invariant metric. In [3] it was proved
that when this metric is bi-invariant and the submanifold is a hypersurface the Gauss map is harmonic if and only if the
mean curvature is constant.
In [4] we obtained a harmonicity criterion for the Gauss map of a submanifold in a Lie group in the terms of the
second fundamental form and the left invariant Levi-Civita connection (see Theorem 1 here). Earlier in [5] we obtained
such criteria for hypersurfaces in 2-step nilpotent Lie groups and found that the constance of the mean curvature is not,
in general, equivalent to the harmonicity of the Gauss map. In this paper we consider the Heisenberg groups that are the
simplest nonabelian 2-step nilpotent Lie groups.
The paper is organized as follows. In Section 2 we give some preliminaries concerned the Gauss map, harmonic maps and
the Heisenberg groups. In Section 3 we prove criteria for the harmonicity of the Gauss map of submanifolds in the Heisen-
berg group (Proposition 2) and give examples of minimal submanifolds with the nonharmonic Gauss map (Proposition 3).
Section 4 is devoted to the study of cylindrical submanifolds in the Heisenberg groups. We call a submanifold cylindrical if
it is tangent to the one-dimensional foliation generated by the center of the Lie algebra of the group. In particular if the
mean curvature ﬁeld of such a submanifold is parallel, then the Gauss map is harmonic (Propositions 4 and 5). Finally, in
Section 5 we consider the case of hypersurfaces. We ﬁnd out that the Gauss map of a cylindrical hypersurface is harmonic
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the harmonic Gauss map is cylindrical (Theorem 8).
2. Preliminaries
Suppose M is an n-dimensional smooth manifold, Ψ : M → N is an immersion of M in some (n + q)-dimensional Lie
group N with a left invariant metric. For some point p of M let Y1, . . . , Yn and Yn+1, . . . , Yn+q be orthonormal frames of
tangent space T pM ⊂ T pN and of normal space NpM ⊂ T pN respectively. Also, by Ya , 1 a n+ q, denote the correspond-
ing left invariant ﬁelds on N . By (·)T and (·)⊥ denote the orthogonal projections on T pM and NpM respectively.
Denote the left invariant metric on N (and also the corresponding inner product on its Lie algebra) by 〈·,·〉, the Rieman-
nian connection of this metric by ∇ , its curvature tensor by R(·,·)·, and the normal connection of the immersion M → N
by ∇⊥ .
For 1 i, j  n, n + 1 α  n + q by bαi j denote the coeﬃcients of the second fundamental form of the immersion with
respect to the chosen frame. By H denote the mean curvature ﬁeld of the immersion.
Let Φ be the Gauss map of M:
Φ : M → G(n,q), Φ(p) = dLp−1 (T pM). (1)
Here G(n,q) is the Grassmannian of n-dimensional subspaces in an (n+ q)-dimensional vector space, a point p is identiﬁed
with its image under the immersion, dLp−1 is the differential of the left translation.
If (M1, g1) and (M2, g2) are smooth Riemannian manifolds, then for any φ ∈ C∞(M1,M2) the energy of φ is
E(φ) = 1
2
∫
M1
∑
1im
g2
(
dφ (Ei),dφ (Ei)
)
dVM ,
where m is the dimension of M1, E1, . . . , Em is the orthonormal frame on M1, dVM is the volume form of g1. The critical
points of the functional φ 
→ E(φ) are called harmonic maps from M1 to M2. We say that a map is harmonic at some point
if the corresponding Euler–Lagrange equations are satisﬁed at this point (i.e., the so-called tension ﬁeld vanishes, see [2]).
The following was proved in [4].
Theorem 1. (See [4, Theorem 1].) The Gauss map Φ is harmonic at p if and only if
〈[nH, Y j], Yα 〉+ ∑
1in
(〈
R(Y j, Yi)Yi, Yα
〉− 〈∇(∇Yi Yi)Y j, Yα〉 −
〈
(∇Yi Y j)T , (∇Yi Yα)T
〉
+ 〈(∇Yi Y j)⊥, (∇Yi Yα)⊥〉)+ 2
∑
1i,kn
bαik〈∇Yi Yk, Y j〉 + 2
∑
1in,n+1γn+q
bγi j 〈∇Yi Yγ , Yα〉 = 0 (2)
for 1 j  n, n + 1 α  n + q.
Also, it was shown in [4] that the terms in (2) not including H and the coeﬃcients of the second fundamental form can
be rewritten as
∑
1in
〈[Y j,∇Yi Yi] + [Yi, [Y j, Yi]]+ 2∇Yi (([Yi, Y j])T − (∇Y j Yi)⊥), Yα 〉. (3)
Let now N be the (2m + 1)-dimensional Heisenberg group [6]. It is R2m+1 with coordinates x1, . . . , xm , y1, . . . , ym , z.
Left-invariant vector ﬁelds
K1 = ∂
∂x1
, . . . , Km = ∂
∂xm
, L1 = ∂
∂ y1
+ x1 ∂
∂z
, . . . , Lm = ∂
∂ ym
+ xm ∂
∂z
, Z = ∂
∂z
(4)
form a basis. The Lie algebra structure is deﬁned by
[Ki, L j] = δi j Z , [Ki, K j] = [Li, L j] = [Ki, Z ] = [Li, Z ] = 0 (5)
for 1  i, j m, where δi j is the Kronecker symbol. The center Z of the Lie algebra is one-dimensional space generated
by Z . Consider a left invariant metric on N such that (4) is orthonormal. Denote by V the orthogonal complement of Z .
Note that 0 = [V, V] ⊂ Z . Lie algebras (and corresponding Lie groups) with this property are called 2-step nilpotent (see [6]).
For each Z∗ ∈ Z deﬁne the linear operator J (Z∗) on V by 〈 J (Z∗)X, Y 〉 = 〈[X, Y ], Z∗〉. Note that J (Z)2 = − Id.
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∇X Y = 1
2
[X, Y ],
∇X Z∗ = ∇Z∗ X = −1
2
J
(
Z∗
)
X,
∇Z∗ Z∗∗ = 0. (6)
The curvature tensor is deﬁned by
R(X, Y )X∗ = 1
2
J
([X, Y ])X∗ − 1
4
J
([
Y , X∗
])
X + 1
4
J
([
X, X∗
])
Y ,
R
(
X, Z∗
)
Y = −1
4
[
X, J
(
Z∗
)
Y
]
,
R(X, Y )Z∗ = −1
4
[
X, J
(
Z∗
)
Y
]+ 1
4
[
Y , J
(
Z∗
)
X
]
,
R
(
X, Z∗
)
Z∗∗ = −1
4
J
(
Z∗
)
J
(
Z∗∗
)
X, (7)
in particular, R(X, Y )X = 34 J ([X, Y ])X . Here X, X∗, Y ∈ V, Z∗, Z∗∗ ∈ Z .
3. The harmonicity criterion
So, let N be the (2m+1)-dimensional Heisenberg group and M be a submanifold immersed in N . Choose an orthonormal
frame at p such that
Ya = Xa, 1 a n − 1, n + 2 a n + q, Yn = Xn − |Xn+1|Z , Yn+1 = Xn+1 + |Xn|Z , (8)
where X1, . . . , Xn−1, Xn+2, . . . , Xn+q is an orthonormal system in V , Xn ∈ V and Xn+1 ∈ V are orthogonal to X1, . . . , Xn−1,
Xn+2, . . . , Xn+q , Xn+1 = λXn , where λ 0, |Xn|2 + |Xn+1|2 = 1.
Proposition 2. The Gauss map of an immersed submanifold M in the Heisenberg group N with the chosen metric is harmonic at a
point p if and only if, in the notation introduced above,
〈[nH, Y j], Yα 〉−
(
|Xn+1|2 + 1
2
)〈(
J (Z)X j
)T
,
(
J (Z)Xα
)T 〉− |Xn+1|2〈 J (Z)X j, Xn〉〈 J (Z)Xα, Xn〉
+ 2|Xn+1|
∑
1in
bαin
〈
J (Z)Xi, X j
〉− |Xn| ∑
1in
bn+1i j
〈
J (Z)Xi, Xα
〉
+ |Xn+1|
∑
n+1γn+q
bγnj
〈
J (Z)Xγ , Xα
〉= 0 (9)
for 1 j  n − 1 and n + 2 α  n + q;
〈[nH, Yn], Yα 〉−
(
|Xn+1|2 + 1
2
)〈(
J (Z)Xn
)T
,
(
J (Z)Xα
)T 〉+ 2|Xn+1| ∑
1in
bαin
〈
J (Z)Xi, Xn
〉
− |Xn|
∑
1in
bn+1in
〈
J (Z)Xi, Xα
〉+ |Xn+1| ∑
n+1γn+q
bγnn
〈
J (Z)Xγ , Xα
〉= 0 (10)
for n + 2 α  n + q;
〈[nH, Y j], Yn+1〉−
(
|Xn+1|2 + 1
2
)〈(
J (Z)X j
)T
,
(
J (Z)Xn+1
)T 〉+ 2|Xn+1| ∑
1in
bn+1in
〈
J (Z)Xi, X j
〉
+ |Xn|
∑
1in,n+2γn+q
bγi j
〈
J (Z)Xi, Xγ
〉+ |Xn+1| ∑
n+2γn+q
bγnj
〈
J (Z)Xγ , Xn+1
〉= 0 (11)
for 1 j  n − 1; and
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(
|Xn+1|2 + 1
2
)〈(
J (Z)Xn
)T
,
(
J (Z)Xn+1
)T 〉
+ 1
2
|Xn+1||Xn|
(
2|Xn+1|2 − n + 1+
∑
1i,kn
∣∣[Xi, Xk]∣∣2
)
+ 2|Xn+1|
∑
1in
bn+1in
〈
J (Z)Xi, Xn
〉+ |Xn| ∑
1in,n+2γn+q
bγin
〈
J (Z)Xi, Xγ
〉
+ |Xn+1|
∑
n+2γn+q
bγnn
〈
J (Z)Xγ , Xn+1
〉= 0. (12)
Proof. The terms that include the coeﬃcients of the second fundamental form are obtained directly from (2) and the
expressions (6). Indeed, for 1 j  n and n + 1 α  n + q
2
∑
1i,kn
bαik〈∇Yi Yk, Y j〉 =
∑
1i,kn
bαik
〈[Xi, Xk], Y j 〉+ 2|Xn+1| ∑
1in
bαin
〈
J (Z)Xi, X j
〉
= 2|Xn+1|
∑
1in
bαin
〈
J (Z)Xi, X j
〉
,
because the second fundamental form is symmetric and the Lie bracket is skew-symmetric. For 1 j  n and n + 1 α 
n + q
2
∑
1in,n+1γn+q
bγi j 〈∇Yi Yγ , Xα〉 = −|Xn|
∑
1in
bn+1i j
〈
J (Z)Xi, Xα
〉+ |Xn+1| ∑
n+1γn+q
bγnj
〈
J (Z)Xγ , Xα
〉
.
Also, for 1 j  n
2
∑
1in,n+1γn+q
bγi j 〈∇Yi Yγ , Z〉 =
∑
1in,n+1γn+q
bγi j
〈[Xi, Xγ ], Z 〉= ∑
1in,n+1γn+q
bγi j
〈
J (Z)Xi, Xγ
〉
.
In order to ﬁnd other terms in (2) use (3) (note that for a 2-step nilpotent Lie algebra the second term in (3) vanishes).
Denote by P j for 1 j  n the vector∑
1in
([X j,∇Yi Yi] + 2∇Yi ([Yi, X j]T − (∇X j Yi)⊥))⊥
=
([
X j, |Xn+1| J (Z)Xn
]+ 2 ∑
1in−1
∇Xi
(
[Xi, X j]T − 12 [X j, Xi]
⊥
)
+ 2∇Xn−|Xn+1|Z
(
[Xn, X j]T − 12
([X j, Xn] + |Xn+1| J (Z)X j)⊥
))⊥
.
Note that Y T =∑1in〈Y , Yi〉Yi , Y⊥ =∑n+1γn+q〈Y , Yγ 〉Yγ . Using the frame in (8) we obtain for 1 i, j  n
[Xi, X j]T − 12 [X j, Xi]
⊥ = 1
2
[Xi, X j] + 12 [Xi, X j]
T = 1
2
[Xi, X j] − 12 |Xn+1|
〈[Xi, X j], Z 〉(Xn − |Xn+1|Z). (13)
For 1 j  n
(
J (Z)X j
)⊥ = 〈 J (Z)X j, Xn+1〉(Xn+1 + |Xn|Z)+ ∑
n+2γn+q
〈
J (Z)X j, Xγ
〉
Xγ . (14)
Consequently,
P j =
(
−|Xn+1|
[
J (Z)Xn, X j
]+ ∑
1in
∇Xi [Xi, X j]
− |Xn+1|
∑
1in
〈[Xi, X j], Z 〉∇Xi (Xn − |Xn+1|Z)+ |Xn+1|2〈[Xn, X j], Z 〉∇Z Xn
− |Xn||Xn+1|
〈
J (Z)X j, Xn+1
〉∇Xn Z − |Xn+1|
∑
n+1γn+q
〈
J (Z)X j, Xγ
〉∇Xn−|Xn+1|Z Xγ
)⊥
.
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P j =
(
−|Xn+1|
[
J (Z)Xn, X j
]− 1
2
∑
1in
J
([Xi, X j])Xi − 12 |Xn+1|
∑
1in
〈[Xi, X j], Z 〉[Xi, Xn]
− 1
2
|Xn+1|2
∑
1in
〈[Xi, X j], Z 〉 J (Z)Xi − 12 |Xn+1|2
〈[Xn, X j], Z 〉 J (Z)Xn
+ 1
2
|Xn||Xn+1|
〈
J (Z)X j, Xn+1
〉
J (Z)Xn − 1
2
|Xn+1|
∑
n+1γn+q
〈
J (Z)X j, Xγ
〉[Xn, Xγ ]
− 1
2
|Xn+1|2
∑
n+1γn+q
〈
J (Z)X j, Xγ
〉
J (Z)Xγ
)⊥
.
Note that
|Xn+1|2
〈[Xn, X j], Z 〉= −|Xn+1|2〈 J (Z)X j, Xn〉= −|Xn||Xn+1|〈 J (Z)X j, Xn+1〉,
because Xn and Xn+1 are proportional. Therefore,
P j =
(
−|Xn+1|
[
J (Z)Xn, X j
]− 1
2
∑
1in
J
([Xi, X j])Xi + 12 |Xn+1|
∑
1an+q
〈
J (Z)X j, Xa
〉[Xa, Xn]
+ |Xn+1|2
∑
1in
〈
J (Z)X j, Xi
〉
J (Z)Xi + |Xn+1|2
〈
J (Z)X j, Xn
〉
J (Z)Xn
− 1
2
|Xn+1|2
∑
1an+q
〈
J (Z)X j, Xa
〉
J (Z)Xa
)⊥
.
Each X ∈ V has a decomposition X =∑1an+q〈X, Xa〉Xa , thus,
P j =
(
−|Xn+1|
[
J (Z)Xn, X j
]+ |Xn+1|2〈 J (Z)X j, Xn〉 J (Z)Xn + 12 |Xn+1|
[
J (Z)X j, Xn
]
+ |Xn+1|2
∑
1in
〈
J (Z)X j, Xi
〉
J (Z)Xi − 12 |Xn+1|
2 J (Z)2X j − 12
∑
1in
J
([Xi, X j])Xi
)⊥
.
Note that for all 1 i, j  n
[
J (Z)Xi, X j
]= 〈[ J (Z)Xi, X j], Z 〉Z = −〈 J (Z)Xi, J (Z)X j 〉Z
= −〈[Xi, J (Z)X j], Z 〉Z = 〈[ J (Z)X j, Xi], Z 〉Z = [ J (Z)X j, Xi].
This and the equation J (Z)2 = − Id yield that
P j =
(
−1
2
|Xn+1|
[
J (Z)Xn, X j
]+ |Xn+1|2〈 J (Z)X j, Xn〉 J (Z)Xn + 12 |Xn+1|2X j
+ |Xn+1|2
∑
1in
〈
J (Z)X j, Xi
〉
J (Z)Xi − 12
∑
1in
J
([Xi, X j])Xi
)⊥
.
For n + 2 α  n + q
〈P j, Xα〉 = |Xn+1|2
〈
J (Z)X j, Xn
〉〈
J (Z)Xn, Xα
〉+ |Xn+1|2 ∑
1in
〈
J (Z)X j, Xi
〉〈
J (Z)Xi, Xα
〉
− 1
2
∑
1in
〈
J
([Xi, X j])Xi, Xα 〉.
For 1  j  n the inner product 〈X j, Xn+1〉 equals to |Xn||Xn+1|δ jn . The operator J (Z) is skew-symmetric, thus 〈 J (Z)Xn,
Xn+1〉 = 0. Hence,
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P j, Xn+1 + |Xn|Z
〉= −1
2
|Xn+1||Xn|
〈[
J (Z)Xn, X j
]
, Z
〉+ 1
2
|Xn+1|3|Xn|δ jn
+ |Xn+1|2
∑
1in
〈
J (Z)X j, Xi
〉〈
J (Z)Xi, Xn+1
〉− 1
2
∑
1in
〈
J
([Xi, X j])Xi, Xn+1〉.
Also, for all n + 1 α  n + q∑
1in
〈
J
([Xi, X j])Xi, Xα 〉= ∑
1in
〈[Xi, X j], [Xi, Xα]〉= ∑
1in
〈[Xi, X j], Z 〉〈[Xi, Xα], Z 〉
=
∑
1in
〈
J (Z)X j, Xi
〉〈
J (Z)Xα, Xi
〉= 〈( J (Z)X j)T , ( J (Z)Xα)T 〉.
Note also that
〈[
J (Z)Xn, X j
]
, Z
〉= 〈 J (Z)2Xn, X j 〉= −〈Xn, X j〉 = −|Xn|2δ jn.
It follows that
P j =
(
1
2
|Xn+1||Xn|
(|Xn+1|2 + |Xn|2)δ jn −
(
|Xn+1|2 + 1
2
)〈(
J (Z)X j
)T
,
(
J (Z)Xn+1
)T 〉)(
Xn+1 + |Xn|Z
)
+
∑
n+2αn+q
(
−|Xn+1|2
〈
J (Z)X j, Xn
〉〈
J (Z)Xα, Xn
〉−
(
|Xn+1|2 + 1
2
)〈(
J (Z)X j
)T
,
(
J (Z)Xα
)T 〉)
Xα. (15)
This implies (9) and (11). Now consider the expressions in (2) for Yn = Xn − |Xn+1|Z . Denote by
Q =
∑
1in
([Yn,∇Yi Yi] + 2∇Yi (([Yi, Yn])T − (∇Yn Yi)⊥))⊥ = Pn + 2|Xn+1|
∑
1in
(∇Yi (∇Z Yi)⊥)⊥.
It follows from the expression for Yn that
Q = Pn + |Xn+1|
(
−
∑
1in
∇Xi
(
J (Z)Xi
)⊥ + |Xn+1|∇Z ( J (Z)Xn)⊥
)⊥
.
Now use (14).
Q = Pn + |Xn+1|
(
−
∑
1in,n+1γn+q
〈
J (Z)Xi, Xγ
〉∇Xi Xγ − |Xn|
∑
1in
〈
J (Z)Xi, Xn+1
〉∇Xi Z
+ |Xn+1|
∑
n+1γn+q
〈
J (Z)Xn, Xγ
〉∇Z Xγ
)⊥
.
It is easy to see that |Xn|〈 J (Z)Xa, Xn+1〉 = |Xn+1|〈 J (Z)Xa, Xn〉 for 1 a n + q, thus,
Q = Pn − 1
2
|Xn+1|
( ∑
1in,n+1γn+q
〈
J (Z)Xi, Xγ
〉[Xi, Xγ ] + |Xn+1| ∑
1an+q
〈
J (Z)Xn, Xa
〉
J (Z)Xa
)⊥
= Pn + 1
2
|Xn+1|
(
−
∑
1in,1an+q
〈
J (Z)Xi, Xa
〉[Xi, Xa] + ∑
1i,kn
〈
J (Z)Xi, Xk
〉[Xi, Xk] − |Xn+1| J (Z)2Xn
)⊥
= Pn + 1
2
|Xn+1|
(
−
∑
1in
[
Xi, J (Z)Xi
]+ ∑
1i,kn
〈
J (Z)Xi, Xk
〉[Xi, Xk] + |Xn+1|Xn
)⊥
.
Decompose Q with respect to the frame of the normal space:
Q = Pn + 1
2
|Xn||Xn+1|
(
−
∑
1in
〈[
Xi, J (Z)Xi
]
, Z
〉+ ∑
1i,kn
〈
J (Z)Xi, Xk
〉〈[Xi, Xk], Z 〉+ |Xn+1|2
)(
Xn+1 + |Xn|Z
)
.
The properties of J (Z) and (8) yield∑ 〈[
Xi, J (Z)Xi
]
, Z
〉= − ∑ 〈Xi, J (Z)2Xi 〉= ∑ 〈Xi, Xi〉 = n − 1+ |Xn|2.1in 1in 1in
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Q =
(
1
2
|Xn+1||Xn|
(
2|Xn+1|2 − n + 1+
∑
1i,kn
∣∣[Xi, Xk]∣∣2
)
−
(
|Xn+1|2 + 1
2
)〈(
J (Z)Xn
)T
,
(
J (Z)Xn+1
)T 〉)(
Xn+1 + |Xn|Z
)
+
∑
n+2αn+q
(
−
(
|Xn+1|2 + 1
2
)〈(
J (Z)Xn
)T
,
(
J (Z)Xα
)T 〉)
Xα.
This implies (10) and (12). 
Note that for q = 1 and for the special choice of the frame (11) and (12) imply the conditions of Proposition 7 in [5]
(actually, our Z is opposite to Z from that paper).
Consider some examples using the conditions in Proposition 2. Let 1  l  k  m, l + k = n, 2  n  2m. Consider n-
dimensional horizontal distribution F in N generated by ∂
∂x1
, . . . , ∂
∂xk
, ∂
∂ y1
, . . . , ∂
∂ yl
. It is obviously integrable and generates
some foliation F .
Proposition 3. Each leaf of F is minimal. There exist leafs with the nonharmonic Gauss map.
Proof. Consider the orthonormal frame
F1 = K1, . . . , Fk = Kk, G1 = L1 − x
1 Z√
1+ (x1)2 , . . . , Gl =
Ll − xl Z√
1+ (xl)2 . (16)
It follows from (6) that ∇Fi F j = 0 for 1 i, j  k. Let 1 i  k, 1 j  l. If i = j, then (6) implies
∇Fi G j = ∇G j Fi =
1
2 x
j Li√
1+ (x j)2 .
For 1 i  l the derivative ∇Fi Gi equals to
−Z(1+ (xi)2) − (Li − xi Z)xi
(1+ (xi)2) 32
+
1
2 (Z + xi Li)√
1+ (xi)2 =
1
2 (x
i Li + Z)((xi)2 − 1)
(1+ (xi)2) 32
.
For 1 i, j  l
∇Gi G j =
− 12 (xi K j + x j Ki)√
1+ (xi)2√1+ (x j)2 .
The frame is orthonormal, thus,
H = 1
n
( ∑
1ik
(∇Fi F i)⊥ +
∑
1 jl
(∇G j G j)⊥
)
= −1
n
∑
1 jl
(
x j K j
1+ (x j)2
)⊥
= 0,
because all K j are tangent. Therefore each leaf is minimal. Note also that bαii = 0 for all 1 i  n, n + 1 α  n + q.
Consider (12) at p = (0, . . . , xl0, . . . ,0), where xl0 > 0. The local orthonormal frame is formed by
X1 = K1, . . . , Xk = Kk, Xk+1 = L1, . . . , Xn−1 = Ll−1,
Yn = Xn − |Xn+1|Z = Ll − x
l
0 Z√
1+ (xl0)2
, Yn+1 = Xn+1 + |Xn|Z = x
l
0Ll + Z√
1+ (xl0)2
,
and the other normal vectors are chosen from Ki and L j . Then |Xn| = 1√
1+(xl0)2
and |Xn+1| = x
l
0√
1+(xl0)2
. It follows from l  k
that
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1i,kn
∣∣[Xi, Xk]∣∣2 = 2
(
l − 1+ 1
1+ (xl0)2
)
,
∑
1in,n+2γn+q
bγin
〈
J (Z)Xi, Xγ
〉= ∑
l+1ik,n+2γn+q
〈 1
2 x
l
0Li√
1+ (xl0)2
, Xγ
〉
〈Li, Xγ 〉
= 1
2
xl0√
1+ (xl0)2
∑
l+1ik,n+2γn+q
〈Li, Xγ 〉2 = 12
xl0√
1+ (xl0)2
(k − l),
∑
1in
bn+1in
〈
J (Z)Xi, Xn
〉= bn+1ln 〈 J (Z)Xl, Xn〉=
1
2 ((x
l
0)
2 − 1)
1+ (xl0)2
〈
Ll,
Ll√
1+ (xl0)2
〉
= 1
2
(xl0)
2 − 1
(1+ (xl0)2)
3
2
.
So, (12) takes the form
−
(
(xl0)
2
1+ (xl0)2
+ 1
2
)〈 −Kl√
1+ (xl0)2
,
−xl0Kl√
1+ (xl0)2
〉
+ 1
2
xl0
1+ (xl0)2
(
2
(xl0)
2
1+ (xl0)2
− n + 1
+ 2
(
l − 1+ 1
1+ (xl0)2
))
+ x
l
0√
1+ (xl0)2
(xl0)
2 − 1
(1+ (xl0)2)
3
2
+ 1
2
1√
1+ (xl0)2
xl0√
1+ (xl0)2
(k − l)
= x
l
0
(1+ (xl0)2)2
(
1
2
(
1+ (xl0)2)(−n + l − 2+ k) + (xl0)2
)
= − x
l
0
(1+ (xl0)2)2
,
because n = k + l, and therefore does not vanish, thus the Gauss map is not harmonic. 
4. Cylindrical submanifolds
We call a submanifold M cylindrical if its tangent space at each point contains the value of the ﬁeld Z . Integral trajecto-
ries of Z are z = t , therefore if M is complete, then M = M1 ×R, where M1 is a smooth submanifold in the subspace z = 0.
Consider a natural Euclidean metric on this (2m)-dimensional subspace with an orthonormal basis formed by ∂
∂xi
and ∂
∂ y j
for 1 i, j m. Denote this space by E2m .
Proposition 4. Let M be cylindrical. Then H is parallel if and only if the Gauss map of M is harmonic and ( J (Z)H)⊥ = 0.
Here J (Z)H is the image of the value of the vector ﬁeld H under the operator J (Z) at each point (H is normal, hence
is orthogonal to Z ). In particular, if H is parallel, then the Gauss map is harmonic. It follows from Proposition 3 that this is
not true in general for submanifolds in the Heisenberg group.
Proposition 5. Let M be cylindrical and complete. Then
(i) M = M1 ×R is minimal in N if and only if M1 is minimal in E2m;
(ii) H is parallel if and only if the mean curvature ﬁeld H1 of M1 in E2m is parallel and ( J (Z)H)⊥ = 0;
(iii) the Gauss map of M is harmonic if and only if H1 is parallel.
Proof of Propositions 4 and 5. Let us prove Proposition 5 ﬁrst. Let
Fk =
∑
1im
(
Aik
∂
∂xi
+ Bik
∂
∂ yi
)
for 1  k  n − 1 form a local orthonormal (with respect to the metric induced by the immersion in E2m) frame of the
tangent bundle of M1 on some neighborhood U1 of the given point. Here Aki , B
k
i are functions on U1. Then the tangent
bundle of M on U1 ×R has a local orthonormal frame {E1, . . . , En−1, Z}, where
Ek =
∑
1im
(
AikKi + BikLi
)
.
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1kn−1
∇Ek Ek =
∑
1kn−1,1im
(
Ek
(
Aik
)
Ki + Ek
(
Bik
)
Li
)
,
because ∇Ki K j = ∇Li L j = ∇Ki Li + ∇Li Ki = 0 for 1  i, j m and ∇Ki L j = 0 for i = j due to (6) and (5). Here X( f ) is the
derivative of f with respect to X . The functions Aki and B
k
i are independent of z. It follows that
H =
∑
1kn−1,1im
(
Fk
(
A jk
) ∂
∂x j
+ Fk
(
Bik
) ∂
∂ yi
)⊥
, (17)
because ∇Z Z = 0. This expression coincides with the expression of H1. Then the claim (i) follows. Also, (17) implies ∇⊥Z H =
− 12 ( J (Z)H)⊥ because the normal space at each point is contained in V , thus (6) can be used. And hence (ii) follows.
The submanifold M is cylindrical, thus Xn = 0, |Xn+1| = 1. The vector ﬁeld −Z is the extension of Yn = −Z on a
neighborhood of each point p. This and (6) imply that for n + 1  α  n + q coeﬃcients bαnn vanish and for 1  i  n − 1
at p
bαin =
〈∇Xi (−Z), Xα 〉= 12
〈
J (Z)Xi, Xα
〉
.
Eqs. (10) and (12) give the condition 〈[nH,−Z ], Xα〉 = 0 for n + 1  α  n + q, i.e., [H, Z ]⊥ = 0. Compute the Lie bracket
and obtain ∇⊥Z H = (∇H Z)⊥ = − 12 ( J (Z)H)⊥ . The above argument implies that this is always true. The expressions in (9)
and (11) for 1 j  n − 1, n + 1 α  n + q take the form
〈[nH, X j], Xα 〉− 32
〈(
J (Z)X j
)T
,
(
J (Z)Xα
)T 〉+ ∑
1in
〈
J (Z)Xi, Xα
〉〈
J (Z)Xi, X j
〉
+ 1
2
∑
n+1γn+q
〈
J (Z)X j, Xγ
〉〈
J (Z)Xγ , Xα
〉
= −n〈∇⊥X j H, Xα
〉− 3
2
〈(
J (Z)X j
)T
,
(
J (Z)Xα
)T 〉+ ∑
1in
〈
J (Z)Xα, Xi
〉〈
J (Z)X j, Xi
〉
− 1
2
∑
n+1γn+q
〈
J (Z)X j, Xγ
〉〈
J (Z)Xα, Xγ
〉
= −n〈∇⊥X j H, Xα
〉− 3
2
〈(
J (Z)X j
)T
,
(
J (Z)Xα
)T 〉+ 〈( J (Z)Xα)T , ( J (Z)X j)T 〉
− 1
2
〈(
J (Z)X j
)⊥
,
(
J (Z)Xα
)⊥〉= −n〈∇⊥X j H, Xα
〉− 1
2
〈
J (Z)X j, J (Z)Xα
〉
= −n〈∇⊥X j H, Xα
〉+ 1
2
〈
J (Z)2X j, Xα
〉= −n〈∇⊥X j H, Xα
〉− 1
2
〈X j, Xα〉 = −n
〈∇⊥X j H, Xα
〉
,
because J (Z) is skew-symmetric. Thus (9) and (11) are satisﬁed if and only if H1 is parallel, and then (iii) follows.
Each point of cylindrical M has a neighborhood of the form U = U1 × (a,b), and the argument in the proofs of (ii)
and (iii) in Proposition 5 are valid also for the proof of Proposition 4. 
Note that (iii) of Proposition 5 and the result of [1] imply that the Gauss map of M is harmonic if and only if the Gauss
map of M1 is harmonic.
5. Cylindrical hypersurfaces
Let M be a cylindrical hypersurface (n = 2m, q = 1). The normal space is one-dimensional. Hence from 〈 J (Z)H, H〉 = 0
it follows that at each point either H = 0 (thus J (Z)H = 0) or J (Z)H is tangent. Therefore Propositions 4 and 5 and the
remark after the proof of these propositions imply the following corollaries.
Corollary 6. Let M be a cylindrical hypersurface. Then the Gauss map of M is harmonic if and only if M is of constant mean curvature.
Corollary 7. Let M be a complete cylindrical hypersurface. Then the following claims are equivalent:
(i) the Gauss map of M is harmonic;
(ii) M is of constant mean curvature;
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(iv) M1 is of constant mean curvature in E2m.
Moreover, the following result is true.
Theorem 8. Let M be a constant mean curvature hypersurface in N. If the Gauss map of M is harmonic, then M is cylindrical.
Proof. Denote now by H the mean curvature function of M and by B the scalar second fundamental form (in the case of a
non-orientable hypersurface these objects are deﬁned only locally). By bij denote the coeﬃcients of B: bij = b2m+1i j . Choose
X1, . . . , X2m+1 at p such that
J (Z)Xi = Xm+i, 1 i m − 1,
J (Z)Xm = X2m|X2m| if X2m = 0, or
X2m+1
|X2m+1| if X2m+1 = 0,
J (Z)Xm+i = −Xi, 1 i m − 1,
J (Z)X2m = −|X2m|Xm, J (Z)X2m+1 = −|X2m+1|Xm. (18)
The existence of such a frame follows from the existence of the basis of the vector space V such that the symplectic form
〈 J (Z) · ,·〉 has a canonical matrix.
Let the Gauss map of M be harmonic. In (2) replace 2mH by 2mHη, where η is some unit normal vector ﬁeld on a
neighborhood of p extending Y2n+1. The corresponding term at p takes the form
〈[2mHη, Y j], Y2m+1〉= 〈2mH∇Y2m+1Y j − Y j(2mH)Y2m+1 − 2mH∇Y jη, Y2m+1〉
= 2mH〈∇Y2m+1Y j, Y2m+1〉 − Y j(2mH), (19)
because |η| = 1. By the hypothesis H is constant, hence Y j(2mH) = 0. Then for 1  j  2m − 1 the expressions in (11)
become
2mH
〈∇X2m+1+|X2m|Z X j, X2m+1 + |X2m|Z 〉−
(
|X2m+1|2 + 1
2
)〈(
J (Z)X j
)T
,
(
J (Z)X2m+1
)T 〉
+ 2|X2m+1|
∑
1i2m
bi2m
〈
J (Z)Xi, X j
〉= 0.
The operator J (Z) is skew-symmetric, hence 〈 J (Z)X2m+1, X2m+1 + |X2m|Z〉 = 0. Therefore,
〈(
J (Z)X j
)T
,
(
J (Z)X2m+1
)T 〉= 〈 J (Z)X j, J (Z)X2m+1〉= −〈 J (Z)2X j, X2m+1〉= 〈X j, X2m+1〉 = 0.
So, (11) takes the form
−2mH|X2m|
〈
J (Z)X j, X2m+1
〉+ 2|X2m+1| ∑
1i2m
bi2m
〈
J (Z)Xi, X j
〉= 0. (20)
Eq. (19) imply for the constant H
〈[2mH, Y2m], Y2m+1〉= 2mH 〈∇X2m+1+|X2m|Z (X2m − |X2m+1|Z), X2m+1 + |X2m|Z 〉
= −2mH|X2m|
〈
J (Z)X2m, X2m+1
〉+mH|X2m+1|〈 J (Z)X2m+1, X2m+1〉= 0.
The expressions in (12) turn to
−
(
|X2m+1|2 + 1
2
)〈(
J (Z)X2m
)T
,
(
J (Z)X2m+1
)T 〉+ 1
2
|X2m+1||X2m|
(
2|X2m+1|2 − 2m + 1+
∑
1i,k2m
∣∣[Xi, Xk]∣∣2
)
+2|X2m+1|
∑
1i2m
bi2m
〈
J (Z)Xi, X2m
〉= 0.
Also, we have
〈(
J (Z)X2m
)T
,
(
J (Z)X2m+1
)T 〉= 〈X2m, X2m+1〉 = |X2m||X2m+1|.
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1
2
|X2m+1||X2m|
( ∑
1i,k2m
∣∣[Xi, Xk]∣∣2 − 2m
)
+ 2|X2m+1|
∑
1i2m
bi2m
〈
J (Z)Xi, X2m
〉= 0. (21)
If the frame is as in (18), then for 1 j m − 1 the expressions (20) are of the form
−2|X2m+1|bm+ j2m = 0. (22)
For j =m the conditions in (20) become
−|X2m||X2m+1|(2mH + 2b2m2m) = 0. (23)
Finally, if m + 1 j  2m − 1, then
2|X2m+1|b j−m2m = 0. (24)
It follows from (18) that the only nonzero brackets of X1, . . . , X2m are [Xi, Xm+i] = −[Xm+i, Xi] = Z for 1 i m − 1 and
[Xm, X2m] = −[X2m, Xm] = |X2m|Z . Hence,∑
1i,k2m
∣∣[Xi, Xk]∣∣2 = 2(m − 1+ |X2m|2)= 2(m − |X2m+1|2).
Thus (21) becomes
−|X2m+1||X2m|
(|X2m+1|2 − 2bm2m)= 0. (25)
For each p ∈ M denote by a(p) = |X2m+1|, b(p) = |X2m|. Then a and b are smooth functions on M , a2 +b2 = 1. Denote by
T1, . . . , T2m−1 vector ﬁelds on M that at each p are equal to X1, . . . , X2m−1, respectively. By T2m denote a ﬁeld that equals
to J (Z)Xm at each p ∈ M . Then unit tangent vector ﬁelds of the hypersurface F1, . . . , F2m and a unit normal vector ﬁeld η
are of the form
F1 = T1, . . . , F2m−1 = T2m−1, F2m = bT2m − aZ , η = aT2m + bZ .
Suppose that a = 0 and b = 0 at some point p. Then ab = 0 on some neighborhood U of p. It follows from (22)–(25)
that on U
b j2m = 0, j =m,2m, bm2m = a
2
2
, b2m2m = −mH . (26)
Note that
η = a
b
F2m +
(
a2
b
+ b
)
Z = a
b
F2m + 1
b
Z .
Therefore for 1 i, j  2m the orthogonality of F j and η imply
bij = 〈∇Fi F j, η〉 = −〈F j,∇Fiη〉 = −
〈
F j,∇Fi
(
a
b
F2m + 1
b
Z
)〉
= −Fi
(
a
b
)
〈F j, F2m〉 − Fi
(
1
b
)
〈F j, Z〉 − a
b
〈F j,∇Fi F2m〉 −
1
b
〈F j,∇Fi Z〉.
Hence,
〈∇Fi F2m, F j〉 = −
b
a
bij − b
a
Fi
(
a
b
)
〈F j, F2m〉 − b
a
Fi
(
1
b
)
〈F j, Z〉 − 1
a
〈F j,∇Fi Z〉.
Using the fact that Z is invariant obtain from (6) and (26) the following
〈∇Fi F2m, F j〉 = −
b
a
bij, i, j =m,2m, |i − j| =m,
〈∇Fi F2m, Fi+m〉 = −
b
a
bii+m + 12a , 1 i m − 1,
〈∇F j+m F2m, F j〉 = −
b
a
bm+ j j − 12a , 1 j m − 1,
〈∇Fi F2m, Fm〉 = −
b
bim, i =m,2m,a
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1
a
Fi(a), i =m,2m,
〈∇Fm F2m, F j〉 = −
b
a
bmj, j =m,2m,
〈∇F2m F2m, F j〉 = 0, j =m,2m,
〈∇Fm F2m, Fm〉 = −
b
a
bmm,
〈∇Fm F2m, F2m〉 =
b3
2a
− 1
a
Fm(a),
〈∇F2m F2m, Fm〉 = −
b(1+ a2)
2a
,
〈∇F2m F2m, F2m〉 =
b
a
mH − 1
a
F2m(a). (27)
It follows from |F2m| = 1 that 〈∇Fi F2m, F2m〉 = 0 for 1 i  2m, thus,
Fi(a) = 0, i =m,2m, Fm(a) = b
3
2
, F2m(a) = bmH . (28)
The equality a2 + b2 = 1 implies aFi(a) + bFi(b) = 0 for 1 i  2m. Hence,
Fi(b) = 0, i =m,2m, Fm(b) = −ab
2
2
, F2m(b) = −amH,
F2m
(
b
a
)
= aF2m(b) − bF2m(a)
a2
= −mH
a2
. (29)
Let us obtain some Codazzi equations for M . For i =m,2m
(∇F2m B)(Fi, F2m) − (∇Fi B)(F2m, F2m)
= 〈R(F2m, Fi)F2m, η〉= 〈R(X2m − aZ , Xi)(X2m − aZ), X2m+1 + bZ 〉
= 3
4
〈
J
([X2m, Xi])X2m, X2m+1〉− 14ab
〈[
Xi, J (Z)X2m
]
, Z
〉− 1
4
ab
〈[
X2m, J (−Z)Xi
]
, Z
〉
+ 1
4
ab
〈[
Xi, J (−Z)X2m
]
, Z
〉+ 1
4
a2
〈
J (Z)2Xi, X2m+1
〉= 0.
Here (7) was used. It follows that
0 = F2m
(
B(Fi, F2m)
)− B(∇ F2m Fi, F2m) − B(Fi,∇ F2m F2m) − Fi(B(F2m, F2m))+ 2B(∇ Fi F2m, F2m)
= F2m(bi2m) −
∑
j =m,2m
〈∇F2m Fi, F j〉b j2m − 〈∇F2m Fi, Fm〉bm2m − 〈∇F2m Fi, F2m〉b2m2m
−
∑
j =m,2m
〈∇F2m F2m, F j〉b ji − 〈∇F2m F2m, Fm〉bmi − 〈∇F2m F2m, F2m〉b2mi − Fi(b2m2m)
+ 2
∑
j =m,2m
〈∇Fi F2m, F j〉b j2m + 2〈∇Fi F2m, Fm〉bm2m + 2〈∇Fi F2m, F2m〉b2m2m,
where ∇ is the induced connection on M . Using (26) and (27) we obtain
0 = −a
2
2
〈∇F2m Fi, Fm〉 +
b(1+ a2)
2a
bmi − abbmi = −a
2
2
〈∇F2m Fi, Fm〉 +
b3
2a
bmi .
Here, for example, 〈∇F2m Fi, F2m〉 = −〈∇F2m F2m, Fi〉 because 〈F2m, Fi〉 = 0. So, ﬁnally we have
〈∇F2m Fi, Fm〉 =
b3
a3
bmi . (30)
In the same way we obtain the following Codazzi equation:
528 E.V. Petrov / Differential Geometry and its Applications 29 (2011) 516–532(∇F2m B)(Fm, F2m) − (∇Fm B)(F2m, F2m)
= 〈R(F2m, Fm)F2m, η〉= 〈R(X2m − aZ , Xm)(X2m − aZ), X2m+1 + bZ 〉
= 3
4
〈
J
([X2m, Xm])X2m, X2m+1〉− 1
4
ab
〈[
Xm, J (Z)X2m
]
, Z
〉− 1
4
ab
〈[
X2m, J (−Z)Xm
]
, Z
〉
+ 1
4
ab
〈[
Xm, J (−Z)X2m
]
, Z
〉+ 1
4
a2
〈
J (Z)2Xm, X2m+1
〉= 0.
Thus,
0 = F2m
(
B(Fm, F2m)
)− B(∇ F2m Fm, F2m) − B(Fm,∇ F2m F2m) − Fm(B(F2m, F2m))+ 2B(∇ Fm F2m, F2m)
= F2m(bm2m) −
∑
j =m,2m
〈∇F2m Fm, F j〉b j2m − 〈∇F2m Fm, Fm〉bm2m − 〈∇F2m Fm, F2m〉b2m2m
−
∑
j =m,2m
〈∇F2m F2m, F j〉b jm − 〈∇F2m F2m, Fm〉bmm − 〈∇F2m F2m, F2m〉b2mm − Fm(b2m2m)
+ 2
∑
j =m,2m
〈∇Fm F2m, F j〉b j2m + 2〈∇Fm F2m, Fm〉bm2m + 2〈∇Fm F2m, F2m〉b2m2m.
It follows from (26)–(28) that
0 = aF2m(a) + b(1+ a
2)mH
2a
+ b(1+ a
2)
2a
bmm − abbmm = b(1+ 3a
2)mH
2a
+ b
3
2a
bmm.
Here 〈∇F2m Fm, Fm〉 = 0 because 〈Fm, Fm〉 = 1. Simplify and obtain
bmm = − (1+ 3a
2)mH
b2
. (31)
Using (28) and (29) we have
F2m(bmm) = − (6aF2m(a)b − 2F2m(b)(1+ 3a
2))mH
b3
= −8am
2H2
b3
. (32)
For i =m,2m similarly compute
(∇Fi B)(F2m, Fi) − (∇F2m B)(Fi, Fi)
= 〈R(Fi, F2m)Fi, η〉= 〈R(Xi, X2m − aZ)Xi, X2m+1 + bZ 〉
= 3
4
〈
J
([Xi, X2m])Xi, X2m+1〉− 14ab
〈[
Xi, J (−Z)Xi
]
, Z
〉= ab
4
.
Hence,
ab
4
= Fi
(
B(F2m, Fi)
)− B(∇ Fi F2m, Fi) − B(F2m,∇ Fi F i)
− F2m
(
B(Fi, Fi)
)+ 2B(∇ F2m Fi, Fi) = Fi(b2mi) −
∑
j =m,2m
〈∇Fi F2m, F j〉b ji
− 〈∇Fi F2m, Fm〉bmi − 〈∇Fi F2m, F2m〉b2mi −
∑
j =m,2m
〈∇Fi F i, F j〉b j2m
− 〈∇Fi F i, Fm〉bm2m − 〈∇Fi F i, F2m〉b2m2m − F2m(bii)
+ 2
∑
j =m,2m
〈∇F2m Fi, F j〉b ji + 2〈∇F2m Fi, Fm〉bmi + 2〈∇F2m Fi, F2m〉b2mi.
Using (26), (27), and (30) we obtain
ab
4
= b
a
∑
j =m,2m
b2i j +
ε(i)
2a
bi[m+i] + b
a
b2im −
a2
2
〈∇Fi F i, Fm〉 +
bmH
a
bii − F2m(bii)
+ 2
∑
〈∇F2m Fi, F j〉bij + 2
b3
a3
b2mi.j =m,2m
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F2m(bii) = −ab4 +
b
a
∑
j =m,2m
b2i j +
ε(i)
2a
bi[m+i] + b
a
(
1+ 2b
2
a2
)
b2im
− a
2
2
〈∇Fi F i, Fm〉 +
bmH
a
bii + 2
∑
j =m,2m
〈∇F2m Fi, F j〉bij. (33)
One more Codazzi equation is
(∇Fm B)(F2m, Fm) − (∇F2m B)(Fm, Fm)
= 〈R(Fm, F2m)Fm, η〉= 〈R(Xm, X2m − aZ)Xm, X2m+1 + bZ 〉
= 3
4
〈
J
([Xm, X2m])Xm, X2m+1〉− 1
4
ab
〈[
Xm, J (−Z)Xm
]
, Z
〉= ab.
It follows that
ab = Fm
(
B(F2m, Fm)
)− B(∇ Fm F2m, Fm) − B(F2m,∇ Fm Fm) − F2m(B(Fm, Fm))+ 2B(∇ F2m Fm, Fm)
= Fm(b2mm) −
∑
j =m,2m
〈∇Fm F2m, F j〉b jm − 〈∇Fm F2m, Fm〉bmm − 〈∇Fm F2m, F2m〉b2mm −
∑
j =m,2m
〈∇Fm Fm, F j〉b j2m
− 〈∇Fm Fm, Fm〉bm2m − 〈∇Fm Fm, F2m〉b2m2m − F2m(bmm)
+ 2
∑
j =m,2m
〈∇F2m Fm, F j〉b jm + 2〈∇F2m Fm, Fm〉bmm + 2〈∇F2m Fm, F2m〉b2mm.
Using (26)–(28) and (30)–(32) we have
ab = aFm(a) + b
a
∑
j =m,2m
b2mj +
b
a
b2mm +
b
a
mHbmm − F2m(bmm) − 2b
3
a3
∑
j =m,2m
b2mj +
ab(1+ a2)
2
= ab
3
2
+ ab(1+ a
2)
2
+ b
a
(
1− 2b
2
a2
) ∑
j =m,2m
b2mj +
(1+ 3a2)2m2H2
ab3
− (1+ 3a
2)m2H2
ab
+ 8am
2H2
b3
.
Finally we obtain(
1− 2b
2
a2
) ∑
j =m,2m
b2mj +
12a2(1+ a2)m2H2
b4
= 0. (34)
Also, for i =m,2m
(∇Fi B)(Fm, F2m) − (∇Fm B)(Fi, F2m)
= 〈R(Fi, Fm)F2m, η〉= 〈R(Xi, Xm)(X2m − aZ), X2m + bZ 〉
= 1
2
〈
J
([Xi, Xm])X2m, X2m〉− 14
〈
J
([Xm, X2m])Xi, X2m〉+ 14
〈
J
([Xi, X2m])Xm, X2m〉
+ 1
4
ab
〈[
Xi, J (Z)Xm
]
, Z
〉− 1
4
ab
〈[
Xm, J (Z)Xi
]
, Z
〉= 0.
Thus,
0 = Fi
(
B(Fm, F2m)
)− B(∇ Fi Fm, F2m) − B(Fm,∇ Fi F2m) − Fm(B(Fi, F2m))+ B(∇ Fm Fi, F2m) + B(Fi,∇ Fm F2m)
= Fi(bm2m) −
∑
j =m,2m
〈∇Fi Fm, F j〉b j2m − 〈∇Fi Fm, Fm〉bm2m − 〈∇Fi Fm, F2m〉b2m2m
−
∑
j =m,2m
〈∇Fi F2m, F j〉b jm − 〈∇Fi F2m, Fm〉bmm − 〈∇Fi F2m, F2m〉b2mm
− Fm(bi2m) +
∑
j =m,2m
〈∇Fm Fi, F j〉b j2m + 〈∇Fm Fi, Fm〉bm2m + 〈∇Fm Fi, F2m〉b2m2m
+
∑
〈∇Fm F2m, F j〉b ji + 〈∇Fm F2m, Fm〉bmi + 〈∇Fm F2m, F2m〉b2mi.
j =m,2m
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0 = aFi(a) + b
a
mHbim −
∑
j =m,2m
〈∇Fi F2m, F j〉b jm −
(1+ 3a2)mH
ab
bim
+ 1
2
a2〈∇Fm Fi, Fm〉 −
b
a
mHbim − b
a
∑
j =m,2m
b jmb ji + (1+ 3a
2)mH
ab
bim
= 1
2a
ε(i)b[m+i]m + 12a
2〈∇Fm Fi, Fm〉.
Finally we have
〈∇Fm Fi, Fm〉 = −
1
a3
ε(i)b[m+i]m. (35)
Take 1 i  2m. Obtain the intrinsic sectional curvature Ki2m of M in the direction of the plane spanned by Fi and F2m .
It equals to
〈∇ Fi∇ F2m F2m, Fi〉 − 〈∇ F2m∇ Fi F2m, Fi〉 − 〈∇[Fi ,F2m]F2m, Fi〉
= Fi
(〈∇ F2m F2m, Fi〉)− 〈∇ F2m F2m,∇ Fi F i〉 − F2m(〈∇ Fi F2m, Fi〉)
+ 〈∇ Fi F2m,∇ F2m Fi〉 − 〈∇∇ Fi F2m F2m, Fi〉 + 〈∇∇ F2m Fi F2m, Fi〉.
It follows that
Ki2m = Fi
(〈∇F2m F2m, Fi〉)−
∑
j =m,2m
〈∇F2m F2m, F j〉〈∇Fi F i, F j〉 − 〈∇F2m F2m, Fm〉〈∇Fi F i, Fm〉
− 〈∇F2m F2m, F2m〉〈∇Fi F i, F2m〉 − F2m
(〈∇Fi F2m, Fi〉)+
∑
j =m,2m
〈∇Fi F2m, F j〉〈∇F2m Fi, F j〉
+ 〈∇Fi F2m, Fm〉〈∇F2m Fi, Fm〉 + 〈∇Fi F2m, F2m〉〈∇F2m Fi, F2m〉 −
∑
j =m,2m
〈∇Fi F2m, F j〉〈∇F j F2m, Fi〉
− 〈∇Fi F2m, Fm〉〈∇Fm F2m, Fi〉 − 〈∇Fi F2m, F2m〉〈∇F2m F2m, Fi〉 +
∑
j =m,2m
〈∇F2m Fi, F j〉〈∇F j F2m, Fi〉
+ 〈∇F2m Fi, Fm〉〈∇Fm F2m, Fi〉 + 〈∇F2m Fi, F2m〉〈∇F2m F2m, Fi〉. (36)
Consider the Gauss equations for M . Let i =m,2m. It follows from (27)–(30) that (36) takes the form
Ki2m = b(1+ a
2)
2a
〈∇Fi F i, Fm〉 + F2m
(
b
a
bii
)
− 2b
a
∑
j =m,2m
〈∇F2m Fi, F j〉bij
− b
4
a4
b2im −
b2
a2
∑
j =m,2m,|i− j|=m
b2i j −
(
−b
a
bi[i+m] − ε(i)2a
)(
−b
a
bi[i+m] + ε(i)2a
)
− b
2
a2
b2im −
b4
a4
b2im =
b(1+ a2)
2a
〈∇Fi F i, Fm〉 +
b
a
F2m(bii) − mH
a2
bii
− 2b
a
∑
j =m,2m
〈∇F2m Fi, F j〉bij −
b2
a2
(
1+ 2b
2
a2
)
b2im −
b2
a2
∑
j =m,2m
b2i j +
1
4a2
.
It follows from (26) that the extrinsic curvature in the direction of the plane spanned by Fi and F2m equals to −mHbii . The
curvature of the Heisenberg group in this direction is
〈
R(Fi, F2m)F2m, Fi
〉= 〈R(Xi, X2m − aZ)(X2m − aZ), Xi 〉= 34
〈
J
([Xi, X2m])X2m, Xi 〉− a2 14
〈
J (Z)2Xi, Xi
〉= a2
4
.
Hence, the Gauss equation has the form
−mHbii + a
2
4
= b(1+ a
2)
2a
〈∇Fi F i, Fm〉 +
b
a
F2m(bii) − mH
a2
bii
− 2b
a
∑
〈∇F2m Fi, F j〉bij −
b2
a2
(
1+ 2b
2
a2
)
b2im −
b2
a2
∑
b2i j +
1
4a2
.j =m,2m j =m,2m
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F2m(bii) = bmH
a
bii − b(1+ a
2)
4a
− (1+ a
2)
2
〈∇Fi F i, Fm〉 + 2
∑
j =m,2m
〈∇F2m Fi, F j〉bij
+ b
a
(
1+ 2b
2
a2
)
b2im +
b
a
∑
j =m,2m
b2i j. (37)
Compare (33) with (37) and obtain
− b
4a
− 1
2
〈∇Fi F i, Fm〉 =
ε(i)
2a
bi[m+i]. (38)
It follows from (37) and (38) that
F2m(bii) = bmH
a
bii + ε(i)(1+ a
2)
2a
bi[m+i] + 2
∑
j =m,2m
〈∇F2m Fi, F j〉bij +
b
a
(
1+ 2b
2
a2
)
b2im +
b
a
∑
j =m,2m
b2i j. (39)
Deﬁnition of H , (26), and (31) imply
2mH =
∑
i =m,2m
bii − (1+ 3a
2)mH
b2
−mH . (40)
H is constant, so (32), (39), and (40) imply
0 = F2m(2mH) =
∑
i =m,2m
F2m(bii) − 8am
2H2
b3
= bmH
a
∑
i =m,2m
bii +
∑
i =m,2m
(
ε(i)(1+ a2)
2a
bi[m+i]
+ 2
∑
j =m,2m
〈∇F2m Fi, F j〉bij +
b
a
(
1+ 2b
2
a2
)
b2im +
b
a
∑
j =m,2m
b2i j
)
− 8am
2H2
b3
. (41)
Note that
∑
i =m,2m
ε(i)(1+ a2)
2a
bi[m+i] =
∑
i, j =m,2m
〈∇F2m Fi, F j〉bij = 0.
It follows from (40) and (41) that
0 = bmH
a
(
3mH + (1+ 3a
2)mH
b2
)
+ b
a
(
1+ 2b
2
a2
) ∑
i =m,2m
b2im +
b
a
∑
i, j =m,2m
b2i j −
8am2H2
b3
.
Simplify and obtain(
1+ 2b
2
a2
) ∑
i =m,2m
b2im +
∑
i, j =m,2m
b2i j +
4(1− 3a2)m2H2
b4
= 0. (42)
Summing up (34) and (42) we have
2
∑
i =m,2m
b2im +
∑
i, j =m,2m
b2i j +
4(1+ 3a4)m2H2
b4
= 0. (43)
It follows from (26), (31), and (43) that H = 0 and all the coeﬃcients of B vanish except of bm2m = a22 . Then (27)
and (35) imply that 〈∇Fm Fm, Fi〉 = −〈∇Fm Fi, Fm〉 = 0 for all 1  i  2m. Also, 〈∇Fm Fm, η〉 = bmm = 0, hence ∇Fm Fm = 0
and the ﬁeld Fm is geodesic in the Heisenberg group. Consider the set of geodesics in this group (see [6, Proposition (3.1),
Proposition (3.5)]) and obtain that Fm = Tm = Xm and T2m = X2m are left invariant. It follows from (28) and (29) that
F2m(a) = F2m(b) = 0. Thus,
∇F2m F2m = ∇F2m (bX2m − aZ) = b∇bX2m−aZ X2m − a∇bX2m−aZ Z = −abXm.
Then it follows from (27) that −b(1+ a2)/2a = −ab and a2 = 1, b = 0, a contradiction.
So, ab = 0 at each point of M . Since a2 + b2 = 1 and a, b are smooth, a = 1 or b = 1 identically on each connected
component of M . The latter case is impossible because the distribution Z⊥ is not integrable. Then F2m = ±Z , and M is
cylindrical. 
532 E.V. Petrov / Differential Geometry and its Applications 29 (2011) 516–532This theorem was previously proved for the case m = 1 in [5]. A similar result for another deﬁnition of the Gauss map
was proved in [7].
Theorem 8 and Corollary 7 imply that a complete constant mean curvature hypersurface with the harmonic Gauss map
is the direct product of constant mean curvature hypersurface in E2m and a straight vertical line. In particular, complete
constant mean curvature surfaces with the harmonic Gauss map in the three-dimensional Heisenberg group are vertical
Euclidean planes and vertical Euclidean cylinders over circles.
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