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VOORWOORD 
Het colloquium Discretiseringsmethoden werd van oktober 1974 tot en 
met januari 1975 gehouden en werd georganiseerd door de afdeling Numerieke 
Wiskunde van het Mathematisch Centrum. 
Het colloquium was bedoeld om een inzicht te geven in bestaande metho-
den om in het bijzonder elliptische randwaardeproblemen discreet op te los-
sen. De nadruk kwam hierbij te liggen op de globale of eindige elementen-
methoden. 
Aan het colloquium namen deel M. Bakker, P.W. Hemker en P.J. van der 
Houwen van het Mathematisch Centrum, S.J. Polak van Philips en M. van 
Veldhuizen van de Vrije Universiteit. 
De syllabus van het colloquium werd geredigeerd door M. Bakker. 

I. EINDIGE DIFFERENTIEMETHODEN 
Alhoewel het hoofdthema van dit colloquium gevormd wordt door de 
eindige elementenmethode als discretiseringsmethode voor randwaardepro-
blemen, willen we eerst kort ingaan op een "concurrerende" methode, name-
lijk de eindige differentiemethode. Verder zullen we de begrippen conBi-
stentie, convergentie en stabiliteit voor discrete modellen definieren. We 
beginnen echter met de definitie en voorbeelden van randwaardeproblemen. 
I.I. Randwaardeproblemen 
Definities 
Beschouw de Euclidische ruimte mm van dimensie m, het gebied G in mm 
en de rand r van G. Laten E(G), E(G) en E(r) lineaire, genormeerde ruimten 
van scalar- of vectorfuncties voorstellen, respectievelijk gedefinieerd 
op G, Gen r (G stelt de afsluiting van G voor, i.e. G =Gu r). De ele-
menten van E(G) en E(G) geven we met Latijnse hoofdletters aan, de ele-
menten van E(r) met Griekse hoofdletters. De ruimten E(G) en E(r) defini-
eren de ruimte E(G) * E(r) van elementen (F,~), welke lineair is als we de 
opera ties 
(F, ~) + (F' , ~' ) (F+F' '~+~I) 
en 
a. (F ,~) (aF,a~) , a scalair 
definieren. Verder definieren we in E(G) * E(r) de norm 
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waarin II • II G en II • II r de normen in E(G) respectievelijk E(r) voorstellen. 
Definitie I. I. I 
Het probleem om de inverse te vinden van een gegeven afbeelding L van een 
onbekende functie U E E(G) op een gegeven element (F,~) E E(G) * E(r) 
wordt een randwaardeprobleem genoemd. 
Randwaardeproblemen zullen we beschrijven met de vergelijking 
(I.I.I) LU (F.~) 
De componenten Fen~ van het rechterlid in (I.I.I) zullen we respectieve-
lijk de inwendige functie en de randfunctie noemen. 
In het volgende beperken we ons tot zogenaamde correct gestelde pro-
blemen. 
Definitie I. 1.2 
Het probleem LU (F,~) wordt correct gesteld genoemd ten opzichte van de 
normen in E(G) en E(G) * E(r) wanneer Leen eenduidige inverse L-l heeft 
die continu is in (F,~). 
Na deze abstracte definitie van de problemen die onderwerp van dit 
colloquium zullen zijn, geven we in de volgende paragrafen een drietal 
voorbeelden van in de practijk voorkomende randwaardeproblemen. Het eerste 
voorbeeld is standaard, het tweede en derde voorbeeld zijn onderwerp van 
onderzoek geweest in de afdeling Toegepaste Wiskunde van het Mathematisch 
Centrum en zijn verre van standaardproblemen. 
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De vergelijking van Poisson 
Beschouw in delR.2 een gebied G waarvan de rand r een gesloten Jordan-
kromme is (zie figuur l. 1). 
r y 
r LU <!> 
-__ / 
G LU 
r 
X--7 
·~ ..... 
.,___ ___ __ / 
Figuur 1.1 Randwaardeprobleem 
In G definieren we de vergelijking (Poisson) 
(I. 1.2) ( Cl 22 + Cl 22) u = F ' Clx Cly ' 
en op r de randvoorwaarde 
{l.l.3) ( <!> 1 + <1>2 ~+ Clx 
Cl 
"'3 Cly) u <!>. 
Hierin zijn <1> 1, <1> 2 en <1> 3 gegeven functies op r. 
Onder vrij algemene aannamen omtrent de functies F, <I>. en <I> bezit 
J bovenstaand randwaardeprobleem een eenduidige oplossing, met andere woor-
den, is een correct gesteld probleem. 
De vergelijking van Poisson is van het elliptische type en beschrijft 
bijvoorbeeld de evenwichtstoestand van membranen. Voor verdere voorbeel-
den van physische problemen beschreven door elliptische randwaardepro-
blemen verwijzen we naar FORSYTHE & WASOW [1960]. 
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Het Tricomi-probleem 
Zo bekend als de vergelijking van Poisson is, zo weinig bekend is de 
vergeZijking van Tricomi: 
(J.1.4) ( a2 a2 ) y--+-- u 
ax2 ay2 
F. 
Deze vergelijking is van het gemengde type, dat wil zeggen in een gebied 
G zoals in figuur I.I, is deze vergelijking niet overal van eenzelfde 
type, maar eZZiptisah voor y > O, paraboZisah voor y = 0 en hyperboZisah 
voor y < O. 
In tegenstelling tot elliptische vergelijkingen behoeven bij dit type ver-
gelijkingen niet langs de hele rand r van het gebied G randvoorwaarden ge-
def inieerd te worden om eenduidigheid te verzekeren. In de gasdynamica 
neemt de vergelijking van Tricomi een centrale plaats in; bijvoorbeeld de 
transone stroming van een gas door een pijp wordt beschreven door verge-
lijking (1.1.4) met F =Oen randvoorwaarden 
(1.1.S) u q, 
e 
langs het elliptische gedeelte r van de rand r (zie figuur 1.2) en 
e 
(1.1.6) 
langs r~, waarin r~ gegeven wordt door de karakteristiek 
2 3/2 
x - -(-y) 3 -1 -1 ~ x ~ 0 
van vergelijking (1.1.4). Langs de rest r~ van de rand r hoeft niets ge-
+ geven te worden. Laat rh ook langs een karakteristiek lopen, dan bepalen 
(l.t.S) en (t.1.6) de oplossing in bet door r =re+ r~ + r~ omrande gebied 
G. Dit randwaardeprobleem wordt het Triaomi-probZeem genoemd. 
Het Tricomi-probleem kan met behulp van analytische methoden geredu-
ceerd worden tot een (singuliere) integraalvergelijking (zie BITSADZE 
[1964]) voor U (x,O), waarin de oplossing U(x,y) dan weer uitgedrukt kan y 
worden via nogal ingewikkelde integraalrepresentaties. Het is duidelijk dat 
een directe numerieke oplossingsmethode aantrekkelijker is. In paragraaf 
1.3 k.omen we hier nog op terug 
y 
G 
-I 
r~ 
Figuur 1.2 Tricomi-probleem 
r 
e 
x-
Het Noordzeeprobleem voor tijdsonafhankelijke windvelden 
De stationaire waterbeweging in de Noordzee ender een niet van de 
tijd afhangend windveld F = (F 1,F2), wordt beschreven door de vergelij-
kingen 
(I. I. 7) 
- w + nv -
- nu - >..v -
~u + ax 
az 
gh ax = FI 
az 
gh ay = F2 
~v 
y 0 
met langs de kusten de randvoorwaarden dat de stroom W = (U,V) geen com-
ponent loodrecht op de kust heeft en langs de oceaanbegrenzing de voor-
waarde dat de waterhoogte Z constant is, zeg Z = O. In de vergelijkingen 
(I. 1.7) stellen >.., n, gen h respectievelijk de zeebodemwrijving, de 
Coriolis-coefficient, de gravitatieconstante en de diepte voor. 
Van Dantzig en Lauwerier hebben dit randwaardeprobleem diepgaand on-
derzocht. Door nogal drastische aannamen te maken omtrent de functies 
5 
6 
Figuur 1.3 Noordzee-probleem 
A, Q en h, maar vooral door de kustlijnen sterk te vereenvoudigen (zie fi-
guur 1.3), slaagden zij erin met analytische hulpmiddelen benaderingen te 
vinden voor U, V en z. Voor meer realistische Noordzeemodellen is men op 
numerieke oplossingsmethoden aangewezen. 
Tenslotte merken we nog op dat de introductie van een stroomfunctie 
S(x,y) u as ay 
as 
v = ax ' 
de vergelijkingen (1.1.7) overvoert in de elliptische vergelijking 
r ( a2 a2 ) (a"A -I a a \ a L"A,-+- + ,- - h ('A-+ ~)h; - + 
'ax2 ay2 ,ax ax ay ax 
langs de kusten geldt voor de stroomfunctie S de randvoorwaarde 
(1.1.9) s O, 
terwijl voor een oceaanbegrenzing langs een lijn y 
voorwaarde wordt (zie VAN DER HOUWEN [1968]) 
(1.1.10) ('A ~ + Sl a ) S = -F 1 • ay ax 
constant de oceaan-
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Voor numerieke behandeling lijkt (1.1.7) echter geschikter dan(l.1.8),alleen 
al omdat men in het eerste geval direct U, V en Z in handen krijgt, waar 
men in het tweede geval extra rekenwerk moet doen om deze componenten te 
verkrijgen. 
1.2 Discrete benaderingen, consistentie, convergentie en stabiliteit 
We keren terug tot het algemene randwaardeprobleem 
LU (F,<l>). 
We willen deze afbeelding van continue vectorfuncties uit E(G) op continue 
vectorfunctie-paren uit E(G) * E(r) vervangen door een afbeelding tussen 
ruimten van discrete functies. Daartoe kiezen we in het gebied G en op de 
0 0 rand r respectievelijk de rijen {Gh}h=fi en {rh}h=h van eindige puntverza-
melingen, met de eigenschap dat Lim Gh en Lim rh dicht liggen in respectie-
h->-0 h+O velijk G en r. 
Analoog aan de definitie van de ruimten E(G), E(G) en E(r) definieren we 
nu de lineaire genormeerde ruimten E(Gh) = E(Gh+rh)' E(Gh) en E(rh). 
De elementen van deze ruimten van discrete functies (roosterfuncties) geven 
we aan met Uh, Fh en <!>h. 
Analoog aan (I.I.I) beschrijven we een discreet randwaardeprebleem door 
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middel van de vergelijking 
(1.2.I) 
waarin Lh een operator is met definitiegebied in E(Gh) en beeldgebied in 
E(Gh) * E(rh). Omdat ~op discrete functies werkt, zal deze operator niet 
een anaZytische operator zijn maar een aZgebraische operator, ook wel dif-
ferentieoperator genoemd. 
Om (I. I. I) en (I • 2. I) met elkaar in verband te kunnen brengen, definieren 
we een discretiseringsoperator [ Jh die aan een functie uit bijvoorbeeld 
E(G) de waarden van deze functie in Gh associeert. Het is duidelijk dat 
deze waarden een roosterfunctie uit E(Gh) definieren, dus 
Op dezelfde wijze liggen [F]h en [~Jh in E(Gh) respectievelijk E(rh) wan-
neer F en ~ in E(G) respectievelijk E(r) liggen. 
We zijn nu zover om (I. I. I) en (I. 2. I) met elkaar in verband te brengen. 
Laat U een oplossing zijn van (I.I) en substitueer deze in de discrete 
vergelijking 
(I. 2. I a) 
dan vinden we het residu (ook wel afbreekfout genoemd) 
(1.2.2) 
Wanneer dit residu naar het nul-element van de ruimte E(Gh) * E(rh) con-
vergeert voor h + O, dan wordt (I.2.Ia) een aonsistente benadering van 
(I.I.I) genoemd. Men spreekt van consistentie van de orde pals 
(1.2.3) voor h + O, 
waarin 11 II de norm in E(Gh) * E(rh) voorstelt. 
Voorwaarde (I .2.3) met p ~I garandeert nog niet dat de oplossing Uh 
van (I.2. Ia) naar [U]h convergeert voor h+O; consistentie betekent alleen 
maar dat het discrete randwaardeprobleem convergeert naar het continue 
randwaardeprobleem. 
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-I Laten we aannemen dat Lh een eenduidige inverse Lh heeft, dan kunnen we 
schrijven (zie ook figuur 1.4) 
(1.2.4) 
L (F' <!>) E(G) E(G) * E(r) 
Figuur J.4 Afbreekfout en discretiseringsfout 
Het verschil [U]h - Uh noemen we de discretiseringsfout; we spreken van 
convergentie wanneer deze fout naar het nul-element van E(Gh) convergeert 
als h + O. Met andere woorden, wanneer de operator Lh een consistente be-
nadering is van L en wanneer L~ 1 uniform continu is in het punt ([F]h,[<l>]h) 
dan convergeert Uh naar [U]h voor h + 0. De snelheid van convergentie 
kan eenvoudig geschat worden wanneer de operator L~ 1 differentieerbaar is; 
wanneer we de afgeleide operator van L~ 1 in het punt (Fh,<l>h) met ~((Fh,<l>h)) 
aangeven dan geldt volgens de "middelwaarde-ongelijkheid" 
(I. 2. 5) 
waarin (Fh,~h) een punt is op de "verbindingslijn" tussen Lh[U]h en 
([F]h,[<l>]h). Uit deze relatie volgt dat de discretiseringsfout zich ge-
draagt als 
JO 
(1.2.6) 
als op de orde van consistentie is. De discrete oplossingen convergeren 
dus naar de oplossing U wanneer de norm van de operator ~ voor h + 0 
-p+I 
niet harder dan h aangroeit. 
Tenslotte een enkele opmerking over de stabiliteit van (1.2.1) dat 
wil zeggen de gevoeligheid van de oplossing Uh voor verstoringen van de 
data (Fh,~h). Analoog aan de afleiding van (1.2.S) kunnen we deduceren dat 
(I ;2. 7) 
waarin Uh de bij de data (Fh,~h) behorende oplossing is en (Fh,~h) op de 
"verbindingslijn" tussen (Fh'~h) en (Fh,~h) ligt. De norm van de afgeleide 
van L~ 1 bepaalt dus de gevoeligheid voor verstoringen van de data. 
1.3 Eindige differentiemethoden 
Het principe van de eindige differentiemethode is eenvoudig: kies een 
rooster Gh in G en vel"Vang de diff erentaties in de operator L door diff e-
rentiequotienten gedefinieerd op de roosterpunten van Gh. We zullen met 
een drietal voorbeelden het kiezen van het rooster en het vel"Vangen van 
differentaties door diff erentiequotienten toelichten. 
Het Dirichlet-probleem voor de vergelijking van Poisson 
Beschouw vergelijking (1.1.2), i.e. 
met randvoorwaarden van de eerste soort, i.e. 
u voor (x,y) E r . 
Dit randwaardeprobleem wordt een Dirichlet-probleem genoemd. 
Beschouw in het gebied G een rooster met vierkante mazen en rooster-
puntaf stand h (zie figuur 1.5) 
i 
y 
Figuur 1.5 Vierkant rooster met maaswijdte h 
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De roosterpunten in dit rooster kan men verdelen in le inwendige rooster-
punten, aangegeven met o en gekarakteriseerd door het feit dat in de 8 
"windrichtingen N, NO, 0, ••• , W, NW" nog juist een roosterpunt in G ligt, 
2e randpunten aangegeven met • en op r gelegen, en 3e niet-inwendige roos-
terpunten aangegeven met x. 
In de inwendige roosterpunten kan men de Laplace-operator vrij nauw-
keurig benaderen door de differentie-operator (z.g. 9-puntsformule): 
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( 1. 3. 1) 
waarin X± en Y± translatie-operatoren zijn: 
X± U(x,y) U(x±h,y), Y± U(x,y) = U(x,y±h). 
Men kan eenvoudig bewijzen dat in de inwendige punten geldt: 
Lh U(x,y) - F 
wanneer U aan (1.1.2) voldoet. Dus in deze punten is~ consistent van de 
orde 2 met de Laplace-operator. Wanneer F = 0 is er zelfs sprake van 6e 
orde consistentie (zie e.g. FORSYTHE & WASOW [1960]). 
In de niet-inwendige randpunten is de operator (1.3.1) niet gedefinieerd. 
Bijvoorbeeld in de in figuur 1.6 geschetste situatie kan (1.3.1) niet in 
Figuur 1.6 Niet-inwendig randpunt (x,y) 
het roosterpunt (x,y) toegepast worden omdat in "noordwestelijke" richting 
geen·roosterpunt binnen G meer ligt. Men kan nu het rooster aanvullen met 
punten van de rand r zodanig dat de niet-inwendige punten inwendig worden. 
In figuur 1.6 zou dit het punt P zijn. Op deze manier kan men in alle niet-
randpunten een 9-punts differentie-operator definieren. We zullen hier niet 
ingaan hoe (1.3.1) gewijzigd moet worden om in deze tot inwendig "gepro-
moveerde" roosterpunten consistente differentie-operatoren te verkrijgen 
(zie BRAMBLE & HUBBARD [1962]). 
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Het Tricomi-probleem 
Filippov [1957] was de eerste die een convergente differentiemethode 
aangaf voor het Tricomi-probleem. Daartoe koos hij het in figuur 1.7 aan-
gegeven rooster. De roosterpunten in het hyperbolische gebied zijn gedefi-
Figuur 1.7 Hyperbolische (o) en elliptische (+,x) 
roosterpunten in het Tricomi-probleem 
nieerd als de snijpunten van de karakteristieken 
x ± 1-<-y) 3/2 constant, 
die ontspringen vanuit op onderling gelijke af stand 2h gelegen punten van 
de parabolische lijn y = 0. De elliptische roosterpunten vindt men dan 
door spiegeling van de hyperbolische punten ten opzichte van de paraboli-
sche lijn en aanvulling tot een rechthoekig rooster. 
Laten we hier aannemen dat de "elliptische" rand re opgebouwd is uit 
14 
de zijden en diagonalen van de mazen van het elliptische rooster. We kun 
nen dan in elk inwendig elliptisch roosterpunt (X,y) de operator 
2 2 2 2 ya /ax + a /ay benaderen door de differentie-operator 
(I.3.2) 
waarin X± weer verschuivingen over ±h in de x-richting, en Y+ en Y ver-
schuivingen in de y-richting over 1 respectievelijk -k voorstellen, waar-
bij (zie figuur I • 7) 
k y - [ (y)3/2 - t h] 2/,3 
(I.3.3) 
1 = [ (y)3/2 + t h] 2/3 - y. 
Op de parabolische lijn geldt eenvoudig (Y± verschuivingen naar het eerst 
komende roosterpunt) 
(I. 3. 4) ( ) -4/3 Lh = t h (Y+ - 2 + Y_) 
in de "oneven" parabolische punten (x/h oneven) en 
(I .3.4a) 
in de "even" parabolische punten (x/h even). 
Tenslotte kan men in de hyperbolische punten de operator 
(I.3.5) 
gebruiken, wanneer in (1.20) y door -y vervangen wordt. 
De consistentie van de operatoren (i.3.2)-(1.3.4a) is eenvoudig te veri-
fieren, de consistentie van (1.3.3) behoeft echter enige toelichting. 
Zij U een oplossing van het Tricomi-probleem dan geldt (ontwikkeling in 
Taylor-reeksen) 
[( hz a2 a2 ) ] 
- - - + - U + O(h) • 
' kl Clx2 Cly2 h 
Uit de definitie van k en 1 in het hyperbolische gebied volgt nu dat voor 
h + 0 
k~l~---h __ 
(-y)l/2 
zodat Lh naar ya 2/ax2 + a2/ay2 convergeert. 
Het Noordzee-probleem 
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Karakteristiek voor de op het MC ontwikkelde discrete modellen voor 
het Noordzee-probleem is dat de stroming (U,V) en de waterhoogte Z in ver-
schillende roosterpunten worden berekend (zie figuur 1.8). 
0 0 0 
0 0 0 
yt 0 0 0 
0 0 0 
0 0 
" 
h 
x+ 
Figuur 1,8 Stromingspunten (x,-,1) en verhogingspunten in rechthoekig 
Noordzeemodel. 
Discretiseren we de eerste twee vergelijkingen van(l.1.7) in de stro-
mingspunten en de derde vergelijking in de verhogingspunten, dan vinden we 
in de interne stromingspunten de vergelijkingen 
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[ (X +X )(Y+-Y )] r7"gh + -4n -
- AU - nv - •~n z = F2 , 
en in de inwendige verhogingspunten de vergelijking 
Hierin stellen X+ en Y± weer de gebruikelijke verschuivingsoperatoren voor, 
in dit geval over de afstanden ±~ respectievelijk ±n. 
Door het rooster verder zo te kiezen dat de kustlijnen door de stro-
mingspunten lopen en de oceaanbegrenzing door de verhogingspunten, kunnen 
de randvoorwaarden, althans voor rechthoekige Noordzee-modellen, vrij een-
voudig gediscretiseeerd worden. Langs de oceaanbegrenzing geldt eenvoudig 
z 0 ' 
en langs de kusten geldt (zie VAN DER HOUWEN [1968]) 
- AU - sgh(sD +cD ) Z 
x y 
waarin (s,c) de eenheidsvector evenwijdig aan de kust (in positieve zin) 
t lt D D d . . . 3 3 . d . voors e en x en y iscretiseringen van ax en ay in e kustpunten ziJn. 
Van rechthoekmodellen zijn Dx en Dy eenvoudig te construeren door extra-
polatie van Z landinwaarts. 
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2. DE EINDIGE ELEMENTENMETHODE VOOR HET DISCRETISEREN VAN ELLIPTISCHE 
RANDWAARDEPROBLEMEN. 
De eindige elementenmethode is een numerieke techniek die het mogelijk 
maakt de discretisering van randwaardeproblemen systematisch uit te voeren. 
Aanvankelijk werd de eindige elementenmethode in het begin van de jaren 50 
ontwikkeld door civiel ingenieurs om gecompliceerde problemen uit de sterk-
teleer (structural mechanics) op te lossen. In latere jaren vond de methode 
een ruimer toepassingsgebied en werd het verband duidelijk tussen de eindige 
elementenmethode en de klassieke Ritz-methode. Sindsdien (na ± 1965) is het 
duidelijk geworden dat bepaalde principes uit de methode veel algemener 
toegepast kunnen worden en numeriek wiskundigen hebben een vrij hechte fun-
dering voor en een groot aantal uitbreidingen van de methode gevonden. 
Het is de bedoeling van dit hoofdstuk van het colloquium de wiskundige 
grondslagen van de methode in zijn eenvoudigste vorm te beschrijven. 
Een korte samenvatting van een aantal technieken die in verband met de ein-
dige elementenmethode gebruikt worden, zal in het volgende hoofdstuk gege-
ven worden. 
2.1. Inleiding 
De eindige elementenmethode kan op twee verschillende manieren benaderd 
worden, van de fysische kant en van de mathematische kant. 
Fysische beschrijving 
Deze beschrijving heef t een nauw verband met de oorspronkelijke formu-
lering van de eindige elementenmethode in de sterkteleer. Een aantal termen, 
zoals stijfheidsmatrix en massamatrix, worden hieraan trouwens ontleend. 
We beschouwen eerst een eenvoudige lineair elastische structuur. Voor het 
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eendimensionale geval (een enkele plaatscoordinaat) beschouwen we een veer. 
Hiervoor geldt f =Ku (wet van Hooke), waarin f een kracht is die op de 
veer wordt uitgeoefend, K een constante en u de verplaatsing van het uit-
einde is. De potentiele energie van de uitgetrokken veer bedraagt E = ~ f u. 
Wanneer we een meer gecompliceerde structuur beschouwen, zoals hier-
onder aangegeven, 
dan bestaat dezelfde relatie f = Ku. 
Hierin is f een vector van krachten, uitgeoefend op de verbindingspunten 
in de structuur; u is een vector van plaatscoordinaten (de afwijkingen van 
de verbindingspunten uit de oorspronkelijke toestand) en K is een matrix 
(de stijfheidsmatrix van het systeem). De inverse matrix M = K-l wordt wel 
flexabiliteitsmatrix genoemd. De potentiele energie van de structuur wordt 
1 t 1 t gegeven door E = 2 u f = 2 u Ku. 
De matrix K is symmetrisch (actie = reactie) en positief definiet. Wanneer 
de constructie in evenwicht is (d.w.z. in een stationaire toestand verkeert), 
dan wordt u bepaald door de eis 
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E(u) l ut Ku 2 
is minimaal. 
Wanneer de eindige elementenmethode gebruikt wordt voor een elastisch 
continuum, kunnen we als volgt te werk gaan: 
(i) Het continuum wordt verdeeld in denkbeeldige elementen. 
(ii) De waarden van u op de hoekpunten van de elementen (de steunpunten) 
beschrijven het gedrag van de gehele constructie. 
(iii) Binnen de elementen wordt een interpolatieformule gekozen om de toe-
stand te beschrijven. 
(iv) Uif:wendige krachten en randvoorwaarden worden geconcentreerd op de 
hoekpunten gedacht. 
Bovendien meet nu aan de volgende voorwaarde (corrrptability condition) vol-
daan worden: de interpolatieformules dienen zodanig te zijn dat op de ge-
meenschappelijke randen (tussen de elementen) hetzelfde interpolatieresul-
taat verkregen wordt. 
Wiskundige beschrijving. 
Een (vector-) functie u(x), gedefinieerd op een gebied ~ c Rn, meet 
gevonden worden, zodanig dat een convexe functionaal E(u) geminimaliseerd 
wordt. Deze functie wordt, voor numerieke doeleinden, benaderd door een 
functie uh uit een eindigdimensionale functieruimte Vh met basis {~i}: 
uh(x) = l a. ~.(x). 
. ]_ ]_ 
]_ 
De eindige elementenmethode benadert nu de functie u E V met die functie 
~ E Vh waarvoor geldt 
E(uh) ,,; E(v) , voor alle v E Vh. 
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Hiermee is de eindige elementenmethode in grote lijnen equivalent met de 
klassieke Ritz-methode. De eindige elementenmethode (the nodal finite 
element method) geeft bovendien echter suggesties voor een verstandige 
keuze van de functies {$i}. Deze functies $i worden namelijk als volgt ge-
construeerd: 
Eerst wordt het gebied n in een aantal deelgebieden of elementen 
(meestal driehoeken of vierhoeken) verdeeld, zodanig dat naast elkaar lig-
gende elementen de hoekpunten (i.h.a. steunpunten op gemeenschappelijke 
zijden) gemeenschappelijk hebben. Hierna worden de functies $i gekozen zo-
dat 
(i) een voldoende nauwkeurige interpolatie van een functie over het ge-
bied n mogelijk wordt; 
(ii) de drager van iedere functie ~i in een zo klein mogelijk aantal 
elementen bevat is; 
(iii) in elk steunpunt x. de functiewaarden en de afgeleiden (tot een 
J 
zekere orde) van alle ~. gelijk aan nul zijn, behalve voor een ~. 
i i 
waarvan of de functiewaarde of een afgeleide gelijk aan I is. In 
een formule kan dit aangegeven worden door 
D. $.(x.) = o.;. 
J i J 1J 
o .. is hierin de Kronecker-delta. D. is een differentiaaloperator van 
1J J 2 
nulde orde (D.u=u) of van een hogere orde a/ax, a/ay, (a/ax) e.d •• 
J 
We merken op dat een steunpunt gecombineerd kan worden met verschil-
lende differentiaaloperatoren; de index j definieert een paar (x.,D.). 
J J 
Deze keuze van de functies $i heeft het voordeel dat de parameters ai' 
die in het proces berekend worden, direkt te interpreteren zijn als 
functiewaarden van ~(x) of als waarden van een afgeleide. 
(iv) afhankelijk van de eigenschappen van de functionaal E(u) moet geeist 
worden dat alle $i continu zijn op n. 
Voorbeeld 
Een keuze van {$.} die geschikt is voor 2e orde elliptische randwaar-
i 
deproblemen en die lineaire interpolatie mogelijk maakt op een 2-dimensio-
naal gebied n, wordt gegeven door de "dak-functies". Hiervoor wordt het 
gebied overdekt met driehoekige elementen en wordt voor elk steunpunt x. 
i 
(hoekpunt) een functie $. gekozen, lineair op elk element en zodanig dat 
i 
'-
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cp. Cx.) a .. 
l. J l.J 
Figuur 2.1 Partitie van Q; grafiek van cj>i(x). 
Hoe een randwaardeprobleem waarin een tweede orde differentiaaloperator 
voorkomt, benaderd kan worden met functies die niet twee maal differentieer-
baar zijn, zal in het volgende hoof dstuk behandeld worden 
2.2. Verschillen tussen de eindige differentiemethode en de eindige 
elementenmethode 
Het belangrijkste verschil tussen enerzijds de eindige differentie-
methode en anderzijds de eindige elementenmethode en andere Ritz-Galerkin-
achtige methoden is de wijze waarop de oplossing gepresenteerd en de conti-
nue operator gediscretiseerd wordt. 
De oplossing u, van het oorspronkelijke probleem 
Lu f 
kan beschouwd worden als een element van een genormeerde lineaire ruimte V, 
welke bestaat uit functies die gedefinieerd zijn op een deelgebied Q c Rn. 
Bij de eindige diff erentiemethode worden u en f gediscretiseerd door de 
discretiseringsoperator [.]h. Deze voegt aan de functie u, gedefinieerd op 
Q, een functie [u]h toe die gedefinieerd is op een discrete puntverzameling, 
n.l. op het rooster Qh. We kunnen zeggen dat het definitiegebied gediscre-
tiseerd wordt en dat de functies u en f door de discretiseringsoperator 
worden aangepast. De operator Lh wordt hierna (door"intelligent proberen") 
samengesteld en de doeltreffendheid van Lh wordt nagegaan aan de hand van 
de begrippen consistentie en stabiliteit. 
Bij de Ritz-Galerkin-achtige methoden blijft het definitiegebied Q in 
principe ongewijzigd. De genormeerde ruimte V waartoe u behoort, wordt 
echter benaderd door een eindigdimensionale functieruimte Vh. Er wordt 
een restrictie rh: V + Vh gedefinieerd en een extensie ph: Vh + V. 
Op analoge wijze wordt de genormeerde ruimte W, waartoe f behoort, 
benaderd met Wh en worden een restrictie sh: W + Wh en een extensie 
qh: wh + w gedefinieerd. 
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Elke operator L: V + W krijgt nu op eenduidige wijze een discreet equiva-
lent Lh: Vh + Wh door de definitie 
De doeltreffendheid van het proces wordt nu geanalyseerd aan de hand van de 
eigenschappen van de restricties en extensies. Bij de Ritz~Galerkin-achtige 
methoden moet de constructie van de restricties en extensies door "intel-
ligent proberen" tot stand gebracht worden. 
Een tweede opvallend verschil tussen de eindige differentiemethode en 
de eindige elementenmethode is, dat bij de eindige differentiemethode meest-
al wordt uitgegaan van het randwaardeprobleem in de operatorvorm Lu = f 
terwijl men bij de eindige elementenmethode uitgaat van een equivalent 
variatieprobleem. In de paragrafen 2.4 en 2.5 zal hierop verder worden 
ingegaan. 
2.3. Discrete benadering van een genormeerde lineaire ruimte:Convergentie 
en stabiliteit 
Zeals we in de vorige paragraaf reeds zagen, wordt de oplossing 
u E V van een randwaardeprobleem, bij de eindige elementenmethode benaderd 
door een element~ E Vh. Orn de eigenschappen van zo'n benadering te ana-
lyseren, willen we niet alleen een element v E V benaderen met een element 
vh uit een bepaalde andere genormeerde ruimte, maar we willen nagaan hoe 
v benaderd kan worden door elementen uit een klasse genormeerde ruimten. 
Voorbeeld 2.3.1. 
We willen niet alleen weten hoe een bepaalde continue functie op het inter-
val [0,1] benaderd kan worden door een stapfunctie met N vast gekozen 
sprongpunten, we willen ook weten in welke mate de benadering beter wordt 
wanneer we het aantal sprongpunten vergroten. 
We zullen daarom een genormeerde lineaire ruimte V benaderen met een 
klasse van genormeerde lineaire ruimten {Vh}h E H. Bij de index h denken we 
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aan een maaswijdte en we laten een limietovergang h + 0 toe. Formeel kan 
als indexverzameling H bijvoorbeeld gekozen warden: een omgeving van de oor-
sprong in een eindig dimensionale vectorruimte. 
Op twee manieren kunnen we nu een element uh E Vh vergelijken met het 
element u E V. We kunnen een afbeelding rh: V + Vh' de restrictie van V tot 
Vh' construeren en rh u vergelijken met ~ of we kunnen een afbeelding 
ph: Vh + V, de extensie van Vh tot V, construeren en ph ~ vergelijken 
met u. We voeren beide afbeeldingen, rh en ph' in en we definieren de bena-
dering van een genormeerde ruimte. 
Definitie 2.3. I 
De benadering van een genormeerde lineaire ruimte V bestaat uit een verza-
meling tripels {Vh, ph, rh}h E H waarin 
(i) Vheen genormeerde lineaire ruimte is; 
(i.i) ph een begrensde lineaire injectie van Vh is, en 
~ii) rh een begrensde lineaire surjectie van V op Vh is. 
Opmerking 2.3. I 
Bij het oplossen van randwaardeproblemen zal V dikwijls een Sobolev-ruimte 
zijn en we zullen voor Vh eindig dimensionale functie ruimten kiezen, waar-
van de dimensie afhankelijk is van h. Bovendien kiezen we veelal Vh c V. 
Definitie 2.3.2 
Voor een gegeven h E H heet voor ieder u E V, ~ E Vh 
(i) II u-phuhllV het verschil tussen u en uh; 
(ii) 11~-rhullvh het discrete verschil tussen u en uh; 
~ii) llu-phrhullv de afbreekfout van u. 
Definitie 2.3.3 De norm van een operator. 
Is p een afbeelding van een genormeerde ruimte V in een genormeerde ruimte W, 
dan is de norm van p gedefinieerd door 
llpll sup 
VEV, ilvll s 
v 
llpvll 
w 
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Definitie 2.3.4 Stabiele restricties en extensies. 
Restricties rn en extensies ph heten stabiel wanneer de normen llrhll resp. 
llphll uniform begrensd zijn met betrekking tot h. 
Definitie 2.3.5 Stabiele benadering. 
We noemen een benaderi.ng {Vh,ph,rh}h € H van een ruimte V stabiel als alle 
restricties en extensies stabiel zijn. 
Definitie 2.3.6 Convergente benadering. 
We noemen een benadering {Vh' ph, rh}h € H van een ruimte V convergent als 
voor elke u € V geldt 
Opmerking 2.3.2 
Als {Vh' ph' rh} h € H een stabiele benadering van V is, dan is deze bena-
dering reeds convergent voor V als hij convergent is voor een dichte deel-
verzameling van V. Zie hiervoor CEA [1964]. 
Definitie 2.3.7 
We zeggen dat een rij {~} convergeert naar u, als geldt 
We zeggen dat een rij uh discreet convergeert naar u, als geldt 
Stelling 2.3.1 
Als de benadering {Vh' ph' rh}h € H van de ruimte V stabiel en convergent 
is, dan is elke discreet convergente rij{~} ook convergent. 
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De eerste term nadert tot nul vanwege de convergentie van de benadering; 
llphll is uniform begrensd voor h + O. Hieruit volgt de stelling direkt. D 
Voorbeeld 2.3.2 
Als V een separabele Hilbert-ruimte is met een basis {<j>i}i € N' dan kunnen 
we een benadering {Vh' ph' rh}h = l/n,nElN construeren als volgt: 
(i) Vh is de ruimte opgespannen door {<j>i}~=I; 
(ii) ph is de kanonieke injectie Vh + V; 
ai~ rh is de projectie van v op vh. 
Het is eenvoudig in te zien dat deze benadering stabiel en convergent is. 
Definitie 2.3.8 Discrete norm. 
Door een extensie ph: Vh + V wordt op Vh een norm n.nh geinduceerd door 
Deze norm wordt de disarete norm (geinduceerd door ph) genoemd. 
Voor de discrete norm op Vh geldt llphll = I. 
Approximatie van operatoren. 
Laten V en W twee genormeerde lineaire ruimten zijn en laat L: V + W een 
begrensde lineaire operator zijn. We nemen aan dat voor elke f € W er een 
oplossing bestaat voor de vergelijking 
Lu f 
(m.a,w. L is een isomorfisme). 
We willen nu een discreet analogon van deze vergelijking construeren. Hier-
toe definieren we een discrete operator en een discreet rechterlid fh. 
We maken hierbij gebruik van de discrete norm n ·II • uh op Vh. 
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Definitie 2.3.9 
Zij {Vh, ph, rh}h€H een benadering van V en zij {Wh, qh, sh}hEH een bena-
dering van W, dan wordt de discrete operator Lh' behorend bij de continue 
operator L, gedefinieerd door 
Het discrete rechterlid fh E Wh, behorend bij het rechterlid f, wordt gede-
finieerd door 
Definitie 2.3.10 
De discrete operator Lh heet stabiel als er een constante S > 0 bestaat, 
onafhankelijk van h, zodat 
voor elke h E H en~ E Vh. 
Opmerking 2.3.3 
Als {Wh, ~· sh} een stabiele benadering is van W, dan geldt voor een 
stabiele Lh 
S-1 llph~llV $ llLhuhllWh llshLphuhllWh 
$sup llshll • llLll • llphuhllV. 
hEH 
In het bijzonder impliceert dit dat Lh een isomorfisme is van Vh (met de 
discrete norm geinduceerd door ph) op Wh. 
Als de discrete operator Lh stabiel is en de benadering van W is stabiel, 
dan heeft de discrete vergelijking Lh uh = fh een eenduidige oplossing. 
'JI 
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L 
-----------7 w v i lqh rh lf ·h sh 
vh ------7 wh 
Lh 
Figuur 2.2 
Stelling 2.3.2 
Laat u E V de oplossing zijn van Lu= f, f E W willekeurig, en laat ~ E Vh 
de oplossing zijn van de gediscretiseerde vergelijking Lh ~ fh. 
Als (i) de discrete operatoren Lh stabiel zijn; 
(ii) {Wh, qh' sh}hEH een stabiele benadering is van W; 
(ii:i) {Vh, Ph' rh}hEH een convergente benadering is van V. 
Dan (i) bestaat er een eenduidige oplossing voor de discrete vergelijking; 
(ii) convergeert de discrete oplossing naar de continue oplossing, 
in die zin dat 
(i) volgt direkt uit opmerking 2.3.3. 
(ii)leiden we af met behulp van de volgende ongelijkheid 
Uit de stabiliteit van de benadering van W en uit de convergentie van de 
benadering van V volgt dat ~ discreet convergeert naar u. Door toepassen 
van stelling (2.3.1) volgt de convergentie. D 
2.4. Randwaardeproblemen en convexe functionalen 
Een van de belangrijkste principes die aan de klassieke eindige elemen-
tenmethode ten grondslag liggen is, dat een lineaire differentiaalvergelij-
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king (met homogene randvoorwaarden) van de vorm 
(2 .4. I) Lu f 
in verband gebracht kan worden met de kwadratische functionaal 
(2.4.2) E(v) (Lv,v) - 2(£,v). 
De oplossing van de vergelijking in operatorvorm (2.4.I), met een positief 
definiete operator L, is precies het element dat de functionaal (2.4.2) mi-
nimaliseert. In veel toepassingen - i.h.b. waar stationaire toestanden van 
een fysisch systeem beschreven worden - geef t de formulering in termen van 
de functionaal het primaire fysische principe weer, terwijl de differen-
tiaalvergelijking slechts een gevolg hiervan is. Hierdoor is het niet ver-
bazingwekkend dat, in dat geval, het minimaliseren van de convexe functio-
naal het eigenlijke probleem is waarvan de oplossing benaderd moet worden. 
We geven hieronder enige voorbeelden van functionalen en de bijbehorende 
diff erentiaalvergelijkingen. 
Voorbeeld 2.4.I De vergelijking van Laplace. 
Zij n c R 2 met rand <Hl, u E c2(n) en 
zij u(x) = g(x) op an. De oplossing van 
(2.4.3) u + u 
xx yy 0 
minimaliseert de functionaal 
(2.4.4) E(u) f (u2 + u 2) dn. x y 
n 
Voorbeeld 2.4.2 De doorbuiging van een vastgeklemde plaat. 
Een kracht loodrecht op de plaat wordt gegeven door g(x,y). 
De randwaarden zijn u = u = 0 op an. 
n 
De oplossing van 
(2.4.S) u + 2 u + u 
xxxx xxyy yyyy g(x,y) 
minimaliseert de functionaal 
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(2.4.6) E(u) = f u2 + 2 u2 + u2 - 2 g(x,y)u dn. xx xy yy 
Voorbeeld 2.4.3 Straling (eu) en moleculaire diffusie (u2). 
Zij u(x) = g(x) op an. 
De oplossing van 
u + u 
u 
e 
xx yy 
resp. 
+ u 2 u u 
xx yy 
minimaliseert de functionaal 
E(u) 
resp. 
E(u) 
Voorbeeld 2.4.4 
u2 + u2 + _32 u3 dn. 
x y 
De oplossing van de lineaire elliptische differentiaalvergelijking 
(2.4. 7) Lu - (au +bu ) + (bu +cu ) + fu 
x yx x yy g, 
b2 - ac < 0 op n, 
2 gedefinieerd op een begrensd gebied n c R met gladde rand an, met de na-
tuurlijke randvoorwaarde 
0 op as:i, 
waarin 
u de inwendige normaalafgeleide, n 
u de positieve tangentiele afgeleide, 
s 2 2 8 - a ys + 2 b x ys - c xs, s 
0 (a-c) 2 2 x ys + b (ys x ), s s 
is equivalent met het minimaliserend element van de kwadratische functio-
naal 
E(u) 
(2.4.9) 
+ 
(au +2bu u +cu -fu +2gu) f 2 2 2 x x y y 
!1 I (au2+2yu) ds. 
8Q 
dxdy 
Voor het bewijs hiervan, zie FORSYTH & WASOW [1964]. 
In4omogene randvoorwaarden 
Voor de behandeling van inhomogene randvoorwaarden introduceren we, 
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in het bijzonder, een eendimensionaal modelprobleem. We beschouwen het vol-
gende tweepunts randwaardeprobleem, gedefinieerd op I= [a,b] c R 1: 
(2.4.10) Lu= - ~p(x)~~) + q(x) u = f(x), 
p(x) ~ Po > O, q(x) ~ 0, x E I, 
(2. 4. 11) -u' (a) + a u(a) 
u'(b) + y u(b) cS, a, y ~ 0. 
De bijbehorende kwadratische functionaal wordt gegeven door 
r 
E(v) = J · (p(v) 2+qv2) dx + a p(a) v2(a) + y p(b) v2(b) 
-2f fv dx -2S p(a) v(a) - 2cS p(b)v(b). 
De lezer kan op eenvoudige wijze nagaan dat de oplossing van het tweepunts 
randwaardeprobleem de functionaal minimaliseert. 
De kleinste kwadratenmethode 
We moeten opmerken dat de functionaal die bij elk probleem genoemd is, 
niet de enige is waarvan het minimum met de oplossing van het randwaarde-
prob leem overeenkomt. Zo kan de oplossing u E V van ieder randwaardeprobleem 
(zelfgeadjungeerd of niet) 
Lu f 
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beschouwd worden als het minimaliserend element van de functionaal 
2 E(u) = DLu-fll • 
Het is ook zeer wel mogelijk om in dit geval de oplossing u te benaderen 
met het minimaliserend element uh E Vh. 
Wanneer we de randvoorwaarden even verwaarlozen, is de functionaal 
(2.4.13) 2 E(u) = DLu-fll (Lu,Lu) - 2(f,Lu) + (f,f) = 
T T (L Lu,u) - 2(L f,u) + (f,f). 
De laatste term is onafhankelijk van u en daarom minimaliseert de kleinste 
kwadraten methode in feite 
(2.4.14) T T (L Lu,u) - 2(L f,u). 
Dit is precies de Ritz-functionaal voor het probleem 
(2.4.15) 
Het nieuwe probleem is automatisch zelfgeadjungeerd. De orde van de verge-
lijking is echter verdubbeld. Dit laatste heeft belangrijke consequenties 
voor de implementatie van de randvoorwaarden. Voor een behandeling van dit 
probleem zij verwezen naar BRAMBLE & SCHATZ [1970,1971]. 
Het zal duidelijk zijn dat het kleinste kwadraten probleem ook numeriek 
slechter geconditioneerd is dan het oorspronkelijke. 
2.5. De energieruimte 
Het is de bedoeling van deze paragraaf na te gaan op welke wijze het 
minimaliserend element van een kwadratische functionaal samenhangt met het 
oplossen van een operatorvergelijking. 
Bij de voorbeelden die in de vorige paragraaf gegeven werden, was het 
eenvoudig in te zien dat de oplossing van de differentiaalvergelijking de 
bijbehorende functionaal minimaliseert. Wanneer we echter het minimum van 
een functionaal willen vinden, moeten we ons eerst afvragen over weZke 
ruimte we willen minimaliseren. Het is dan de vraag of op deze ruimte het 
infimwn aa:ngenomen wordt. 
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In de eerste plaats gaan we na hoe men het definitiegebied moet kie-
zen, opdat het infimum bereikt wordt. Als dit gebied uitgebreid is, dan be-
staat er een oplossing (althans in gegeneraliseerde zin) en dan moet een 
effectieve manier worden aangegeven om deze oplossing te berekenen. 
Voorbeeld 2.5.I 
Orn de vergelijking (2.4.3) op te lossen moeten we een functie u vinden 
waarvoor u en u bestaan, terwijl we bij het zoeken naar het minimum van xx yy 
(2.4.4) ook functies toelaten waarvoor uxx en u yy niet bestaan. Voor het 
bestaan van de functionaal behoeven u en u slechts kwadratisch integreer-
x y 
baar te zijn en deze voorwaarde is (lang) niet voldoende om het bestaan van 
u en u te verzekeren. 
xx yy 
We zullen ook zien dat het def initiegebied van de uitgebreide functio-
naal ook functies kan bevatten die niet aan de randvoorwaarden voldoen. Daar-
om moet ook duidelijk worden gemaakt wanneer en in welke zin de minimali-
serende functie w~l aan de randvoorwaarde voldoet. 
In deze paragraaf is H een Hilbertruimte over het lichaam der reele 
getallen, met inproduct (·,·)en norm II ·II.Dis een dichte deelruimte uit 
H en 1 is een lineaire operator 1: D + H. 
Definitie 2.5.I 
Een bilineaire functionaal w op D is een afbeelding w: D x D + lR zodanig 
dat voor alle a,S E lR geldt 
(2.5.1) W(av+Sw,u) 
w(v,aw+Su) 
Definitie 2.5.2 
aw(v,u) + Sw(w,u), 
aW(v,u) + SW(v,w). 
Een bilineaire functionaal heet symmetrisch, als geldt 
(2.5.2) W(u,v) w(v,u) voor alle u,v 
Definitie 2.5.3 
Een bilineaire functionaal heet begrensd als er een S > 0 bestaat zodat 
(2.5.3) I w ( u, v) I < s II ull II vii • 
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Definitie 2.5.4 
Is <!> een bilineaire functionaal en is i een lineaire functionaal, dan heet 
(2.5.4) E(u) <I>(u,u) - i(u) 
een kwadratische functionaal. 
Voorbeelden 
De functionalen E(u) die geintroduceerd werden in de voorbeelden 2.4.J, 
2.4.2 en 2.4.4 zijn kwadratische functionalen, evenals de functionaal E(u) 
in vergelijking (2.4.12). 
Definitie 2. 5. 5. 
De bilineaire functionaal <!>: D x D + lR heet positief wanneer 
(2.5.5) <l>(u,u) > O,u 1' 0 
<l>(O,O) 0. 
Definitie 2.5.6 
De bilineaire functionaal heet positief def iniet wanneer er een y > O be-
staat zodat voor alle u geldt 
(2.5.6) . 2 2 <!> ( u, u) 2 y II ull • 
Definitie 2.5.7 
De operator 1 heet synnnetrisch (begrensd, positief, positief definiet) als de 
bilineaire functionaal (Lu,v) synnnetrisch (begrensd, positief, positief de-
finiet) is. 
Opmerking 2. 5. I 
Wanneer H een Hilbertruimte is over het lichaam der complexe getallen 
(i.p.v. over lR), dan kan men, met overeenkomstige definities voor posi-
tieve en synnnetrische operatoren, bewijzen dat iedere positieve operator 
synnnetrisch is. Orn deze reden zullen wij in het volgende alle positieve 
operatoren synnnetrisch veronderstellen. 
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Stelling 2.5.1 
~ is een begrensde lineaire functionaal op D dan en slechts dan als er een 
eenduidige begrensde lineaire operator L op D bestaat zodat 
~(u,v) (Lu,v). 
Elementair, m.b.v. de stelling van Riesz; zie bijv. STUMMEL [1969] p.12. 0 
Stelling 2.5.2 
Zij L: D + H een positieve operator, dan bestaat er voor iedere f € H 
hoogstens een oplossing u € D zodat 
Lu f. 
Bewijs Elementair. 0 
Stelling 2.5.3 
Zij L: D + H een positieve operator, dan zijn de volgende twee beweringen 
equivalent 
(i) er bestaat bij gegeven f € H een u € D zodat (Lu,v) (f, v) voor alle 
v € H; 
(ii) u € D minimaliseert de functionaal E(v) (Lv,v) - 2(f,v). 
Bewijs 
(i) .. (ii) 
E(u+h) - E(u) 2(Lu,h) - 2(f,h) + (Lh,h) (Lh,h) :2: O. 
(ii) .. (i) 
E(u) ~ E(u+Ah) = (Lu,u) + 2A(Lu,h) + A2(Lh,h) - 2(f ,u) - 2A(f ,h) 
= E(u) + A[A(Lh,h)+2(Lu,h)-2(f,h)]. 
Dus voor alle A € lR geldt A[A(Lh,h)+2(Lu,h)-2(f,h)] :2: O zodat 
(Lu,h) = (f,h). 0 
Opmerking 2.5.2 
We doen hier geen uitspraak omtrent het bestacin van zo'n u € D. 
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Stelling 2.5.4 
Iedere positieve operator L induceert een prehilbertruimte-structuur op het 
definitiegebied D, door het inproduct 
(2.5.7) (u,v)1 = (Lu,v) [u,v]. 
Bewijs Elementair. D 
D is een genormeerde lineaire ruimte (D1 ) met de norm 
(2.5.8) llull 1 
Definitie 2.5.8 
! (Lu,u) 2 llull. 
De completering van de prehilbertruimte D1 wordt de energieruimte H1 ge-
noemd. 
Stelling 2.5.5 
De energieruimte H1 van een positieve operator L is separabel d.e.s.d. als 
de oorspronkelijke ruimte H separabel is. 
Bewijs MIKHLIN [1970], p.107. 0 
Opmerking 2.5.3 
Aangezien D dicht ligt in H1 kan een aftelbare verzameling basisfuncties 
{~ } uit D gekozen worden. 
n 
Stelling 2.5.6 
Als de operator L positief definiet is, dan is de prehilbertruimte D1 te 
completeren met elementen uit H; m.a.w. als L positief is dan geldt de 
volgende inclusierelatie 
H c 
L H. 
Bewijs YOSIDA [1965], p.317. 0 
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Opmerking 2.5.4 
Als L positief definiet is dan volgt uit D 
tingsoperator). 
H dat ook ~ H (: de afslui-
Opmerking 2.5.5 
Als L positief def iniet is dan geldt voor alle u € HL 
Evenzo geldt voor alle u € D en v € HL 
(2.5. 7) (Lu,v) = (u,v)L. 
Als L positief definiet is en i(u) een begrensde lineaire operator op H, 
dan is i(u) ook begrensd op HL. 
Opmerking 2.5.6 
Als L positief definiet is en i is begrensd op HL,dan is i niet noodzakelijk 
begrensd op H. 
Stelling 2.5.7 
Als de operator L positief is, maar niet positief definiet dan kan het defi-
nitiegebied van (Lu,u) eenduidig worden uitgebreid tot HL; echter, HL is 
niet noodzakelijk een deelverzameling van H. Er kan wel een injectie H + HL 
geconstrueerd worden. 
Bewijs. MIKHLIN [1965], p.14. 0 
Als L positief is, maar niet positief definiet, en i is begrensd op H, dan 
is i niet noodzakelijk begrensd op HL. 
38 
Het variatieprobleem 
Het variatieprobleem luidt als volgt: zij 1 een positieve operator 
gedefinieerd op een dichte deelverzameling D c H en zij £ een lineaire 
functionaal (begrensd of onbegrensd) op H; bepaal u, zodanig, dat de kwa-
dratische functionaal 
(2.5.8) E(u) (Lu,u) - 2£(u) 
minimaal is. 
Door de energieruimte H1 in te voeren schrijven we vergelijking 
(2.5.3) als 
(2.5.9) E(u) 2 llull 1 - 2£(u). 
We onderscheiden nu twee mogelijkheden: 
(i) £ is niet begrensd in H1 . In dit geval bestaat er geen minimum voor E(u) 
want er bestaat een rij {un} zodat llunUL = I en Aim £(un) = 
(ii) £ is begrensd in H1 . 
Volgens de stelling van Riesz bestaat er dan een en slechts een u0 E H1 
zodat £(u) = [u,u0J. Nu kunnen we schrijven 
(2.5.10) E(u) 
zodat het minimum wordt bereikt voor u0 E H1 . 
Opmerking 2.5.7 
(i) Het definitiegebied D van de functionaal E wordt door de gelijkheid 
(2.5.10) uitgebreid tot H1 . 
(ii) Ligt u0 niet in D, dan kan men u0 een gegeneraliseerde oplossing van 
het variatie probleem noemen. 
~i~ Als 1 een positief definiete operator is op D en als £ begrensd is 
op H1 , maar onbegrensd op H, dan is u0 geen oplossing maar wel een 
gegeneraliseerde oplossing van het variatieprobleem. Immers, als 
u0 E D dan £(u) = (u0 ,u)1 = (Lu0 ,u) voor alle u E H1 , zodat i begrensd 
zou zijn op H. Dit is een contradictie, waaruit volgt u0 i D. 
Opmerking 2.5.8 
Zij f € H, dan is R-(u) 
lineaire operator R-. 
(f,u) een eenvoudig voorbeeld van een begrensde 
Stelling 2.5.8 (LAX & MILGRAM) 
Zij ~ een begrensde, positief definiete, bilineaire vorm gedefinieerd 
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op de Hilbertruimte D, dan bestaat er precies een begrensde lineaire opera-
tor S op D zodat 
(2.5.11) (x,y) Hs,Sy) voor alle x,y € D. 
. -I 2 Deze operator heeft een inverse S en er geldt llSll < y-
Bewijs Zie YOSIDA [1965] , p.92-93. 0 
Zij ~ een begrensde, positief definiete, bilineaire vorm op D, dan bestaat 
er voor elke begrensde lineaire functionaal R-: D + lR e.e.s.e. oplossing van 
(2.5.12) Hx,w) R.(x) voor alle x € D. 
M.b.v. de stellingen van Riesz en Lax-Milgram volgt direkt dat er bij iedere 
.Q,: D + lR precies een p € E bestaat met 
R.(x) (x,p) ~(x,Sp) Hx,w). D 
De Ritz-methode 
Als L positief definiet is en als H separabel is, dan kan - volgens 
opmerking (2.5.3) -uit Deen rij {<pn} gekozen warden die volledig is in HL. 
De Ritz-methode bestaat nu daaruit dat het minimum van de functionaal E(u) 
niet gezocht wordt op HL maar op een n-dimensionale deelruimte opgespannen 
door {~k}~=I" D.w.z. we schrijven 
(2.5.13) u 
n 
n 
l ~ ~k 
k=l 
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en we zoeken het minimum van de functie inn variabelen 
n n n 
E(un) = (L l ~ <Pk' l ~ cpk) - 2 (f' l ~ cpk). k=l k=l k=l 
We zien direkt dat dit leidt tot het lineaire stelsel 
m = 1 (I )n. 
Als nu de functies cpk lineair onafhankelijk zijn in H1 dan is dit stelsel 
eenduidig oplosbaar. 
Wanneer in (2.5.13) voor ak de oplossing van het 
dan heet u deRitz-benadering. Wanneer L en f gegeven 
n 
zen is, is deze benadering expliciet te berekenen. 
Opmerking 2.5.9 
stelsel genomen wordt, 
n 
zijn en {cpk}k=l geko-
Zoals reeds in 2.1 vermeld werd, is de klassieke eindige elementen methode 
hierin geheel identiek aan de Ritz-methode. Als extra eigenschap geeft de 
eindige elementen methode bovendien een suggestie voor de keuze van de 
functies {cp }. 
n 
Stelling 2.5.9 
Als L positief definiet is dan convergeren de Ritz-benaderingen u van het 
n 
variatie probleem in H1 en in H naar de oplossing u0 • 
Kies {cpk}~=l orthonormaal inH1 , dangeldtak= (f,cpk) en dus un L~=l(f,cpk)cpk. 
Omdat {cp } volledig is volgt 
n 
waardoor 
-1 Aangezien II un -u011 ::: y II un -u011 1 convergeert un naar u ook in H. D 
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2.6. Sobolev-ruimten 
In de vorige paragrafen werd enerzijds gesproken in termen van genor-
meerde lineaire ruimten en Hilbert-ruimten, anderzijds werden voorbeelden 
gegeven van diff erentiaaloperatoren die gedef inieerd waren op ruimten van 
functies die een aantal malen differentieerbaar moeten zijn. 
In deze paragraaf zullen we enkele concrete Hilbert-ruimten def inieren 
welke bestaan uit functies die - in zekere zin - voldoende differentieerbaar 
zijn. Dit stelt ons in staat preciese fotmuleringen van problemen en stel-
lingen te geven. Voor een uitgebreide behandeling van o.a. Sobolev-ruimten 
zij verwezen naar YOSIDA [1965] en LIONS & MAGENES [1968]. 
Zij Q een meetbare open deelverzameling van de eindigdimensionale 
Euclidische ruimte lRn. De rand van Q geven we aan met an. 
Definitie 2.6.1 
k Met C (Q), k geheel, k ~ 0, geven we aan de verzameling der reeelwaardige 
functies op Q met continue (partiele) afgeleiden tot en met de k-de orde. 
Met Ck(O) geven we alle functies aaan waarvoor de eigenschap uniform geldt. 
Definitie 2.6.2 
Met C~(Q) geven we aan de verzameling van alle functies uit Ck(Q) welke een 
compacte drager in Q bezitten. 
Opmerking 2.6.1 
Met de gebruikelijke def inities voor het optellen van twee functies en het 
vermenigvuldigen van een functie met een scalar zijn Ck(Q) en C~(Q) lineaire 
ruimten. 
Opmerking 2.6.2 
Voor een natuurlijk getal m $ k en voor een willekeurige compacte drager 
K c Q is de grootheid 
(2.6.1) sup IDsf(x)I 
lsl=m 
XEK 
k k 
een seminorm op de lineaire ruimte C (Q) of c0(n). 
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Opmerking 2.6.3 
We maakten hier gebruik van de z.g. multiindex-notatie: s= (s 1,s2 , •.. ,sn), 
si een niet negatief geheel getal; lsl = L~=I si; 
Aldus wordt met Ds een lsl-de orde partiele differentiaal operator aangege-
ven. 
Met V(Q) geven we de topologische vectorruimte aan die door formule 
(2.6.1) op C~(Q) geinduceerd wordt. 
We zeggen dat een bewering "bijna overal" (b.o.) geldt op een meet-
bare verzameling S, wanneer ze geldt op die verzameling S met uitzondering 
van een deelverzameling met maat nul. 
In het volgende identificeren we een functie f met de equivalentie-
klasse van functies welke ontstaat door de equivalentierelatie f(s) ~ g(s), 
als f(s) g(s) b.o •• 
Met LP(n), I $ p $ 00 , geven we aan de verzameling van alle reeelwaar-
dige functies f, b.o. gedefinieerd op n, waarvoor 
bestaat. 
J lf(s)IP ds 
Q 
Opmerking 2.6.4 
llfll 0 ,p = (!Qlf(s)lp ds)l/p is een norm op Lp(Q) en met deze norm is 
LP(Q) een Banach-ruimte. 
00 
Met 1 (Q) geven we aan de verzameling van alle reeelwaardige, meetbare 
functies f, b.o. gedefinieerd op n, waarvoor 
bestaat. 
Opmerking 2.6.5 
ess sup lf(s)I 
SEQ 
inf { z I z E JR., If (s) I $ z b. o.} 
00 00 
llfll 0 , 00 is een norm op 1 (Q) en met deze norm is 1 (Q) een Banach-ruimte. 
Opmerking 2.6.6 
(x,y) = Jn x(s)y(s)ds is een inproduct op L2 (n) en met dit inproduct 
is L2(n) een Hilbert-ruimte. 
Opmerking 2.6.7 
We weten dat V(n) dicht ligt in iedere Banach-ruimte LP(n), I s p < 00 • 
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Voor een willekeurig geheel getal k ~ 0 en voor elke p, I S p S 00 , 
wordt een SoboZev-I'Uirrrte Jt•P(n) gedefinieerd als de verzameling van alle 
functies die, tezamen met hun distributionele afgeleiden tot en met de k-de 
orde, tot de ruimte LP(n) behoren; ofwel 
(2.6.2) 
Een seminorm op Jt•P(n) wordt gedefinieerd door 
( r )l/p lflk = l J IDsf(x)IP dx • 
,p lsl=k 
n 
(2.6.3) 
Een norm voor Wk'p(O) wordt gedefinieerd door 
(2.6.4) lflk = ( l J IDsf(x)lp dx)l/p• 
,p Oslslsk n 
Met deze norm is Wk'p(O) een Banach-ruimte. 
In het bijzonder worden voor p = 2 de volgende notaties gebruikt 
en 
Op Jt• 2(n) kan een inprodukt gedefinieerd worden door 
(x,y)k = l J Dsx(t) Dsy(t) dt. 
Oslslsk n 
(2.6.5) 
Met dit inprodukt is ift• 2(n) een Hilbert-ruimte. In het bijzonder noteren 
we Ufll = 1£1 0 en (x,y) = (x,y) 0• Ook voor de lineaire deelruimte van alle 
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functies uit Ck(n) of C~(n), k < 00 , waarvoor geldt 
(2.6.6) llfllk = ( I f 1Dsf(t)l 2 dt)1 < oo 
Oslslsk n 
is (x,y\ een inprodukt (en daarmee Ufllk een norm). 
Uit de definitie van Hk(n) volgt direkt 
en het is duidelijk dat de injectieve afbeeldingen 
continu zijn. 
Het kan worden aangetoond dat C00 (n) dicht ligt in Hk(n) als n een be-
grensd gebied is. D.w.z. ieder element uit C00 (n) waarvoor (2.6.6) geldt, 
kan worden opgevat als element van Hk(n) en in de norm ll·llk kan een element 
van Hk(n) willekeurig dicht benaderd worden door elementen uit C00 (n). 
Hieruit volgt dat Hk(n) de afsluiting is in de norm ll·llk van alle 
functies uit C00 (n) waarvoor geldt dat de p.orm U·llk eindig is. 
k 00 Met H0(n) wordt aangegeven de completering van c0 (n) in de norm ll•llk. 
In het algemeen geldt 
maar men kan bewijzen dat 
Ook met een negatief geheel getal als bovenindex geef t men betekenis aan 
de notatie Hk(n): met k > 0 is H-k(n) de duale ruimte van H~(n), d.w.z. 
H-k(n) is de ruimte van alle begrensde lineaire operatoren op H~(n). 
Definitie 2.6.3 
We noemen een gebied n k-regulier als voor de rand an geldt: an is een 
k maal continu differentieerbare varieteit van dimensie k-1, en het gebied 
n bevindt zich aan een kant van an, 
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Stelling 2.6.1 (Spoortheorema) 
Laat n een open deelverzameling van JRn z1Jn en k-regulier, dan bestaan er 
k continue lineaire afbeeldingen y0 ,y 1, ••• ,yk-l van Hk(n) op L2(an) - d.i. 
de verzameling van alle kwadratisch integreerbare functies op an m.b.t. de 
oppervlakte maat dcr - zodat voor iedere u die k maal continu dif f erentieer-
baar is op n geldt 
op an 
ysu (a:)su op an (s 1,2, ••. ,k-J). 
Hierin is v de vector in JRn welke loodrecht staat op an en naar het buiten-
gebied van n wijst. 
H~(n) is de kern van de afbeelding 
d.w.z. voor u e Hk(n) geldt 
k (a )s u e H0(n)..,. Vs e {O,J, .•• ,k-1} av u = O. 
Bewijs Zie LIONS & MAGENES [1968], p.68, th.11.5. 0 
Opmerking 2.6.8 
y.Hk(n) is niet de gehele ruimte L2(an) maar een deelruimte van L2(an). Van 
b;lang is vooral de ruimte y0H1(n) welke wordt aangegeven met Ll(an). 
Stelling 2.6.2 (Sobolev's lemma) 
Zij n een begrensde open deelverzameling van JRn en k-regulier, laat m een 
geheel getal zijn, m > k + n/2. Dan geldt voor iedere u e Hm(n) dat er een 
k -
we C (n) bestaat zodat u = w b.o •• 
Meestal geven we dit - minder nauwkeurig - aan met 
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Opmerking 2.6.9 
Dergelijke inclusiestellingen kunnen ook gege~en worden voor de algemenere 
Sobolev-ruimten tft•P(n). Voor niet-negatieve gebele getallen k, j, k ~ j 
geldt 
(i) als .!.. ~ .!.. ~ .!.. - k-j > O 
P q P n 
dan tft•P(n) c wj,q(n) 
d.i. lluU. s C(j,k,p,q) lluDk voor alle u i:: Wk,p. J,q ,p 
Q.:i) Als .!_ < k-j 
P n 
dan tft•P(n) c cj(n) 
d.i. DuD . s C(j,k,p) UuOk . 
cJ(n) ,p 
2.7. Natuurlijke en essentiele randvoorwaarden 
We bescbouwen, evenals in paragraaf 2.4, de differentiaalvergelijking 
(2. 7. I) - D(pDu) + qu k, 
gedefinieerd op I [a,b], met de randvoorwaarden 
- Du(a) + au(a) a, 
Du(b) + yu(b) c. 
I 0 2 We nemen aan dat p i:: C [a,b], q i:: C [a,b], k i:: L [a,b] en bovendien dat 
p ~ Po > 0, q ~ O; a,a,y ,o i:: lR, a ~ 0, y ~ 0 en niet a = y = O. Dit is een 
randwaardeprobleem met gemengde randvoorwaarden, d.w.z. in de randvoorwaar-
den komen zowel Du als u voor. Een randvoorwaarde van de vorm Du(~) = o, 
waarin u niet voorkomt beet Newnann-randvoo!'l/Jaard.e. 
N.B. Met a (resp. y) gelijk aan nul zijn in bovenstaande formulering 
Neuman-randvoorwaarden inbegrepen. Een randvoorwaarde van de vorm u(~) = v, 
waarin Du niet voorkomt, beet Dil'iahlet-randvoo!'l/Jaard.e. In de bovenstaande 
formulering is deze soort randvoorwaarden uitgesloten. 
We scbrijven bet randwaardeprobleem (2.7.1)-(2.7.2) in de operator-
vorm 
Lu = f 
door middel van de operator 
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(2.7.3) L• - - D(pD•) + q. 
Deze operator is gedefinieerd voor alle u E c 2[a,b]. De oplossing u van ons 
probleem moet echter gevonden warden in de deelverzameling van c2[a,bJ die 
voldoet aan (2.7.2). Deze deelverzameling is echter geen lineaire ruimte 
wanneer niet 8 = 0 en 6 = O. We kiezen nu, alleen voor theoretische doel-
einden, een willekeurige functie w0 E c2[a,b] die voldoet aan (2.7.2). We 
2 kunnen nu schrijven u = w + w0 • Om u te bepalen moet nu een w E C [a,b] 
gevonden warden die voldoet aan 
(2.7.4) 
(2.7.5) 
Lw = k - Lw0 = f, 
{-Dw(a) + aw(a) 
Dw(b) + yw(b) 
0, 
o. 
De deelverzameling van alle w E c2[a,b] die 
lineaire deelruimte van c 2[a,b]; deze geven 
voldoen aan (2.7.5), is wel een 
2 
we aan met CB[a,b]. Het probleem 
is nu gereduceerd tot het vinden van een w E ci[a,b] zodat Lw = f. 
het 
Als grondruimte (pivot space)H voor ons probleem nemen we L2[a,b]. Voor 
definitiegebied D van de operator L nemen we ci[a,b]. Dit definitiegebied 
ligt dicht in H; we weten namelijk dat 
(2.7.6) 00 2 2 c0[a,b] c CB[a,b] c L [a,b] 
in elkaar dichte deelverzamelingen ziJn. 
Omdat p,q E 0 C [a,b] bestaan er p1,q 1 > 0 zodat p1 ~ p 
~ o. Hierdoor is L een begrensde lineaire operator D +H. 
De operator L is bovendien symmetrisch: 
(2.7.7) (Lw,v) 
b f [-D(pDw)v + qwv] dx 
a 
~ Po en qi 
= fb[p Dw Dv + qwv] dx + [apwv](a) + [ypwv](b). 
a 
Het rechterlid van (2.7.7) is symmetrisch in u en v zodat 
(2.7.8) (Lw,v) (w,Lv). 
~ q ~ 
48 
Wanneer we in de ongelijkheid (2.7.7) w = v nemen, clan blijkt Look positief 
definiet: 
(Lw,w) 
(2.7.9) 
b 
= f 2 2 2 2 p(Dw) + qw dx + [apw J(a) + [apw J(b) ~ 
a 
Po I · 2 ~ --- * min(b-a'max(a,y)) * llwll • 2(b-a) 
L is dus positief definiet. 
(Poincare) ~ 
Nu L symmetrisch en positief definiet blijkt te zijn kunnen we de 
energieruimte HL introduceren. Volgens stelling (2.5.6) geldt HL c L2[a,b]. 
Uit welke functies bestaat nu de ruimte HL? In de eerste plaats bevat 
deze ruimte ci[a,b] en vervolgens alle functies die als limietfuncties van 
ci[a,b]-functies beschouwd kunnen worden in de energienorm ll·llL: 
b 
(2.7.10) 2 f 2 2 2 2 llwllL = p(Dw) + qw dx + [apw J(a) + [ypw J(b). 
a 
Lemma 2.7.1 
Voor de operator L, gedefinieerd door (2.7.4), (2.7.5) zijn de normen 11 ·llL 
en 11·11 1 equivalent. 
Uit (2.7.9) volgt llwll~ 2 2 2 en llwllL ~ llwllL ~ Kllwll , zodat 
(2. 7. 11) 
Anderzijds volgt uit (2.7.10) 
llwll~ s 2 2 2 max(p 1 ,q 1) llwll 1 + jap(a)w(a) I + jyp(b)w(b) I 
en uit opmerking (2.6.9) volgt 
2 2 2 jap(a)w(a) I + jyp(b)w(b) I s K2 llwll 1, 
zodat 
(2.7.12) 
Uit (2.7.11) en (2.7.12) volgt de equivalentie. D 
Zeals beschreven werd in de vorige paragraaf, kan de betekenis van 
(Lw,w) nu worden uitgebreid van w E ci[a,b] tot w E H1[a,b]. De oplossing 
van Lw = f is dus het minimaliserend element uit H1[a,b] van 
(2.7.13) (Lw,w) - 2(f,w). 
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2 1 De functie w0 (zie (2.7.4)) behoort tot C [a,b] en daarmee tot H [a,b], zo-
dat de oplossing u van de vergelijking Lu = k het minimaliserend element 
is van 
Met behulp van (2.7.4) leiden we nu af dat u het minimaliserend element is, 
in H1[a,b], van 
(2.7.14) 
Deze kwadratische functionaal komt overeen met E(u) in vergelijking (2.4.12). 
Opmerking 2.7.1 
Het is een groot praktisch voordeel dat de klasse van functies zo uitgebreid 
is. We kunnen nu de benadering van de oplossing u zoeken in een eindigdimen-
sionale deelruimte van H1[a,b]. Het is nu bijvoorbeeld mogelijk u te bena-
deren met stuksgewijs lineaire functies. 
Opmerking 2.7.2 
We zien, dat aan de ruimte waarover geminimaliseerd wordt geen beperking 
wordt opgelegd door de randvoorwaarden (2.7.2). Deze randvoorwaarden zijn 
z.g. natuurlijke randvoorwaarden waaraan blijkbaar automatisch voldaan 
wordt door het minimum u uit H1 . Anders ligt de zaak, wanneer we aan een 
(of twee) van de randen i.p.v. een gemengde randvoorwaarde, een Dirichlet-
randvoorwaarde opleggen. We merken op dat deze randvoorwaarde niet door 
(2.7.2) geimpliceerd wordt. We kunnen zo'n randvoorwaarde probleem met een 
Dirichlet-voorwaarde, bijv. (2.7.1), (2.7.2)), namelijk voor a,S + 00 met 
S/a = v. We zien aan de functionaal E(u) (verg. 2.4.12) dat de termen 
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(2.7.12) 2 ap(a)u (a) - 2Sp(a)u(a) 
een extra groat gewicht krijgen voor a,S + 00 • Opdat E(u) geminimaliseerd 
wordt zal dus in de eerste plaats voldaan moeten warden aan de eis dat 
(2.7.12) minimaal is. Dit is equivalent met 
(2.7.13) u(a) v. 
Wanneer hieraan voldaan is, moet u verder zodanig warden gevonden dat 
b 
(2.7.14) J (p(Du) 2+qu2-2fu)dx + p(b)(yu2(b) - wou(b)) 
a 
minimaal is. 
In dit geval van een Dirichlet-randvoorwaarde zoeken we het minimali-
serende element over slechts die elementen u uit H1[a,b] waarvoor u(a) = v 
Zo'n randvoorwaarde, die een eis stelt aan de ruimte waarin de oplossing van 
het minimaliseringsprobleem gezicht moet worden, heet (in tegenstelling tot 
een natuurlijke) een essentie.Ze Pa:ndvoorwaa:t>de. 
Opmerking 2.7.3 
Uit het spoor theorema (stelling 2.6.1) volgt dat, voor elliptische proble-
men van de orde 2m, voorwaarden voor de k-de orde afgeleiden op de rand, op-
treden als essentiele randvoorwaarden, als 0 $ k $ m-1 en als natuurlijke 
randvoorwaarden, als m $ k $ 2m-1. 
2.8. De eindige elementenmethode voor een tweepunts randwaardeprobleem 
In deze sectie laten we, aan de hand van het probleem (2.7.1)-(2.7.2), 
zien hoe met de eindige elementen methode een randwaardeprobleem in een 
dimensie opgelost kan warden. We gaan hierbij uit van de kwadratische 
functionaal (2.4.12). Gemotiveerd door de theorie uit de vorige paragrafen, 
gebruiken we de Ritz-methode en we minimaliseren over eindigdimensionale 
I deelruimten van H [a,b]. 
De benaderende functie uh wordt geschreven als 
(2.8.1) u = h 
N 
l 
i=O 
a .•.. 
i i 
We moeten de bij het probleem behorende functionaal, de energie E(uh), mini-
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maliseren. Deze is een functie van de N+1 variabelen a0 ,a1, •.• ,~. Volgens 
de vergelijking (2.4.12) is de energie gelijk aan 
(2.8.2) 
N 
l 
i,j=O 
N 
- 2 l 
j=O 
a.a.[ap(a)$.(a)$.(a)+yp(b)$.(b)$.(b) + ]. J ]. J ]. J 
+ f pD$.D$.+q$.$· dx] ]. J ]. J 
a.[Sp(a)$.(a)+op(b)$.(b) + J f$. dx]. 
J J J J 
Het minimum wordt bepaald door het stelsel lineaire algebraische vergelij-
kin:gen 
b 
N 
l 
i=O 
a.[ap(a)$.(a)$.(a)+yp(b)$.(b)$.(b) ]. ]. J ]. J + f 
a 
(2.8.3) b 
= Sp(a)$.(a) + op(b)$.(b) ]. J + f f$. dx , J voor j 0,1, ••• ,N. 
a 
De keuze van de functies {$i} bepaalt nu de oplossing uh. Volgens de theorie 
moeten de functies $. aan drie eisen voldoen: 
i 1 (i) alle $i moeten tot H [a,b] behoren; 
(ii) alle $i uit {$i}:=o moeten lineair onafhankelijk zijn in H1 ; 
(iii) de rij {$.}~ 0 moet volledig zijn in H1 (opdat lim uh= u). i i= h~o 
In de praktijk moet de keuze van de functies $i ook zodanig zijn dat 
(1) de elementen van de matrix en van het rechterlid van het stelsel (2.8.3) 
eenvoudig te berekenen zijn, en (2) dat de oplossing van het stelsel zon-
der teveel moeite berekend kan worden. 
Een groot aantal alternatieven is hier mogelijk voor de keuze {$.}. 
]. 
Een aantal hiervan zal in het volgende hoofdstuk behandeld worden. We zul-
len hier een eenvoudige keuze maken: voor de eindigdimensionale deelruimte 
van H1[a,b] kiezen we een ruimte van stuksgewijs lineaire functies. 
Het interval [a,b] wordt verdeeld in N subintervallen 
a= x0 < x 1 < ... <~=b. 
Voor iedere i, 0 sis N, definieren we$., zodat 
]. 
(i) $.(x.) = cS .. ; ]. J l.J 
(ii) $1..(x) lineair is op ieder subinterval [x. 1,x.], j J- J 1 ( l)N. 
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~-I 
Figuur 2.3 Grafiek van $i(x). 
Alle stuksgewijs lineaire functies vh op [a,b], met knooppunten xi' kunnen 
nu geschreven worden als 
en er geldt 
vh(x.) = a .. 
J J 
Deze functies $i voldoen aan de eisen (i)-(iii) wanneer geldt dat 
lim max lx.-x. 1 1 = 0. N+oo j J r 
Met deze keuze van {$.} kan het lineaire stelsel (2.8.3) geschreven worden l. 
als een matrix-vergelijking 
waarin 
(2.8.4) 
(2.8.5) 
Ax b, 
A •• 
l.J 
b. 
J 
b 
ap(a)oiOojO + yp(b)oiNojN + f 
? 
= Sp(a)ojo + op(b)ojN + j 
a 
a 
f$. dx 
J 
pD$.D$. + q$.$. dx , l. J l. J 
We zien direkt dat alle matrixelementen o.a. bestaan uit een term 
b 
a .. 
l.J = f pD$.D$. +q$.$. dx. l. J l. J 
a 
Deze term is gelijk aan nul als 
diagonale matrix is. Slechts op 
het 0-de en N-de element van de 
term toegevoegd: 
li-jl > I zodat de matrix (a .. ) een tri-l.J 
twee plaatsen verschillen A .. en a ..• Aan l.J l.J 
hoofddiagonaal wordt een randvoorwaarde-
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aoo + ap(a), ~ ~ + yp(b). 
De term 
(2.8.6) a .. 
l.J 
N 
l 
k=I 
~ 
I pD~.D~. + q~.~· dx l. J l. J 
~-I 
kan worden geschreven als de som van N integralen (over elk element of 
subinterval een integraal), waarvan er overigens maar een of twee ongelijk 
aan nul zijn. 
Op analoge wijze bestaat het rechterlid uit vector elementen van de 
vorm 
(2.8. 7) b. 
J 
f~. dx 
J 
f~. dx. 
J 
x. 
J 
Aan het 0-de en N-de element worden nog de randvoorwaarde-termen Sp(a) 
resp. op(b) toegevoegd. Zoals behandeld zal worden in hoofdstuk 3, is de 
samenstelling van deze matrix op eenvoudige wijze automatisch te verwezen-
lijken. 
Opmerking 
De matrix van het lineaire stelsel is synnnetrisch en positief definiet. 
Opmerking 
Ook het impZementeren van een essentiele randvoorwaarde is eenvoudig auto-
matisch uit te voeren. Wil men bijvoorbeeld de randvoorwaarde uh(a) = v op-
leggen, dan kan dit gerealiseerd worden door in de matrix en het rechterlid 
de volgende substituties uit te voeren: 
2.9. Foutschattingen 
Nu we in paragraaf 2.8 de constructie van het discrete probleem gege-
ven hebben, blijft er een zeer belangrijke vraag over: Hoe dicht ligt de 
eindige elementen benadering uh bij de exacte oplossing u ? Bovendien willen 
we weten hoe snel uh naar u convergeert. 
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In de volgende stelling zullen we aantonen dat de eindige elementen 
benadering optimaal is in de norm U •UL. Dat wil zeggen dat ~ j uist de 
functie uit Vh is die de afstand Du-uhBL minimaliseert. We merken op dat 
D·DL juist een norm is die door de operator L wordt geinduceerd; Duli is 
precies het zuiver kwadratisch gedeelte van de energie-functionaal 
E(v) DvDi - 2(f,v) 0• 
Stelling 2.9.1 
Als u de functionaal (Lv,v) - 2(£,v) minimaliseert over V = l\ en Vh is een 
gesloten deelruimte van V, dan gelden de volgende drie beweringen. 
(i) Het minimum van E(v) en het minimum van llu-vll 1 , met v e: Vh' worden 
aangenomen door dezelfde functie uh e: Vh' zodat 
Ou-~U 1 = min lu-vhH 1 . 
vhe:Vh 
(2.9.1) 
(ii) In l\ is uh de projectie van u op Vh: 
(2.9.2) 
(iii) De minimaliserende functie uh voldoet aan 
(2.9.3) voor alle vh e: Vh. 
Gevolg 2.9.1 
In het bijzonder volgt uit (2.9.3) met Vh = H1 dat 
(2.9.4) (u,v)1 = (f ,v) 0 voor alle v e: l\· 
Gevolg 2.9.2 
Uit (2.9.2) volgt 
(2.9.5) 
Het bewijs van (2.9.3) verloopt analoog aan het bewijs van stelling 2.5.3; 
55 
voor alle A E lR, vh E Vh geldt namelijk 
zodat 
Ditbewijst (2.9.3). Het bewijs van (2.9.2) volgt direkt door aftrekken van 
{2.9.3) en (2.9.4) met v E Vh. Nu volgt (2.9.1) vanwege 
zodat 
Opmerking 2.9.1 
In de praktijk wordt Vh altijd eindigdimensionaal genomen. Hierdoor is Vh 
gesloten, hetgeen het bestaan van een minimaliserend element garandeert. 
Opmerking 2.9.2 
D 
Stelling 2.9.1. houdt in dat, met betrekking tot het energie-inproduct 
(·,·)1 de Ritz-benadering uh de projectie is van u op Vh. Hierdoor wordt 
het afschatten van de fout teruggebracht tot het afschatten van de afstand 
van een functie u E V = H1[a,b] tot een functieruimte Vh c V. We kunnen dit 
schrijven als 
= Kil [u]ll l 
H [a,b]/Vh 
Hier is H1[a,b]/Vh de quotientruimte van H1[a,b] over Vh. 
De convergentiesnelheid van de eindige elementen methode hangt af van de 
orde waarmee de oplossing kan warden benaderd door de "trial space" Vh' die 
bestaat uit stuksgewijs polynomen. Zo wordt het oorspronkelijk probleem 
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gereduceerd tot een approximatie-theoretisch probleem: Hoe goed kan een 
ruimte Vh een ruimte Hk[a,b] benaderen. Aan dit probleem is paragraaf 
2.10 gewijd. 
We willen hier stelling 2.9.1 toepassen om een foutschatting te vin-
den voor de eindige elementen benadering ~ van de oplossing van het twee-
punts randwaardeprobleem uit paragraaf 2.4. We nemen aan dat uh berekend is 
met behulp van de "dak-functies" zoals beschreven in paragraaf 2.8. Hiertoe 
definieren we de foutfunctie eh door 
We weten 
In de HL-norm wordt u dus niet slechter benaderd dan de beste interpoleren-
de, stuksgewijs lineaire, functie. Op grond hiervan kunnen we eerst trachten 
met conventionele middelen een foutschatting te geven. 
2 Wanneer een functie u E C [a,b] benaderd wordt door een interpolerende, 
stuksgewijs lineaire functie u1 , is het aan de hand van een locale Taylor-
reeks-ontwikkeling, zeer eenvoudig te zien dat 
max Ju(x)-u1 (x)J $ ~h2 max Ju"(x)J 
xda,b] xda,b] 
max Ju' (x)-ui (x) I $ h max lu"(x) J. 
xE[a,b] xE[a, b] 
Wanneer we dit substitueren in (2.7.10), blijkt dat 
b 
(2.9.6) 
2 llu-u111L I 2 2 p(u'.-ui) + q(u-u1 ) dx + 
a 
2 2 
+ [ap(u-u1 ) ](a) + [yp(u-u1) ](b) $ 
2 2 
$ K h max Ju"(x) I . 
Voor de HL-norm van de fout vinden we dus 
2 $ K h max lu"(x) I • 
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Waar hier een globale schatting gegeven wordt voor de fout (de linker-
zijde van de ongelijkheid zegt niets over de puntsgewijze fout) lijkt de 
puntsgewijze norm aan de rechterzijde misplaatst. Om een foutschatting in 
termen van een globale norm te krijgen moeten we echter gebruik maken van 
stelling 2.10.1. 
Stelling 2.9.2 
Voor de eindige elementenbenadering met stuksgewijs lineaire functies, 
van het probleem (2.4.10), geldt de foutschatting 
(2.9.7) 
Uit stelling 2.10.1 volgt, met p 2, k 1, 0 s ms 2 
zodat 
Wanneer we gebruik maken van het feit dat de norm 11·11 1 equivalent is met 
11·11 1 (zie lemma 2.7.1) dan blijkt (2.9.8) direkt. O 
Gevolg 2.9.3 
We kunnen ook gebruik maken van de regulariteit van de oplossing (zie bijv. 
FRIEDMAN [1969]) 
(2.9.8) 
waarmee we de fout in de berekening van u kunnen schatten in termen van het 
rechterlid: 
(2.9.9) 
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Opmerking 2.9.3 
Dat de eindige elementenbenadering voor elke f E HO convergeert in de 
energienorm is een direkt gevolg van bet feit dat een volledige rij functies 
{~i} in H1 gekozen wordt als basisfuncties voor de methode. Over de conver-
gentiesnelheid kan echter niet direkt een uitspraak worden gedaan. 
Stelling 2. 9. 3 
Voor elke u E H1[a,b] (d.w.z. f E HO) convergeert de eindige elementenmetho-
de 'in de energienorm (dus ook als u" niet overal bestaat). 
ci[a,b] ligt dicht in ~· Voor elke u E H1[a,b] bestaat er dus een rij 
2 {vN} c CB[a,b] zodat ~ DvN-uD 1 = O. Uit stelling (2.9.3) blijkt 
~ lv~-vNUL = 0 en dus geldt, vanwege 
dat 
o. 0 
De fout in de H0-norm 
We hebben nu schattingen in~· en daarmee in H1, gevonden. We willen 
nu nagaan welke schatting in HO gevonden kan worden. 
Met de ongelijkheid van Poincare 
lv(x0)-v(a) I s lb-a Uvll 1, x0 E [a,b], 
kunnen we eenvoudig zien dat, unifor'fl'l op [a,b], 
0 In de volgende stelling tonen we echter aan dat in de H -norm de conver-
gentie niet O(h) is, maar O(h2). 
59 
Opmerking 2.9.4 
We weten wel dat, voor een interpolerende functie u1 , 
2 
0 II h I 110 u-uI 0 ~ ---2 u O' 
(b-a) 
De Ritz-methode is echter niet optimaal in Ho, zodat niet geldt 
0 
voor alle v € H [a,b]. 
Stelling 2.9.2 
Voor de stuksgewijs lineaire eindige elementenbenadering geldt de vol-
gende foutschatting 
Bewijs (zie ook STRANG & FIX [1973], p.49) 
Voor bet bewijs introduceren we een funtie z, die de oplossing is van 
Lz = uh-u. Nu geldt 
(Lz,v) voor alle v € ~· 
i.b.b. 
Uit stelling 2.9.1 volgt 
0 voor alle vh € Vh' 
zodat 
Uit (2.9.7) volgt 
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8 0 2!\ 2 D ,,0 2 h2 u-uh L's K u 0 , 
. f D U 2 < K2 0 11H 2 h2 in z-vh L _ z 0 , 
VhEVh 
zodat 
Uit de regulariteits eigenschap (2.9.8) volgt 
zodat 
Opmerking 2.9.5 
Wanneer we de regulariteits eigenschap (2.9.8) nogmaals toepassen krijgen we 
2.10. Interpolatie voor Sobolev-ruimten 
In deze paragraaf vermelden we hoe goed Sobolev-ruimten door ruimten 
van stuksgewijs polynomen benaderd kunnen worden. We geven bier de theorie 
op een abstrakte wijze. Enerzijds heeft dit misschien bet nadeel dat niet 
direkt de belangrijkste praktische implicaties gezien worden. Anderzijds 
heeft dit bet voordeel dat alle speciale gevallen, zoals die in de praktijk 
gebruikt worden, in deze theorie ondergebracht kunnen worden. In hoofdstuk 3 
zullen toepassingen van deze theorie behandeld worden, in bet bijzonder 
Lagrange en Hermite interpolatie. De theorie die bier gegeven wordt is voor-
namelijk gebaseerd op bet werk van BRAMBLE & HILBERT [1970] en vele anderen. 
In grote lijnen volgen wij bier de uiteenzetting zoals die gegeven wordt 
door CIARLET & RAVIART [1972]. 
Het belangrijkste resultaat van deze paragraaf is de volgende stelling. 
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Stelling 2.10.1 
Wanneer een approximatie-schema als volgt wordt gedefinieerd: bij een gege-
ven open begrensde deelverzameling n uit lR.n, voegen we aan een willekeurige 
k+l p functie uit de Sobolev-ruimte W ' (n) een eenduidige "interpolatie" !Iu 
toe. Wanneer II alle polynomen van een graad kleiner of gelijk aan k inva-
riant laat, dan geldt voor alle m, 0 s ms k+I, 
(2.10.1) 
waarin 
II u-!IuU 
m,p 
hk+l 
s K(k,p) lulk+l p ~m-
' p 
h de diameter van n, (2.10.2) 
(2.10.3) p het supremum van de diameters van de ingeschreven bollen in n. 
Opmerking 2.10.1 
Deze stelling beschrijft in welke mate een benadering met een bepaalde soort 
elementen (driehoeken, vierhoeken e.d.) met een bepaalde soort benaderingen 
daarop (bijv. stuksgewijs lineaire of stuksgewijs kwadratische), beter wordt 
wanneer het gebied in kleinere elementen verdeeld wordt. Bovendien wordt 
beschreven in welke mate vormveranderingen van de elementen (bijv. vervor-
mingen van de driehoeken) invloed hebben. 
Definitie 2.10.1 
De verzameling van alle polynomen in de lR.n van de graad kleiner of gelijk 
aan k, wordt aangegeven met Pk. 
We zullen nu, aan de hand van twee lemma's, aangeven hoe de stelling 
bewezen word t. 
Lemma 2 , 1 0 • 1 
Zij n een begrensde open deelverzameling uit lR.n met een continue rand. 
Laat p gegeven zijn met 1 s p s 00 en laat k ~ o·een vast geheel getal zijn. 
Laat f een begrensde lineaire functionaal zijn op wk+l,p(n) zodat 
(2.10.4) <f,u> 0 voor alle u E Pk. 
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Dan bestaat er een constante C C(n,k,p,n) zodanig dat 
(2.10.5) 1<£,u>I $ c II £11 k I w + ,p .... iulk+I p , 
k+I p 
voor alle u E W ' (n). 
JR. ' 
Volgens de definitie van de norm van een operator is II £11 k 1 gedefi-W + ,p ->- JR. 
nieerd door 
(2 •. 10.6) llfllk* I = llfll_k+I 
+ 'p w-- 'p .... JR. 
l<f,v>I 
=SU~~· 
vfO,vEw"''P(n) v m,p 
Op de equivalentieklassen [u] uit de quotientruimte Wk+l,p(n)/P wordt een k 
norm gedefinieerd door 
(2.10.7) II [uJll 
wk+l,p(n)/P 
k 
inf 11 u+vll k+ 1 VEP ,p 
k 
NE~AS [1967, p.112, Stelling 7.2] bewijst dat de seminorm l•lk 1 in + ,p 
Wk+l,p(n) een norm is op de bovengenoemde quotientruimte en dat deze equi-
valent is met (2.10.7). 
Voor iedere f die aan (2.10.4) voldoet geldt nu dat <f,u> 
alle u E Wk+l,p(n) en alle v E Pk' 
zodat 
<f,u+v> voor 
$ II £11 k* I inf 
+ ,p VEPk 
l<f,u>I llu-vllk+l ,p $ C llfll~+l ,p lulk+l ,p" D 
Voordat we laten zien hoe het bewijs verloopt moeten we het begrip equivalent 
gebied invoeren. 
Definitie 2.10.2 
Laten Q en n begrensde open deelverzamelingen van JR.n zijn. We zeggen dat 
n en Q equivalent zijn d.e.s.d. als er een affiene bijectie x = Bx+b be-
staat die n in n overvoert. 
Wanneer n en n twee equivalente gebieden zijn, kunnen we aan iedere 
functie u op n een functie u op n toevoegen door 
(2.10.11) u(x) u(Bi+b) u{x) voor alle x E n. 
De affiene afbeelding induceert zo een isomorfisme tussen ifl•P(n) en 
ifl•P(n) voor alle m en p. 
Op dezelfde wijze kunnen we nu aan elke IT: Wk+l,p(n) + ifl•P(n) een 
IT: Wk+l,p(Q) + ifl•P(n) toevoegen door 
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(2.10.12) fi~ TI~u voor alle u E ~+l,p(Q). 
Het is eenvoudig in te zien dat Pk invariant is voor IT d.e.s.d. als Pk in-
variant is voor IT. 
Zijn h, p, hen p gedefinieerd door (2.10.2) en (2.10.3) voor n 
respectievelijk n, dan kan men bewijzen (CIARLET & RAVIART [1972]) 
(2.10.13) llBll < ~ en 
- p 
en dat, voor h klein genoeg, 
(2.10.14) 
Lelllllla 2.10.2 
Zij n een begrensde open deelverzameling uit 1Rn met een continue rand. 
Laat p gegeven zijn met I $ p $ 00 , laat k ~ 0 een vast geheel getal zijn en 
laat m een geheel getal zijn,O $ m $ k+I. Zij IT een lineaire afbeelding 
(2.10.1s) IT: wk+l,p(n) + ifl•P(n), 
zodat 
(2.10. 16) ITu = u 
Dan geldt voor alle u E Wk+l,p(n) 
(2.10.17) II u-ITull 
m,p $ c II r-ITll k 1 w + ,p + 
waarin C dezelfde constante is als in lelllllla 2.10.1. 
voor alle u E Pk. 
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Zij g een gegeven begrensde lineaire functionaal op w111•P(n). Voor de begrens-
de lineaire functionaal op wk+l,p(n) gedefinieerd door 
<f,u> <g,u-Ilu> 
geldt <f,u> = 0 voor alle u E Pk. Bovendien 
en 
Ufll k* I s II I-IIll k I II gll * 
+ ,p w + ,p(n) + WU·P(n) m,p 
II u-Ilull 
m,p 
l<g,u-Ilu>I 
sup 
g llgll* 
m,p 
Aangezien l<g,u-Ilu>I 
direkt. 
l<f,u>I < C llfllk* 1 lulk 1 volgt het lemma nu + ,p + ,p 
Na enig rekenwerk blijkt nu 
(2.10.18) IOI. S llBll 1 ldet(B)l-l/p lul. 
~,p ~,p 
en analoog 
(2.10.19) 
Hieruit volgt 
(2.10.20) llullp 
m,p s ldet(B) I llB-lllmp llOllP • mp 
Als h aan (2.10.14) voldoet dan volgt uit lemma 2, door gebruik te maken 
van (2.10.20) en (2.10.19) en door de schattingen (2.10.13) te substitueren, 
dat 
llu-Ilull s ldet(B) I l/p llB-lllm HO-rrOll 
m,p m,p 
s C(u,k,p,rl) 
A hAm PA-k-1 II I-IIAI . . Nu is C(u,k,p,O) een konstante die u1tslu1tend afhangt van 
bet type element (Q) en van de gebruikte benadering op dat element (IT). 
Samenvattend kunnen we zeggen dat voor een vast type interpolatie (vaste 
u,fi,II) geldt 
hk+l 
llu-IIul :;; K(k,p) lulk+l --. 
m,p ,p Pm 
Hiermee is stelling 2.10.1 bewezen. D 
Gevolg vgl. STRANG [1972] theorem 1. 
n k+I Zij O een begrensde open deelverzameling uit 1R , zij u E C (O) dan 
geldt, wanneer II alle polynomen uit Pk invariant laat voor alle m, 
0:;; ms k+I, dat 
(2.10.18) sup 
X€0 
IR.l=m 
Voorbeeld 2. 10. 1 
K(h) sup 
XEO 
IR.l=k+l 
R. hk+I 
HD u(x)U --. 
m p 
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Een voorbeeld van een afbeelding II wordt gegeven door iedere Lagrange of 
Hermite interpolatie formule op een element Q, De steunpunten van deze inter-
polatie formules worden door de affiene afbeelding op overeenkomstige punten 
van de equivalente elementen O afgebeeld. 
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3. TOEPASSING VAN DE EINDIGE ELEMENTENMETHODE OP EEN- en TWEEDIMENSIONALE 
RANDWAARDEPROBLEMEN 
3.1. Inleiding 
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In dit hoofdstuk zullen de eenvoudigste eindige elementenruimtes worden 
behandeld, alsmede toepassingen op randwaardeproblemen. In de §§2-5 behan-
delen we de stuksgewijze Lagrange-interpolatie met toepassingen op tweede 
orde randwaardeproblemen. In de §§6-8 behandelen we de stuksgewijze 
Hermite-interpolatie met toepassingen op vierde orde randwaardeproblemen. 
In de §§9-12 behandelen we de tweedimensionale generalisatie van Lagrange-
en Hermite-interpolatie. Tot slot worden in §13 de isoparametische elementen 
en in §14 een globale foutschatting behandeld. 
3.2. Stuksgewijze Lagrange-interpolatie 
We verdelen een segment [a,b] in N (niet noodzakelijk equidistante) 
deelsegmenten e. [x. 1,x.], j = l, ••• ,N, en geven deze verdeling aan met J r J 
(3. 2. I) 'IT b. 
Verder definieren we 
(3.2.2) 
h max h. 
j J 
waarbij we h de maaswijdte van TI noemen. 
Definitie 3.2.1 Onder lPk(TI) verstaan we de verzameling van alle funkties 
die 
(i) kontinu zijn op [a,b]; 
(ii) op ieder segment e. een polynoom van de graad ~ k zijn. 
J 
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Het is duidelijk da t lP ( n) onder de def ini ties k van inprodukt 
b 
J [~~ ~: + u(x)v(x)] dx, 
a 
en norm 
llu11 1 =l(u,u) 1 
een deelruimte is van de separabele Hilbertruimte H1[a,b], de ruimte van 
funkties waarvan de nulde en eerste afgeleide kwadratische integreerbaar 
zijn over [a, b]. Verder bevat lP ( n) alle polynomen van de graad :s: k. k 
We geven lPk ( n) soms ook aan met lPk. 
Om te bepalen hoe groot de dimensie vanlPk is en hoe de basisfunkties 
eruitzien, bekijken we de gevallen k = 1,2,3. 
k = I 
Een element uit JP 2 is een stuksgewijs lineaire funktie (zie fig. 3.1). 
Figuur 3.1 Stuksgewijs lineaire funktie 
Het is evident dat ieder element uit JP2 volkomen bepaald wordt door de 
waarden die het in de punten x. aanneemt. Er zijn dus N+I basisfuncties 
J 
nodig, die we met $i aangeven. Een voor de hand liggende definitie van $i 
is de volgende: 
(3.2.3) 
waarbij 
zijn de 
$i(xi) = oii' 0 :s: i, j :> N, 
o .. het Kronecker-symbool is. De funkties die hieraan voldoen, 
1J 
zgn. "dakfunkties" (zie fig. 3.2). 
Figuur 3.2 
;\ 
Dakfunkties $.(x) 
1 
De basisfunkties $.(x) worden gegeven door de formules 
l. 
0 elders; 
(3.2.4) 
0 elders, i I, ••. ,N-1; 
l x-~-1 = (x-x.. ) /h ~-~-l N-1 -"N' l 0 . 
elders. 
Uit bovenstaande formule blijkt dat $.(x) alleen t 0 is op die deel-
i 
segmenten waartoe xi behoort. Hieruit volgt dat er op 
slechts twee basisfunkties t 0 zijn, namelijk $i_ 1(x) 
funkties worden op ei gegeven door de formules 
(3.2.5) 
$. (x) 
l. 
(x-x. 1) /h., l. - l. 
het deelsegment Pi 
en $.(x). Deze twee 
l. 
Uit (3.2.5) blijkt dat $i(x) en $i_1(x) op ei lineaire funkties zijn van 
t = (x-x. 1)/h .• i- l. 
We merken nog op dat 
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cp. (x) 
1 
(3.2.6) 
k = 2 
cp. 1 (x.+x. 1-x) 1- 1 1-
"'. (x) + cp. 1 (x) , '1'1 1- X E e.• 1 
Een element uit JP 2 is een stuksgewijs kwadratische funktie (zie 
fig. 3.3). 
Figuur 3.3 Stuksgewijs kwadratische funktie 
Een element uit lP2 is nu niet meer alleen bepaald door de waarden die het 
in de punten x0 , ... ,~ aanneemt, aangezien een parabool drie vrijheidsgraden 
heeft. We moeten op ieder segment e. nog een extra punt kiezen en nemen 
J 
daarvoor het middelpunt 
x. 1 = Hx. 1 +x.). J-2 J- J 
Andermaal kiezen we de basisfunkties cp.(x) zo, dat geldt 
1 
cp. (x.) = o .. , 1 J 1J i,j O,!, ... ,N. 
Het aantal basisfunkties van lP 2 is dus 2N+ I. Evenals in het geval k = I 
is cp.(x) alleen t 0 op die segmenten waartoe x. behoort (zie figuur 3.4). 1 1 
We bekijken nu het segment e. = [x. 1,x.]. Op dat segment zijn alleen 1 1- 1 
<Pi-l(x), <Pi-! en cpi(x) relevant. Passen we de transformatie 
(3.2. 7) Q$;t$; 
toe, dan vinden we de formules 
(3. 2. 8) 
~i-l(x) (t-1)(2t-1) ~0 (t), 
~i-!(x) 4t(J-t) ~~(t), 
~i(x) t(2t-1) 
t 
(\ 
\ 
\ 
~i (x) ~~i+! (x) 
\ 
\ \ 
~ x ~ x .• 
l. 
Figuur 3.4 Grafiek van~. 1 (x), ~ 1.(x) en~. 1 (x) i-2 l.+2 
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Blijkbaar zijn op het segment e. de relevante basisfunkties polynoom in de 
l. 
variabele t = (x-x. 1)/h .. Merk nog op dat (zie (3.2.6)) i- l. 
i=0,!,1; 
(3.2.9) 
I. 
k = 3 
Dit gaat geheel analoog met k = 2. Op het segment ei kiezen we nu 
t;wee inwendige punten, namelijk 
Op het segment [x. 1,x.] zijn de relevante basisfunkties nu als volgt i- l. 
gedefinieerd: 
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<I>· I (x) i- <I>a(t) - i(3t-1)(3t-2)(t-1), 
<I> 2(x) <I> I (t) 2t(3t-2)(t-1) 2 i-- 3 3 
I (x) <1>2(t) 9 <I> - -t(3t-I )(t-1) 2 i-- 3 3 
<I>· (x) 
l. 
<I> I ( t) it(3t-1)(3t-2) 
t (x-x. I) /h. xi-1 s x s x •• ].- l. l. 
Merk op dat ook hier geldt: 
<I>. (t) <I> 1 . (1-t) l. -]. 
(3.2.11) 
= <I>a(t) + <I>1(t) + <I>2(t) + <I>1(t). 
3 3 
Algemeen kiezen we de basis van lPK als volgt: 
(i) Op het segment e. kiezen we k-1 inwendige punten, die e. in k 
l. l. 
equidistante deelsegmenten verdelen. Deze punten geven we aan met 
x . 
i-1+J. 
k 
(ii) Op e. is cj>. 1 j(x) als volgt gedefinieerd: l. i- +k 
<I> .(x)=<l>.(t) 
i-1+:! J.. k k 
k kt-R. n --R.=O R.-j ' 
R.#j 
Ook hier gelden de relaties 
(3.2.13) 
<I>.(t) = <I> .(1-t) 
J.. I _J_ 
k k 
k l <I>. (t). 
j=O t 
i = l, ... ,N; 
j = l, ... ,k-1. 
t = (x-x. 1 )/h., i- l. ' 
i= l, ... ,N; 
j = o, ... ,k. 
j o, ... ,k; 
73 
3.3. Een variatieprobleem 
We bekijken het volgende variatieprobleem: Minimaliseer de kwadratische 
funktionaal 
(3.3. la) 
b 
r(v) = f [p(x)(~:)2 + q(x)[v(x)J 2 - 2f(x)v(x) ]dx, 
a 
onder de nevenvoorwaarden 
v(a) O; q(x) en f(x) kontinu op [a,b]; 
(3.3. lb) 
p(x) ~ Po > O; q(x) ~ O; p(x) kontinu differentieerbaar op [a,b]. 
De oplossing u van (3.3.1) ligt in de separabele energieruimte l\ van 
funkties waarvan de nulde en eerste afgeleide kwadratisch integreerbaar 
zijn over [a,b], en die in a de waarde nul aannemen. In deze Hilbert-ruimte 
zijn het energieinprodukt 
b 
(3.3.2a) (u,v)1 = J [p(x) ~~ ~: + q(x)u(x)v(x) ]dx 
a 
en de energienorm 
(3.3.2b) 
gedefinieerd. 
Voor de oplossing u van (3.3.1) geldt wegens 
I(u+Ev) ~ I(u), £ willekeurig, v E l\• 
dat 
lim I(u+Ev)-I(u) 
£+0 £ 
O, VE l\· 
Uitwerking hiervan ge~ft de zwakke Galerkin-vorm 
b b 
f [p(x) du dv + dx dx q(x)uv]dx = f f(x)vdx; 
a a 
(3.3.3) 
(f, v), voor iedere v El\· 
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We beschouwen bij een verdeling 
TI= a= x0 < x 1 < ••• < ~ = b 
met maaswijdte h de Hilbert-ruimtelPk(TI) en definieren 
vh = {v I v E lPk(rr), v(a) = O}. 
Het is ~vident dat Vh een eindigdimensionale deelruimte is van ~ met 
dimensie kN. We zoeken nu een approximatie van de oplossing van (3.3.1) 
door het volgende probleem op te lessen: Minimaliseer I(vh), vh E Vh. De 
oplossing uh van dit probleem voldoet eveneens aan de Galerkin-vorm 
(3.3.3a) voor iedere vh E Vh. 
We passen dit toe voor k=2. De basisfunkties $!(x),$ 1(x), ••• ,$N-!(x), 
$N(x) van Vh zijn door de formules (3.2.7) - (3.2.8) gegeven. Voor de 
oplossing uh geldt dan 
Schrijven we 
q.$.(x), 
J J 
i !,J, ... ,N. 
T dan wordt (q!,ql, ••• ,qN) bepaald door het lineaire stelsel 
(3.3.4) 
N 
l j=! ($.,$.) q.=(f,$.), 1 J L J 1 i !,J, ... ,N. 
Het gaat dus in de eerste plaats om de berekening van de matrix A= (a .. ), 
. 1J 
gedefinieerd door 
b 
d$i d$i b r r 
a .. ($i'$j)L J p(x) ---- dx + J q(x)$i(x)$i(x)dx 1J dx dx 
(3.3.5) a a 
s .. + m .. i,j = LI, ...• ~. 1J 1J 
en de vektor F (Fi)' gedefinieerd door 
(3.3.6) F. l. 
b 
f f(x)cpi(x)dx, 
a 
i !,J, ... ,N. 
De matrices S (s .. ) en M = (m .. ) heten respectievelijk stijfheidsmatrix l.J l.J 
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en massamatrix. De vektor F wordt de belastingsvektor genoemd. Deze termen 
zijn afkomstig uit de strukturele analyse. 
3.4. Berekening van stijfheidsmatrix, massamatrix en belastingsvektor 
Bij de berekening van de matrices S en M en de vektor F maken we gebruik 
van het feit dat er op ieder segment hoogstens drie basisfunkties t 0 zijn. 
Dit betekent dat het stelsel {cp.(x)} "bijna orthogonaal" is, want l. 
cp.(x)cp.(x) en cp!(x)cp!(x) zijn alleen l. J l. J t 0, als x. en x. tot hetzelfde segment l. J 
behoren. We bekijken nu de stijfheidsmatrix S = (s .. ), gedefinieerd door l.J 
b 
s. . Jr p (x)cp ! (x)cp ! (x)dx. l.J l. J 
a 
We kunnen S hier schrijven als 
N 
s L 
k=I 
waarbij 
(3 .4.1) s~~) = f p(x)cp!(x)cp!(x)dx. l.J l. J 
ek 
S(k) noemen we de k de eZementstijfheidsmatrix. Aangezien op e. alleen de 
basisfunkties cpk-l'cpk-! en cpk relevant zijn, bestaat s(k), op ~en klein 
vierkantje na, geheel uit nullen: 
0 0 
* * * 
0 * * * 
* * * 
0 0 : l k-1 k-! k 
Orn de notatie te vereenvoudigen, geven we in het vervolg S(k) aan met 
* : l k-1 * k-~ * k 
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Op een analoge manier definieren we de elementmasscunatPix 
(3.4.2) M(k) = ( f q(x)~.(x)~.(x)dx) 
l. J 
e 
k 
en de elementbelastingsvektor 
(3.4.3) F(k) = ( J f(x)~i(x)dx). 
ek 
Bij de berekening van de elementstijfheidsmatrix S(k), de elementmassa-
matrix M(k) en de elementbelastingsvektor F(k) maken we gebruik van de 
lineaire transformatie x = ~t + xk-I' 0 ~ t ~ I. Met behulp van formule 
(3.2.8) verkrijgen we 'dan de volgende formules (we gebruiken nu lokale 
indices) 
I d<!>. d<!>. 
(3.4.4) s<k) I J l. d~ dt); ( ~ p(~t+xk-1) dt 
k 0 
I 
(3.4.S) M(k) (hk f q(~t+xk_ 1 )<1>i(t)<l>j(t)dt); 
0 
I 
(3.4.6) F(k) = (hk f f(~t+xk-I)<l>i(t)dt), 
0 
waarbij <l>.(t) (i=O,LI) door (3.2.8) gegeven is. Voor k=I krijgen we 2*~ 
. 3 31 • S(I) (I) d' . 1 k (I) i.p.v. * matrices en M en een twee imensiona e ve tor F , 
omdat <I> 0(t) dan niet meedoet. 
Bij de berekening van de elementstijfheidsmatrix maken we gebruik van 
het f eit dat 
zodat voor <1> 1 (t) geldt 
2 
d 
dt <!>! (t) 
Als gevolg hiervan is de matrix S(k) te schrijven als 
(k) 
soo 
(3.4. 7) s<k) -(s (k\ s(k» 00 01 
(k) 
8 01 
waarbij 
(3.4.8) 
-(s (k)+s<k» 
00 01 
s (k)+2s(k)+s (k) 
00 01 11 
-(s (k)+s<k» 
01 11 
d<!>. d<!>. ]. -1. dt dt dt, 
(k) 
SOI 
-(s (k)+s<k» 
01 11 
s (k) 
11 
i,j O, I, 
zodat we voor de berekening van S(k) slechts drie integraties hoeven uit 
te voeren. 
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We berekenen nu de stijfheidsmatrix S, de massamatrix M (en daarmee A) 
en de belastingsvektor F, door segment voor segment de elementmatrices 
S(k) en M(k) en de elementbelastingsvektor F(k) te berekenen. De aldus be-
rekende komponenten worden op de juiste plaats in de globale matrix A en de 
globale belastingsvektor F ingepast. We krijgen dan een lineair stelsel van 
de vorm 
I 
* *' I 
,- 1-----, 
-~-!..*_• * *1 
' I 
'* * *I I I
:* * r.;:-;--;. 
l-----1-1 I 
0 
I 
•* * 
I 
*' I I 
:* * 1*i-
--- ---i-
I ' 
0 
', __ ~-----
1*1 * * 
--,--
' 
'* * * I 
I 
•* * * I 
We besluiten deze sektie door voor 
de elementmatrices S(k) en M(k) te 
• ~~k [ 7 8 s<k) -8 16 
-8 
(3.4.9) [ 16 -78] s (I) Po 3hl 
-8 
het geval p(x) 
- Po > 0 en q(x) - qo 2: 0 
geven: 
7 l ' -8 k= l, ... ,N; 7 
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[ 
4 2 -J 
M(k) qo1\. 2 16 2 k > I, 30 
-I 2 4 
(3.4.10) 
(I) qOhl [ 16 2 l M = 30 2 4 
3.5. Statische kondensatie 
We hebben in 3.4 gezien dat we voor de oplossing van (3.3.1) een 
lineair stelsel van de vorm 
* 
* 
(3. 5. I) 
I 
*• 
1-l- --- -
'*' * *' 
0 I I 
'* * *t I ,-J-
1-:_*_ ~*-I 
0 
' 
' 
' I 
'i- -l- - - - -, 
-L~I * *1 
I I 
I* * *1 
I --1-----
I * * I*' * * 
-----,-
! * * * 
I* * * I 
u! F! 
ul FI 
UN-I FN-1 
UN-! FN-! 
UN FN 
moeten oplossen. Algemeen moeten we, als we de oplossing van (3.3.1) in 
F (~) benaderen, een stelsel vergelijkingen oplossen van de vorm 
k 
* *I I 
k x k 
* .. 
•I 
.----------
. 1* t • • • *I 
-,:- •I 
1. (k+I )x(k+I).: 
I 
1• •I 
(3.S.2) I* .. I,-;~-
'---- ----1--· 
I '' 
0 
' 
0 
' I 
'' ... - ~ - - - - - -
I* I • 
- r --
I 
* 
I • (k+ I ) x (k+ I ) • 
I 
I 
I* * 
ul F1 
K" 1r 
u2 !?2 
:'K :K" 
ul :1 
u2 F2 
u FN-1 N-1 
u FN N 
We bespreken nu een methode om lineaire stelsels van de vorm (3.5.2) 
voor k > I te reduceren tot tridiagonale stelsels, door u. met gebroken 
l. 
indices vooraf te elimineren. Deze methode wordt door fysici statistische 
kondensatie genoemd. We illustreren e.e.a. voor k=2. 
Voor komponenten met halftallige index luidt vergelijking (3.5.1) 
i 2, ••• ,N, 
ofwel 
(3.5.3) 
i > I. 
Vergelijking (3.5.1) voor komponenten met geheeltallige indices is 
(3.5.4) 
ai,i-lui-1 + ai,i-!ui-! + ai,iui + 
+ ai,i+!ui+!+ai,i+lui+I F. l. 
Substitueren we (3.5.3) in (3.5.4), dan krijgen we 
(3.5.5) 
a111a1a12 ,2 ( - ) _al,!F1 + a - , 2 I 2 Ii , u2 = FI , 1,2 al I 
2d 
I < i < N; 
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I < i < N; 
De matrixelementen a .. en de vektorkomponenten F. met geheeltallige iJ i 
i en j ondergaan dus transf ormaties van de vorm 
a. +a. + (•••)a• I • + ( • • •)a• I •' i,i i,i i-;:;,i i+;,i 
ai,i-1 + ai,i-1 + ( .•• )a.!.I i- ,i-
ai,i+I + ai,i+I + ( ••• )a. 1 • - I i+2,i+ 
F. +F. + ( ••. )Fi-! + ( ••• )F. ! i i i+ 
waarbij de koefficienten ( ••• ) uit (3.3.5) afgeleid kunnen worden. Het 
interessante van deze transformatie is dat ze, evenals de evaluatie van 
de matrix (a .. ) en de belastingsvektor (F.), segmentsgewijs uitgevoerd iJ i 
kan worden. We illustreren dit met de volgende afbeeldingen, waarbij we 
lokale indices gebruiken: 
ro,o aO,! •o, 'j +- k-1 A(k) 
= aLo aL! aLI +- k-! 
al ,0 a I,! al, I +- k 
[:~] +- k-1 F(k) +- k-! +- k 
A (I) [ a, 1 aLI 
+-
2' 2 
al'! al, I +-
F(J) [:: l +-+-
De elementmatrices en -vektoren ondergaan dan de volgende verschui-
vingen: 
ao,o -
ao, !a!,o 
A(k) + aL! 
al ,O -
al, !aLO 
al 1 
2' 2 
FO 
- a02! F! 
F(k) + aL! 
FI 
_ a 1,!F! 
a1 1 
2' 2 
A (I) + 
[ •1, I -
al,!a!,I 
a!,! 
F(I) + [F - al,!F! 
I a1 1 
b2 
1 
J 
We kunnen nu (3.S.S) als volgt schrijven: 
Cv G, 
met 
N 
c(k) c l 
k=I 
N G(k) G l 
k=I 
C(k), k > I, 
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Voor k > 2 gaat de kondensatie analoog, zij het ingewikkelder. We gaan 
hier niet op in omdat het een al te technische kwestie is. 
3.6. Stuksgewijze Hermite-interpolatie 
We brengen weer een verdeling TI aan van het interval [a,b]. Deze ver-
deling heeft de maaswijde h = max(x.-x. 1). J r 
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DEFINITIE 3.6.1 Onder Jllk(7r) verstaan we de verzameling van alle funkties 
die 
(i) 
(ii) 
een kontinue nulde en eerste afgeleide op [a,b] hebben; 
op ieder segment e. een polynoom van de graad s k zijn. 
J 
Uit het feit dat een element van ll\(7r) op ieder segment ej vier 
vrijheidsgraden heeft, volgt dat k ~ 3 moet zijn. We bekijken in deze 
sektie alleen JH3 ( 7f), ook wel aangegeven met JH3 • 
Een element JH3 is een stuksgewijs kubische funktie, die in de 
knooppunten x. een kontinue nulde en eerste afgeleide heeft. 
J 
.. -~ 
Figuur 3.5 
/ \ Een element uit 113 
I \ 
_,,/ "" / -,,_ 
I , 
,'--·-···--·---L...-·---·-1..-----------.....L...----- ---L---~-.. ...........1.-.-----~~ 
XO xl x2 x3 X4 X5 x6 
Een element uit 113 is volledig bepaald door de waarden van de nulde en 
eerste afgeleide in de punten x0 , ... ,~. Aangezien in ieder punt aan twee 
kondities moet worden voldaan, worden de punten x0 , ... ,~ in het geval van 
de JH3 dubbeZe knooppunten genoemd. 
Het is eenvoudig in te zien dat de JH3 een eindigdimensionale deel-
ruimte van de H2[a,b] is, i.e. de klasse van funkties waarvan de nulde, 
eerste en tweede afgeleide kwadratisch integreerbaar zijn over [a,b]. In 
deze ruimte zijn het inprodukt 
(3.6. Ia) 
en de norm 
(3.6. Ib) llull 2 
gedefinieerd. 
b f [u"v"+u'v'+uv]dx 
a 
De basisfunkties van JH3 zijn verdeeld in twee klassen: 
(i) de funkties ~i(x) die in alle punten de afgeleide nul hebben, in xi 
de funktiewaarde I hebben en in alle overige punten de funktiewaarde 
nul hebben: ~.(x.) = o .. en ~!(x.) = 0, 0 s i,j s N; l. J l.J l. J 
(ii) de funkties ~i(x) die in alle punten de funktiewaarde nul hebben, in 
het punt xi de afgeleide I hebben en in alle overige punten de funktie-
waarde 0: ~.(x.) = 0 en ~!(x.) = o .. , 0 s i,j s N. l. J l. J l.J 
Iedere vh E lH3 kan nu als volgt worden gerepresenteerd: 
N 
vh(x) = l [q.cjJ.(x)+r.ljJ.(x)], j=O J J J J 
(3.6.2) q. 
J 
rj = vh(xj), j = o, ... ,N. 
Ook bier zijn de basisfunkties q,i(x) en lj!i(x) alleen ~ 0 op die 
segmenten ei waartoe xi behoort, dus op hooguit twee segmenten. Op ieder 
segment ei = [xi-l'xi] zijn zo alleen de basisfunkties q,i-l(x), lj!i-l(x), 
cjJ.(x) en lj!.(x) relevant. We geven hieronder de formules van deze basis-l. l. 
funkties: 
(3.6.3) 
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Substitueren we x = h.t + x. 1, 0 $ l. i- t $I, dan gaat formule (3.6.3) over in 
q, i-1 (x) (t-I) 2(2t+I) 
lj!i-1 (x) h. t(t-1) 2 l. 
(3.6.4) 
t 2(3-2t) q,. (x) 
l. 
lj!. (x) 
l. 
h.t2(t-I) 
l. 
Figuur 3.6 
Grafiek van <Pi (x) 
en lj!i (x). 
lJJ. (x) 
1 
·-;#: -
-- i 
hi<l>2(t) 
<!>3 (t) 
hi<I>4(t) 
q,. (x) 
l. 
- --- ____ :·:.c • .c...L. ----
Xi + J 
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We zien nu een belangrijk verschil tussen de basisfunkties ~·en W·· ]. ]. 
De eerste zijn derdegraadspolynomen in t, terwijl de laatste eveneens 
derdegraadspolynomen in t zijn, maar vermenigvuZdigd met hi. Die vermenig-
vuldiging is nodig om de invloed van de transformatie op de dif f erentiatie 
ongedaan te maken. 
We merken nog op dat 
(3.6.5) 
Bij een gegeven verdeling n van [a,b] is de basis van lH3(n) dus 
volledig bepaald door de "superfunkties" <1> 1 en <1> 2 en door de getallen 
hi xi - xi_ 1, i = 1, ••• ,N. 
3.7. Tweede orde variatieproblemen 
Gegeven het variatieprobleem: minimaliseer 
(3.7.1) 
b 
I(v) = f[ p(x)[v"(x)J 2+q(x)[v' (x)] 2+r(x)[v(x)J 2-2f(x)v(x) ]dx, 
a 
onder de nevenvoorwaarden 
v(a) v' (a) 0, 
(3.7.la) p E H2[a,b], q(x) E H1[a,b], r(x),f(x) E HO[a,b], 
p(x) ~Po > 0, q(x),r(x) ~ O. 
Volgens de theorie van hoofdstuk 2 heeft (3.7.1) een oplossing in de sepa-
rabele energieruimte 
~ = {v I v E H2[a,b]; v(a) v' (a) O}. 
In deze ruimte definieren we het energieinprodukt 
b 
(3.7.2a) (u,v)M = f[p(x)u"(x)v"(x)+q(x)u' (x)v' (x)+r(x)u(x)v(x) ]dx 
a 
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en de energienonn 
(3.7.2b) 
We willen nu voor de oplossing u van (3.7.J) een approximatie uh in 
een eindigdimensionale deelruimte Vh van ~ berekenen. We definieren Vh als 
volgt: 
v'(a)=O}, 
waarbij rr een verdeling van [a,b] is met maaswijdte h. Het is gemakkelijk na 
te gaan dat Vh met definitie (3.7.2) van inprodukt en nonn een eindigdimen-
sionale deelruimte van ~ is. 
We kunnen nu voor probleem (3.7.1) op twee manieren een approximatie 
berekenen: 
(i) minimaliseer 
(3.7.3) 
(ii) minimaliseer 
(3.7.4) 
onder de voorwaarden 
(3.7.4a) 
De laatste aanpak is equivalent aan de eerste, aangezien Vh een deel-
ruimte van lH3(rr) is. Evenwel kan (ii) ook toegepast worden in het geval 
van inhomogene randvoorwaarden, zodat (ii) programmeertechnisch te verkie-
zen is. 
Voor het gemak worden alle basisfunkties van JH3 nu aangegeven met de 
letter$. Met $2i(x) geven we de oorspronkelijke funkties $i(x) uit 3.6 aan, 
met $2i+l(x) geven we de funkties wi(x) uit 3.6 aan. Voor $i(x) gelden dan 
de relaties 
$2. (x.) ]. J $2i+1 (xj) 0 •• ' l.J 
(3.7.5) 
$z.(x.) $2i+l(xj) 0 0 ,,; i,j ,,; N. ]. J 
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Dit betekent dat op bet interval [xi-l'xi] de funkties $zi-Z' $zi-I' $2i en 
$zi+I als volgt zijn gedefinieerd (zie ook 3.6.4): 
(3.7.6) 
$2i-2(x) = ~l(t) 
$2i-l(x) = hi~2(t) 
$2i(x) =I - ~l(t) ~3(t) 
$2i+l(x) = hi~4(t) 
Schrijven we nu 
2N+I 
l a.$. (x), 
i=O i i 
dan gaat (3.7.4) over in: minimaliseer 
onder de nevenvoorwaarden 
De oplossingsvektor (q0 ,q 1, ••• ,q2N+l)T wordt gegeven door 
.}:.1a.=q. = 0, 
1 1 1 
i = 2, ••• , 2N+ I , 
q = q = o. 0 I 
Uitwerking hiervan geef t bet lineaire stelsel 
2N+I 
l ($i'$J.)M qJ. j=O i = 2, ••• , 2N+ I , 
(3. 7. 7a) i = o, I. 
De matrix van bet stelsel (3.7.7a) is asymmetrisch. We maken hem symmetrisch 
door (3.7.7a) om te zetten in 
2N+I I l ($.,$.)Mu.= (f,$.) j=2 1 J J 1 l ($.,$.)Mu.' j=O i J J i = 2, .•• ,2N+I. 
(3.7.7b) 
o. 
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Formule (3.7.7b) doet nogal overbodig aan. Immers u0 = u1 = 0, zodat 
er in feite niets wordt opgeteld bij het rechterlid van (3.7.7a). Hebben we 
evenwel te doen met inhomogene randvoorwaarden, dan blijkt (3.7.7b) een 
vrij 
(i) 
zinvolle formule. We gaan dan als volgt te werk: 
eerstwordendematrixA* =((cp.,cp.)M) en de vektor F* 
l. J 
mentsgewijs geevalueerd; 
(ii) vervolgens worden de inhomogene randvoorwaarden q0 = a, q 1 = 8 
geimplementeerd door de matrix A= (a .. ) en de vektor F = (F 1.) l.J 
als volgt te definieren (zie ook 2.8): 
(3.7.8) 
a .. 
l.J 
F. 
l. 
o .. 
l.J 
i 0, I , j = 0 , ••• , 2N+ I , 
(cp.,cp.)M' i 2, ••• ,2N+I, j=0,. •• ,2N+I, 
l. J 
(f,cjli) - (cpi,cpO)qO - (cjli,cpi)ql, i > I, 
i = O, I. 
De oplossing van (3.7.7b) is nu identiek met de oplossing van 
Aq F, 
waarbij A en F door (3.7.8) worden gegeven. 
De hierboven beschreven methode is vooral goed hanteerbaar in het 
geval van meerdimensionale minimaliseringsproblemen, als er sprake is van 
verschillende randvoorwaarden. 
Berekening van A 
We bouwen A elementsgewijs op. Voor A(k) geldt de formule 
a~~) = f [p(x)cp~cp~+q(x)cp!cp!+r(x)cp.cp.]dx, 
l.J l. J l. J l. J 
e 
k 
vervolgens passen we de transformatie x = 11zt+xK-I toe en we gebruiken weer 
lokale indices. Met behulp van formule (3.6.4) krijgen we 
al I hka12 al3 \a14 
\a12 
2 
\a23 
2 
A(k) 1\:a22 l\:a24 
al3 \a13 a33 \a34 
\a14 
2 
1\:az4 \a34 
2 
l\:a44 
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waarbij, 
a .. 
l.J 
(3.7.9) 
I 
= ~ f p(hk t+~-1) 
\o 
I 
r 
+ ~ ~ q(1\t+~-I) 
I 
d<l'?. d<l'?. 
l. J (ft dt dt 
+ h f r(h t+~ 1) <l'?.(t)<l'?.(t)dt k k K- l. J 
0 
~ i, j ~ 4. 
De matrices (b .. ), (s .. ) en (m .. ) heten respektievelijk elementbuigings-
l.J l.J l.J 
matrix, elementstijfheidsmatrix en elementmassamatrix. Voor de elementbe-
lastingsvektor F(k) kunnen we de formule 
FI 
F(k) 
hk 
l\/2 
F3 
hkF4 
afleiden, waarbij 
I 
(3.7.10) F. f f(h t+~ ))<l'?.(t)dt, i 1,2,3,4. l. k - l. 
0 
We merken op dat de elementbuigingsma trix B (k) dubbel singulier is (O is 
dubbele eigenwaarde). Er geldt namelijk 
waaruit na toepassing van (3.7.9) volgt dat 
i = I, ... ,4. 
Verder is de elementstijfheidsmatrix s<k) enkelvoudig singulier. 
Tot slot van deze sektie geven we de formules voor B(k), S(k) en 
M(k) in het geval p(x) = p0 , q(x) = qo, r(x) : r 0 (zie oak STRANG & FIX 
[1973]). We veronderstellen ~ = h, k = I, ... ,N. 
12 6h -12 6h l B(k) Po 6h 4h2 -6h 2h2 = h3 -12 -6h 12 -6h 6h 2h2 -6h 4h2 
36 3h -36 3h l s<k) qo l 3h 4h2 -3h -h2 (3.7.11) = 30h - 6 -3h 36 -3h 3h -h2 -3h 4h2 
156 22h 54 -13h 
M(k) hr0 22h 4h
2 13h -3h2 
= 420 54 13h 156 -22h 
-13h -3h2 -22h 4h2 
3.8,Voorbeeld 
We willen het volgende probleem oplossen: minimaliseer 
I 
I(v) = [v"(x)] +2[v'(x)] +[v(x)J -2v(x) dx, f 2 2 2 
(3.8.1) 0 
v(O) v(I) v'(O) v'(I) O. 
Het daaruit voortkomende randwaardeprobleem 
uiv - 2u" + u = I, 0 < x < I, 
u(O) = u(I) = u'(O) u'(l)=O 
heeft de analytische oplossing 
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u(x) 
2 (2e-I )(e -2e-I) 
4 2 
e -6e +I 
(3.8.2) 
2 (e-l)(e -2e-I) 
4 2 
e -6e +I 
c3 - I - c 1 
Zij 
n : 0 = x 0 < x 1 < ••• < ~ = I 
een uniforme partitie van [0,1], i.e. x. =hi, i = O, ••• ,N, h = l/N. We l. 
benaderen de oplossing van (3.8.1) door bet volgende probleem op te lossen: 
Minimaliseer 
(3.8.3) 
v (0) = v'(O) = v (I)= v'(I) h h h h • 
De oplossing uh van (3.8.3) wordt gegeven door 
2N+I 
I j=O ~(x) q. <P. (x)' J J 
waarbij (q 0,q 1, ••• ,q 2N,qZN+I) bepaald wordt door bet lineaire stelsel 
(3.8.4) 
2N+I I a .. q. =F., j=O l.J J i. 
(a .. ) en (F.) worden gegeven door l.J l. 
a .. 
l.J 
F. 
l. 
0 .• ' l.J 
I 
J [<P~<P~+2<j>!ip!+<j>.<j>.]dx, l. J l. J l. J 
0 
i O, ••• ,2N+I. 
i = O,l,2N,2N+I, j = 0, ... ,2N+I 
i 2, ... ,2N"-l , j = 0, ... , 2N+ I • 
i 0, I , 2N, 2N+ 1 , 
i 2, ••. ,2N-I. 
We bouwen (a .. ) en (F.) elementsgewijs op met behulp van de formules 
l.J l. 
(3.7.8) - (3.7.12). We vinden dan voor de belastingsvektor Fen de boven-
dr>iehoek van de symmetrische matrix A de volgende waarden: 
a2i,2i+I 
a2i,2i+2 
a2i-l,2i-I 
a2i-l,2i+I 
a. 
l.' j 
F. 
l. 
24 24 + ~ 
3 + 5h 35 ' h 
0 
I 2 I 2 9 
- 3 - sh + W· 
h 
0 
0 
0 
' 
0 
h 
i O,N, 
i I, ... ,N-1; 
i O,N-1 ,N, 
i l, ... ,N-2. 
i O,N-1 ,N, 
i l, ... ,N-2; 
i I ,N, 
i 2, •.. ,N-1; 
i I , N- I , 
i 2, ••• ,N-2; 
alle overige waarden van i 
i 0, I , 3, 5, ••• , 2N- I , 2N, 
i 2,4,6, ••• ,2N-2. 
en j; 
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Enige resultaten: 
N mfxlu(xi)-uh(xi)I max lu' (x. )-uh (x.) I i l. l. 
10 9.4710-10 3.0710 -9 
20 6.1510-11 1.9110-10 
40 3.4010-12 1.0710-11 
Merk op dat de maximale fout in de funktiewaarde en de afgeleide met 
ea. 16 afneemt, als N wordt verdubbeld (en h gehalveerd). Blijkbaar is de 
orde van nauwkeurigheid in de roosterpunten gelijk aan 4. Deze Zokale 
fouten zijn nauwkeuriger dan de globale fout die voor de funktiewaarde van 
de orde 4 is en voor de afgeleide van de orde 3. Samengevat: 
llu-uhll£ s Cllull 4 h4-£ £ O, I; 
(3.8.5) 
d£ 4 0, I; i I, ••• ,N-1. I dx£ (u-uh) (xi) I $ cllull 4 h , £ 
Dit wordt bewezen in BAKKER [1976], Zie voor meer "superkonvergentie" het 
volgende hoofdstuk. 
3.9. Tweedimensionale vatiatieproblemen 
Bij het oplossen van tweedimensionale randwaardeproblemen of daarmee 
ekwivalente variatieproblemen door middel van de eindige elementerunethode 
doen zich een aantal problemen voor die in het eendimensionale geval 
onbekend zijn. 
(i) Een gebied n kan op verschillende manieren in kleine deelgebieden of 
elementen worden verdeeld, bijv. in driehoeken, vierhoeken of elemen-
ten met kroDlllle randen. 
(ii) Wanneer n een krolillile rand heeft, is een partitie van n in driehoeken 
niet mogelijk. We kunnen in dat geval gebruik maken van de zgn. iso-
parametrische elementen. Behalve in § 3.13, waar we de isoparametrische 
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behandelen, veronderstellen we Q steeds polygonaal, zodat Q in drie-
hoekjes verdeeld kan worden. 
(iii) Een partitie van Q moet aan zekere voorwaarden voldoen. Zo mogen twee 
driehoekjes of een zijde of een hoekpunt of niets gemeen hebben. Ver-
der moet in ieder driehoekje de verhouding tussen de grootste zijde 
en de straal van de grootste ingeschreven cirkel aan zekere regu-
lariteitseisen voldoen. We komen daar in §3.10 op terug. 
(iv) Voor de opbouw van een eindige elementenruimte Vh gebruiken we 
stuksgewijze polynomen als basisfunkties. De basis van Vh kan even-
wel ook onvolledig zijn: hoewel de basisfunkties polynomen van de 
graad t zijn, behoort niet elk polynoom van de graad S t tot Vh. 
Voorbeeld Zij Vh opgespannen door stuksgewijze polynomen van de vorm 
Dan zijn de basisfunkties polynomen van de graad 2k, maar de ruimte Vh 
bevat niet alle polynomen van de graad t (k+l s t s 2k). Deze zgn. bikom-
plete ruimten worden gebruikt bij partities in vierhoeken. We zullen ons 
in dit hoofdstuk beperken tot eerste orde zelfgeadjungeerde, positief de-
finiete variatieproblemen, d.w.z. problemen van de vorm: 
Minimaliseer 
I(v) = ff 
Q 
2 [(Vv•FVv) + q(x,y)v - 2f(x,y)v]dxdy, 
onder de randvoorwaarden 
v o op an, 
waarbij P = P(x,y) een 2 x 2 symmetrische, positief definiete matrix is en 
q 2 0. We zullen aandacht besteden aan stuksgewijs Lagrange- en Hermite-
interpolaties, aan de assemblage van de globale stijfheidsmatrix, massa-
matrix en belastingsvektor en aan de isoparametrische elementen. Tot slot 
leiden we beknopt een schatting of van de globale fout. 
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3.10. Lagrange-interpolatie in twee dimensies 
Laat Q c 1R2 een begrensd polygonaal gebied zijn. We verdelen Q in M 
driehoekjes e£ en geven deze verdeling aan met 
(3.10.1) 
We definieren voor £ I , ••• ,M 
(3.10.2) straal van de grootste in e£ geschreven cirkel; 
max h£, de maaswijdte van TI. 
Deze partitie TI moet aan zekere eisen van regulariteit voldoen. 
Definitie 3.10.1 Een familie van partities TI met maaswijdte h van Q heet 
regulier, als er een konstante C > 0 onafhankelijk van M en h is met 
(3. 10.3) 
Volgens ZLAMAL [1970] is deze definitie ekwivalent met de eigenschap 
dat er een konstante ~O bestaat, 0 < ~O s i• ~O onafhankelijk van M en h, 
met de eigenschap 
I , ••• ,M, 
Definitie 3.10.2 M Zij TI = {e£}£=I een reguliere partitie van rl. Dan wordt 
lPk(TI) gedefinieerd als de ruimte van funkties die 
(i) kontinu zijn op ~; 
(ii) op ieder driehoekje e£ (i 
graad s k zijn. 
l, ... ,M) een polynoom in x en y van de 
Het is duidelijk dat lPk(TI) een eindigdimensionale deelruimte is van 
{v J v, 2 v 'v E L (rl)}. 
x y 
We geven de basisfunkties van lPk(TI) voor k 1,2,3. 
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k = I 
Een element van IP(n) is een stuksgewijs lineaire funktie in x en y en is 
geheel bepaald door de waarden die het in de hoekpunten van de driehoekjes 
aanneemt. Deze N hoekpunten kiezen we als steunpunten voor een basis van 
IP 1(n). De steunpunten geven we aan met 
z. 
l. 
T (x., y.) • 
l. l. 
i 1, ••• ,N. 
De basisfunkties $i(x,y) kiezen we nu lineair op elke ei en wel zo, dat 
(3.10.4) $. (z.) = o .. , 
l. J l.J 
s i, j s N. 
Kennelijk is $i(x,y) alleen t 0 op die driehoeken ei (i = l, ••• ,M) waartoe 
zi behoort. Hieruit volgt dat op iedere driehoek ei met hoekpunten z 1, z2 
en z3 (we gebruiken lokale nummering) slechts d:r>ie basisfunkties t 0 zijn. 
Het is natuurlijk mogelijk om $1, $2 en $3 rechtstreeks in x en y uit te 
drukken. Het is evenwel handiger met barycentrische of zwaartepuntsko8rdi-
naten te werken. Hiertoe nemen we drie parameters r, sent met r+s+t =I. 
Door middel van de transformatie 
(n ( xl Xz ;,:) (:) (3.10.5) Y1 Yz I I 
wordt het gebied 
0 :5 r,s, t :5 I; 
T: 
r + s + t, 
een-eenduidig in het driehoekje ei overgevoerd. We merken op dat de punten 
T T T 
w1 = (1,0,0) , w2 = (0,1,0) en w3 = (O,O,I) overeenkomen met de hoekpun-
ten van ei en dat de vergelijkingen r = 0, s = 0 of t = 0 de driehoekszijden 
weergeven (zie figuur 3.7). 
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s=O r=O 
Figuur 3.7 
Voor de meetkundige betekenis van zwaartepuntskoordinaten zie BELL [1969]. 
We moeten nu drie funkties vinden, lineair in r, s en t en aan te ge-
ven met <l>.(r,s,t) die voldoen aan 
]. 
<I>. (w.) = c5 •• ' ~ i, j ~ 3. ]. J l.J 
Deze funkties zijn: 
<1> 1 (r,s, t) r; 
(3.10.6) <1> 2(r,s, t) s• 
' 
<1> 3(r,s,t) t. 
Omdat een lineaire transformatie polynomen in polynomen vervoert, geldt: 
cp 1 (x,y) r; 
(3.I0.6a) cp 2(x,y) s; 
k = 2 
Een volledig polynoom van de tweede graad in twee variabelen heeft zes 
vrijheidsgraden, zodat op ieder driehoekige e~ een element uit Il' 2 (~) 
volledig bepaald is door de waarden die het in zes punten van e~ aanneemt. 
We kiezen daarvoor de hoekpunten en de middens van de driehoekszijden. 
Figuur 3.8 
De lezer ga zelf na dat de kontinuiteit van een element uit IP 2 (rr)op de 
hoekpunten en de middens der driehoekszijden kontinuiteit op het gehele 
gebied impliceert. 
Een element in IP 2 (rr) is nu volledig bepaald door de waarden die het 
in de hoekpunten en op de middens der zijden aanneemt. We kiezen dus de 
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N steunpunten zi van de basisfunkties in de hoekpunten en op de middens der 
zijden. De basisfunkties ~.(x,y) (i = l, •.. ,N) warden gedefinieerd als 
1. 
funkties die tweedegraadspolynomen op ieder driehoekje e£ zijn en die vol-
doen aan de betrekkingen 
~.(z.) = o .. , 
1. J l.J 
i,j I, ••• ,N. 
We bekijken nu een driehoekje e£ met hoekpunten z 1, z2 en z3 en 
middens z 4, z5 en z6• Op dit driehoekje zijn alleen de basisfunkties 
~I' ~Z' ~ 3 • ~4 , ~ 5 en ~ 6 t 0. Orn deze basisfunkties te bepalen maken we 
gebruik van zwaartepuntskoordinaten r, s en t. Geven we de hoekpunten en 
middens der zijden in het driehoekje 
0 s; r,s,t s; I; 
T: 
r + s + t, 
( T ( T ( )T _ (O 1 1 )T aan met w1 = 1,0,0) , w2 = 0,1,0) , w3 = O,O,I , w4 - ,;, 2 , 
_(I l)T (I t )T w5 - ;,0,2 en w6 = 2, 2,0 , dan moeten we tweedegraadpolynomen ~i in 
r, s en t vinden, die voldoen aan: 
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4>. (w.) = 6 .. , 
1. J 1.J 
::; i, j ::; 6. 
Deze polynomen zijn (zie MITCHELL [1973]): 
4> 1(r,s,t) r(2r-I) 
4> 2(r,s,t) s(2s-I) 
4> 3 (r,s,t) t(2t-I) 
(3.10.7) 
4> 4 (r,s, t) 4st 
q,5 (r,s,t) 4rt 
4> 6 (r,s,t) 4st 
waarmee lokaal op ei de basis van lP 2(11) is bepaald. 
k = 3 
We kiezen de steunpunten in de hoekpunten van de driehoekjes en verder twee 
op elke driehoekszijde, bij voorkeur zodanig, dat iedere driehoekszijde 
in drie gelijke stukken wordt verdeeld. In ieder driehoekje moet nog een 
inwendig steunpunt worden gekozen. We kunnen daarvoor het zwaartepunt 
kiezen. 
(0,0,1) 
Figuur 3.9 
We kunnen de basisfunkties het beste in de zwaartepuntskoordinaten r, s 
en t uitdrukken. We moeten dan derdegraadspolynomen w.(r,s,t) vinden met 
l. 
w.(z.) = cS •• , 
l. J l.J 
~ i, j ~ 10. 
Deze polynomen zijn (zie MITCHELL [1973]): 
wl(r,s,t) ~r (3r-I) (3r-2) 
w2(r,s,t) !s(3r-1)(3s-2) 
w3(r,s,t) ~t(3t-l) (3t-2) 
w4(r,s,t) 9 2st(3s-l) 
ws(r,s,t) 9 -st(3t-I) 
(3.10.9) 2 9 
w6(r,s,t) -rt(3t-I) 2 
w7(r,s,t) 9 -rt(3r-l) 2 
w8(r,s,t) 9 2rs(3r-l) 
w9(r,s,t) 9 2rs(3s-I) 
w10 6:",s, t) 27rst 
waarmee ~i(x,y) lokaal bepaald is. Voor een verdere beschrijving zie 
MITCHELL [ 197 3]. 
3.11. Hermite-interpolatie in twee dimensies 
We bespreken in deze sektie een deelruimte van H1(D) die iets spe~i­
aler is dan de IPk(11) uit de vorige sektie. 
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Laat 11 = {e 1, ••• ,~} een reguliere partitie van Din driehoekjes zijn 
met maaswijdte h. 
Definitie 3.11.1 Onder ll\(11) verstaan we de ruimte van funkties f die 
(i) tot IP k ( 11) behoren; 
(ii) in alle hoekpunten z. van de driehoekjes kontinue partiele afgeleiden 
l. 
f en f hebben. 
x y 
We gaan nu na hoe groot k moet zijn. Daartoe beschouwen we een driehoekje 
e£. We geven de hoekpunten aan met z 1, z2 en z3 . 
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f' f ,f 
x y 
Figuur 3.10 
f 'f 'f x y 
f,f ,f 
x y 
Ieder hoekpunt levert drie kondities op (kontinuiteit van f, f en f ), x y 
zodat per driehoek aan negen kondities moet worden voldaan. Hieruit volgt 
dat k ~ 3. 
We behandelen hier uitsluitend k = 3. Aangezien een derdegraadspolynoom in 
twee variabelen tien vrijheidsgraden heeft, moeten we op het driehoekje e2 
nog een inwendig steunpunt kiezen en nemen daarvoor het zwaartepunt zc. De 
steunpunten van de basisfunkties van IB3 (71) zijn nu de hoekpunten (drie-
voudig) en de zwaartepunten (enkelvoudig). Een element uit IB3 (71) is nu 
volledig bepaald door (i) de funktiewaarden en partiele afgeleiden in de 
hoekpunten en (ii) de funktiewaarden in de zwaartepunten. Orn de basis-
funkties van IB3 ( 71) te definieren voeren we het begrip knooppunt in. 
Definitie 3.11.2. Onder een knooppunt verstaan we het koppel (Da,z.), 
a a a a l. 
waarbij Da = ( 8x) 1(-ay) 2 een differentiaaloperator van de orde 
la! = a 1 +a2 is en zi een steunpunt. Dakan de identiteit, a/ax, a/ay etc. 
zijn. 
In ieder hoekpunt zi van de partitie 71 zijn dus drie knooppunten ge-
definieerd: (I,zi), (a/ax,zi) en (a/ay,zi); in ieder zwaartepunt zc is 
slechts het knooppunt (I,zc) gedefinieerd. 
We gaan nu de steunpunten opnieuw nummeren, waarbij de multipliciteit 
wordt meegerekend; de steunpunten op een driehoekje worden nu (lokaal) 
genummerd: z 1, •.• ,z 10 • 
Figuur 3. 11 
We gaan vervolgens de knooppunten nununeren: (D 1,z 1),D2,z2), ••• ,(DN,zN), 
waarbij Di een operator is die de identiteit a/ax of a/ay kan zijn. In 
figuur 3.11 wordt dus als volgt (lokaal) genununerd: (D 1,z 1),(D 2,z 2), ••• , 
(D 10,z 10) met D1 =D4 =D7 =D 10 =I, D2 =D5 =D8 =a/ax, D3 =D6 =D9 =a/ay. 
IOI 
Na deze definitie van knooppunten kunnen we de basisfunkties ~i(x,y) 
definieren door de relaties 
D.~.(z.) = .S •• , 
J l. J l.J 
5 i, j 5 N. 
We gaan nu per driehoek een formule voor ~i geven. 
Op ieder driehoekje ei zijn slechts tien basisfunkties t O. We geven 
deze basisfunkties weer m.b.v. zwaartepuntskoordinaten r, s en t. Als 
(x1,y1), (x2,y2) en (x3,y3) de hoekpunten van ei zijn, dan definieren we 
y .. 
l.J 
i,j 1,2,3. 
De formules van de basisfunkties zijn nu (zie FELIPPA [1970] en 
MITCHELL [1973]): 
<1> 1 (r,s, t) 2 r (3-2r) - 7rst 
<1> 2(r,s,t) 
2 
r (x 21 s-x 13t) + (x 13-x21 )rst; 
(3.11.1) 2 
<I> 3(r,s,t) r (y21 8 -yl3t) + <Y13-Y21)rst; 
<I> 4 (r,s,t) 
2 
s (3-2s) - 7rst 
102 
<1> 5(r,s,t) 2 s (x32 t-x21 r) + (x21 -x32)rst; 
<1> 6 (r,s,t) 2 5 (y32t-y21r) + (y21-y32)rst; 
<P 7(r,s,t) 2 t (3-2t) - 7rst 
<1>8(r,s,t) 2 t (x 13r-x32s) + (x32-x 13)rst; 
<1> 9(r,s,t) 2 t (yl3r-y32s) + (Y32-Y13)rst; 
<1> 10(r,s, t) 27rst. 
3.12. Een variatieprobleem 
Gegeven het probleem: Minimaliseer 
(3.12.1) 
v = 0 op a11, 
I - 0 -waarbij p1,p2 EC (11), f,q EC (11), p1,p2 2 pmin > 0, q 2 O. De oplossing 
u van (3.12.1) ligt in 
In H1 zijn energieinprodukt en energienorm gedefinieerd door 
(3. 12. I) 
(u,v)1 ff [p 1uxvx + p2uyvy + quv]dxdy; 
11 
llull 1 /(u,u\. 
Zij TI= {e1, ••. ,eM} een reguliere partitie van 11. We definieren 1Pk(l1)als 
in §3.10 met N steunpunten zi en basisfunkties ~i(x,y). We benaderen nu 
(3.12.1) door het probleem: 
Minimaliseer 
(3.12.3) 
vh = 0, (x,y) E an. 
Aangezien an stuksgewijs recht is, is het voldoende de randvoorwaarde te 
vervangen door 
o, z. € an. 
]_ 
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We· stellen nu N = NI+ NB, waarbij NB bet aantal steunpunten is dat tot an 
behoort en NI het aantal imllendige steunpunten. We nummeren de inwendige 
steunpunten met z 1, ••• ,zNI en de randsteunpunten met zNI+k•••••zN. 
we voor een element vh € lPk(n) 
N 
l 
i=I 
q.<ti. (x,y)' ]_ ]_ 
dan gaat (3.12.3) over in: 
Minimaliseer 
NI+ I , •.. , N. 
De oplossing hiervan wordt gegeven door het stelsel 
(3.12.4) 
3F 
aq. = o, 
]_ 
q. 
]_ 
0, 
i 
De oplossing uh van (3.12.3) wordt nu gerepresenteerd door 
uh(x,y) 
NI 
l ai<Pi(x,y), 
i=I 
waarbij (a 1, ••• ,aN ) de oplossing is van het stelsel 
I 
Schrijven 
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(3.12.5) 
NI 
l (~ .. ~.)L aJ. =ff f ~i dxdy, j= I 1. J 
Q 
i 
We moeten dus de matrix ((~i'~j)L) berekenen met 
(~ .• ~.\ = s .. + m .. ; 1. J l.J 1.J 
a~. a~. a~. a~. 
JI (3.12.6) [pi __ l. _J + 1. J s .. p2 Ty --ayJdxdy; l.J dX ax 
Q 
m .. ff q ~. ~. dxdy, ~ i' j ~ NI. 1.J 1. J 
Ook moeten we de vektor b berekenen met 
bi= ff f ~i dxdy, 
Q 
i = I, ... ,NI. 
We berekenen A= ((~.;~.)L) en b als volgt: 1. J 
(i) We berekenen de N x N matrix 
M 
A(O M (S (.R-) + M(.R-)) A* l l 
.R,=) .R,=) 
a~. a~. a~. a~. s (.R,) <ff cpl _l._J + ax ax 1. J p2 Ty --ayJdxdy); 
e.R, 
<ff q ~. ~. dxdy). 1. J 
(ii) We berekenen de vektor 
b(.R,) <ff f ~i dxdy). 
e.R, 
I, ... ,NI. 
(iii) Vervolgens konstrueren we A uit A* en b uit b* door de komponenten 
met index groter dan NI te schrappen: 
105 
~-+ ~-+ I B 
A* AI ABI -T AI - A 
T 
ABI AB 
r 
bI NI 
b* l bI - b • 
r 
bB NB 
l 
In het geval van inhomogene koordinaten treedt een kleine modifikatie op: 
A* A 
-+ I A· 
' 
-+ b. 
8(£)' M(£) en b(£) moeten veelal met behulp van numerieke kwadratuur 
warden geevalueerd. Een voorbeeld daarvan is de Newton-Cotes-kwadratuur. 
Zij 
(£) f J' w. ~.(x,y)dxdy, 
l. l. 
e£ 
dan kunnen we voor 8(£)' M(£) en b(£) de volgende benaderingen gebruiken: 
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aq,. aq,. aq,. aq,. (,Q,) l w(Q,) [pi __ i __ J + l. J s .. P2 ay ay-J(xm,ym); 
l.J m ax ax m 
(3.12.7) (Q,) l w(Q,) [q <j>. <j>.](x ,y ) ( Q,) q(x. ,y. )c .. ; m .. w. 
l.J m i J m m l. l. l. l.J 
m 
( Q,) 
w. f(x.,y.). 
l. l. l. 
De gewichten w~Q,) worden gegeven door de formule 
l. 
(3.12.8) ( Q,) w. 
l. 2µ(eQ,) ff f ~i(r,s,t) dr ds dt, 
T 
waarbij ~i(r,s,t) de barycentrische representatie van <j>i(s,y) is en 
µ(eQ,) de oppervlakte van eQ,. Formule (3.12.8) kan verder uitgewerkt worden 
met behulp van de f ormule 
(3.12.9) m!n!p! (m+n+p+r)! 
T 
Zie verder STRANG & FIX [1973] voor een analyse van het effekt van de kwa-
dratuurfout en BELL [1969] voor de berekening van (3.12.9). 
3.13. Isoparametrische elementen 
In de vorige sekties was Q steeds een polygonaal gebied, zodat Q 
precies in driehoeken kon worden opgesplitst. Indien Q een kromme rand 
heeft, kunnen we gebruik maken van driehoeken met kromme randen, de zgn. 
isoparametrische elementen. 
Om dit begrip te kunnen definieren voeren we eerst het begrip unisol-
vente verzameling in. We veronderstellen in deze paragraaf steeds dat 
Nk = !(k+l)(k+2). 
Definitie 3.13.1 Zij v {z 1, ••• ,zN} eenverzameling van Nk verschillende 
punten in :IR2• Dan heet v een k-unis~lvente verzameling, als er bij iedere 
verzameling {a 1, ••• ,aNk} van Nk reele getallen precies een polynoom 
Pk(x,y) van de graad k in x en y bestaat, met 
i = 1, ... ,Nk. 
Voorbeelden van dergelijke verzamelingen zijn: 
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(i) k =I; de hoekpunten van een driehoek; 
(ii) k = 2; de hoekpunten van een driehoek en de middens der zijden; 
(iii) k = 3; de hoekpunten van een driehoek, twee verschillende punten op 
iedere zijde en een inwendig punt. 
We gaan nu een isoparametrisch element van de tweede graad definieren. 
Definitie 3.13.2 Zij v = {z 1,z2, ••• ,z6} een 2-unisolvente verzameling in 2 . 
lR. Laten de polynomen ~ 1 (r,s,t), ••• ,~ 6 (r,s,t) zijn gedefinieerd door 
(3.10.7). Dan heet de verzameling punten (x,y)T gegeven door 
T 6 (x,y) l z. ~. (r,s, t); 
i=I 1 1 
(3. I 3. I) 0 $ r,s,t $ 
r + s + t 
een isoparametrisch element van de tweede graad (zie figuur 3.12). 
Op analoge manier worden isoparametrische elementen van de eerste en 
derde graad gedefinieerd. 
z3 
zs Z4 
zl 
z2 
6 
Figuur 3.12 
We zien dat iedere k-unisolvente puntenverzameling een isoparametrisch 
element van de ke graad ondubbelzinnig definieert. Het is verder evident 
dat 
van 
met 
is, 
iedere driehoek met 
de eerste graad is, 
zijdemiddens z4' zs 
etc. We noemen deze 
hoekpunten z 1, z2 en z3 een isoparametrisch element 
dat iedere driehoek met hoekpunten z 1, z 2 en z3 en 
en z6 een isoparametrisch element van de 2e graad 
elementen, die we reeds in de vorige paragraaf be-
handelden rechte isoparametrische elementen. 
We geven nu een voorbeeld van een krom isoparametrisch element van de 
tweede graad, We nemen drie punten z 1, z2 en z3 die tezamen een driehoek 
opspannen. Vervolgens kiezen we z4 , z5 en z6 zo, dat 
(i) z4 , z5 en z6 niet aZZe op de driehoekszijden liggen; 
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(ii) llz4-Hz2+z3)11 « llz2-z311 
llz5-!(z1+z3)11 << llz 1-z3 11 
llz6-Hz 1+z2)11 « llz 1-z211 
Figuur 3.13 
Het kan bewezen worden dat in dat geval {z 1, •.• ,z6} een 2-unisolvente ver-
zameling is. Voor meer voorbeelden van kromme isoparametrische elementen, 
zie CIARLET & RAVIART [1972a]. 
Benadering van n d.m.v. isoparametrische elementen 
Zij n een konvex gebied met een (stuksgewijs) kromrne rand in JR.2• 
Indien we probleem (3.12.1) door middel van de eindige elementenmethode 
willen oplossen, kunnen we <lit doen door n door een polygonaal gebied nh 
te benaderen en vervolgens het probleem (3.12.1) te benaderen door: 
Minimaliseer 
(3.13.2) 
Jf [ P 1 <~:) 2 + P2 (~;) 2 + qv2 - 2fv ]dxdy; 
nh 
Vervolgens benaderen we (3.13.2) door: 
Minimaliseer 
(3.13.3) 
0 
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Deze aanpak evenwel werkt alleen goed voor k = I, omdat voor k > I de orde 
van nauwkeurigheid van de benadering van (3.12.1) te sterk wordt beinvloed 
door de onnauwkeurigheid waarmee D wordt benaderd door Dh. We moeten in dat 
geval D benaderen door een gebied Dh dat is opgebouwd uit isoparametrische 
elementen van de graad k. We illustreren dit voor k = 2. 
We voeren de benadering in twee stappen uit: 
(i) We splitsen D op in M "driehoekjes" el',, waarbij elk driehoekje el', 
twee of drie rechte zijden heeft. 
Aangezien el', zelf eveneens konvex is, ziet el', er altijd zo uit: 
of 
We nemen aan dat de partitie regulier is, i.e. dat er een c > O, onaf-
hankelijk van de partitie, bestaat met 
sup (straal ingeschr. cirkels in el',) c Ch . l', 
(ii) We konstrueren nu Dh door iedere el', te benaderen door een isoparame-
trisch element eQ. van de tweede graad en te definieren 
Deze approximatie gaat als volgt: We kiezen in iedere el', de hoekpunten 
en de middens der zijden als een 2-unisolvente verzameling en passen 
formule (3.13.3) toe. 
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Het is evident dat driehoeken met drie rechte zijden invariant blij-
ven, terwijl driehoeken met een bolle rand konvex blijven. Evenwel hoeft Dh 
niet meer konvex te zijn voor k > I. 
Het variatieprobleem 
We keren terug naar (3.12.1) en proberen dit minimaliseringsprobleem 
aan te pakken door de ruimte H1(Dh) op een speciale manier te benaderen. We 
nemen aan dat Dh is opgebouwd uit isoparametrische elementen van de tweede 
graad en dat de partitie regulier is. We definieren de ruimte Vh c H2 (Dh) 
door de basisfunkties op ieder element e£ te definieren. Zij gegeven bet 
element e£. Laten z 1, z2 en z3 de hoekpunten zijn en z3, z4 en z5 de mid-
dens der zijden (lokale nummering). Dan wordt op e£ ~i(x,y) als volgt ge-
definieerd: 
~i(x,y) <l>i (r,s, t), i I , ••• , 6; 
(x,y)T 
6 
i~I zi <l>i(r,s,t) 
(3.13.S) 
r + s + t 
O:-;r,s,t:-; 
waarbij <l>i(r,s,t) is gegeven door (3.10.7). Kennelijk voldoen de basis-
funkties eveneens aan de betrekking 
~.(z.) o ... l. J l.J 
Door bovenstaande elementsgewijze definitie van de basisfunkties is de 
ruimte Vh precies vastgelegd. Aangezien de basisfunkties kontinu zijn op 
de randen van de "driehoeken" (de gemeenschappelijke randen van de drie-
hoeken zijn altijd recht, waardoor de basisfunkties cih op die randen als 
I tweedegraadspolynomen gedragen), is Vh een deelruimte van H (Dh). We be-
naderen nu (3.13.4) door: 
Minimaliseer 
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De aanpak van (3.12.1) gaat nu verder als in §3.12. Voor een analyse van 
het effekt van de vervanging van n door nh, zie CIARLET & RAVIART [1972a]. 
3,14. Foutschatting 
We gaan in deze paragraaf een schatting afleiden van de fout die op-
treedt als we een 2me orde zelfgeadjungeerd Dirichlet-randwaardeprobleem 
oplossen door middel van de eindige elementenmethode. 
Zij n c IRn een begrensd konvex gebied met een stuksgewijs rechte 
rand an. 
Zij L: H2m(n) __,. HO(n) een lineaire operator gedefinieerd door 
(3.14.1) Lu l (-l)lalDa(p (x)Dau), 
la Ism a 
waarbij a= (a 1, ••• ,an) een multiindex is met lal = a 1+ •.. +an' lal s men 
waarbij Da een differentiaaloperator van de orde lal is. 
We definieren de ruimte H~(n) als volgt: 
Lis dan zelfgeadjungeerd op H~(n) n H2m(n): 
(Lu,v) f Luv dx 1 ••• dxn = 
n 
l ( p (x) DauDav dx •.• dx = (Lv,u), 
I a I Sm J a 1 n 
n 
We definieren nu de bilineaire symmetrische operator B: H~(n) x H~(n) __,. IR 
als volgt: 
(3.14.2) B(u,v) (Lu,v) l J' p (x)Da Davdn. 
la Ism n a u 
We veronderstellen dat B sterk koercief is: 
(3.14.3) 
IB(u,v) I s Cllull llvll , 
m m 
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We weten dat in dat geval het randwaardeprobleem 
Lu f, 
(3.14.4) 
precies een oplossing u heeft. Deze u heeft de eigenschap dat hij de funk-
tionaal 
(3.14.S) I(v) B(v,v) - 2(f ,v) 
m 
minimaliseert over H0 (Q) en aan de zwakke Galerkin-vorm 
(3.14.6) B(u,v) (f,v), 
voldoet. We zoeken nu een approximatie van u door I(v) over een geschikte 
m deelruimte van H0 (Q) te minimaliseren. 
M Zij TI= {et}t=I een reguliere partitie van Qin simplexen. Bij een 
vast natuurlijk getal k ~ 2m-1 definieren we Vh als de ruimte van funkties 
die 
(i) m tot H0 (Q) behoren; 
(ii) op ieder simplex et een polynoom van de graad kleiner dan k +I zijn. 
Volgens CIARLET & RAVIART [1972b] bestaat er dan een konstante C onafhanke-
lijk van h = ~x (diameter(et)) zodat voor iedere v E Hq(Q) n H~(Q) de vol-
gende ongelijkheid geldt: 
(3.14. 7) llv-v II h s 
d-s ~ Ch llvlld' s = 0, ... ,m; 
d min(k+l,q), q ~ m. 
We benaderen nu de oplossing van (3.14.4) c.q. (3.14.6) door l(v) over 
Vh te minimaliseren. De unieke funktie uh E Vh die I(v) minimaliseert over 
Vh voldoet aan de volgende eigenschappen (zie STR1\tTG & FIX [ 1973]): 
(3.14.8) 
B(uh,vh) = (f,vh)' 
B(u-uh,vh) 0 
B(u-uh,u-uh) ~ B(u-vh,u-vh)' 
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Om nu een schatting te maken van de fout llu-uhlls (s = O, ••• ,ID), introduce-
ren we het volgende huZpprobZeem (Nitsche's truuk): 
Zij w E HZID-s(Q) n H~(n) de oplossing van de zwakke Galerkin-vorm 
(3.14.9) B(w,v) (g,v), 
waarbij g E H-5 (n) een begrensde lineaire funktionaal op H5 (n) is (s=O, ••• ,ID). 
NeIDen we v =eh= u-uh' dan krijgen we na toepassing van (3.14.8) wegens de 
symmetrie van B 
Wegens (3.14.3) krijgen we dan 
We IDOeten dus bovengrenzen afleiden van llehllID en infllw-vhll . 
Vh ID 
Uit (3.14.7) volgt dat 
d IDin(k+l,2ID-s). 
Aangezien k+l ~ 2ID, volgt daaruit dat d 2ID-s, waaruit volgt dat 
I ID-s (3. 14 .12) infllw-vhl ID ~ Ch llwll 2ID-s. 
Voor llehllID geldt wegens (3.14.3) en (3.14.8), aangezien uEHk+l(n) n H~(n), 
waaruit volgt wegens (3.14.8) dat 
(3.14.13) 
d IDin (k+ 1 , k+ I ) k +I. 
~ C' llu-v 11 2 h ID' 
----------
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Uit (3.14.12) en (3.14.13) volgt dat 
(3.14.14) I (g,eh) I s Chk+l-sllullk+l llwll 2m-s' 
Wegens de stabiliteit van L geldt dat 
(3.14.15) llwll 2 s cllgll , m-s -s 
waaruit volgt dat 
Wegens de formule 
geldt 
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4. GEWOGEN RESIDUEN METHODEN 
4.1. Inleiding 
In hoofdstuk 2 behandelden we randwaardeproblemen waarvan de oplossing 
beschouwd kan worden als het minimaliserend element van een convexe functi-
onaal. Dit impliceert dat we ons beperkten tot symmetrische, positief defi-
niete operatoren. In dit hoofdstuk zullen we zien dat de in hoofdstuk 2 
behandelde Ritz-methode een bijzonder geval is van een uitgebreidere klasse 
van methoden: de gewogen residuen methoden. Tot deze klasse zullen nog een 
aantal bekende discretiseringsmethoden blijken te behoren zoals de collo-
catie- en de Galerkin-methode. 
Voor een gewogen residuen methode wordt uitgegaan van de differentiaal-
vergelijking 
(4.1.1) Lu f 
in een gegeneraliseerde vorm. Dit kan op verschillende manieren gebeuren en 
hiervoor zijn verschillende varianten mogelijk. Deze hebben echter alle 
gemeen dat de vergelijking vermenigvuldigd wordt met een "functie" v en ge-
integreerd wordt over het gebied n. Formeel kunnen we dit als volgt beschrij-
ven. Zij D een dichte deelverzameling van een separabele Banachruimte H en 
zij L een operator L: D + H, dan heet u een "gegeneraliseerde" oplossing van 
(4.1.1) als elke lineaire operator i: H + lR het residu Lu-f nul maakt. We 
kunnen dit schrijven als 
(4.1.2a) i(Lu-f) = 0 
of als 
(4. I. 2b) <Lu-f,t> 0 
D 
voor alle i E H , 
voor alle i E HD. 
Hierin is HD een deelverzameling van de duale ruimte van H. 
Voorbeeld 4.1.1 
Zijn de elementen van H begrensde functies, dan kunnen we het "inprodukt 
nemen" met alle delta-functies op Q: 
(4. l.3a) 
of 
(4. I. 3b) 
of 
(4.l.3c) 
<Lu,o > 
XO 
I (Lu(x)-f(x))o(x-x0) drl 
Q 
voor alle x0 E rl, 
O, voor alle x0 E rl, 
voor alle x0 E rl. 
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Een "gegeneraliseerde" oplossing komt in dit geval overeen met de klassieke 
oplossing. 
Voorbeeld 4.1.2 
Als H een Hilbert-ruimte is, kunnen we HD identificeren met H en we kunnen 
schrijven 
(4. J.4a) (Lu-f,v)H 0 voor alle v E H, 
ofwel 
(4. l.4b) I Luv drl = I fv drl voor alle v E H. 
Q Q 
Dit is de zwakke V01'171 van de differentiaalvergelijking. 
De discretisering van een continu probleem 
De discretisering van het probleem Lu 
gebracht: 
f wordt nu als volgt tot stand 
(i) Een eindigdimensionale ruimte Sh c H wordt gekozen, opgespannen door de 
basiselementen {~.}~ 1. De oplossing u ED wordt benaderd door een ele-i i= 
ment uh E Sh. Dit wil zeggen dat de benadering uh wordt beschreven als 
(4.1.5) 
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Sb beet de triaZ space. 
(ii) Een eindigdimensionale ruimte Vb c HD wordt gekozen, opgespannen door 
. N 
de testfuncties {wi}i=I" vb beet de test space. 
(iii) De benadering ~ wordt bepaald door bet discreet analogon van (4.1.3). 
Hierdoor ontstaat een stelsel van N algebraiscbe (of transcendente) 
vergelijkingen met N onbekenden 
N 
(4.1.6) <L( l a.$.),w.> = <f,w.> 
i=I i i J J 
j 1,2, ••• ,N. 
In bet resterende gedeelte van dit boofdstuk zullen we aannemen dat de ope-
rator L lineair is. Hierdoor kan bet stelsel worden gescbreven als 
N 
(4.1.7) l 
i=I 
a. <L$. ,w.> 
1 1 J 
4.2. De collocatie metbode 
<f,w.> 
J 
j 1,2, ••• ,N. 
De collocatie metbode ontstaat door discretisering van de gegenerali-
seerde vergelijking zoals deze werd gegeven in voorbeeld 4.1.1. De functies 
{$i}~=I worden gekozen uit bet definitiegebied D van de operator L. Als 
functies {wj}~=I worden N verscbillende delta-functies oxo• x0 E n, gekozen. 
Het stelsel vergelijkingen luidt dan 
N 
(4.2.1) l a. L$.(x.) = f(x.) 
i=I i i J J 
j 1,2, ... ,N. 
In welke mate de oplossing van bet discrete probleem (4.2.1) de oplossing 
van bet continue probleem (4.1.1) benadert, bangt gebeel af van de keuze 
van{$.} en {x.}. In de eerste plaats is bet direkt duidelijk dat de matrix 
1 J . 
(L$.(x.)) niet singulier mag zijn. 
1 J 
De eindige-elementen-tecbniek kan, in bet geval van een collocatie 
metbode, worden toegepast in die zin dat voor {$.} stuksgewijze polynomen 
1 
gekozen kunnen worden met een zo klein mogelijke drager. Hoewel bet niet 
strikt noodzakelijk is, zal men in bet algemeen bet definitiegebied Q in 
een aantal elementen verdelen en op elk element een gelijke wijze van dis-
cretiseren kiezen. 
De collocatie metbode lijkt niet bijzonder gescbikt voor problemen in 
meer dimensies (n > I) vanwege de strenge continuiteits-eisen die gesteld 
worden aan de functies $i. Voor tweepunts randwaardeproblemen is de metbode 
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interessanter. Enkele belangrijke foutscbattingen worden gegeven door RUSSEL 
& SHAMPINE [1972] en DE BOOR & SWARTZ [1973]. 
Wij zullen bier niet verder ingaan op de collocatie metboden, maar tocb 
is de volgende stelling zeker bet vermelden waard. 
Stelling 4. 2. I 
Zij L een (lineaire) m-de orde differentiaaloperator, zodanig dat Lu = f 
eenduidig oplosbaar is. Laat Sb c Cm-l[a,b] bestaan uit stuksgewijs (k-1)-de 
graads polynomen op een partitie TI van bet definitiegebied [a,b] 
(4.2.2) TI : {a= x0 < x 1 < x2 < ••• < ~ = b}. 
Zij b gedef inieerd door 
(4.2.3) b max lxi-xi_ 1 I. 
i=l, .•. ,N 
(i) Dan zijn k-m steunpunten noodzakelijk op elk interval, en 
(ii) er bestaat de foutscbatting 
j 0, 1, ••• ,m. 
(iii) Alsop [xi-l'xi] de nulpunten van bet (k-m)-de verscboven Legendre-
polynoom gekozen worden als steunpunten voor de collocatie, dan geldt 
voor de steunpunten xi E TI zelf s 
(4.2.5) j O, I, ••• ,m-1. 
Bewijs Zie DE BOOR & SCHWARTZ [1973]. 
4.3. De Galerkin-metbode 
De Galerkin-metbode ontstaat door bet discretiseren van de gegenerali-
seerde vergelijking zoals die gegeven is in voorbeeld 4.1.2. Hier neemt men 
N Sb= Vb c H een eindigdimensionale deelruimte opgespannen door {~i}i=l' De 
discrete vergelijking luidt 
N 
(4.3.1) l a. (L~ .• ~.) 
i=l 1 1 J 
j 1, ••. ,N. 
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We zien, dat de Galerkin-metbode samenvalt met de Ritz-metbode, wanneer L een 
symmetriscbe, positief definiete operator is. De eindige elementen tecbnieken 
zijn weer toepasbaar en leiden ook bier tot bet gebruik van stuksgewijs po-
lynomen $.met een kleine drager. De inproduct-vorm (L$.,$.) maakt bet moge-
i i J 
lijk om, door partieel integreren, de differentiaal operator L over $. en $· 
i J 
te "verdelen". Hierdoor kan men, bij een operator van de orde 2m, basisfunc.;, 
ties $. E H kiezen welke niet behoren tot D = c2m(n). Het is voldoende, als 
i 
de basisfuncties $. beboren tot Hm(Q). 
i 
Op deze wijze kunnen, via de Galerkin-metbode, de tecbnieken van de 
klassieke eindige elementen metbode, in principe ook warden toegepast op 
niet-symmetriscbe en niet-positief-definiete problemen. Convergentie en 
foutscbattingen leveren ecbter meer moeilijkbeden en biervoor zullen aan de 
operator L en aan de discretisering tocb bepaalde voorwaarden moeten warden 
opgelegd. 
4.4. Een verband tussen de Galerkin- en de collocatie metbode 
In tegenstelling tot de collocatie metbode, moet bij de Galerkin-metbode 
een integraal uitgerekend warden voor de berekening van een element van de 
discrete operator (L$.,$.). Deze integraal zal ecbter in de praktijk altijd 
i J 
benaderd warden met behulp van een integratie-regel. Wanneer we de diffe-
rentiaal-operator L niet "verdelen" over$. en$., wordt een matrix-element 
i J 
benaderd door 
M 
(4.4. I) (L$.,$.) ~ l wk L$~(~)$J.(x. ). 
i J k=l ~ k 
Passen we dezelfde integratieregel toe op bet recbterlid, dan luidt de dis-
crete vergelijking 
(4.4.2) 
Wanneer de matrix (wk$j(xk)) vierkant is en niet-singulier, dan is bet 
stelsel (4.4.2) equivalent met 
(4.4.3) k I, ••• ,N. 
Dit is precies de discrete operator_ voor een collocatie-metbode. 
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Opmerking 4.4.1. 
Om de transformatie van een Galerkin- naar een collocatie-methode mogelijk 
te maken, kunnen we de operator L (van orde 2m) niet "verdelen" over $. en 
1 
$ •• Het is daarom noodzakelijk dat $. € H2m[a,b]. Volgens Sobolov's lemma 
J 2m-I' 1 
moet derhalve $i € C 
Ter illustratie passen we de transformatie toe op het tweepunts rand-
waardeprobleem uit paragraaf 4.2. De integratie (4.4.1) wordt, zoals ge-
bruikelijk bij een eindige elementen methode, elements-gewijs uitgevoerd. 
Willen we op elk element de nauwkeurigste kwadratuur-formule met steun-
punten toepassen, dan leidt dit tot de Gauss-Legendre kwadratuur-formules 
welke een fout O(h) bezitten. Worden voor de functies $. (k-1)-de graads 
1 
stuksgewijs polynomen gekozen, dan moet (opdat de matrix wk$i(xk) vierkant 
en niet-singulier is) gelden K = k-m. 
De matrix (L$.,$.) en het rechterlid (f,$.) kunnen, wanneer Gauss-
1 J J 2(k-m) 
Legendre-kwadratuur gebruikt wordt, berekend worden met een fout O(h ). 
Dit geeft ons een aanwijzing waarom de collocatie-methode nauwkeurig is 
wanneer juist de nulpunten van een Legendre-polynoom gekozen worden als 
steunpunten voor de collocatie. 
4.5. Een globale foutschatting voor een Galerkin-methode 
We beschouwen hier een tweepunts randwaardeprobleem op het interval 
[a,b] 
(4.5.1) Lu - u" + pu' + qu f, 
met Dirichlet-randvoorwaarden, We nemen aan dat p, q en f voldoende glad zijn 
en begrensd 
I p I s P, I q I s Q op [a, b J • 
Voor dit probleem geven we in deze paragraaf een f outschatting in een glo-
bale norm. Het bewijs laat zich zonder veel moeite uitbreiden voor het ge-
val van een meerdimensionaal elliptisch probleem. 
Stelling 4.5.1 (DOUGLAS & DUPONT [1974]). 
Laat .~ € Vh c H1[a,b] de Galerkin-oplossing zijn van Lu f. Als vh alle 
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(stuksgewijs) polynomen van de graad kleiner dank bevat, dan geldt 
(4.5.2) 
Uit stelling 2.10.1 volgt dat, voor een voldoende gladde functie w, 
(4.5.3) 
We zullen nu achtereenvolgens aantonen dat 
(4.5.4) II u-uhll O < K U u-u II h 
- 1 h 1 
en dat 
(4.5.5) 
Uit deze twee ongelijkheden volgt (4.5.2) direkt, wanneer gebruik gemaakt 
wordt van (4.5.3). 
Is u de oplossing van Lu f, dan geldt 
(4.5.6) B(u,v) (f,v) 1 voor alle v E H0[a,b]. 
Hierin is 
b 
(4.5.7) B(u,v) I -u'v' + pu'v + quv dx 
a 
1 1 
een begrensde lineaire operator H [a,b] x H0[a,b] + lR. 
De Galerkin-benadering uh E Vh wordt zodanig bepaald dat 
(4.5.8) 
Voor het bewijs van de stelling introduceren we een functie z, die de op-
lossing is van het probleem 
LTz = u -u h 
op [a,b] 
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met bomogene Diricblet-randvoorwaarden. Hier is LT de geadjungeerde opera-
! tor van L, zodat voor alle w E H [a,b] geldt 
B(w,z) = (w,ub-u). 
In bet bijzonder geldt 
Uit (4.5.6) en (4.5.8) volgt dat B(u-ub,vb) 
= Vb, zodat 
Derbalve geldt 
2 llub-ull 0 s K0Dub-ull 1 inf llz-vbll I . 
VbEVb 
Omdat u-ub E HO[a,b] is z E H2[a,b] en bestaat er 
llzll 2 s ~llub-ull 0 • 
Met bebulp van (4.5.3) krijgen we 
zodat 
(4.5.9) 
Hiermee is voldaan aan de ongelijkbeid (4.5.4). 
Voor elke v E H1[a,b] geldt 
2 lvi 1 s (P+Q) Uvn 0 Uvll 1 + IB(u,v)I 
en in bet bijzonder geldt 
een K , zodat 
R 
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Samen met (4.5.9) levert dit 
zodat 
lu-ubU 1 s Kb(P+Q+Kb)Uu-ubll 1 +KO inf Du-vbU 1• 
VbEVb 
Hieruit volgt dat voor voldoende kleine b, namelijk als 
Kb(P+Q+Kb) < I, 
geldt dat 
K inf Uu-v II 
0 VbEVb b 1 
U u-ub D 1 s -1---K-b"""(-P+_Q_+_K_b_,..)- s 
Hiermee is voldaan aan (4.5.5), waarmee de stelling bewezen is. 
4.6. Een puntsgewijze foutscbatting voor een Galerkin-metbode 
In deze paragraaf geven we een puntsgewijze foutscbatting voor bet 
probleem (4.5.1). 
Zoals we reeds zagen (paragraaf 2. I O), kunnen stuksgewij ze polynomen van 
de graad k-1 een voldoende gladde functie over het gehele interval [a,b] be-
naderen met een globale fout O(bk). De puntsgewijze foutscbatting, die we 
bier zullen afleiden, geeft ecbter bet verschil tussen de berekende en de 
exacte oplossing van de differentiaalvergelijking op een aantal - van te 
voren bekende - punten. We zullen zien dat bet, met de Galerkin-methode be-
rekende, stuksgewijs polynoom dat de oplossing van bet probleem (4.5.1) be-
nadert, op de steunpunten x. € n veel nauwkeuriger is dan O(hk), namelijk 
1 
O(h2k-2). We merken op dat een overeenkomstig verschijnsel te zien was bij 
de collocatie-methode: vergelijk de foutscbattingen (4.2.4), (4.2.5) en 
(4.2.6). 
Stelling 4.6.1 (DOUGLAS & DUPONT [1974]), 
Laat uh E Vh de Galerkin-oplossing zijn van Lu f (zie paragraaf 4.5). Als 
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Vh alle stuksgewijs polynomen van de graad kleiner dan k over een partitie 
TI: {a= x0 < x 1 < ••• < ~ = b} bevat en als de stuksgewijze polynomen uit 
Vh bovendien discontinue afgeleiden in de steunpunten xi E TI toelaten, dan 
geldt 
(4.6.1) 
Uit (4.5.6) en (4.5.8) volgt 
0 , voor alle vh E Vh. 
Laat G(x,i;) de Greense functie zijn voor de vergelijking (4.5.1), dan geldt 
w(x) - (Lw,G(x,·)). 
De Greense functie heeft de volgende eigenschappen: 
(i) 
(ii) 
(iii) 
(iv) 
G(x,i;) G(i;,x); 
0 I I G(x,·) E C [a,b] n H [a,x] n H [x,b]; 
T o 
L G(x,·) = 0 op [a,x) en op (x,b]; 
(a/ai;)G(x,i;)li;=x+O - (a/ai;)G(x,i;)li;=x-O = I. 
We kunnen nu voor een vast punt x E (a,b) de volgende foutschatting geven: 
l(L(uh-u),G(x,·))I = IB(uh-u,G(x,·))I 
Aangezien G(x,·) glad is op [a,x) en (x,b] en aangezien de discontinue af-
geleide op een steunpunt door de functies uit Vh gerepresenteerd kan worden, 
geldt voor elke xi E TI 
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Gecombineerd met het resultaat van stelling 4.5.1 levert dit 
zodat de stelling bewezen is. 
Opmerking 
We merken op dat de Lagrange-polynomen voldoen aan de voorwaarden die in 
deze stelling gesteld worden aan een basisfunctie voor Vh. De Hermite-
polynomen voldoen niet, omdat deze op de steunpunten geen discontinuiteiten 
in de afgeleide kunnen representeren. 
4.7. De invloed van numerieke kwadratuur op de nauwkeurigheid van een 
Galerkin-methode 
Is uh de Galerkin-benadering van de vergelijking 
(4. 7. 1) B(u,v) R.(v) voor alle v € V 
met B een bilineaire en R, een lineaire operator, dan wordt uh beschreven 
door 
N 
uh=2a.<j>. i=1 i i 
waarin (ai) de oplossing is van het lineaire stelsel 
N 
(4.7.2) 2 B(<j>.,<j>.) a.= R.(<j>.) 
i=1 i J i J 
j 1, ••• ,N. 
De matrix-elementen B(<j>.,<j>.) en de elementen van het rechterlid R.(<j>.) zijn l. J l. 
integralen. Voor de praktijk is het een vraag van fundamenteel belang, met 
welke nauwkeurigheid deze integralen berekend moeten worden. Het is een 
redelijke eis, te verlangen dat de integralen z6 nauwkeurig worden uitge-
rekend dat de maximale orde van nauwkeurigheid in de berekening van ~ ge-
garandeerd is. Anderzijds is het nauwkeurig berekenen van de integralen een 
overbodige moeite, wanneer daardoor de berekende oplossing uh geen nauwkeu-
riger benadering wordt van de exacte oplossing u. Deze twee overwegingen 
geven een duidelijk criterium voor de nauwkeurigheid waarmee de kwadratuur 
uitgevoerd moet worden. 
We geven het discrete Galerkin-probleem aan met 
(4.7.3) 
Het lineaire stelsel dat in feite wordt opgelost - d.w.z. bet 
stelsel waarin de matrix B(·,·) en de vector i(•) gestoord zijn door 
kwadratuurf outen - geven we aan met 
(4.7.4) voor alle vb E Vb. 
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Adaptieve kwadratuurprocedures waarmee de integralen met een gewenste 
absolute of relatieve nauwkeurigbeid worden uitgerekend, verricbten in bet 
algemeen meer werk dan voor bet doel noodzakelijk is. We kunnen namelijk, 
na enige analyse, van te voren aangeven met weZke orde van na'UJJJkeUl'igheid 
de integraal berekend moet worden. 
Bescbouwen we bijvoorbeeld bet randwaardeprobleem 
u" + p(x)u' + q(x)u f(x), a s x s b, 
(4.5.7) u(a) = u(b) = O, 
p, q en f voldoende glad. 
Zij {$i} een basis van Vb' de ruimte van continue functies die op ieder 
deelsegment van de partitie 
~ : a= x 0 < x 1 < ••• < ~ = b 
een polynoom van de graad kleiner dan k zijn en die in a en b de waarde 0 
aannemen. Dan wordt de oplossing van (4.7.3) bepaald door (4.7.2), waarin 
(4.7.6) 
i($.) 
J 
N 
l 
m=l 
N 
l 
B ($.,$.) 
m 1 J 
x 
m 
f [-$!$~+p$~$.+q$.$.]dx; 1J 1J 1J m=l 
xm-1 
N 
l 
m=l 
N 
l 
i ($.) 
m J 
m=l 
xm-1 
dx. 
128 
* In de praktijk nemen we genoegen met de oplossing uh van (4.7.4), waarin 
N 
B*(.p.,.p.) I B*(.p.,.p.); ]. J m=I m l. J (4.7.7) N 
,Q, * (<P.) I ,Q, * (<P.). J m=I m J 
* * Hierin zijn Bm(•,•) en ,Q,m(·) benaderingen van Bm(·,·), respectievelijk 
,Q,m(•), die verkregen worden door het toepassen van een kwadratuurregel op 
het interval [xm-l'xm]. 
Stelling 4.7.J Zij B(u,v) een begrensde, sterk coercieve bilineaire vorm, 
i.e. er bestaan positieve constantes c 1 en c2 met 
IB(u,v) I I voor alle u,v E H0[a,b]; 
IB(u,u) I I voor alle u E H0[a,b]. 
Zij n: a= x0 < x1 < ••• <~=been kwasi-uniforme partitie van [a,b], 
i.e. er bestaat een positieve constante A, onafhankelijk van de partitie, 
met 
h = max(x.-x. 1) ~ A min(x.-x. 1). i ]. i- i ]. i-
Zij uh de oplossing van (4.7.4), waarin B*(·,·) en ,Q,*(·) door (4.7.7) zijn 
bepaald. 
Indien nu B*(·,·) en ,Q,*(·) worden verkregen door een kwadratuur van 
m m 
de orde t ~ 2k-2 op het interval [xm-J'xm] toe te passen (i.e. een kwadra-
tuur die alle polynomen van de graad kleiner dan 2k-2 exact integreert), 
dan gelden voor voldoend kleine h de volgende foutschattingen: 
i J, ••• ,N-1; 
j 0, I. 
Bewijs Zie DOUGLAS & DUPONT [1974] en HEMKER [1975]. 0 
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5. GALERKIN-METHODEN VOOR GEWONE DIFFERENTIAALVERGELIJKINGEN 
5. I . Inleiding 
Deze bijdrage geeft een samenvatting van enkele resultaten behaald in 
het onderzoek van projectiemethoden. Omdat het een overzicht, een "survey" 
betreft, worden geen bewijzen gegeven. 
De laatste paragraaf, §6, wijkt af van een eerder manuscript, waarvan 
copieen tijdens de voordracht zijn rondgedeeld. De formulering is geheel 
gewijzigd n.a.v. gerechtvaardigde kritiek van enkele aanwezigen, met name 
P.W. Hemker. 
5.2. De "midpoint" regel 
Zij gegeven de gewone dvgl. 
(5.2.1) dx dt = f(t,x) 
met x € lRn, f voldoende glad. Zij a < b, en laat gevraagd worden naar de 
oplossing van (5.2.1) onder de nevenconditie 
(5.2.2) Ax(a) + Bx(b) g, 
met A, B matrices (i.h.a. singulier) en g een vector uit lRn. 
Een probleem van deze vorm is b.v.; 
(5.2.3) Een randwaarde probleem voor een gewone tweede orde dvgl., indien 
de 2e orde dvgl. wordt geschreven als een equivalente le orde dvgl. Zo wordt 
het probleem 
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x" + ax' + bx f, 
(5.2.4) 
x(a) g1 , x(b) 
geschreven als 
(5.2.5) 
Nu lijkt het niet slim om (5.2.5) numeriek aan te vatten, omdat (5.2.4) 
ogenschijnlijk een efficienter algorithme zal opleveren. Onderzocht is dit 
door VARAH [1974]. Heel globaal zullen wij zijn artikel bespreken, dat aan-
toont, dat via (5.2.5) een methode is te verkrijgen die kan wedijveren qua 
efficiency met een oplosmethode verkregen via (5.2.4). 
Varah heeft de "midpoint rule" in gedachten, n.a.v. een aantal artike-
len van KELLER [1969,1974]. Kies in het segment [a,b] een partitie 
Zij xi een benadering voor i(ti), x de unieke oplossing van (5.2. I), (5.2.2) 
(uniciteit van i en existentie wordt altijd zonder meer verondersteld). Dan 
vinden we de xi als oplossing van 
i O,l, ••• ,N-1. 
(5.2.6) 
Ax0 + B~ g. 
Door KELLER [1969] is aangetoond dat de oplossing van (5.2.6) bestaat en 
uniek is indien max h. voldoende klein is. Bovendien toont hij aan dat de f i ]. 
xi - x(ti) te ontwikkelen is in een asymptotische reeks naar machten van 
h = max h. (ook indien niet equidistante t. ziJ'n gekozen). i ]. ]. 
De bewering van VARAH luidt nu: 
de methode (5.2.6) met I maal Richardson extrapolatie (d.w.z. berekend 
worden benaderingen voor een rooster oN en een rooster o2N, waarbij o2N 
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uit oN ontstaat door als extra steunpunten de middens van (ti,ti+I) er bij 
te nemen) is efficienter (toegepast op (5.2.5)) dan de eindige elementen 
methode met "Hermite cubics" op het rooster oN en 2-punts Gauss-kwadratuur 
(toegepast op (5.2.4)) voor niet te ingewikkelde a, b en f. 
Dit resultaat van Varah kan men zien als voorlopige motivatie om een 
2-punts randwaarde probleem in de vorm (5.2.5) aan te vatten. We zullen 
daarbij de "midpoint rule" (5.2.6) generalizeren en tenslotten een 4de or-
de methode vinden die wellicht ef f icienter is dan de "midpoint rule" plus 
een extrapolatie. 
5.3. Een projectiemethode 
Eenvoudigheidshalve beperken we ons tot een lineaire vergelijking 
(5.3.1) d dt x - Ax = Lx = f. 
Hier zullen we aannemen t € [0,1]. We veronderstellen 
(5.3.2) 2 f € L [0,1], 
A een begrensde lineaire afb. van L2[0,IJ in zichzelf. 
Opmerking 
Met L2[0,l] duiden we aan de equivalentieklassen van afbeeldingen f van 
[O,I] i~ m.n met 
I 
11£110 = { J f(x) 12 dx }112 < oo, 
0 
waarbij voor z € :Rn de euclidische norm van z aangeduid wordt door I z I. 
Voorbeeld 5.3. I Zie (5.2.5); dan A= c~ -:). 
Voorbeeld 5.3.2 
t t 
d I q (s)x(s)ds J f(s)ds. dt x -
0 0 
Dit is equivalent met 
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x" - qx f , x' (O) 0 
I Zij' Veen gesloten lineaire deelruimte van H [0,1]. 
Veronderstelling De vergelijking (5.3.1) bezit een unieke oplossing x in 
2 Ven de inverse van L van L [0,1] in Vis compact. 
Voorbeeld 5.3.3 
Kies 
v 
(Hier is z2(t) de tweede coordinaat van z(t)). 
Een oplossing van 
( -a ~x -
dt I 
in V is dan oplossing van 
x" + ax' + bx f 
O}. 
met de randcondities x(O) 
in dit geval compact is. 
x( I) 0. Het is bekend dat de inverse van L 
We komen nu aan een beschrijving van de projectiemethode. Zij ON het 
rooster 
(5.3.4) 
We stellen 
(5.3.5) h. 
l. 
en nemen aan 
(5.3.6) h 
{ t. I o 
l. to < t1 < ••• 
I. 
l. [t.,t. I], l. i.+ 
I } . 
Vi, P onafhankelijk van de partitie. 
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We proberen een benaderde oplossing te vinden in 
(5.3. 7) Iz € v I z op I. polynoom van graad s k, Vi}. 
1 
Omdat V c H1 [0,1] is E(oN;k) de verzameling van continue functies waarvan 
de beperking tot I. (Vi) een polynoom van graad s k is. We hebben nog 
1 
nodig 
(5.3.8) {z € 1 2[0,I] jz I 1 d k I u'} op i po ynoom van graa $ - , v1 • 
Voorbeeld 
Voor Valsin (5.3.7) geldt 
Zij PN de projectie (orthogonaal) van 1 2[0,IJ op F(oN;k-1). (Eigen-
lijk zouden we moeten noteren p(oN;k-1) of iets dergelijks i.p.v. PN). 
Dus voor z € 1 2[0,1], is PNa bepaald door 
of equivalent 
Hier is (.,.) het inproduct in 1 2[0,I]. 
De projectiemethode wordt gedefinieerd door de vergelijking 
(5.3.9) 
Omdat 
gaat (5.3.9) over in 
(5.3.10) 
135 
of 
d ( dt ~ - ~,v) (f,v), 
5.4. Enkele eigenschappen van de benadering 
De in deze paragraaf te noemen stellingen warden bewezen in VAN 
VELDHUIZEN [1975]; dat we ons daar beperken tot het geval van periodieke 
randcondities is niet essentieel. A(t) zal steeds een n x n matrix aanduiden 
maar dit is niet overal nodig. 
Zij de operator BN (eigenlijk B(oN;k)) gedefinieerd door 
(5.4.1) 
Stelling 5.4.1 
Onder de condities van §2 geldt: 
(i) 2 BN is "I-I en op" van L [0, I] op zichzelf voor alle N;:: N0 , en llBNll ::; 
constante onafhankelijk van N. 
(ii) Voor alle N;:: N0 bezit (5.2.6) een unieke oplossing ~ E E(oN;k). 
(iii)Als ~ bestaat, dan 
(5.4.2) 
en 
voor N + 00 
Vervolgens vragen we ons af hoe groat de fout x - ~ is, afhankelijk 
van h (dus N). Het zou jannner zijn am zo zonder meer het resultaat te ge-
ven, omdat we hier met Nitsche's trick te maken krijgen, op een erg door-
zichtige manier. We bezien daarom het geval k =I, het meest eenvoudige ge-
val. 
Voorbeeld 
Voor k = I, is E(oN; I) de lineaire ruimte opgespannen door de "roof func-
tions", en F(oN;O) is de ruimte der op Ii(Vi) constante functies. Dus: 
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t. 
1 
t. 
1 
Figuur 5.1 Element uit E(oN;I) Figuur 5.2 Element uit F(oN;O) 
Zij bovendien i € H2[0,I]. Zij zN € E(oN;l) zo gekozen dat 
i = 0,1,2, ••• ,N. 
D.w.z. zN is het stuksgewijze lineaire interpolatiepolynoom van i. Kenne-
lijk geldt: 
f d d ~ (dt zN - dt x)dt o, , Yi. 
Ii 
of equivalent 
0 , Yi, 
met vi gelijk aan I op Ii en 0 elders. De vi vormen echter een basis van 
F(oN;O). M.a.w. 
en dus 
Bijgevolg: (alle normen zijn L2[0,l] normen) 
Hi - ~110 s; II H II O(h) 
t+2 
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We hebben echter ook, als tenminste de normen bestaan 
Nu geldt (via narekenen) 
d II HBN dt II s c, onafh. van N, zodat de foutschatting wordt 
Het algemene resultaat is: 
Stelling 5.4.2 
Onder de condities van §3 en x € Hk+l[O,I] geldt 
~ ~ d ~ d ~ c hk+I dk+I ~ 
II x - ~ ~ + h D d t x - d t ~ o0 s I ~ x U dt 
(in L2[0,I]- norm) met c onafh. van hen x. 0 
Puntsgewijze foutschatting in de t. worden verkregen m.b.v. de truuk 
]. 
van DOUGLAS & DUPONT [ 1974]. Men bedenke dat H in de beschouwde gevallen 
een integraaloperator is 
I 
(Hz)(t) = J H(t,s)z(s)ds 
0 
met H(t,s) (dus de kern) discontinu voor s 
[O,t) en (t,1]. Omdat 
t, maar met H(t,.) glad op 
en omdat PN en dus I - PN een zelfgeadjugeerde operator is, geldt 
waaruit volgt 
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Stelling 5.4.3 
Onder de condities van §2, met x en A voldoende glad, geldt voor 
i = 0,1,2, ... ,N: 
c onaf. van i,h en x. 
Voor de praktijk is van belang: 
Stelling 5.4.4 
Laat iedere integraal over I. benaderd worden m.b.v. de s-punt Gauss-
1 
Legendre (s~k) kwadratuur formule, aangepast aan I .• Dan bestaat er voor 
l 
N ~ N0 een unieke ~ E E(oN;k) als oplossing van (2.15) (met G-L kwadra-
tuur), 
II~ - ~II + 0, N + oo. 
Bovendien verandert de orde in h van de foutschattingen uit stelling 5.4.7 
en 5.4.3 niet, mits x, A voldoende glad zijn. 
5.5. Een verfijningsproces 
In deze § bespreken we ons tot het probleem 
ddt () 
z 
(5. 5. I) 
z(O) z(I) 0. 
We bekijken een interval Ii. Op Ii kunnen we y schrijven als 
(5.5.2) y 
met L .. het j-de Legendre polynoom, aangepast aan I .• We nemen zelfs aan J,1 21 
de {L .. } een orthonoT'171ale verz. polynomen in L (I.) is. Dan wordt J,l l 
op Ii gegeven door 
(5.5.3) 
Dus voor t EI.: 
l. 
t 
(5.5.4) zN(ti) + J (aOLG,i+ •••• +~-ILk-1,i)ds. 
t. 
Definieer nu 
(5.5.5) 
Dan 
l. 
t 
~N(ti) + J yN(s)ds, 
t. 
l. 
t E I.. 
l. 
t 
(5.5.6) zN(t) - z(t) = [~N(ti) - ~(ti)J + J [yN(s) - y(s)]ds. 
t. 
l. 
M.b.v. deze formule kan men aantonen: 
Stelling 5.5.1 
Voor y E Hk+2[0,I] en k ~ 2: 
c een constante onafh. van z en h. 
Corollarium 5.5.2 
De conclusie van de vorige stelling blijft juist, als men uitgaat van 
A A , 
zN, YN i..p.v. zN, YN• 
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Dat in stelling 5.5.1 wordt geeist k ~ 2 is niet toevallig. De truck be-
rust namelijk op de extra nauwkeurigheid in de knooppunten en die is er 
voor k = I niet, voor k ~ 2 wel. 
Een andere methode is iets ingewikkelder. De benadering zN wordt nu 
verkregen als oplossing van het 2-puntsrandwaarde probleem 
z" 
(5.5. 7) 
t E I. 
l. 
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Hier is Q. k de orthogonale projectie in L2(I.) op de polynomen van graad 
i, J. 
s k. Het ingewikkelde bewijs geven we niet, maar er komt uit: 
Stelling 5.5.3 
Voor a, b, f, z voldoende glad en k ~ 3 geldt 
·cotollatium 5.5.4 
De vorige stelling blijft juist, uitgaande van ~N' ~N' indien de projec-
ties Qi k benaderd worden d.m.v. (k+l)-puntsGauss-Legendre-kwadratuur. 
' - - - -We bezien nu nog zN - zN' zN - zN op Ii. We hebben (men mag dit zelf 
aantonen) 
Lelilma 5.5.5 
Op ieder der subintervallen Ii geldt: 
111et ~ oplossing van 
(dit geldt ook met G - L-kwadratuur en ~N' ~N als in corollarium 8). 
Bijgevolg: 
(5.5.8) 
t 
;N(t) + veelvoud J 
t. 
J. 
Lk . ds , 
,i 
~N(t} = iN(t) + veelvoud J Gi(t,s) Lk,i ds 
I. 
J. 
(met in beide gevallen i.h.a. een verschillend veelvoud). 
Hier 
s < t; s,t € Ii 
(5.5.9) 
(t-t.)(s-t .• 1)/h., l. l. l. s > t; s,t € Ii 
Na inkrimpen en verschuiven van I. naar [-1, +I] (een lineaire transfor-1. 
matie) vinden we, op een constante na, voor k = 3: 
(5.5.10) 
(5.5.11) 
t I Lk,i ds + 
ti 
2 2 (T -l)(T -1/5) ; 
I 2 2 G.(t,s) Lk . ds + •(• -1) l. ,i. 
I. 
l. 
en voor k = 2: 
(5.5.12) 
t 
I ~.i 
t. 
l. 
2 ds + T(T -1) 
(steeds T € [-1,+IJ corresponderend met t € Ii). 
We kunnen nu stelling 5.4.3 als volgt uitbreiden (voor k=2, k=3): 
Stelling 5.5.6 
Voor k = 2 geldt: 
JiN(t.) - i(t.)I = O(h4) 
l. l. 
en men mag hier iN door ~N vervangen. 
Voor k = 3 geldt: 
. t.+t. I t.+t. I 6 
JzN< l. 21.+ > - i< l. 21.+ >I= o<h > 
A 
met weer eventueel zN i.p.v. zN. 
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5.6. Enkele resultaten 
Voor k = 1,2 en een equidistant rooster zijn de methoden uit de vorige 
§§ geimplementeerd (in Algol). We gaan hier niet op in, omdat een uitvoerige 
beschrijving van een efficiente programmering een hoofdstuk apart is. Voor 
k = 3 zijn enkele ad hoe berekeningen uitgevoerd voor een probleem met con-
stante coefficienten. 
In tabel I worden enkele resultaten gegeven voor het probleem: 
ddt () 
x 
(5.6.l) 
x(O} = x(l} O. 
De oplossing is 
(5.6.2) x(t} 
-4t -t 
e -e 
-4 -1 
e -e 
t E (O,l), 
- t, y(t) 
-4t -t 
-4e +e 
-4 -1 -!. 
e -e 
Uit table I blijkt dat het gedrag van de daar vermelde fouten in de 
2 L [0,1]-norm conform de theorie is. Voor de supnorm volgt uit tabel I een-
zelfde foutengedrag; i. h. b. is de orde in h gelijk aan die in de L 2co, 1 ]-norm. 
Voor de fouten x - ~is dit bewezen in RUSSELL [1974]. Merk op dat voor 
het eenvoudige probleem dat we hier bezien geldt ~ = ~· 
VARAH [1974] vergelijkt methoden op grond van tellingen van het aantal 
benodigde arithmetische operaties. Op grond van zulke tellingen zou het 
proces dat voor k = 2 de benadering ~ bepaalt (met 2-punts Gauss-kwadra-
tuur} efficienter zijn dan Keller's "midpoint" regel met een keer 
Richardson extrapolatie. Dit is reeds een indicatie voor het praktische 
nut van deze methode. Veel belangrijker lijkt echter het f eit. dat deze 
methode op zeer goedkope wijze een foutschatting toestaat (nl. door 
II~ - ~II te berekenen). Er zijn mij geen andere methoden voor randwaarde 
problemen bekend die op zo'n goedkope wijze een foutschatting ·toestaan 
(alleen Richardson extrapolatie en Pereyra's deferred corrections proces 
zijn mij als realistische methoden bekend). Deze goedkope foutschattingen 
zou men eventueel kunnen gebruiken om een algorithme te ontwerpen dat 
automatisch een rooster bepaalt, rekening houdend met het locale foutge-
drag. Een en antler zou eerst eens degelijkdoordacht en getest moeten worden, 
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maar zo'n proces lijkt op dit moment zeer wel mogelijk. 
Als illustratie van (5.5.8) - (5.5.12) zijn de grafieken I, II, III 
opgenomen. Merk op dat 9/16 en 10/16 het !Ode en llde steunpunt zijn. Om-
dat x uit x ontstaat door er een veelvoud,van 
t 
I 
t. 
l. 
Lk .(s)ds, 
' ]_ 
t E [t.,t. I] ]_ i+ 
bij op te tellen, blijkt uit grafiek I en II samen dat tussen de steunpun-
ten de fout in dit voorbeeld geed wordt gerepresenteerd door x16 - x16" 
Evenzo blijkt uit grafiek II en III dat de fout in x16 in redelijke mate 
wordt gerepresenteerd door ~ 16 - x 16 • Het is te hopen dat deze fouten, 
tussen de steunpunten in, ook iets zeggen over de fout in de steunpunten. 
Dit is een onderwerp voor nader onderzoek. 
Het is duidelijk dat voorbeeld (5.6.1) een zeer eenvoudig voorbeeld is. 
Daarom zij vermeld dat voor k = 2 de gegeven getallen representatief ge-
noemd kunnen worden voor problemen met niet-constante coeff icienten. Dit 
is gebleken uit enkele andere doorgerekende voorbeelden, waarvan de op-
lossingen zich tamelijk "tam" gedroegen. Voor snel varierende oplossingen 
is een niet-equidistant rooster een vereiste, zodat op dit moment geen in-
dicatie voor het succes van de methode in dit soort gevallen gegeven kan 
word en. 
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k = I k = 2 k = 3 
- -
-
- -
M 
- - - - - - - -N ~-x ~-x ~-x ~-x ~-x ~-x ~-x 
I - - - - 4.310-2 3.110-2 2.710-2 
2 - - 3.810-2 I .810-2 4.210-3 1.310-3 5.210-4 t"' 
...., 
4 6.110-2 4.610-2 5.310-3 1.310-3 3.110-4 4.710-5 9.810-6 ,..., 0 
y 
8 I .610-2 I. I 10-2 7.010-4 8.210-5 2.110-5 1.610-6 l.610-7 -L..J 
I 
16 4.010-3 2.810-3 8.810-5 5.210-6 1.310-6 4.910-8 2.610-9 ::I 0 
l'32 9.910-4 6.910-4 I. I 10-5 3.310-7 8.110-8 - 4.110-ll a 
64 2.510-4 1.710-4 1.410-6 2.010-8 - - -
I - - - - 7.7 -2 5.7 -2 4.5 -2 
2 
- - 8.310-2 4.010-2 8.710-3 3.110-3 1.310-3 en r:: 
4 1.710-1 8.810-2 1.510-2 3.910-3 9.010-4 I .4 10-4 4.710-5 'tl I"( 
8 5.710-2 1.910-2 2.310-3 3.310-4 7.210-5 5.510-6 I .610-6 I 
16 I. 710-2 4.610-3 3.210-4 2.410-5 5.110-6 1.910-7 4.910-8 I g 
t32 4.710-3 1.110-3 4.210-5 1.710-6 3.410-7 - 2.210-IO a 
1>4 1.210-3 2.810-4 5.410-6 1.110-7 - - -
Tabel I. 
Overzicht van de locale en globale fout in de oplossing van (5.6.1). 
t=9/16 t=19/32 
Figuur 5. 3 grafiek I. 
I 
I 
t E [9/16, 10/16], dvgl. (S.S.4), k=3. 
\ 
\ 
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t= I 0/16 
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t=9/16 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
t=19/32 
I 
\ 
\ 
\ 
Figuur 5.4 grafiek II. 
I 
/ 
x 16 - x, t E [9/16, 10/16], dvgl (5.5.4), k=3. 
•
1t=l 9/16 
I 
I 
'-5 -JO 
: 10 
t= I 9/32 
Figuur 5.5 grafiek III. 
t=l0/16 
X - x16 , t E [9/16, JQ/16], dvgl (5.5.4), k=), 
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6. EINDIGE ELEMENTENMETHODE VOOR MAGNETOSTATISCHE PROBLEMEN 
6.1. Probleemstelling 
De EEM wordt al een tiental jaren niet meer alleen voor mechanische 
problemen gebruikt. Een nieuw toepassingsgebied vormen ook de magnetotsta-
tische problemen (Munro, Ph.D. th. Cambridge 1972, M.V. Chair, Ph.D. th. 
McGill University of Montreal, Canada 1970, R. Denin & S. van der Meer, 
CERN report 67-7 (1967), Iselon Fahsina, CERN, 1975). 
We beschouwen alleen een beperkte klasse tweedimensionale problemen en 
gaan na hoe de EEM daarvoor gebruikt kan worden. We zien daarbij af van 
enerzijds die aspecten die uit physische overwegingen nog niet in program-
matuur te verwezenlijken zijn, anderzijds van die aspecten die niet essen-
tieel zijn in de realisatie. 
We zullen ons voornamelijk bezig houden met de praktische realisatie 
van de EEM zonder ons in het waarom (existentie- en eenduidigheidsbe-
wij zen) te verdiepen. Dit laatste eenvoudig omdat, wegens de nietlineariteit 
van het probleem en ook het niet compact zijn, deze bewijzen niet zonder meer 
gegeven kunnen worden. 
De operationele vorm van het probleem bestaat uit 
(i) 2 een gebied Q c lR ; 
(ii) de Maxwell-vergelijking rot H 
(iii) randvoorwaarden. 
J· 
' 
We veronderstellen Q op een speciale manier in vierhoeken te verdelen 
en komen daar in §6.2 op terug. 
De afbeelding H : 1R 3 -+ 1R 3 , de magnetische veldsterkte is I x diffe-
rentieerbaar (i.h.a. niet continu differentieerbaar) in alle componenten. 
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De beperking tot tweedimensionale problemen betekent hier dat H maar twee 
componenten in n ongelijk nul heeft. De stroomdichtheid J is een vector 
L n en is stuksgewijs continu (meestal stuksgewijs constant). Verder geldt 
B = µ(H)H + BO of H 
waarbij B, de magnetische fluxdichtheid, weer een afbeelding is van 
1R 3 -+ 1R 3 met de component L n identiek nul, µ(H) is i.h.a. een pos.def. 
matrix. 
We nemen B0 = 0 (dit is een essentiele vereenvoudiging, die permanent-
magnetische problemen uitsluit) en µ(H) een scalaire vermenigvuldiging (ook 
een essentiele vereenvoudiging, die anisotropie uitsluit). 
We definieren nu de vectorpotentiaal A door B = rot A. We nemen verder 
A als onbekende functie. Dit heeft het volgende voordeel. De functie H 
heeft twee componenten *O zodat, wanneer we deze als onbekende nemen 
we in wezen twee functies moeten bepalen. A heeft maar een component onge-
lijk nul, n.l. L n. Dus hoeven we maar een onbekende functie te bepalen. 
De functie A is door de bovenstaande definitie niet eenduidig vast-
gelegd, immers voor iedere C geldt rot grad C = O, dus als A de eigenschap 
B = rot A heeft dan heeft voor iedere C ook A + grad C deze eigenschap. Even-
wel is dit geen bezwaar, we zijn namelijk geinteresseerd in H eb B zodat we 
alleen de randvoorwaarden zo moeten kiezen dat er maar een A oplossing is 
voor het gestelde probleem. 
We kiezen n altijd zo groot dat de rand "oneindig" is, dan mogen we op 
physische overwegingen A = 0 zetten op de rand an van n. 
Als Maxwell-vergelijking vinden we dan 
-1 
rot(µ(A) (rot A - B0)) J. 
De energieintegraal die bij dit probleem hoort is 
B 
(6.1.1) E(A) ff [f (h,db) - (J,A) ]dn, 
waarbij h(b) = De vectoren J en A hebben dezelfde richting 
en we schrijven dus verder JA i.p.v. (J,A). Een heuristische afleiding van 
deze integraal en een bewijs voor de equivalentie van Maxwell's vergelijk-
ing met de minimumeigenschap van deze energieintegraal vindt men in 
POLAK [ 1974]. 
(6. I. 2) 
B 
J (h,db) 
0 
B 
J\ db + u u 
0 
6.2. Praktische realisatie 
B 
Jvh db + v v 
0 
B 
Jwh db • w w 
0 
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(i) We beschouwen de EEM voor drie verschillende coordinatensystemen, waar-
van we de coordinaten aanduiden met u en v. 
We hebben dan de mogelijkheden 
- cartesisch, u = x, v = y; 
- poolcoordinaten, u = r, v a; 
- cylindercoordinaten, u = z, v = r. 
We bespreken de realisatie zoveel mogelijk in termen van u en v en ref ere-
ren alleen waar nodig naar de verschillen die ontstaan uit de verschillen 
in de coordinatenstelsels. 
Even wel bekijken we eerst de Maxwell-vergelijking en de energieinte-
graal in de verschillende coordinatenstelsels om een beeld te krijgen van 
de vorm van deze formules (met B0 = 0 enµ een scalaire vermenigvuldiging). 
In het cartesische geval vinden we 
(6.2.1) a ( -1 a ) a ( -1 a ) - µ(A) -A + - µ(A) -A 
ax ax Cly Cly -J. 
Wanneer µ(A) voldoende eigenschappen bezit is dus voor dit probleem exis-
tentie, eenduidigheid en convergentie te beschouwen m.b.v. Ciarlet, Schultz 
en Varga (1969]. (Evenwel is µ meestal alleen stuksgewijs in c1(ri).) 
In het geval van cylindercoordinaten vinden we, aangezien alleen A0 ""' 0, 
(6.2.2) a ( -1 a ) a ( -1 1 a ) - µ(A) -A + - µ(A) - -(rA) ()z az ar r ar -J, 
terwijl we voor poolcoordinaten vinden 
(6.2.3) _!__ _! (µ (A) - l .1_ A ) + .!_ .1_ (rµ (A) - l .1_ A ) 
r2 aa aa r ar ar -J. 
De factoren .!. veroorzaken bij voldoende synunetrie van de oplossing 
r 
geen echte singulariteiten aangezien we analoog aan 
A(r=O) 0 • lim .!_ A '.. [ a A] 
r+O r ar r=O 
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altijd in r = 0 als limiet afgeleiden naar r vinden. 
We bekijken nu de energieintegraal, maar om een beeld te krijgen van de 
vorm van deze integraal alleen voor constante µ. We hebben dan 
ff C!µ-IB2 - JA]dQ 
s:i 
ff !µ- 1(rot A) 2 - JAdQ. 
Q 
Dus voor cartesische coordinaten 
If {+!µ-1[(~~)2 + (aA\21 - JA} dxdy, \ax} J 
s:i 
voor cylindercoordinaten 
ff {~µ-l[(aazA)2 + (1 a \rar (Ar) \21 } J - JA} rdrdz 
s:i 
en in poolcoordinaten 
ff {iµ-1[(;)2(aaeA )2 +Ur A )2] - JA} rdrd8. 
Q 
(ii) We veronderstellen Q in vierhoeken te verdelen door twee verzamelingen 
snijdende lijnen als in figuur 6. I. 
In de invoer van het programma geeft dit de mogelijkheid een maas op 
een eenvoudige manier aan te geven door een grove verdeling te definieren 
die een fijne induceert. 
10 
15 
20 
22 
24 
12 14 16 28 
Figuur n. I 
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We k\lllnen nu zowel de hoekpunten als de vierhoeken nununeren van boven naar 
beneden en van links naar rechts. 1/l 
Stel er zijn II punten van boven naar beneden en JI van links naar 
rechts. We hebben dan Ml = (Il-2)(Jl-2) onbekende A waarden en 
M2 = (Il-l)(Jl-1) vierhoeken. 
We voeren nog twee zgn. locale nwmneringen in d.w.z. de punten vaneen 
vierhoek nwmneren we van I tot 4 waar uitsluitend over een vierhoek gespro-
ken wordt en de vierhoeken rond een punt nwmneren we waar uitsluitend over 
een punt gesproken wordt van I tot 4, dus 
3 
4 
\ Of 
_ _i 3 
2 
Figuur 6.2 
(iii) We gebruiken isoparametrische elementen, d.w.z. iedere vierhoek (met 
hoekpunten (u.,v.), i = 1, ••• ,4) wordt door de transformatie l. l. 
u = u1 + (u2-u1)s + (u3-u1)n + (u4-u3-u2-u1)sn , 
v = v 1 + (v2-v1)s + (v3-v1)n + (v4-v3-v2-v1)sn 
overgevoerd in [0,1] x [0,1]. We nemen op [O,I] x [O,I] verder de basis-
functies 
.(6.2.4) 1/i 1 <s ,n) O-s) (I-n); 
w2<s,n) s (1-n) 
tji3(s,n) sn 
w4 <s.n) 0-s)n 
Dit zijn de vier bilineaire functies met de eigenschap ip.(u.,v.) = o .. op 
l. J J l.J 
de hoekpunten. 
De vectorpotentiaal A wordt dus op een element benaderd door 
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A 
4 
l j=I A.ljJ. (t;,n) J J 
Aangezien Ai n geven we ook ljJ. deze richting. Dan is ook rot ljJ. = (f.,g.,O) 
J J J J 
gedefinieerd. Zolang de originele vierhoeken in het (u,v)-vlak alle hoeken 
kleiner dan 180° hebben is de transformatie (6.2.4) niet singulier (b.v. 
FIX & STRANG [1973], p.158). Ook warden de basisfuncties I, u en v in de 
ruimte opgespannen door de ljJ.(t;(u,v), n(u,v)) behouden, zodat convergentie 
J 
in de (t;,n)-ruimte convergentie in de (u,v)-ruimte impliceert. We hebben 
nu 
B l A. (f.,g.). 
J J J 
De benadering E(A1, .•• ,1\i1) met Ml= (Il-2)(Jl-2) moet nu minimaal zijn 
T 
voor de te berekenen vector (A 1, ••• ,1\i1) • 
Dus we vinden een stelsel niet lineaire vergelijkingen door 
0, i I , ... ,Ml 
te stellen. Voor dit stelsel berekenen we dan m.b.v. Newton-Raphson een be-
naderde oplossing. We moeten dus uiteindelijk 
bepalen. 
We bepalen de bijdragen aan de vergelijkingen weer elementsgewijs. 
Daarvoor realiseren we ons dat 
E 
waarbij 
E. 
J 
M2 
l j=I llE. J 
I I B 
f f [ f hdb - JA] F(t;,n)dt;dn, 
0 0 0 
waarbij F(t;,n) =G(t;,n)Z(t;,n) met G(t;,n) deJacobiaan van de transformatie en 
Z(t;,n) ofwel I, in het cartesische geval, ofwel r(t;,n) indebeide andere ge-
vallen, dus de Jacobiaan van de transformatie (u,v) + (r,8) of (u,v) + (r,z). 
De bijdragen van de vergelijkingen a!. E = 0 in de je vierhoek zijn 
l. dus aan vier vergelijkingen, b.v. de k, k+I, k+Jl-2 en k+Il-1-de vergelijking. 
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k 
k+Il-2 
je vierhoek 
k+I 
k+Il-1 
Figuur 6.3 
a Verder bevat a~ 6Ej dan uitsluitend de onbekenden k, k+I, k+JJ-2 en k+Il-1. 
We merken ook op dat na de berekening van bijdragen uit deze je vierhoek de 
ke vergelijking af is. 
a (iv) We bekijken nu aAk 6Ej : 
I I B 
a! 6Ej = J J a!_ [J hdb - JA] F(~,n)d~dn, 
k 0 0 -le 0 
stel 
We bekijken verder 
B B 
I 
Pk = I I J~iFd~dn. 
0 0 
a J aB d J -1 aB -1 a~ hdb = a~ dB µ (b)bdb = a'\ µ(B) B 
0 0 
en we bekijken apart 
ClB ()B d aBV aB I I 4 
- = ~A~ ~BBu + - - = -B(f B + g B ) = - l (f f + g g )A a~ o_lc o d'\ aBv k u k v B £=I k £ k £ £ 
waarbij £ = I, ..• ,4 een telling over de hoekpunten aanduidt en B 
Dus 
Voor a~ E vinden we dus een som van vier zulke termen Qjk. 
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--------1 
3 
-e k onbekende 4 
Figuur 6.4 
We veronderstellen µ langzaam varierend over een maas en gebruiken een 
Gaussische kwadratuur waarvan de orde bepaald wordt door (fkfJI. + gkgJl.)F, 
i.h.a. een 9-punts formule 
(v) We bekijken nu aA:~'\c 8Ej: 
Dus 
a28E. I I 
--1. - J J _a [ -1 aA.aA - aA µ(B) 
l -k 0 0 -k 
a~ [µ(B)-I JI (fifJI. +gigJl.)AJI.] [a~ µ(B)-I] JIAJl.(fJl.fi +gigJI.)+ 
+ [µ(B) rl (fifk +gigk); 
a -I 
a'\c µ (B) oB = - * 
a'\c 
aµ(B)-I I ( 4 ) aµ(B)-I 
aB = i l (fkf.fl. + gkg.fl.)AJI. aB 
JI.=) 
4 
* ( l (f.f +g.g )A)+ 
I i n i n n n= 
(vi) We bekijken nu f en g in de verschillende coordinatenstelsels. 
In cartesische coordinaten, u = x, v = y, 
(6.2.5) 
in cylindercoordinaten, u = z en v = r, 
(6.2.6) 
en voor u = r, v = 8 
(6.2.7) I 31/JR. f =--
R, u 3v en 
I . . 1 .. . . d I 3 . n de energieintegraa voor poolcoordina~en vin en we r ae A. Aangezien 
3 ( O) 0 d • I 3 3 ( O) 1 • f I 31/i R, ae A r= = gel t weer ~~ r ae A = 3r 3e A r= • Evenwe in R. = ~ ar 
zijn we deze eigenschap kwijt. 
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Het is zaak in de programma's ervoor te zorgen dat dit geen moeilijk-
heden geeft. We doen dit door op elementen langs de r = 0-as andere basis-
31/i R. 
functies te kiezen met ;JV" (u=O) = 0 enz. 
Aangezien de Gauss-punten binnen de vierhoek liggen is daarmee praktisch 
het probleem opgelost. Evenwel moet opgemerkt dat dit voor convergentie-
bewijzen geen rol kan spelen 
voorwaarde m.a.w. een rij in 
deze eigenschap te hebben. 
aangezien H1 niet volledig 
Cll/JR, 
H1 met ;JV" (u=O) = 0 hoeft 
(vii) Wanneer we nu bekijken waar de bijdragen 
de Jacobiaan dan vinden we 
k 
k+I 
k+Il-2 
k+I3-I 
6.3. Progrannnatechnische overweging 
0 0 
is t.o.v. deze 
geen limiet met 
terecht komen in 
(i) Het stelsel vergelijkingen dat we op moeten lessen voor de Newton-
Raphson heef t de volgende vorm 
Ila = c 
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T 
met a= (A1, •.• ,~1 ) en L de vorm 
waarbij L positief definiet is. Bekijken we nu rij j van Z. Deze komt van 
a2 
de a~aA. E voor k = l, ••. ,Ml. 
Evenwel Is a!. alleen van een klein aantal A. afhankelijk. 
J J 
j-Il-3 
j-11-2 
j-Il-1 
j-1 j+Il-3 
j+Il-2 
j 
'--------_.;.~---___,. j+I 1-1 
J+I 
Figuur 6.'i 
Dus de je rij heeft de vorm 
je rij: O --- 0 *** 0 --- 0 *** 0 --- 0 *** 0 --- 0. 
t t t t 
kolom j-Il-2 j j+Il-2 Ml 
(ii) Voor het opstellen en oplossen van dit stelsel gebruiken we wat we een 
"block frontal method" genoemd hebben. 
Om deze te begrijpen realiseren we ons dat bij het toepassen van 
Choleski voor een bandmatrix van dit type voor het berekenen van een nieuwe 
rij van de L LT decompositie we alleen de al berekende elementen uit een 
driehoek boven die rij gebruiken. Dus 
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We creeren dus een blok ter lengte van de bandbreedte, voeren dan m.b.v. het 
vorige blok de L LT decompositie uit Ly= c tot het einde van dit blok. Dan 
schrijven we het voorlaatste blok naar disk en het laatste blok op de plaats 
an het voorlaatste etc. Dit betekent dat we voortdurend maar twee zulke 
blokken in het geheugen houden. Om te zien wat dit betekent voor de beno-
digde geheugenruimte het volgende voorbeeld. Bij een 50 x 50 maas hebben 
we voor de hele matrix, als we vier octaden per getal gebruiken, 50 3 * 4 
octaden nodig. Dus 500 · 103 octaden. Twee blokken zijn maar 2 * 4 * 502 
= 20 · 103 octaden. 
(iii) Een speciaal geval is, wegens de periodiciteitsvoorwaarde, u r, 
v = e. 
Wanneer we n.1. gewoon de vergelijkingen opstellen, zoals we dat voor 
de andere coordinatenstelsels doen, dan vinden we het volgende probleem 
r 
* 
Wanneer we de vergelijking voor punt j opstellen dan vinden we de onbekende 
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van het punt @. Deze onbekende hoort wegens de periodiciteit oak bij het 
punt @@. Wanneer we in de telling van de onbekenden deze nu bij @@ plaatsen, 
dan ziet de vergelijking j er zo uit: 
0 --- 0 * 0 --- 0 *** -- *** 0 --- 0 ** 0 --- 0 
t t t 
j-Il-1 j (Il-l)(Jl-1) 
De onbekende die bij 88 hoort "springt" in deze vergelijking uit de band. 
We kunnen daarvoor (minstens) op twee manneren een oplossing vinden. 
De ene bestaat uit het verdelen van de vierhoeken in twee driehoeken. 
Dan kunnen we deze twee driehoeken met lineaire basisfuncties als elementen 
gebruiken. Dan doet de onbekende bij e@ niet in de je vergelijking mee. 
Een tweede oplossing, waarbij de vierhoekige elementen behouden blij-
ven is aanzienlijk ingewikkelder. We laten de bespreking daarvan hier ach-
terwege. 
6.4. Open problemen 
Er zijn aan de zojuist beschreven toepassingen van de EEM twee klassen 
open problemen. 
Enerzijds is de physicus niet in staat de µ's voor de verschillende 
materialen voldoende te definieren. Anderzijds zijn convergentie-, existen-
tie- en eenduidigheidsbewijzen voor een groat deel niet beschikbaar (voor 
zover mij bekend). 
Natuurlijk, voor constante µ bij cartesische coordinaten zijn we in een 
bekende klasse waarvoor bij de gebruikte elementen alles bekend is. Voor 
niet constante µ is bij voldoende gladheid Ciarlet, Schultz en Varga's 
artikel [1969] bruikbaar. Meestal zijn evenwel de µ's alleen stuksgewijs 
"glad". Dan is de basistheorie misschien wel toepasbaar maar de daar ge-
geven resultaten niet zonder meer. 
Voor pool-en cylindercoordinaten zijn bewijzen niet beschikbaar en 
waarschijnlijk oo~ moeilijk te geven met de gebruikelijke technieken 
De eigenschappen die de vergelijkingen in de operationelevormbetekenis 
geven zijn niet van toepassing in de variationele aanpak. Bijvoorbeeld is 
H2 volledig t.o.v. de eigenschap ~~ (r=O) = 0, d.w.z. een rij functies met 
deze eigenschap heeft een limiet met deze eigenschap. Evenwel in H1 is dit 
niet het geval zodat we deze eigenschap niet kunnen gebruiken. 
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