Abstract-We study the problem of reliably provisioning traffic in high-capacity backbone mesh networks supporting virtual concatenation (VCAT). VCAT enables a connection to be inversely multiplexed on to multiple paths, a feature that has many advantages over conventional single-path provisioning. We propose improved routing algorithms which use minimumcost flow to find efficient collections of paths that satisfy the traffic requests. We first investigate the performance of our scheme under a uniform setting with symmetric traffic distribution and equal link capacities. We then apply our algorithm in a more realistic setting with asymmetric traffic and differing link capacities. Our algorithm is effective in both the uniform and non-uniform settings, and is much more effective than previously proposed schemes. Our study in the non-uniform setting is significant as it gives insight into the performance of our algorithm under more realistic scenarios.
I. INTRODUCTION
With the rise of critical Internet applications, satisfying customer reliability requirements is increasingly important. A common quality of service (QoS) metric is service reliability, measured by connection availability -the probability that a connection will be found in the operating state at a random time [5] . Various routing schemes have been proposed that maintain reliability by handling failures. One approach is path protection [3] , [11] , in which backup routing paths are reserved during connection setup to cope with failures in the primary paths. However, protection schemes require additional network resources and therefore an extra cost for the network operator. Another approach is restoration [9] , [11] , in which backup paths are discovered dynamically after a link failure. However, since recovery is performed after the failure has occurred, restoration schemes take more time than protection schemes.
Previous researchers considered satisfying customer availability requirements using single path routing schemes [14] . However, next-generation networks, such as NG-SONET/SDH, supporting virtual concatenation (VCAT) [6] allow connections to be provisioned on multiple paths. This provides better fault tolerance, more effective utilization of network resources, and relieves link congestion and delay.
Since many decisions for network management must be made in real time, efficient online schemes are essential. In the online reliable QoS provisioning problem that we study, a series of bandwidth requests are issued dynamically and each request must be scheduled as it arrives. Once a request has been scheduled, it cannot be rerouted. If a request cannot be satisfied, it is rejected. The authors of [10] studied this problem for high-capacity backbone mesh networks with This work has been supported by NSF Grant No. CNS-05-20190. possible link failures. They proposed a new metric, effective bandwidth, to measure the expected amount of available bandwidth provisioned for a connection over multiple paths. We propose a new multi-path heuristic that solves this problem and significantly improves on the results from [10] . While the prior heuristic focuses on finding sets of separate good paths, our approach seeks paths that jointly make up the best set. Our algorithm uses a minimum-cost flow in the network to find an efficient collection of paths that meets the bandwidth request. This method preserves network capacity by consuming as little bandwidth as possible to satisfy a request. We also present an improved version of this algorithm which more effectively utilizes network bandwidth by limiting the overuse of any particular link. This technique also reduces link congestion. We first investigate the performance of our schemes under a uniform setting with symmetric traffic distribution and equal link capacities. We then extend our study to a nonuniform setting with asymmetric traffic and differing link capacities. The latter results give a better understanding of the algorithms' performance in practice. Non-uniformity has been studied for computational grids [7] , communication networks [8] , [13] , and storage networks [12] . However, to our knowledge, ours is the first paper to study non-uniformity for availability-aware multi-path routing.
Our simulation results show that by finding better sets of paths that preserve network capacity, our algorithm is highly successful. For a typical US nationwide topology with realistic and asymmetric traffic distribution, under a heavy load of 400 Erlangs, our algorithm can schedule 99.9% of the requests and 99.7% of the requested bandwidth. Our algorithm also performs significantly better than prior schemes in both uniform and non-uniform settings. The difference in improvement for the non-uniform setting is substantial, so our approach is likely to be much more effective for practical networks. The remainder of this paper is organized as follows: Section II describes the QoS problem we are investigating. Section III presents our multi-path routing algorithms. Section IV provides our illustrative results. Finally, Section V presents our conclusions.
II. THE MAXIMUM BANDWIDTH PROBLEM
The reliable multi-path provisioning problem is modeled in [10] as the MAXBAND problem. The goal is to establish a connection between two nodes s and d, and send b units Since even the off-line version of MAXBAND is NP-hard, efficient heuristics are needed to solve this problem. The MAXFLOW heuristic was developed and tested in [10] . The algorithm first finds a set of candidate "good" edges. Among these edges, it then iteratively seeks the path of highest availability until the set of paths found provides enough effective bandwidth or until no more paths can be found. MAXFLOW outputs a set of paths that satisfies the effective bandwidth request if it finds such a set; otherwise the request is rejected and no paths are assigned. The experimental network used was a US nationwide network topology which resembles a well-connected carrier's backbone topology [15] (see Fig. 1 ). The links were bidirectional and link availabilities were uniformly distributed over the values [0.9999, 0.99999, 0.999999]. Since link availabilities are less than 1, all path availabilities will also be less than 1. Therefore, to satisfy an effective bandwidth request of b units, it is always necessary to consume at least b + 1 units (we will show in Section II-A that in this setting, exactly b + 1 units will be sufficient).
Unfortunately, the MAXFLOW algorithm does not take full advantage of the multi-path feature. In many cases, although the maximum availability path may be the best single path, it may not be part of the best multiple path solution. Thus we propose a new heuristic MINCOST. MINCOST uses shorter paths to satisfy requests, which reduces the amount of bandwidth consumed from the network (see Figure 2 ). It also 2 In this paper, we use the terms edge and link interchangeably.
exploits the use of multi-paths by finding the set of globally optimum paths that satisfies the current bandwidth request.
A. The Effect of Fractional Path Availabilities
While the MAXFLOW algorithm seeks the highest availability path, our algorithm initially ignores the path availabilities and aims to find the shortest paths that can satisfy the requests. Given the network settings used in [10] (which are similar to realistic observed settings), this approach of not prioritizing availabilities maintains practicality. In our experimental runs using the same topology, we found that the average path length was 3. A path of length 3, with each link having the lowest possible availability, would have an overall availability of 0.9999×0.9999×0.9999 > 0.9997. Since this is close to 1 we find that b + 1 units is always enough to satisfy a request for b units of effective bandwidth 3 . For example, if 96 units of bandwidth are requested, and a path with availability 0.9997 is found, then by retrieving 97 units of bandwidth from this path we will obtain an effective bandwidth of 97×0.9997 = 96.9709, which is more than enough to satisfy the request. The high link availabilities and the short path lengths that are characteristic of the network topology generally allow for paths with high availabilities. MAXFLOW's approach of finding highly reliable paths to deal with bandwidth loss incurred from fractional availabilities is rather unnecessary and can be avoided by simply retrieving an additional unit of bandwidth.
III. THE MINCOST ALGORITHM
Given a connection request, the MINCOST algorithm finds a set of paths that result in the minimum overall bandwidth consumption. The algorithm first sets the cost of each edge in the underlying graph G to 1. As noted earlier, a flow of b + 1 will satisfy this request. By finding the minimum cost flow, we are able to minimize the sum of the flows in all the edges used for this request [1] . Figure 2 shows an example of the approaches of both algorithms. Edges on the graph that have a non-zero flow are indicated by dashed lines and the flow amounts are shown below the edges. The capacity on all the edges is 10 and the availabilities on all edges except (s,a) and (s,b) is 0.999999. Edge (s,a) has availability 0.99999 and edge (s,b) has availability 0.9999. For this example, suppose the request (<s, d, 11>), has been issued 4 . Although both MAXFLOW and MINCOST are able to satisfy the request, MINCOST does so by consuming 10×3+2×3=36 units of bandwidth whereas MAXFLOW consumes 10×4+2×3=46 units.
The steps of our algorithm are shown in Algorithm 1. Our approach can be implemented efficiently using a simple minimum-cost flow algorithm [1] , and in our simulations the average number of paths needed was only 1.2. Our algorithm 3 The maximum amount of bandwidth requested is 96 units. Therefore, as long as the path length is less than k = log (0.9999) 96 97 = 103, b + 1 units will be sufficient to satisfy a request for b units. 4 Assume that bandwidth need is deterministic so that all the bandwidth on a link can be used as in a time-division multiplexing (TDM) link. 
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1: Assign each edge e ∈ E a cost w(e) = 1. Reject this request. 7 : end if requires a bit more computation than MAXFLOW. However, our results show that without any code optimizations, both algorithms take only a few milliseconds to process a request. The difference in computation time is a small tradeoff for the performance improvements achieved by MINCOST.
A. The MINCOSTADD Algorithm
Congestion is a common problem when a series of network requests is issued. Edges on the shortest paths for many node pairs are likely to be accessed frequently. To avoid congestion, the use of these edges should be limited. For example, in Fig. 1, edge (6, 11) lies on the shortest path between several node pairs such as: 1 and 15, 1 and 19, 2 and 15, and 2 and 19. Popular edges like (6, 11) should be saved when we can satisfy a request with a less popular edge without using significantly more edges.
Congestion also occurs when certain nodes are requested more frequently than others. The bandwidth on the edges adjacent to these nodes diminishes faster than on other edges. To preserve frequently accessed edges we modified the MINCOST algorithm. In the MINCOSTADD algorithm each time an edge is used, we increase its cost. Therefore, popular edges will have higher costs and will be accessed less frequently. They will be used when they are crucial for efficiently satisfying a request. This modification produces improved performance results with only minor additional computational costs. This feature of the MINCOSTADD algorithm makes it flexible and adaptive, allowing us to preserve edges which are more in demand.
IV. SIMULATION RESULTS

A. Uniform Setting
To evaluate the performance of our algorithms, we replicated the simulated dynamic network environment used in [10] . The connection arrival process is Poisson and the connection-holding time follows a negative exponential distribution with unit mean. There are 16 wavelengths per link, and the capacity of each is (≈10 Gbps), which is a realistic measure for today's channel speeds. The bandwidth distribution of the connection requests is as follows: 52% of the requests are for 100Mb of bandwidth, 21% are for 150Mb, 10% are for 600Mb, 10% are for 1Gb, 4% are for 2.5Gb, 2% are for 5Gb, and the final 1% of requests are for 10Gb of bandwidth. This distribution follows typical bandwidth distributions observed in realistic networks. In the first set of simulations, we assume a uniform traffic distribution over all node pairs. The availability of links were assumed to be uniformly distributed over the values [0.9999, 0.99999, 0.999999]. We simulated 100,000 connection requests under these settings for various load levels 5 . We tested each algorithm while varying the load on the network from 100 Erlangs to 600 Erlangs. We applied the MINCOST and MINCOSTADD algorithms and compared their performance to the MAXFLOW algorithm. We observed the fraction of unprovisioned bandwidth (bandwidth blocking probability), the fraction of unprovisioned requests (probability of failure), and the number of satisfied requests before the first failure occurs.
For all load levels, both of our algorithms outperform MAXFLOW. Our algorithms consistently provision more bandwidth, and can satisfy a higher number of requests before the first failure, and a higher number of requests in total. For moderate load (300 Erlangs), MINCOST and MINCOSTADD block less than a third of the bandwidth blocked by MAXFLOW (see Fig. 3 ). Both of our algorithms are also 3 times less likely to fail than MAXFLOW (see Fig 4) . Under the same load, MINCOST satisfies more than twice the number of requests that MAXFLOW satisfies before the first failure, and MINCOSTADD satisfies more than 3 times this amount (see Table I ). Under a load of 200 Erlangs, our algorithms are always successful, whereas MAXFLOW has a few failures (approximately 140).
The results illustrate the effectiveness of our algorithms. Even under a moderate load level (300 Erlangs), our algorithms satisfy more than 99.3% of the requests and more than 97% of the requested bandwidth.
To verify that the MINCOST algorithm retains more bandwidth in the network than MAXFLOW, we recorded the bandwidth consumed by each algorithm to satisfy 100,000 requests under a light load (100 Erlangs) 6 : MINCOST con- sumes approximately 30 units per request whereas MAXFLOW consumes approximately 30.5 units, which is about 1.67% higher.
B. Non-Uniform Setting
Most published work in routing assumes that requests are uniformly distributed among all node pairs. In realistic networks, this assumption does not hold. Popular sites are more likely to be selected for a connection request, whereas other sites will be selected less frequently. With this asymmetry, network operators are likely to supply links adjacent to the popular sites with more bandwidth. To understand the performance of MAXFLOW and our algorithms under more realistic conditions, we ran simulations for a nonuniform setting. We used the same network as in our uniform experiments. However, we placed a bias on certain nodes by forcing them to be selected more frequently for the s-d pairs. These biased nodes are referred to as "large" nodes, and all other nodes are referred to as "small". We followed the guidelines suggested by the Defense Advanced Research Projects Agency (DARPA) [16] model and set 20% of the nodes to be "large". We chose the 20% of nodes with the highest degree for this set (see Fig. 1 ). The remaining 80% of nodes were "small". Following the guidelines, the traffic was distributed as follows: 40% of the traffic was between two large nodes, 40% of the traffic was between a large node and a small node, and the remaining 20% of the traffic was between two small nodes. Links adjacent to large nodes were assigned twice as much bandwidth (32 wavelengths, each at ≈10 Gbps) as other links. All other settings in the nonuniform experiments were kept the same as for the uniform case. Figures 5 and 6 and Table II show our results under the nonuniform setting. For simplicity, we only compare MAXFLOW to MINCOSTADD since the latter consistently performs better than MINCOST (however, both of our algorithms outperform MAXFLOW). The performance of MINCOSTADD is even better in the non-uniform setting. When the network is considerably loaded (at 400 Erlangs), the algorithm successfully schedules 99.9% of the requests and 99.7% of the requested bandwidth. MINCOSTADD's ability to adapt to varying edge demands accounts for its effectiveness in this setting.
Our results show that in the non-uniform setting, for all loads, MINCOSTADD performs better than MAXFLOW. We calculated the percent difference 7 in bandwidth blocking probability and probability of failure for the two algorithms under both settings. These values are provided in Tables III  and IV . These values show that the difference in the performance gain achieved by MINCOSTADD over MAXFLOW is considerably higher in the non-uniform setting than in the uniform setting. In particular, when the load is at 400 or 500 Erlangs, the performance improvement, in terms of bandwidth blocking probability, of MINCOSTADD over MAXFLOW in the non-uniform setting is more than three times the performance improvement in the uniform setting. In terms of probability of failure, the performance improvement in the non-uniform setting is more than twice the performance improvement in the uniform setting. This difference in improvement suggests that studies done under uniform settings may be misleading in measuring relative performance since the uniformity assumption is usually unrealistic. Our results show that our algorithms are highly effective in both uniform 7 The percent difference of two values a and b is |a−b| average (a,b) ×100.
and non-uniform settings.
V. CONCLUSION
Our work presents a new online algorithm MINCOST for reliable mutli-path routing and an improved version of this algorithm, MINCOSTADD. Our algorithms use the multi-path feature to maintain as much bandwidth as possible in the network. The ability of MINCOSTADD to adapt to different network topologies and varying edge demands allows it to be very successful especially in a non-uniform setting. For a typical US nationwide topology, with asymmetric traffic and link capacities, even under a relatively heavy load (400 Erlangs), MINCOSTADD successfully scheduled 99.9% of the requests and 99.7% of the requested bandwidth. Our MINCOSTADD algorithm has significant performance improvements over MAXFLOW in uniform and non-uniform settings. This difference in the non-uniform setting indicates that MINCOSTADD would be much more effective if used in practice.
