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51 Einfu¨hrung
Ein fundamentales Problem der Mathematik ist das LÄosen von linearen und nichtli-
nearen Gleichungssystemen Fx = 0. WÄahrend lineare Systeme bereits 200 Jahre vor
Christus in der Abhandlung Chin chang suan shu von Chang Ts'ang studiert und
gelÄost wurden, bereitete die Klasse von nichtlinearen Systemen weit grÄo¼ere Proble-
me. Die Newton-Iteration und Äahnliche Fixpunktiterationen waren dafÄur lange Zeit
nahezu die einzigen praktikablen Verfahren. Diese Iterationen zeichnen sich dadurch
aus, dass sie Äuberaus einfach sind und mit ihnen sehr e±zient Nullstellen bestimmt
werden kÄonnen, sofern bereits geeignete Approximationen an die LÄosungen vorliegen.
Allerdings ist man mit ihnen im Allgemeinen nicht in der Lage, alle LÄosungen zu ¯n-
den. Man ging deshalb davon aus, dass es prinzipiell nicht mÄoglich sei, nichtlineare
Gleichungssysteme vollstÄandig zu lÄosen. SpÄatestens durch die Arbeiten von Bucher-
ger Äuber GrÄobner-Basen ([B85] und [C90]) zur Behandlung polynomialer Systeme
und die Arbeiten von Moore Äuber Intervall-Arithmetik fÄur nichtpolynomiale Systeme
([M69], [MJ77], [M77], [M78a], [M78b], [M79], [MQ82], [M88]) war diese Ansicht wi-
derlegt. Inzwischen existiert eine ganze Vielzahl von Algorithmen. Eine wunderbare
ÄUbersicht darÄuber mit ausfÄuhrlichster Literaturliste ¯ndet sich in [R98]. Die AnsÄatze
zur LÄosung lassen sich grob in vier Klassen aufteilen, nÄamlich in algebraische Tech-
niken, Homotopie-AnsÄatze, Fixpunktiterationen und Subdivsion. Mit algebraischen
Techniken wie den GrÄobner-Basen oder Resultanten, lassen sich alle komplexen Null-
stellen polynomialer Systeme bestimmen. Der gro¼e Vorteil dieser Methoden ist, dass
sie theoretisch sehr elegant und sehr gut geeignet zur Implementation in symboli-
schen Systemen wie Maple sind. Dem gegenÄuber steht ihre numerische InstabilitÄat bei
Implementation in Floating-Point-Arithmetik. Desweiteren wird mit Speicher- und
Zeitressourcen nicht e±zient umgegangen, sodass sie nur anwendbar bei begrenztem
Grad und begrenzter DimensionalitÄat sind. Die zweite Klasse der Homotopie-AnsÄatze
([ZG81]) neigt ebenfalls zu numerischer InstabilitÄat. Will man dieses Problem umge-
hen durch Implementation in exakter rationaler Arithmetik, so werden erneut enorme
SpeicherkapazitÄaten benÄotigt. Fixpunktiterationen wie die Newton-Raphson Iteration
([P40]) oder Numerische Optimierung ([DB74]) sind im Allgemeinen einfach zu pro-
grammieren und dabei sehr e±zient. Sie besitzen jedoch typischerweise den Nachteil,
dass bereits gute StartnÄaherungen an die LÄosungen vorliegen mÄussen, welche durch
andere AnsÄatze bestimmt werden. Fixpunktiterationen besitzen somit keinen vollstÄan-
dig eigenstÄandigen Charakter. In die vierte Klasse der SubdivisionsansÄatze fÄallt unser
Ansatz. Lane und Riesenfeld ([LR81]) untersuchten erstmals binÄare Subdivision von
uniformen Splines. Dabei kommt deren variationsmindernde Eigeschaft zum Tragen.
Mit dieser Technik lassen sich die reellen Nullstellen eines polynomialen Systems in-
nerhalb eines kompakten Intervalls bestimmen. Boehm ([Bo80]) und Cohen ([CLR80])
Äubertrugen diese Idee auf allgemeine nichtuniforme Subdivsion von B-Splines. SpÄater
entwickelte Geisow ([G83]) Subdivivions-Algorithmen um ebene algebraische Kurven
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zu schneiden, die in baryzentrischen Tensorproduktbasen ausgedrÄuckt sind. Koch ge-
lang es in [K96] durch Aufstellung eines zum ursprÄunglichen Problem Äaquivalenten
Gleichungssystems polynomiale Systeme in Monomform e±zient zu lÄosen. Unser An-
satz schlie¼lich Äahnelt dem von Sherbrooke und Patrikalakis ([SP93]), die polynomiale
Systeme betrachteten. Dort [SP93] werden zwei Varianten besprochen, von denen sich
die erste als besonders leistungsfÄahig erwies. Leider verliert sie die zunÄachst erwar-
tete quadratische Konvergenz. Mit dem in dieser Arbeit verfolgten Ansatz wird die
quadratische Konvergenz hingegen erhalten.
Wir arbeiten mit der Darstellung der Gleichungen in B¶ezierform. Diese zeichnet sich
dadurch aus, dass die Koe±zienten fÄur die Basisfunktionen geometrische Information
Äuber die dargestellte Funktion F enthÄalt. Durch geeignete Betrachtung kann man die
Koe±zienten, in diesem Kontext Kontrollpunkte genannt, nÄamlich als Approximation
von F auffassen und den Approximationsfehler mit sehr einfachen Mitteln abschÄat-
zen. Somit lÄasst sich der Bereich mÄoglicher LÄosungen von Fx = 0 einschrÄanken. Durch
EinschrÄankung des betrachteten De¯nitionsgebiets, in diesem Zusammenhang Subdi-
vision genannt, konvergieren die Kontrollpunkte aber quadratisch gegen F und somit
erhalten wir einen quadratisch konvergenten Algorithmus. Dieser ist in der Lage nu-
merisch stabil alle Nullstellen in einer kompakten Box [a1, b1]×· · ·× [an, bn] zu ¯nden.
Dabei wird mit Speicherplatzressourcen e±zient umgegangen und auch die LÄange des
Codes bleibt mit wenigen Hundert Zeilen Äau¼erst moderat.
In dieser Arbeit verfolgen wir das Ziel, konkrete Algorithmen zu formulieren und die
notwendige Theorie hierzu vollstÄandig bereit zu stellen. Sie ist dabei wie folgt aufge-
baut. In Kapitel 2 stellen wir die Theorie polynomialer B¶ezierpolynome vor, wobei wir
uns auf den Teil beschrÄanken, der fÄur die weitere Arbeit notwendig ist. In Abschnitt
2.1 behandeln wir zunÄachst den univariaten Fall, in Abschnitt 2.2 verallgemeinern wir
die Theorie auf den multivariaten Fall durch Tensorprodukt-Bildung. Im Wesentlichen
geben wir im Kapitel 2 Standardtheorie wieder, die in den CAGD-BÄuchern wie [F00]
Äublicherweise behandelt wird. Nicht Standard sind in Kapitel 2 die EinschlussschÄatzer
fÄur die B¶ezierpolynome. Diese gehen zurÄuck auf [NPL99], [LP01] und [Reif00]. Deren
mÄogliche Verallgemeinerung fÄur den multivariaten Fall wurde ebenfalls in den genann-
ten Papers besprochen, wÄahrend wir eine praktikable Alternative hierzu vorschlagen,
die ausgezeichnete Ergebnisse liefert.
In Kapitel 3 wenden wir die B¶eziertheorie dann an und formulieren zwei Algorithmen
zur LÄosung polynomialer Gleichungssysteme. Der erste der beiden arbeitet komplett
ohne die EinschlussschÄatzer und wird in Abschnitt 3.1 vorgestellt. Der zweite Algo-
rithmus bezieht die EinschlussschÄatzer mit ein, wir behandeln ihn in Abschnitt 3.2.
Beide Algorithmen konvergieren quadratisch. In Abschnitt 3.1.2 behandeln wir spezi-
elle Klassen von polynomialen Gleichungssystemen, fÄur die sich der Aufwand drastisch
reduzieren lÄasst.
Anschlie¼end legen wir in Kapitel 4 die theoretischen Grundlagen fÄur die Behandlung
nicht-polynomialer Systeme, welche in Abschnitt 4.1 im Wesentlichen eine Aufarbei-
7tung der VerÄo®entlichungen [Ma96], [ML96], [ML99], [Ma99] und [DR88] fÄur unsere
Zwecke darstellt. Aus diesen Grundlagen leiten wir explizite Algorithmen in Matlab-
Code fÄur die notwendigen Erweiterungen des Programms aus Kapitel 3 an. In Ab-
schnitt 4.2 gehen wir ausfÄuhrlich auf Systeme ein, die aufgebaut sind aus trigonome-
trischen, polynomialen und exponenziellen Funktionen und machen so die Algorith-
men aus Abschnitt 4.1 numerisch stabil unter Subdivision. Als Alternative zum in
Abschnitt 4.1 gegebenen Vorgehen bieten wir in Abschnitt 4.3 einen Algorithmus an,
der mit uniformen nicht-polynomialen Splines arbeitet. In Abschnitt 4.6 gehen wir
noch explizit auf die Behandlung von Besselfunktionen ein.
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2 Polynomiale Gleichungssysteme
In diesem Kapitel wollen wir den Fall polynomialer Gleichungssysteme behandeln.
ZunÄachst wenden wir uns der univariaten Theorie polynomialer B¶ezierkurven zu. Die
dort gewonnen Erkenntnisse lassen sich anschlie¼end problemlos auf den multivariaten
Fall verallgemeinern.
2.1 Univariate polynomiale Be´ziertheorie
Definition 2.1 Sei das k-te Bernsteinpolynom bm,k der Ordnung m definiert durch
(siehe Abbildung 1)
bm,k(x) :=
(
m− 1
k − 1
)
xk−1(1− x)m−k , x ∈ [0, 1], k ∈ 1 : m .
Alle Bernsteinpolynome der Ordnung fassen wir zusammen in einem liegenden Vektor
Bm := [bm,1, . . . , bm,m] .PSfrag replacements
0 1
0
1
−1
0
1
b4,1
b4,2 b4,3
b4,4
Abbildung 1: Bernsteipolynome fÄur m = 4
Die bm,1, . . . , bm,m bilden eine Basis des Raums Pm = 〈1, x, . . . , xm−1〉 aller Polyno-
me, deren Grad kleiner als m ist . Dies ist unmittelbar klar, wenn man sukzessive
zu bm,1, . . . , bm,k noch bm,k+1 hinzunimmt. Jede Linearkombination der bm,1, . . . , bm,k
besitzt in 1 mindestens eine (m − k)-fache Nullstelle, wÄahrend bm,k+1 lediglich eine
(m−k−1)-fache Nullstelle besitzt. bm,k+1 kann also nicht linear aus den bm,1, . . . , bm,k
kombiniert werden.
Definition 2.2 Fu¨r p1, . . . , pm ∈ Rd nennt man die rechte Seite von
p =
m∑
k=1
bm,kpk
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B¶ezierdarstellung von p bzw. allgemein eine B¶ezierkurve der Ordnung m zu den so-
genannten Kontrollpunkten pk ∈ Rd. Die Kontrollpunkte werden wir im Folgenden
in einer Matrix P = [p1; . . . ; pm] zusammenfassen, jeweils ein Kontrollpunkt in einer
Zeile. Somit ko¨nnen wir kurz mit der u¨blichen Matrixmultiplikation schreiben
p = BmP.
Der VorwÄartsdi®erenzen-Operator ¢ sei definiert durch
¢P := [p2 − p1; . . . ; pm − pm−1] ∈ R(m−1)×d;
¢n sei die n-malige Anwendung von ¢.
Wir sehen unmittelbar, dass z.B. ¢2P = [p3 − 2p2 + p1; . . . ; pm − 2pm−1 + pm−2] ∈
R
(m−2)×d. Die Ableitung einer B¶ezierkurve der Ordnung m mit den Kontrollpunkten
P ist sicherlich eine B¶ezierkurve der Ordnung (m − 1). Die Kontrollpukte fÄur die
Ableitung berechnen sich mittels des VorwÄartsdi®erenzen-Operators als (m − 1)¢P ,
wie uns das folgende Lemma lehrt. Ein Beweis hierfÄur ¯ndet sich in jedem CAGD-
Lehrbuch, wie z.B. in [F00].
Lemma 2.3 Fu¨r p = BmP gilt p
′ = (m − 1)Bm−1¢P . Folglich ist eine Be´zierkurve
genau dann ein Polynom der Ordnung n, wenn ¢nP = [0; . . . ; 0].
Wenn man mit Polynomen arbeitet, so werden diese meist in Monomform angegeben.
Nicht so in der geometrischen Datenverarbeitung. Vielmehr wird mit Basen gearbeitet,
die eine positive Partition der Eins bilden. Der Grund hierfÄur ist, dass dann intuitive
ZusammenhÄange zwischen den Koe±zienten -hier Kontrollpunkte genannt- und der
dargestellten Funktion bestehen. Die Basis der Bernsteinfunktionen bildet eine solche
Basis, wie wir im folgenden Satz sehen.
Satz 2.4 (Konvexe-Hu¨lle-Eigenschaft) Es gilt bm,k ≥ 0 und∑
k bm,k ≡ 1 und damit gilt fu¨r beliebige Kontrollpunkte pk ∈ Rd
und x ∈ [0, 1]:
p(x) = Bm(x)P ∈ ConvexHull(p1, . . . , pm) .
Außerdem ist p(0) = p1 und p(1) = pm.
Beweis Entwickelt man 1 = (x+ (1− x))m binomial, so sieht man, dass
1 = 1m = (x + (1− x))m =
m∑
k=0
(
m
k
)
xk(1− x)m−k =
m+1∑
k=1
bm+1,k(x) .
¤
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Als nÄutzliche Approximation einer B¶ezierkurve erweist sich das Kontrollpolygon, wel-
ches wir nun de¯nieren wollen.
Definition 2.5 Sei fu¨r x ∈ [0, 1]
hm,i(x) :=


0 , x 6∈ [ i−2
m−1
, i
m−1
]
(m− 1)x− (i− 2) , x ∈ [ i−2
m−1
, i−1
m−1
]
i− (m− 1)x , x ∈ [ i−1
m−1
, i
m−1
]
und Hm = [hm,1, . . . , hm,m]. Wir nennen hm,i i-te Hut-
funktion.
Wir setzen dann als lineare Interpolation der Kontroll-
punkte
¹p =
m∑
i=1
hm,i(x)pi = HmP
und nennen ¹p das Kontrollpolygon zu p.
PSfrag replacements
0 1
0
1−1
0
1
h6,2h6,3 h6,6
PSfrag replacements
0
1
0
1
−1
0
1
h6,2
h6,3
h6,6
0 1
−1
0
1
Wie man im zweiten Bild der obigen De¯nition sieht, besteht ein intuitiver Zusammen-
hang zwischen dem Kontrollpolygon und der dargestellten Kurve. Die Kurve versucht
gewisserma¼en, das Kontrollpolygon nachzubilden, ohne dabei aber die Glattheit zu
verlieren.
Der zweite Teil des folgenden Satzes erlaubt es uns, B¶ezierkurven und Kontrollpoly-
gone ohne Angabe eines Koordinatensystems graphisch darzustellen. Der erste Teil ist
fÄur unserern Ansatz zur LÄosung von Gleichungssystemen von fundamentaler Bedeu-
tung.
Satz 2.6 Mit pk :=
k−1
m−1
ist
∑m
k=1 bm,k(x)pk = x. D.h. fu¨r qk = (q1,k, . . . , qd,k) ist
der Graph der Be´zierkurve gegeben durch
∑m
k=1 bm,k(x)
(
k−1
m−1
, qk,1, . . . , qk,d
)
. Außerdem
sind Be´zierkurven affin invariant, d.h. mit der affinen Abbildung a(q) = qM+q0, wobei
M ∈ Rd×d und qk ∈ R1×d, gilt:
a
(
m∑
k=1
bm,k(x)qk
)
=
m∑
k=1
bm,k(x)a(qk) .
Die Koeffizienten pk =
k−1
m−1
nennt man Greville-Abszissen.
Fu¨r die Greville-Abszissen P gilt BmP = HmP , d.h. in die-
sem Fall stimmen das Kontrollpolygon und die dargestellte
Be´zierkurve u¨berein.
PSfrag replacements
0 1
0
0.5
1
(x, p(x))
qk
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Beweis Mit den Bezeichnungen von oben gilt p1 = 0 und mit den Di®erenziations-
formeln fÄur B¶ezierkurven auch D
∑m
k=1 bm,k(x)pk = (m − 1)
∑
m−1,k bm−1,k(x)(pk+1 −
pk) = (m − 1) 1m−1 = 1, also p(0) = 0 und p′(x) ≡ 1. Die a±ne Invarianz folgt
unmittelbar aus Satz 2.4. ¤
Wenn p eine polynomiale Kurve der Ordnung m ist, dann auch p(a · +b). Man kann
deshalb sicherlich zwei KontrollpunktsÄatze P l und P r ¯nden, sodass die zwei Ab-
schnitte fÄur x ∈ [0, x0] und x ∈ [x0, 1] paramterisiert werden, dass also pl(x) =
p(xx0) =
∑
bm,k(x)p
l
k bzw. p
r(x) = p((1 − x)x0 + x) =
∑
bm,k(x)p
r
k. Man beach-
te, dass {xx0 | x ∈ [0, 1]} = [0, x0] und {(1− x)x0 + x|x ∈ [0, 1]} = [x0, 1]. Wie diese
KontrollpunktsÄatze fÄur den linken bzw. fÄur den rechten Teil zu berechnen sind, sagt
uns der folgende Satz.
Satz 2.7 (DeCasteljau-Algorithmus)
PSfrag replacements
...
...
... · · ·
p1
p2
pm−1
pm
Gegeben seien die m Kontrollpunkte p1, . . . , pm
zur polynomialen Kurve p und die Untertei-
lungsstelle x0. Man berechne das nebenstehende
Schema. Die linke Spalte ist gegeben, alle ande-
ren Kontrollpunkte werden berechnet als Kon-
vexkombination der Punkte, die auf ihn zeigen,
wobei ein Aufwa¨rtspfeil fu¨r das Gewicht x0, ein
Abwa¨rtspfeil fu¨r das Gewicht (1− x0) steht.
Die oberen Eintra¨ge in den Spalten von links nach rechts sind die Kontrollpunkte P l
fu¨r die Kurve pl(x) := p(xx0) = BmP
l, bzw. die unteren Eintra¨ge in den Spalten von
rechts nach links sind die Kontrollpunkte P r fu¨r die Kurve pr(x) := p((1 − x)x0 +
x) = BmP
r. Insbesondere gibt der Kontrollpunkt ganz rechts im Schema den Wert der
Be´zierkurve an der Stelle x0 an.
Dieser Satz ist ein Spezialfall von Satz 4.24 und wird dort bewiesen. Den ÄUbergang
von Kontrollpunkten P zu P l bzw. P r nennt man Subdivision. Wie wir sehen wer-
den, liegen die subdividierten Kontrollpunkte bzw. das zugehÄorige Kontrollpolygon
im Allgemeinen wesentlich dichter bei der dargestellten Kurve als das ursprÄungliche
Kontrollpolygon. Deshalb spielt die Subdivision von B¶ezierkurven und deren nicht-
polynomialen Verallgemeinerungen in dieser Arbeit eine entscheidende Rolle.
Definition 2.8 Sei p(x) = Bm(x)P und fu¨r 0 < a < b < 1 sei ~P so, dass ~p(x) :=
p((1− x)a + xb) = Bm(x) ~P . Wir setzen den Subdivisionsoperator s als
s(P, a, b) := ~P.
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PSfrag replacements
−50
−25
50
0
25
50
0
0
−10
−15
40
20
15
30
10
−1
30
24 18
9
PSfrag replacements
−60 −40 −20 0 20 40 60−40
−20
0
20
40
60
−1
0
1
Abbildung 2: DeCasteljau-Scheme zum Unterteilungspunkt x0 = 3/5
Lemma 2.9 Der Subdivisionsoperator ist ein Automorphismus in Rm und es gilt
s(P, a, b) = s(s(P, 0, b), a/b, 1).
Soll also auf ein Intervall [a, b] ⊂ [0, 1] subdividiert werden, so kÄonnen wir folglich
diesen Prozess aufspalten in zwei Schritte. In beiden Schritten ist das DeCasteljau-
Schema durchzurechnen, zuerst mit x0 = b, dann mit x0 = a/b.
Betrachten wir ein ausfÄuhrliches Beispiel:
Beispiel 2.10 Gegeben seien die Kontrollpunkte P =
[
0 25 50 −50
0 50 0 −25
]T
. Wegen
Satz 2.4 verla¨uft die Be´zierkurve in der konvexen Hu¨lle der Punkte [0, 0], [25, 50],
[50, 0] und [−50,−25]. Das DeCasteljau-Schema zum Unterteilungspunkt x0 = 3/5 ist
in Abbildung 2 zu sehen. Die Kontrollpunkte fu¨r den linken Teil [0, 3/5] sind P l =[
0 15 30 18
0 30 24 9
]T
bzw. fu¨r den rechten Teil [3/5, 1] sind die Kontrollpunkte P r =[
18 10 −10 −50
9 −1 −15 −25
]T
. Wie man sieht, liegt das zusammengesetzte Kontrollpolygon
aus dem [0, 3/5]- und dem [3/5, 1]-Teil wesentlich na¨her an der dargestellten Kurve,
als das urspru¨ngliche Kontrollpolygon.
Das folgende Lemma besagt, dass die dargestellte B¶ezierkurve niemals
"
welliger\ ist
als das zugehÄorige Kontrollpolyon, wobei das Ma¼ der Welligkeit gegeben sei durch
die potenzielle Zahl von Schnitten mit einer Hyperebene.
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Lemma 2.11 Seien pk ∈ Rd und p =
∑
k bm,kpk,
v ∈ Rd und d ∈ R. Wenn wir V : Rd → R, x 7→ 〈v, x〉−d
setzen, so besitzt die Funktion V ◦ p nicht mehr Vorzei-
chenwechsel als die Funktion V ◦ ¹p. D.h. bezu¨glich einer
durch v und d gegebenen Hyperebene {x : 〈v, x〉 = d}
wechselt eine Be´zierkurve nicht o¨fter die Seite als das
zugeho¨rige Kontrollpolygon.
Beweis Nach Satz 2.13 konvergiert bei Subdivision das Kontrollpolygon gegen die
zugehÄorige B¶ezierkurve. Subdivision ist aber ein variationsmindernder Prozess, weil er
als fortgesetztes
"
Eckenabschneiden\ aufgefasst werden kann, siehe dazu Abbildung 3.
Geht man Äuber von einem Polygonzug wie im linken Bild zu dem des rechten Bildes,
Abbildung 3: Durch Eckenabschneiden werden keine weiteren Schnittpunkte mit Ge-
raden gewonnen
so muss jede Hyperebene, die den rechten Polygonzug schneidet, auch den linken
Polygonzug schneiden. ¤
Die Bemerkung in Beispiel 2.10 bezÄuglich des Abstandes des Kontrollpolygons zur
Kurve im ursprÄunglichen bzw. subdividierten Fall werden wir in Satz 2.13 prÄazise
formulieren und beweisen. Das geht sehr elegant mit dem folgenden Lemma. NatÄurlich
sollten wir es nicht nur als Hilfsmittel betrachten, stellt es doch ein sehr e±zientes
Verfahren zur Beurteilung des Kontrollpolygons in Bezug zur dargestellten Kurve zur
VerfÄugung. Auch spÄater werden wir das Lemma noch gewinnbringend einsetzen.
ZunÄachst de¯nieren wir fÄur einen Vektor V ∈ Rm bzw. fÄur eine stetige Funktion
f : [0, 1]→ R die Maximumnorm wie Äublich,
‖V ‖∞ := max
k∈1:m
| vk |, ‖f‖∞ := max
x∈[0,1]
| f(x) | .
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Der folgende Satz Äuber den Abstand einer B¶ezierkurve zu ihrem Kontrollpolygon ¯ndet
sich erstmals in [NPL99]. In [Reif00] wird er auf Splines mit beliebigen Knotenfolgen
verallgemeinert. Satz 2.12 dient zwei Zwecken. Erstens verwenden wir es als zentralen
Baustein zum Beweis der quadratischen Konvergenz bei Subdivision. Zweitens werden
wir aus ihm Satz 2.14 ableiten, in dem wir B¶ezierkurven stÄuckweise linear von oben
und unten einschlie¼en.
Satz 2.12 Fu¨r die Differenz einer Be´zierkurve p : [0, 1] → R der Ordnung m und
ihrem Kontrollpolygon ¹p(x) gilt
| p(x)− ¹p(x) |≤ m− 1
2
x(1− x)‖¢2P‖∞ ,
also insbesondere
‖p− ¹p‖∞ ≤ m− 1
8
‖¢2P‖∞ .
Beweis Den konstruktiven Beweis wollen wir wie folgt angehen. Auf der rechten
Seite der AbschÄatzung kommt zu gegebenem x au¼er Konstanten lediglich die maxi-
male zweite Di®erenz der Kontrollpunkte ins Spiel. Also geben wir uns diese GrÄo¼e
vor und suchen Kontrollpunkte so, dass die linke Seite so gro¼ wie mÄoglich wird, um
so die Konstante (m− 1)x(1− x)/2 zu erhalten.
Falls ‖¢2P‖∞ = 0, so fÄallt nach Satz 2.6 das Kontrollpolygon mit der Funktion
zusammen. In diesem Fall steht also sowohl auf der linken, als auch auf der rechten
Seite Null.
Geben wir uns nun ‖¢2P‖∞ = 1 vor. Dies bedeutet keine EinschrÄankung, weil Skalie-
rung von P die linke sowie die rechte Seite um denselben Faktor Äandert. Wir suchen
nun eine B¶ezierkurve p mit ||¢2P ||∞ = 1, die maximalen Abstand zu ihrem Kontroll-
polygon hat. Da fÄur zwei B¶ezierkurven BmP und Bm ~P , die sich um einen linearen
Term unterscheiden, sowohl ‖p − ¹p‖∞ = ‖~p − ¹~p‖∞, als auch ¢2P = ¢2 ~P ist, kann
o.B. d.A. verlangt werden, dass fÄur ein k dann pk = 0 = pk+1 gilt. Nun fragen wir
uns, wie der Abstand des Kontrollpolygons von der dargestellten Kurve an der Stelle
x ∈ [(k − 1)/(m − 1), k/(m − 1)] maximiert werden kann, wenn pk−1 = 0 = pk und
‖¢2P‖∞ = 1 vorgegeben ist. Wie man zeigen kann, ist dies der Fall, wenn alle Kon-
trollpunkte unter Einhaltung der Vorgaben so gro¼ wie mÄoglich sind, was wiederum
dann der Fall ist, wenn ¢2P = [1; . . . ; 1]. Nach Lemma 2.20 also genau dann, wenn
bis auf einen linearen Term p(x) = 1
2
(m − 1)(m − 2)x2. Zu diesem p gehÄoren die
Kontrollpunkte pk =
1
2
(k− 1)(k−m). Betrachtet man das Kontrollpolygon zu diesen
Punkten, so werden sie interpoliert durch das Polynom p^(x) = 1
2
(m − 1)2x(x − 1).
Dieses ist konvex, sodass das Kontrollpolygon sicher stets grÄo¼er als p^ ist. Es ergibt
sich also p(x)− ¹p(x) ≤ p(x)− p^(x) = m−1
2
x(1− x). ¤
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Abbildung 4: Zwei B¶ezierkurven mit ¢2P ≡ 1
Nun kÄonnen wir sehr elegant die quadratische Konvergenz des Kontrollpolygons gegen
die dargestellte Kurve bei Subdivision beweisen.
Satz 2.13 Sei p = BmP , 0 < a < b < 1 und ps(x) = BmPs = p((1 − x)a + xb) die
Be´zierkurve, die man durch Subdivision erha¨lt. Dann gilt
‖ps − ¹ps‖∞ ≤ (b− a)2m− 1
8
||¢2P ||∞ .
Folglich konvergiert das Kontrollpolygon bei Subdivision quadratisch mit der Intervall-
la¨nge b− a gegen die dargestellte Kurve.
Beweis Es gilt
Bm−2(x)¢
2Ps(m− 1)(m− 2)
= D2ps(x) = D
2p((1− x)a + xb)
= (b− a)2(D2p)((1− x)a+ xb) = (b− a)2Bm−2((1− x)a + xb)¢2P (m− 1)(m− 2)
= (b− a)2Bm−2(x)(¢2P )s(m− 1)(m− 2) ,
folglich also ¢2Ps = (b− a)2(¢2P )s. Wenn wir jetzt zeigen kÄonnen, dass ||¢2Ps||∞ ≤
||¢2P ||∞, so folgt daraus sofort die Behauptung. Zeigen wir also noch diese Unglei-
chung. Anstatt die zweite VorwÄartsdi®erenz von Ps zu berechen, kÄonnen wir auch ¢
2P
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auf [a, b] subdividieren und erhalten so ebenfalls ¢2Ps. Bei subdividierten Kontroll-
punkten kann aber der maximale Kontrollpunkt nicht grÄo¼er sein, als der ursprÄunglich
maximale Kontrollpunkt, schlie¼lich werden bei der DurchfÄuhrung des DeCasteljau-
Algorithmus fortwÄahrend Konvexkombinationen mit Gewichten aus [0, 1] gebildet.
¤
Die AbschÄatzungen aus Satz 2.12 fÄur den Abstand einer B¶ezierkurve zu ihrem Kon-
trollpolygon kÄonnen fÄur das weitere Vorgehen in eine noch gÄunstigere Form gebracht
werden. Was wir nÄamlich wollen, sind zu vorgegebenen Kontrollpunkten gewisser-
ma¼en zwei neue KontrollpunktsÄatze, sodass die B¶ezierkurve zwischen den entspre-
chenden Kontrollpolygonen verlÄauft und der eingeschlossene Bereich dabei mÄoglichst
schmal ist. Wir suchen also zu Kontrollpunkten P ∈ Rm zwei KontrollpunktsÄatze
U,O ∈ Rm, sodass HmU ≤ BmP ≤ HmO.
Betrachten wir zunÄachst eine B¶ezierkurve p mit p′′(x) ≡ 1, z.B. also p(x) = x(x−1)/2.
Die Kontrollpunkte von p sind, wie man leicht durch Di®erenziation einsehen kann,
pk = (k − 1)(k −m)/(2(m− 1)(m− 2)). p ist konvex, deshalb ist sicherlich
p(x) ≤
m∑
k=1
hm,k(x)p
(
k − 1
m− 1
)
= ¹p(x) +
(
m∑
k=1
p
(
k − 1
m− 1
)
hm,k(x)− ¹p(x)
)
= ¹p(x) +
(
m∑
k=1
(
k−1
m−1
(
k−1
m−1
− 1)
2
− (k − 1)(k −m)
2(m− 1)(m− 2)
)
hm,k(x)
)
= ¹p(x) +
m∑
k=1
(
1
2
(k − 1)(m− k)
(m− 1)2(m− 2)
)
hm,k(x)
= ¹p(x) + ‖¢2P‖∞
m∑
k=1
1
2
(k − 1)(m− k)
m− 1 hm,k(x)
=
m∑
k=1
(
pk +
‖¢2P‖∞(k − 1)(m− k)
2(m− 1)
)
hm,k(x) .
Der ÄUbergang von p zu ap+ b fÄur a ∈ R>0 und b ∈ R skaliert bzw. hebt die linke und
rechte Seite gleicherma¼en; obige Ungleichung gilt also fÄur allgemeines p mit p′′ ≡ c >
0. Aber sie gilt sogar fÄur beliebiges p mit ¢2P > 0, denn der Abstand einer B¶ezierkurve
von seinem Kontrollpolygon (p − ¹p) in AbhÄangigkeit von ‖¢2P‖∞ wird genau dann
maximal, wenn ¢2P ≡ ‖¢2P‖∞, wie wir uns zu Beginn des Beweises von Satz 2.12
klar gemacht haben. Wir haben also einen oberen linearen Einschluss gefunden, der
umso besser ist, umso weniger sich (¢2P )/‖¢2P‖∞ von [1; . . . ; 1] unterscheidet.
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Wenden wir uns nun dem unteren Einschluss zu. Nehmen wir dazu wieder an, dass
p′′ ≡ 1. Wie wir oben gesehen haben, kann o.B.d.A. p(x) = x2/2 gewÄahlt werden.
Gesucht ist nun eine Funktion
∑
k hm,kqk, die niemals grÄo¼er als p ist, gleichzeitig aber
mÄoglichst gro¼ ist, also ein guter unterer stÄuckweise linearer Einschluss. Betrachten
wir einmal nur das erste Segment [0, 1/(m− 1)]. Wir suchen eine lineare Funktion q
so, dass
∫ 1/(m−1)
0
(x2/2− q(x))dx minimal ist, gleichzeitig aber q(x) ≤ p(x). In Frage
kommen folglich alle Tangenten an p, also q(x) = x20/2+x0(x−x0). Mit x0 = 1/(2(m−
1)) wird das Integral zwischen p und q minimiert. Da x0 genau der Mittelpunkt ist,
folgt, dass die Di®erenzen am Segmentanfang und Segmentende zwischen p und q
gleich sind. Deshalb passen nun alle Tangenten in den Segmentmittelpunkten an den
Segmentgrenzen stetig zusammen. Die Di®erenz von p zu den Tangenten ist an den
Segmentgrenzen gerade 1/(8(m− 1)2). Es gilt also
p(x) ≥
m∑
k=1
hm,k(x)
(
pk +min
k
|(¢2P )k|
(
(k − 1)(m− k)
2(m− 1) −
(m− 2)
8(m− 1)
))
.
Auch diese AbschÄatzung bleibt fÄur beliebige p = BmP mit ¢
2P > 0 richtig. Um dies
einzusehen, betrachten wir ein p ∈ Pm auf einem Segment S = [(l−1)/(m−1), l/(m−
1)]. O.B.d.A. sei pl = pl+1 = 0. Sei c := mink(¢
2P )k und ~p = Bm ~P mit ~pl = ~pl+1 = 0
und ¢2 ~P ≡ c. Es gilt dann ~pk ≤ pk und somit sicher ~p < p. Obige AbschÄatzung ist fÄur
~p richtig, also insbesondere auch fÄur p. Weil bei Skalierung mit −1 obere EinschlÄusse
zu unteren werden, kÄonnen wir zusammenfassen:
Satz 2.14 Sei p = BmP . Falls mink(¢
2P )k ≥ 0, dann gilt
p(x) ≤
m∑
k=1
hm,k(x)
(
pk +max
k
(¢2P )k
(k − 1)(m− k)
2(m− 1)
)
p(x) ≥
m∑
k=1
hm,k(x)
(
pk +min
k
(¢2P )k
(
(k − 1)(m− k)
2(m− 1) −
(m− 2)
8(m− 1)
))
.
Falls maxk(¢
2P )k ≤ 0, dann gilt
p(x) ≥
m∑
k=1
hm,k(x)
(
pk +min
k
(¢2P )k
(k − 1)(m− k)
2(m− 1)
)
p(x) ≤
m∑
k=1
hm,k(x)
(
pk +max
k
(¢2P )k
(
(k − 1)(m− k)
2(m− 1) −
(m− 2)
8(m− 1)
))
.
Bei quadratischen Polynomen p ist die jeweils obere Ungleichung fu¨r x = k/(m− 1),
bzw. die untere Ungleichung fu¨r x = k/(m− 1) + 1/(2(m− 1)) scharf.
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Wenn es zweite Differenzen mit verschiedenen Vorzeichen gibt, dann gilt:
p(x) ≤
m∑
k=1
hm,k(x)
(
pk +max
k
(¢2P )k
(k − 1)(m− k)
2(m− 1)
)
p(x) ≥
m∑
k=1
hm,k(x)
(
pk +min
k
(¢2P )k
(k − 1)(m− k)
2(m− 1)
)
.
Beispiel 2.15 Betrachten wir in Abbildung 5 einige Beispiele. Das Kontrollpolygon
ist gestrichelt. Die Polynome sind gegeben durch die Kontrollpunkte: (1) [0, 1, 1, 0], (2)
[0,−13,−20,−20,−140], (3) [0, 1, 2, 3, 2, 1], (4) [0, 1,−1, 0], (5) [0,−7, 2,−5, 4], (6)
[0, 0, 0, 0, 0, 0, 1]. Als ¢2P ergibt sich: (1) [−1,−1], (2) [6, 7, 6, 8], (3) [0, 0,−2, 0], (4)
[−3, 3], (5) [16,−16, 16], (6) [0, 0, 0, 0, 1] und damit die Einschlu¨sse (1) [0, 2/3, 2/3, 0;
1/12, 3/4, 3/4, 1/12], (2) [0, 1.4, 3.6, 6.6, 10.4, 14; 0, 1, 3, 6, 10, 14], (3) [0, 1/5, 4/5, 9/5,
6/5, 1; 0, 1, 2, 3, 2, 1], (4) [0, 2, 0, 0; 0, 0,−2, 0], (5) [0,−1, 10, 1, 4; 0,−13,−6,−11, 4], (6)
[0, 5/18, 6/9, 3/4, 6/9, 5/18, 1; 0, 0, 0, 0, 0, 0, 1]. Zu beachten ist, dass im 3. Beispiel der
Abbildung 5: B¶ezierkurven und ihre linearen EinschlÄusse nach Satz 2.14. Die zugehÄo-
rigen Kontrollpolygone sind gestrichelt.
obere Einschluss mit dem Kontrollpolygon zusammenfa¨llt. Ebenso verha¨lt es sich im
6. Beispiel mit dem unteren Einschluss. Die linearen Einschlu¨sse sind in den ersten
drei Fa¨llen wesentlich besser, in den anderen Fa¨llen wesentlich schlechter als die kon-
vexe Hu¨lle. Eine Faustregel ist die folgende:
”
Wenn alle zweiten Differenzen einerlei
Vorzeichen besitzen, dann liefert Satz 2.14 gute Einschlu¨sse. Falls sowohl positive als
auch negative zweite Differenzen auftreten, so wird die konvexe Hu¨lle mit Satz 2.14
in der Regel nicht verbessert.“
2.1 Univariate polynomiale Be´ziertheorie 19
Die EinschlussschÄatzer aus Satz 2.14 arbeiten ausschlie¼lich mit der GrÄo¼e maxk (¢
2P )k
fÄur den oberen bzw. mit mink (¢
2P )k fÄur den unteren Einschluss. Nach der Berechung
von ¢2P bleiben also alle Zahlen von ¢2P bis auf eine unberÄucksichtigt, was natÄur-
lich das Ma¼ der eingehenden Information stark verringert. Mathematisch gespro-
chen schalten wir zwischen den EinschlussschÄatzer a und den Di®erenzen-Berechner
d := ¢2P noch eine Abbildung m : Rm−2 → R, sodass dann a ◦m ◦ d uns insgesamt
einen oberen bzw. unteren Einschluss liefert. Nachdem wir uns dies einmal klar ge-
macht haben, ist die Idee von Peters/Lutterkort in [LP01] naheliegend, alle EintrÄage
auszunutzen, die ¢2 liefert. Die in [LP01] verfolgte Idee macht sich folgendes zunut-
ze. Sei U eine Funktion, die Kontrollpunkten P neue Kontrollpunkte U(P ) zuordnet,
sodass HmU(P ) ein unterer Einschluss fÄur BmP ist. Dann ist fÄur a, b ≥ 0 und zwei
KontrollpunktsÄatze P1, P2 sicherlich Hm(aU(P1) + bU(P2)) ein unterer Einschluss fÄur
Bm(aP1 + bP2). Au¼erdem ist −HmU(P ) ein oberer Einschluss von −BmP . Wenn
nun fÄur eine Basis von Rm jeweils untere und obere EinschlÄusse bestimmt werden,
so kÄonnen diese dazu verwendet werden, untere und obere EinschlÄusse fÄur beliebige
KontrollpunktsÄatze linear zu kombinieren. Denkt man in dieser Richtung kurz weiter,
so wird klar, dass man, anstatt die Kontrollpunkte direkt zu betrachten, wieder auf
¢2P und eine Basis von Rm−2 zurÄuckgreifen muss. Der folgende Satz ist nun eine
Zusammenfassung des hier Gesagten.
Satz 2.16 Eine Be´zierkurve BmP ist durch ¢
2P ∈ R(m−2)×1 bis auf einen linea-
ren Term festgelegt. Dieser Term besitzt auf den Abstand der Be´zierkurve zu ih-
rem Kontrollpolygon keinen Einfluss. Seien nun zu Kontrollpunktvektoren Pj ∈ Rm
(j ∈ 1 : m− 2) mit Pj(1) = Pj(m) = 0 und (¢2Pj)(k) = δj,k Einschlu¨sse Lj, Uj ∈ Rm
gegeben, sodass
Hm(Pj + Lj) ≤ BmPj ≤ Hm(Pj + Uj) .
Fassen wir nun die Lj, Uj, j ∈ (1 : m − 2), in jeweils einer Matrix L, U ∈ Rm×(m−2)
zusammen. Setzen wir also L(k, j) = Lj(k) und U(k, j) = Uj(k). Dann gilt mit
¢2P+(k) :=
{
¢2P (k) , falls ≥ 0
0 , sonst
}
, ¢2P−(k) :=
{ −¢2P (k) , falls ≤ 0
0 , sonst
schließlich
Hm(P + L¢
2P+ − U¢2P−) ≤ BmP ≤ Hm(P + U¢2P+ − L¢2P−) .
Zu beachten ist, dass die Pj durch die Forderungen Pj(1) = Pj(m) = 0 und (¢
2Pj)(k) =
δj,k eindeutig bestimmt sind.
In [LP01] wird angegeben, wie solche Vektoren Lj, Uj berechnet werden kÄonnen. Sinn-
vollerweise sollte der durch Lj und Uj eingeschlossene Bereich mÄoglichst kleinen FlÄa-
cheninhalt besitzen und Pj enthalten. Dies lÄauft auf ein lineares Programm hinaus,
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welches fÄur jeden Vektor Pj gemÄa¼ Satz 2.16 gelÄost werden muss. Der Aufwand hier-
fÄur ist relativ hoch, jedoch muss fÄur eine vorgegebene Ordnung m bzw. Index j dieses
lineare Programm genau einmal gelÄost werden um dann in einer Tabelle protokoliert
zu werden. FÄur die EinschlÄusse, die wir anschlie¼end gemÄa¼ Satz 2.16 berechnen, kann
dann auf diese Tabellen zurÄuckgegri®en werden. So kÄonnen zu vorgegebenen Kontroll-
punkten Äau¼erst e±zient gute EinschlÄusse berechnet werden.
Beispiel 2.17 Betrachten wir nun in Abbildung 6 dieselben Kontrollpunktsa¨tze wie in
Beispiel 2.15. Wie wir sehen, sind die Einschlu¨sse außer im ersten Beispiel durchweg
wesentlich besser. Die Verschlechterung im ersten Beispiel ist jedoch minimal, hier ist
der obere Einschluss fu¨r t = 1/2 nicht mehr tangential. Und gerade dieses Beispiel
ist dasjenige, bei dem der erste Scha¨tzer optimal ist. Wir sehen also, dass der erste
Scha¨tzer in seinem optimalen Fall nur geringfu¨gig besser ist als der zweite. Der zwei-
te Scha¨tzer ist dem ersten jedoch in seinem optimalen Fall klar voraus. Wir kommen
insgesamt also zum Schluss, dass der zweite Einschlussscha¨tzer aus Satz 2.16 dem er-
sten aus Satz 2.14 fu¨r unsere Zwecke klar vorzuziehen ist. Der erste Scha¨tzer hingegen
hat gegenu¨ber dem zweiten den deutlichen Vorteil, dass alle Gro¨ßen klar quantifiziert
sind und somit fu¨r die Theorie einfach zu u¨berschauen sind. Außerdem la¨sst sich der
erste Scha¨tzer leicht u¨bertragen auf Splines mit beliebigen Knotenfolgen (siehe dazu
[Reif00]). Fu¨r den zweiten Scha¨tzer mu¨sste hierfu¨r zu jeder neuen Knotenfolge ein li-
neares Programm zur Berechnung der Tabellen gelo¨st werden, was die Anwendbarkeit
sehr stark einschra¨nkt.
Abbildung 6: B¶ezierkurven und ihre linearen EinschlÄusse nach Satz 2.14
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Nun haben wir im Wesentlichen alle Hilfsmittel fÄur den univariaten Fall n = 1 bei-
sammen. NatÄurlich sind wir nicht damit zufrieden polynomiale Gleichungen zu lÄosen,
gibt es doch schon eine Vielzahl von e±zienten Algorithmen dafÄur. Eine sehr schÄo-
ne ÄUbersicht darÄuber ¯ndet sich in [Spe]. Die StÄarke unserer Algorithmen wird sein,
dass alle Nullstellen eines polynomialen Gleichungssystems e±zient bestimmt werden
kÄonnen. Dazu brauchen wir noch die Theorie fÄur den multivariaten Fall.
2.2 Multivariate polynomiale Be´ziertheorie
Definition 2.18 Sei M = (m1, . . . , mn) ein Vektor von natu¨rlichen Zahlen und I =
(i1, . . . , in) mit ik ∈ 1 : mk. Wir nennen
bM,I(x1, . . . , xn) := bm1,i1(x1) · · · bmn,in(xn) , xi ∈ [0, 1]
multivariates Bernsteinpolynom bzw.
hM,I(x1, . . . , xn) := hm1,i1(x1) · · ·hmn,in(xn)
multivariate Hutfunktion der Ordnung M . Die rechte Seite von
p =
∑
I
bM,IpI
fu¨r pI ∈ Rd heißt multivariate B¶ezierdarstellung von p bzw. B¶ezierpolynom. Die Funk-
tion
¹p =
∑
I
hM,IpI
nennen wir Kontrollnetz zu p. Die Kontrollpunkte pI fassen wir in der multidimensio-
nalen Matrix Pi1,...,in := pI zusammen. Der Operator ¢k sei der Vorwa¨rtsdifferenzen-
Operator in der k-ten Dimension welchen wir wie folgt definieren:
(¢kP )i1,...,in := pi1,...,ik−1,ik+1,ik+1,...,in − pi1,...,in
(¢kP ) ist also eine (m1, . . . , mk − 1, . . . , mn)-Matrix.
Beispiel 2.19 Fu¨r n = 2 ko¨nnen wir Be´zierpolynome bzw. Kontrollnetze plotten.
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Bezierfla¨che zum Kontrollnetz
Aufgrund der Tensorproduktstruktur der multivariaten Bernsteinfunktionen bzw. der
Hutfunktionen lassen sich nun die bisherigen Ergebnisse leicht auf den multivariaten
Fall verallgemeinern.
Lemma 2.20 Die partielle Ableitung eines Be´zierpolynom mit den Kontrollpunkten
P nach der k-ten Variablen ist ein Be´zierpolynom mit den Kontrollpunkten (mk −
1)¢kP .
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Beweis Wir zeigen die Behauptung fÄur die Ableitung nach x1. Sei M
′ = (m1 −
1, m2, . . . , mn). Dann gilt
D1
∑
I
bM,I(x1, . . . , xn)pI
= D1
m1∑
i1=1
bm1,i1(x1)
(
m2∑
i2=1
· · ·
mn∑
in=1
bm2 ,i2(x2) · · · bmn ,in(xn)pM,(i1,...,in)
)
=
∑
I
bM ′,I(x1, . . . , xn)(m1 − 1) (¢1P )I .
¤
Satz 2.21 Es gilt bM,I ≥ 0 und
∑
I bM,I ≡ 1. Damit gilt fu¨r beliebige Kontrollpunkte
pI ∈ Rd ∑
I
bM,I(x)PI ∈ ConvexHull(pI) , x ∈ [0, 1]n .
Beweis Der Beweis der PositivitÄat folgt direkt aus der De¯nition. Die Partition der
Eins ist unmittelbar klar mit Satz 2.4 wegen
∑
I
bM,I(x) =
m1∑
i1=1
bm1,i1(x1)︸ ︷︷ ︸
=1
. . .
mn−1∑
in−1=1
bmn−1,in−1(xn−1)︸ ︷︷ ︸
=1
mn∑
in=1
bmn,in(xn)︸ ︷︷ ︸
=1
.
¤
Satz 2.22 Mit pI = (
i1−1
m1−1
, . . . , in−1
mn−1
) ist p(x1, . . . , xn) = (x1, . . . , xn). D.h. fu¨r qI ∈
R
d ist der Graph von q, also (x, q(x)), durch
∑
I bMI (x)(
i1−1
m1−1
, . . . , in−1
mn−1
, qI) gegeben.
Außerdem sind Be´zierpolynome affin invariant.
Beweis Der Beweis fÄur die erste Behauptung ergibt sich wieder durch richtige Klam-
merung mit Satz 2.6 aus
pi1
(∑
I
bM,IpI(x)
)
=
m1∑
i1=1
bm1,i1(x1)
i1 − 1
m1 − 1
(
m2∑
i2=1
· · ·
mn∑
in=1
bm2,i2(x2) · · · bmn,in(xn)
)
︸ ︷︷ ︸
≡1
= x1 .
¤
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Um uns im Folgenden bequem ausdrÄucken zu kÄonnen, benÄotigen wir die folgende
De¯nition.
Definition 2.23 Sei die Kontrollpunktmatrix P wie in Definition 2.18 gegeben. Wir
setzen dann fu¨r feste I = (i1, . . . , in) und k ∈ (1 : n) die Spalte
PI|k := [pi1,...,ik−1,1,ik+1,...,in; . . . ; pi1,...,ik−1,mk,ik+1,...,in].
Ebenso sei mit PI,K die entsprechende Teilmatrix gemeint, wenn K ein Indexvektor
ist.
Satz 2.24 Gegeben seien die Kontrollpunkte P zum Be´zierpolynom p und eine Box
[a1, b1] × · · · × [an, bn] ⊂ [0, 1]n. Dann gibt es Kontrollpunkte ~P zum Be´zierpolynom
~p(x1, . . . , xn) = p((1−x1)a1+x1b1, . . . , (1−xn)a1+xnb1). Diese neuen Kontrollpunkte
~P berechnen sich wie folgt. Der Operator s sei der aus Definition 2.8.
P [0] := P
∀I, k : P [k]I|k := s(P [k−1]I|k , ak, bk)
~P := P [n]PSfrag replacements
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Abbildung 7: Illustration der Subdivision im Mehrdimensionalen
Die Aussage des letzten Satzes lautet kurz zusammengefasst folgenderma¼en: Subdi-
vision im multivariaten Fall ist nichts anderes als iterierte parallele univariate Subdi-
vision. Abbildung 7 illustriert den bivariaten Fall fÄur die Ordnung M = (3, 4). Ange-
nommen, wir wollen von [0, 1]2 auf [a1, b1]× [a2, b2] subdividieren. Dazu fassen wir im
ersten Schritt die 12 Kontrollpunkte wie im mittleren Bild auf als vier Vektoren von je
drei Kontrollpunkten. Jeden dieser vier Vektoren subdividieren wir nach den Regeln
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der univariaten Subdivision von [0, 1] auf [a1, b1] (siehe Satz 2.7 und Lemma 2.9). So
erhalten wir vier neue Vektoren mit je drei Kontrollpunkten. Diese werden jeweils
wieder
"
so abgelegt, wie vor der Subdivision aufgenommen\. Im zweiten Schritt fassen
wir diese neuen 12 Kontrollpunkte nun wie im rechten Bild auf als drei Vektoren von
je vier Kontrollpunkten. Jeden dieser drei Vektoren subdividieren wir nun nach den
Regeln der univariaten Subdivision von [0, 1] auf [a2, b2]. Wir erhalten also wieder drei
neue Vektoren mit je vier Kontrollpunkten. Diese neuen zwÄolf Kontrollpunkte sind
nun die gesuchten fÄur den Bereich [a1, b1]× [a2, b2].
Auch der Beweis dieses Satzes besteht lediglich in der richtigen Klammerung. Anstatt
ihn anzugeben, geben wir lieber ein kurzes Beispiel.
Beispiel 2.25 Seien die Kontrollpunkte P gegeben und die Kontrollpunkte zur Box
[1/3, 1/2]× [1/3, 1/2] gesucht. Als neue Kontrollpunkte ergeben sich aus P nach Sub-
division dann ~P :
P =


0 0 0 0
8 −8 8 16
16 −16 16 32
0 0 0 0

 , ~P =


256
243
32
27
16
9
8
3
32
27
4
3
2 3
104
81
13
9
13
6
13
4
4
3
3
2
9
4
27
8


BezÄuglich der EinschlussschÄatzer geben wir eine MÄoglichkeit an, diese vom univariaten
auf den multivariaten Fall zu verallgemeinern. Das Vorgehen Äahnelt sehr stark dem
der multivariaten Subdivision (Satz 2.24).
Satz 2.26 Sei das Be´zierpolynom p : Rn → R mit den Kontrollpunkten P gegeben.
Sei a ein Funktional, das (fu¨r jeweils entsprechendes m) Be´zierpunkten P Einschluss-
Kontrollpunkte U zuordnet, sodass BmP ≥ HmU . Sei
U [0] := P
U
[k]
I|k := a(U
[k−1]
I|k ) , ∀I , k ∈ (1 : n)
U := U [n]
Dann gilt
p(x1, . . . , xn) ≥
∑
I
hM,IUI .
Ensprechendes gilt natu¨rlich auch, wenn alle ≥ durch ≤ und a gleichzeitig durch ein
Funktional fu¨r den oberen Einschluss ersetzt wird. Insbesondere ist durch Satz 2.14
und durch Satz 2.16 ein solches Funktional gegeben.
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Beweis Der Beweis ist denkbar einfach, wieder muss nur richtig geklammert werden.∑
I
bM,I(x1, . . . , xn)pI
=
m2∑
i2=1
bm2,i2(x2) · · ·
mn∑
in=1
bmn ,in(xn)
m1∑
i1=1
bm1 ,i1(x1)U
[0]
I
≥
m2∑
i2=1
bm2,i2(x2) · · ·
mn∑
in=1
bmn ,in(xn)
m1∑
i1=1
hm1,i1(x1)U
[1]
I
=
m1∑
i1=1
hm1,i1(x1)
m3∑
i3=1
bm3 ,i3(x3) · · ·
mn∑
in=1
bmn ,in(xn)
m2∑
i2=1
bm2 ,i2(x2)U
[1]
I
. . .
≥
∑
I
hM,I(x1, . . . , xn)U
[n]
I =
∑
I
hM,I(x1, . . . , xn)UI
¤
Die Idee des vorigen Satzes bestand darin, dass die Auswertung eines multivariaten
B¶ezierpolynoms wie folgt aufgefasst werden kann. Angenommen, n ist gleich 2, und wir
wollen an der Stelle (x1, x2) auswerten. Wir werten dann zunÄachst an der Stelle x1 die
m2 B¶ezierkurven mit den Kontrollpunkten PI|1 aus. Das ergibt m2 Ergebnisse. Diese
fassen wir als Kontrollpunkte einer B¶ezierkurve auf, die an der Stelle x2 auszuwerten
ist.
Satz 2.26 sagt uns, wie wir EinschlussschÄatzer fÄur den multivariaten Fall aus uni-
variaten Formeln gewinnen kÄonnen. Eine ganz andere MÄoglichkeit, multivariate Ein-
schlussschÄatzer zu gewinnen, wird in [LP01] besprochen. Dort wird beobachtet, dass
der EinschlussschÄatzer aus Satz 2.16 wie folgt aufgebaut ist. ZunÄachst wird auf vor-
gegebene Kontrollpunkte der zweite VorwÄartsdi®erenzen-Operator angewendet. Die-
ser bildet alle linearen Polynome in den Kern ab. Auf dem Raum der Polynome
modulo von linearen Termen ist er bijektiv. Nun kann fÄur multivariate Polynome
ebenso ein
"
zweiter-VorwÄartsdi®erenzen-Operator\ mit den selben Eigenschaften de-
¯niert werden. Dann werden zu Urbildern von
"
Einheitsvektoren\ wieder Einschluss-
Kontrollnetze berechnet und in Tabellen abgelegt. Nun kÄonnen zu konkret vorgelegten
Kontrollpunkten wieder wie in Satz 2.16 EinschlÄusse berechnet werden.
Diesen Vorschlag verwerfen wir aber, weil schon fÄur die Behandlung von bivariaten
B¶ezierpolynomen die Bereitstellung von sehr vielen Tabellen erforderlich ist. FÄur Pro-
bleme mit mehr als zwei VerÄanderlichen, ist dieser Ansatz im Grunde nicht mehr
praktikabel.
Bevor wir ein Beispiel geben, wie der EinschlussschÄatzer arbeitet, mÄochten wir noch
kurz erlÄautern, wie denn eine polynomiale Funktion in B¶ezierdarstellung konvertiert
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werden kann. Die vorgestellte Methode besitzt dabei den Vorzug, dass sie sehr einfach
ist, gleichzeitig aber den Nachteil, dass sie fÄur gro¼e Ordnungen nicht mehr numerisch
stabil ist. Wir weisen darauf hin, dass die Transformation in B¶ezierdarstellung je nach
Vorgaben stabiler durchgefÄuhrt werden kann. So existieren z.B. fÄur die Monomform
rationale Umwandlungsmatrizen. Allen multivariaten Transformationen gemeinsam
ist, dass sie univariat iteriert durchgefÄuhrt werden kÄonnen.
Wir gehen aus von einer auswertbaren Funktion, von der wir wissen, dass sie polyno-
mial ist und deren Ordnung wir kennen. Nun suchen wir die Kontrollpunkte, die diese
Funktion darstellen.
Die Idee besteht darin, parallele iterierte univariate Interpolation zu betreiben. Im
univariaten Fall kÄonnen wir wie folgt vorgehen. Sei f ∈ Pm gegeben. Wir wÄahlen fÄur
ein l ≥ m und fÄur i ∈ (1 : l) die StÄutzstellen ti = (i− 1)/(m− 1). Nun werten wir
bm,1, . . . , bm,m, f
an t1, . . . , tl aus und lÄosen das lineare (im Fall l > m das Äuberbestimmte) Gleichungs-
system
m∑
j=1
bm,j(ti)αj = f(ti), i ∈ 1 : l
nach α1, . . . , αm.
Betrachten wir nun den multivariaten Fall. Gegeben sei die Funktion
F : [0, 1]n −→ R
der Ordnung (m1, . . . , mn). Gesucht sind die Koe±zienten fÄur die entsprechenden
multivariaten Bernsteinpolynome, sodass F dargestellt wird. Die erste Idee, die man
in Anlehnung an den univariaten Fall hat, ist die folgende. Man wÄahlt fÄur j ∈ 1 : n
und lj ≥ mj
tji =
i− 1
mj − 1 , i ∈ 1 : lj
und setzt Tj := {tj1, . . . , tjlj} und wertet alle multivariaten Bernsteinpolynome sowie
die Funktion F an allen
(t1, . . . , tn) ∈ T1 × · · · × Tn
aus. Somit erhÄalt man wieder ein (ggf. Äuberbestimmtes) lineares Gleichungssystem und
lÄost dieses. Der entscheidende Nachteil aber ist, dass das Gleichungssystem unnÄotig
gro¼ und schlecht konditioniert ist. Geschickter ist es, die spezielle Tensorprodukt-
Struktur auszunutzen. Seien die tji wie oben. Wir setzen
k0(i1, . . . , in) := f(t
1
i1
, . . . , tnin)
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und verfahren nun wie folgt. Sei zunÄachst j = 1. Wir bestimmen fÄur alle (i2, . . . , in) ∈
T2 × · · · × Tn Koe±zienten kj(1, i2, . . . , in), kj(2, i2, . . . , in), . . . , kj(mj, i2, . . . , in) so,
dass
mj∑
i=1
kj(i, i2, . . . , in)bmj ,i(t
j
r) = kj−1(ir, i2, . . . , in) , r ∈ 1 : lj .
Sukzessive setzen wir dieses Verfahren fÄur j = 2, . . . , n fort. Die kn(i1, i2, . . . , in) sind
dann die Kontrollpunkte fÄur die B¶ezierpolynome. Dies ist aufgrund der Tensorprodukt-
Struktur unmittelbar einsehbar.
Beispiel 2.27 Illustrieren wir nun Satz 2.26. Seien die Kontrollpunkte P gegeben.
Wir fassen zuna¨chst diese 12 Kontrollpunkte wie im mittleren Bild von Abbildung 7
auf als vier Vektoren von je drei Kontrollpunkten. Fu¨r jeden dieser Vektoren finden
wir mit Satz 2.14 und Satz 2.26 einen unteren und oberen Einschluss, der gegeben wird
durch die Kontrollpunkte U1 bzw. O1. Nun fassen wir jeweils diese 12 Kontrollpunkte
auf wie im rechten Bild von Abbildung 7 und finden zu U1 den unteren Einschluss U
bzw. zu O1 den oberen Einschluss O (siehe auch Abbildung 8 links).
P =

 192 0 0 384−192 −576 −768 0
192 192 192 −192


U1 =

 144 −84 −108 372−48 −324 −444 36
144 108 84 −204

 O1 =

 192 0 0 3840 −240 −336 48
192 192 192 −192


U =

 127 −33 −57 355−61 −285 −405 23
144 20 −4 −204

 O =

 192 128 128 3840 −80 −176 48
192 192 192 −192


Benutzen wir zum Einschluss der univariaten Kontrollpunktsa¨tze in Verbindung mit
Satz 2.26 nicht wie oben Satz 2.14, sodern Satz 2.16, so erhalten wir als Einschluss
U =

 123.7 −34.7 6.9 331.2−65.1 −284.6 −307.5 −12.0
141.1 97.9 3.0 −204.5

O =

 192.0 71.1 120.9 384.00 −179.6 −188.4 48.0
194.0 187.7 103.7 −162.3

 .
Diese Einschlu¨sse erweisen sich wie erwartet als wesentlich besser (siehe auch Abbil-
dung 8 (rechts)).
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Abbildung 8: EinschlÄusse von B¶ezierpolynomen mit Satz 2.14 sowie Satz 2.26 (links)
bzw. mit Satz 2.16 sowie Satz 2.26 (rechts).
Sehr naheliegend, aber falsch ist die folgende Idee:
”
Wir be-
rechnen mit zwei verschiedenen Verfahren zwei obere stu¨ck-
weise lineare Einschlu¨sse und bilden Kontrollpunktweise das
Minimum, entsprechend verfahren wir mit den unteren Ein-
schlu¨ssen und bilden das Maximum.“ Das Bild rechts zeigt,
warum diese Idee schief geht. Das kontrollpunktweise Bilden
des Maximums von unteren Einschlu¨ssen fu¨hrt hier sogar zu
einem oberen Einschluss. Mo¨glich ist hingegen, das kontroll-
punkteweise Mittel von zwei Einschlu¨ssen zu bilden.
Nun haben wir im Wesentlichen alle notwendige polynomiale B¶eziertheorie beisam-
men, wir kÄonnen nun e±ziente Algorithmen zur LÄosung von polynomialen Gleichungs-
systemen formulieren.
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3 Formulierung von effizienten Algorithmen
Wir kÄonnen nun Algorithmen zur Auf¯ndung aller Nullstellen eines polynomialen
Gleichungssystems p : Rn ⊃ B → Rn mit kompaktem B formulieren. Wir haben
im letzten Kapitel die dafÄur notwendige Theorie besprochen. Wir schlagen nun zwei
Strategien vor, die sich dadurch unterscheiden, dass einmal mit den EinschlussschÄat-
zern gearbeitet wird (siehe Abschnitt 3.2) und einmal nicht (siehe Abschnitt 3.1 und
3.1.2). Wir werden in Abschnitt 3.1 anhand eines ausfÄuhrlichen Beispiels die Grund-
zÄuge unseres Algorithmus vorstellen und dann die Idee des Programms in meherere
Einzelteile zerlegen und in SÄatzen formulieren. Anschlie¼end setzen wir dann die Bau-
steine zusammen und geben den Algorithmus an. Dieser wird als Output eine Menge
von Intervallen zurÄuckliefern, in denen Nullstellen mÄoglich sind. Um sicherzustellen,
dass in jedem dieser Intervalle sich tatsÄachlich genau eine Nullstelle be¯ndet, genÄugt
es in der Praxis, zu verlangen, dass diese Intervalle hinreichend kleinen Durchmesser
besitzen. Mathematisch ist dies natÄurlich nicht befriedigend, deshalb gehen wir die
Frage nach Existenz und Eindeutigkeit von Nullstellen in den zurÄuck gelieferten In-
tervallen und die Konvergenzgeschwindigkeit des Algorithmus in Abschnitt 3.1.1 an.
Es wird sich herausstellen, dass die Konvergenzrate quadratisch in allen Dimensionen
gleichzeitig ist. In Abschnitt 3.1.2 besprechen wir die Behandlung eines Spezialfalls,
der insbesondere fÄur hÄoherdimensionale Probleme entscheidende Reduktionen im Spei-
cherplatzbedarf und der Rechenzeit erlaubt. Dieser Spezialfall dÄurfte im hÄoherdimen-
sionalen Fall eher die Regel als die Ausnahme sein. In Abschnitt 3.2 beziehen wir dann
die EinschlussschÄatzer mit ein um in Abschnitt 3.3 festzustellen, dass der einfachere
Algorithmus aus Abschnitt 3.1 meist Äuberlegen ist. Nachdem wir dann in Abschnitt
3.4 noch darauf eingehen, wie ein polynomiales Gleichungssystem zu transformieren
ist, um LÄosungen auf ganz Rn bestimmen zu kÄonnen, betrachten wir in Abschnitt 3.5
noch einige Beispiele.
3.1 Vorgehen ohne Einschlussscha¨tzer
Die Idee unseres Algorithmus besteht darin, dass die Kontrollstruktur in engem Zu-
sammenhang mit dem dargestellten B¶ezierpolynom steht. Sei fÄur die weiteren Betrach-
tungen zunÄachst n = 1. Nehmen wir als Beispiel das B¶ezierpolynom p : [0, 1]→ R mit
den Kontrollpunkten P = [−2; 1; 2; 4]. Identi¯zieren wir nun dieses B¶ezierpolynom
mit seinem Graphen. Dies entspricht der Erweiterung der Kontrollpunkte um ihre
Greville-Abszissen, also Q = [0,−2; 1/3, 1; 2/3, 2; 1, 4]. Nullstellen von p sind Schnitt-
punkte von q(x) = (x, p(x)) und der x-Achse (siehe Abbildung 9, erstes Bild). Wegen
der Konvexen-HÄulle-Eigenschaft kÄonnen sich Nullstellen von p nur dort be¯nden, wo
die konvexe HÄulle von Q die x-Achse schneidet (siehe Abbildung 9, zweites Bild). Die
Berechnung von konvexen HÄullen ist sehr aufwÄandig, insbesondere fÄur hÄohere Dimen-
sionen n > 1. In noch stÄarkerem Ma¼e tri®t dies fÄur den Schnitt von konvexen Mengen
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Abbildung 9: Eingrenzung des Bereichs mÄoglicher Nullstellen fÄur eine polynomiale
Gleichung in einer Variablen
zu, welcher fÄur n > 1 gebildet werden muss. Deshalb berechnen wir eine die konvexe
HÄulle umfassende Menge, die mÄoglichst einfache Gestalt besitzt. Wir wÄahlen fÄur n = 1
zwei parallele Geraden, deren Steigung an die Kontrollpunkte P angepasst ist. Diese
verschieben wir so, dass sie alle Kontrollpunkte einschlie¼en (siehe Abbildung 9, drit-
tes Bild). Nun berechnen wir die Schnittpunkte s1, s2 dieser beiden Geraden mit der
x-Achse. Nullstellen von p sind nur im Intervall [s1, s2] mÄoglich. Dann subdividieren
wir die Kontrollpunkte P auf das Intervall [s1, s2]. Nun liegen diese Kontrollpunk-
te noch dichter an dem dargestellten B¶ezierpolynom, sodass die Bereiche mÄoglicher
Nullstellen sukzessive immer kleiner werden (siehe Abbildung 9, viertes Bild). Wie wir
sehen werden, kontrahieren die Bereiche mÄoglicher Nullstellen quadratisch.
Das hier Gesagte lÄasst sich vÄollig analog fÄur n > 1 Äubertragen. Dann muss fÄur
die einzelnen Komponenten p{k} = pik(p) von p so wie oben erlÄautert verfahren
werden und die erhaltenen Bereiche mÄoglicher Nullstellen miteinander geschnitten
werden. Sei z.B. n = 2 und p : [0, 1]2 → R2, wobei P {1} ∈ R5×4 mit P {1} =
[1, 0.8, 0.5, 0.4; 0.4, 0.2, 0.2, 0.1; 0.1,−0.1,−0.2,−0.2;−0.2,−0.2,−0.4,−0.7;
−0.5,−0.6,−0.8,−1.1] die Kontrollpunkte von p{1}(x, y) = pi1(p(x, y)) seien. Wieder
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erweitern wir zunÄachst die Kontrollpunkte um ihre Greville-Abszissen (siehe Abbil-
dung 10, erstes Bild). Als Normalenvektor der einschlie¼enden Ebenen wÄahlen wir
dann N = [1.5, 0.6, 1]. Mit dmin = 0.775 und dmax = 1.15 schlie¼en die beiden Ebenen
{x ∈ R3 : 〈N, x〉 = dmin} und {x ∈ R3 : 〈N, x〉 = dmax} alle Kontrollpunkte der um die
Greville-Abszissen erweiterten Kontrollpunkte ein (siehe Abbildung 10, erstes Bild).
Die beiden Ebenen schneiden die z-Ebene in den beiden Geraden, die im zweiten
Bild von Abbildung 10 das grau gefÄarbte Gebiet beranden. Nur in diesem Gebiet sind
Nullstellen der ersten Gleichung mÄoglich. VerfÄahrt man mit der zweiten Gleichung
p{2}(x, y) = pi2(p(x, y)) entsprechend, so erhÄalt man fÄur deren Nullstellen ein gleich-
artiges Gebiet (siehe Abbildung 10, drittes Bild). Gemeinsame Nullstellen sind nur
im Schnitt dieser beiden Gebiete mÄoglich. Wir rechnen also die 4 Schnittpunkte der
vier Geraden aus und schlie¼en diese in ein Intervall ein (siehe Abbildung 10, viertes
Bild). Dann subdividieren wir auf diesen Bereich. So fahren wir sukzessive fort. Dabei
sind zweckmÄa¼igerweise die Kontrollpunkte stets als zum Intervall [0, 1]n gehÄorend zu
betrachten. ZusÄatzlich protokollieren wir, in welcher Box wir uns tatsÄachlich be¯nden.
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Abbildung 10: Eingrenzung des Bereichs mÄoglicher Nullstellen fÄur ein polynomiales
Gleichungssystem in zwei Variablen
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Denkt man kurz Äuber das oben gesagt nach, so stellt man fest, dass auf diese Art und
Weise nicht mehr als eine Nullstelle gefunden werden kann, schlie¼lich arbeitet man
nur mit einer Box, die sukzessive kleiner wird. Auch scheint keineswegs gewÄahrleistet,
dass diese eine Box beliebig klein wird. Kontrahiert aber in einem Schritt unsere Box
nicht wesentlich, so spalten wir durch Subdivision diese auf in zwei neue, jeweils halb
so gro¼e Boxen. Mit dieser Strategie separieren wir die verschiedenen Nullstellen und
grenzen sie beliebig fein ein.
Die Zielrichtung dieses Abschnitts ist somit klar. Fassen wir unsere Ideen nun in den
folgenden SÄatzen zusammen. Der erste Satz 3.1 belegt, dass in den Kontrollpunkten
eines multivariaten Polynoms geometrische Information fÄur die Lage von Nullstellen
liegt.
Satz 3.1 Sei M = (m1, . . . , mn) die Ordnung des Be´zierpolynoms p(x) =
∑
I bM,IpI
mit pI ∈ R, wobei I = (i1, . . . , in).
Erweitern wir nun die Kontrollpunkte pI um ihre Greville-
Abszissen, also
qI :=
(
i1 − 1
m1 − 1 , . . . ,
in − 1
mn − 1 , pI
)
,
so gilt fu¨r x ∈ [0, 1]n
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p(x) = 0 =⇒ (x, 0) ∈ ConvexHullI(qI) .
Insbesondere gilt auch fu¨r jedes S ⊂ Rn+1 mit S ⊃ ConvexHullI(qI)
p(x) = 0 =⇒ (x, 0) ∈ S.
Beweis ZunÄachst gilt mit q =
∑
I bM,IqI nach Satz 2.22 q(x) = (x, p(x)), also mit
Satz 2.21: q(x) = (x, p(x)) ∈ ConvexHullI(qI). Wenn also p(x) = 0, dann muss gelten
(x, 0) ∈ ConvexHullI(qI),. ¤
Satz 3.1 bildet die Grundidee unseres Algorithmus zur Au±ndung von Nullstellen
und ¯ndet sich schon in [SP93]. Wenn man diese Idee weiter verfolgt, so stÄo¼t man un-
mittelbar auf das Problem, dass konvexe HÄullen im Rn+1 berechnet und miteinander
geschnitten werden mÄussen. Dies ist aber, wie bereits erwÄahnt, ein sehr rechenintensi-
ves Problem, welches umgangen werden sollte. Unser Ansatz und der aus [SP93] un-
terscheiden sich genau darin, wie das Bilden von konvexen HÄullen im Rn+1 vermieden
wird. Die in [SP93] vorgeschlagene Strategie der Projektion verliert die quadratische
Konvergenz, wÄahrend wir diese Konvergenzordnung theoretisch und praktisch erhal-
ten kÄonnen. Anstatt die konvexe HÄulle zu berechnen, arbeiten wir mit einer geeigneten
Menge S, die die konvexe HÄulle umfasst.
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Satz 3.2 Seien die pI und qI wie im letzten Satz. Sei außerdem N ∈ Rn+1 ein Nor-
malenvektor. Wir setzen
dmin := min
I
〈N, qI〉 und dmax := max
I
〈N, qI〉.
Dann gilt mit S := {(x1, . . . , xn+1) : 〈N, x〉 ∈ [dmin, dmax]}
S ⊃ ConvexHullI(qI) .
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Beweis S ist konvex und enthÄalt alle qI . ¤
Wenn wir nun zu einem p : Rn → R den mÄoglichen Nullstellenbereich abschÄatzen
mÄochten, so kÄonnen wir mit einem geeigneten N ∈ Rn+1 die dmin /max berechnen. Es
ist dann mit S = {(x1, . . . , xn+1) : 〈N, x〉 ∈ [dmin, dmax]} aus dem vorigen Satz der
Bereich mÄoglicher Nullstellen gegeben durch
S ∩ {(x1, . . . , xn+1) : xn+1 = 0} ∼= {(x1, . . . , xn) : 〈N(1 : n), x〉 ∈ [dmin, dmax]}.
Doch wie ist der Normalenvektor N zu wÄahlen? N de¯niert die parallelen Hypereben,
die durch Verschiebung die Kontrollpunkte mÄoglichst dicht einschlie¼en sollen. Dieser
Einschluss sollte mÄoglichst gut an das Kontrollnetz angepasst sein, sodass insbesondere
im linearen Fall, wenn alle Kontrollpunkte in einer gemeinsamen Hyperebene liegen,
N als der zu dieser Hyperebene gehÄorende Normalenvektor bestimmt wird. Au¼erdem
sollte das Verfahren a±n invariant sein, d.h. zu a±n abgebildeten Kontrollpunkten,
sollten die a±n abgebildeten Einschluss-Ebenen berechnet werden. Unter Beachtung
dieser Vorgaben sollte die Berechnung von N natÄurlich mÄoglichst einfach sein. Wir
gehen nun folgenderma¼en vor. Sei zunÄachst n = 1. Als Steigung der Einschluss-
Geraden wÄahlen wir die mittlere Steigung des B¶ezierpolynoms, also p(1) − p(0) =
pm − p1. Sei nun n = 2. Wir wÄahlen die Ebene so (siehe Abbildung 11), dass deren
Steigung r1 in x1-Richtung gleich der mittleren Steigung der Äau¼eren (gepunkteten)
Geraden in x1-Richtung ist, bzw. deren Steigung r
2 in x2-Richtung gleich der mittleren
Steigung der Äau¼eren (gestrichelten) Geraden in x2-Richtung ist. Der Normalenvektor
zur Ebene, die von den Vektoren [1, 0, r1] und [0, 1, r2] aufgespannt wird, ist N =
[−r1,−r2, 1]. Verallgemeinern wir unser Vorgehen im folgenden Satz.
Satz 3.3 Sei das Be´zierpolynom p : [0, 1]n → R gegeben und fu¨r i ∈ 1 : n sei ri :=
mean[p(j1,...,mi,...,jn) − p(j1,...,1,...,jn) | j ∈ {1, m1} × · · · × {1, mn}] und Ri ∈ Rn+1 der
Vektor in xi-Richtung mit Steigung r
i, also
Ri(j) =


1 , j = i
ri , j = n+ 1
0 , sonst
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Abbildung 11: Bestimmung der Hyperebene bzw. dessen Normalenvektor N
und N ∈ Rn+1 mit
N(j) =
{ −ri , j ∈ 1 : n
1 , j = n+ 1 .
Dann gilt fu¨r i ∈ 1 : n
〈N,Ri〉 = 0
und somit ist N ein Normalenvektor zu den beiden Einschluss-Hyperebenen, die durch
die Vektoren Ri aufgespannt werden.
Alle drei Forderungen der a±nen Invarianz, der Reproduktion von Hyperebenen und
der Einfachheit haben wir mit dem obigen Vorgehen erfÄullt. Alternativ kann man
z.B. die Ebenen auch als Verschiebungen der Ausgleichsebene wÄahlen. Dies bringt
fÄur die GrÄo¼e der Boxen mÄoglicher Nullstellen in der Praxis nach unserer Erfahrung
aber weder Vor- noch Nachteile, auch nicht fÄur die Zahl der untersuchten Boxen. Wir
verwerfen deshalb diesen Ansatz, weil er fÄur die Implementation und die Anzahl der
Rechenoperationen pro Schritt aufwÄandiger ist.
Sei nun ein Polynom p : [0, 1]n → Rn in B¶ezierdarstellung gegeben und die Nullstellen
gesucht. FÄur die Funktionen p{k} := pik(p) kÄonnen wir, wie oben erlÄautert, den Be-
reich mÄoglicher Nullstellen abschÄatzen. Eine gemeinsame Nullstelle aller p{k} kann nur
im Schnitt der Nullstellenbereiche liegen. Wie dieser Schnitt berechnet werden kann,
zeigt uns der folgende Satz, welcher im Grunde eine nÄutzliche Zusammenstellung von
einfachen Schlussfolgerungen darstellt. Wir geben ihn ohne Beweis an. FÄur die Formu-
lierung ist es notwendig, die bisher verwendeten Bezeichnungen M, p, q, N, dmin, dmax
um den zusÄatzlichen Index {k} fÄur die einzelnen p{k} zu erweitern, sodass wir nun
M{k}, p{k}, q{k}, N{k}, d
{k}
min, d
{k}
max schreiben.
Satz 3.4 Seien N{k}, d
{k}
min, d
{k}
max fu¨r k ∈ 1 : n wie in Satz 3.3 zum Polynom p :
[0, 1]n → Rn gegeben. Setzen wir nun die Menge S als den Schnitt der mo¨glichen
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Nullstellenbereiche
S := {x ∈ Rn : 〈N{k}(1 : n), x〉 ∈ [d{k}min, d{k}max] ∀k ∈ (1 : n)}
und
E := {x ∈ Rn : 〈N{k}(1 : n), x〉 ∈ {d{k}min, d{k}max} ∀k ∈ (1 : n)} ,
dann ist E die Menge der Ecken der konvexen Menge S, es gilt also
ConvexHull(E) = S .
Die Menge E berechnet sich dabei wie folgt. Sei dazu die Matrix N ∈ Rn×n definiert
durch
N(k, j) = N {k}(j)
und D ∈ Rn×2n eine Matrix mit paarweise verschiedenen Spalten und
D(k, l) ∈ {d(k)min, d{k}max}.
D ist durch die obigen Eingenschaften bis auf Permutation der Spalten eindeutig be-
stimmt. Falls N invertierbar ist, ist die Menge E gegeben durch die Spalten von N−1D,
wir schreiben
E = N−1D . (3.1)
Mit A := minE und B := maxE, wobei das Minimum und Maximum zeilenweise
zu bilden ist, sind Nullstellen von p nur in der Box [A(1), B(1)]× · · · × [A(n), B(n)]
mo¨glich. Alternativ la¨sst sich die Box mo¨glicher Nullstellen berechnen als
E^ = N−1D^ . (3.2)
Dabei sei D^ der Intervall-Vektor D^ := ([d
{1}
min, d
{1}
max], . . . , [d
{n}
min, d
{n}
max])T . Der Intervall-
Vektor E^ ergibt sich dann gema¨ß den untenstehenden Rechenregeln der Intervall-
Arithmetik als E^ = ([A(1), B(1)], . . . , [A(n), B(n)])T .
Die Rechenregeln der Intervall-Arithmetik sind
[a, b] + [c, d] = [a + c, b+ d] (3.3)
c[a, b] = {cy : y ∈ [a, b]} . (3.4)
Die Variante (3.2) ist in obigem Satz ganz klar der Variante (3.1) vorzuziehen. Insbe-
sondere fÄur gro¼e n ist Variante (3.1) nicht mehr praktikabel. Der Grund, warum wir
auch Variante (3.1) angegeben haben, liegt darin, dass (3.1) mehr zum VerstÄandnis
beitrÄagt als (3.2).
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Abbildung 12: Illustration der Bezeichnungen von Satz 3.4 fÄur n = 2.
bei der Berechnung der Box mÄoglicher Nullstellen
In Satz 3.4 haben wir zwei Alternativen zur Berechnung der Box mÄoglicher Nullstellen
angegeben. Die erste MÄoglichkeit war, die (n×2n)-Matrix D aufzustellen und N−1D zu
berechnen. Diese MÄoglichkeit entspricht der intuitiven geometrischen Vorstellung, sie
ist jedoch nicht e±zient und insbesondere fÄur hohe Dimensionen n nicht praktikabel.
Die zweite MÄoglichkeit Äuber den Vektor ~D erfordert die Inversion der Matrix N .
Kurz wollen wir auch noch darauf eingehen, wie sich die UnabhÄangigkeit einer Glei-
chung von Variablen auswirkt.
Lemma 3.5 Falls p{k}(x1, . . . , xn) unabha¨ngig von xj ist, falls also fu¨r eine polyno-
miale Funktion q
p{k}(x1, . . . , xn) = q(x1, . . . , xj−1, xj+1, . . . , xn)
ist, so sind die Kontrollpunkte in der j-ten Richtung konstant. Es genu¨gt also das
Be´zierpolynom als Funktion in den Vera¨nderlichen x1, . . . , xj−1, xj+1, . . . , xn aufzufas-
sen und die zugeho¨rigen Kontrollpunkte abzuspeichern. Der Aufwand zur Berechnung
des Normalenvektor N {k}, der Gro¨ßen d
{k}
min /max und fu¨r die Subdvision reduziert sich
entsprechend. Außerdem ergibt sich fu¨r den Normalenvektor N {k} dann N{k}(j) = 0.
Insbesondere bei hochdimensionalen Problemen p : Rn → Rn mit UnabhÄangigkeiten
in vielen Variablen erreichen wir so eine erhebliche Reduktion des Speicherbedarfs und
der Rechenzeit.
Wir fassen die Ergebnisse dieses Abschnitts in folgendem Vorgehen fÄur ein p : [0, 1]n →
Rn zusammen.
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1. Wir bestimmen die N {k} zu den p{k} so wie in Satz 3.3 angegeben.
2. Wir bestimmen zu den N {k} die d
{k}
min /max wie in Satz 3.2 angegeben.
3. GemÄa¼ Satz 3.4 stellen wir die Matrizen N und D^ auf. Wenn N invertierbar ist
erhalten wir zwei Vektoren A und B sodass Nullstellen von p nur in der Box
[A(1), B(1)]× · · · × [A(n), B(n)] ∩ [0, 1]n mÄoglich sind.
4. Wir subdividieren gemÄa¼ Satz 2.24 auf den neuen Bereich, falls dieser auch
tatsÄachlich deutlich kleiner ist als der alte. Ansonsten teilen wir die alte Box
in zwei Teile und untersuchen beide Teile getrennt voneinander weiter. Ebenso
teilen wir in zwei Teile auf, falls die Matrix N nicht invertierbar ist. So fahren
wir rekursiv fort.
Die obigen Bezeichnungen haben wir in Abbildung 12 visualisiert. Au¼erdem geben
wir mit Abbildung 13 ein Ablaufdiagramm an.
Wir kÄonnen also den folgenden Algorithmus formulieren. Dabei erledige die Routine
FindHyperplaneEnclosure die Schritte 1 und 2, bzw. die Routine FindNewBox den
Schritt 3 und Subdivide den Schritt 4.
function RO =Roots(Controlpoints,Box,tol)
% ROOTS berechnet alle Nullstellen des multivariaten Polynoms p gegeben
% durch die Bezierpunkte P fuer die Box B=[a_1,b_1]x...x[a_n,b_n].
% Input P Cell mit n Elementen, also P={P_1,...,P_n}, wobei P_i die
% Bezierpunkte zu \pi_i(p) sind.
% Box zweispaltige Matrix [a_1,...a_n;b_1,...b_n]’
% tol Toleranz
% Output RO Matrix, wobei jede Spalte von N eine Box mit einem moeglichen
% Nullstellenbereich von p enthaelt.
% N(:,i)=[a_1,...a_n,b_1,...,b_n]’
ShrinkFactor=0.8;
Pv={Controlpoints};
Bo={Box};
k =1;
RO =[];
while k>0
P=Pv{k};
B=Bo{k};
k=k-1;
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Abbildung 13: Ablaufdiagramm des Nullstellenalgorithmus fÄur Suche in der Box B0
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if all(B(2,:)-B(1,:)<tol) % Nullstelle gefunden
RO=[RO B(:)];
continue;
end
[N,D]=FindHyperplaneEnclosure(P);
NewBox=FindNewBox(N,D);
if isempty(NewBox)
continue;
elseif all(NewBox(2,:)-NewBox(1,:)<ShrinkFactor)
k=k+1;
Pv{k}=Subdivide(P,NewBox);
B{k}=[(1-NewBox(1,:)).*B(1,:)+NewBox(1,:).*B(2,:);
(1-NewBox(2,:)).*B(1,:)+NewBox(2,:).*B(2,:)];
else
%-> find dimension with longest boxedge of nonshrinking direction
I=find(NewBox(2,:)-NewBox(1,:)>=ShrinkFactor);
[Length,Dimension]=max(B(2,I)-B(1,I));
MaxDim=I(Dimension);
%<-
NewBox(:,MaxDim)=[NewBox(1,MaxDim); ...
(NewBox(1,MaxDim)+NewBox(2,MaxDim))/2];
k=k+1;
Pv{k}=Subdivide(P,NewBox);
Bo{k}=[(1-NewBox(1,:)).*B(1,:)+NewBox(1,:).*B(2,:);
(1-NewBox(2,:)).*B(1,:)+NewBox(2,:).*B(2,:)];
NewBox(:,MaxDim)=[(NewBox(1,MaxDim)+NewBox(2,MaxDim))/2;...
NewBox(1,MaxDim)];
k=k+1;
Pv{k}=Subdivide(P,NewBox);
Bo{k}=[(1-NewBox(1,:)).*B(1,:)+NewBox(1,:).*B(2,:);
(1-NewBox(2,:)).*B(1,:)+NewBox(2,:).*B(2,:)];
end
end
Wir wollen noch einige Anmerkungen machen. Bevor man die relativ teure Routine
FindHyperplaneEnclusure aufrufen, emp¯ehlt es sich zu testen, ob fÄur ein pik(p) alle
Kontrollpunkte dasselbe Vorzeichen besitzen. In diesem Fall sind Nullstellen unmÄog-
lich. Dieser Test ist vergleichsweise billig und erspart im gÄunstigen Fall verhÄaltnismÄa¼ig
viel Arbeit.
Im obigen Algorithmus wurde getestet, ob die Box in allen Dimensionen um minde-
stens den ShrinkFactor schrumpft. NatÄurlich ist die GrÄo¼e dieses Faktors diskutabel,
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ShrinkFactor=0.8 hat sich aber in der Praxis als gÄunstig erwiesen.
Das Schrumpfen in allen Dimensionen gleichzeitig zu verlangen, wird durch praktische
Tests nahegelegt. Es ist ansonsten ein typisches Verhalten des Algorithmus, dass die
Box nur in einer Dimensionen kontrahiert, in den anderen Dimensionen jedoch nicht.
Verbessern lÄasst sich dieser Ansatz wie folgt: Man kann sich zu einer Box merken,
wieviele Iterationen je Dimension bereits vergangen sind, ohne dass die Box in dieser
Dimension um mindestens ShrinkFactor kleiner wurde. Wenn weder in den letzten i
Iterationen (Vorschlag: i = 1) noch in der aktuellen Iteration eine Kontraktion eintrat,
so wird in derjenigen Dimension aufgespalten, in der am lÄangsten nichts passierte. So
ist sichergestellt, dass die Box in allen Dimensionen im Lauf der Zeit kontrahiert.
Betrachten wir hierzu ein Beispiel ohne konkrete Kontrollpunkte mit i = 2. Sei das
Polynom p : [0, 1]2 → R2 gegeben und die Nullstellen von p gesucht. Im ersten Schritt
stellen wir fest, dass Nullstellen nur in [0.3, 0.9]× [0, 1] mÄoglich sind. Wir subdividie-
ren auf diesen Bereich und stellen dann fest, dass Nullstellen nur in [0.4, 0.8]× [0, 1]
auftreten kÄonnen und subdividieren nun auf diesen Bereich. Nun sind bereits i = 2
Iterationen ohne Kontraktion in der zweiten Dimension verstrichen. Stellen wir nun
im nÄachsten Schritt fest, dass wieder nichts in der zweiten Dimension passiert, dass
also z.B. nur in [0.6, 0.7] × [0, 1] Nullstellen liegen kÄonnen, so spalten wir auf in die
beiden Boxen [0.6, 0.7]× [0, 1/2] und [0.6, 0.7]× [1/2, 1].
Aus numerischen GrÄunden sollte man dafÄur sorgen, dass die Boxen nicht zu stark
kontrahieren. Untersucht man beispielsweise ein fast-lineares System, so wird als Box
mÄoglicher Nullstellen B = [a1, b1]×· · ·×[an, bn] mit bj−aj ≈ ε bestimmt. Subdividiert
man nun auf dieses Intervall, so besitzen in der Regel durch Rundungsfehler anschlie-
¼end alle Kontrollpunkte das gleiche Vorzeichen, sodass im nÄachsten Schritt festgestellt
wird, dass Nullstellen ausgeschlossen werden kÄonnen. Wir haben deshalb grundsÄatzlich
bei der Subdivision die KantenlÄange der Boxen um den Faktor (1+ 10−6) aufgeblÄaht.
Dies ist auch deshalb vorteilhaft, weil dann Nullstellen vom Rand ins Innere wandern.
Der grÄo¼te Teil des Aufwandes unseres Verfahrens liegt in der Subdivision, die nach
der Berechnung des Bereichs der mÄoglichen Nullstellen durchgefÄuhrt werden muss. Um
sich
"
unnÄotige\ Arbeit zu sparen, kann man grundsÄatzlich nur in denjenigen Dimen-
sionen subdividieren, in denen eine Kontraktion um mindestens einen festen Faktor
α < 1 statt¯ndet. Bei der Subdivision gewinnt man nÄamlich durch EinschrÄankung auf
einen kleineren Bereich genauere Information Äuber denselben. Verkleinert man jedoch
den Bereich nur minimal, so gewinnt man auch nur minimale Zusatzinformation bei
vollem Aufwand fÄur die Subdivsion. Wir haben deshalb in unseren Algorithmen mit
α =ShrinkFactor= 0.8 gearbeitet.
Wenn man die Algorithmen in Matlab realisiert, dann ergibt sich ein gro¼es Potenzial
der Optimierung. Schleifen sind in Matlab stets sehr teuer. Die Berechnung des
(nicht schleifenfrei berechenbaren) DeCasteljau-Schemas kann umgangen werden und
die Subdivision vÄollig schleifenfrei durchgefÄuhrt werden. Dies wird ganz am Ende des
Kapitels 4.2 in Satz 4.44 besprochen. Der schleifenfreie Ansatz ist fÄur gro¼e Ordnungen
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allerdings numerisch instabil und sollte deshalb nur fÄur kleine n (n < 10) benutzt
werden. FÄur kleine Ordnungen ergibt sich in Matlab, eine wesentliche Zeitersparnis.
In anderen Programmiersprachen bringt die schleifenfreie Subdivision keine Vorteile.
In unserem Algorithmus wurden alle diese Empfehlungen berÄucksichtigt und die Tests
mit diesen Einstellungen vorgenommen.
Betrachten wir nun ein Beispiel fÄur den Algorithmus Roots mit konkreten Kontroll-
punkten.
Beispiel 3.6 Sei n = 2 und die Nullstellen des biquartischen Polynoms p gesucht,
das durch die Kontrollpunkte P gegeben ist. Seien die Kontrollpunkte fu¨r die erste
Gleichung
P {1} =


−0.3 0.5 0.9 1.1 0.9
−0.2 0.6 0.9 1.1 0.9
−0.1 0.7 0.9 1.1 0.9
0.1 0.8 1.1 1.2 1.1
0.1 0.9 1.2 1.3 1.1

 .
Die Kontrollpunkte fu¨r die zweite Gleichung seien das Doppelte der Transponierten
von P {1}. Nun berechnen wir zwei parallele Ebenen, die die Kontrollpunkte des Gra-
phen zu P {1} einschließen. Die Ebenen spannen wir auf durch die beiden Vektoren
[1, 0, 1/2(0.1 − (−0.3)) + 1/2(1.1 − 0.9)] = [1, 0, 0.3] und [0, 1, 1/2(0.9 − (−0.3)) +
1/2(1.1 − 0.1)] = [0, 1, 1.1]. Das ergibt fu¨r die Hessesche Normalform mit der Nor-
mierung N{1}(3) = 1 den Normalenvektor N {1} = [−0.3,−1.1, 1]. Als Abstand der
unteren bzw. der oberen Einschließenden ergibt sich d
{1}
min = −0.35 bzw. d{1}max = 0.35.
Die Kontrollstruktur (gepunktet) und die einschließenden Ebenen sind im linken Bild
in Abbildung 14 zu sehen. Fu¨r die zweite Gleichung erhalten wir N {2} = [−2.2,−0.6, 1]
und d
{2}
min = −0.7 bzw. d{2}max = 0.7. Berechnen wir zuna¨chst die Box mo¨glicher Nullstel-
len gema¨ß (3.1). Nullstellen des Gleichungssystems ko¨nnen folglich nur in dem 2-Spat
mit den Ecken E = N\D liegen, wobei
N =
[ −0.3 −1.1
−2.2 −0.6
]
D =
[ −0.35 0.35 −0.35 0.35
−0.7 −0.7 0.7 0.7
]
.
Nun ergibt sich
E = N\D =
[
0.25 0.4375 −0.4375 −0.25
0.25 −0.4375 0.4375 −0.25
]
.
Also nur in [−0.4375, 0.4375]×[−0.4375, 0.4375]∩[0, 1]2 = [0, 0.4375]2 sind Nullstellen
mo¨glich.
In diesem Beispiel ko¨nnte man den Bereich mo¨glicher Nullstellen sogar auf [0, 0.3182]
eingrenzen (Siehe Abbildung 14, unteres Bild). Die Diskrepanz ergibt sich, weil Schnitt-
punkte der Hyperebenen außerhalb von [0, 1]2 die Box durch die Bildung des zeilenwei-
sen Minimums und Maximums unno¨tig vergro¨ßern. Diese Sonderfa¨lle im Algorithmus
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tatsa¨chlich abzufangen ist aber nicht vorteilhaft, weil dies einen erheblichen Mehrauf-
wand erfordert, aber nur minimale Vorteile bietet.
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Abbildung 14: Links: Kontrollstruktur (gestrichelt) und oberer/unterer Einschluss fÄur
die erste Gleichung. Rechts: Sich daraus ergebender Bereich mÄoglicher Nullstellen.
Unten: Bereich mÄoglicher gemeinsamer Nullstellen der beiden Gleichungen
3.1.1 Existenz und Eindeutigkeit von Nullstellen, Konvergenzgeschwin-
digkeit
Im vorangegangenen Abschnitt haben wir die Implementierung geklÄart. Der Output
von Roots ist eine Menge von Boxen. Nullstellen von p kÄonnen ausschlie¼lich in diesen
Boxen liegen. Was wir gerne wÄu¼ten ist, ob denn tatsÄachlich genau eine Nullstelle in
jeder Box liegt. Au¼erdem ist die quadratische Konvergenz unseres Algorithmus zu
beweisen.
In Analogie zu Intervall-Newton-Methoden gibt es ein sehr einfaches Existenz-Kriterium,
das keinerlei Zusatzaufwand erfordert. Kurz gesagt lautet es:
"
Ist die Box mÄoglicher
Nullstellen ganz in der betrachteten Box enthalten, so ist eine Nullstelle garantiert.\
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Satz 3.7 Seien die Bezeichnungen allesamt wie bisher in diesem
Kapitel (siehe Satz 3.4), also B der Definitionsbereich zu dem
die Kontrollpunkte P {1}, . . . , P {n} geho¨ren (welche das Be´zierpo-
lynom p : B → Rn definieren), N die Matrix der Normalenvek-
toren, die mit D die Einschlu¨sse der Be´zierpolynome bestimmen.
Liegen nun alle Spalten von E = N−1D (siehe Satz 3.4) im In-
neren von B, so ist eine Nullstelle von p in B garantiert (siehe
oberes Bild im Vergleich zum unteren).
Beweis Zum Beweis benÄotigen wir den Fixpunktsatz von Brouwer:
"
Jede stetige
Abbildung c : [−1, 1]n → [−1, 1]n besitzt mindestens einen Fixpunkt.\
ZunÄachst existiert eine a±ne Abbiludng a : [−1, 1]n → E so, dass fÄur beliebige x ∈
[−1, 1] mit d := p ◦ a gilt:
dk(x1, . . . ,−1, . . . , xn) > 0, dk(x1, . . . , 1, . . . , xn) < 0 .
Wenn d Nullstellen besitzt, so auch p. Dass aber d Nullstellen besitzt folgt nun aus
dem Fixpunktsatz von Brouwer angewendet auf die Funktion c(x) = x + αd(x) fÄur
ein hinreichend kleines α > 0. Dann ist c nÄamlich eine stetige Selbstabbildung auf
[−1, 1]n und besitzt einen Fixpunkt. Ein Fixpunkt von c ist aber gleichbedeutend mit
einer Nullstelle von d und somit ist alles gezeigt. ¤
Als nÄachstes wenden wir uns der Eindeutigkeit von LÄosungen zu. ZunÄachst klÄaren wir
die notwendige Terminologie.
Definition 3.8 Wir nennen eine Matrix M eine Intervall-Matrix, wenn die Eintra¨ge
Mk,j von M nicht reelle Zahlen, sondern Intervalle Ik,j ⊂ R sind. Wir nennen eine
reelle Matrix A ein Element einer Intervall-Matrix M , falls fu¨r alle Eintra¨ge gilt:
Ak,j ∈ Ik,j. Eine Intervall-Matrix M heißt invertierbar falls alle Elemente A von M
invertierbar sind.
Sei B nun eine kompakte, konvexe Menge im Rn und p : B → Rn eine stetig de¯nier-
bare Funktion auf B. Sei zusÄatzlich D eine Intervall-Matrix mit
Dk,j ⊃
[
min
x∈B
∂fk
∂xj
,max
x∈B
∂fk
∂xj
]
.
Angenommen es gibt zur Funktion p : B → Rn in der konvexen Menge B ⊂ Rn
zwei LÄosungen p(x1) = 0 = p(x2) zur Funktion p : B → Rn, dann gibt es zu jedem
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k ∈ (1 : n) ein ~xk auf der Verbindungsstrecke von x1 und x2 sodass[
∂fk
∂x1
(~xk), . . . ,
∂fk
∂xn
(~xk)
]
(x2 − x1) = 0 .
Dies impliziert aber, dass 0 ∈ Dk,:(x2 − x1). Da dies aber fÄur alle k gilt muss 0 ∈
D(x2 − x1) sein und somit kann D nicht im Intervall-Sinn invertierbar sein.
Die Intervall-Arithmetik stellt Algorithmen zur VerfÄugung, mit denen Intervall-Matrizen
auf Invertierbarkeit untersucht werden kÄonnen. Ein Standardproblem der Intervall-
Arithmetik ist beispielsweise die LÄosung von linearen Gleichungssystemen Ax = b,
wobei A eine Intervall-Matrix und b ein Intervall-Vektor ist. Setzt man nun b als den
Intervall-Vektor [[1, 1], . . . , [1, 1]]T und A = D und lÄost Ax = b, so ist x genau dann
ein Intervall-Vektor, falls A invertierbar ist. Im Fall, dass A nicht invertierbar ist und
somit Ax = b nicht gelÄost werden kann, so wird dies festgestellt.
Die Intervall-EintrÄage von D kÄonnen aber zu Polynomen p sehr leicht bestimmt wer-
den. Wir leiten p gemÄa¼ Lemma 2.20 ab und schÄatzen die minimale bzw. maximale
partielle Ableitung durch den minimalen/maximalen Kontrollpunkt ab.
In der Praxis emp¯ehlt es sich wie folgt vorzugehen. Man ÄuberprÄuft zunÄachst, ob die
Bedingungen von Satz 3.7 erfÄullt sind. Im positiven Fall ist die Existenz von Nullstellen
garantiert. In diesem Fall ÄuberprÄuft man sofort das obige Eindeutigkeits-Kriterium
und markiert die Box, falls auch die Eindeutigkeit sichergestellt ist.
Machen wir uns nun daran, die quadratische Konvergenz unseres Verfahrens zu bewei-
sen. Der Beweis beruht letztendlich auf der Tatsache der quadratischen Konvergenz
des Kontrollpolygons gegen die dargestellte Kurve unter Subdivision. Dies hat dann
zur Folge, dass auch die AbstÄande der einschlie¼enden Hyperebenen quadratisch gegen
Null gehen.
ZunÄachst entsteht die Matrix N durch Mittelbildung von Di®erenzen, die allesamt
bei Kontraktion der Box B in x0 gegen die Ableitung in x0 konvergieren. Konvergiert
aber N gegen p′(x0) so konvergiert auch N
−1 gegen (p′(x0))
−1.
Nun kÄonnen wir durch geschicktes Aufspalten die lokal quadratische Konvergenz unse-
res Algorithmus beweisen. Global erhalten wir o®ensichtlich stets lineare Konvergenz.
Satz 3.9 Sei p : [0, 1]n → Rn eine polynomiale Funktion und x0 ∈ (0, 1)n eine Null-
stelle von p. Dann konvergieren die Differenz der Spalten der gema¨ß Satz 3.4 definier-
ten Matrix D quadratisch gegen Null.
Beweis Zu zeigen ist die quadratische Konvergenz von ¹pk(x) − A · (x0 − x) gegen
Null. Dabei steht A fÄur den Linearteil der einschlie¼enden Ebenen.
¹pk(x)−A(x0−x) = (¹pk(x)−pk(x))+(pk(x)−p′k(x0)(x0−x))+(p′k(x0)−A) · (x0−x) .
Nun geht ¹pk(x) − pk(x) quadratisch gegen Null. Durch Taylorentwicklung von pk(x)
sieht man, dass auch pk(x) − p′k(x0)(x0 − x) quadratisch gegen Null konvergiert und
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der letzte Term (p′k(x
0) − N)(x0 − x) setzt sich nach den obigen ÄUberlegungen aus
zwei linear konvergenten Faktoren mit Grenzwert Null zusammen, was schlie¼lich die
Behauptung beweist. ¤
Fassen wir unsere Erkenntnisse aus den obigen ÄUberlegungen zusammen und formu-
lieren den folgenden Satz.
Satz 3.10 Der in Abschnitt 3.1 vorgestellte Algorithmus grenzt die Nullstellen x0
von p : [0, 1]n → Rn mit lokal quadratischer Konvergenz ein, sofern die Jacobi-Matrix
p′(x0) invertierbar ist. Global ist die Konvergenz linear.
Beweis Zu zeigen ist die quadratische Konvergenz der Spalten der Matrix E gemÄa¼
Satz 3.4 gegeneinander. Nun ergibt sich E nach Satz 3.4 als N−1D. Wie schon erwÄahnt,
konvergieren die N−1. Die Spalten der (2× 2n)-Matrix D konvergieren aber nach Satz
3.9 quadratisch gegeneinander, sodass N−1(D(:, j) − D(:, l)) schlie¼lich quadratisch
gegen Null geht, was aber zu zeigen war. ¤
Legen wir uns nun zum Abschluss dieses Abschnitts noch die Frage vor, ob unser
Verfahren unabhÄangig von der Wahl der Koordinaten ist, wie es z.B. das Newton-
verfahren ist. Sofort klar ist, dass dies nicht der Fall sein kann, weil einerseits die
Berechnung der Vektoren N {k} von der Wahl der Koordinaten abhÄangen und ander-
seits nach Berechnung der Menge E aus Satz 3.4 auf das einschlie¼ende Intervall von
E subdividiert wird. Und welches Intervall nun das einschlie¼ende ist, hÄangt natÄurlich
elementar von den Koordinaten ab. Fatal wÄare nun aber, wenn der Konvergenzfaktor
durch die Koordinatenwahl beliebig gro¼ werden kann. Dies ist aber nicht der Fall.
Die Konvergenz ist tatsÄachlich quadratisch z.B. in der Summe S =
∑
k(bk − ak) des
Intervalls I = [a1, b1] × [an, bn] um die Nullstelle x0 ∈ I. Dies sehen wir unmittelbar
ein, wenn wir noch einen genaueren Blick auf den Beweis von Satz 3.9 werfen. Auf
der rechten Seite von ¹pk(x)− A(x0 − x) addieren sich drei GrÄo¼en. Die quadratische
Konvergenz beiden letzten Terne (pk(x)−p′k(x0)(x0−x))+(p′k(x0)−A) ·(x0−x) hÄangt
o®enbar nur von S ab. Die Di®erenz (¹pk(x)− pk(x)) ist aber ebenfalls eine GrÄo¼e, die
nur von den zweiten Ableitungen eines B¶ezierpolynoms abhÄangen (siehe dazu auch
2.12).
3.1.2 Eine hocheffiziente Variante fu¨r einen Spezialfall
In diesem Abschnitt wollen wir die Behandlung spezieller polynomialer Gleichungssy-
steme p : [0, 1]n → Rn besprechen, bei denen sich der Rechenaufwand wesentlich redu-
zieren lÄasst. Die gewonnen Erkenntnisse der weiteren Betrachtungen fassen wir dann
3.1 Vorgehen ohne Einschlussscha¨tzer 47
in Satz 3.11 zusammen. Wir begleiten unser Vorgehen mit einem einfachen Beispiel.
Anschlie¼end verallgemeinern wir unsere ÄUberlegungen noch etwas und formulieren
Satz 3.12.
Falls in Monomdarstellung keine Produkte verschiedener Variablen auftreten, so lÄasst
sich die spezielle Struktur ausnutzen. Produktfreiheit zu verlangen entspricht einer
Dimensionsreduzierung des Vektorraums der mÄoglichen Gleichungen. Entsprechend
der Reduzierung der Freiheitsgrade bei der Formulierung einer Gleichung kÄonnen wir
die selbe Reduktion bei der Behandlung dieser Gleichung erzielen.
Wir nennen nun eine Gleichung p{k} = pik(p) fÄur fÄur ein k ∈ (1 : n) produktfrei, falls
gilt
p{k}(x1, . . . , xn) =
n∑
j=1
p
{k}
j (xj) . (3.5)
Beispielsweise ist die Gleichung
p{1}(x1, x2) = x
2
1︸︷︷︸
=:p
{1}
1 (x1)
+ 4x22 − 4︸ ︷︷ ︸
=:p
{1}
2 (x2)
, x1, x2 ∈ [0, 1] .
produktfrei. Wir bemerken, dass der zusÄatzliche Term −2x1x2 die Eigenschaft (3.5)
zerstÄoren wÄurde.
Wie wir sehen werden, genÄugt es fÄur unseren Algorithmus, die univariaten Kontroll-
punkte der Bezierkurven p
{k}
j zu betrachten. Seien also fÄur entsprechendes m
{k}
j die
Kontrollpunkte P
{k}
j so, dass p
{k}
j (xj) = Bm{k}j
(xj)P
{k}
j . Nun sieht man direkt, dass
die Kontrollpunkte P
{k}
I fÄur p
{k} sich als Summe ensprechender Kontrollpunkte der
P
{k}
j ergeben, dass nÄamlich gilt:
P
{k}
I =
∑
j
P
{k}
j (ij) .
FÄur unsere obige Gleichung p
{k}
1 (x1, x2) sind mit P
{k}
1 = [0; 0; 1] und P
{k}
1 = [−4;−4; 0]
die Kontrollpunkte P {1} gegeben durch
P {1} =

 0 0 00 0 0
1 1 1

 +

 −4 −4 0−4 −4 0
−4 −4 0

 =

 −4 −4 0−4 −4 0
−3 −3 1


Eine direkte Folge hieraus ist, dass sich der Normalenvektor fÄur die Einschluss-Hyperebene
gemÄa¼ Satz 3.3 als
N{k} = [P
{k}
1 (1)− P {k}1 (m{k}1 ); . . . ;P {k}n (1)− P {k}n (m{k}n )]
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ergibt, in unserem Beispiel erhalten wir also N {1} = [0−1;−4−0; 1] = [−1;−4; 1]. Um
die GrÄo¼en d
{k}
min und d
{k}
max zu erhalten, muss nun das Minimum und Maximum des Ska-
larprodukts des Normalenvektors mit den Kontrollpunkten zum Graphen berechnet
werden. Die Kontrollpunkte zum Graphen sind nun
P{k}(I) =


(i1 − 1)/(m{k}1 − 1)
...
(in − 1)/(m{k}n − 1)
P {k}(I)

 =


(i1 − 1)/(m{k}1 − 1)
...
(in − 1)/(m{k}n − 1)
P
{k}
1 (i1) + · · ·+ P {k}n (in)

 .
Folglich gilt fÄur das Minimum
d
{k}
min = minI=(i1,...,in)∈
(
1:m
{k}
1
)
×···×
(
1:m
{k}
n
)〈N{k},P{k}(I)〉
= minI
(
N{k}(1) i1−1
m
{k}
1 −1
+ · · ·+N {k}(n) in−1
m
{k}
n −1
+ 1(P
{k}
1 (i1) + · · ·+ P {k}n (in))
)
= minI
(
N{k}(1) i1−1
m
{k}
1 −1
+ P
{k}
1 (i1)
)
+ · · ·+minI
(
N{k}(n) in−1
m
{k}
n −1
+ P
{k}
n (in)
)
= min
i1∈
(
1:m
{k}
1
) (N{k}(1) i1−1
m
{k}
1 −1
+ P
{k}
1 (i1)
)
+ . . .
+min
in∈(1:m
{k}
n )
(
N{k}(n) in−1
m
{k}
n −1
+ P
{k}
n (in)
)
.
Entsprechendes gilt natÄurlich auch fÄur das Maximum, wenn man Äuberall min durch
max ersetzt. Dass das Auseinanderziehen des Minimums und Maximums mÄoglich ist,
haben wir letztlich der Tatsache zu verdanken, dass die IdentitÄat ebenfalls die Eigen-
schaft (3.5) besitzt. In unserem Beispiel erhalten wir
d
{1}
min = min
I=(i1,i2)∈(1:3)×···×(1:3)
〈
[−1;−4; 1], [(i1 − 1)/2; (i2 − 1)/2;P {1}1 (i1) + P {1}2 (i2)
〉
= min
i1∈(1:3)
(
(−1)(i1 − 1)/2 + P {1}1 (i1)
)
+ min
i2∈(1:3)
(
(−4)(i2 − 1)/2 + P {1}2 (i2)
)
=
−1
2
+ (−6) = −61
2
d{1}max = −4 .
Die Berechnung des Bereichs mÄoglicher Nullstellen lÄauft nun nach dem bekannten
Schema ab, sie kann nicht abgekÄurzt werden. Wir erhalten dann gemÄa¼ Satz 3.4 die
beiden Vektoren A und B, sodass Nullstellen nur in [A(1), B(1)]×[A(n), B(n)] mÄoglich
sind. Sehr wohl abgekÄurzt werden kann aber die sich dann anschlie¼ende Subdivision.
Es mÄussen nÄamlich nur die Kontrollpunktvektoren P
{k}
j auf [A(j), B(j)] subdividiert
werden.
Fassen wir das bis hierher Gesagte nun im folgenden Satz zusammen.
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Satz 3.11 Sei p : [0, 1]n → Rn ein Be´zierpolynom. Sei ferner fu¨r ein k ∈ (1 : n) die
Ordnung M{k} = (m
{k}
1 , . . . , m
{k}
n ) fu¨r pik(p) und gelte
p{k}(x1, . . . , xn) =
n∑
j=1
p
{k}
j (xj) . (3.5)
Seien die Kontrollpunkte P
{k}
j ∈ Rmj so, dass p{k}j (xj) = Bm{k}j (xj)P
{k}
l . Dann ist
gema¨ß Satz 3.3
N{k} = [P
{k}
1 (1)− P {k}1 (m{k}1 ); · · · ;P {k}n (1)− P {k}n (m{k}n ); 1]
und gema¨ß Satz 3.2
d
{k}
min =
n∑
j=1
min
l∈1:m
{k}
j
(
N{k}(j)
l − 1
m
{k}
j − 1
+ P
{k}
j (l)
)
,
bzw.
d{k}max =
n∑
j=1
max
l∈1:m
{k}
j
(
N{k}(j)
l − 1
m
{k}
j − 1
+ P
{k}
j (l)
)
.
Die Subdivision der Kontrollpunkte fu¨r die Gleichung p{k}(x) auf die Box [A(1), B(1)]×
· · ·× [A(n), B(n)] kann komponentenweise durchgefu¨hrt werden durch Subdivision von
P
{k}
j auf [A(j), B(j)].
ÄAndern wir unseren Blickwinkel ein klein wenig und verallgemeinern wir die in Satz
3.11 gewonnen Erkenntnisse, so erhalten wir unmittelbar den folgenden Satz 3.12.
Setzt man in ihm rj = j, dann stellt er eine alternative Formulierung von Satz 3.11
dar.
Satz 3.12 La¨sst sich die linke Seite einer polynomialen Gleichung
p{k}(x1, . . . , xn) = 0
aufspalten in eine Summe von polynomialen Termen, welche von jeweils unterschied-
lichen Variablen abha¨ngen, falls also fu¨r 0 = r0 ≤ r1 ≤ · · · ≤ rl ≤ n gilt:
p{k}(x1, . . . , xn) =
l∑
i=1
p
{k}
i (xri−1+1, . . . , xri1) (3.6)
so ko¨nnen die einzelnen Terme p
{k}
1 , . . . , p
{k}
l getrennt voneinander behandelt werden.
Es sind also lediglich die Kontrollpunkte fu¨r die Terme p
{k}
l zu speichern, und gema¨ß
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dem Standardvorgehen sind zu diesen Normalenvektoren N {k},j samt den Gro¨ßen d
{k},j
min
und d
{k},j
max zu bestimmen. Der Normalenvektor N {k} zur Gleichung p{k} ergibt sich dann
als
N{k} = [N{k},0; . . . ;N{k},l; zeros(n− rl, 1)] ,
und die Gro¨ßen d
{k}
min /max ergeben sich als
d
{k}
min =
l∑
j=1
d
{k},j
min bzw. d
{k}
max =
l∑
j=1
d{k},jmax .
Die Bestimmung der Box mo¨glicher Nullstellen E^ kann nicht abgeku¨rzt werden. Die
anschließende Subdivision hingegen muss lediglich blockweise durchgefu¨hrt werden.
Das Gesagte bleibt natu¨rlich auch gu¨ltig nach Permutation der Variablen, jedoch ist
die Mo¨glichkeit, sich dann noch versta¨ndlich auszudru¨cken, nicht mehr gegeben.
Der Beweis birgt nach den AusfÄuhrungen zu Satz 3.11 keine weiteren mathemati-
schen Schwierigkeiten und macht lediglich MÄuhe bei den Bezeichnungen, wir wollen
in deshalb nicht angeben.
Wir wollen noch darauf hinweisen, dass Lemma 3.5 letztlich ein Spezialfall von Satz
3.12 darstellt.
3.1.3 Speicherplatzbedarf und Rechenaufwand des Nullstellen-Algorithmus
Roots
Bevor man die Routine Roots implementiert bzw. aufruft, wÄare es wÄunschenswert,
den benÄotigten Speicherplatzbedarf und die Rechenzeit zu kennen bzw. abzuschÄatzen.
Im Voraus zu wissen, wieviele Boxen untersucht werden mÄussen, bis die Nullstellen
mit der gewÄunschten Toleranz eingegrenzt sind, ist natÄurlich nicht mÄoglich. Sehr ein-
fach hingegen ist es, den Aufwand fÄur die Untersuchung einer Box anzugeben. Dies
wollen wir in diesem Abschnitt tun. Wie wir sehen werden ist der Speicherplatzbedarf
und der Rechenaufwand im Wesentlichen proportional zur Zahl der zur Darstellung
benÄotigten Kontrollpunkte. Die Herleitung der angegebenen Formeln ist eher lÄastig
als schwierig. Deshalb werden wir uns auf die Angabe der Formeln beschrÄanken. Be-
gleiten wir die weiteren ÄUberlegungen mit einem Beispiel, mit dem wir das Gesagte
illustrieren kÄonnen. Sei
f(x1, x2, x3, x4) =


x41 − 3x1x52 + 2x2x33 − 2x33x24
x41 − 3x1x52 + 2x2x33
x41 2x
3
3x
2
4
x21 + x
2
2 + x
2
3 + x
2
4 − 1

 =


p{1}(x1, . . . , x4)
p{2}(x1, . . . , x4)
p{3}(x1, . . . , x4)
p{4}(x1, . . . , x4)


Zwischen Lemma 3.5 und dem Code der Routine Roots haben wir den Algorithmus
in vier logische Einheiten aufgeteilt, nÄamlich in die
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(1) Berechnung der Normalenvektoren N {k}.
(2) Berechnung der GrÄo¼en d
{k}
min und d
{k}
max zu den Normalenvektoren N {k}.
(3) Berechnung der Box E^ bzw. der Vektoren A und B.
(4) Subdivsion auf die Box mÄoglicher Nullstellen E^.
Die GrÄo¼en N {k}, d
{k}
min, d
{k}
max und die Subdivision sind dabei fÄur jede einzelne Gleichung
zu berechnen, wÄahrend die Box E^ ein mal pro Gleichungssystem zu bestimmen ist.
Nun gibt es neben der Einteilung in vier Einheiten noch verschiedene Gattungen von
Gleichungssystemen bzw. von Gleichungen. Es sind drei FÄalle zu unterscheiden.
(a) Eine Gleichung p{k} hÄangt von allen Variablen ab und ist kein Spezialfall gemÄa¼
Abschnitt 3.1.2.
(b) Eine Gleichung p{k} erfÄullt die Voraussetzungen von Lemma 3.5, hÄangt also nicht
von allen Variablen ab. Somit ist eine Reduktion des Speicherplatzbedarfs und
der Rechenzeit mÄoglich.
(c) Eine Gleichung p{k} stellt einen Spezialfall gemÄa¼ Abschnitt 3.1.2 dar und erlaubt
somit eine erhebliche Reduktion des Speicherplatzbedarfs und der Rechenzeit.
In unserem Beispiel fÄallt p{1} in die Gattung (a), p{2} in Gattung (b) und p{3}, p{4}
fallen in die Gattung (c). Sei M {k} der Vektor der Ordnungen zur Gleichung p{k}. Im
Beispiel ist also
M{1} = (5, 6, 4, 3)
M{1} = (5, 6, 4, 1)
M{1} = (5, 1, 4, 3)
M{1} = (3, 3, 3, 3) .
Nun geben wir den Aufwand an gezÄahlt in
"
Floating point operations\ bzw. kurz °ops.
n ist dabei, wie bisher, die Zahl der VerÄanderlichen. Im Beispiel ist also n = 4.
(a1) n2n °ops.
(a2) 2n
∏n
j=1m
{k}
j °ops.
(a3) 2n3 + 4n2 °ops, da die Invertierung einer Matrix O(2n3) °ops benÄotigt.
(a4) 3
∏n
j=1m
{k}
j
∑n
i=1(m
{k}
i − 1) °ops.
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In unserem Beispiel ergeben sich also fÄur die erste Gleichung und fÄur (a1) 4 · 16 =
64 °ops, fÄur (a2) 8 · 360 = 2880 °ops, fÄur (a3) 128 + 64 = 192 °ops und fÄur (a4)
3 · 360 · 14 = 15120 °ops. Der Aufwand fÄur Gleichungen der Gattung (b) ergibt sich
wie folgt.
(b1) sk2
sk °ops, wobei sk die Zahl der VerÄanderlichen ist, von denen die Gleichung
p{k} tatsÄachlich abhÄangt.
(b2) 2sk
∏n
j=1m
{k}
j °ops.
(b3) 2n3 + 4n2 °ops.
(b4) 3
∏n
j=1m
{k}
j
∑n
i=1(m
{k}
i − 1) °ops, wobei fÄur Variablen xj, von denen die Glei-
chung p{k} nicht abhÄangt, m
{k}
j = 1 ist.
FÄur die zweite Gleichung ergibt sich als Aufwand fÄur (b1) 3 · 8 = 24 °ops, (b2)
6 · 120 = 720 °ops und (b4) 3 · 120 · 12 = 4320 °ops. FÄur Gleichungen der Gattung (c)
summiert sich o®enbar der Aufwand Äuber den Aufwand fÄur die einzelnen BlÄocke. Mit
den Bezeichnungen r0, . . . , rl aus Satz 3.12 ist der Aufwand:
(c1)
∑l
b=1 sk,b2
sk,b °ops, wobei sk,b = rb − rb−1 die Zahl der VerÄanderlichen ist, von
denen der Block p
{k}
b abhÄangt
(c2)
∑l
b=1 2sk,b
∏rb
j=rb−1+1
nm
{k}
j °ops.
(c3) 2n3 + 4n2 °ops.
(c4)
∑l
b=1 3
∏rb
j=rb−1+1
m
{k}
j
∑rb
i=rb−1+1
(m
{k}
i − 1) °ops.
FÄur die dritte Gleichung ergibt sich als Aufwand fÄur (c1) 2 + 8 = 10 °ops, (c2)
2 · 5 + 4 · 12 = 58 °ops und fÄur (c4) 3 · 5 · 4 + 3 · 12 · 5 = 240 °ops. FÄur die vierte
Gleichung ergibt sich als Aufwand fÄur (c1) 4 · 2 = 8 °ops, (c2) 4 · 2 · 3 = 24 °ops
und fÄur (c4) 4 · 3 · 3 · 2 = 72 °ops. O®enbar ist der Speicherplatzbedarf und der
Rechenaufwand im Wesentlichen proportional zur Zahl der zur Darstellung benÄotigten
Kontrollpunkte, zumindest fÄur kleine n. FÄur gro¼e n sind Gleichungen vom Typ (a)
nicht mehr handhabbar, weil die Zahl der Kontrollpunkte astronomisch anwÄachst.
Lediglich fÄur Gleichungen vom Typ (b) und (c) sind grÄo¼ere n (n > 15) praktikabel.
Dann gewinnt der Aufwand fÄur die Invertierung von N in Schritt (3) immer stÄarker an
Bedeutung und dominiert schlie¼lich fÄur gro¼e n. In diesem Fall emp¯ehlt es sich, die
Normalenvektoren N nicht jedesmal neu zu berechnen, sondern die Normalenvektoren
der letzten Iteration zu verwenden. Man verliert dann allerdings die quadratische
Konvergenz. Ist der Konvergenzfaktor jedoch klein genug, wiegt dieser Nachteil nicht
schwer.
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3.2 Vorgehen mit Einschlussscha¨tzer
Im letzten Abschnitte 3 haben wir komplett ohne die EinschlussschÄatzer gearbeitet.
Wir haben die Kontrollpunkte eines B¶ezierpolynoms zwischen zwei parallele Ebenen
eingeschlossen und nur benutzt, dass das B¶ezierpolynom sicher zwischen diesen Ebe-
nen verlÄauft. Das hat eine VergrÄoberung der konvexen HÄulle bedeutet, die wir aber
gerne in Kauf genommen haben, weil trotzdem die quadratische Konvergenz erhalten
blieb. Mit den EinschlussschÄatzern scha®en wir es, anstatt mit einer VergrÄoberung
mit einer Verfeinerung zu arbeiten. Es ist zu erwarten, dass die neuen Boxen mÄogli-
cher Nullstellen wesentlich kleiner werden, als sie das im letzten Abschnitt wurden.
Allerdings wÄachst der Arbeitsaufwand pro Schritt und alles, was wir erwarten kÄonnen,
ist eine Verbesserung der quadratischen Konvergenz um einen linearen Faktor. Es ist
deshalb durchaus o®en, ob wir mit den EinschlussschÄatzern tatsÄachlich schneller sind.
ZunÄachst nehmen wir an, dass alle Gleichungen in den Ordnungen M {k} Äubereinstim-
men. Dies kann notfalls durch GraderhÄohung der B¶ezierdarstellung erreicht werden.
Man kann zwar auch mit verschiedenen Ordnungen M {k} arbeiten, was die Sache
aber technisch wesentlich aufwÄandiger macht, weil dann die Boxen der verschiedenen
Gleichungen nicht mehr harmonieren.
Wir stellen zunÄachst unsere ÄUberlegungen fÄur n = 2 und ein konkretes Beispiel an.
Alles Gesagte lÄasst sich dann vÄollig problemlos verallgemeinern, ohne dass dabei zu-
sÄatzliche Schwierigkeiten auftauchen.
Sei das B¶ezierpolynom p : [0, 1] → R2 gegeben wie in Beispiel 3.6 durch die beiden
Kontrollpunktmatrizen
P {1} =


−0.3 0.5 0.9 1.1 0.9
−0.2 0.6 0.9 1.1 0.9
−0.1 0.7 0.9 1.1 0.9
0.1 0.8 1.1 1.2 1.1
0.1 0.9 1.2 1.3 1.1

 , P {2} = 2P {1}T .
Wir bestimmen fÄur P {1} und P {2} untere und obere bilineare EinschlÄusse und erhalten
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als Kontrollpunktmatrizen fÄur die EinschlÄusse
U{1} =


−0.30 0.36 0.77 0.96 0.90
−0.20 0.44 0.81 0.97 0.90
−0.08 0.53 0.87 1.01 0.95
0.04 0.64 0.97 1.10 1.04
0.10 0.73 1.07 1.19 1.10


O{1} =


−0.26 0.39 0.81 0.99 0.94
−0.14 0.47 0.84 1.00 0.95
−0.02 0.57 0.91 1.05 1.00
0.10 0.68 1.00 1.13 1.09
0.17 0.77 1.11 1.23 1.15


U{2} =


−0.60 −0.40 −0.16 0.08 0.20
0.72 0.87 1.06 1.27 1.46
1.55 1.61 1.75 1.94 2.15
1.92 1.94 2.03 2.20 2.38
1.80 1.80 1.91 2.08 2.20


O{2} =


−0.52 −0.29 −0.03 0.20 0.34
0.78 0.94 1.13 1.35 1.55
1.61 1.68 1.81 2.01 2.22
1.98 2.00 2.09 2.27 2.45
1.88 1.90 2.01 2.17 2.30

 .
Zu beachten ist, dass sich fÄur die zweite Gleichung nicht exakt das Doppelte der Trans-
ponierten ergibt. Im gegebenen Beispiel mag man dies auf die Rundung zurÄuckfÄuhren,
tatsÄachlich ergibt sich aber ein kleiner Unterschied, weil die EinschlussschÄatzer gemÄa¼
Satz 2.26 nicht symmetrisch sind. Wir haben die Kontrollpunkte zur ersten Gleichung
und deren EinschlÄusse in Abbildung 15 geplottet.
Wir stellen diese Ergebnisse in Abbildung 16 Äubersichtlich dar. Vorzeichenwechsel des
B¶ezierpolynoms p{1} sind o®enbar nur in Bereichen mÄoglich, in denen die angrenzenden
acht Einschluss-Kontrollpunkte nicht allesamt das selbe Vorzeichen tragen. Solche
Bereiche haben wir mit einem Kreuz markiert.
Gemeinsame Nullstellen von p{1} und p{2} sind nur in Bereichen mÄoglich, die in beiden
Gleichungen markiert wurden. Dies ist o®enbar alleine der Bereich [0, 1/4]× [0, 1/4].
Nun kÄonnten wir uns damit zufrieden geben und auf diesen Bereich subdividieren.
Dadurch wÄurden wir aber unsere quadratische Konvergenzrate einbÄu¼en. Deshalb ver-
suchen wir, den Bereich mÄoglicher Nullstellen noch genauer abzuschÄatzen. Wie in den
beiden letzten Abschnitten bestimmen wir nun fÄur die beiden Gleichungen getrennt
voneinander zwei parallele Ebenen, die sowohl den unteren als auch den oberen Ein-
schluss auf [0, 1/4]2 beinhalten. Dazu mitteln wir U {i}(1 : 2, 1 : 2) und O{i}(1 : 2, 1 : 2)
jeweils miteinander und spannen die Ebene gemÄa¼ diesem Mittel und Satz 3.3 auf. Die
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Abbildung 15: Kontrollstruktur und oberer/unterer Einschluss mit EinschlussschÄat-
zern, vgl. Abbildung 14 ohne EinschlussschÄatzer
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Abbildung 16: EinschlÄusse des B¶ezierpolynoms
AbstÄande zum Normalenvektor bestimmen wir dann so, dass die unteren und oberen
EinschlÄusse zwischen den erhaltenen Ebenen liegen. Anschlie¼end fahren wir genau so
fort wie in den beiden letzten Abschnitten, d.h. wir schneiden die erhaltenen Berei-
che miteinander und subdividieren auf das Gebiet mÄoglicher Nullstellen. In unserem
Beispiel erhalten wir als gemittelte Kontrollpunkte fÄur den Bereich [0, 0.25]2 dann
(
U{1}(1 : 2, 1 : 2) +O{1}(1 : 2, 1 : 2)
)
/2 =
[ −0.28 0.38
−0.17 0.45
]
(
U{2}(1 : 2, 1 : 2) +O{2}(1 : 2, 1 : 2)
)
/2 =
[ −0.56 −0.34
0.75 0.91
]
und somit als Normalenvektoren N {1} = [−0.37,−2.56, 1] bzw.N{2} = [−5.12,−0.74, 1]
und als zugehÄorige AbstÄande bezÄuglich dieser Normalenvektoren d
{1}
min = −0.30, d{1}max =
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−0.24, d{2}min = −0.60, d{1}max = −0.47. Berechnen wir nun die Box B gemÄa¼ Satz 3.4, so
erhalten wir B = [0.08, 0.11] × [0.08, 0.11]. Anschlie¼end subdividieren wir auf diese
Box B und fahren sukzessive wie beschrieben fort. Wenn wir die neue Box mit der in
Beispiel 3.6 berechneten vergleichen, so sehen wir, dass sie wesentlich kleiner ist und
somit der Bereich mÄoglicher Nullstellen deutlich schÄarfer eingegrenzt werden konnte.
Das allgemeine Vorgehen wird aus dem oben gegebenen Beispiel fast vÄollig klar. Nur
einen Teilschritt wollen wir nochmals nÄaher kommentieren. Wir haben festgestellt,
dass gemeinsame Nullstellen der Gleichungen pi1(p) und pi2(p) nur auf einem einzi-
gen Bereich mÄoglich waren und haben dann unsere Betrachtungen alleine auf diesen
Bereich konzentriert. Selbst asymptotisch kÄonnen wir nicht davon ausgehen, dass le-
diglich ein einziger Bereich als Nullstellenbereich in Frage kommt. Wenn nÄamlich eine
Nullstelle auf die Bereichsgrenzen fÄallt, so werden mindestens die angrenzenden Berei-
che von allen Gleichungen markiert. Deshalb verfahren wir wie oben beschrieben, falls
die markierten Bereiche allesamt im TrÄagergebiet einer einzigen multivariaten Hut-
funktion liegen, falls also pro Dimension hÄochstens zwei Segmente als Bereich mÄog-
licher Nullstellen Äubrig bleiben (siehe Abbildung 17, linkes Bild). Ansonsten, wenn
der Bereich mÄoglicher Nullstellen grÄo¼er ist, subdividieren wir sofort ohne weitere Be-
trachtungen auf den von diesen Bereichen aufgespannten Bereich (siehe Abbbildung
17, rechtes Bild. Wir subdividieren hier auf den Bereich [0, 0.5]× [0.25, 1]).
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Abbildung 17: Von jeweils zwei Gleichungen gemeinsam markierte Bereiche mÄoglicher
Nullstellen, zwei Beispiele.
3.3 Vergleich der Ansa¨tze mit bzw. ohne Einschlussscha¨tzer
ZunÄachst ist zu vermuten, dass der Ansatz mit EinschlussschÄatzer zwar einen Mehr-
aufwand bei der Implementation bedeutet, dass er aber die Rechenzeiten erheblich
verkÄurzt. Diese intuitive Erwartung hat unsere Untersuchungen in Richtung der Ein-
schlussschÄatzer motiviert. Bei vergleichenden Tests in Matlab zeigt sich aber, dass
keinem der beiden AnsÄatze der generelle Vorzug erteilt werden kann. Die Performance
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hÄangt stark vom vorgelegten Problem ab. Durch Verwendung der EinschlussschÄat-
zer ergibt sich allerdings lediglich dann eine wesentliche Reduzierung der benÄotig-
ten Floating-point-operations (kurz Flops), wenn mindestens trivariate Probleme mit
stark oszillierenden Kontrollpunkten angegangen werden. Z.B. reduziert sich die Zahl
der Flops fÄur n = 4 bei zwischen −1 und 1 gleichverteilten Kontrollpunkten zur Ord-
nung [12, 12, 12, 12] um etwa 70%.
NatÄurlich werden bei der Arbeit mit EinschlussschÄatzer insgesamt wesentlich weniger
Boxen untersucht, schlie¼lich sind ja auch unsere EinschlÄusse deutlich schÄarfer. Aber
die Berechnung dieser schÄarferen EinschlÄusse bedeuten einen klaren Mehraufwand.
Warum ist nun der einfache Algorithmus so gut? ZunÄachst ist die Anzahl der Flops in
einem Schritt bei der Arbeit mit EinschlussschÄatzer wesentlich hÄoher als ohne. Wenn
nun am Ende der Untersuchung einer Box mit den EinschlussschÄatzern sich heraus-
stellt, dass Nullstellen Äuberall mÄoglich sind, so wÄare dieses ungÄunstige Ergebnis auch
ohne EinschlussschÄatzer billiger zu haben gewesen. Dies wird aber in der Regel der
Fall sein, solange die Funktion entweder noch mehrere Nullstellen in der untersuchten
Box besitzt oder wenn in der NÄahe von Nullstellen noch zweite partielle Ableitun-
gen mit wechselndem Vorzeichen auftreten. Gibt es keine Vorzeichenwechsel bei den
zweiten Di®erenzen, so greift die quadratische Kontraktion der Boxen, sowohl bei den
EinschlussschÄatzern als auch ohne diese. In diesem Fall verbessern wir die quadra-
tische Konvergenz um einen linearen Faktor auf Kosten von linearem Mehraufwand
in jedem Schritt. Dies aber fÄuhrt insgesamt auch zu Mehrarbeit. Der einzige Fall, in
dem die EinschlussschÄatzer gewinnen ist der, wenn die zweiten Di®erenzen das Vorzei-
chen wechseln, die zweiten Ableitungen aber tatsÄachlich nur ein Vorzeichen besitzen.
Bei der Arbeit mit EinschlussschÄatzern wird dies nÄamlich im Wesentlichen erkannt
und somit haben wir einmal quadratische Kontraktion und das andere mal gar keine
Kontraktion.
Insgesamt jedoch erweist sich die Arbeit mit EinschlussschÄatzern als wenig vorteilhaft.
Erstens verkÄurzen sie nur in wenigen FÄallen die Rechenzeit, vielmehr verlÄangern sie
diese meist sogar deutlich. Zweitens lÄasst sich der Algorithmus ohne EinschlussschÄatzer
wesentlich knapper formulieren und drittens erfordert die Implementation nicht das
theoretische VerstÄandnis der EinschlussschÄatzer, was besonders Lesern zugute kom-
men dÄurfte, deren Spezialgebiet die B¶eziertheorie nicht umfassen. Unsere intuitive
Erwartung der ÄUberlegenheit der EinschlussschÄatzer hat sich also nicht bestÄatigt. Das
Arbeiten mit EinschlussschÄatzern besitzt zwar den Charme, dass wir die Werte von po-
lynomialen Funktionen sehr genau abschÄatzen kÄonnen, was sich bei hÄoherdimensiona-
len Problemen mit stark oszillierenden Funktionen tatsÄachlich als vorteilhaft erweist.
Das Arbeiten ohne EinschlussschÄatzer hingegen hat den Vorteil, dass der gesamte Al-
gorithmus relativ einfach ist und in wenigen hundert Zeilen formuliert werden kann
und sich dabei als hÄochst e±zient und robust erweist.
Man kann nun versuchen, mit den EinschlussschÄatzern zu beginnen und, sobald die
quadratische Konvergenz greift, umzuschalten auf den Algorithmus ohne die Ein-
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schlussschÄatzer. Diese Variante haben wir jedoch nicht verfolgt.
Zwei grundsÄatzliche Probleme tauchen bei der Arbeit mit EinschlussschÄatzern auf.
Erstens sollten, wie bereits erwÄahnt, die Ordnungen M {k} in den n Gleichungen Äuber-
einstimmen. Ist dies nicht der Fall, wird die Implementierung nochmals komplizierter
und die Performance geht deutlich zurÄuck. Das zweite Problem ist das folgende. Liegen
die Nullstellenmengen von zwei Gleichungen um eine gemeinsame LÄosung fast aufein-
ander, was von einer fast-singulÄare Ableitungsmatrix an der Nullstelle impliziert wird,
so werden bei der Markierung der Patches stets dieselben Patches in beiden Gleichun-
gen als mÄogliche Nullstellenmengen erkannt. Dies fÄuhrt dazu, dass eben nicht nur ein
oder zwei Patches fÄur die nÄachste Box Äubrig bleiben, sondern stets ein ganzer Strei-
fen, was zu einer fortgesetzten Halbierung fÄuhrt. In diesem Fall geht die quadratische
Kontraktion der Boxen ganz verloren, was natÄurlich sehr problematisch ist.
3.4 Lo¨sen von polynomialen Gleichungssystemen auf ganz Rn
Im Fall von polynomialen Gleichungssystemen p : Rn → Rn ist es mÄoglich, alle Null-
stellen von p auf Rn zu bestimmen. Sei zunÄachst n = 1. Wir kÄonnen gemÄa¼ Abschnitt
3.1 alle Nullstellen von p auf [−1, 1] bestimmen. Mit p(x) =∑m−1i=0 αixi ist nun durch
Multiplikation mit xm−1:
p
(
1
x
)
=
m−1∑
i=0
αi
(
1
x
)i
= 0 ⇔
m−1∑
i=0
αix
m−1−i = 0 =: q(x) .
Wenn nun ~x eine Nullstelle des Polynoms q in [−1, 1] ist, so ist o®enbar 1/~x eine
Nullstelle von p in R\(−1, 1). Durch LÄosung der beiden Gleichungssysteme p(x) =
0 und q(x) = 0 fÄur x ∈ [−1, 1] lassen sich so also alle Nullstellen von p auf R
bestimmen. FÄur n > 1 kann nun entsprechend verfahren werden. Ersetzt man in
p(x1, . . . , xn) = 0 nun xk1 , . . . , xkj durch 1/xk1 , . . . , 1/xkj , so erhÄalt man nach Multi-
plikation mit x
mk1−1
k1
, . . . , x
mkj−1
kj
wieder ein polynomiales Gleichungssystem, das auf
[−1, 1]n zu lÄosen ist. Substituiert man in den LÄosungen (~x1, . . . , ~xn) wieder durch
Kehrwertbildung zurÄuck, so erhÄalt man die Nullstellen von p. Insgesamt sind die Sub-
stitutionen mit anschlie¼endem LÄosen des erhaltenen Gleichungssystems durchzufÄuh-
ren fÄur alle mÄoglichen Teilmengen {k1, . . . , kj} von (1 : n). Insgesamt sind also 2n
Gleichungssysteme zu lÄosen.
3.5 Anwendungsbeispiele
Wir wollen im Folgenden einige Beispiele untersuchen, die ersten drei wurden ebenfalls
in [SP93], das vierte in [K96] behandelt.
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3.5.1 Schnitt von zwei ebenen implizieten Kurven
Untersuchen wir zunÄachst ein ganz einfaches Beispiel. Schneiden wir einen kreisfÄormi-
gen Bogen mit einem ellipsenfÄormigen,
x2 + y2 − 1 = 0, x
2
4
+ 4y2 − 1 = 0, 0 ≤ x ≤ 1, 0 ≤ y ≤ 1 .
Die beiden BÄogen schneiden sich nur in (2/
√
5, 1/
√
5). Lassen wir unsere beiden Algo-
rithmen mit einer Toleranz von 10−8 laufen, so erhalten wir ohne EinschlussschÄatzer
nach 7 untersuchten Boxen und 3486 Flops das Ergebnis. Mit EinschlussschÄatzer sind
wir nach 5 untersuchten Boxen und 4842 Flops am Ziel.
3.5.2 Schnitt dreier parametrisierter Fla¨chen im R3
Wir bestimmen zu drei parametrisierten FlÄachen f1, f2, f3 im R
3 deren Schnittpunkte.
Es sei fÄur x, y, s, t, u, v ∈ [0, 3]
f1(x, y) =

 x2y − xy2 + x32x− 3xy3 + 3y2
2x3 − 3xy2 + y2 − y

 , f2(s, t) =

 s+ t− s2t− st3 + sts− t− s3t− st3 + s2t+ 3
t+ s2t− s3t2 − 2

 ,
f3(u, v) =

 2u2v3 − uv2uv2 + u3v − u2v + 1
uv3 − u+ v − u3 + v3 − 2

 .
Die Schnittpunkte erhalten wir, indem wir die gemeinsamen LÄosungen von f1 = f2
und f1 = f3 suchen. Somit erhalten wir ein polynomiales Gleichungssystem in sechs
Variablen. Dieses Gleichungssystem ist ein Spezialfall gemÄa¼ Satz 3.12 und kann
dementsprechend behandelt werden. Nach der Untersuchung von 7512 Boxen ohne
EinschlussschÄatzer mit insgesamt 58069937 Flops sind die LÄosungen
(x, y, s, t, u, v) =(0.99,1.01,1.08,0.98,1.00,0.99)
(x, y, s, t, u, v) =(1 ,1 ,1 ,1 ,1 ,1 )
(x, y, s, t, u, v) =(1 ,1 ,0 ,1 ,1 ,1 )
mit Genauigkeit 10−12 bestimmt.
3.5.3 Wilkinson-Polynom
Im nÄachsten Beispiel versuchen wir, das folgende univariate Polynom vom Grad 20 zu
lÄosen. Wilkinson zeigte in [W63], dass es extrem schlecht konditioniert ist:
P20(x) = (x− 1/20)(x− 2/20) · · · (x− 20/20) , x ∈ [0, 1]
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Die Nullstellen dieses Polynoms kÄonnen mit wesentlich kleinerem Fehler bestimmt
werden, wenn man es in B¶ezierform anstatt der Monomform lÄost (siehe [FR87]). Al-
lerdings ist die Transformation in B¶ezierform extrem schlecht konditioniert. Um die-
sem Problem aus dem Wege zu gehen, haben wir es in exakter rationaler Arithmetik
transformiert, es dann in °oating-point-Darstellung umgewandelt und mit unseren
Algorithmus gelÄost. Wir erhalten bei einer Toleranz von 10−5 ohne EinschlussschÄatzer
nach 113 untersuchten Boxen und 146561 Flops die 20 LÄosungen.
3.5.4 Kritische Punkte einer algebraischen Kurve
Ein Standard-Problem in der CAGD ist die Auswertung von implizit gegebenen Funk-
tionen. Verfolgt man LÄosungszweige, so ist es notwendig, die kritischen Punkte (df/du =
df/dv = 0) zu kennen. Betrachten wir als Beispiel die Funktion
f(u, v) = −64v4 + 128v3 − 96u2v2 + 140uv2 − 139v2 + 96u2v
−140uv + 75v − 96u4 + 276u3 − 313u2 + 165u− 36 u, v ∈ [0, 1].
Die beiden partiellen Ableitungen ergeben ein polynomiales Gleichungssystem. LÄosen
wir dieses mit unseren Algorithmen bei einer vorgegebenen Toleranz von 10−8, so
erhalten wir ohne EinschlussschÄatzer nach 186191 Flops und 140 untersuchten Boxen
insgesamt alle 9 LÄosungen. Mit EinschlussschÄatzern werden 120 Boxen untersucht
und 497857 Flops sind erforderlich. Die LÄosungen des Gleichungssystems und die
Unterteilungsstruktur haben wir in Abbildung 18 geplottet.
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Abbildung 18: Unterteilungsstruktur des Nullstellen-Algorithmus bei einer polynomia-
len Gleichung in zwei Variablen. Untersuchte Boxen gepunktet, LÄosungen der ersten
und LÄosungen der zweiten Gleichung durchgezogen, gemeinsame LÄosungen mit Kreis
markiert.
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3.5.5 Quadratisches System mit variabler Dimension
Wir lÄosen das zyklische, quadratische Gleichungssystem mit variabler Dimension
(2xl − 1.1)2 + 2xl+1 − 1.1 = 0, l = 1 : d, xd+1 = x1 , xl ∈ [0, 1] .
Die beiden einzigen reellen LÄosungen sind
x1 = (0.05, . . . , 0.05) , x2 = (0.55, . . . , 0.55) .
Wir haben das System fÄur d ∈ (2 : 7) mit Toleranz 10−16 untersucht. Nach jeweils
25, 45, 82, 185, 386, 821 Schritten wurden ohne die EinschlussschÄatzer die beiden
Nullstellen gefunden.
3.5.6 Konvexe Hu¨lle eines polynomial berandeten Gebiets in R2
Gegeben sei ein Gebiet, das durch eine geschlossene glatte polynomiale Kurve p ohne
Selbstdurchdringungen berandet sei. Also z.B.
p(t) =
[
56t2 + 224t3 − 980t4 + 1064t5 − 252t6 − 224t7 + 112t8
8t− 112t2 + 616t3 − 1680t4 + 2352t5 − 1568t6 + 328t7 + 56t8
]
, t ∈ [0, 1] .
Gesucht sei der konvexe Abschluss dieser Menge (siehe Abbildung 19). Dazu mÄussen
wir Punktpaare auf p mit jeweils der selben Tangente ¯nden. Alternativ kÄonnen wir
auch sagen, dass wir Punktpaare aufspÄuren mÄussen, deren Ableitungen jeweils par-
allel zu ihrer Di®erenz sind. Dies kÄonnen wir nochmals umformulieren. Gesucht sind
Punktpaare, sodass deren Normale zur Ableitung jeweils senkrecht auf die Di®erenz
steht. Somit haben wir eine Formulierung gefunden, sodass das Problem im Kontext
dieser Arbeit gestellt und gelÄost werden kann. Gesucht sind also (t, s), sodass〈
p′(t),
(
p{2}(t)− p{2}(s)
p{1}(s)− p{1}(t)
)〉
= 0〈
p′(s),
(
p{2}(t)− p{2}(s)
p{1}(s)− p{1}(t)
)〉
= 0
(3.7)
Wenn p nun eine polynomiale Kurve vom Grad m ist, so sind die beiden linken Seiten
des Gleichungssystems polynomiale Funktionen in den zwei VerÄanderlichen (t, s) vom
Grad (2m − 1, m) bzw. (m, 2m − 1). FÄur welche (t, s) muss dieses Gleichungsystem
nun gelÄost werden? FÄur {(t, s) ∈ [0, 1]2 : t 6= s}. Somit haben wir nun aber ein
Parametergebiet, das nicht zu unserem Algorithmus passt. Deshalb substituieren wir
s durch t + h und lÄosen dieses Gleichungssystem. Die erste Gleichung ist vom Grad
(2m− 1, m), die zweite Gleichung vom Grad (2m− 1, 2m− 1). Wir erhalten nun das
Parametergebiet {(t, h) ∈ [0, 1]2 : h > 0 und t + h ≤ 1}. Scheinbar hat sich nicht
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viel verbessert. Jedoch kÄonnen wir das Parametergebiet auf {(t, h) ∈ [0, 1]2 : h > 0}
ausdehnen und am Ende unserer Rechnung diejenigen Punktpaare verwerfen, fÄur die
t + h > 1. Doch noch immer genÄugt das Parametergebiet nicht unseren Vorgaben,
schlie¼lich sind nur kompakte Intervalle als De¯nitionsgebiet zulÄassig.
Wir bemerken nun, dass gemeinsame Tangenten nur an zwei Punkten mÄoglich sind,
zwischen denen die KrÄummung mindestens zweimal das Vorzeichen wechselt. Suchen
wir also zuerst alle tk ∈ [0, 1], sodass p(tk) dort verschwindende KrÄummung besitzt.
Dann bestimmen wir den minimalen Abstand zwischen zwei solchen tk und setzen
diesen gleich hmin. LÄosungen unseres Gleichungssystems sind nun fÄur (t, h) ∈ [0, 1]×
[hmin, 1] zu suchen. Dass die KrÄummung verschwindet ist Äaquivalent dazu, dass die
zweite Ableitung parallel zur ersten ist oder alternativ: Die KrÄummung verschwindet
dort, wo die Normale zur ersten Ableitung senkrecht zur zweiten Ableitung steht, also
dort, wo 〈
p′(t),
(
pi2 (p
′′(t))
−pi1 (p′′(t))
)〉
= 0. (3.8)
LÄosen wir also zunÄachst die Gleichung (3.8). Bei der Arbeit ohne EinschlussschÄatzer
erhalten wir nach 31 untersuchten Boxen und 19502 Flops die in Abbildung 19 rot ein-
getragenen KrÄummungswechsel bei t = 0.0971, 0.2750, 0.7294, 0.9018 (mit Genauigkeit
10−12). LÄosen wir diese Gleichung mit EinschlussschÄatzer, so erhalten wir das Ergebnis
nach 22 untersuchten Boxen und 40446 Flops. Es ergibt sich also hmin = 0.1724.
Nun kÄonnen wir das Gleichungssystem (3.7) lÄosen. Ohne EinschlussschÄatzer erhal-
ten wir dann nach 175 untersuchten Boxen und 4.9 · 106 °ops das Ergebnis (t, h) =
(0.6460, 0.0631), (t, h) = (0.2934, 0.2995) (mit Genauigkeit 10−12). LÄosen wir dieses
Gleichungssystem mit EinschlussschÄatzern, so erhalten wir das Ergebnis nach 30 un-
tersuchten Boxen und 4.3 · 106 Flops.
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Abbildung 19: Konvexe HÄulle eines polynomial berandeten Gebiets
4 Nicht-polynomiale Gleichungssysteme
Jetzt stellt sich die Frage, ob wir unser Vorgehen zum LÄosen von Gleichungssystemen
auch auf nicht-polynomiale Systeme Äubertragen kÄonnen. Alles, was wir in Abschnitt
3.1 gebraucht haben, war die Darstellung der Gleichung in Bernstein-Basisfunktionen.
Von diesen haben wir benutzt, dass sie eine postive Partition der Eins bilden und dass
sich fÄur die Identi¯kation einer Gleichung mit ihrem Graphen Kontrollpunkte fÄur die
IdentitÄat bestimmen lassen. Au¼erdem hatten wir e±ziente Formeln fÄur die Subdivisi-
on. Die quadratische Konvergenz unseres Nullstellenalgorithmus war dann eine Folge
der quadratischen Konvergenz der Kontrollstruktur unter Subdivision. Nun kann man
auch fÄur nicht-polynomiale FunktionenrÄaume Bernsteinfunktionen de¯nieren. Die Fra-
ge ist nur, ob sie die selben Eigenschaften besitzen. Die Partition der Eins lÄasst sich
gewÄohnlich erhalten, die PositivitÄat hingegen ist nur dann garantiert, falls der zu-
grunde liegende Funktionenraum ein sogenanntes EC-System bildet. Au¼erdem ist zu
klÄaren, wie die Subdivision durchgefÄuhrt werden kann. Diese o®enen Fragen kÄonnen
am einfachsten beantwortet werden, indem man zuerst eine allgemeine Splinetheorie
entwickelt und die Bernsteinfunktionen dann als Splines zu ganz bestimmten Knoten-
folgen auffasst.
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Diese Theorie wollen wir im ersten Abschnitt 4.1 besprechen. Die fÄur das weitere Vor-
gehen notwendigen Erkenntnisse sind in den SÄatzen 4.24 und 4.26 zusammengefasst.
In Abschnitt 4.1.1 werden wir dann aus der Theorie die benÄotigten Algorithmen fÄur
die Subdivision ableiten. Diese benÄotigen Input, welcher sehr einfach bereit gestellt
werden kann. Allerdings kann die Berechnung des Inputs im Allgemeinen nicht ohne
weiteres numerisch stabil durchgefÄuhrt werden. Deshalb werden wir fÄur die sogenann-
ten ExponenzialrÄaume in Abschnitt 4.2 detailiert besprechen, wie hier der Input stabil
zu berechnen ist. Zu beachten ist, dass mit der Klasse der ExponentialrÄaume durch
Transformation des Gleichungssystems ein gro¼es Feld von potenziellen Gleichungs-
systemen abgedeckt werden kann (siehe Abschnitt 4.5). In Abschnitt 4.3 besprechen
wir dann eine Variante zur Darstellung der Gleichungen in Bernsteinfunktionen, wel-
che sich in bestimmten Situationen als sehr nÄutzlich erweist (siehe Abschnitt 4.4). In
Abschnitt 4.6 besprechen wir schlie¼lich exemplarisch die Behandlung von Funktio-
nenrÄaumen, die nicht in die Klasse der ExponenzialrÄaume fallen.
4.1 Theoretische Grundlagen
Dieses Kapitel setzt keine Kenntnisse Äuber polynomiale Splinetheorie voraus, jedoch
ist eine gute Kenntnis derselben von allergrÄo¼tem Nutzen fÄur das VerstÄandnis des
Folgenden. Die in diesem Abschnitt vorgestellten Resultate stammen im Wesentlichen
aus [Ma96], [ML96], [ML99], [Ma99] und [DR88].
Unser Anspruch ist zunÄachst, in FunktionenrÄaumen F = 〈f1, . . . , fm〉 Splines zu de-
¯nieren. Dies ist nur mÄoglich, falls F ein sogenanntes EC-System bildet. Die Splines
de¯nieren wir dann so, wie man sie auch im polynomialen Fall de¯nieren kann, nÄamlich
Äuber die MarsdenidentitÄat. Sie lautet im polynomialen Fall
(x− a)m−1 =
∑
k
bk(x)ª
?
k(a) , supp(bk) = [τk, τk+m] .
In dieser tauchen drei verschiedene Arten von AusdrÄucken auf. Links steht die Funk-
tion (x − a)m−1. Diese ist diejenige polynomiale Funktion vom Grad (m − 1), die an
der Stelle a eine (m− 1)-fache Nullstelle besitzt, wir werden sie glatte Potenz nennen.
Die ersten Terme bk(x) in der Summe auf der rechten Seite sind die durch eben jene
MarsdenidentitÄat de¯nierten Splines. Die zweiten Terme in der Summe ª?k(a) sind
Polynome (Marsdenpolynome), genauso wie die Splines stÄuckweise Polynome sind.
Die ª?k besitzen Nullstellen an sogenannten Knoten und sind nach Skalierung durch
diese Nullstellen eindeutig de¯niert. Nun kÄonnen wir genau dieses Vorgehen auf nicht-
polynomiale Systeme Äubertragen, bis auf den Unterschied, dass die ª?k nicht mehr im
selben Funktionenraum wie die Segmente der Splines liegen. Die ª?k sind nun Elemente
in einem sogenannten Dualsystem.
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Definition 4.1 (C-System F bzw. F , EC-System, glatte Potenz H(F|x, a), Marsde-
nidentita¨t, Dualsystem F ? bzw. F?)
Sei f1, . . . , fm eine reellwertige Basis eines m-dimensionalen Funktionenraums, wobei
die fk (m− 1) mal stetig differenzierbar sind. Die fk seien dabei auf einem Intervall
I ⊂ R definiert. Wir nennen den liegenden Vektor F := [f1, ..., fm] bzw. auch den
Funktionenraum F := 〈f1, . . . , fm〉 ein C-System (extended Chebyshev system), falls
jedes Herimite-Interpolationsproblem mit m Daten sich in F eindeutig lo¨sen la¨sst,
also wenn fu¨r beliebige x1, . . . , xr ∈ I und µ1, . . . , µr mit
∑r
k=1(µk + 1) = m
det
∣∣∣∣∣∣∣
f1(x1) f
′
1(x1) · · · f (µ1)1 (x1) f1(x2) · · · f (µr)1 (xr)
...
...
...
...
...
fm(x1) f
′
m(x1) · · · f (µ1)m (x1) fm(x2) · · · f (µr)m (xr)
∣∣∣∣∣∣∣ 6= 0 .
Wir nennen ein C-System F = [f1, . . . , fm] ein EC-System, falls zusa¨tzlich gilt: f1 ≡ 1
und f ′2, . . . , f
′
m ist ebenfalls ein C-System.
Fu¨r ein C-System F nennen wir fu¨r ein a ∈ I die Funktion fa ∈ F mit Dkfa(a) =
δk,m−1, k ∈ 0 : m − 1, glatte Potenz und definieren H(F|x, a) := fa(x). Die glatte
Potenz fassen wir als Funktion auf I2 in den beiden Vera¨nderlichen x und a auf.
Die im stehenden Vektor zusammengefassten Koeffizienten F ?(a) := [f ?1 (a), . . . , f
?
m(a)]
T ,
fu¨r die die sogenannte MarsdenidentitÄat
H(F|x, a) = F (x)F ?(a) , (x, a) ∈ I2 , (4.1)
erfu¨llt ist, fassen wir ebenfalls auf als Funktionen in a und nennen F ? bzw. F? :=
〈f ?1 , . . . , f ?m〉 das Dualsystem zu F .
Machen wir einige Anmerkungen zu dieser De¯nition. ZunÄachst liegt o®enbar ge-
nau dann ein C-System vor, falls jedes f ∈ F\{0} hÄochstens (m − 1) Nullstellen
(mit Vielfachheiten gezÄahlt) besitzt. Somit ist in einem C-System die glatte Po-
tenz eindeindeutig und das Dualsystem wohlde¯niert. Bei der Schreibweise f ?k ist zu
beachten, dass f ?k natÄurlich nicht nur von fk abhÄangt, sondern natÄurlich von allen
f1, . . . , fn. Jedoch hÄangt F? nur von F , nicht aber von der gewÄahlten Basis ab, denn
sei H(F|x, a) = F (x)F ?(a) und G = FM eine andere Basis (M invertierbare Matrix),
dann gilt G? = M−1F ?.
Zur Entscheidung, ob es sich bei einem vorgegebenen Funktionenraum um ein C-
System handelt, gibt es ein Kriterium, das wir in Satz 4.4 angeben werden. Um diesen
Satz formulieren zu kÄonnen benÄotigen wir die folgende De¯nition.
Definition 4.2 Seien f1, . . . , fn Funktionen und x ein Wert aus dem gemeinsamen
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Definitionsbereich. Wir schreiben
W (x, f1, . . . , fn) := det


f1(x) . . . fn(x)
f ′1(x) . . . f
′
n(x)
...
...
f
(n−1)
1 (x) . . . f
(n−1)
n (x)


und nennen obigen Ausdruck die Wronski-Determinante von f1, . . . , fn an der Stelle
x.
Uns wird im weiteren Verlauf nur interessieren, ob die Wronski-Determinante ver-
schwindet oder nicht. Sofort bemerken wir das folgende Lemma.
Lemma 4.3 Falls 〈f1, . . . , fn〉 = 〈g1, . . . , gn〉, so gilt
W (x, f1, . . . , fn) = 0 ⇐⇒ W (x, g1, . . . , gn) = 0.
In [S74] ¯ndet sich das folgende Kriterium zur Entscheidung, ob es sich bei einem
Funktionenraum um ein EC-System handelt.
Satz 4.4 F = 〈f1, · · · , fm〉 ist genau dann ein C-System auf I = [a, b], falls Funktio-
nen h1, · · · , hm ∈ F existieren, sodass die Wronski-Determinaten W (x, h1), W (x, h1, h2),
. . . , W (x, h1, . . . , hm) allesamt nirgendwo auf I verschwinden.
Betrachten wir kurz drei Beispiele.
Beispiel 4.5 Fu¨r fk(x) := x
k ist F = 〈f1, . . . , fm〉 bekanntermaßen auf ganz R ein C-
System, schließlich ist mit den Lagrange-Polynomen jedes Interpolationsproblem ein-
deutig lo¨sbar. Die glatte Potenz lautet im polynomialen Fall nun (m− 1)!H(F|x, a) =
(x− a)m−1. Da
(x− a)m−1 =
m−1∑
k=0
(−1)m−1−k
(
m− 1
k
)
xkam−1−k
PSfrag replacements
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gilt, ist offenbar F ? = F .
Beispiel 4.6 Betrachten wir nun einen zweiten Funktionenraum F . Fu¨r m paarweise
verschiedene ωk ∈ R ist F = 〈exp(ω1x), . . . , exp(ωmx)〉 ebenfalls auf ganz R ein C-
System. Dies folgt unmittelbar mit Satz 4.4. Hier gilt nach (4.15)
H(F|x, a) =
m∑
k=1
exp(ωkx)
exp(−ωka)∏m
j=1,j 6=k(ωj − ωk)
,
woraus F ? = 〈exp(−ω1x), . . . , exp(−ωmx)〉 folgt.
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Beispiel 4.7 Mit F = 〈1, sin(x), cos(x)〉 ist F offenbar kein C-System auf R. Denn
die Funktion 1−cos(x) besitzt in 0 und 2pi jeweils eine doppelte Nullstelle. Jedoch la¨sst
sich mit Satz 4.4 zeigen, dass F auf jedem offenen Intervall I mit einer Intervallla¨nge,
die kleiner oder gleich 2pi ist, ein C-System ist. Dies sieht man wie folgt. Fu¨r Satz 4.4
sei zuna¨chst h1(x) = cos(x) − 1, h2(x) = sin(x) und h3(x) = 1. Mit x ∈ (0, 2pi) ist
h1(x) < 0, außerdem ist
det
[
cos(x)− 1 sin(x)
− sin(x) cos(x)
]
= 1− cos(x) > 0
und
det

 cos(x)− 1 sin(x) 1− sin(x) cos(x) 0
− cos(x) − sin(x) 0

 = 1 .
Da F translationsinvariant ist, kann nun geschlossen werden, dass auf beliebigen In-
tervallen (a, b) mit b− a ≤ 2pi der Funktionenraum F ein C-System ist.
Im Folgenden wollen wir C-Systeme F und deren Dualsysteme diskutieren. Mit F sei
deshalb im Folgenden stets ein m-dimensionales C-System gemeint, [f1, . . . , fm] sei
eine Basis von F und [f ?1 , . . . , f ?m] das zugehÄorige Dualsystem, ohne dies jedesmal zu
sagen.
Im Weiteren wird sich herausstellen, dass wir nicht nur benÄotigen, dass F ein C-
System ist, sondern auch F ?. Dies ist aber eine Äaquivalente Forderung, wie das folgende
Lemma zusammen mit Lemma 4.10 lehrt.
Lemma 4.8 Wenn F ein C-System ist, so ist auch F ? ein C-System.
Ein Beweis ¯ndet sich beispielsweise in [ML96]. Man beachte, dass mit Lemma 4.8 die
(m − 1)-malige stetige Di®erenzierbarkeit der f ?k impliziert wird. Die glatten Poten-
zen in den beiden C-Systemen F und F ? hÄangen nun elementar zusammen, wie wir
im folgenden Lemma sehen. Diese Tatsache machen wir uns dann beim Beweis von
Lemma 4.10 zunutze.
Lemma 4.9 Es gilt fu¨r k, l mit k + l ∈ 0 : m− 1
Dk1D
l
2H(F|a, a) = (−1)lδk+l,m−1 .
Außerdem ist fu¨r festes x die Funktion H(F|x, ·) = F (x)F (·)? ∈ F? und es gilt fu¨r
die glatte Potenz in F nun H(F ?|a, x) = (−1)m−1H(F|x, a).
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Beweis Da H(F|x, a) = F (x)F ?(a) gilt, ist H(F|·, ·) ∈ Cm−1. Sei D(c,d)H die Ablei-
tung von H in Richtung (c, d). Es gilt o®enbar Dk(1,0)D
l
(0,1)H(F|x, a) = Dk(1,0)(D(1,1) −
D(1,0))
lH(F|x, a). Da H(F|x, x) ≡ 0 ist, ist (D(1,1) − D(1,0))lH(F|x, a) = (−D(1,0))l
H(F|x, a) und somit gilt Dk(1,0)Dl(0,1) H(F|x, a) = (−1)lDk+l(1,0)H(F|·, ·). Die zweite Be-
hauptung folgt direkt aus (4.1) und die dritte Behauptung ergibt sich aus der ersten
mit k = 0 und l = m− 1. ¤
Dass die Bezeichnung von F ? als Dualsystem zu F gerechtfertigt ist, zeigt das nÄachste
Lemma. Es stellt ein wichtiges Hilfsmittel dar, um nachzuprÄufen, ob ein vorgelegter
Funktionenraum F ein C-System bildet. Es erlaubt uns zusammen mit Lemma 4.8,
dies alternativ fÄur F? zu zeigen.
Lemma 4.10 Es gilt (F ?)? = F .
Beweis
H(F?|a, x) = (−1)m−1H(F|x, a) = (−1)m−1∑k fk(x)f ?k (a) =∑k f ?k (a)(−1)m−1fk(x).
¤
Von grÄo¼tem theortischem Interesse ist die im Folgenden de¯nierte Bilinearform. FÄur
uns gibt sie in dieser Arbeit die MÄoglichkeit, die noch zu de¯nierenden Marsdenfunk-
tionen richtig zu normieren, was dann die Normierung der Splines als Partition der
Eins zur Folge hat.
Definition 4.11 (Bilinearform [·, ·])
Auf F × F? definieren wir mit f =∑k αkfk und f ? =∑k α?kf ?k die Bilinearform
[f, f ?k ] :=
∑
k
αkα
?
k .
Diese De¯nition scheint von der gewÄahlten Basis abzuhÄangen. Dass dem nicht so ist,
und dass sie demnach tatsÄachlich sinnvoll ist, sagt uns das folgende Lemma.
Lemma 4.12 Obige Bilinearform ist unabha¨ngig von der gewa¨hlten Basis F von F .
Beweis Sei F ein C-System, f ∈ F und f ? ∈ F?. Gelte ferner mit A := [α1, . . . , αm]T
und A? := [α?1, . . . , α
?
m] nun f = FA bzw. f
? = A?F ?, so ist fÄur ein invertierbares M in
der Basis G = FM nun G? = M−1F ? und somit f = G(M−1A) und f ? = (A?M)G?.
Nun ist wegen (A?M)(M−1A) = A?A die Bilinearform unabhÄangig von der gewÄahlten
Basis. ¤
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Das folgende Lemma benÄotigen wir, um Lemma 4.14 zu beweisen, welches dann den
letzten Schritt zur De¯nition der Splines darstellt.
Lemma 4.13 Sei f1, . . . , fm EC-System mit Dualystem f
?
1 , . . . , f
?
m. Dann ist f
?
2 , . . . , f
?
m
Dualsystem zu f ′2, . . . , f
′
m und somit nach Lemma 4.8 ebenfalls C-System.
Beweis Der Beweis birgt keine Schwierigkeiten, es gilt nÄamlich

1 f2(a) · · · fm(a)
0 f ′2(a) · · · f ′m(a)
...
...
...
0 f
(m−1)
2 (a) · · · f (m−1)m (a)

F ?(a) =


0
...
0
1


und somit natÄurlich

f ′2(a) · · · f ′m(a)
f ′′2 (a) · · · f ′′m(a)
...
...
f
(m−1)
2 (a) · · · f (m−1)m (a)




f ?2 (a)
f ?3 (a)
...
f ?m(a)

 =


0
...
0
1

 .
¤
Lemma 4.14 Seien (m − 1) Stellen τk+1, . . . , τk+m−1 ∈ I beliebig vorgegeben und
F ein EC-System. Dann existiert eine eindeutige Funktion ª?k ∈ F?, welche in den
τk+1, . . . , τk+m−1 verschwindet und geeignet normiert werden kann, fu¨r die also gilt:
• D]jª?k(τj) = 0, ∀j ∈ (k + 1 : k +m− 1).
• [1,ª?k] = 1.
Dabei sei ]j := |{k > j : τk = τj} die Zahl der identischen Nachfolger von τj.
Beweis Nehmen wir an, dass fÄur alle j zunÄachst τj < τj+1 gilt, also dass fÄur alle j
nun ]j = 0 ist. Wir setzen
F 3 ª?k(a) :=
∣∣∣∣∣∣∣∣∣
f ?1 (a) f
?
2 (a) . . . f
?
m(a)
f ?2 (τk+1) f
?
2 (τk+1) . . . f
?
m(τk+1)
...
f ?1 (τk+m−1) f
?
2 (τk+m−1) . . . f
?
m(τk+m−1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f ?2 (τk+1) . . . f
?
m(τk+1)
...
f ?2 (τk+m−1) . . . f
?
m(τk+m−1)
∣∣∣∣∣∣∣
.
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ª?k hat die verlangten Nullstellen, au¼erdem ist [1,ª
?
k] = [1, 0, . . . , 0][1, ∗, . . . , ∗]T = 1.
Im Fall von mehrfachen τj sind in den obigen Matrizen die entsprechenden Zeilen
durch die Ableitungen der f ?j zu ersetzen. Die Determinante im Nenner ist ungleich
Null, wenn nur f ?2 , . . . , f
?
m C-System ist, was aber per Voraussetzung der Fall ist. Nun
ist [1,ª?k] = [1, 0, . . . , 0][1, ∗, . . . , ∗]T = 1. ¤
Nun kÄonnen wir den Begri® der Marsdenpolynome verallgemeinern und mit diesem
dann Chebyshev-B-Splines de¯nieren.
Definition 4.15 (Knotenfolge T , Marsdenfunktionen ª?k)
Sei F ein EC-System und T = (τk)k eine Folge mit τk ≤ τk+1 und τk < τk+n. Wir
nennen die τk Knoten und T die Knotenfolge. Das Symbol ]Tk sei bezogen auf eine
Knotenfolge T = (tk)k die Anzahl der identischen Nachfolger von τk in T , also ]Tk :=
|{j > k : tj = tk}|. Außerdem sei ∗Tk die Vielfachheit eines Knotens τk in T , also
∗Tk := |{j : tj = tk}|. Die nach dem vorigen Lemma eindeutigen Funktion ª?k ∈ F?
mit D]τ jª?k(τj) = 0 und [1,ª
?
k] = 1 nennen wir k-te Marsdenfunktion.
Im Folgenden wollen wir stets annehmen, dass F ein EC-System ist, ohne dies jeweils
explizit zu erwÄahnen. Wir wollen also nur noch C-Systeme betrachten fÄur die f1 ≡ 1
und 〈f ′2, . . . , f ′m〉 ebenfalls C-System ist.
FÄur die De¯nition der Splines ist es notwendig, dass jeweils m aufeinanderfolgende
ª?k linear unabhÄangig sind. Dass dem fÄur die betrachteten Knotenfolgen so ist, sehen
wir im folgenden Lemma. Der Beweis dieser Aussage ist eine Kopie des polynomialen
Standardbeweis.
Lemma 4.16 Falls τj < τj+1, so bilden die n Marsdenfunktionen ª
?
j−m+1, . . . ,ª
?
j
eine Basis von F ?.
Beweis Wir markieren im folgenden Schema die Nullstellen der Marsdenfunktionen.
Daraus ergibt sich dann zusammen mit der Tatsache, dass F ein C-System ist, wie
wir sehen werden, die lineare UnabhÄangigkeit.
PSfrag replacements
τj−m+2 τj−m+3 . . . τj τj+1 . . . τj+m−2 τj+m−16=
ªj−m+1
ªj−m+2
...
ªj−1
ªj
× × × ×
× × × ×
× × × ×
× × × ×
× × × ×
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Angnommen
∑j
k=j−m+1 αkª
?
k ≡ 0, dann muss αj = 0 sein, denn ª?j ist die einzige
Funktion, die nicht in τj verschwindet. Nun muss αj−1 verschwinden, denn allein ª
?
j−1
besitzt in τj−1 keine Nullstelle bzw., falls τj−1 = τj−2, keine doppelte Nullstelle. So
ergibt sich sukzessive die lineare UnabhÄangigkeit der ª?k. ¤
Nun sind wir endlich am Ziel und kÄonnen Splines de¯nieren. Diese sind, wie wir in
den folgenden SÄatzen sehen werden, stÄuckweise Funktionen aus F , besitzen kompak-
ten Support und besitzen an den Knoten τk gewisse Di®erenzierbarkeitsordnungen.
Au¼erdem bilden sie eine positive Partition der Eins.
Definition 4.17 (Chebyshev-B-Splines)
Sei F ein EC-System, T und ª?k wie in Definition 4.15 vereinbart. Dann lassen sich
Funktionen bk durch die folgenden beiden Eigenschaften definieren.
• bk(x) 6= 0⇒ x ∈ [τk, τk+m)
• H(F|x, a) =∑k bk(x)ª?k(a)
Wir nennen die Funktionen bk : I → R Chebyshev-B-Splines.
Durch die Forderung an den TrÄager von bk sind die Chebyshev-B-Splines durch die
Marsden-IdentitÄat wohlde¯niert. Dadurch dÄurfen auf einem Segment [τk, τk+1) nÄamlich
nur n Chebyshev-B-Splines nicht verschwinden. Im Folgenden sei stets eine Knoten-
folge T und ein EC-System F gegeben, auch wenn dies nicht jedesmal explizit in den
Lemmata, SÄatzen bzw. De¯nitionen gefordert werden sollte.
Beispiel 4.18 Wir wollen zwei Chebyshev-B-Splines plotten. Sei die Knotenfolge ge-
geben durch τk = k und F1 = 〈1, x, x2〉 bzw. F2 = 〈1, exp(2x), exp(3x)〉. Beidesmal
handelt es sich nach den Beispielen 4.5 und 4.6 um EC-Systeme. In Abbildung 20
sehen wir jeweils den Chebyshev-B-Spline b0.
Die grundlegenden Eigenschaften der Chebyshev-B-Splines sind nun in Satz 4.19 und
Satz 4.20 aufgefÄuhrt. Wir fassen diese spÄater in Satz 4.23 zusammen.
Satz 4.19 Die Chebyshev-B-Splines spannen stu¨ckweise den urspru¨nglichen Funktio-
nenraum F auf, es gilt also 〈bj−m+1, . . . , bj〉|[τj ,τj+1) = F|[τj ,τj+1). Wir nennen dies die
lokale-Basis-Eigenschaft. Es gilt außerdem
∑
k bk ≡ 1.
Wenn also eine Linearkombination von Chebyshev-B-Splines auf einem Segment iden-
tisch verschwindet, so mÄussen die Koe±zienten der dort von Null verschiedenen Chebyshev-
B-Splines allesamt verschwinden.
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PSfrag replacements
0 1 2 3
0
1
−1
0
1
PSfrag replacements
0
1
2
3
0
1
−1
0
1
0 1 2 3
0
1
−1
0
1
Abbildung 20: Chebyshev-B-Spline b0 in F1 = 〈1, x, x2〉 (links) bzw. in F1 =
〈1, exp(2x), exp(3x)〉 (rechts) zur Knotenfolge τk = k.
Beweis Die Funktionen bl|[τj ,τj+1) sind nach Lemma 4.9 und Lemma 4.10 o®enbar
Funktionen in F|[τj ,τj+1). Die lineare UnabhÄangigkeit der bk ist nach Lemma 4.8 und
Lemma 4.10 eine Folgerung der linearen UnabÄangigkeit der ª?k. Wenden wir uns nun
der Partition der Eins zu. Wir betrachten die Chebyshev-B-Splines auf dem Intervall
[τj, τj+1). Dort stimmt bk mit einer Funktion fk,j ∈ F Äuberein und wegen der DualitÄat
der ª?l zu den fk,l gilt [
∑
k fk,j,ª
?
l ] =
∑
k[fk,j,ª
?
l ] =
∑
k δk,l = 1. Da die ª
?
l eine Basis
von F? bilden, so muss wegen [1,ª?l ] = 1 schlie¼lich
∑
k bk = 1 gelten. ¤
Satz 4.20 Der Chebyshev-B-Spline bk ist
• (m− 1− ]Tk) mal stetig differenzierbar in τk.
• (m− 1−Anzahl der identischen Vorga¨ngerknoten) mal stetig differenzierbar in
τk+m.
• (m− ∗T (k + j)) mal stetig differenzierbar in τk+j fu¨r j ∈ 1 : m− 1.
Beweis Sei wie im Beweis von Satz 4.19 fk,j ∈ F so, dass fk,j auf dem j-ten Segment
mit bk Äubereinstimmt, dass also fk,j|[τj ,τj+1) ≡ bk|[τj ,τj+1). Nehmen wir zunÄachst an,
dass τj einfacher Knoten ist. Zu betrachten ist die Di®erenzierbarkeitsordnung von
(fk,j−1 − fk,j) an der Stelle τj. Sei zunÄachst
H := [H(F|x, τj), D2H(F|x, τj), . . . , Dm−12 H(F|x, τj)]T ,
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F1 := [fj−m,j−1(x), fj−m+1,j−1(x), . . . , fj−1,j−1(x)]
T und
M1 :=

 ª?j−m(τj) ª?j−m+1(τj) · · · ª?j−1(τj)Dª?j−m(τj) Dª?j−m+1(τj) · · · Dª?j−1(τj)
Dm−1ª?j−m(τj) D
m−1ª?j−m+1(τj) · · · Dm−1ª?j−1(τj)

 = [ ª?j−m(τj)|0
V1 |N
]
.
Dann ist
H = M1F1. (4.2)
Tauschen wir nun in F1 den ersten Eintrag und in M2 entsprechend die erste Spal-
te geeignet aus. Wir setzen F2 := [fj,j(x), fj−m+1,j(x), . . . , fj−1,j(x)]
T und V2 :=
[Dª?j(τj), . . . , D
n−1ª?j(τj)]
T und
M2 :=
[
ª?j(τj)| 0
V2 |N
]
.
Dann ist
H = M2F2. (4.3)
Aus (4.2) folgt unmittelbar, dass fj−m,j−1(x) = H(F|x, τj)/ª?j−m(τj), also die zweite
Behauptung. Ebenso folgt aus (4.3) fj,j(x) = H(F|x, τj)/ª?j(τj) und damit die erste
Behauptung.
Die dritte Behauptung erhalten wir durch Subtraktion von (4.2) und (4.3) und Weg-
lassen der ersten Zeile. Wir erhalten fj,j(x)V2 − fj−m,j−1(x)V1 = ND und somit gilt
wegen der Invertierbarkeit von N
D = fj−m,j−1(x)N
−1V1 − fj,j(x)N−1V2 ,
wobei D = [fj−m+1,j−1(x)−fj−m+1,j(x), . . . , fj−1,j−1(x)−fj−1,j(x)]T . Die EintrÄage der
beiden Vektoren auf der rechte Seite sind nach den ersten beiden Beweisteilen ein
Vielfaches von H(F|x, τj), was schlie¼lich die dritte Behauptung beweist.
FÄur mehrfache Knoten lÄasst sich vÄollig analog schlie¼en. Sei j dabei so, dass wieder
τj keine identischen Nachfolger besitzt, jedoch identische VorgÄanger. Dann ¯nden sich
auch in der zweiten Zeile von M ab der dritten Spalte nur noch NulleintrÄage. Nun
folgt wieder aus (4.2), dass fj−m+1,j−1 in τj eine (m− 1)-fache Nullstelle besitzt und
fj−m+2,j−1 eine (m−2)-fache. Sukzessive folgt so die zweite und analog aus (4.3) auch
die erste Behauptung. Nach Subtraktion der beiden Gleichungen (4.2) und (4.3) und
Weglassen der entsprechenden ersten Zeilen bringt man die schon identi¯zierten Funk-
tionen auf die linke Seite, sodass dort eine Funktion mit (m − ∗T j)-facher Nullstelle
steht. Wieder ¯ndet sich auf der rechten Seite eine invertierbare Matrix, woraus die
dritte Behauptung folgt. ¤
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Zum besseren VerstÄandnis der Splines trÄagt nun De¯nition 4.21 und Satz 4.22 bei.
Definition 4.21 (Stutzfunktion ak, Splineraum ¤F ,T )
Eine Linearkombination von Chebyshev-B-Splines
∑
k αkbk nennen wir Spline. Die
Menge aller Splines bezeichnen wir mit ¤F ,T . Die Funktion
ak(x) :=
{
0 , x < τk
H(F|x, τk) , x ≥ τk
nennen wir k-te Stutzfunktion.
Die Stutzfunktionen ak sind o®enbar Splines.
Satz 4.22 Die Chebyshev-B-Splines bilden eine Basis des Splineraums ¤F ,T . Alter-
nativ sind fu¨r endliche Knotenfolgen τ1, . . . , τn+m und das Definitionsgebiet [τm, τn+1]
die Stutzfunktionen a1(x), . . . , an(x) eine Basis. Die Dimension des Splineraums ist
n.
Beweis Die lineare UnabhÄangigkeit vonm aufeinanderfolgenden Chebyshev-B-Splines,
die auf einem gemeinsamen Segment nicht verschwinden, ist gewÄahrleistet durch die
lineare UnabhÄangigkeit der ª?k und der DualitÄat der bk zu diesen. Die UnabhÄangig-
keit aller Chebyshev-B-Splines ist wegen der Anordnung der TrÄager der bk trivial. Als
Dimension des Splineraums ergibt sich n und, da die Chebyshev-B-Splines Linear-
kombinationen der Stutzfunktionen sind, folgt, dass auch die Stutzfunktionen linear
unabhÄangig sind. ¤
Warum bilden im Allgemeinen die Stutzfunktionen keine Basis des Splineraums, wenn
die Knotenfolge unendlich ist? Sei z.B. fÄur k der Indexbereich −∞ : l. Dann ist die
Konstant-Eins-Funktion ein Element des Splineraums, es ist nÄamlich 1 =
∑
k bk(x).
Versuchen wir nun Koe±zienten αk zu ¯nden, sodass 1 ≡
∑
k αkak(x). WÄare αj 6=
0, dann wÄare
∑
k αkak in τj nicht beliebig oft stetig di®erenzierbar, also muss αj
gleich 0 sein. Wenn aber alle αj = 0, dann ist auch
∑
k αkak = 0 6= 1. Wenn der
Indexbereich hingegen 1 : ∞ ist, so bilden auch die Stutzfunktionen eine Basis. Im
letzten Satz genÄugt es deshalb eigentlich vorauszusetzen, dass der Indexbereich nach
unten beschrÄankt ist.
Satz 4.23 Die Chebyshev-B-Splines bk besitzen die folgenden Eigenschaften und sind
auch eindeutig bestimmt durch diese.
• bk|[τj ,τj+1) ∈ F|[τj ,τj+1)
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• supp(bk) = [τk, τk+m]
• bk ist in τk (m− 1− ]Tk) mal stetig differenzierbar
• bk ist in τk+m genau (m − 1 − Anzahl der identischen Vorga¨ngerknoten) mal
stetig differenzierbar
• bk ist in (τk+j (m− ∗T (k + j)) mal stetig differenzierbar, j ∈ 1 : m− 1
• ∑k bk ≡ 1
• bk ≥ 0 , ∀x
Beweis Dass die bk die geforderten Eigenschaften besitzen, haben wir bereits bis
auf die PositivitÄat bewiesen. Den Beweis der PositivitÄat erbringen wir in Satz 4.24.
Dem Nachweis der Eindeutigkeit wenden wir uns nun zu. Wir versuchen, eine Linear-
kombination von Stutzfunktionen zu bestimmen, sodass die geforderten Eigenschaften
eingehalten werden. Wegen des TrÄagers von bk muss bk =
∑m+k−1
j=k αjaj gelten. Wenn
wir αk vorgeben, so sind die αk+1, . . . , αk+m durch 0 ≡
∑k+m
j=k αjaj fÄur x > τk+m fest-
gelegt. αk−m aber ist wegen
∑
k bk ≡ 1 eindeutig bestimmt, weil eine Skalierung von
αk−m den Chebyshev-B-Spline skaliert. Da die Menge der Stutzfunktionen nach Satz
4.22 eine Basis des Splineraums bilden, ist alles gezeigt. ¤
Sei nun T = (τk)k eine Knotenfolge und T^ die um einen Knoten τ^ ∈ [τj, τj+1) erweiterte
Knotenfolge. Sei also
τ^k =


τk , k ≤ j ,
τ^ , k = j + 1 ,
τk−1 , k ≥ j + 2 .
Die Chebyshev-B-Splines bk sind Splines zur Knotenfolge T^ und lassen sich deshalb
darstellen als Linearkombinationen der b^k. Wegen der lokalen Basis-Eigenschaft und
des TrÄagers von bk ist bk = αkb^k + βk+1b^k+1. Da 1 ≡
∑
k bk =
∑
k(αkb^k + βk+1b^k+1) =∑
k(αk + βk)b^k ist, gilt βk = 1−αk. Es genÄugt also, die αk zu bestimmen. Sei dazu τk
(l + 1)-facher Knoten in T mit τk < τ^ und τk < τk+1. FÄur x ∈ [τk, τk+1) gilt sowohl

H(F|x, τk)
D2H(F|x, τk)
...
Dl2H(F|x, τk)

 =


ª?k(τk) 0
Dª?k(τk) Dª
?
k−1(τk)
...
...
. . .
Dlª?k(τk) D
lª?k−1(τk) . . . D
lª?k−l(τk)


︸ ︷︷ ︸
=:M


bk(x)
bk−1(x)
...
bk−l(x)


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als auch

H(F|x, τk)
D2H(F|x, τk)
...
Dl2H(F|x, τk)

 =


ª^?k(τk) 0
Dª^?k(τk) Dª^
?
k−1(τk)
...
...
. . .
Dlª^?k(τk) D
lª^?k−1(τk) . . . D
lª^?k−l(τk)


︸ ︷︷ ︸
=:Mˆ


b^k(x)
b^k−1(x)
...
b^k−l(x)

 .
Wir erhalten durch Gleichsetzen

bk(x)
bk−1(x)
...
bk−l(x)

 = M−1M^


b^k(x)
b^k−1(x)
...
b^k−l(x)

 .
Dabei ist M−1 genau wie M und M^ untere Dreiecksmatrix. Die DiagonaleintrÄage
von M−1 sind die Kehrwerte der DiagonaleintrÄage von M . Somit ergeben sich die
DiagonaleintrÄage αk von M
−1M^ als ª^?k−i(τk)/ª
?
k−i(τk). Es gilt also αk =
D]kΨˆ?k(τk)
D]kΨ?
k
(τk)
,
wobei wir aus GrÄunden der Lesbarkeit den Index T bei ] weggelassen haben.
Durch entsprechende Betrachtungen, sehen wir, dass obige Darstellung allgemein fÄur
beliebige αk richtig ist. Solange k so klein ist, dass τ^ weder Nullstelle von ª
?
k noch
von ª^?k ist, ist deshalb αk = 1. Sobald τ^ Nullstelle von ª^
?
k aber nicht von ª
?
k bzw.
Nullstelle hÄoherer Vielfachheit in ª^?k ist, so ist αk = 0. Wir erhalten also insgesamt:
Satz 4.24 Sei T eine Knotenfolge und
∑
k bkpk ein Spline zur Knotenfolge T . Sei
außerdem T^ die um den Knoten τ^ ∈ [τj, τj+1) erweiterte Knotenfolge, also
τ^k =


τk , k ≤ j ,
τ^ , k = j + 1 ,
τk−1 , k ≥ j + 2 .
Dann gilt: ∑
k
bkpk =
∑
k
b^k(αkpk + (1− αk)pk−1),
wobei mit v(τ^) := |{i : τi = τ^}|
αk =


1 , k ≤ j − n+ 1 ,
D]kΨˆ?k(τk)
D]kΨ?
k
(τk)
, k ∈ j − n+ 2 : j − v(τ^) ,
0 , k ≥ j − v(τ^) + 1 ,
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sei. Wir haben dabei aus Gru¨nden der Lesbarkeit anstatt ]Tk nur ]k geschrieben. Die
αk lassen sich wie folgt angeben. Sei
q(t) :=
∣∣∣∣∣∣∣∣∣∣∣
f ?1 (τk) f
?
2 (τk) . . . f
?
n(τk)
f ?1 (τk+1) f
?
2 (τk+1) . . . f
?
n(τk+1)
...
...
...
f ?1 (τk+n−2) f
?
2 (τk+n−2) . . . f
?
n(τk+n−2)
f ?1 (t) f
?
2 (t) . . . f
?
n(t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
f ?2 (τk+1) . . . f
?
n(τk+1)
...
f ?2 (τk+n−2) . . . f
?
n(τk+n−2)
f ?2 (t) . . . f
?
n(t)
∣∣∣∣∣∣∣∣∣
,
wobei die Matrix im Nenner offenbar durch Streichung der ersten Zeile und Spalte
der Matrix des Za¨hlers entsteht. Fu¨r mehrfache Knoten sind in den entsprechenden
Zeilen die f ?i (τl) durch die k-te Ableitung f
?(k)
i (τl) auszutauschen. Nun ist
αk =
q(τ^)
q(τk+n−1)
.
Fu¨r αk gilt allgemein
αk ∈ [0, 1] ,
und fu¨r die Chebyshev-B-Splines gilt bk ≥ 0.
Beweis Zu beweisen ist lediglich noch die letzte Behauptung αk ∈ [0, 1]. Die αk
kÄonnen wir als Funktion in τ^ au®assen, also αk(τ) = q(τ^)/q(τk+n−1). Nun gilt
• αk lÄasst sich stetig fortsetzen in τk+1, . . . , τk+n−2, denn
αk(τ^ ) =
g(τˆ )
h(τˆ)
β
und g und h haben au¼er in τk Nullstellen derselben Vielfachheit an den ent-
sprechenden Stellen.
• αk(τk+n−1) = 1 und αk(τk) = 0.
• αk besitzt au¼er in τk keine weitere Nullstelle, sonst wÄare der ZÄahler dort Null,
was nicht sein kann, da F ? C-System ist.
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Insgesamt muss deshalb αk(τ^ ) ≥ 0 sein. Nun kÄonnen wir alles im Zusammenhang des
KnoteneinfÄugens Gesagte analog fÄur βk = 1−αk Äubertragen, sodass wir βk ≥ 0 erhal-
ten, was schlie¼lich unsere Behauptung beweist. Durch m-maliges KnoteneinfÄugen an
der Stelle τ in die Knotenfolge T mit den Kontrollpunkten pk = δj,k erhÄalt man den
Wert des Chebyshev-B-Splines an der Stelle τ . Da αk, βk > 0 und somit beim Kno-
teneinfÄugen nur Konvexkombinationen von nicht-negativen Kontrollpunkten gebildet
werden, muss der Spline nicht-negativ sein. ¤
Der folgende Begri® der Bernsteinfunktionen stellt eine Verallgemeinerung der Bern-
steinpolynome dar, denn die Bernsteinfunktionen bm,k auf [0, 1] im polynomialen Fall
besitzen in 0 eine (k−1)-fache Nullstelle und in 1 eine (m−k)-fache Nullstelle, au¼er-
dem gilt
∑
k bm,k ≡ 1, wodurch die bm,k ≡ 1 als Splines nach Theorem 4.23 eindeutig
bestimmt sind. Wir de¯nieren:
Definition 4.25 Sei a < b und T = [τ1, . . . , τm, τm+1, . . . , τ2m] mit
τk =
{
a , k ≤ m
b , k > m
und F ein EC-System. Dann nennen wir die zugeho¨rigen Chebyshev-B-Splines bk
Bernsteinfunktionen und eine beliebige Linearkombination von Bernsteinfunktionen
B¶ezierfunktion.
Fassen wir nun die Hauptaussagen dieses Abschnitts fÄur die Bernsteinfunktionen noch-
mals zusammen.
Satz 4.26 Sei a < b und F = 〈1, f2, . . . , fm〉 ein EC-System auf [a, b]. Dann existie-
ren eindeutig bestimmte Bernsteinfunktionen b1, . . . , bm auf [a, b] mit den folgenden
Eigenschaften:
• bk ≥ 0.
• ∑k bk ≡ 1.
• bk besitzt in a eine (k − 1)-fache Nullstelle.
• bk besitzt in b eine (m− k)-fache Nullstelle.
Außerdem sind die Bernsteinfunktionen eindeutig durch die oben genannten Eigen-
schaften bestimmt.
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Nun haben wir die polynomiale Theorie auf nicht-polynomiale Bernsteinfunktionen
verallgemeinert. Dabei haben wir aber die EinschlussschÄatzer au¼en vor gelassen.
Dies hat zwei GrÄunde. Erstens hat sich der Ansatz ohne die EinschlussschÄatzer in
den allermeisten FÄallen als mindestens gleichwertig erwiesen. Zweitens aber gibt es
ein weiteres Problem. Die EinschlussschÄatzer haben ausgenutzt, dass die polynomia-
len Bernsteinfunktionen unabhÄangig vom zugrunde liegenden Intervall sind. Somit
war es mÄoglich, die Bernsteinfunktionen einmal mit viel Aufwand genau zu unter-
suchen und scharfe stÄuckweise lineare EinschlÄusse zu bestimmen. Diese haben wir
fÄur verschiedene Ordnungen in Tabellen abgespeichert und dann bei der Arbeit mit
den EinschlussschÄatzern auf diese Tabellen zurÄuckgegri®en. Im Allgemeinen hÄangen
die Bernsteinfunktionen aber vom zugrunde liegenden Intervall ab. Nun mÄusste man
mit viel Aufwand obere und untere EinschlÄusse in jedem Schritt berechnen, was aber
weder theoretisch noch praktisch sinnvoll ist. Einen mÄoglichen Ausweg bei der Verall-
gemeinerung der EinschlussschÄatzer wollen wir aber doch skizzieren. Nehmen wir im
ersten Schritt an, dass die Kontrollpunkte zu polynomialen B¶ezierpolynomen gehÄoren
und berechnen untere und obere EinschlÄusse. Nun ist eine mÄoglichst scharfe AbschÄat-
zung zu ¯nden, wie stark sich die nicht-polynomialen Bernsteinfunktionen von den
polynomialen unterscheiden. Skaliert man nun den Maximalabstand mit dem absolut
maximalen Kontrollpunkt und subtrahiert bzw. addiert man ihn zum unteren bzw.
oberen EinschlÄuss, so erhÄalt man schlie¼lich EinschlÄusse fÄur den nicht-polynomialen
Fall. Das Problem hierbei ist, wirklich scharfe AbschÄatzungen fÄur die Di®erenzen der
polynomialen und nicht-polynomialen Bernsteinfunktionen zu ¯nden.
4.1.1 Allgemeine Algorithmen
Kehren wir nun in den Kontext unserer Arbeit an einem Algorithmus zur LÄosung
von Gleichungssystemen zurÄuck. Wie bereits in der Einleitung von Abschnitt 4 ge-
sagt, kÄonnen wir unser komplettes Vorgehen bei der LÄosung von polynomialen Sy-
stemen Äubertragen, falls die zugrunde liegenden FunktionenrÄaume EC-Systeme bil-
den. Wir arbeiten wieder mit der Darstellung der Gleichungen in Tensorprodukt-
Bernsteinfunktionen. FÄur nicht-polynomiale Systeme muss der polynomiale Nullstellen-
Algorithmus nur geringfÄugig modi¯ziert werden. ZunÄachst mÄussen wir die univariate
Subdivision implementieren. Ihre multivariate Verallgemeinerung besteht dann o®en-
bar wieder in der iterierten parallelen univariaten Subdivision. Au¼erdem benÄotigen
wir einen Algorithmus zur Bestimmung von Kontrollpunkten fÄur die univariate Iden-
titÄat.
Sprechen wir also zunÄachst Äuber die Subdivision. Satz 4.24 sagt uns, wie wir bei
der Implementation des univariaten Subdivisions-Algorithmus zur Subdivision vom
Intervall [a, b] auf [a, y], bzw. auf [y, b] vorgehen mÄussen. Als Input brauchen wir
neben den Kontrollpunkten P die Dualfunktionen mit Ableitungen an den Stellen a, b
und y. Zu beachten ist dabei, dass diese zu einer Basis f1, . . . , fm gehÄoren mit den
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Eigenschaften, dass f1 ≡ 1 und f2, . . . , fm ebenfalls C-System ist.
function P=LSubdivide(P,A,B,Y)
% Input: P: Controllpoint-Columns for [a,b]
% A: Dualfunctions at a, A(i,j)=D^(i-1) f^s_j(a) i,j \in 1:m
% B: Dualfunctions at b, B(i,j)=D^(i-1) f^s_j(b) i,j \in 1:m
% Y: Dualfunctions at y, Y(i,j)=D^(i-1) f^s_j(y) i,j \in 1:m
% Output: P: New Controlpoints for [a,y] (left part)
m=size(P,1);
d=size(P,2);
for j=1:m
for k=j:m
M =[A(m-k+1,:);A(1:m-k,:);Y(1:j-1,:);B(1:k-j,:)];
Psi(k,j)=det(M)/det(M(2:m,2:m));
end
end
for j=2:m
c =(Psi(j:m,j)./Psi(j:m,j-1))*ones(1,d);
P(j:m,:)=c.*P(j:m,:)+(1-c).*P(j-1:m-1,:);
end
Sollen die Kontrollpunkte fÄur den rechten Teil [y, b] berechnet werden, so ist die vor-
letzte Zeile durch
P(1:m-j+1,:)=a.*P(2:end-j+2,:)+(1-a).*P(1:m-j+1,:);
zu ersetzen. Wir erhalten so die Routine RSubdivide. Soll von [a, b] auf [α, β] ⊂
[a, b] subdividiert werden, so spalten wir diesen Prozess in zwei Schritte auf. Zuerst
subdividieren wir auf [a, β] und dann auf [α, β].
Neben der Subdivision kÄonnen wir obiges
"
DeCasteljau\-Schema natÄurlich auch zur
Auswertung benutzen, schlie¼lich gibt der erste bzw. letzte Kontrollpunkt den Wert
an der Stelle a bzw. b an.
Alternativ schlagen wir neben dem obigen Algorithmus ein anderes Vorgehen zur
Berechnung der Subdivisionsgewichte vor.
Satz 4.27 Die Subdivision von [a, b] auf [α, β] ist eine lineare Abbildung von Rm nach
Rm. Sei F = [f1, . . . , fm] eine Basis von F und K, ~K ∈ Rm×m so, dass
FK = [b1, . . . , bm]
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bzw.
F ~K = [~b1, . . . ,~bm],
wobei bk die Bernsteinfunktionen auf [a, b] und ~bk die Bernsteinfunktionen auf [α, β]
seien. Dann ist die Subdivisionsmatrix gegeben durch
~K−1K.
Was wir brauchen, ist also eine Routine, mit der die Koe±zienten zu einer beliebigen
Basis von F fÄur die Bernsteinfunktionen auf [a, b] berechnet werden. Spezialisieren
wir Satz 4.23 auf die Knotenfolge [a, . . . , a, b, . . . , b], sodass wir im Bernsteinfall sind,
dann erhalten wir:
Satz 4.28 Die Bernsteinfunktionen bk ∈ F zur Knotenfolge [a, . . . , a, b, . . . , b] sind
eindeutig bestimmt durch die Eigenschaften
• Djbk(a) = 0, fu¨r j ∈ 0 : k − 2
• Djbk(b) = 0, fu¨r j ∈ 0 : m− k − 1,
• ∑k bk ≡ 1.
Wir kÄonnen also wie folgt vorgehen: Zuerst bestimmen wir die Koe±zienten fÄur b1
bezÄuglich einer beliebigen Basis so, dass sich die entsprechenden Nullstellen einstellen
und sich an der Stelle a als Wert 1 ergibt. Von b1 merken wir uns alle Ableitungen an
der Stelle a. Da die Summe aller bk nun 1 ist, muss die Summe aller ersten Ableitungen
der bk folglich 0 sein. Dann bestimmen wir die Koe±zienten fÄur b2 so, dass wieder die
entsprechenden Werte und Ableitungen verschwinden und sich an der Stelle a als
erste Ableitung der negative Wert der ersten Ableitung von b1 ergibt. Alle weiteren
bk besitzen in a mindestens eine doppelte Nullstelle. Nun addieren wir zu den Werten
der Ableitungen von b1 die von b2 und fahren so sukzessive fort. Es ergibt sich der
folgende Algorithmus.
function K=BernsteinCoefs(A,B)
% Input: A: Basisfunctions at a, A(i,j)=D^(i-1) f_j(a) i,j \in 1:m
% B: Basisfunctions at b, B(i,j)=D^(i-1) f_j(b) i,j \in 1:m
% Output: K: Coefficients such that
% [f_1,...,f_n]*K=[b_1,...,b_n]
m=size(A,1);
K=zeros(m,m); % zero-matrix of size mxm
D=[-1;zeros(m-1,1)];
for k=1:m
M=[A(1:k,:);B(1:m-k,:)];
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V=zeros(m,1); % column of m zeros
V(k)=-D(k);
K(:,k)=M\V; % M\V=R <=> M*R=V
D=D+A*K(:,k)
end;
Zu beachten ist, dass obige Strategie fÄur hÄoherdimensionale FunktionenrÄaume F (m >
10) nicht numerisch stabil ist. In der Praxis wird dadurch die Anwendbarkeit unse-
res Algorithmus limitiert. In obiger Routine wird eine Folge von Gleichungssystemen
M\V gelÄost. Dabei ist jeweils M eine m × m-Matrix. Alternativ lÄasst sich auch ein
dÄunnbesetztes Gleichungssystem der GrÄo¼e m2 × m2 formulieren. Damit kann man
versuchen, die gefundene LÄosung nachzuiterieren. Dies verbessert zwar die Ergebnis-
se, aber das Problem der InstabilitÄat wird dadurch nicht wirklich gelÄost.
Mit dem Algorithmus BernsteinCoefs ist nun auch die Bestimmung von Kontroll-
punkten fÄur die IdentitÄat kein Problem. Finden wir zunÄachst KId ∈ Rm so, dass
[f1, . . . , fm]KId = Id, so sind mit K=BernsteinCoefs(A,B) nun (K
−1KId) o®enbar die
Kontrollpunkte fÄur die IdentitÄat, denn
[f1, . . . , fm]K︸ ︷︷ ︸
=[b1,...,bm]
(
K−1KId
)
= Id .
4.2 Exponenzialra¨ume
FÄur die Zwecke dieser Arbeit starten wir mit einem Funktionenraum F auf einem
Intervall I. Um unsere Ergebnisse anwenden zu kÄonnen, mÄussen wir einerseits klÄaren,
ob es sich um ein EC-System handelt und, wenn wir nicht die obige Alternative zur
Berechnung der Subdivisionsmatrix benutzen wollen, die Dualfunktionen stabil aus-
werten. Beides ist nicht einfach zu automatisieren. Dies limitiert unsere theoretisch
sehr universellen EinsatzmÄoglichkeiten leider erheblich. Satz 4.4 stellt ein Kriterium
zur Entscheidung bereit, ob ein Funktionenraum ein C-System bildet oder nicht. Dieses
ist in der algorithmischen Praxis einsetzbar. Es ist aber nicht vÄollig zufriedenstellend,
da mit ihm nur die Annahme eines C-Systems bestÄatigt, nicht aber widerlegt werden
kann. WÄunschenswert wÄaren neue, bessere Kriterien. Die Suche nach solchen sprengt
aber den Rahmen dieser Arbeit und ist mÄogliches Thema fÄur weitere Forschung.
Im Fall von ExponenzialrÄaumen lÄasst sich unsere Theorie jedoch einwandfrei anwen-
den. Unser Vorgehen in diesem Fall ist als Modell zu verstehen, wie allgemein verfahren
werden muss. Die Hauptfrage ist: Wie subdividiert man numerisch mÄoglichst stabil
und wann sind die zugrunde liegenden FunktionenrÄaume EC-Systeme?
In diesem Kapitel befassen wir uns zunÄachst intensiv mit ExponenzialrÄaumen an
sich und klÄaren dann, wie wir zu numerisch anwendbaren Algorithmen kommen. Die
Quintessenz dieses Abschnitts ist letztlich in den beiden (alternativen) Algorithmen
Subdivide und im Algorithmus LinearControlpoints zusammengefasst.
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Im weiteren Text setzen wir Grundwissen Äuber lineare Di®erenzialgleichungen voraus,
welches z.B. in [Hi74] besprochen wird.
Um in De¯nition 4.31 zu klÄaren, was wir unter einem Exponenzialraum verstehen
wollen, benÄotigen wir die folgende De¯nition 4.29 und das Lemma 4.30.
Definition 4.29 Sei Q : K −→ K ein Operator auf K ⊂ {f : R −→ C} und
p(x) =
∑n
i=0 αix
i ein Polynom beliebigen Grades mit αi ∈ C und αm = 1.
Wir definieren dann den Operator
p(Q) :=
m∑
i=0
αiQ
i , wobei Qi := Q ◦ · · · ◦Q︸ ︷︷ ︸
i mal
und Q0 := id .
Ziehen wir einige einfache, aber nÄutzliche Folgerungen:
Lemma 4.30 Im Fall, dass Q linear ist, folgt fu¨r zwei Polynome p und q:
1. p(Q) ist linear. Insbesondere ist dann also p(Q)0 = 0 ,
2. p(Q) ◦ q(Q) = (pq)(Q) = q(Q) ◦ p(Q) ,
3. p(Q) = 0⇒ pq(Q) = 0 .
Definition 4.31 Wir nennen mit einem reellen Polynom p Funktionenra¨ume der
Form F = {f : p(D)f = 0} ExponenzialrÄaume.
ExponenzialrÄaume sind translationsinvariant, wie wir mit dem nÄachsten Lemma sehen.
Lemma 4.32 Es gilt fu¨r beliebige ¢ ∈ R: f ∈ F ⇐⇒ f(·+¢) ∈ F .
Beweis p(D)f(x) ≡ 0⇐⇒ p(D)f(x+¢) ≡ 0. ¤
FÄur Polynome p mit ausschlie¼lich reellen Nullstellen ist damit fÄur Funktionen-
rÄaume nach De¯nition 4.31 klar, wie sie aufgebaut sind. Mit dem vorletzten Lemma
kÄonnen wir nÄamlich schlie¼en, dass jedem Faktor (D − ωk)mk von p(D) = (D −
ω1)
m1 · · · (D−ωmr)mr ein Teilraum von F entspricht, nÄamlich der Kern des Operators
(D − ωk)mk , also 〈exp(ωkx), x exp(ωkx), . . . , xmk−1 exp(ωkx)〉. Um ExponenzialrÄaume
zu verstehen, fÄur die das Polynom p auch komplexe Nullstellen besitzt, wollen wir
noch prÄaziser werden.
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Lemma 4.33 Sei p ein reelles Polynom mit den Nullstellen ωk. Die ωk sind reell oder
treten komplex konjugiert auf. Der zugeho¨rige Exponenzialraum F besitzt eine Basis
aus reellwertigen Funktionen. Setzen wir fu¨r reelle ωk
Fk = 〈exp(ωkx), x exp(ωkx), . . . , xmk−1 exp(ωkx)〉 ,
bzw. fu¨r komplexe ωk = νk + iµk
Fk = 〈sin(µkx) exp(νkx), x sin(µkx) exp(νkx), . . . , xmk−1 sin(µkx) exp(νkx),
cos(µkx) exp(νkx), x cos(µkx) exp(νkx), . . . , x
mk−1 cos(µkx) exp(νkx)〉 ,
dann gilt
F =
∑
k
Fk .
Alternativ gibt es eine andere reellwertige Basis, die sich fÄur das weitere Vorgehen als
vorteilhaft erweist. Diese werden wir im nÄachsten Lemma als ~F de¯nieren.
Lemma 4.34 Sei F = {f : p(D)f = 0} mit p(D) =∑mi=0 αiDif = (D−ω1) · · · (D−
ωm)f . Dann ko¨nnen wir auch schreiben F = {f : Dmf =
∑m−1
i=0 − αiαmDif}. Es gilt
also mit
GW :=


0 1 0
...
. . .
0 0 1
−α0
αm
−α1
αm
· · · −αm−1
αm

 und ~f := [f,Df, . . . , Dm−1f ]T
D ~f = GW ~f . Deshalb bildet die erste Zeile von exp(GW ·) eine Basis von F . Sei ~F :=
[exp(GW ·)]1,: = [ ~f1, . . . , ~fm]. ~fk ist nun diejenige eindeutige Funktion in F , fu¨r die
Dj ~fk(0) = δj,k−1 fu¨r j ∈ 0 : m− 1.
Formulieren wir noch den Algorithmus zum Aufstellen der Di®erenzialgleichungsma-
trix GW aus dem vorigen Lemma.
function G=DEQmatrix(W)
% Input: W: Vektor defining differential equation
% Output: G: Matrix of linear differential equation
m=length(W);
P=[-W(1) 1];
for k=2:m
P=conv(P,[-W(k) 1]);
end
G=[zeros(m-1,1) eye(m-1);-P(1:m)];
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Mit dieser zweiten Basis aus Lemma 4.34 werden wir im Folgenden stets arbeiten. Die
erste Basis haben wir lediglich aus GrÄunden der Klarheit angegeben.
Definition 4.35 Wir setzen mit dem Versta¨ndnis des vorigen Lemmas
E(W,x) := exp(GW · x) und ¹E(W,x) := [exp(GW · x)]1,:
ZunÄachst wollen wir noch die folgende Tatsache bemerken.
Lemma 4.36 Fu¨r einen Exponenzialraum F gilt mit f ∈ F auch Df ∈ F . Mit einer
Funktion in F befinden sich also auch alle ihre Ableitungen in F .
Im Folgenden wollen wir annehmen, dass stets 1 ∈ F . Nun stellt sich die Frage, ob
die hier betrachteten FunktionenrÄaume auf Intervallen I C- bzw. EC-Systeme sind.
ZunÄachst mÄussen wir feststellen, dass dies im Allgemeinen nicht der Fall ist (siehe
Beispiel 4.7). Mit Satz 4.4 jedoch, ist fÄur rein reelle W o®enbar FW stets ein EC-
System auf ganz R. FÄur nicht rein reelle W genÄugt es, dass die IntervalllÄange von I
hinreichend klein ist. FÄur FunktionenrÄaume F = {p(D)f ≡ 0}, wobei p nur ein paar
von komplex konjugierten Nullstellen α + iβ, α − iβ besitzt, kann eine Schranke fÄur
die IntervalllÄangen angegeben werden. Falls nÄamlich die IntervalllÄange von I kleiner
als pi/β ist, so handelt es sich bei F auf I garantiert um ein EC-System.
Betrachten wir also im Folgenden ausschlie¼lich EC-Systeme F . Um uns bequem aus-
drÄucken zu kÄonnen, de¯nieren wir
Definition 4.37 Sei W = (ω1, . . . , ωm) und h > 0 und a < b ∈ R. Wir setzen dann
FW := {f : (D − ω1) · · · (D − ωm)f = 0}
und gema¨ß Definition 4.25
b
W,[a,b]
k := k-te Bernsteinfunktion in FW auf dem Intervall [a, b].
Außerdem sei
bW,hk := b
W,[0,h]
k .
Ensprechend sei
BW,[a,b] := [b
W,[a,b]
k , . . . , b
W,[a,b]
k ] bzw. B
W,h := [bW,hk , . . . , b
W,h
k ]
Zudem setzen wir S
W,[a,b]
[α,β] so, dass fu¨r beliebige Kontrollpunkte P gilt
BW,[a,b]P = BW,[α,β]
(
S
W,[a,b]
[α,β] P
)
.
D.h. S
W,[a,b]
[α,β] sei diejenige lineare Abbildung, die Kontrollpunkten zu Bernsteinfunktio-
nen auf [a, b] neue Kontrollpunkte fu¨r Bernsteinfunktionen auf [α, β] zuordnet, sodass
die zugeho¨rigen Be´zierfunktionen u¨bereinstimmen.
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1
−1
0
1
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0
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0
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W = [0, 0, 6i,−6i]
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1
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0
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0
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0 1
0
1
−1
0
1
W = [0, 0, 7, 7]
PSfrag replacements
0 1
0
1
−1
0
1
W = [0, 0, 7i,−7i]
Abbildung 21: Verschiedene BW,1.
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Zur Illustration der letzten De¯nition betrachten wir Abbildung 21. Zu beachten ist
dass FÄur W = [0, 0, 7i,−7i] der Funktionenraum FW,1 kein EC-System ist. Trotz-
dem existieren durch die in Satz 4.26 aufgefÄuhrten Eigenschaften eindeutig de¯nierte
Bernsteinfunktionen. Diese sind aber nicht mehr positiv.
Um auch stabil arbeiten zu kÄonnen bei IntervalllÄangen, die gegen Null konvergieren,
ist das folgende Lemma von fundamentaler Bedeutung.
Lemma 4.38 Es gilt f(·) ∈ FW ⇐⇒ f(h·) ∈ FhW .
Beweis Sei (D − ω1) · · · (D − ωm)f =
∑m
i=0 αiD
if = 0. Dann ist
((D − hω1) · · · (D − hωm))f(hx) =
m∑
i=0
αih
m−iDi(f(hx))
=
m∑
i=0
αih
m−i(Dif)(hx)hi
= 0 .
¤
Aus Satz 4.28, Lemma 4.32 und Lemma 4.38 ergeben sich unmittelbar die beiden fol-
genden SÄatze. Satz 4.39 erlaubt es uns, stets mit B¶ezierfunktionen auf [0, 1] zu arbeiten,
da sich eine B¶ezierfunktion auf [a, b] durch Transformation des De¯nitionsgebiets und
Skalierung von W stets ausdrÄucken lÄasst als eine B¶ezierfunktion auf [0, 1].
Satz 4.39 Es gilt
BW,[a,b](x) = BW,b−a(x− a) und BW,h(x) = BhW,1
(x
h
)
und somit
BW,[a,b](x) = B(b−a)W,1
(
x− a
b− a
)
.
Nach Satz 4.39 kÄonnen wir nun in Satz 4.40 auch die Subdivision von [a, b] auf [α, β]
ausdrÄucken als Subdivision von [0, 1] auf ein entsprechendes Teilintervall.
Satz 4.40 Es gilt
S
W,[a,b]
[α,β] = S
(b−a)W,1
[α−a
b−a
,β−a
b−a
]
.
88 4 NICHT-POLYNOMIALE GLEICHUNGSSYSTEME
GemÄa¼ Satz 4.40 kÄonnen wir nun also die Routine Subdivide zur Subdivision von [a, b]
auf [α, β] formulieren. In Abschnitt 4.1.1 haben wir die Algorithmen LSubdivide und
RSubdivide angegeben, mit deren Hilfe die Subdivision durchgefÄuhrt werden kann. Als
Input erwarten diese das ausgewertete Dualsystem an verschiedenen Stellen. KlÄaren
wir deshalb nun in Lemma 4.41 und in Lemma 4.42 die Auswertung des Dualsystems.
Lemma 4.41 Die Eintra¨ge des liegenden Vektors F (x) := ¹E(W,x) sind eine Basis
des EC-Systems F im Sinne von Definition 4.1. Die hierzu geho¨rende Dualbasis ist
F ?(a) = [exp(−GW · a)]:,m
Beweis Zu zeigen ist, dass (DkF )(a) · F ?(a) = δk,m−1.
Es ist (DkF )(a) = [E(W, a)]k+1,: also
(DkF )(a) · F ?(a) = [E(W, a) · exp(−GW · a)]k+1,m
= [Idm]k+1,m = δk,m−1
¤
Lemma 4.42 Es gilt mit F := FW :
F ? = {f : (D + ω1) · · · (D + ωm)f = 0} = {f(x) : f(−x) ∈ F}
Mit
[f ?1 , . . . , f
?
m] = [exp(−GW · a)]:,m
und
[g?1, . . . , g
?
m] = [exp(G−W · a)]:,m
gilt
g?k = (−1)m+kf ?k .
Beweis Man kann auch schreiben: [f ?1 , . . . , f
?
m] = [exp(GW (−a))]:,m. Somit gilt mit
Lemma 4.33: f ?1 ∈ {f(−x) : f(x) ∈ F}. Wegen Lemma 4.36 sind somit aber auch
f ?k (x) = (D
k−1f1)(−x) = (−1)k−1(Dk−1f ?1 (x)) ∈ F ?, was die erste Behauptung be-
weist. Au¼erdem gilt somit Djf ?k (x) = (−1)k−1δj+1,k. FÄur die gk gilt g?k = Dk−1g?1 und
Djg?1 = δj+1,m, woraus g
?
1 = (−1)m−1f ?1 folgt und damit die zweite Behauptung. ¤
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Bis auf Skalierung ist das Dualsystem zu ¹E(W,x) gegeben durch den Vektor
[E(−W, a)]:,m. Rufen wir uns Satz 4.24 in Erinnerung. Die αk ergeben sich als Quo-
tienten von Determinanten. Wird nun das Dualsystem bis auf f ?1 beliebig skaliert,
so kÄurzt sich diese Skalierung in dieser Darstellung wieder heraus. Wenn wir also
die αk so berechnen wie dies mit Satz 4.24 vorgeschlagen wird, so kÄonnen wir mit
[exp(G−W · a)]:,m als Dualsystem arbeiten, d.h. wir kÄonnen nun mit Satz 4.40 den
folgenden Algorithmus formulieren.
function P=Subdivide(P,W,a,b,alpha,beta)
% Input: P: old controlpoints
% W: vector defining differential equation
% a,b: old intervall [a,b]
% alpha,beta: new intervall [alpha,beta]
% Output: P: new controlpoints for intervall [alpha,beta]
m=size(P,1);
G=DEQmatrix(-W*(b-a));
A=zeros(m,m);
A(end,1)=1;
for k=2:m
A(:,k)=G*A(:,k-1);
end;
P=LSubdivide(P,A,expm(DEQmatrix(-W*(b-a)))*A,...
expm(DEQmatrix(-W*(b-a))*(beta-a)/(b-a))*A);
G=DEQmatrix(-W*(beta-a));
A=zeros(m,m);
A(end,1)=1;
for k=2:m
A(:,k)=G*A(:,k-1);
end;
P=RSubdivide(P,A,expm(DEQmatrix(-W*(beta-a)))*A,...
expm(DEQmatrix(-W*(beta-a))*(alpha-a)/(beta-a))*A);
Die wichtige Frage der Subdivision haben wir also zunÄachst geklÄart. Mit Satz 4.27
haben wir aber eine Alternative zur DurchfÄuhrung der Subdivision vorgeschlagen.
Wir mÄochten auch diese Variante implementieren. In der Praxis zeichnet diese sich
sogar noch gegenÄuber der obigen Variante aus.
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Um uns im Folgenden bequem ausdrÄucken zu kÄonnen, de¯nieren wir wie folgt.
D(h) :=


1 0
h−1
. . .
0 h1−m

 .
Lemma 4.43 Es gilt
E(W · (b− a), x) = E(W,x(b− a))D(1/(b− a)) . (4.4)
Beweis Seien [f1(x), . . . , fm(x)] = E(W ·(b−a), x), [g1(x), . . . , gm(x)] = E(W,x(b−
a)). Dann ist wegen Lemma 4.33 gk ∈ 〈f1, . . . , fm〉. Au¼erdem ist Djgk(x) = (b −
a)kδj+1,k. Gleichzeitig ist D
jfk(x) = δj+1,k, woraus fk = (b− a)−kgk folgt. ¤
Wenn wir nun S
W,[a,b]
[α,β] bestimmen wollen, wo kÄonnen wir unter Verwendung von Satz
4.27, Satz 4.39 und Lemma 4.43 wie folgt vorgehen. ZunÄachst gilt wegen Satz 4.40
S
W,[a,b]
[α,β] = S
W (b−a),[0,1]
[α−ab−a ,
β−a
b−a ]
.
Bestimmen wir K und ¹K so, dass
E(W · (b− a), x) ·K = BW ·(b−a),1(x) (4.5)
E(W · (β − α), x) · ¹K = BW ·(β−α),1(x). (4.6)
Ersetzt man x durch (β − α)x, dann gilt auch wegen Gleichheit der beiden Seiten in
(4.4) mit der vorigen Gleichung
E
(
W · (b− a), β − α
b− a x
)
·D
(
b− a
β − α
)
¹K = BW ·(b−a),
β−α
b−a
(
β − α
b− a x
)
und somit
E(W · (b− a), x) ·D
(
b− a
β − α
)
¹K = BW ·(b−a),
β−α
b−a (x)
und damit
E(W · (b− a), x) exp
(
GW ·(b−a)
a− α
b− a
)
D
(
b− a
β − α
)
¹K︸ ︷︷ ︸
=:K˜
= BW ·(b−a),[0,
β−α
b−a ]
(
x− α− a
b− a
)
= BW ·(b−a),[
α−a
b−a
,β−a
b−a ](x).
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Insgesamt ist also
S
W,[a,b]
[α,β] =
~K−1K = ¹K−1D
(
β − α
b− a
)
E
(
W · (b− a), α− a
b− a
)
K . (4.7)
Wir kÄonnen den Subdivisions-Algorithmus Subdivide also alternativ formulieren als:
function P=Subdivide(P,W,a,b,alpha,beta)
m=size(P,1);
K =BernsteinCoefs(eye(m),expm(DEQmatrix(W* (b-a))));
Kb=BernsteinCoefs(eye(m),expm(DEQmatrix(W* (beta-alpha))));
P=inv(Kb)...
*diag([1 cumprod((beta-alpha)/(b-a)*ones(1,m-1))])...
*expm(DEQmatrix(W*(b-a))*(alpha-a)/(b-a))...
*K*P;
FÄur kleine m (m < 10) erzielen wir mit dieser Subdivisionsstrategie in der Praxis sehr
gute Ergebnisse. FÄur gro¼e m erweist sich der Algorithmus dagegen als numerisch
nicht stabil.
Bei der Verallgemeinerung des Vorgehens aus Abschnitt 3.1 zur LÄosung von polyno-
mialen Systemen auf nicht-polynomiale Gleichungssysteme gibt es nur zwei Unter-
schiede in den Algorithmen. Erstens haben wir einen neuen Subdivisionsalgorithmus
zur univariaten Subdivision angegeben. Nun ist in der Routine Roots aus Abschnitt
3.1 zusÄatzlich zu protokolieren, in welchen RÄaumen die entsprechenden Funktionen
liegen. Zweitens ist bei der Identi¯kation der Funktion mit ihrem Graphen darauf zu
achten, dass die richtigen Kontrollpunkte gewÄahlt werden, denn es gilt nun im Allge-
meinen nicht mehr
∑
k bk(k − 1)/(m − 1) = id. Die Kontrollpunkte fÄur die IdentitÄat
auf [0, h] kÄonnen aber leicht mit der folgenden Routine berechnet werden. Bei der Rea-
lisierung wird lediglich berÄucksichtigt, dass die IdentitÄat auf [0, h] eindeutig festgelegt
ist durch die Ableitung 1 in 0 sowie den Wert samt allen hÄoheren Ableitungen gleich
0. NatÄurlich ist die IdentitÄat nur darstellbar, wenn sie auch ein Element von FW ist.
Dies wiederum impliziert ωi = ωj = 0 fÄur i 6= j.
Wir weisen an dieser Stelle darauf hin, dass wir
function LP=LinearControlpoints(W,h)
% Input: W: vector defining differential equation
% h: intervall-length
% Output: LP: controlpoints of function (x-a) for intervall [a,a+h]
m=size(P,1);
V=[0;1;zeros(m-2,1);
LP=BernsteinCoefs(eye(m),expm(DEQmatrix(W*h)))\V;
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Bevor wir diesen Abschnitt beschlie¼en, wollen wir nun noch einmal die Gleichungen
(4.5), (4.6),(4.7) im rein polynomialen Fall genauer betrachten. Nun ist W = [0, . . . , 0]
und somit gilt ¹K = K. Au¼erdem ist
E
(
W · (b− a), α− a
b− a
)
=


1 h h
2
2
· · · hm−1
(m−1)!
. . .
. . .
. . .
...
. . .
. . . h
2
2
. . . h
1

 . (4.8)
Satz 4.44 Die Subdivisionsmatrix S
[0,1]
α,β ∈ Rm×m zur Subdivision von [0, 1] auf [α, β] ⊂
[0, 1] im polynomialen Fall la¨sst sich berechnen als Produkt von vier Matrizen. Es gilt
mit
Ki,j =
(
i− 1
j − 1
)
(m− i)!
(m− 1)!
K−1i,j =
(
i− 1
j − 1
)
(m− j)!
(m− 1)!
E =


1 h h
2
2
· · · hm−1
(m−1)!
. . .
. . .
. . .
...
. . .
. . . h
2
2
. . . h
1


Di,j = δi,j(β − α)i−1
nun
S
[0,1]
α,β = K
−1DEK .
O®enbar sind K−1 und K unabhÄangig von α, β und D,E von sehr einfacher Gestalt.
In der Programmiersprache Matlab sind Matrixoperationen billig und Schleifen teu-
er. Der klassische DeCasteljau muss in einer Schleife berechnet werden, mit obigem
Ansatz kommen wir ohne Schleifen aus. Es ergibt sich der folgende Algorithmus.
Die Routine PolSubdivideInit braucht fÄur festes m nur ein einziges Mal ausgefÄuhrt
werden. Anschlie¼end leistet die Routine PolSubdivide die Subdivision. Dabei lie-
fere Binom die Matrix Bi,j =
(
i−1
j−1
)
und cumprod(A) das kumulative Produkt, also
[A(1), A(1) ·A(2), . . . ,∏k A(k)].
function [K,Kinvers,Ind]=PolSubdivideInit(m)
% Input : m: Order m of bernstein-polynomials
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% Output: K,Kinvers,Ind: input for function PolSubdivide not depending on
% subdivision-intervals
B=Binom(0:m-1,0:m-1);
K=diag([1 cumprod(m-1:-1:1)])*B...
.*(cumprod(-ones(m,1))*cumprod(-ones(1,m)));
Kinvers=B*diag(1./[1 cumprod(m-1:-1:1)]);
Ind=eye(m)+tril((m+1)*ones(m,m),-1);
for k=2:m
Ind=Ind+diag(k*ones(1,m+1-k),k-1);
end;
function P=PolSubdivide(P,alpha,beta,Ind,K,Kinvers)
% Input: P: controlpoints for interval [0,1]
% alpha,beta: new interval [alpha,beta]
% Ind,K,Kinvers: output of PolSubdivideInit for m=size(P,1)
% Output: P: controlpoints for interval [alpha,beta]
m=size(P,1);
H=[1 cumprod(alpha*ones(1,m-1))./cumprod(1:m-1) 0];
P=Kinvers*diag([1;cumprod((beta-alpha)*ones(m-1,1))])*H(Ind)*K*P;
Zum Schluss wollen wir noch darauf eingehen, wie die in diesem Abschnitt gegebenen
Bausteine zu einem Algorithmus zur LÄosung exponenzieller Gleichungssysteme zusam-
mengesetzt werden. Bei der Arbeit mit exponentiellen B¶ezierfunktionen kann der in
Kapitel 3 formulierte Algorithmus eins zu eins Äubernommen werden. Zuerst muss aller-
dings festgestellt werden, ob die zugrunde liegenden RÄaume allesamt EC-Systeme sind
(siehe dazu Satz 4.4). Andernfalls sind die Bernsteinfunktionen nicht notwendigerwei-
se Äuberall grÄo¼er als Null und somit ist die Konvexe-HÄulle-Eigenschaft der Funktion
in Bezug zu ihren Kontrollpunkten nicht mehr gewÄahrleistet. Dies wiederum war aber
eine fundamentale Voraussetzung unseres Algorithmus. Ohne die PositivitÄat ist der
Algorithmus unrettbar verloren. Zweitens mÄussen natÄurlich verschiede Bausteine aus-
getauscht werden. ZunÄachst mÄussen die zugrunde liegenden FunktionenrÄaume proto-
koliert werden. Dann muss in der Routine FindHyperplaneEnclosure die Bereitstel-
lung der Kontrollpunkte fÄur die IdentitÄat gemÄa¼ der Routine LinearControlpoints
erfolgen. Au¼erdem ist die Subdivision mit der Routine Subdivide durchzufÄuhren.
Hiermit haben sich die Unterschiede schon erschÄopft.
Satz 4.45 Auch im nicht-polynomialen Fall ergibt sich quadratische Konvergenz des
Nullstellen-Algorithmus sofern die Jacobi-Matrix in einer Lo¨sung invertierbar ist.
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Beweis Auch im nicht-polynomialen Fall kann man einen ¢2-Operator de¯nieren
und zeigen dass die GrÄo¼e |¢2|max quadratisch gegen Null geht. Daraus folgt dann die
quadratische Konvergenz des Kontrollpolygons gegen die dargestellte Funktion. Somit
ÄubertrÄagt sich der Beweis im polynomialen Fall. ¤
Wir wollen noch kurz bemerken, dass auch hier dieselbe Reduktion des Aufwands
erzielt werden kann, sofern die Voraussetzungen von Satz 3.11 erfÄullt sind. Das gesamte
Vorgehen lÄasst sich dann unmittelbar Äubertragen.
Beispiel 4.46 Sei das globale Minimum der Funktion
f(s, t) = 4
(
s− 1
2
)4
+ 2
(
t− 1
2
)2
− t+ s−
1
2
5
− exp(s− t)
10
gesucht. Zur Bestimmung der kritischen Punkte ist f nach s bzw. t abzuleiten und die-
jenigen Paare (s, t) zu bestimmen, fu¨r die beide Ableitungen verschwinden. Man kann
relativ einfach zeigen, dass das Minimum im Intervall [−1.5, 2.5]2 liegen muss. Be-
reits nach 13 Schritten ist die einzige kritische Stelle (0.7740, 0.5177) mit Genauigkeit
10−12 eingegrenzt. Siehe auch Abbildung 22.
4.3 Uniforme Splines in Exponenzialra¨umen
Bei der LÄosung exponentieller Gleichungssysteme kÄonnen wir nun anstatt mit der
Darstellung in B¶ezierform auch mit der in uniformen Splines arbeiten und den Kno-
tenabstand sukzessive verkleinern. Dies scheint auf den ersten Blick keinerlei Vorteile
zu bieten, sondern nur Nachteile. Es wird sich aber bei nÄaherer Betrachtung her-
ausstellen, dass dieser Ansatz an zwei Stellen Vorteile aufweist. Erstens mÄussen wir
bisher entscheiden, ob zu einer vorgegebenen IntervalllÄange ein EC-System vorliegt.
Diese Frage haben wir positiv beantwortet, falls kein Sinus oder Cosinus auftaucht.
Tauchen aber solche Funktionen auf, so ist die Frage, ob ein EC-System vorliegt, nicht
einfach zu beantworten. Im Kapitel 4.6 werden wir anhand eines Beispiels zeigen, wie
man sich einer Antwort nÄahert. Dies stellt sich aber als nicht einfach und als schwer
zu automatisieren heraus. Bei der Arbeit mit uniformen exponenziellen Splines kÄon-
nen wir die Frage nach dem EC-System durch die Frage der Entartung ersetzen und
diese sehr elegant beantworten. Zweitens ist die Berechnung der Subdivisionsmatrizen
recht aufwÄandig und fÄur gro¼e Ordnungen problematisch. Im Fall uniformer Splines
in ExponenzialrÄaumen lassen sich die Subdivisionsgewichte explizit angeben und sind
stabil berechenbar.
Gegenstand userer weiteren Untersuchungen werden nun uniforme Splines zur Knoten-
folge hZ sein. Wir werden eine FÄulle von Erkenntnissen bekommen, der Weg dorthin
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Abbildung 22: Unterteilungsstruktur im nicht-polynomialen Fall
ist aber sehr verschieden von unserem Vorgehen in Abschnitt 4 bzw. 4.2. Deshalb wol-
len wir die entsprechenden De¯nitionen neu formulieren, ohne dabei aber den alten zu
widersprechen, sodass dieser Abschnitt keine Inhalte aus den vorherigen Abschnitten
voraussetzt.
Die Inhalte dieses Abschnitts sind teilweise der Diplomarbeit [Gaukel99] entnommen.
Definition 4.47 (glatte Potenz, Stutzfunktion, entartet, nicht-entartet, lokale Basis,
Splines) Sei F ein Funktionenraum der Dimension m mit der Eigenschaft, dass zu
jedem a ∈ R eine eindeutige Funktion f ∈ F existiert, sodass Dkf(a) = δm−1,k fu¨r
k ∈ 0 : m− 1 gilt. Wir setzen nun
H(F|x, a) := f(x)
und
T (F|x, a) :=
{
0 , x < a
H(F|x, a) , x ≥ a
und nennen H(F|x, a) glatte Potenz in F bzw. T (F|x, a) Stutzfunktion. Sei außerdem
h > 0. Dann setzen wir ¤F ,h als die Menge derjenigen Funktionen f , fu¨r die gilt:
f |[kh,(k+1)h) ∈ F , ∀k ∈ Z
f ∈ Cm−2(R)
supp(f) ⊂ [M,∞) fu¨r ein M ∈ R
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und bezeichnen diese als Splines. Der Funktionenraum ¤F ,h heißt nicht-entartet, falls
die Folge (H(F|x, kh))k eine lokale Basis bildet, falls also fu¨r beliebiges k gilt:
〈H(F|x, kh), . . . , H(F|x, (k +m− 1)h)〉 = F .
Im anderen Fall nennen wir ¤F ,h entartet. Sei W = (ω1, . . . , ωm) ein Vektor komplexer
Zahlen, wobei komplexe Eintra¨ge stets als Paar komplex konjugierter Zahlen auftreten.
Wir setzen dann
FW := {f : (D − ω1) · · · (D − ωm)f = 0}
als den auf R reellwertigen Lo¨sungsraum zur entsprechenden Differenzialgleichung.
Die Forderung, dass in F eine eindeutige Funktion f existiert, sodass Dkf(a) = δm−1,k
fÄur k ∈ 0 : m− 1 gilt, ist Äaquivalent dazu, dass die Wronski-Matrix Wi,j = Di−1fj(a)
fÄur eine Basis f1, . . . , fm von F fÄur beliebiges a invertierbar ist.
ZunÄachst bemerken wir, dass fÄur beliebige ω1, . . . , ωm die Wronski-Matrix in De¯nition
4.47 invertierbar ist. Dies folgt unmittelbar aus der Tatsache, dass FW die LÄosungs-
menge einer linearen Di®erenzialgleichung mit konstanten Koe±zienten ist. Somit
machen die in De¯nition 4.47 de¯nierten Bezeichnungen H(FW |x, a), T (FW |x, a) und
¤F
W ,h fÄur beliebige W Sinn.
Sofort kÄonnen wir nun einen sehr wichtigen und interessanten Satz formulieren. Mit
diesem kann sehr elegant geklÄart werden, ob fÄur einen Knotenabstand h der Spline-
raum ¤F ,h entartet ist oder nicht. Die Frage der Entartung ersetzt spÄater im Algo-
rithmus Roots mit uniformen Splines die Frage, ob ein EC-System vorliegt.
Satz 4.48 Sei W = (ω1, . . . , ωm), F := FW und h ∈ R>0. Die folgenden Aussagen
sind nun a¨quivalent:
Der Raum ¤F ,h ist nicht entartet. (4.9)
⇐⇒Die Matrix Bi,j = (DiH(F|jh, 0))i,j∈0:m−1 ist invertierbar. (4.10)
⇐⇒Die Matrix Vi,j = (fi+1(jh))i,j∈0:m−1 ist invertierbar
fu¨r eine beliebige Basis f1(t), . . . , fm(t) von F . (4.11)
⇐⇒ exp(ωih) 6= exp(ωjh) fu¨r i, j ∈ 1 : m mit ωi 6= ωj . (4.12)
⇐⇒h 6∈ Z
{
2piI
ωi − ωj : 1 ≤ i < j ≤ n fu¨r ωi 6= ωj
}
. (4.13)
Beweis Der Beweis ist wie folgt aufgebaut:
1. (4.9)⇐⇒(4.10)
2. Im Fall paarweise verschiedener ωk: (4.10)⇐⇒ (4.11) ⇐⇒(4.12)
3. Im Fall beliebiger ωk: (4.10)⇐⇒ (4.12)
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4. Im Fall beliebiger ωk: (4.12)⇐⇒ (4.11)
5. (4.12) ⇐⇒ (4.13) .
1. Der erste Teil folgt unmittelbar aus der De¯nition der Entartung.
2. Seien die ωk paarweise verschieden. WÄahlen wir dann β1, . . . , βm so, dass die
Stutzfunktion H(F|x, 0) = [exp(ω1x), . . . , exp(ωmx)][β1, . . . , βm]T . Die βk sind
dabei ungleich Null, denn wÄare z.B. βm = 0, dann wÄare die Stutzfunktion
H(F|x, 0) ein Element in 〈exp(ω1t), . . . , exp(ωm−1t)〉 und somit eindeutig fest-
gelegt durch den Funktionswert (= 0) und die erste bis (m − 2)-te Ableitung
(= 0) an der Stelle x = 0 mÄusste also konstant gleich Null sein im Widerspruch
zu Dm−1H(F|0, 0) = 1.
Es gilt nun fÄur j ∈ Z mit a(x) := H(F|x, 0):
a(jh) = [exp(ω10), . . . , exp(ωm0)][β1 exp(ω1jh), . . . , βm exp(ωmjh)]
T . (4.14)
Also
B = (a(i)(jh))i,j∈0:m−1 = GKV ,
wobei
G =


1 . . . 1
ω11 . . . ω
1
m
...
. . .
...
ωm−11 . . . ω
m−1
m

 und K =


β1 0
β2
. . .
0 βm


und mit λk = exp(ωkh)
V =


1 λ11 . . . λ
m−1
1
1 λ12 . . . λ
m−1
2
...
...
. . .
...
1 λ1m . . . λ
m−1
m


ist. G und V sind Vandermonde-Matrizen, somit sind wir mit dem Beweisteil
fertig, denn wenn Behauptung (4.11) fÄur eine Basis gilt, dann gilt sie auch fÄur
beliebige Basen. FÄur den nÄachsten Beweisteil brauchen wir noch explizit die
Determinante von B, det(B) = det(G) det(K) det(V ). Wir stellen fest, dass
det(G) =
∏
1≤i<j≤m
(ωj − ωi) .
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Mit der Cramerschen Regel erhalten wir die βk als LÄosung von G[β1, . . . , βm]
T =
[0, . . . , 0, 1]T und somit
βk =
det(Rk)
det(G)
, wobei Rki,j :=
{
Gi,j : j 6= k
δi,m : j = k
.
Somit folgt
det(K) =
n∏
k=1
det(Rk)
det(G)
.
Man beachte nun, dass in Rk die k-te Spalte und m-te Zeile gestrichen werden
kann und die Determinante hÄochstens das Vorzeichen Äandert. Es ergibt sich also
det(Rk) = (−1)m+k
∏
1≤i<j≤m
i,j 6=k
(ωj − ωi) ,
also
det(Rk)
det(G)
=
1∏
i∈1:m,i6=k(ωk − ωi)
.
Au¼erdem ist
det(V ) =
∏
1≤i<j≤m
(exp(ωjh)− exp(ωih)) ,
also
|det(B)| =
∏
1≤i<j≤n
exp(ωjh)− exp(ωih)
ωj − ωi .
Die Determinante von B wÄare also berechnet. Ganz nebenbei haben wir Äubrigens
eine explizite Darstellung der Stutzfunktion im Fall einfacher ωi gefunden. Es
ist nach (4.14)
H(F|x, a) =
m∑
i=1
exp(ωix)∏m
j=1,j 6=i(ωi − ωj)
exp(−ωia) . (4.15)
3. Seien nun die Nullstellen ωi beliebig und p(s) = (s− ω1)m1 . . . (s− ωk)mk . Wir
zeigen (4.10) ⇐⇒ (4.12).
Die Determinante von B hÄangt stetig von den ωi ab,
H(F|x, 0) = (exp( ~Ax)[0, . . . , 0, 1]T )1 .
FÄur einfache ωi haben wir sie explizit berechnet. FÄur mehrfache Nullstellen kÄon-
nen wir die Determinante als Grenzwert berechnen. Lassen wir also ωi und ωj
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zusammenfallen, dann ist in obigem Produkt der entsprechende Faktor durch
h exp(ωih) (Ableitung von exp(ωih) nach ωi) zu ersetzen.
Es ist nun fÄur mehrfache ωi
det(B) = ±
∏
1≤i<j≤k,
exp(ωjh)− exp(ωih)
ωj − ωi
∏
i=1:k
(h exp(ωih))
mi−1 .
Die Determinante verschwindet folglich auch fÄur allgemeine ωi genau fÄur die
behaupteten Werte von h.
4. Sei nun h ∈ R>0 und p(s) wie im Beweisteil 3. Wir wÄahlen die Basis
f1(t) = t
m1−1 exp(ω1t)
f2(t) = t
m1−2 exp(ω1t)
...
...
fm1(t) = t
0 exp(ω1t)
fm1+1(t) = t
m2−1 exp(ω2t)
...
...
Wenn die ÄAquivalenz (4.12)⇐⇒ (4.11) fÄur diese spezielle Basis gilt, dann auch
fÄur beliebige Basen. Die Matrix V hat die Form
V =


V 1
V 2
...
V k


mit BlÄocken
V k = diag(1, h, . . . , hmk−1)


1 λk λ
1
k λ
2
k . . . λ
m−1
k
0 λk 1
1λ1k 2
1λ2k . . . m
1λm−1k
0 λk 1
2λ1k 2
2λ2k . . . m
2λm−1k
...
...
0 λk 1
mk−1λ1k 2
mk−1λ2k . . . m
mk−1λm−1k

 ,
wobei λk = exp(ωkh) ist. O.B.d.A. fÄur die Invertierbarkeit von V sei h = 1. Wenn
man sukzessive fÄur i = 1 : n−2 in den j-ten Zeilen (j > i) den i-ten Eintrag durch
Addition eines Vielfachens der i-ten Zeile zur j-ten Zeile zu Null macht und die
so erhaltenen BlÄocke zusammensetzt, dann erhÄalt man gerade dieselbe Matrix,
wie beim Interpolationsproblem (bei Polynomen) mit mehrfachen StÄutzstellen
λi und gesuchten Koe±zienten fÄur die Monomform. Dieses Problem ist stets
eindeutig lÄosbar. V mu¼ also fÄur paarweise verschiedene λi invertierbar sein.
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5. Der letzte Teil ist trivial.
¤
Um in De¯ntion 4.51 uniforme Splines erklÄaren zu kÄonnen, benÄotigen wir die folgende
De¯nition.
Definition 4.49 (Verschiebe-Operator) Sei Vh der lineare Operator, der einer Funk-
tion f die Funktion f(· − h) zuordnet. Wir nennen diesen Verschiebe-Operator.
Vh verschiebt also eine Funktion um h nach rechts. Das folgende Lemma 4.50 ist nun
von fundamentaler Bedeutung fÄur De¯nition 4.51. Erst im Licht von Lemma 4.50
macht De¯nition 4.51 nÄamlich Sinn, wie wir dann in Satz 4.52 sehen werden.
Lemma 4.50 Fu¨r ein Polynom p ∈ Pn gilt
(Vh − exp(−ωh))n p(x) exp(ωx) ≡ 0 .
Beweis Wegen (p(x)− p(x− h)) ∈ Pn−1 sieht man induktiv, dass
(Vh − exp(−ωh))np(x) exp(ωx)
= exp(−ωh)(Vh − exp(−ωh))n−1(p(x− h)− p(x)) exp(ωh) ≡ 0 .
¤
De¯nieren wir nun die Chebyshev-B-Splines in SplinerÄaumen ¤F
W ,h.
Definition 4.51 (uniforme Chebyshev-B-Splines) Sei W ∈ Cm ein Vektor von kom-
plexen Zahlen mit ω1 = 0, sodass
∏
k(x− ωk) ein reelles Polynom ist. Wir setzen mit
dem Versta¨ndnis von Lemma 4.30 und von Lemma 4.50 fu¨r ein h > 0, fu¨r das ¤F
W ,h
nicht entartet ist:
bW,hk (x) := αh
(
m∏
j=1
(Vh − exp(−ωjh))
)(
T (FW |x, kh)) , (4.16)
wobei αh unabha¨ngig von k so gewa¨hlen ist, dass
∑
k b
W,h
k ≡ 1, siehe Abbildung 23.
Wir nennen die Funktionen bW,10 uniforme exponentielle Chebyshev-B-Splines bzw.
kurz uniforme Chebyshev-B-Splines.
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PSfrag replacements
W = [0, 0,−1, 1]
W = [0, 0,−6, 6]
W = [0, 0,−5I, 5I]
W = [0, 0,−4I, 4I]
W = [0, 0, 6, 6]
0 1 2 3 4
0
1
−1
0
1
Abbildung 23: Verschiedene bW,10
Wir haben in De¯nition 4.51 gefordert, dass die Chebyshev-B-Splines so zu normieren
seien, dass sie eine Partition der Eins bilden. Dass dies mÄoglich ist, zeigen wir mit dem
nÄachsten Satz. Die Bezeichnung bW,h fÄur die Chebyshev-B-Splines kollidiert strengge-
nommen mit unserer Bezeichung fÄur die Bernsteinfunktionen in Abschnitt 4.2. Da wir
aber in diesem Kapitel ausschlie¼lich Äuber Chebyshev-B-Splines reden werden, dÄurften
MissverstÄandnisse ausgeschlossen sein.
Dass De¯ntion 4.51 sinnvoll ist, sehen wir nun in Satz 4.52. Alle wichtigen Eigenschaf-
ten der Chebyshev-B-Splines lassen sich dann recht schnell folgern. Die PositivitÄat der
Chebyshev-B-Splines ist nicht grundsÄatzlich garantiert, allerdings stets fÄur hinreichend
kleine h. Die Frage der PositivitÄat werden wir aber erst in Satz 4.58 angehen.
Satz 4.52 Es gilt mit den Bezeichnungen der letzten Definition, falls ¤F
W ,h nicht
entartet ist:
1. bW,hk (x) = b
W,h
k−1(x− h) (Translationsinvarianz)
2. supp
(
bW,hk
)
= [kh, (k +m)h] (kompakter Tra¨ger)
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3. bW,hk ∈ Cm−2 (Differenzierbarkeitsordnung)
4. Die Folge (bW,hk )k bildet eine lokale Basis von ¤
W,h (lokale Basis)
5.
∑
k b
W,h
k ≡ 1 (Partition der Eins)
Beweis Solange die fÄunfte Behauptung nicht gezeigt ist, setzen wir der Einfachheit
halber αh = 1, was die ersten vier Behauptungen nicht tangiert. Sei ferner F := FW .
1. Die erste Behauptung ist unmittelbar klar wegen T (F|x, kh) = T (F|x− h, (k−
1)h).
2. Es gilt wegen Lemma 4.30 und Lemma 4.50 fÄur jede Linearkombination der
pj(x) exp(ωjx) und damit insbesondere fÄur H(F|x, kh)
m∏
j=1
(Vh − exp(−ωjh))H(F|x, kh) ≡ 0
und damit die Behauptung.
3. Da T (F|x, kh) ∈ Cm−2, ist die Behauptung trivial.
4. Es ist[
bW,hk−m+1(x), . . . , b
W,h
k (x)
]
= [H(F|x, (k −m + 1)h), . . . , H(F|x, kh)]M ,
wobei M eine untere Dreiecksmatrix ist, deren Diagonalen bzw. Nebendiagona-
len aus jeweils identischen EintrÄagen bestehen. Die Hauptdiagonale ist ungleich
Null, somit ist M invertierbar, was die Behauptung beweist.
5. Zu zeigen ist, dass ein αh existiert, sodass f :=
∑
k b
W,h
k ≡ 1. Wegen dem ersten
Beweisteil ist f eine h-periodische Funktion in ¤F
W ,h, die wegen (4.) sicherlich
nicht komplett verschwindet. Wenn wir nun zeigen kÄonnen, dass es in F bis auf
Skalierung nur eine einzige Funktion gibt, deren Wert und erste bis (m − 2)-
te Ableitung an den Stellen 0 und h Äubereinstimmen, so sind wir fertig, denn
die Konstante ist eine Funktion mit den oben genannten Anforderungen. Da
wir im nichtentarteten Fall sind, kÄonnen wir mit Ai,j := D
iH(F|0,−jh) =
DiH(F|h, (1− j)h), wobei i ∈ 0 : m− 2 und j ∈ 0 : m, wie folgt ansetzen. Wir
suchen Koe±zienten B = [β1, . . . , βm]
T , sodass
A(:, 0 : m− 1)B = A(:, 1 : m)B.
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Die erste Spalte von A besteht nur aus NulleintrÄagen, deshalb ist die letzte
Gleichung Äaquivalent zu
A(:, 1 : m)[β1 − β2, . . . , βm−1 − βm, βm] = [0, . . . , 0]T .
A besitzt wegen der Nicht-Entartung maximalen Rang, es gibt also bis auf Ska-
lierung genau eine nichttriviale LÄosung B von A(:, 1 : m)B = [0, . . . , 0]T ; also
ist f konstant.
¤
Nun wollen wir uns an die Subdivision von Chebyshev-B-Splines machen. Wir werden
explizite Formeln hierfÄur angeben, die sich stabil auswerten lassen. Der Weg dorthin
fÄuhrt uns Äuber die folgende De¯nition 4.53 und Lemma 4.54.
Definition 4.53 Wir definieren mit F := FW die beiden Abbildungen £ und ~£ von
¤F ,h in den Raum der formalen Laurentreihen wie folgt:
£F ,h
(∑
k
bW,hk βk
)
:=
∑
k
βkx
k ,
~£F ,h
(∑
k
T (F|x, kh) ~βk
)
:=
∑
k
~βkx
k .
Außerdem setzen wir fu¨r ein n ≥ 2 den Subdivisionsoperator als n-Teilung des Kno-
tenabstands wie folgt:
SF ,hn : ¤
F ,h → ¤F ,h/n, s 7→ s .
Durch £ bzw. durch ~£ ordnen wir einem Spline diejenige Laurentreihe zu, deren Koef-
¯zienten fÄur die Monome xk fÄur k ∈ Z gleich den Koe±zienten fÄur die Kontrollpunkte
sind bzw. gleich den Koe±zienten fÄur die Stutzfunktionen sind. Wir tun das des-
halb, weil sich spÄater die Subdivision im Raum der Laurentreihen besonders elegant
ausdrÄucken lÄasst.
Mit De¯nition 4.53 betrachten wir mit £F ,h Splines in der Basis der Chebyshev-B-
Splines bzw. mit ~£F ,h in der Basis der Stutzfunktionen. Praktisch relevant ist zwar
lediglich die Basis der Chebyshev-B-Splines, zur Herleitung der Subdivsionsgewichte
fÄur die Chebyshev-B-Spline-Basis ist der Umweg Äuber die Stutzfunktionen jedoch sehr
gÄunstig, schlie¼lich ist die Subdivision in der Stutzfunktion-Basis vÄollig trivial und
der ÄUbergang von einer Basis in die andere ist mit De¯nition 4.51 bereits vollstÄandig
geklÄart.
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Die Frage ist nun also, wie die Subdivision SF ,hn in der Basis der Chebyshev-B-Splines
aussieht, d.h. wir interessieren uns fÄur die Abbildung
£F ,h/nSF ,hn
(
£F ,h
)−1
.
Der Trick ist, dass wir ~£F ,h/nSF ,hn
(
~£F ,h
)−1
leicht beschreiben kÄonnen, ebenso die
Abbildungen £F ,h/n
(
~£F ,h/n
)−1
und ~£F ,h
(
£F ,h
)−1
.
Lemma 4.54 Sei W = (ω1, . . . , ωm) und F = FW . Die Subdivision in der Basis der
Stutzfunktionen (nach Anwendung der Transformation ~£) ist gegeben durch(
~£F ,h/nSF ,hn
(
~£F ,h
)−1)
(p(x)) = p(xn).
Der Wechsel von einer Basis in die andere ist gegeben durch(
£F ,h/n
(
~£F ,h/n
)−1)
(p(x)) =
p(x)
αh/n(x− exp(−ω1h/n)) · · · (x− exp(−ωmh/n)) ,
bzw.
~£F ,h
(
£F ,h
)−1
(p(x)) = p(x)αh(x− exp(−ω1h)) · · · (x− exp(−ωmh)).
Also ist(
£F ,h/nSF ,hn
(
£F ,h
)−1)
(p(x)) = p(xn)
αh(x
n − exp(−ω1h)) · · · (xn − exp(−ωmh))
αh/n(x− exp(−ω1h/n)) · · · (x− exp(−ωmh/n)) ,
wobei αh, αh/n ∈ R gema¨ß Definition 4.51 gewa¨hlt seien.
Beweis Die erste Behauptung ist wegen∑
k
T (F|x, kh)βk =
∑
k
T (F|x, kh/n)γk
mit
γk =
{
βk/n , k/n ∈ Z
0 , sonst
trivial. Die zweite bzw. dritte Behauptung ist eine unmittelbare Folgerung von De¯-
nition 4.51, denn
~£F ,h
(
αh
m∏
k=1
(Vh − exp(−ωkh))T (F|x, 0)
)
= αh
m∏
k=1
(x− exp(−ωkh)) .
¤
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Nun kÄonnen wir das Subdivisionspolynom sW,hn (x) de¯nieren.
Definition 4.55 Fu¨r W = (ω1, . . . , ωm) und n ≥ 2 setzen wir
sW,hn (x) = r
(xn − exp(−ω1h)) · · · (xn − exp(−ωmh))
(x− exp(−ω1h/n)) · · · (x− exp(−ωmh/n)) ,
wobei r ∈ R so zu wa¨hlen ist, dass sW,hn (1) = n.
Dass der Quotient der Polynome in De¯nition 4.55 selbst wieder ein Polynom ist, zeigt
uns der folgende Satz. Die Faktoren von sW,hn (x) lassen sich schreiben als
xn − exp(−ωkh)
x− exp(−ω1h/n) =
n−1∑
j=0
xn−1−j exp(−ωkhj/n) .
Fassen wir unsere Erkenntnisse zusammen, so erhalten wir den folgenden Satz.
Satz 4.56 Sei W = (ω1, . . . , ωm) und F = FW und n ≥ 2. Fu¨r f :=
∑
k b
W,h
k γk gilt
f =
∑
k b
W,h/n
k βk, wobei sich die βk mit
p(x) :=
∑
k
γkx
k
wie folgt berechnen lassen ∑
k
βkx
k := p(xn)sW,hn (x).
Beweis Zu begrÄunden ist lediglich noch die Normierung sW,hn (1) = n. Sie bedeutet
nichts anderes, als dass die Summe aller Koe±zienten von sW,hn gerade n ergeben muss.
Dies folgt aber unmittelbar aus der Tatsache, dass die Konstant-Eins-Funktion wie
folgt subdividiert wird:
∑
k b
W,h
k 1 =
∑
k b
W,h/n
k 1. ¤
FÄur n = 2 besitzt das Subdivisionspolynom die folgende Gestalt.
Satz 4.57 Es gilt
sW,h2 (x) = 2
(x+ exp(−ω1h/2)) · · · (x+ exp(−ωmh/2))
(1 + exp(−ω1h/2)) · · · (1 + exp(−ωmh/2)) .
O®enbar konvergiert fÄur h → 0 das Subdivisionspolynom sW,h2 linear gegen das poly-
nomiale Subdivisionspolynom 2−n
∑n
k=0
(
n
k
)
xk.
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Satz 4.58 Fu¨r W = (ω1, . . . , ωm) gilt mit
h <
pi
maxk |Imag(ωk)|
stets
bW,hk ≥ 0 .
Falls alle ωk reell sind, so ist b
W,h
k ≥ 0 fu¨r beliebige h > 0. Insgesamt sind also fu¨r
Knotenabsta¨nde unterhalb des kleinsten Entartungsfalls die Chebyshev-B-Splines bW,hk
nicht negativ.
Beweis Man kann einem Chebyshev-B-Spline sein Kontrollpolygon zuordnen. Nach
[DL92] konvergiert dieses gleichmÄa¼ig gegen den dargestellten Spline. Gehen wir nun
sukzessive von der Knotenfolge hZ zu der doppelt so feinen (h/2)Z Äuber, so treten
nur positive Subdivisionsgewichte auf, der Spline selbst kann also nicht negativ sein.
Warum sind fÄur obige h alle Subdivisionsgewichte positiv? FÄur reelle ωk sind stets
alle Gewichte der Faktoren (x + exp(−ωkh/2)) positiv, fÄur komplexe ωk = (α + βI)
existiert auch ein komplex konjugiertes ωk+1 = (α−βI). Fassen wir die entsprechenden
Faktoren zusammen, dann ergibt sich
(x+ exp(−(αk + βkI)h/2))(x+ exp(−(αk − βkI)h/2))
= x2 + x(2 exp(−αkh/2) cos(hβk/2)︸ ︷︷ ︸
>0
) + exp(αkh) .
¤
Nun wollen wir noch zwei interessante Aussagen formulieren und beweisen, bevor wir
uns den Kontrollpunkten fÄur die IdentitÄat zuwenden. Die erste macht eine Aussage,
wie die Koe±zienten fÄur die Splines gewÄahlt werden mÄussen, um die Basisfunktionen
des EC-Systems FW zu erhalten. Die zweite gibt eine einfache Vorschrift fÄur die Be-
rechnung der Kontrollpunkte der Ableitung aus den Kontrollpunkten des Splines an.
ZunÄachst benÄotigen wir zwei Lemmata.
Lemma 4.59 Zu einer vorgegebenen Funktion p auf R existiere ein q ∈ Pd−1 sodass:
p(kh)− p((k − 1)h) = q(kh), ∀k ∈ Z.
Dann existiert auch ein q^ ∈ Pd sodass fu¨r alle k ∈ Z gilt:
q^(kh) = p(kh).
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Beweis FÄur k > l gilt
p(kh) = p(lh) +
k∑
j=l+1
(p(jh)− p((j − 1)h) = p(lh) +
k∑
j=l+1
q(kh) =: q^(kh).
Da
∑k
j=l+1 j
d−1 ein Polynom der Ordnung d in der Variablen k ist, ist alles gezeigt.
¤
Nun formulieren wir gewisserma¼en die Umkehrung des letzten Lemmas.
Lemma 4.60 Falls p(x) ∈ Pd ist, so gilt:
p(x)− p(x− h) ∈ Pd−1
Der Beweis ist durch Betrachtung des Polynoms in Monomdarstellung von p trivial,
weil sich dann bei der Subtraktion von p(x) und p(x− h) die fÄuhrenden Monomkoef-
¯zienten auslÄoschen.
Nun kÄonnen wir das folgende Lemma formulieren, in dem wir die Darstellung der
Basisfunktionen von FW in der Basis der Chebyshev-B-Splines klÄaren.
Lemma 4.61 Sei F = {f : (D−ω1)m1 · · · (D−ωr)mrf = 0} und h > 0 so, dass ¤F ,h
nicht entartet ist. Sei nun j ∈ 1 : r und d ≤ mj. Dann existiert zu einem vorgegebenen
p ∈ Pd ein q ∈ Pd, sodass∑
k∈Z
bW,hk (x) exp(ωjkh)p(kh) = q(x) exp(ωjx). (4.17)
Umgekehrt existiert auch zu einem vorgegebenen q ∈ Pd ein p ∈ Pd, sodass (4.17) gilt.
Fu¨r ωj = 0 stimmen die fu¨hrenden Koeffizienten von p und q u¨berein.
Beweis Wir fÄuhren Induktion Äuber d. FÄur d = 0 ist die Behauptung trivial. Sei
q ∈ Pd vorgegeben. Wir wÄahlen nun p(k) so, dass
∑
k∈Z b
W,h
k (x) exp(ωjkh)p(k) =
q(x) exp(ωjx), wobei wir nicht voraussetzen, dass p ein Polynom ist, dies mÄussen wir
zeigen. Nun gilt
exp(ωjx)Pd 3 q(x) exp(ωx)− exp(ωjh)q(x− h) exp(ωj(x− h))
=
∑
k∈Z
bW,hk (x) exp(ωjkh)(p(k)− p(k − 1)) .
Nach der Induktionsvoraussetzung ist aber p(k) − p(k − 1) ein Polynom in k der
Ordnung d − 1, also ist nach Lemma 4.59 p ein Polynom der Ordnung d. Damit ist
dieser Beweisteil abgeschlossen.
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Nun kann man eine Abbildung von Pd in den Raum exp(ωjx)Pd wie folgt de¯nieren:
p 7→
∑
k∈Z
bW,hk (x) exp(ωjkh)p(kh) .
Diese ist linear, au¼erdem haben wir oben gezeigt, dass sie surjektiv ist, also ist sie
auch bijektiv, was aber die Existenz eines q ∈ Pd zu einem vorgegebenen p ∈ Pd gemÄa¼
(4.17) beweist. Dass im Fall ωj = 0 die fÄuhrenden Koe±zienten Äubereinstimmen, sieht
man induktiv durch die Betrachtung von q(x)− q(x−h) als Di®erenz von Splines wie
weiter oben in diesem Beweis. ¤
Sei W = [0, 0, ω3, . . . , ωm] und F = FW . Dann sind 1, x ∈ F . Wie sind die Kon-
trollpunkte zu wÄahlen, sodass
∑
k b
W,h
k pk = 1? Nach dem letzten Lemma mÄussen sie
konstant Eins gewÄahlt werden. Das ist nicht neu, wir wissen dies bereits aus Satz
4.52. Stellen wir uns nun die Frage, wie die IdentitÄat reproduziert wird, wie also die
Kontrollpunkte gewÄahlt werden mÄussen, sodass
∑
k b
W,h
k pk = x. Diese Frage mÄussen
wir in der Praxis bei der Nullstellensuche tatsÄachlich beantworten, schlie¼lich wird
eine Funktion f(x) mit ihrem Graphen (x, f(x)) identi¯ziert und dessen Kontroll-
punkte betrachtet. ZunÄachst sagt uns das letzte Lemma, dass pk = hk + c. Wie ist
nun aber c zu wÄahlen? Dieser Frage werden wir im Folgenden nachgehen. Dabei wer-
den wir zunÄachst nicht c selbst berechnen, sondern
∑
k(kh)b
W,h
k −
∑
k(kh)b
h
k, wobei b
h
k
der rein polynomiale Chebyshev-B-Spline gleicher Ordnung sei, also die Verschiebung
gegenÄuber dem rein polynomialen Fall.
Dazu stellen wir zunÄachst einige VorÄuberlegungen an. Betrachten wir nochmals die
Subdivision von h nach h/2, wobei W = [0, 0, ω1, . . . , ωm−2] und F = FW . Sei f =∑
k b
W,h
k pk und p(x) =
∑
k pkx
k. Dann gibt es qk, sodass f =
∑
k b
W,h/2
k qk und mit
q(x) =
∑
k qkx
k gilt nach Satz 4.57
q(x) = p(x2)(x+ 1)
x+ 1
2
x + exp(−ω1h/2)
1 + exp(−ω1h/2) · · ·
x + exp(−ωm−2h/2)
1 + exp(−ωm−2h/2) .
Die Faktorisierung der rechten Seite liefert uns eine Zerlegung der an und fÄur sich sehr
technischen Subdivision in mehrere einfach zu Äuberschauende Einzelschritte. Diese
Beobachtung geht auf Lane-Riesenfeld in [LR81] zurÄuck. ZunÄachst betrachten wir das
Kontrollpolygon zu den pk ∈ Rd als Punkte im Rd, wobei aufeinanderfolgende Punkte
verbunden werden (siehe Abbildung 24).
Nun ist p(x2)(x + 1) = · · · + p−1x−2 + p−1x−1 + p0x0 + p0x1 + p1x2 + p1x3 + . . . .
Wir betrachten zu diesem Polynom das entsprechende Kontrollpolygon. Wir erhal-
ten graphisch das alte, nur dass jeder Kontrollpunkt doppelt ist. Betrachten wir nun
p(x2)(x + 1)x+1
2
. Der Faktor x+1
2
lÄasst aus dem Kontrollpolygon mit den doppelten
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Abbildung 24: Subdivision in 〈1, x, exp(ω1x), . . . , exp(ωm−2x)〉 aufgefasst als Knoten-
verdoppelung gefolgt von Mittelungen benachbarter Kontrollpunkte
Punkten durch Mittelung (im VerhÄaltnis 1 : 1) von
"
aufeinanderfolgenden\ Kontroll-
punkten ein neues entstehen. Die vorher doppelten Kontrollpunkte bleiben als einfache
erhalten und zwischen zwei Kontrollpunkten wird genau in die Mitte ein neuer einge-
fÄugt (siehe Abbildung 24).
Betrachten wir nun p(x2)(x + 1)x+1
2
(αx + β), wobei α = 1/(1 + exp(−ω1h/2)) und
β = exp(−ω1h/2)/(1+exp(−ω1h/2)). Der Faktor (αx+β) bewirkt nun die Mittelung
im VerhÄaltnis α : β. Der \VorgÄanger\-Kontrollpunkt erhÄalt dabei das zu x gehÄorende
Gewicht α, sein
"
rechter Nachbar\ das Gewicht β usw. (siehe Abbildung 24).
Im rein polynomialen Fall ergibt diese Betrachtung den Algorithmus von Lane-Riesenfeld,
nÄamlich eine fortgesetzte Mittelung jeweils im VerhÄaltnis 1 : 1 (siehe [LR81]).
Im Fall von komplexen ωk kommen komplexe Gewichte bei der Mittelung ins Spiel. In
diesem Fall ist es fÄur das VerstÄandnis praktisch, die entsprechenden beiden Faktoren zu
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dem komplex konjugierten Paar zusammenzufassen. Es ergibt sich dann fÄur ωk = a+ib
x+ exp(−ωkh)
1 + exp(−ωkh)
x + exp(−¹ωkh)
1 + exp(−¹ωkh) =
x2 + x(2 exp(−ah/2) cos(bh/2)) + exp(−ah)
1 + 2 exp(−ah/2) cos(bh/2)) + exp(−ah) .
Es werden bei Multiplikation mit dem zusammengefassten Faktor nicht mehr zwei
aufeinanderfolgende Kontrollpunkte gemittelt, sondern drei.
Anschaulich gar nicht klar, aber durch den Polynom-Ansatz trivial ergibt sich, dass
die Reihenfolge der Faktoren keine Rolle spielt.
Machen wir uns nun daran, mit den Kontrollpunkten pk = kh die Verschiebung∑
k(kh)b
W,h
k −
∑
k(kh)b
h
k gegenÄuber dem rein polynomialen Fall zu berechnen. Dabei
sei, wie gesagt bhk der polynomiale Chebyshev-B-Spline gleicher Ordnung. Sei zunÄachst
W = [0, 0,−ω]. Subdividieren wir also die Kontrollpunkte (kh)k. Es ergibt sich als
Zwischenschritt p(x2)(x+ 1)x+1
2
. Die
"
Kontrollpunkte\ des Zwischenschritts stimmen
noch mit dem polynomialen Fall Äuberein. Jeweils zwei aufeinanderfolgende
"
Kontroll-
punkte\ unterscheiden sich au¼erdem jeweils um h/2.
PSfrag replacements
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Nun werden aufeinanderfolgende Kontrollpunkte gemittelt mit den beiden Gewichten
1
1+exp(ωh/2)
und exp(ωh/2)
1+exp(ωh/2)
. Im polynomialen Fall ω = 0 liegen die neuen Kontroll-
punkte genau in der Mitte zwischen den alten, im nichtpolynomialen Fall ω 6= 0 um
h
2
( exp(ωh/2)
1+exp(ωh/2)
− 1
2
) gegenÄuber dem polynomialen Fall nach
"
rechts\ verschoben. Die
Kontrollpunkte behalten zu ihren Nachbarn den Abstand h/2. Also ergibt sich bei der
Auswertung im GrenzÄubergang die Verschiebung gegenÄuber dem polynomialen Fall
als
∞∑
k=1
h
2k
(
exp(ωh/2k)
1 + exp(ωh/2k)
− 1
2
)
=
∞∑
k=1
h
2k
exp(ωh/2k)
1 + exp(ωh/2k)
− h
2
.
Die fragliche Reihe ist fÄur beliebiges ω durch 0 und h beschrÄankt und damit wegen der
PositivitÄat der Summanden konvergent (sogar gleichmÄa¼ige Konvergenz in ω). Fragt
sich nur, was der Grenzwert ist. Betrachten wir die Verschiebung als Funktion in ω,
also
f(ω) :=
∞∑
k=1
h
2k
exp(ωh/2k)
1 + exp(ωh/2k)
bzw.
fm(ω) :=
m∑
k=1
h
2k
exp(ωh/2k)
1 + exp(ωh/2k)
.
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Eine Stammfunktion von fm ist
Fm(ω) = ln
(
1
2m
)
+
m∑
k=1
ln
(
1 + exp(ωh/2k)
)
= ln
(
1
2m
m∏
k=1
(1 + exp(ωh/2k))
)
= ln
(
1
2m
2m−1∑
l=0
exp
(
wh
l
2m
))
Der letzte Ausdruck konvergiert fÄur wachsendes m wegen der Stetigkeit des ln und
der De¯nition des Riemann-Integrals gegen
F (ω) := lim
m→∞
Fm(ω) = ln
(∫ x=1
x=0
exp(ωhx)dx
)
= ln
(
exp(ωh)− 1
ωh
)
.
Nun gilt
F ′(ω) =
(ωh− 1) exp(ωh) + 1
ω(exp(ωh)− 1) .
Nun stellt sich die Frage, ob F ′(ω) = f(ω) gilt. Da aber fm gegen f gleichmÄa¼ig
konvergiert, ist dies garantiert.
In ÄUbereinstimmung mit der Intuition gilt
lim
ω→0
=
(ωh− 1) exp(ωh) + 1
ω(exp(ωh)− 1) =
h
2
die Verschiebung verschwindet also fÄur ω → 0. Unmittelbar einsichtig ist, dass sich fÄur
allgemeines W die Verschiebungen einfach addieren. Dies ergibt sich aus der Tatsache,
dass Doppelsummen mit positiven Summanden in beliebiger Reihenfolge aufaddiert
werden kÄonnen. Ersetzt man noch −ω durch ω, so erhÄalt man mit
vh(ω) :=
(ωh+ 1) exp(−ωh)− 1
ω(exp(−ωh)− 1) −
h
2
=
1
ω
− h exp(−ωh/2)
2 sinh(ωh/2)
− h
2
schlie¼lich fÄur W = [0, 0, ω3, . . . , ωm] als Gesamtverschiebung gegenÄuber dem rein
polynomialen Fall
Vh(W ) :=
m∑
k=3
vh(ωk) .
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Unsere ÄUberlegungen haben wir bisher strenggenommen nur fÄur reelle ωk gemacht,
doch bei komplexen ωk (treten stets komplex konjugiert auf) sieht man durch Zusam-
menfassung der beiden
"
komplex konjugierten Faktoren\ bei der Subdivision, dass sich
alle Formeln Äubertragen.
Betrachten wir nun vh(ω) etwas genauer. Es gilt vh(ω) + vh(−ω) = 0. Das bedeutet,
dass Paare von additiv inversen ωk keinen Beitrag zur Verschiebung gegenÄuber dem
rein polynomialen Fall leisten, es gilt also z.B. mit W = [0, 0, 1,−1, 2, 1 + I, 1 −
i, 2I,−2I]: Vh(W ) = vh(2) + vh(1 + I) + vh(1− I).
Die Kontrollpunkte fÄur die IdentitÄat im rein polynomialen Fall sind die Greville-
Abszissen, also im uniformen Fall pk = h(k + (k +m))/2 = h(k +m/2).
Es ergibt sich also der folgende Satz
Satz 4.62 Sei W = [0, 0, ω3, . . . , ωm], F := FW und
vh(ω) :=
{
(ωh+1) exp(−ωh)−1
ω(exp(−ωh)−1)
− h
2
= 1
ω
− h exp(−ωh/2)
2 sinh(ωh/2)
− h
2
, ω 6= 0
0 , ω = 0
.
Dann gilt mit pk := h(k +m/2)−
∑m
k=3 vh(ωk)∑
k
bW,hk (x)pk = x.
Es gilt limω→0 vh(ω) = 0, vh(ω)+vh(−ω) = 0, limω→∞ vh(ω) = −h/2 und limω→−∞ vh(ω) =
h/2 und mit ω = µ+ Iν:
vh(ω) + vh(¹ω) =
2µ
µ2 + ν2
− 2h cos(hν)− exp(−hµ)
exp(hµ)− 2 cos(hν) + exp(−hµ) − h
(siehe Abbildung 25). Bei der numerischen Berechnung von vh ist zu beachten, dass
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Abbildung 25: vh fÄur reelle und imaginÄare ω und h = 1
sich fu¨r ω mit |ω| ¿ 1 die Auswertung der Taylorentwicklung anbietet, andernfalls
ist die direkte Auswertung des obigen Ausdrucks vorzuziehen. Die Taylorentwicklung
lautet:
vh(ω) =
h2
12
ω +
h4
720
ω3 − h
6
30240
ω5 +
h8
1209600
ω7 + . . .
4.3 Uniforme Splines in Exponenzialra¨umen 113
Untersuchen wir nun noch ganz am Ende dieses Abschnitts, wie uniforme Splines
abgeleitet werden kÄonnen. Erstaunlicherweise ergibt sich vÄollige Analogie zum poly-
nomialen Fall. Dies zeigt das folgende Lemma.
Lemma 4.63 Sei F = {f : (D − ω1) · · · (D − ωm−2)D2f = 0} und G = {f : (D −
ω1) · · · (D − ωm−2)Df = 0} und h > 0 so, dass ¤F ,h nicht entartet ist. Dann gilt
D
∑
k
bW,hk pk =
∑
k
bG,hk
(
pk − pk−1
h
)
.
Beweis ZunÄachst folgt mittels Satz 4.48 aus der Nicht-Entartung von ¤F ,h auch die
von ¤G,h. Die Ableitung eines Splines aus ¤F ,h ist o®ensichtlich ein Spline in ¤G,h.
Wegen der lokalen-Basis-Eigenschaft muss nun DbW,hk = αb
G,h
k + βb
G,h
k+1 sein, wobei α
und β wegen der Translationsinvarianz unabhÄangig von k sind. Wegen D
∑
k b
W,h
k = 0
folgt α = −β. Nach dem letzten Satz gilt ∑k bW,hk (x)kh = x + c. Somit ist 1 =
D
∑
k b
W,h
k (x)kh =
∑
k α(kh− (k − 1)h)bG,hk = αh und deshalb α = 1/h. ¤
Nun haben wir die notwendige Theorie fÄur uniforme Exponenzialsplines zusammen-
gestellt. Bei der LÄosung exponenzieller Gleichungssysteme sind nun die linearen Kon-
trollpunkte fÄur die Identi¯kation der einzelnen Gleichungen mit ihren Graphen durch
Satz 4.62 gegeben. Die Subdivision erfolgt gemÄa¼ Satz 4.56. ErklÄaren wir unser Vorge-
hen fÄur den univariaten Fall, die Verallgemeinerung ins Multivariate stellt dann kein
Problem dar.
Sei f : [a, b] → R gegeben und fÄur W = [0, 0, ω1, . . . , ωm−2] gelte f ∈ F := FW . Wir
setzen h = b− a. Nun kÄonnten wir m Koe±zienten αk bestimmen, sodass
0∑
k=−m+1
αkb
W,h
k (x) = f(a+ x) . (4.18)
Diese Idee ist zwar sehr natÄurlich, fÄuhrt uns aber, wie wir sehen werden, zu Problemen
bei der Subdivision. Stattdessen bestimmen wir (m + 1) Kontrollpunkte αk, sodass
1∑
k=−m+1
αkb
W,h/2
k (x) = f(a+ x) . (4.19)
Was nun folgt, entspricht bis zur Subdivision exakt unserem Standardvorgehen. Wir
identi¯zieren die Funktion f mit ihrem Graphen, was bei den Kontrollpunkten mit
den pk aus Satz 4.62 die Kontrollpunkte qk = [pk, αk] entspricht. Zu diesen qk be-
stimmen wir zwei einschlie¼ende Geraden mit Steigung (α−m+1 − α1)/(p−m+1 − p1).
114 4 NICHT-POLYNOMIALE GLEICHUNGSSYSTEME
Nun schneiden wir diese beiden Geraden mit der Nulllinie [x, 0], was die die beiden
Schnittpunkte (c, 0) und (d, 0) ergibt. Nullstellen sind also nur fÄur x ∈ [c, d] mÄoglich.
Unser Wunsch ist nun, auf dieses Intervall [c, d] zu subdividieren. Diese Subdivision
kÄonnen wir im Allgemeinen nicht mit unserer Theorie realisieren. Wir kÄonnen jedoch
auf Intervalle [a+ kh/(2n), a+ jh/(2n)] fÄur beliebige n subdividieren. Wenn wir nun
n := bh/(2(d− c))c setzen (wobei b·c die nÄachst kleinere ganze Zahl sei), so ist nicht
gewÄahrleistet, dass mit k = b(c− a)2nc nun [c, d] ⊂ [a+ kh/(2n), (a+(k+1)h)/(2n)]
ist. Ganz sicher aber ist [c, d] ⊂ [a+ kh/(2n), (a+(k+2)h)/(2n)], was schlie¼lich der
Grund ist, warum wir die Darstellung (4.18) der von (4.19) vorziehen. Wir subdividie-
ren also auf das Intervall [a + kh/(2n), (a + (k + 2)h)/(2n)] und fahren so sukzessive
fort. Sinnvollerweise sollte n nach oben z.B. durch 500 beschrÄankt werden.
Nun formulieren wir noch den Satz Äuber die Konvergenzrate unseres Algorithmus.
Sie ist theoretisch quadratisch, da das das Kontrollpolygon quadratisch gegen die
dargestellte Funktion konvergiert. Dies kann man zeigen, wenn man analog zum poly-
nomialen Bernsteinfall den ¢2-Operator de¯niert und bewiest, dass |¢2|∞ quadratisch
gegen Null geht.
Satz 4.64 Der Algorithmus zur Einschließung von Nullstellen konvergiert theoretisch
quadratisch sofern die Jacobi-Matrix in einer Lo¨sung invertierbar ist. Durch obige
Beschra¨nkung von n durch z.B. 500 geht die quadratische Konvergenz in eine lineare
mit Faktor 1/500 u¨ber.
Und erneut bemerken wir, dass dieselbe Reduktion des Aufwands erzielt werden kann,
sofern die Voraussetzungen von Satz 3.11 erfÄullt sind. Das gesamte Vorgehen lÄasst sich
dann unmittelbar Äubertragen.
Betrachten wir noch ein Beispiel zur Illustration.
Beispiel 4.65 Seien die Nullstellen von f : [0, 1]→ R, x 7→ exp(x)− 4 exp(−x/2) +
5/4 gesucht (siehe auch Abbildung 26). f liegt fu¨r W = [0, 0, 1, 1/2] im Funktionen-
raum F = FW und es gilt fu¨r x ∈ [0, 1]:
f(x) ≈ −3.2190bF ,1/2−3 − 1.7190bF ,1/2−2 − 0.2190bF ,1/2−1 + 1.4963bF ,1/20 + 3.7340bF ,1/21
Die Kontrollpunkte der Identita¨t sind gerundet [−0.4896, 0.0103, 0.5103, 1.0104, 1.5104].
Als unterer Einschluss ergibt sich in Hesse-Normalform {x ∈ R2 : 〈x, (−3.4765; 1)〉 =
−1.9932}, bzw. als oberer Einschluss erhalten wir {x ∈ R2 : 〈x, (−3.4765; 1)〉 =
−1.5167}. Schnittpunkte dieser beiden Geraden mit der Geraden (x, 0) sind: x =
0.5733 und x = 0.4363. Nullstellen sind also nur im Intervall [c, d] = [0.4363, 0.5733]
mo¨glich (siehe Abbildung 26).
Nun ergibt sich n = 3 und k = 2. Wir subdividieren nun auf das Intervall [2, 4]/6.
Es ergeben sich [−1.2465,−0.7393,−0.2168, 0.3298, 0.9106] als neue Kontrollpunkte.
Bereits nach insgesamt 13 Schritten ist die Nullstelle x = 0.5669 mit Genauigkeit
5 · 10−13 eingegrenzt.
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Abbildung 26: Nullstellensuche fÄur f(x) = exp(x)− 4 exp(−x/2)+5/4 mit uniformen
Splines
4.4 Vergleich der Ansa¨tze mit uniformen Splines bzw. mit
der Be´zierdarstellung zur Lo¨sung von exponenziellen Glei-
chungssystemen
Eine Bilanz fÄur die beiden AnsÄatze zu ziehen fÄallt nicht schwer. Ist fÄur einen Funk-
tionenraum F = {f : p(D)f ≡ 0} nicht entscheidbar, ob es sich auf einem gegebenen
Intervall um ein EC-System handelt, so ist der Ansatz mit uniformen Splines der rich-
tige. Wei¼ man hingegen, dass es sich bei F um ein EC-System handelt, so ist der
Ansatz mit der B¶ezierdarstellung vorzuziehen. Dies ist deshalb eindeutig klar, weil
bei der Identi¯kation der Funktion mit ihrem Graphen die Kontrollpunkte weit au-
¼erhalb der betrachteten Box liegen und so die konvexe HÄulle, eingeschrÄankt auf die
betrachtete Box, wesentlich unschÄarfer wird. Ein typisches Beispiel ist das folgende.
Betrachten wir in Abbildung 27 die Funktion F (x) = −(x− 1)2 + 9/16 fÄur x ∈ [0, 1],
welche im Funktionenraum 〈1, x, exp(x), exp(−2x), exp(3x)〉 liegen.
Als mÄoglicher Nullstellenbereich ergibt sich fÄur uniforme Splines das Intervall [0.121, 1]
und im B¶ezierfall das Intervall [0.0925, 0.4375].
Als weiteres Beispiel wollen wir die Unterteilungsstruktur fÄur die beiden AnsÄatze in
Abbildung 28 plotten, wobei das Gleichungssystem F (x, y) = 0 gegeben sei durch
F (x, y) =
[ −3 exp(y)− 4 exp(3x)− 1 + 2 exp(y + 3x) + 2 exp(−4x) + 9
− exp(x) + 2 exp(3y)− 1 + exp(x+ 3y)− 23
]
.
Die beiden Algorithmen laufen so lange, bis sie die Nullstellen in [0, 1]2 mit einer To-
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Abbildung 27: Eingrenzung der Nullstelle im Vergleich zwischen den AnsÄatzen mit
uniformen Splines (links) und der B¶ezierdarstellung (rechts).
leranz von 10−12 eingegrenzt sind. Bei der Arbeit mit uniformen Splines ist hierfÄur die
Untersuchung von insgesamt 81 Boxen notwendig, bei der Arbeit in B¶ezierdarstellung
hingegen nur 18.
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Abbildung 28: Eingrenzung der Nullstelle im Vergleich zwischen den AnsÄatzen mit
uniformen Splines (links) und der B¶ezierdarstellung (rechts).
4.5 Transformation des Gleichungssystems
Durch Transformation des Gleichungssystems lÄasst sich unser Algorithmus auf eine
weit grÄo¼ere Klasse von Problemen anwenden. So lassen sich Quotienten, Umkehr-
funktionen und HintereinanderausfÄuhrungen auflÄosen. Dabei ist zu beachten, dass
den neu eingefÄuhrten Variablen entsprechende De¯nitionsgebiete zuzuordnen sind.
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• Die Gleichung
0 = f(g(x1)) + h
ist Äaquivalent zum Gleichungssystem
0 = f(x2) + h
0 = g(x1)− x2 .
• Die Gleichung
0 = f(x1)/g(x2) + h , g(x2) 6= 0
ist Äaquivalent zum Gleichungssystem
0 = x3 + h
0 = f(x1)− x3g(x2) .
• Die Gleichung
0 = f−1(x1) + h
ist Äaquivalent zum Gleichungssystem
0 = x2 + h
0 = f(x2)− x1 .
Somit kÄonnen wir auch Quotienten, Umkehrfunktionen und HintereinanderausfÄuhrun-
gen von Funktionen in EC-Systemen behandeln.
Beispiel 4.66 Die Gleichung
0 =
t1
sin(t1)
+ arccos(t1) + exp(2 + sin(t1))− 16
mit t1 ∈ [1/2, 1] ist a¨quivalent zum Gleichungssystem
0 = t2 + t3 + exp(t4)− 16
0 = t2 sin(t1)− t1
0 = cos(t3)− t1
0 = t4 − 2− sin(t1)
mit t1 ∈ [1/2, 1], t2 ∈ [1, 2], t3 ∈ [0, pi/2] und t4 ∈ [1, 3]. Dieses zweite Gleichungs-
system besitzt die einzige Lo¨sung t1 = 0.7047, welche bereits nach 5 Schritten mit
Genauigkeit 10−3 eingegrenzt werden kann.
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Im Folgenden wollen wir eine zweite ErweiterungsmÄoglichkeit besprechen. Tauchen
in einem Gleichungssystem vereinzelt AusdrÄucke auf, die sich nicht ins Schema der
EC-Systeme einordnen lassen, so kÄonnen diese auch substituiert werden und mit al-
ternativen Methoden abgeschÄatzt werden. Betrachten wir hierzu als Modellproblem
das Gleichungssystem
x21 − x32 = 0
(1− x1)pi − 3x22 = 0
fÄur x1, x2 ∈ [0, 1]. Wir eliminieren den Ausdruck (1 − x1)pi und stellen das folgende
Äaquivalente Gleichungssystem auf:
x21 − x32 = 0
x3 − 3x22 = 0
(1− x1)pi − x3 = 0 ,
wobei x1, x2, x3 ∈ [0, 1].
Die beiden ersten Gleichungen des transformierten Systems sind Standard, wir kÄon-
nen vÄollig problemlos den Einschluss der linken Seiten durch parallele Hyperebenen
berechnen. Die dritte Gleichung muss nun gesondert betrachtet werden, bereitet aber
keine Probleme. Wir bringen sie zunÄachst auf die Form: x3 = (1− x1)pi. Die Funktion
f(x1) = (1− x1)pi ist o®enbar auf [0, 1] monoton fallend und konvex. Betrachten wir
nun den Graphen von f . f verlÄauft wegen der KonvexitÄat sicherlich unterhalb der Ver-
bindungsgerade von (0, f(0)) und (1, f(1)). Verschieben wir nun diese Gerade soweit
nach unten bis f oberhalb dieser verlÄauft, also bis die verschobene Gerade Tangen-
te an f ist. Mit m = f(1) − f(0) muss also dasjenige xt bestimmt werden, fÄur das
m = f ′(xt) = −pi(1 − xt)pi−1. Wir erhalten xt = 1− (−m/pi)1/(pi−1) (siehe Abbildung
29).
Mit
N{3} = [−m, 0, 1]T ,
d
{3}
min =
〈
N{3}, [xt, 0, f(xt)]
T
〉
= −mxt + f(xt) ,
d{3}max =
〈
N{3}, [0, 0, f(a)]T
〉
= f(a) .
ist N{3} der gesuchte Normalenvektor und d
{3}
min /max die AbstÄande bezÄuglich dieses
Normalenvektors. Wir kÄonnen also die neue Box mÄoglicher Nullstellen gemÄa¼ Satz
3.4 berechnen und die ersten beiden Gleichungen des transformierten Systems sub-
dividieren. Die dritte Gleichung bedarf keiner Subdivision, wir behandeln sie mit
den oben aufgezeigten Techniken weiter. Wir erhalten so die LÄosung (x1, x2, x3) =
(0.234, 0.380, 0.433) nach 22 untersuchten Boxen mit Genauigkeit 10−3.
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Abbildung 29: Einschluss der Funktion (1− x1)pi zwischen zwei parallele Geraden
4.6 Besselfunktionen
Betrachten wir hier nun noch exemplarisch ein Beispiel fÄur ein nicht-polynomiales
Gleichungssystem etwas allgemeinerer Art.
In den vorangegangenen Abschnitten haben wir Gleichungssysteme diskutiert, deren
zugrunde liegende FunktionenrÄaume F von der Form F = {f :∑nj=0 αjDjf ≡ 0} wa-
ren. Also FunktionenrÄaume, die LÄosungsmenge von linearen Di®erentialgleichungen
mit konstanten Koe±zienten waren. Der Tatsache, dass wir es mit konstanten Koef-
¯zienten zu tun hatten, war es zu verdanken, dass mit f(x) ∈ F auch f(x + d) ∈ F
galt. Dies wiederum hatte zur Folge, dass die Splines selbst auch translationsinvariant
waren. Wenden wir uns nun Gleichungssystemen zu, deren zugrunde liegende Funk-
tionenrÄaume LÄosungsmenge von linearen Di®erenzialgleichungen mit nicht-konstanten
Koe±zienten sind, bzw. betrachten wir ein Beispiel eines solchen Gleichungssystems.
Dabei wollen wir nicht der sonst Äublichen Vorgehensweise folgen und gerade ein solches
Beispiel herausgreifen, bei dem keine Probleme auftauchen, sondern ein solches, bei
dem auch die Grenzen unseres Ansatzes deutlich werden.
Geben wir uns das Gleichungssystem
G(x, y) =
[
Y1(x) + 2J1(y) + Y1(x)J1(y)
3Y1(x)− 2Y1(y)
]
= 0
vor, wobei Jα bzw. Yα die Besselfunktionen erster bzw. zweiter Art seien, die die
Besselsche Di®erenzialgleichung
x2f ′′ + xf ′ + (x2 − α2)f = 0 (4.20)
lÄosen. Jα und Yα sind dabei linear unabhÄangig und spannen somit den zweidimensio-
nalen LÄosungsraum von (4.20) auf. Suchen wir nun alle LÄosungen dieser Gleichung mit
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(x, y) ∈ B := [1, 5]2. Die vier zugrunde liegenden FunktionenrÄaume (zwei Gleichungen
mit je zwei Unbekannten) sind identisch und zwar zunÄachst F = 〈J1, Y1〉.
Um Bernstein-Funktionen bauen zu kÄonnen, die eine positive Partition der Eins bilden,
muss natÄurlich auch 1 ∈ F sein. Um unser Verfahren zur Auf¯ndung von Nullstellen
durchfÄuhren zu kÄonnen, muss zusÄatzlich die IdentitÄat Element von F sein. Betrachten
wir nun also den Funktionenraum
F = 〈1, Id, J1, Y1〉.
FÄur diesen Raum ist zu klÄaren, ob es sich um ein EC-System auf [1, 5] handelt. Nur bei
einer positiven Antwort kÄonnen wir unseren Standard-Algorithmus durchfÄuhren. Im
Fall einer negativen Antwort wÄare zu ho®en, dass wenigstens stÄuckweise EC-Systeme
vorliegen (z.B. stÄuckweise auf [1, 2] und [2, 5]), sodass die Boxen aufgespalten werden
kÄonnen (z.B. in die vier Boxen [1, 2]× [1, 2], [1, 2]× [2, 5], [2, 5]× [1, 2] und [2, 5]× [2, 5]).
Zum Nachweis, dass es sich bei F um ein EC-System handelt ist zu zeigen, dass sowohl
F = 〈1, Id, J1, Y1〉 als auch F ′ = 〈1, J ′1, Y ′1〉 C-Systeme sind.
Wenden wir uns zunÄachst der Frage zu, ob F = 〈1, Id, J1, Y1〉 auf [1, 5] ein C-System
ist. Dazu brauchen wir Satz 4.4.
Wir versuchen deshalb nun eine Sequenz w1, w2, w3, w4 ∈ F zu ¯nden, sodassW (x, w1),
W (x, w1, w2), W (x, w1, w2, w3), W (x, w1, w2, w3, w4) allesamt fÄur kein x ∈ I = [1, 5]
verschwinden. Wenn dies gelingt, so ist sichergestellt, dass es sich bei F um ein C-
System auf I handelt.
Dies kÄonnten wir auf numerischem Wege versuchen, wir wollen es aber streng analy-
tisch tun. Fragen wir uns zunÄachst, ob es eine LÄosung w1 von (4.20) gibt, sodass w1
auf [1, 5] nirgendwo verschwindet.
Man kann zeigen, dass fÄur beliebiges w1 ∈ F ein x ∈ [1, 5] existiert, sodass w1(x) = 0,
folglich kann F kein C-System auf [1, 5] sein. Jedoch gibt es sowohl fÄur I = [1, 2] als
auch fÄur I = [2, 5] eine Linearkombination von Besselfunktionen, sodass diese auf I
nirgendwo verschwindet.
Mit w1 = J1 und w2 = Y1 kann W (x, w1, w2) nirgendwo verschwinden, weil J1 und
Y1 den LÄosungsraum einer linearen Di®erenzialgleichung aufspannen und die Theorie
der linearen Di®erentialgleichungen sagt uns, dass die Wronski-Determinante einer
BasislÄosung stets von Null verschieden ist.
WÄahlen wir w3(x) = 1. Nun kann man mit derselben Technik, wie wir sie im Anschluss
vorfÄuhren werden, zeigen, dass W (·, w1, w2, w3) in 1, jedoch nicht auf (1, 5] verschwin-
det. Somit haben wir also schon wieder eine Problemstelle, nÄamlich bei x = 1, wir
kÄonnen also nicht garantieren, dass F auf [1, 2] C-System ist.
Untersuchen wir nun, ob W (x, w1, w2, w3, w4) auf [1, 5] irgendwo verschwindet. Wie
kÄonnen wir diese Frage analytisch exakt beantworten? ZunÄachst sagt uns die Theorie
der linearen Di®erentialgleichungen, dass die Wronski-Determinante einer BasislÄosung
zu einer linearen Di®erezialgleichung stets von Null verschieden ist. Versuchen wir
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also, eine lineare DGL zu ¯nden, sodass F gerade die LÄosungsmenge ist. Nun ist man
versucht zu behaupten, dass diese DGL einfach x2f ′′′′ + xf ′′′ + (x2 − α2)f ′′ = 0 sei.
Diese Behauptung ist ebenso naheliegend wie falsch.
Zur Konstuktion der richtigen DGL leiten wir zunÄachst den Ausdruck
f ′′ = −xf
′ + (x2 − α2)f
x2
(4.21)
einmal ab und substituieren dann f ′′ auf der rechten Seite durch −xf ′+(x2−α2)f
x2
. Das-
selbe Spiel spielen wir mit der dann erhaltenen Gleichung fÄur f ′′′ nochmals. Somit
erhalten wir die beiden Gleichungen
f ′′′ = f(x)
[
x2 − 3α2
x3
]
+ f ′(x)
[
2 + α2 − x2
x2
]
, (4.22)
f ′′′′ = f(x)
[
x4 − 2x2α2 + α4 + 11α2 − 3x2
x4
]
+ f ′(x)
[
2x2 − 6α2 − 6
x3
]
. (4.23)
Nun fragen wir uns, wie die beiden rechten Seiten von (4.22) und (4.23) miteinander
linear zu kombinieren sind, sodass das Ergebnis die rechte Seite von (4.21) ist. Mit
den erhaltenen Koe±zienten a(x), b(x) formulieren wir die DGL f ′′(x) = a(x)f ′′′(x)+
b(x)f ′′′′(x). Diese DGL besitzt als LÄosungen per Konstruktion nach wie vor Jα und Yα
und, da keine nullten und ersten Ableitungen auftauchen, auch 1 und die IdentitÄat. Es
ergibt sich fÄur α = 1 nun a(x) =
x(9−x2)
(x2−3)2
und b(x) = x
2
3−x2
. Die Di®erenzialgleichung ist
fÄur x =
√
3 folglich nicht de¯niert, es ist also zu befÄurchten, dass W (
√
3, 1, Id, J1, Y1)
verschwindet. Und tatsÄachlich besitzt die Funktion W (·, 1, Id, J1, Y1) bei
√
3 einen
Vorzeichenwechsel, dessen Existenz numerisch leicht nachgewiesen werden kann durch
Einsetzen von
√
3− δ und √3 + δ mit z.B. δ = 0.1.
Wir kÄonnen die bisherigen Ergebnisse wie folgt zusammenfassen: F ist sicherlich auf
[2, 5] C-System. De¯nitiv nicht um ein C-System handelt es sich bei F auf einem
Intervall I mit
√
3 ∈ I. Falls 1 ∈ I, so kÄonnen wir nicht garantieren, dass F auf I
C-System ist.
SchrÄanken wir unsere weiteren Betrachtungen also ein auf das Intervall [2, 5].
Zum Nachweis dass F EC-System auf [2, 5] ist, bleibt noch zu zeigen, dass F ′ =
〈1, J ′1, Y ′1〉 C-System ist. ZunÄachst kann wieder gezeigt werden, dass es ein w1 ∈
〈J ′1, Y ′1〉 gibt, das auf [2, 5] nirgendwo verschwindet. Des weiteren ist W (x, J ′1, Y ′1) =
W (x, 1, J1, Y1) und W (x, 1, J
′
1, Y
′
1) = W (1, Id, J1, Y1). Folglich ist nach unseren vori-
gen ÄUberlegungen F ′ auf [2, 5] C-System und somit endlich F als EC-System auf [2, 5]
erkannt.
Unser Algorithmus liefert die in Abbildung 30 visualisierten Boxen. Schon nach insge-
samt 17 Schritten sind die beiden LÄosungen in [2, 5]2 mit Genauigkeit 10−3 eingegrenzt.
Obige Probleme bedeuten natÄurlich eine starke EinschrÄankung bei der Anwendung un-
seres Algorithmus auf allgemeine Gleichungssysteme. Interessanterweise gibt es Äuber-
haupt keine Probleme, wenn man mit den modi¯zierten Besselfunktionen anstatt der
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Abbildung 30: Eingrenzung der Nullstellen eines Gleichungssystems mit Besselfunk-
tionen
Besselfunktionen arbeitet. Wenn also Iα und Kα LÄosungen der DGL x
2y′′ + xy′ −
(x2 + α2)y = 0 sind, so handelt es sich, wie man zeigen kann, bei 〈1, Id, Iα, Kα〉 fÄur
beliebiges α stets um ein EC-System auf jedem Intervall I = [a, b] fÄur 0 < a < b.
123
5 Wertung und Ausblick
Wir haben in dieser Arbeit zunÄachst die LÄosung von polynomialen Gleichungssystemen
p : [0, 1]n → Rn untersucht. Durch die Betrachtung der B¶ezierdarstellung gelang es,
die Bereiche mÄoglicher Nullstellen e±zient einzugrenzen und schlie¼lich quadratisch
konvergent in Intervalle einzuschlie¼en. Dabei haben wir zwei Alternativen bespro-
chen. Die erste Alternative baut vollstÄandig auf der allgemeinen B¶eziertheorie auf,
wÄahrend die zweite sich neuer Erkenntnisse Äuber EinschlussschÄatzer bedient. Erstaun-
licherweise beweist sich der einfachere Algorithmus ohne EinschlussschÄatzer in den
meisten FÄallen als leistungsfÄahiger. Nur in wenigen FÄallen zahlt sich die Arbeit mit
EinschlussschÄatzern aus. Nun kÄonnte man versuchen, mit adaptiven Strategien zu ar-
beiten. Z.B. kann man in einem Schritt zunÄachst ohne EinschlussschÄatzer arbeiten.
Verkleinert sich dabei der Bereich mÄoglicher Nullstellen nicht, so kann man erneut
den Bereich mÄoglicher Nullstellen mit den EinschlussschÄatzern berechnen.
Die Grenzen der Anwendbarkeit im polynomialen Fall liegen zum Einen in der Di-
mensionalitÄat n des Problems, denn pro Verfahrensschritt muss eine n × n-Matrix
invertiert werden, sodass n > 100 im Allgemeinen nicht realisierbar ist. Zum anderen
muss die Zahl der zur Darstellung benÄotigten Kontrollpunkte beachtet werden (siehe
dazu auch Abschnitt 3.1.2). Bleiben die Zahl der Kontrollpunkte und die Dimensio-
nalitÄat moderat, so erweisen sich unsere Algorithmen als Äau¼erst leistungsfÄahig.
Das Vorgehen im polynomialen Fall Äubertragen wir anschlie¼end auf nicht-polynomiale
Systeme. Diese ÄUbertragung stellt theoretisch kein Problem dar. In der Praxis hin-
gegen zeigt sich, dass die Automatisierung der Behandlung vÄollig allgemeiner Glei-
chungssysteme sich als schwierig erweist (siehe dazu Abschnitt 4.6). Im Fall von
exponentiell-trigonometrischen Gleichungssystemen gelang es uns, die Theorie vÄollig
zufriedenstellend zu Äubertragen. Durch Transformation des Gleichungssystems (sie-
he dazu Abschnitt 4.5) lÄasst sich eine gro¼e Klasse von Systemen in exponentiell-
trigonometrische Systeme ÄuberfÄuhren.
WÄahrend im polynomialen Fall keine WÄunsche o®enblieben, sind im exponentiell-
trigonometrischen Fall noch leistungsfÄahigere Subdivisionsalgorithmen wÄunschenswert.
Au¼erdem sind fÄur allgemeine Gleichungssysteme e±ziente Kriterien zur Entschei-
dung, ob ein EC-System vorliegt, bereitzustellen.
Alle vorgestellten Algorithmen lassen sich relativ problemlos in Intervall-Arithmetik
implementieren, sodass tatsÄachlich veri¯zierte LÄosungen berechnet werden kÄonnen.
Dabei ist zu beachten, dass nicht einfach sÄamtliche Rechenoperationen in Intervall-
Arithmetik ausgefÄuhrt werden sollten. Vielmehr ist nach Berechnung der Box B mÄog-
licher Nullstellen in Intervall-Arithmetik auf das scharfe einschlie¼ende Intervall in
Intervallarithmetik zu subdividieren. Das bedeutet insgesamt, dass mit scharfen Bo-
xen und Invervall-Kontrollpunkten gearbeitet wird. Die Implementierung in Intervall-
Arithmetik hat dann zur Folge, dass der Bereich mÄoglicher Nullstellen nicht beliebig
scharf eingegrenzbar ist. SpÄatestens, wenn fÄur die Kontrollpunkt-Intervalle nicht mehr
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das Vorzeichen festgestellt werden kann, kann keine Kontraktion mehr statt¯nden.
Nun wollen wir noch unsere Vorgehen gegenÄuber den Standard-Algorithmen werten.
Wie in der Einleitung bereits aufgefÄuhrt lassen sich diese im Wesentlichen in alge-
braische AnsÄatze mittels GrÄobner-Basen, in Homotopie-AnsÄatze, in Fixpunktiteratio-
nen wie das Newtonverfahren und allgemeine Subdivisionsalgorithmen wie allgemei-
ne Intervall-Arithmetik unterteilen. GegenÄuber den bereits erwÄahnten Problemen der
GrÄobner-Basen kommt noch die ÄUbertragbarkeit auf nicht-polynomiale Systeme hinzu.
WÄahrend GrÄobner-Basen nur im polynomialen Fall einsetzbar sind, trÄagt das in dieser
Arbeit vorgestellte Konzept weiter. Homotopie-AnsÄatze und Fixpunktiterationen be-
nÄotigen im Allgemeinen gute StartnÄaherungen an die gesuchte LÄosung. So ist es mit
ihnen gewÄohnlich nicht mÄoglich zu entscheiden, ob neben den gefundenen LÄosungen
noch weitere LÄosungen existieren. Wir haben neben der GewÄahr, dass keine LÄosung
verloren wird sogar mit Satz 3.7 die MÄoglichkeit, die Existenz von Nullstellen ohne
jeden Zusatzaufwand zu garantieren. Subdivisionsalgorithmen leiden im Gegensatz
zu unserem Ansatz im Allgemeinen unter der lediglich linearen Konvergenzgeschwin-
digkeit, sodass diese gewÄohnlich mit anderen Verfahren gekoppelt werden mÄussen,
wÄahrend wir mit einem Ansatz auskommen.
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6 Bezeichnungen
D Di®erenzialoperator
Dk Di®erenzialoperator nach der k-ten VarÄanderlichen
Pn Menge der Polynome, deren Grad kleiner als n ist
1 : n Menge der natÄurlichen Zahlen von 1 bis n
pii(V ) := vi Projektionsoperator fÄur einen Vektor V = (v1, . . . , vm)
maxi∈I Vi fÄur eine Menge {Vi : i ∈ I} ⊂ Rn sei de¯niert als das komponentenweise
Maximum
meanM Mittelwert der Elemente der Menge M ⊂ R
]Tk sei bezogen auf eine Folge T = (tk)k die Anzahl |{j > k : tj = tk}|.
∗Tk sei bezogen auf eine Folge T = (tk)k die Anzahl |{j : tj = tk}|.
[] bzw. () Vektorklammern
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