Analogies of financial models with complex physical systems yield two stage models where either financial data variation is limited or an analogy to the phase transition occurs. In second case variation of financial data is large and non-Gaussian distributes and a crisis finally occurs. For this reason, we use the decomposition higher order cumulants tensors to perform features selection and outlier detection on multivariate data. A target data subset is non-Gaussian, while ordinary data are multivariate Gaussian. Such target subset is assumed to have higher order dependencies, modelled by the t-Student copula. These higher order dependencies introduce an extra term to the Kullback-Leibler divergence, that measures the mutual information of data. Through experiment we show the advantage of our outlier detection method over the well known Reed-Xiaoli (RX) Detector, both on artificial and financial data, while detecting non-Gaussian distributed increments of shares prices during a crisis. * kdomino@iitis.pl 1 arXiv:1804.00541v5 [stat.ME] 
Introduction
Financial data such as prices or prices increments of liquidities are often non-Gaussian distributed due to complex dynamics of financial system generating these data, see [1] where in addition the application of higher order statistics and cumulants to analyse financial data is mentioned. For these analogies recall the analogy of a financial system to an Ising model of phase transition [2] or the 'Bak Paczuski Shubik model' [3] where the interplay between 'rational' traders (performing fundamental analysis) and 'noise' traders (following others) is discussed by means of the quantum field model of diffusing and annihilating particles. In both cases if the 'noise' traders dominate the variation of prices will be large, for sure non-Gaussian, and a bubble and a crisis will occur.
Given such two stage behaviour, various sets of tools have been developed to analyse financial data. Refer for example to the review paper [4] where both the so called 'Standard Model' of Gaussian distributed financial data is discussed and the 'Beyond the Standard Model'. In the second case there appear truncated Lévy distributions [5] to model financial data statistics, and Fractional Brownian Motions together with the Hurst Exponent approach [6, 7] to model their dynamics. Such second case is applicable rather for non-Gaussian financial data that should appear frequently during a crisis. Recall that the Hurst Exponent is a tool of a financial crisis prediction [8, 9] . The generalisation of the use of the Hurst Exponent in financial data analysis goes toward multi-fractality and Tsallis statistics, see for example [10] .
The non-Gaussian distribution of multivariate financial data, such as series of values of many cross-correlated assets, is often modelled by the t-Student copula [11, 12] . In paper [13] the connection between copulas and information stored in multivariate data was discussed and ilustrated for financial data set. It was shown there, that such information can be decomposed into the component tied to marginals and dependence component tied to the copula at least in bivariate case. Following [14] , i.e. basing on the 'Mean Field' approach, authors of [13] have used the Kullback-Leibler divergence to measure the mutual information tied to the cross-correlation of marginals. Given a t-Student copula such mutual information (that is marginals independent) can be split onto one part parametrised by the correlation matrix, and the extra part due to the t-Student copula, hence tied to higher order cross-correlations.
Further analysis of financial data leads to papers such as [15] , where t-Student and Gaussian copulas are discussed for a multi-assets investment portfolio construction purpose. Inspired on two stage models of financial data in analogy with complex physical systems, we propose the straightforward approach and assume that the Gaussian copula models ordinary data, while the t-Student copula [16] models the target subset. Next we develop a method of detecting of non-Gaussian distributed target subset of multivariate data, possessing higher order cross-correlations. Note that, apart from the copula model, financial data have often non-Gaussian univariate marginal distributions such as Johnson distributions [17] , Log-normal distributions [18] , or extreme value distributions [19] . However, we focus in this paper on copulas since univariate marginals can be transformed (especially to Gaussian) and information tied to dependence component can be treated separately.
Higher order cumulants are being used to handle and distinguish non-Gaussian distributed data in variety fields of applications from particle/nuclear physics [20, 21, 22, 23] to finances. Refer to [24] where the method of even order cumulants determination from financial data was developed using an analogy to Feynman diagrams. For practical applications in finances, higher order multivariate cumulants, have been used to construct investment portfolios [25, 26, 27] . Given such applications of multivariate higher order cumulants we will use them to search for higher order cross-correlations in data. As discussed earlier such higher order cross-correlations appear in financial data during a crisis.
Technically speaking, the first order multivariate cumulant is a mean vector and a second order one is a covariance matrix. The multivariate cumulant of order d, where d ≥ 3, can be represent in the form of the dmode array. Hereafter, we call such array the d-mode higher order cumulans tensors. In data analysis one would start form an information stored in the covariance matrix, since one of the most popular methods to analyse multivariate data is the Principle Component analysis (PCA). The PCA uses in general the eigenvalue/eigenvector decomposition of the covariance matrix [28] . The covariance matrix, together with a mean vector, carries information about multivariate Gaussian distributed data. If data are non-Gaussian distributed the mean vector and the covariance matrix are only first two elements of a series of cumulant tensors [29, 30] . For this reason we use a straightforward generalisation of the eigenvalue decomposition of the covariance matrix of data, the Higher Order Singular Value Decomposition (HOSVD) [31] of the higher order cumulant tensor. Applications of HOSVD in financial data analysis can be found in [26, 27] .
The main result of our work is a family of algorithms for outlier detection and features selection based on the Higher Order Singular Value Decomposition of the 4 th order multivariate cumulant tensor. These algorithms can be used to detect samples of financial data that are meaningfully non-Gaussian. The HOSVD approach has been used in an outlier detection of multivariate data represented in a form of tensor [32, 33] . Moreover, some applications of the HOSVD of 3 rd cumulant tensor in a hyper-spectral data analysis was proposed [34] , while a features selection in [35] . We use the second approach and apply the HOSVD decomposition to cumulants tensors, what is more adequate to analyse variable in time statistics of financial data. Further we do not restrict ourselves to cumultants of order 3 rd , but we are analysing these of order 4 th that are meaningful in financial data as they are often modelled by the t-Student copula [11, 12] . It is why our approach provides a new perspective one the utilization of HOSVD to outlier detection and features selection applicable for financial data analysis.
To introduce a features selection algorithm, we have extended the Joint Skewness Band Selection (JSBS) algorithm proposed in [35] and we propose the Joint Kurtosis Features Selection (JKFS) algorithm based on the 4 th cumulant tensor. In a case of an outlier detection we analyse data projected on directions with maximal kurtosis, by means of the HOSVD of the 4 th cumulant tensor. This is the simplification of an algorithm proposed in [36] , where such projection is performed in more complex way.
The algorithms are implemented in the Julia programming language [37] that is efficient, open source and high level programming language suitable for scientific computations. The main advantage of the Julia is its fast performance. As discussed in [37] linear operations implemented in the Julia takes significantly less of the processor time than similar operations implemented in other well known programming languages. Implemented features selection and outlier detection algorithms are available on the GutHub repository [38] . For data generation we use the module available at [39] .
The paper is organised as follows. In Section 2 we discuss mathematical preliminaries, in particular we introduce t-Student and Gaussian copulas probabilistic model in Subsection 2.1, and discus cumulants' tensors of such model in Subsection 2.2. In Section 3 we discuss the mayor analytic tool used in this paper, the HOSVD of cumulants' tensors; in Subsection 3.1 we introduce the HOSVD, while in Subsection 3.2 we discuss the HOSVD of the cumulant's tensors. In Section 4 we discuss data processing methods: features selection in Subsection 4.1, while outlier detection in Subsection 4.2. In Section 5 we discuss experiments: in Subsection 5.1 data generation, in Subsection 5.2 features selection and in Subsection 5.3 outlier detection, while in Subsection 5.4 an example of real life financial data analysis.
Mathematical preliminaries
In this section we discuss particular mathematical preliminaries required to introduce our model and detection methods.
Elliptical copulas
We start by introducing probabilistic models of data, the Gaussian and the t-Student [16] ones. Let v = [v 1 , . . . , v n ] ∈ R n be a single realisation of the n-variate random vector. If the probabilistic model of such data is the zero mean Gaussian multivariate one the multivariate Cumulative Density Function (CDF) will be:
and the multivariate Probability Density Function (PDF):
The t-Student zero mean probabilistic model [40] yields the following CDF:
and the following PDF:
In both cases the parameter Σ is the semi-positively defined symmetric matrix. In the second case, we have the integer positive parameter ν as well.
The covariance matrix of the Gaussian multivariate distribution equals to Σ, while those of the t-Student multivariate distribution equals to ν ν−2 Σ for ν > 2 [40] . In the case ν → ∞ the t-Student multivariate distribution tends to the Gaussian one [40] .
For probabilistic models to be more general, we assume that univariate marginal distributions are rather arbitrary. Importantly, if univariate marginal distributions of ordinary data and the target subset are roughly the same, detection will be hard, the target subset will be overlooked by univariate statistics. To account for such difficult scenario, we use the copula approach [16] . Hereafter, for practical reasons, we assume that the parameter Σ is a symmetric positively semi-defined matrix with ones on a diagonal. The Gaussian copula C Σ : [0, 1] n → [0, 1] is defined as follows:
where G is the marginal univariate Gaussian CDF with variance 1 and mean 0. The t-Student copula C ν,Σ : [0, 1] n → [0, 1] is defined as follows:
where T ν is the marginal univariate t-Student CDF with ν degrees of freedom, variance ν ν−2 and mean 0. Given the copula function and arbitrary continuous univariate marginal CDFs F i , the multivariate CDF of the random vector v would be [16] :
Differentiating, we have the multivariate PDF
where
is the copula density, and
Obviously the Gaussian copula will all Gaussian univariate marginals would give the Gaussian multivariate distribution. Finally, if univariate marginal distributions are roughly the same for ordinary data and the target subset, we can transform them to standard univariate Gaussian without the information loss. The univariate cumulants of order d > 2 of such marginals would be zero [29, 30] , and we would analyse only multivariate cumulants of copulas. Given such assumptions we have F i = G in our probabilistic models.
Copulas determine the relationship between marginals. To investigate information of such relationship one can use the relative entropy (Kullback-Leibler divergence) [41] . This entropy is used in the variational 'Mean Field' approach [14] , where it measures a divergence of the model from the basic distribution. In [13] the model is f (v) with copula C while the basic distribution have the same marginals and the independent (product) copula C ⊥ (u) = i u i . Such Kullback-Leibler divergence is called the mutual information
as it measures information stored in the relationship between marginals, and is marginals independent.
In [13] it was shown, that given the t-Student multivariate distribution (hence the t-Student copula) the mutual information can be split onto the 'Gaussian part' I Σ = − 1 2 log (det(Σ)) and the ν -dependent part:
where ψ is the digamma function. We have:
where I ν,n measures additional information tied to the fact that the copula is non-Gaussian. As such I ν,n is zero for the Gaussian copula case, i.e. ν → ∞, and reflects higher order cross-correlations. Hence there appears the analogy to multivariate higher order cumulants that, given all Gaussian marginals, are all zero only for the Gaussian copula. Mention, that application of such cumulants in data processing has become practical due to new efficient algorithms of their calculation [42, 43] .
Cmulants tensors
The d th order multivariate cumulant of marginals i 1 , . . . , i d given the probabilistic model f (v) is:
(13) To distinguish between probabilistic models, we organise higher order cumulants in form of cumulants tensors.
where Π is a set of all permutations of the d-elements vector. In other words, given the super-symmetric tensor, its element's value a i in unaffected by any permutation within the index i. Following [42] we note the d-mode supersymmetric tensor of size n × . . . × n by A ∈ R [n,d] .
have three types of elements concerning their indexing:
As discussed in [42] , it is easy to show, that cumulant tensors are supersymmetric. Henceforth we will note the d th cumulant's tensor of n-variate data as C d ∈ R [n,d] . In general the computation of such cumulant's tensor is not straight forward. However, as discussed in the introduction of [42] , there is a simple relation between cumulants tensors of order 2 − 4 and corresponding central moments' tensors. (8), have the following elements [30] :
If all univariate marginals distributions have a zero mean, as assumed in our paper without the loss of generality, this definition will refer to the central moment as well.
are central moments tensors, cumulants tensors of order 2 − 4 can be easily defined as follow: 4] with elements equal to corresponding elements of 4 th central moment's tensor minus products of elements of 2 nd central moment's matrix, see [42] :
Cumulant's tensors of order 2 − 4 of the t-Student copula with standard Gaussian marginals are discussed in following remarks.
, hence for large enough ν we can use a following approximation:
In the case of the t-Student copula with standard Gaussian marginals case, such approximation is much better. Remark 2.3. For the t-Student multivariate distribution we have C 3 = 0 due to a symmetry [40, 45, 29, 46] 
that are zero if we have Gaussian univariate marginals. Apart from this, we expect non-zero 4 th cumulant's elemnts for the t-Student copula with Gaussian univariate marginals, because the t-Student multivariate distribution has non-zero elements of the 4 th cumulant's tensor [40] . For the presentation simplicity, we use here the t-Student copula parametrised by the 'constant' Σ parameter where its elements are: σ i,i = 1 and σ i 1 =i 2 = ρ. We have 4 distinct non-zero elements of C 4 :
1. one off-diagonal element, with exemplary index i = (1, 2, 3, 4), 2. three distinct partially diagonal elements with exemplary indices i = (1, 1, 2, 3), i = (1, 1, 2, 2) and i = (1, 1, 1, 2), see Figure 1 . Note the linear relation between 4 th cumulant's tensor's elements and 1 ν in Figure 1(b) , for theoretical justification one should refer to a impact of the parameter ν on cumulants of the t-Student multivariate distribution [40] . In Figure 1 (c) the relation between the extra mutual information I ν,n due to the t-Student copula, see Eq. (11), and 1 ν is presented. Observe from Eq. (11) that I ν,n is independent on ρ that parametrises Σ in ours case. Analysing Figure 1 (c), as n grows I ν,n appears more linear, hence elements of C 4 becomes proportional to the extra information of t-Student copula. Nevertheless, in contrary to I ν,n , elements of C 4 are ρ dependent. However for n 10 number of off-diagonal elements, such as j = (1, 2, 3, 4) , are dominant in the cumulant's tensor. Such off-diagonal elements for low and moderate ρ rises with ρ and can be somehow 'normalised'. These imply, that C 4 based methods should be more effective to detect rather higher dimensional data modelled by the t-Student copula. This was observed during experiments on artificial data in Section 5.2. Non linearity in Figure 1 (c) can be explained by the fact, that there is some information about the t-Student copula stored in even cumulants of order higher than 4.
The analytical tools
In this section we discuss the mayor analytical tool which is the Higher Order Singular Value Decomposition (HOSVD) of the higher order cumulant's tensor. The HOSVD was introduced to handle the general class of tensors [31] . In our paper we are interested rather in the super-symmetric tensor's case hence some definitions and operations are reintroduced in a simpler form.
The HOSVD of a super-symmetric tensor
Let us start with a few useful definitions. Following [44] we call it tensor times matrix multiplication (or contraction) in all modes.
and W ∈ R n ×n , tensor times matrix multiplication in all modes:
is the following contraction:
The super-symmetry of A results from the supper-symmetry of A and the fact that it is contracted by identical matrices.
Following [31, 47] , where the general form of the HOSVD was introduced, we introduce in this paper the specific form of the HOSVD, the decomposition of the super-symmetric tensor. 
where R [n,d] A core = W × 1,...,d A is the core-tensor. Referring to Definition 3.1 we can follow Equation (21) in terms of the element-wise notation.
A classical way to perform the HOSVD decomposition is to convert (unfold) a tensor into a matrix and further perform the eigenvalue/eigenvector decomposition of such matrix. Given in general a d-mode tensor there are d ways to unfold it into a matrix. Those are k th -mode unfolds [48] , where k ∈ (1 : d). It is easy to show, that in a case of the super-symmetric tensor all unfolds are equivalent. Definition 3.3. Let A ∈ R [n,d] be a super-symmetric tensor. It can be unfolded into a matrix A unf ∈ R n×(n d−1 ) by rearranging the indexing in the following manner:
where:
Obviously such simple definition only holds in a case of the super-symmetric tensor.
Remark 3.1. Consider the unfolded tensor A unf ∈ R n×(n d−1 ) as in Definition 3.3. The following matrix
has elements:
Observe, that the contraction goes over the i , that is uniquely defined by i 2 , . . . , i d , see Equation (23). Rearranging back i into i 2 , . . . , i d we have:
what is a contraction or a tensor A by itself in all modes but first. By laborious element-wise operations one can show that the eigenvalues/ eigenvectors decomposition of M = WDW corresponds to the HOSVD of the original super-symmetric tensor A and the following holds:
Remind that W is an unitary matrix and D is a diagonal matrix.
Such eigenvector/eigenvalues decomposition is one of the methods of determining the factor matrix W of the HOSVD of the super-symmetric tensor. The information significance of such decomposition will be discussed on the particular example of the HOSVD of the cumulant's tensor.
The HOSVD of the cumulant's tensor
As discussed in previous section the higher order cumulant's tensor have a specific meaning as statistics of non-Gaussian distributed data. 
and let Y i ∈ R n d−1 be its i th column with information significance described in Remark 3.2. It easy to show that the matrix:
that carries specific information about higher order cross-correlations of marginals i 1 and i 2 .
To use an information significance of M (d) we can decompose it in the following manner:
where W ∈ R [n,2] is an unitary matrix and D is a diagonal matrix of eigenvalues corresponding to eigenvectors that are columns of W. [49] hence it measures information that corresponds to d th order cross-correlations. As discussed in the previous Section the cumulant's tensor of order 4 can be used to distinguish between the Gaussian copula and the t-Student copula. Hence further we will use M (4) -the Joint Kurtosis Matrix (JKM), see Equation (28) . In following section we use successfully the JKM both in detecting a subset of non-Gaussian distributed marginals, and in detecting outliers.
Data processing
To discuss the practical application of the features selection and the outlier detection by means of the Higher Order Singular Value Decomposition (HOSVD) of the higher order cumulant's tensor we use data in the following matrix form: X ∈ R t×n that are t realisations of the n-variate random vector. Given such data representation, in features selection we are searching for a subset of marginals, while in outlier detection for a subset of realisations.
Features selection
In a features selection scenario, given t realisations of n-variate random vector, we are searching for such subset of marginals of size n < n that carries a meaningful information. Remaining marginal's subset of size n − n is assumed to carry little additional information, or a noise.
Basic methods
While discussing features selection, let us start with a standard Maximum Ellipsoid Volume (MEV) algorithm [49] . The MEV uses the covariance matrix of data as an information carrier. It starts with n-variate data, and next at each iteration step it removes one marginal variable in such a way that the determinant of the covariance matrix of a remaining subset of marginals is maximised. In this simple example, removing i th marginal of data is equivalent with removing i th column and i th row of the covariance matrix. The procedure is repeated up to the stop condition indicating n marginals left that are supposed to carry a meaningful information. The argumentation for MEV is based on the fact, that the determinant of the covariance matrix is proportional to the information hyper-ellipsoid [49] of this matrix. Now we want to generalise this method to the higher order cumulant's tensor case. In the case of such cumulant's tensor the remove of the i th marginal is equivalent with removing all i th fibres [48] of the cumulant's tensor i.e. all elements with an index containing i.
Suppose now we want to distinguish between the Gaussian and the t-Student copula, both with Gaussian univariate marginals. The straight forward method would be a search for non-zero elements if C 4 determining a subset of marginals modelled by a t-Student copula. For this purpose we can use the Froebenious norm of the 4 th cumulant's tensor:
and the following target function from [43] f
The norm of the covariance matrix (second cumulant) in the denominator is used as a normalisation to reproduce the absolute value of the kurtosis in an univariate case. Here at each iteration step we remove one, say i th marginal in such a way that the target function is maximised. Unfortunately, the information significance of the Froebenious norm of higher order cumulant's tensor is not straight forward. This is an disadvantage especially as cumulant's elements are computed with rather high estimation error. As discussed in previous Section the HOSVD ot the higher order cumulant's tensor have some information significance on the other hand.
The use of the HOSVD of cumulant's tensors
Our approach is the generalisation of the Joint Skewness Band Selection (JSBS) method, that was applied successfully to the features selection in a small target detection of hyper-spectral data [35] . The JSBS uses the following target function:
where M (3) , the Joint Skewness Matrix, is computed from the 3 rd cumulant's tensor by means of Equation (28) . The determinant of the covariance matrix -C 2 -raised to the power 3 was used in the denominator to reduce a chance of selecting highly correlated features that carries similar information.
Additional argumentation for such approach comes from the fact, that one reproduces the absolute value of the asymmetry in a one dimensional case.
In our case the JSBS approach would be ineffective, since the 3 rd cumulant's tensor of the t-Student copula with symmetric marginals is zero. It is why we propose an extension of the JSBS to the Joint Kurtosis Features Selection (JKFS) that uses the cumulant's tensor of order 4 in the target function:
where M (4) as discussed in the previous Section, is a Joint Kurtosis Matrix, commuted from the cumulant's tensor of order 4 according to Equation (28) . Analogically the denominator is used to reproduce the absolute value of the kurtosis in an one dimensional case, or reduce a chance of selecting highly correlated features that carries similar information in features selection scenarios. Analogically to the JSBS, in each iteration step, one removes one marginal form data in such a way, that the target function is maximised. In details, to remove the i th marginal from data, one can equivalently remove all i th fibres from the C 4 tensor, and the i th row and column of the C 2 matrix.
Outlier detection
In an outlier detection scenario given t realisations of n-variate random vector we are searching for such a small subset of realisations of size τ t, that does not fit the probabilistic overall model of data.
The Reed-Xiaoli Detector
We start with the well known state of the art detector, the Reed-Xiaoli (RX) Detector [50, 51] . The RX detector requires the ordinary data (called sometimes a background) to follow the Gaussian multivariate distribution with fixed parameters Σ and µ, while rarely appearing outliers to follow other probabilistic model. In theory outliers should be modelled by the Gaussian distribution with the sane parameter Σ, but different mean vector parameter. Nevertheless the RX detector is applicable to analyse non-Gaussian distributed outliers, for example see [52] in references therein. The state of art modifications of the RX detector are rather linked to the case of the non-Gaussian probabilistic model of the ordinary data [53] .
To introduce the RX detector, suppose we have data in a form of matrix X ∈ R t×n . The j th realisation of data is given by the following vector x j = [x j,1 , . . . , x j,n ] ∈ R n . Having estimated a mean vector µ ∈ R n and the covariance matrix Σ ∈ R [n,2] from data, we can calculate the Mahalanobis distance [54] between given realisation and the mean vector:
The higher the value of md j , the more probably that the j th realisation is an outlier. Further, we can use a threshold value, such as a given percentile of the χ 2 squared distribution with n degrees of freedom to decide weather we have an outlier, or a peace of the ordinary data.
The disadvantage of such approach comes from the fact, that if an outlier x j is from some complicated non-Gaussian distribution, we do not know exactly, what value of the Mahalanobis distance will it produce. The Mahalanobis distance here will not be a sum of squares of n independent samples from a Gaussian distribution. In our case, due to tail dependencies of the t-Student copula, some outliers will be detected as producing the Mahalanobis distance higher than the threshold, but some may produce below the threshold, value resulting in no detection. Nevertheless, in practice the Mahalanobis distance appears as a part of many algorithms detecting outliers modelled by multivariate distributions that are not necessary Gaussian [55, 56, 36] .
The HOSVD of the 4 th cumulant method
In this paper we present the outlier detection algorithm that is the modification of the algorithm presented in [36] by means of the use of the HOSVD decomposition of the 4 th cumulant's tensor.
In [36] at first, the mean of each marginal is removed, as well as the second order cross-correlations by multiplying data by Σ − 1 2 . Next the outlier detection is performed in 2 steps. In the first step, data are projected onto specific directions that gives highest or lowest 4 th moments and the relative distance between each realisation and the median is computed. If this distance is higher than the threshold value at least for one specific direction the realisation is marked as an outlier candidate and removed from a dataset. The remaining dataset is used in the next iteration's step. The procedure is repeated as long as no more outliers candidates appears or the stop condition (the size of the set of outliers candidates is roughly a half af a set of originally imputed data) is fulfilled. In the second step, the RX detector with parameters ν RX and Σ RX estimated for data not being outliers candidates, left after the first step is applied to find true outliers out of their candidates. For the threshold value a 99 percentile of the corresponding χ 2 distribution is used. In [57] the procedure was modified by adding to specific directions additional random directions.
The first modification we propose, is a resignation from the second step that include the RX detection of the outliers candidates, since we do not know exactly the significance of the Mahalanobis distance for data from the t-Student copula with Gaussian marginals. Further we resign from the threshold parameter in the RX detection.
The second modification comes from the observation, that low values of the 4 th moment is consistent with negative values of 4 th cumulant. Hence we can project data on specific directions with high absolute value of the 4 th cumulant, what can be performed, at least approximately, by taking first r columns of the factor matrix W of the HOSVD decomposition of the 4 th cumulant's tensor as discussed in Subsection 3.2. If the r parameter was large enough, pseudo-random directions would be included here as well making ours method some modification of the algorithm proposed in [57] .
The last modification concerns the stop condition. If we do not have the RX detector in the second step as in [36] , we need the more definite stop condition. Hence we calculate the vector of univariate kurtosis of data projected onto specific directions and stop the loop if the kurtosis stops falling due to further removal of outliers. After those 3 modifications, the procedure is summarised in Algorithm 1.
Algorithm 1 HOSVD based non-Gaussian outliers detection.
1: Input: X ∈ R t×n -data, β -sensitivity, r -number of specifics directions. 2: Output: outliers ⊂ (1 : t).
3: function hosvdc4detect(X, β, r)
4:
remove means of all marginals of X 5:
Σ -the covariance matrix of X 6: while k this step < k previous step do 7:
compute C 4 (X) and M (4) see Eq. (28) 8:
:
11:
for j ← 1 to length(Z 1 ) do 12: if max i
append j to outliers 14: end if 15: end for 16: Remove outliers realisations from X 17:
end while 18: return outliers 19: end function 5 Experiments
Data generation
To perform experiments on generated data, we use the copula based data generator parametrised by: Σ ∈ R [n,2] -an expected correlation matrix, k ⊂ (1, 2, . . . , n) -a subset of non-Gaussian marginals, and ν -the t-Student copula parameter for this subset. In this model, the supplement of k, the subset of marginals (1, 2, . . . , n) \ k, is modelled by the Gaussian copula. After data generation from the copula model, data are transformed to such with standard Normal univariate marginals with mean 0 and variance 1.
The data generation scheme is summarised in Algorithm 2, where we uses the modified t-Student distributed data generator [40] :
• generate t realisations of n-variate Gaussian distribution with correlation Σ and standard marginals -X G ∈ R t×n ;
• for the k-subset of marginals tranform multivariate Gaussian distribution to the t-Student one by multiply all elements of each realisation by ν v 0 , where v 0 is sampled from χ 2 ν ;
Algorithm 2 Convert data sampled from Gaussian multivariate distribution with standard univariate marginals to such where the k-subset of marginals is modelled by the t-Student copula. 1: Input: X G ∈ R t×n -data from n-variate Gaussian distribution with standard normal marginals, ν -the t-Student parameter, k -the subset of marginals. 2: Output: X ∈ R t×n 3: function gcop2tstudent(X, ν) 4: for j ← 1 to t do 5:
Sample v 0 ∼ χ 2 ν sample χ 2 distribution parametrised by ν 6: for i in k do 7:
for T ν and G −1 see Definition 2. using T ν , and to univariate standard Gaussian using G −1 .
The algorithm is implemented in a Julia programming language [37] and available on a GitHub repository [39] as a function gcop2tstudent(). The sampling from χ 2 ν in line 5 of Algorithm 2, has a side effect, it decreases a correlation between the k-subset and its supplement. Due to the use of the χ 2 distribution, one expect that the lower the ν value, the worse the side effect. We analyse this side effect by means of numeric stimulations, for this purpose we analyse the maximal element-wise difference between expected covariance matrix Σ with elements σ i 1 ,i 2 and the obtained covariance matrix C 2 (X) with elements c i 1 ,i 2 :
Given following experiments settings: n = 50, |k| = 10 and t = 10 5 , for each experiment we generate randomly a Σ matrix by means of the 'random' method in [58] , and generate randomly a subset k given its size. Results of d 2 for 10 independent experiments are presented in Figure 2 . Concluding values of d 2 are small, especially for larger ν values.
For the outlier generation we used modified Algorithm 2. In the modified version, the loop in line 4 goes not over all realisations but over a small subset of outlier realisations. Hence for ordinary data we have a multivariate Normal distribution while outliers have the t-Student copula for a chosen k-subset of marginals.
Features selection
Given the following experiments setting: n = 50, |k| = 10 and t = 10 5 , for each experiment's realisation we generate randomly Σ and k as discussed in previous section. Next by means of the followinf features selection methods: JKFS, JKN and MEV we reduce the number of marginals up to n = |k| + δ and examine how many of those marginals are included in priorly determined k. In Figure 3 we present the empirical selection probability of features included in k for different ν and δ values.
Concluding the MEV performance is slightly better that a random choice, for lower ν. This comes from the fact that the Algorithm 2 slightly affects the correlation between the k-subset and its complement, especially for small ν. This is sometimes detected by the MEV. Oppositely, the selection power of the JKFS is best and for most cases, what approves of the HOSVD based information extraction from the 4 th cumulant's tensor in comparison with the simple JKN approach. This may result from the fact that the JKFS is better in extracting information from higher order cumulant's tenors estimated with rather high estimation error, see see Appendix A in [42] for discussion on this issue. Finally, for δ = 5 we have very good performance of the JKFS. Observe that for δ = 0 we do not select properly all features. This is probably due to the fact, that for low data dimensionality, cumulants tensors of order 4 may not fully reflect mutual information tied to the t-Student copula. It was discussed at the end of Section 2.2.
Outlier detection
In this Subsection we use the same experimental setting as in the previous one, but now we use the modified version of Algorithm 2 for an outlier generation, as discussed at the end of Subsection 5.1. We modify multivariate Gaussian distributed in such a way, that we change the copula form the Gaussian one to the t-Student one for a k-subset of marginals of the τ = 0.01t long subset of realisations -a subset of outliers. Obviously, the t-Student copula is parametrised by an additional integer parameter ν. Given such data generation scheme we propose following outliers detectors: the RX detector and the detector that uses the HOSVD of the 4 th cumulant's tensor, introduced in Algorithm 1. In the second case, we use the number of specific directions parameter r = 3. For higher r values results are roughly similar.
Detection results are presented in Figure 4 . In particular, in Figure 4 (a) we present the ROC (Receiver Operating Characteristic) curve from an exemplary experiment's realisation, while in Figure 4 (b) we present the area under ROC curves for 10 realisations of the experiment. Concluding the performance of ours detector is much better than those of the RX detector. In our opinion the worse performance of the RX detector comes from limitations concerning the Mahalanobis distance calculated for non-Gaussian distributed outliers. 
Financial data analysis
In this subsection we discuss an application of an outlier detection methods in the real life data analysis. We concentrate on the crisis detection in equity markets (using the individual equity prices of an index for the multivariate data). For equity prices, we take shares prices of companies traded on two distinct stock exchanges: the large New York Stock Exchange and the medium size Warsaw Stock Exchange. In both cases we analyse data from approximately 270 trading days, and takes two records per day (the opening price and the closing price). To demonstrate the utility of our method, we chose such observation windows that include mostly ordinary trading, but end on the crisis. The size in the observation window is similar to those used in [59] . Further, by observing the stock exchange index, we split each window into the ordinary data phase and the crisis data phase, see Figure 5 (a) and Figure 6 (a). Then we analyse the probability of detection of crisis (outlier) realisations versus the probability of taking ordinary data as outliers (the false alarm probability), see Figure 5 Our input data are increments of shares prices included in the stock exchange indexes. In the case of the Warsaw Stock Exchange, we use the WIG20 index containing 20 largest (most liquid) companies. For practical reasons we use 19 companies: ASSECOPOL, CEZ, GTC, KERNEL, LOTOS, In Figure 5 and Figure 6 we present the ROC (Receiver Operating Characteristic) curve of the crisis detection performed by means of the RX detector (red crosses) and the Algorithm 1 (blue diamonds). We conclude the advantage of the second one. Despite the fact that the RX detector is sensitive on outliers laying in the tail of the multivariate distribution (where crisis data lay), the advanced statistical analysis by means of the higher order cumulant's tensor gives an advantage. This is probably due to the fact that the t-Student copula is a good model for multivariate financial data joint distribution during a crisis, and the HOSVD of the 4 th cumulant's tensor can be used to detect outliers modelled by such copula. Hence, we can point a direction in using of higher order cumulants in financial data analysis. Importantly there appear a considerable portion of non-Gaussian distributed financial data during a crisis, what approves the non-Gaussian model of financial data there. This is expected from the analogy between a financial crisis and the phase transition physical model.
Conclusions
The analogy between financial models and complex physical systems yields a two stage financial data model where financial data increments are either tied with fundamental value of companies and their probabilistic model can be similar to a Gaussian one, or they are not limited in such a way and can be non-Gaussian distributed. Inspired by this observation we have introduced features selection and outlier detection methods that are based on the HOSVD decomposition of the 4 th cumulant's tensor of data that we expect to contain mutual information about non-Gaussian copula. We have used successfully these methods for detecting subsets of non-Gaussian distributed artificial data with the probabilistic model similar to such of financial data. The performance of the proposed outlier detector is significantly better than the state of art RX detector or the JSBS (in features selection scenario). In the case of financial data analysis we show, that in the crisis regions there are many samples of multivariate financial data that are non-Gaussian distributed. This acknowledges an analogy between a crisis and the physical phase transition.
For the practical application consider financial data analysis where we often deal with n-variate data, being values of n assets. Feature selection would be applicable to search for a subset of risky assets, while outlier detection for searching for an outlier behaviour during financial crisis what was demonstrated in this paper. Our method can be used to analyse data with no (joint) asymmetry. This often occurs on multivariate financial data, as gains and losses are often equally probable, and financial data are frequently modelled by the t-Student copula [11, 60] . Concluding our method can be used while seeking for a risky subset of assets or crisis symptoms.
Cumulants tensors of order higher than 4 provide a powerful tool for to analysing financial data [27, 61, 62] as well. However, computing such cumulants for moderate sample of data may have a problem with relatively high estimation error. For the discussion of this problem see Appendix A in [42] . Hence, a generalisation of the methods proposed in this paper needs further investigation.
