Introduction
In biological invasions, a large proportion of the genetic variability of an invading population depends on the historical and demographic features of its introduction: the number and genetic composition of sources, the number of successive introduction events from each source, the number of introduced individuals, the number of intermediate introduction steps between the source and the invaded region, and the dynamics of demographic expansion after each introduction. Determining the routes of introduction-the geographic pathways of the propagules between the source and the invading populations-therefore, provides not only information about the history of the invasion process, but also information about the origin and construction of the genetic composition of the invading populations (Dlugosch and Parker, 2008) .
Two methods are traditionally used to make inferences about introduction routes: (1) Direct methods based on interception data and/or historical records of the presence or absence of the species (for example the study of Argentine ant by Suarez et al., 2001) and (2) indirect methods based on genetic relationships between populations (for example Kolbe et al., 2004; Ciosi et al., 2008) . Such indirect methods are usually based on the calculation of genetic distance (for example Goldstein et al., 1999) , assignment-likelihood statistics (Rannala and Mountain, 1997) and parsimony networks (for example Voisin et al., 2005) .
One important limitation of the indirect methods is that they do not adequately take into account the demographic and genetic stochasticity of the history considered. The number of introduced individuals, their likelihood of becoming established and the time between introduction and demographic expansion may all be considered as random variables able to adopt various values. In addition, for a given set of demographic parameters, chance strongly affects the genetic composition of the samples studied because (i) genetic drift since the foundation event may have affected the genetic composition of the source population; (ii) genetic bottlenecks often occur during the first few generations after introduction, because of the limited number of founders and the small size of the newly founded population; (iii) mutational events may occur at any stage and (iv) limited numbers of individuals are usually collected during the field sampling of populations for genetic analysis. The level of stochasticity in introduction histories is, therefore, generally high, likely to have profound consequences and may considerably decrease the validity of the results obtained by indirect genetic methods.
A second general problem of these direct and indirect methods is that they do not allow probabilistic estimations of competing introduction scenarios (but see Gaggiotti et al., 2004) . In practice, an introduction scenario is chosen because the data are more consistent with that scenario than with any other. It is, in a sense, a binary decisional process (accept or reject), in which the relative likelihoods or weights of alternative scenarios are not known.
We evaluated here a model-based Bayesian method taking into account the stochasticity of the demographic and genetic processes involved and making it possible to calculate the relative probabilities of competing introduction scenarios. The Bayesian nature of this method makes it possible to make use of prior historical, biological and genetic information about the system. It is also based on a stochastic model linking demography and genetics-the coalescent model of the genealogical process (Kingman, 1982; Hudson, 1990; Nordborg, 2001 )-to provide a simple and efficient population genetic model of drift and mutation particularly useful for handling complicated evolutionary scenarios. Estimations associated with demographic and genetic models often imply a full-likelihood calculation, which is difficult for complex scenarios such as biological invasions. Approximate Bayesian computation (ABC) based on summary statistics (Beaumont et al., 2002) does not require likelihood computation, but only requires the ability to simulate datasets and makes it possible to handle large datasets, such as data for hundreds of individuals genotyped at tens of microsatellite loci. This method was recently successfully used to estimate the demographic parameters of various complex scenarios (Fagundes et al., 2007; Pascual et al., 2007) and for model selection (Miller et al., 2005; Pascual et al., 2007; Cornuet et al., 2008) .
We used simulated datasets to evaluate the utility of the ABC method for inferring the correct introduction routes of invasive populations. We considered microsatellite-like datasets, as this category of highly variable molecular markers have proved successful for addressing questions relating to invasive species (for example Estoup et al., 2004; Miller et al., 2005; Fagundes et al., 2007; Pascual et al., 2007) . We evaluated this method in the simple, but crucial case of two invasive populations strongly suspected to have originated from the same source population. The key issue is determining whether the invasive populations originated from two independent introduction events or serially from a single introduction. This simple situation is the basis for retracing more complex multipopulational introduction histories (for example Miller et al., 2005) . We have illustrated certain features of our simulation-based study by applying the ABC method to a recently published dataset for invasive populations of the western corn rootworm (WCR), Diabrotica vigifera virgifera (Kim and Sappington, 2005; Miller et al., 2005; Ciosi et al., 2008) .
Materials and methods

Models of introduction
We considered three models in which two invasive populations originate from the same source population. The dataset consist of genotypes at statistically independent microsatellite loci obtained from a sample of diploid individuals collected from the invasive and source populations. These populations may be related through three different scenarios (see Figure 1 ).
The independent introduction scenario: Both introduced populations were founded independently from the source population. We assume that at each introduction, the invading population experienced a bottleneck because the number of founders is much lower than the number of individuals in a stable population. In this first scenario, each introduced population experienced a single bottleneck of possibly different intensities.
The serial introduction scenario: Only one introduced population originated from the source population, with the second introduced population originating from the first. The first introduced population, thus, experienced a single bottleneck (as in the independent introduction scenario), but the second introduced population experienced two successive bottlenecks, the first being common to both introduced populations.
The unsampled population scenario: Earlier studies have shown that some invasive populations may remain undetected, but may have important function in the invasion dynamics of some species (for example Saltonstall, 2002; Roman, 2006) . In the two former scenarios, all the populations concerned were sampled, but in the unsampled population scenario, the two Figure 1 Introduction scenarios considered for the inference of the introduction routes of invading populations 1 and 2. S is the source population in the native area, and U is the unsampled population in the introduced area that is actually the source of populations 1 and 2 in the unsampled population scenario. The stars indicate the various bottlenecks occurring in the first few generations following introductions. The dynamics of these bottleneck events is represented in the lower part of the figure. Nf i is the effective number of funders, BD i is the bottleneck duration and N i is the effective size of invading population i. Population i was founded t i generations before present.
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T Guillemaud et al invasive populations were founded independently from an undetected and hence unsampled population, itself introduced from the source (Figure 1 ). Each invasive population experienced two bottlenecks, the first being common to both invasive populations. It is important to consider this scenario, because it superficially resembles an 'independent introduction scenario', with two introduced populations independently founded from a common population, but it actually corresponds to a single introduction from the native range. This is because only one introduced population, the unsampled population, originated from the native population. The variability of alleles and genetic combinations present in the invading populations is thus constrained by the genetic variation present in a single introduced population, rather than in two independently introduced populations. The likelihood of obtaining genetic combinations adapted to the new habitat is, therefore, lower than that in an independent introduction scenario. The 'unsampled population scenario' is hence both historically and evolutionarily substantially different from the independent introduction scenario. Historical and demographic parameters were the same for all introduction models (see bottom part of Figure 1) . Each introduced population i was founded by individuals originating from its source population t i generations ago and was characterized by an effective number of founders, Nf i , remaining constant for a few generations (bottleneck duration BD i ) and then instantaneously reaching a larger stable effective population size, N i . Parameters t i , Nf i and BD i can take distinct values in the various populations. In the meantime, the source population is assumed to have maintained a constant effective size N s . The introduced populations are assumed to be isolated from each other and from the source population after the introduction, with no exchange of migrants. We also assume that no repeated introductions occurred at the same location.
ABC estimation of the posterior probabilities of scenarios The posterior probabilities of competing scenarios were estimated with statistical methods implemented in the DIYABC program (Cornuet et al., 2008) available from http://www1.montpellier.inra.fr/CBGP/diyabc/. We simulated a large number (usually 3 Â 10 5 ) of genetic datasets under the coalescent model (Kingman, 1982; Hudson, 1990; Nordborg, 2001) , using the three introduction scenarios according to their prior probability and their parameter values drawn from prior distributions. Each typical genetic dataset contained the diploid genotypes, at 10 independent microsatellite loci, of 30 individuals sampled from each of the two invasive and the source populations. Diploid genotypes were generated assuming Hardy-Weinberg equilibrium by randomly grouping gene copies by pair within population. The summary statistics for each simulated dataset are recorded, together with the label of the scenario used for the simulation, in a file called the 'reference table'. As described by Beaumont et al. (2002) , we calculated the Euclidean distances between each simulated dataset and the observed target dataset in the space of the summary statistics (standardized by the standard deviation of the simulated summary statistics) and these distances were then used to estimate the posterior probabilities of the scenarios. As we used simulation to evaluate the ABC method, the target 'observed datasets' were also simulated and will hereafter be referred to as 'pseudoobserved datasets'.
The posterior probabilities of the introduction scenarios were estimated by three methods. The first estimator, the 'direct estimator', is the frequency of Euclidean distances associated with scenario i among distances below a specified threshold z (Cornuet et al., 2008) . The second estimator, derived from the kth nearest-neighbor density estimator (equation 1.1 of Terrel and Scott, 1992) , is called the 'KN estimator' and is defined as:
where d ik is the kth smallest Euclidean distance for the introduction scenario i and d is the number of statistics used to summarize the data. As explained by Fagundes et al. (2007) , the third estimator, the 'polychotomous logistic (PL) estimator', is based on the idea that we can sample the scenario indicator i (where i ¼ 1, y, m for scenarios 1, ..., m) from its prior and treat it as a categorical random variable in the ABC simulations. We can then apply a categorical regression (a PL regression) and an Epanechnikov kernel, as described by Beaumont (2008) to estimate the relative posterior probability of each scenario i. A proportion y of the data points, corresponding to the smallest Euclidean distances, was used in the regression. Confidence intervals (CIs) of the PL estimator were computed as described in Cornuet et al. (2008) . The selection of suitable z, k and y thresholds is a difficult task, requiring cross validation procedures for each scenario tested. Low values of these thresholds result in the generation of accurate estimates, but high variances of the estimates. Large values may result in inaccurate estimates, but low variances of the estimates. We chose to use the lowest values ensuring both a small variance of the probability estimate among 20 reference tables and 1000 pseudo-observed datasets and good stability-that is weak variation of the estimates with variations of z, k and y (results not shown). The results obtained for z and k values between 50 and 1000 and for y values between 1000 and 100 000 (not shown) were all qualitatively similar to those presented below. A value of 100 for z and k, and a value of 10 000 for y were hence selected for all calculations when not indicated differently.
Summary statistics
Genetic variation was summarized within and between populations, using the following statistics: the F ST values between pairs of populations (Weir and Cockerham, 1984) and the mean individual assignment likelihoods of individuals collected in population i and assigned to population j (L i-j , Pascual et al., 2007) , the mean number of alleles per locus, the expected heterozygosity (H, Nei, 1987) and the mean variance of the absolute allelic size (V, Estoup et al., 2004) computed for each population (A, H, V) or for each pair of populations (that is by pairwise pooling of population samples) (A2P, H2P and V2P). The default set of statistics (hereafter referred to as 'default stat') was A2P, H2P, V2P, F ST values and L i-j and hence 'Miller' and 'Beaumont stat' to select the best set of summary statistics.
Prior distributions of parameters
We kept our simulation study as generic as possible in the context of invasion biology. Each of the three competing scenario (independent, serial and unsampled) was assumed to be equally probable. The default set of prior distributions of the historical, demographic and mutational parameters is shown in Table 1 . We used a generalized stepwise mutation model to simulate mutations at the molecular markers of interest (that is microsatellites; Estoup et al., 2002) . A mean mutation rate across loci m was first drawn from its distribution, then single locus mutation rates m were drawn from a Gamma distribution with mean m and shape parameter 2 (rate ¼ 2/m). For each locus, the coefficient P of the geometric distribution of repeat units by which a new mutant allele differs from its ancestor was drawn from an exponential distribution with mean of 0.22 (Miller et al., 2005) .
Simulation of pseudo-observed datasets
For each introduction scenario, 1000 pseudo-observed genetic datasets were simulated using the DIYABC program as for the calculations above. The demographic, historical and mutational parameters used to simulate pseudo-observed data were drawn from probability distributions with regions of positive probabilities (that is supports) included within those of the prior distributions (Table 1 ). This assumption suggests that the knowledge about the biological system studied is sufficient to correctly choose the prior distributions. This procedure for simulating the test datasets was preferred over the more traditional strategy of fixing all but one of the parameters and evaluating the effect of the unfixed parameter, because the demographic, historical and mutational parameters were thought likely to act together to produce the pseudo-observed statistics and inference results. We used specific statistical treatments based on linear models to analyze the effect on posterior probabilities of varying the parameters used to simulate pseudo-observed datasets (see Supplementary information for details). For these analyses, we used a specific set of prior distributions: the 'alternative prior distributions' described in Table 1 .
Performance of the ABC approach
The selected scenario was defined as the most probable of the scenarios considered. The performance of the ABC method was evaluated by measuring its accuracy. The accuracy of a classification method is the frequency at which it correctly selects the 'true' introduction scenario from among the tested scenarios. The term accuracy is used in the following with this meaning only. For each estimator, we also calculated the area under the curve (AUC) of a receiver operating characteristics graph (Fawcett, 2006) . The largest AUC corresponds to the N s is the effective population size of the source, Nf i , the effective number of funders, BD i , the bottleneck duration, N i , the effective size after growth of outbreak i (with i ¼ 1, 2 or unsampled).
Outbreak i was founded t i generations before present. m is the single locus mutation rates with meanm and P is the coefficient of the geometric distribution of repeat units with mean P.
Exp is exponential distribution. Alternative distributions were used to assess the effect of model parameter values on inferences (see text for details).
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We evaluated the effect of the number of loci (5, 10, 20 and 50), sample size (15, 30 and 60 diploid individuals) and the number of simulated datasets in the reference table (3 Â 10 4 , 3 Â 10 5 and 3 Â 10 6 ). The performance of the ABC method was also compared with that of indirect methods based on raw F ST or L i-j statistics. With such methods, it is possible to infer introduction scenarios based on the following rules: the source of each introduced population is the sample for which the L i-j value is the largest or the F ST value the smallest. Considering populations S, 1, and 2 in Figure 1 , the independent introduction scenario (S-1, S-2) is expected to produce the following relationships:
No specific hierarchical relationship is expected for the unsampled population scenario.
Robustness of inferences
The robustness of the ABC method was evaluated by analyzing the effect of various erroneous beliefs on the biological system studied. Such errors were investigated by altering either the scenario or the distributions of parameters used to simulate the pseudo-observed datasets (that is the true introduction scenario and true parameter distributions). The prior parameter distributions and the three competing scenarios (independent, serial and unsampled) used for the inference remained unmodified. The following list of tests presents the various modifications of the true scenario and the true parameter distributions.
Test 1: The supports (that is, the regions of positive probabilities) of the true parameter distributions used to generate the pseudo-observed datasets were not included in those of the prior distributions (Table 1) .
Test 2: False source in the invaded area: in the true introduction scenario, an introduced unsampled population has generated two serially introduced populations (unsampled-serial introduction scenario in Figure 2 ).
Test 3: False source in the native area: in the true introduction scenario, the sampled population in the native area had actually diverged from the real source population t false source generations ago, without a bottleneck (false source independent introduction scenario in Figure 2 ).
Test 4: Two sources: in the true introduction scenario, the two invasive populations were founded from two sources that had diverged t sources generations ago, and the source of only one invading population was sampled (two sources introduction scenario in Figure 2 ).
Test 5: False sequence of introductions: the sequence of introduction events was inverted because of uncertain, if not erroneous information concerning the dates on which the species was first sighted. The true inverted-serial introduction scenario (Figure 2 ) was hence source-pop2-pop1, whereas the tested-serial scenario was source-pop1-pop2. In the same vein, the true inverted independent introduction scenario was source-pop2 and source-pop1, whereas the testedserial scenario was source-pop1 and source-pop2.
The prior distributions for the parameters used for tests 2, 3, 4 and 5 were those of the default set (Table 1) , whereas t false source and t sources were drawn from Uniform[40;500].
Application to the WCR, a pest beetle invading Europe
The WCR, D. virgifera Leconte, is a univoltine chrysomelid and is a major pest of corn in North America. It has recently been introduced into Europe. Several disconnected invading populations have been observed in Europe, including two large expanding outbreaks first observed in Serbia in 1992 (hereafter referred to as the Central European outbreak), and in North Western (NW) Italy in 2000. Miller et al. (2005) studied the introduction routes of WCR, using an earlier version of the ABC method (using the KN and direct estimators) and concluded that these two large expanding outbreaks were independently founded by individuals originating from North America. Here, we check this result using the revised ABC method and, most importantly, we aim to illustrate the effect of considering erroneous source populations. We performed an ABC analysis on the NW Italian and Central European outbreaks, which were sampled in 2003 and described by Miller et al. (2005) , using various North American samples as putative sources (samples collected in Texas and Pennsylvania in 2004 , in Kansas, Nebraska, Iowa, Ohio, Illinois, Delaware and New York in 2003 (Kim and Sappington, 2005 , and in Arizona in 1998 (Ciosi et al., 2008) ). These American samples displayed low to medium levels of genetic differentiation (F ST values ranging from 0 within the US Corn Belt to about 0.06 between Delaware and Arizona). We used the genotypes obtained at eight microsatellite loci (Miller et al., 2005 Figure 2 Introduction scenarios considered in tests 2, 3, 4 and 5 of the 'robustness analysis'. Test 2: false source in the introduced area (the unsampled-serial introduction scenario is shown as example). Test 3: false source in the native area (the false source independent introduction scenario is shown as example). Test 4: two sources. Test 5: false sequence of introduction (the inverted-serial introduction scenario is shown as example). S is the source population in the native area; U is the introduced unsampled population; FS is the false source in the native area; S1 and S2 are the two sources in the native area of the two invasive populations (in the example shown, only S2 was sampled). The gray color indicates that the corresponding population was not sampled.
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The default set of priors detailed in Table 1 was used, with the following minor modifications: the years of introduction of WCR in Europe were drawn from uniform distributions bounded by 1986 and 1991 for Central Europe, and by 1995 and 1999 for the NW Italian outbreak. The generation time for D. virgifera is 1 year. Given the available data on the fertility and population growth rates of WCR (Toepfer and Kuhlmann, 2005) , we uniformly draw duration of bottlenecks after the introduction between 1 and 5 years, as in the study by Miller et al. (2005) .
Results
Inferring introduction scenarios
We found the ABC method for inferring the introduction routes of invading populations to be efficient in most of the simulations studied, whatever the estimator of the posterior probabilities (Table 2 ). When scenario selection was based on the highest posterior probability value, between 89 and 96% of the pseudo-observed datasets were correctly assigned to the true scenario (mean accuracy of 0.92). Note that with this classification criterion, a classification can be correct, although the estimated probability of the true scenario is below 0.9. This explains why the frequency of correct classification (f in Table 2 ) is generally high, although f(P i 40.9) may be low. The unsampled population scenario was well recovered by the ABC method.
The traditional indirect method (described in the 'Performance of the ABC approach' section), in which raw F ST values are used to infer the introduction scenario, correctly classifies the pseudo-observed datasets to the independent or serial scenario (Table 2) . It is worth stressing, however, that this method cannot correctly classify the unsampled population scenario and selects the independent or serial introduction scenario for 66% of the datasets simulated under the unsampled population scenario. The method based on mean individual assignment likelihood did not provide satisfactory results. More than 60% of the pseudoobserved data simulated under the serial introduction scenario could not be assigned to either the independent or serial introduction scenario. Similar to the F ST -based method, the assignment-likelihood method cannot classify the unsampled population scenario. It is noteworthy that when an introduction scenario is incorrectly selected, the differences between assignment likelihoods or between F ST values whose relationships are used to infer the scenario are lower than when the scenario is correctly selected. For instance the differences
are larger if the independent scenario is correctly selected than if it is incorrectly selected (for example when the unsampled population scenario is true).
Additional analyses showed that when the bottleneck population sizes used to simulate the pseudo-observed datasets were larger than in the default conditions, the simple indirect methods performed much less well than Direct, KN and PL represent three different estimation methods of posterior probabilities of introduction scenarios as described in the Materials and methods section. Indirect methods are based on raw F ST or assignment likelihood L i-j values. f is the proportion of the simulated data classified into each tested scenario. The frequency at which the lower limit of the 95% confidence interval of the posterior probability of each scenario exceeds the upper limit of alternative scenarios is f lim (computation possible only for the PL estimator). For the ABC method, the mean (P ) and the standard deviation (s.d.) of the posterior probability of each tested scenario and the frequency of posterior probabilities exceeding 0.9 (f(P i 40.9)) are shown. In addition, the mean standard error of the posterior probability of each tested scenario among 30 reference tables is given in square brackets. Values in bold characters indicate that the corresponding tested scenario is true. NC is not computable.
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T Guillemaud et al the ABC method. With bottleneck population sizes drawn from a uniform prior distribution between 50 and 500 and from a uniform distribution to generate the pseudo-observed datasets bounded by 100 and 500 (all other distribution being the same as before), we obtained the following frequencies of correct scenario identification: 67.4% for the F ST method, 70% for L i-j and 83.6% for ABC when the true scenario was the independent scenario; and 65.3% for the F ST method, 33.1% for L i-j and 80.4% for ABC when the serial scenario was true. As already mentioned, the unsampled population scenario could not be identified by the F ST and L i-j methods. It was correctly identified by the ABC method at a rate of 53.9%.
Comparing estimators of introduction scenario probability
The expected values of the posterior probabilities of our complex competing scenarios are unknown, but a 'good' estimator should frequently assign the pseudo-observed datasets to the introduction scenario used to simulate them. We found that the three estimators behaved very similarly in this respect (Table 2) . Another desirable property of the posterior probability estimator is its small variance among independent analyses of the same data. The standard error of the posterior probability estimator was calculated by analyzing the 3000 simulated pseudo-observed datasets 30 times, with 30 independent reference tables. The PL estimator had a standard error between reference tables one-half to one-third that of the other estimators (see the values in brackets in Table 2 ).
Importantly, as mentioned in the Materials and methods section, the PL estimator displayed a remarkable stability-that is weak variation of the estimates with variations of y, the proportion of the data points used in the regression. We observed almost no variation of PL estimates with y values varying between 1000 and 100 000.
Finally, we could calculate CIs for the posterior probability of the PL estimator. Use of the lower limit of the 95% CI of the maximal probability scenario being greater than the upper limit of the 95% CI of the other scenarios as the classification criterion gave an accuracy similar to that obtained with the largest posterior probability ( Table 2 ). The overall properties of the PL estimator were thus considered as better than those of the direct and KN estimators. We, therefore, present only the results obtained with the PL estimator below.
Effects of model parameter values on inferences
The alternative parameter distributions and alternative prior distributions (Table 1) used to address this particular question provided good discrimination results: AUC ¼ 0.99, accuracy ¼ 0.95.
We performed a statistical analysis of the effects of variation in the parameters on the posterior probabilities of scenarios, using a linear model-based approach. The results of the linear model fits are shown in Supplementary Table 1 . Linear models accounted for 22, 31 and 45% of the variance when the true scenario was the independent, serial or unsampled population scenario, respectively. Most significant and larger effects dealt with bottleneck parameters: the posterior probabilities of the independent and serial scenario, when true, were negatively correlated with the intensity of drift in the two introduced populations during bottleneck events. The probability of the true scenario was higher for larger bottleneck population sizes and shorter bottleneck durations. When the unsampled population scenario was the true scenario, the effect of drift intensity in the introduced populations depended on the population considered. Drift intensity had a negative effect in the more recent introduced population (population 2 in Supplementary Table 1) , and a variable effect in the older introduced population (population 1) and in the unsampled population. Increasing the number of effective founders in the more recently introduced and unsampled populations had a positive effect on the probability of the true scenario below a certain population size and a negative effect above this threshold. Parameters affecting genetic diversity in the source population (that is N source andm) had a positive effect on the posterior probability of the independent and serial introduction route scenarios, but no significant effect for the unsampled population scenario. The dates of introductions and stable effective population sizes after the bottleneck period, for introduced populations, had no effect on the posterior probability for any of the scenarios.
Influence of ABC summary statistics, number of individuals, loci and reference table size
The number of datasets in the reference table, the number of diploid individuals sampled per population and the number of loci have a positive effect on the AUC, the probability of the true scenario and the rate of identification of the true scenario (Table 3 ). The ABC method was found to be sensitive to the number of loci used, but provided good results with as few as five loci (470% of scenarios correctly identified). Reducing the sampling effort to 15 individuals per sample decreased the accuracy by about 5 percentage points with respect to the default sample size (30 individuals). Doubling the default sample size per population did not increase accuracy. The use of 3 Â 10 6 datasets per reference table gave no improvement in the correct classification rate over the use of 3 Â 10 5 datasets, and 3 Â 10 4 datasets appear sufficient to reach a similar accuracy. Finally, all tested sets of ABC summary statistics ('default', 'Miller', 'Beaumont stat') gave similar results, with an accuracy of between 91 and 92% (Table 3) .
Robustness of inference and effect of erroneous prior beliefs Test 1: Errors in demographic, historical and genetic parameter priors (Table 4) : using priors for N s with larger values than that of N s used to simulate pseudo-observed datasets decrease the posterior probabilities of the true scenarios and increases their variances. Consequently, the correct introduction scenario is recovered less often, even if it is correctly inferred in 470% of the simulated cases. Conversely, if the priors used for Nf i are too small, the rate of correct classification increases markedly when the true scenario is the independent or serial scenario. The true unsampled population scenario is poorly recovered, however, and the distribution of the posterior probabilities of the three scenarios is generally flat in this case (o7% of the probabilities Introduction routes of invasive species T Guillemaud et al exceed 0.9 versus 47% for the default parameters; Table 2 ).
If bottleneck duration priors are too small, scenario identification becomes much less accurate, particularly if the serial scenario is true. In this situation, the unsampled population scenario is erroneously selected in 72% of the simulated cases. However, as stated earlier, the distributions of the posterior probabilities of the three scenarios are flat (o10% of the probabilities exceed 0.9 versus 430% for the default parameters; Table 2 ).
Erroneous beliefs concerning mutational parameters had limited effects on inference accuracy, unless the mean mutation priors are too large.
A large error in the timing of introduction events (such as the actual introductions taking place about 100 generations before they were believed to occur) had only a small effect on inferences. However, the unsampled population scenario tended to be selected more frequently when the serial introduction scenario was true than in the default situation (26 versus 9%).
Test 2: False source in the invaded area: the ABC method selects the serial scenario when the unsampledserial scenario is true with about the same frequency as when the serial scenario is true.
Test 3: False source in the native area: when the two populations were introduced independently only 39% of the simulated cases were assigned to the independent scenario and 61% falsely assigned to the unsampled population scenario. This effect depends on the level of differentiation between the actual and the believed source (see Supplementary Figure 1 ). Moderate to high levels of divergence (F ST 40.02) led to selection of the (false) unsampled population scenario. However, if only independent and serial scenarios are considered, the rate of recovery of the true scenario is high (that is 84.8% for independent and 100% for serial scenarios; results not shown).
Test 4: Two sources: if the two invasive populations originate from two diverging sources (quartiles of F ST distribution: 0.008, 0.014, 0.021), it is believed that one of these sources is the source of both populations (see 'Two sources' in Table 4 ), the independent scenario is recovered as frequently as in the default situation.
Test 5: False sequence of introductions: when the trueserial scenario is source-pop2-pop1, but the tested scenario is source-pop1-pop2, the unsampled population scenario is incorrectly selected in most cases (94%). However, no effect on posterior probabilities was observed when the independent or the unsampled population scenario was the true scenario. This led us to consider this 'inverse-serial scenario' to the scenarios tested, resulting in the consideration of four, rather than three competing scenarios (that is independent, serial, inverse-serial and unsampled scenarios) in a dedicated analysis (Supplementary Table 2 ). The true inverse-serial scenario was correctly recovered in 91% of the simulated cases (Supplementary Table 2 ). Adding an alternativeserial scenario to the set of scenarios tested only slightly decreased the global accuracy of the ABC method (from 92 to 89%). For the sake of clarity, we considered this fourth (inverse serial) scenario in this specific analysis (Supplementary Table 2) only.
Application to the WCR We performed 10 successive ABC analyses of introduction scenarios, using each of the 10 North American The effects on inferences were evaluated by calculating the mean accuracy, the mean one-versus-all AUC of the classification, the mean (P i ) and the standard deviation (s.d.) of the posterior probability of the true scenario i, and the proportion of cases in which scenario i has the largest posterior probability (f i ). See Materials and methods section for details regarding default conditions. The default number of loci, individuals and datasets in the reference table are 10, 30 and 3 Â 10 5 , respectively.
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samples as the source of the European populations. The serial scenario had a null posterior probability whatever the source population used. If one of the samples collected from the central and eastern part of the USA (from Kansas to the state of New York) was used as the source, the probability of the independent introduction scenario was high (between 0.7 and 0.9 with narrow 95% CIs), except for the sample from Illinois, which gave a probability of 0.46 (95% CI: 0.39-0.53). Interestingly enough, we found that the unsampled population scenario was selected with probabilities of 1 (95% CI: 1-1) and 0.88 (95% CI: 0.85-0.91) if we used the samples from Arizona and Texas, respectively, as the source. For the sake of simplicity, we defined the 'true' source population of the European outbreaks as the North American population with the lowest F ST value with respect to the NW Italian and Central European samples. The sample collected in Delaware was thus considered the most probable source of both European populations. Figure 3 shows the relationships between the posterior probability of the independent scenario and the pairwise F ST values obtained by comparison between each 'false' source population used to compute the probability and the Delaware sample. Consistent with our earlier simulation results, there was a marked inverse correlation between the probability of the independent scenario and F ST . Figure 3 also shows that when only two scenarios are tested (independent and serial introduction scenarios), the posterior probability of the independent scenario is 1, with a small 95% CI for all of the US samples considered as the source except for the Arizona sample. The ABC method correctly selects the unsampled population scenario, when true, whether or not beliefs concerning the source in the area of origin are erroneous (Table 4) . Thus, our results for WCR strongly Table 4 Effect of erroneous prior beliefs on the ABC method The effects on inferences were evaluated by calculating the mean accuracy (Acc), the mean one-versus-all AUC of the classification, the mean (P i ) and the standard deviation (s.d.) of the posterior probability of the true scenario i and the frequency (f i ) of cases in which scenario i has the largest posterior probability. NR is not relevant. SMM is stepwise mutation model (Estoup et al., 2004) . See Table 1 for details regarding parameter distributions. The 'prior support' is the region of the prior distribution with positive probabilities. Figure 3 Posterior probability of the independent scenario in the case of the NW Italian and Central European WCR invasive outbreaks shown as a function of the F ST value between the various source populations used to compute the probability and the Delaware sample, considered to be the 'true' source of the European outbreaks (see text for details). The error bars correspond to the 95% CI of the PL regression estimator. The black triangles correspond to the case, in which three scenarios are tested (independent, serial and unsampled population) , and the open squares to the case, in which only two scenarios are tested (independent and serial). The serial scenario has a null posterior probability, whatever the source population used and, thus, P(Unsampled) ¼ 1ÀP(Independent).
T Guillemaud et al support the hypothesis of an independent introduction scenario with a source population within or close to the central or eastern part of the USA. They also nicely illustrate the potential bias that is likely to arise when considering a wrong genetically differentiated source population.
Discussion
We evaluated the ability of an ABC method to infer introduction routes in the context of biological invasions. Using a simulation-based approach, we showed that, when two invading populations and a source population are considered, the ABC method very frequently identifies the 'true' introduction scenario. This method also provides an estimate of the posterior probability of the competing scenarios and CIs for each probability. It is worth stressing that a set of n invasive populations with a common source population in the native area can be analyzed by studying n(nÀ1)/2 pairs of invasive populations with the independent, serial and unsampled population scenarios (Miller et al., 2005) .
Calculation of the posterior probabilities for each competing scenario is of key importance, as it makes it possible to quantify our level of confidence in the choice of a specific scenario (as opposed to the others). The Bayesian nature of the ABC method confers on this method the advantage that prior information can be incorporated such that the competing scenarios have different weights. For instance, the dates of the first observations of introduced populations can be used to weight the serial and inverse-serial introduction scenarios, as proposed byMiller et al. (2005) .
Methods based on F ST or L i-j values to which the ABC approach was compared are not the most powerful (for example as compared with full-likelihood methods). However, 'distance' methods, some of which are tree based, are commonly used in invasion biology to determine the most probable sources of invasive populations and, by extension, to determine introduction routes of invasive populations. We found that F ST or L i-j methods were less reliable than the ABC method for at least three reasons: (1) they cannot include the unsampled population scenario among the tested models; more generally, as soon as a tested scenario is not directly translatable into a simple hierarchy between F ST values or between L i-j values, it cannot be evaluated. More importantly, when the unsampled population scenario is true, these methods erroneously identify either the independent or the serial scenario as the true scenario, (2) they result in incorrect classification when bottleneck intensities are moderate and, most importantly, (3) they do not provide probabilities for the introduction routes tested or any other measurement of confidence in the choice made. Many earlier studies in the field of invasion biology (e.g. Kolbe et al., 2004; Voisin et al., 2005) have been based on methods using distance trees or parsimonious networks built from nucleotide sequence data (often mitochondrial or chloroplast DNA). Drawbacks (1) and (3) of the F ST and L i-j approaches probably also apply to these methods. A simulation-based study is required to evaluate drawback (2).
We compared three different estimators of posterior probabilities: the direct estimator, the kth neighbor density estimator (KN) and the PL regression estimator.
We found that the PL estimator had desirable properties, such as a low sensitivity to the choice of threshold and a low variance. However, it often provided lower values for true scenario probabilities than the KN estimator. The reanalysis in this paper of some of the data of Miller et al. (2005) using the PL estimator confirmed, with high levels of confidence, that the NW Italian and Central European outbreaks of WCR resulted from independent introductions from North America (most probably from the central north-eastern part of the USA).
The default parameters used in our simulation settings correspond to an a priori unfavorable situation, in which the invasions were recent. In such conditions, genetic differentiation would be expected to be minimal and signatures of the introduction history because of long divergence times between populations should be absent. Consistent with these assumptions, we showed that bottleneck intensities were key factors for determining the posterior probabilities of introduction routes. We might initially have expected stronger bottleneck intensities to favor scenario discrimination, because drift pulses during bottlenecks are at least partly responsible for the genetic signature of introductions. However, we found the opposite to be true. Accuracy was negatively affected by bottleneck intensity, probably because intense bottlenecks (particularly during the first introduction event) tend to generate patterns expected under the unsampled population scenario, in which the gene genealogies of both introduced populations suffer from two successive bottlenecks.
We found that our approach was robust to many types of error in prior beliefs. In particular, errors concerning mutational parameters and the dates of events were found to have negligible effects on classification results. If only the independent and serial scenarios are considered, the ABC method is almost insensitive to error concerning demographic parameters, including bottleneck intensity. The unsampled population scenario may increase the susceptibility of the analysis to errors in prior beliefs, but including this scenario in the set of tested scenarios is crucial, as it avoids confusion between multiple and single introduction scenarios. It might be worth reanalyzing some of the earlier reported descriptions of multiple introduction scenarios that may actually be the result of unsampled population scenarios.
We found that in case of geographic genetic structure within the native area, an error concerning the source population in this area resulted in misleading results being obtained with the ABC method. The probability of the unsampled population scenario increases with the level of genetic differentiation between the true and false sources when the true scenario is an independent introduction scenario. We have illustrated this effect with real datasets from the WCR invasion in Europe. The NW Italian and Central European outbreaks of WCR probably resulted from independent introductions of individuals originating in the northern US (Miller et al., 2005; Ciosi et al., 2008) . If we considered the source population to have originated from the central or northeastern USA, the independent scenario was selected with considerable support. However, if we considered samples from Texas or Arizona, genetically differentiated from the samples collected in central or north-eastern USA, to be the source, the unsampled population scenario was selected with high posterior probabilities.
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Again, if the unsampled population scenario is not considered among the tested scenarios, then the ABC method is insensitive to errors concerning the source population. We also showed that in cases of uncertainty concerning the order of introduction events, a satisfactory solution is to include the inverse-serial scenario among the tested scenarios (as shown by Miller et al., 2005) . Our study shows that this approach prevents the misclassification of serial introduction scenarios as unsampled population scenarios, with no major loss in classification accuracy.
We found that posterior probability distributions were often flat when errors of classification were observed, resulting in large 95% CI and low levels of confidence in the results obtained. Such flat posterior probabilities should, therefore, be interpreted with caution, as they may indicate errors in parameter priors and/or model specification. The comparison between observed summary statistics and simulated statistic distributions may also be used to detect such errors (Pascual et al., 2007) . In practice, one could advise ABC users to (i) choose broad support of priors (that is region of the prior with positive probabilities) to ensure that it includes the 'true values' of parameters, (ii) be sceptical about prior distributions and/or model specifications when obtaining low maximal probabilities with large 95% CI and (iii) compare the results obtained with and without the unsampled and the inverse-serial scenarios to be able to detect error in scenario specifications.
The evaluation of the ABC method presented here was subject to several limitations. This study deals with a simple biological invasion situation, in which only two invading populations and a single source are considered. Although this setting can be used as the basis for retracing more complex multipopulational introduction histories (for example Miller et al., 2005) , the ABC method implemented in DIYABC can handle complex scenarios of introduction routes with a large number of populations directly (see Cornuet et al., 2008 , for methodological details and illustrations). For instance, admixture can be modeled in DIYABC and the assumption of a single source can easily be relaxed by considering two populations that diverged some generations ago and are the sources of the introduced populations. We also assumed that there was no migration between invading populations and no recurrent introductions into each invading population. Although considering migration is crucial in some cases, the absence of migration may be a reasonable approximation in many circumstances, particularly when the invading populations are geographically distant from the original source population and from each other (as for the Italian and Central European outbreaks of WCR or the populations of Drosophila subobscura introduced into North and South America, Pascual et al., 2007) . Recurrent introductions from the same source population into an invading population, although not probable in the case of recent introductions, would probably be equivalent to increasing propagule size and would, thus, not be genetically distinguishable from a single introduction with a larger propagule size (although this remains to be carefully tested). Finally, it would be worth evaluating the ABC method for estimating probabilities of introduction routes for datasets including other genetic markers such as DNA sequences, SNPs or AFLP markers.
