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Abstract—This paper proposes an approach to analyze an
event log of a business process in order to generate case-level
recommendations of treatments that maximize the probability
of a given outcome. Users classify the attributes in the event
log into controllable and non-controllable, where the former
correspond to attributes that can be altered during an execution
of the process (the possible treatments). We use an action rule
mining technique to identify treatments that co-occur with the
outcome under some conditions. Since action rules are generated
based on correlation rather than causation, we then use a
causal machine learning technique, specifically uplift trees, to
discover subgroups of cases for which a treatment has a high
causal effect on the outcome after adjusting for confounding
variables. We test the relevance of this approach using an event
log of a loan application process and compare our findings with
recommendations manually produced by process mining experts.
Index Terms—process mining, causal ML, uplift modeling
I. INTRODUCTION
A business process is a collection of events, activities, and
decisions that collectively lead to an outcome that can be of
value to a customer [1]. Some outcomes are value-adding (e.g.
the customer is satisfied with the delivery of a product) while
others are not (e.g. a customer submits a complaint). Naturally,
organizations strive to maximize the positive outcome rate of
their processes or, conversely, to minimize the error rate.
Process mining techniques allow one to analyze the execu-
tions of a process to uncover sources of negative outcomes.
Existing process mining techniques, such as [2]–[5], are geared
towards identifying correlation between observational data and
outcomes (e.g. cases where the customer is satisfied have
less rework loops) rather than causation (e.g. customers who
submit incorrect details cause more rework loops, leading to
lower satisfaction). Meanwhile, causal inference techniques
allow one to discover and measure causal relations between
treatments (e.g. checking the customer data) and outcomes
(e.g. the customer is satisfied) both from randomized experi-
ments and from observational data.
Recently, a family of techniques, namely causal machine
learning, have emerged, which make use of machine learning
methods to analyze causal effects. Causal machine learning
encompasses techniques for estimating the causal effect of a
treatment on an outcome given a set of potentially confounding
variables (average treatment effect estimation) as well as
techniques for classifying samples in a population based on the
incremental effect of applying a treatment versus not applying
it with respect to an outcome (uplift modeling).
In this study, we leverage these techniques to address the
following question: Given a set of treatments (each with a
certain cost), which may affect a business process outcome
(with a certain benefit), which treatments yield the highest
causal effect on the outcome and to which subset of cases
should they be applied? In line with this, the contribution of
this paper is an approach to:
• discover case-level treatment recommendations to in-
crease the positive outcome rate of a process;
• identify subsets of cases to which a recommendation
should be applied;
• estimate the causal effect and the incremental Return-on-
Investment (ROI) of a treatment.
The approach is designed to require minimal input from
users. Users specify which attributes in the event log are
controllable, meaning that their value can be manipulated
by process participants, i.e. the employees who perform the
various process tasks. Setting the value of a controllable
attribute corresponds to a treatment. For example, in an order-
to-cash process, setting an attribute discountGranted to true
means that a discount was granted. The attributes capturing
such treatments may be derived during log pre-processing from
the presence or absence of certain tasks, e.g. discountGranted
may be derived from the presence of task “Grant Discount”.
Given this input, we apply a technique to discover
precondition-treatment-outcome rules with high support. Since
neither a rule’s support nor its confidence imply causation, we
use a causal machine learning technique to assess the causal
effect of the rule and to discover subsets of cases for which
the treatment has the highest incremental success probability
(uplift). We then select the rules with the highest uplift. We
report on a validation of this approach using a log of a process
mining challenge (BPIC 2017) and compare the findings of our
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approach against those reported in the entries of this challenge.
The structure of the paper is as follows. We discuss related
work in Section II. We introduce preliminary concepts in
Section III, describe our approach in Section IV and present
the validation in Section V. In Section VI we conclude the
paper and discuss future work.
II. RELATED WORK
Previous work has shown that one can rely on influence analy-
sis to identify improvement opportunities from event logs [2],
[3]. In [4], rules to describe root causes of anomalous process
cases are extracted, while [5] relies on classical data mining
methods to discover key attributes for root-cause analysis.
These methods identify correlations between attributes and the
outcome but do not test for causality.
The problem of discovering cause-effect relations is ad-
dressed in [6]. This approach performs time series analysis to
identify causal relations. This is different from our approach
as the analysis is done at the process-level, while we provide
case-level recommendations. The work in [7] studies process-
level factors that impact outcomes but fails to determine
causalities between the two. A manual approach for confirming
pre-identified causal relationships was proposed in [8]. It uses
structural causal models to confirm cause-effect assumptions,
control the effects of confounding, and answer counterfactual
questions about the process.
Polyvyanyy et al. [9] present a (semi-)automated approach,
called causality mining, to discover causal dependencies be-
tween events in large arrays of data. The discovery is based
on a notion of proximity of events in terms of time, space, and
semantics. The level of automation depends on the availability
of the formalized domain knowledge.
In summary, previous work either addresses the problem of
finding correlation rather than causation between factors and
outcomes, or causation is addressed at the process-level, not at
the case level. Moreover, previously identified causal effects
either need to be confirmed manually, or extensive domain
knowledge is required as input.
III. PRELIMINARIES
In this section we formalize preliminary concepts that are
required to describe our approach, such as event logs, action
rule mining, causal inference and uplift trees.
A. Event Logs
Process mining studies methods for improving real-world
processes based on event data [10]. These data are often
available in the form of an event log. Event logs contain
records of completed cases of a process. Each case is a record
of the execution of a particular process instance and consists of
a number of events. Each event has three mandatory attributes:
(1) the case identifier indicating which case that event belongs
to, (2) the activity name specifying the related activity for
that event, and (3) the timestamp, showing when the event
occurred. In addition, an event may have attributes, such as the
resource carrying out the related activity. An event is formally
defined as follows:
Definition 1. (Event) An event is a tuple (a, c, t, 〈(d1, v1),
. . . , (dm, vm)〉), where a is an activity name, c is a case ID, t
is a timestamp, and (d1, v1), . . . , (dm, vm), m ∈ N, are event
attribute name-value pairs. Given an event e, ce denotes the
identifier of the case.
A trace is a sequence of events that captures the execution
of one case of a business process. An event log is defined as
a set of traces.
Definition 2. (Event Log) Let E be the universe of events.
An event log is a set L ⊂ E∗.
B. Action Rule Mining
Action rule mining is an extension of classification rule
discovery [11]. While a classification rule predicts the class
label of a data object, an action rule suggests what attribute
values should be changed to increase the likelihood of that
object being re-classified to another group. In [11], action
terms and action rules are defined as:
Definition 3. (Atomic Action Terms) An atomic action term
is an expression (m : m1 → m2), where m is an attribute
and m1 and m2 are possible values for attribute m.
If m1 = m2 then m is uncontrollable, denoted by (m : m1).
Definition 4. (Action Terms) A set of action terms is the
smallest set such that: 1. If t is an atomic action term, then t
is an action term. 2. If t1 and t2 are action terms, then t1∧ t2
is an action term. 3. If an action term t contains atomic action
terms (m : m1 → m2) and (n : n1 → n2), then m 6= n.
Definition 5. (Action Rules) An action rule is an expression
r = [t1 ⇒ t2], where t1 is an action term and t2 is an atomic
action term.
C. Causal Inference
Causal inference is concerned with determining the causal
effect between an intervention (treatment) and an outcome
[12]. Suppose that we have a treatment A and an outcome
Y . A potential outcome Y a is the outcome that would be
observed if the intervention was set to A = a. Focusing on a
single intervention, each case in an event log has two potential
outcomes, Y a=1 for receiving the intervention and Y a=0 for
not receiving it. With these definitions, the average treatment
effect (ATE) is defined as:
Definition 6. (Average Treatment Effect) Suppose we have an
event log consisting of a number of cases. Let E[Y a=1] be the
average outcome if all cases in the log receive the treatment
and E[Y a=0] be the average outcome if all cases do not receive
the treatment.
ATE : τ = E[Y a=1 − Y a=0]
Researchers are often interested in estimating the Condi-
tional Average Treatment Effect (CATE), which is the expected
treatment effect for a subgroup in the cases being studied. It
enables personalizing treatments for each case and leads to a
better understanding of causal mechanisms [13].
Definition 7. (Conditional Average Treatment Effect) Suppose
that X is a set of attributes characterizing the subgroup of
interest.
CATE : τ(x) = E[Y a=1 − Y a=0|X = x]
Measuring the causal effect would be straightforward if
we knew both potential outcomes for each case. However, in
the real world, we can only observe one outcome for each
case, corresponding to the treatment that the case actually
received. To identify causal effects from observational data,
three conditions must be met: Exchangeability, Positivity, and
Consistency. Exchangeability (also known as ignorablility)
means that given pre-treatment attributes X , treatment assign-
ment is independent of the potential outcomes.
Y 1, Y 0 ⊥⊥ A|X
The consistency assumption states that the potential outcome
under treatment A = a is equal to the observed outcome if
the actual treatment received is A = a.
Y = Y a if A = a for all a
Finally, the positivity assumption states that for every set of
values for X , treatment assignment is not deterministic. This
means that every subgroup of interest has some chance of
getting either treatment.
P (A = a|X = x) > 0 for all a and for all x
In practice, the most problematic of these three conditions
is exchangeability. One approach to ensure that this condition
is met is to conduct a randomized experiment (also known
as an A/B test), where the treatment is assigned randomly to
each case. Randomization of treatment assignment ensures that
the treated and untreated groups are exchangeable, so that the
causal effect can be consistently estimated from the observed
data. However, conducting a randomized experiment is not
always possible, since it might be expensive, time-consuming,
or unethical. In these situations, the best we can do is to carry
out an observational study. In observational studies, treatment
is often not randomized, meaning that the characteristics of
the treated group might be different from the untreated. If
the treatment assignment is not independent of the potential
outcomes, then there exists a set of variables that affect both
treatment and outcome. This is known as a confounder. Fig. 1
depicts the causal relations between a treatment A, an outcome
Y , and a shared cause (i.e. a confounder) L.
Figure 1: Causal DAG depicting a confounding effect.
To estimate causal effects from observational data, we need
to control confounding. To this end, we need to identify a set of
variables, such that adjusting for these variables would make
the exchangeability assumption hold. If some of the adjustment
variables cannot be observed in the data, then causal effects
are not identifiable in the observational study.
D. Uplift Tree
Uplift modeling is concerned with estimating the causal ef-
fect of an action on the outcome of a particular instance
(e.g. customer) [14]. In other words, the aim is to estimate
the change in class probabilities caused by an action. This
is different from conventional prediction problems where a
model is used to predict an outcome. For example, consider a
marketing campaign. A conventional classifier would predict
which customers will buy a product after a marketing action
is performed without taking into account whether these users
would have bought the product if the marketing action had
not taken place. However, marketers are actually interested in
finding the customers who are most likely to buy something
because of the marketing action. This is what uplift modeling
is trying to achieve, which amounts to identifying subsets of
instances with a high CATE .
In this study, we apply uplift modeling to business pro-
cesses. We seek to estimate the change in the outcome of a
process instance because of an action being applied to that
case. Many uplift modeling approaches exist in the literature.
We use the method proposed in [14] to discover subgroups in
the event log where a proposed treatment works best. It is a
tree-based algorithm where the splitting criterion is designed
to maximize the difference in CATE . The splitting criterion
is the following:
Dgain = DAfterSplit
(
PT (Y ) : PC(Y )
)−
DBeforeSplit
(
PT (Y ) : PC(Y )
)
,
where D can be substituted by the KL-divergence, squared
Euclidean distance, or the chi-squared divergence and PT (Y )
and PC(Y ) are the probability distributions of the outcome in
the treatment and control groups, respectively.
IV. APPROACH
Our approach requires an event log as input along with input
settings essential for the construction of action rules and
uplift trees. It consists of three steps as shown in Fig. 2.
First, candidate treatments are generated using action rule
mining. Next, we identify subgroups in the population for
every candidate treatment using uplift trees. Finally, we present
a cost-benefit model to rank the rules based on the benefit of
a positive outcome, the cost of treatment and its uplift.
A. Candidate Treatments Identification
This step requires the user to provide an event log, the
controllable and uncontrollable attributes, the outcome vari-
able, and a minimum support. The classification of attributes
into controllable and uncontrollable ensures that the candidate
treatments are actionable, meaning that no change in the
uncontrollable attributes is suggested by the action rules. In
action rule mining, candidate treatment extraction is based on
support. We seek to obtain rules that are likely to generate high
Figure 2: Overview of the approach.
revenue, which implies that the treatment should be related to
the effect for a sufficiently large sub-population of cases. This
is achieved by the support threshold. For example, the user
may decide that a candidate treatment should be linked to the
effect in at least 2% of cases (support threshold); otherwise,
the treatment is discarded.
Fig. 3 shows an example action rule. It was obtained
based on the BPI Challenge 2017 event log using the method
described in [11]. The rule states that in cases where the
customer’s credit score is low, changing the number of terms
from the interval 6–48 months to 97–120 months will increase
the likelihood of the outcome variable (Selected) to change
from negative (0) to positive (1). The rule is supplied with the
support and confidence measurements. In the rule, CreditScore
is an example of an uncontrollable attribute, while the number
of terms is considered controllable because the company can
take steps to reduce or increase it. In our method, however,
we only use the treatment part of the action rule. This is
because action rules are an extension of classification rules,
and they identify associations rather than causation. We seek
to find a sub-population where the treatment causes the desired
outcome. Therefore, in the next step, we use uplift modeling
to discover causal rules.
B. Causal Rules Discovery
This step aims to discover subgroups X for which a certain
treatment A has a high positive causal effect on the outcome
Y . To this end, for each candidate treatment, we perform steps
detailed below.
First, we build an uplift tree and take rules with high uplift:
Pr(Y = 1|A = 1, X = x)− Pr(Y = 1|A = 0, X = x).
A popular but unjustified belief regarding uplift from ob-
servational data is that it can be estimated using the above
formula. Uplift cannot be estimated this way unless we assume
that for each case in the event log, A is independent of
the counterfactual outcomes Y 1 and Y 0 conditional on X
(exchangeability assumption) [15]. This assumption holds only
when treatment assignment is randomized. In randomized
controlled trials, treatment is randomized by design. However,
in observational studies, the treated and the untreated cases
are systematically different. The advantage of using the uplift
tree method is that we can address the above issue by using
its normalization feature. Normalization punishes tests that
split the treatment and control groups in different proportions.
These splits indicate situations where the test is not indepen-
dent of the group assignment, and thus, the exchangeability
assumption is violated. For a test A and the KL-divergence
criterion, normalizing factor is calculated as follows:
I(A) = H
(
NT
N ,
NC
N
)
KL
(
PT (A) : PC(A)
)
+
NT
N H
(
PT (A)
)
+ N
C
N H
(
PC(A)
)
+ 12 ,
where NT and NC are the numbers of cases in the treatment
group and the control group, respectively, and N = NT +
NC is the total number of cases. For the squared Euclidean
distance and the Chi-squared divergence, entropy is replaced
by the Gini index. The first term of this factor punishes tests
with imbalanced splits and, therefore, adjusts for confounding
effects. The following two terms prevent bias towards tests
with high numbers of outcomes. After normalization, the final
splitting criterion is the gain divided by the normalizing value.
While the normalization factor adjusts for biases related
to observed confounders provided to the uplift tree as input
variables, it does not ensure that there are no unobserved
confounders that could invalidate the interpretation of the
uplift estimates as true causal effects. As an optional step,
to strengthen the validity of the study, a manual check for
confounding effects can be carried out by specifying a causal
graph (depicting both observed and unobserved confounders)
and identifying whether a valid adjustment set exists using the
back-door criterion as described in [16].
Fig. 4 shows an example uplift tree for one of the rules
extracted in the case study. The sub-populations of interest
are in the leaves of the tree, and the user may pick the leaves
that have an uplift score above a certain threshold.
C. Ranking Rules Using a Cost-Benefit Model
An uplift score of an identified rule quantifies the causal
effect of applying each intervention. However, it is not al-
ways profitable to carry out interventions with a negative
incremental return-on-investment (ROI). So, we incorporate
the uplift measure in a cost-benefit model that corresponds
to the incremental ROI. Knowing the expected causal effect
(estimated in the previous step) of applying a treatment to the
discovered sub-population, the value of the desired outcome,
and the costs of the treatments, we produce a cost-aware
ranking of the rules. According to [17], there are two types
Rule : r = [(CreditScore : low) ∧ (NoOfTerms : [6− 48]→ [97− 120])] =⇒ [Selected : 0→ 1],
with support 0.057 and confidence 0.764;
Figure 3: Example Action Rule.
FirstWithdrawalAmount ≥ 8304.0 
 uplift score: 0.0778
MonthlyCost ≥ 230.0 
 uplift score: 0.0713 
True
MonthlyCost ≥ 149.52 
 uplift score: 0.1358 
False
CreditScore ≥ 977.0 
 uplift score: 0.0691 
CreditScore ≥ 917.2 
 uplift score: 0.158 
CreditScore ≥ 920.0 
 uplift score: 0.1698 
MonthlyCost ≥ 125.41 
uplift score: 0.117 
uplift score: -0.0318 NumberOfOffers ≥ 1.6 uplift score: 0.1002  uplift score: 0.2677 MonthlyCost ≥ 175.0uplift score: 0.1616 FirstWithdrawalAmount ≥ 5000.0uplift score: -0.0162 existing loan takeover ≥ 0.1uplift score: 0.2343 uplift score: 0.0545  uplift score: 0.1501 
 uplift score: 0.0274  uplift score: 0.1422  uplift score: 0.202  uplift score: 0.1545  uplift score: -0.0335  uplift score: -0.0115  uplift score: 0.1216  uplift score: 0.2936 
Figure 4: Example uplift tree.
of treatment costs: 1) Fixed impression cost, i.e. the cost that
occurs when applying the treatment, such as the cost of a
phone call, 2) Triggered cost, i.e. the cost that occurs only if
the treated case reaches a positive outcome such as lowering
the interest rate of a loan. In the following, we assume that
the triggered costs are not present.
We use this notation to define the cost-benefit model:
• v: value (benefit) of a positive outcome, assuming that it
is constant and given as prior knowledge;
• c: impression cost for a treatment;
• u: uplift of applying a treatment; and
• n: size of the treated group.
We define the net value of applying a treatment is as follows:
net = n× (u× v − c).
Note that n× u× v represents the incremental value of the
treatment and n× c the incremental cost.
V. EVALUATION
The proposed approach was implemented in Python 3.7 using
the ActionRules1 package for generating actionable recom-
mendations and the CausalML package [18] for constructing
uplift trees. The relevance of the approach is shown through
a case study using the BPI Challenge (BPIC) 2017 log.2 We
chose this log among all other BPIC logs because the approach
requires a setting where an outcome can be influenced by
interventions that can take the form of a change in the case
attributes. The BPIC 2017 log was the only one that satisfies
these criteria. Since we did not have access to a subject matter
expert from the company that provided the log, we compare
1https://github.com/lukassykora/actionrules
2doi:10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
our results with the reports of the winners of the challenge.
The main goal of this experiment is thus to compare the
recommendations that we generated automatically with those
that the winners of the challenge produced.
A. Dataset
The BPIC 2017 log records cases of a loan application process
at a Dutch financial institute filed in 2016 and handled up
until 2 February 2017. It contains 31,509 applications (cases),
1,202,267 events and 42,995 offers. In addition to the attributes
found in the log, we engineered the number of offers made
to the customer as an extra feature. We also filtered the log
to remove cases where the value of the outcome variable was
missing.
For each application, one or more offers may be created,
but the customer may only select one offer. In many cases,
the customer does not select any of the bank offers. Hence,
the target variable in this study is the attribute ‘Selected’. It is
a Boolean attribute that is equal to true if the customer selects
an offer and false otherwise.
Next, we classified the other attributes into controllable and
uncontrollable. These features were considered uncontrollable:
• Application type (new credit or limit raising);
• Loan goal (reason for the loan application);
• Customer credit score; and
• Requested amount.
The following features were classified as controllable:
• Number of offers;
• Number of payback terms (months);
• Monthly cost; and
• Initial withdrawal amount.
B. Results
We ran the action rule discovery algorithm on the above
dataset with support = 3 and confidence = 55, resulting in
24 rules containing 17 distinct recommendations. For each
recommendation, we constructed an uplift tree to find the
sub-population for each actionable recommendation using the
following settings:
• maximum depth of the tree = 5;
• minimum number of samples for a split = 200;
• minimum number of samples in the treatment group for
a split = 50;
• regularization parameter = 100;
• evaluation function = Kullback-Leibler divergence.
We extracted the following rules:
• Action 1: Decreasing the initial withdrawal amount from
7,500–9,895 to 0–7,499. Sub-population: Limit raising
customers with a credit score greater than 885 and a
monthly cost below 120 Euros.
• Action 2: Increasing number of terms from 6–48 months
to more than 120 months. Sub-population: Customers
whose credit scores are between 899 and 943 and their
first withdrawal amount is less than 8,304.
• Action 3: Increasing number of terms from 6–48 months
to 61–96 months. Sub-population: Customers whose loan
goal is not existing loan takeover, have a credit score less
than 920, their offer includes a monthly cost greater than
149 and the first withdrawal amount is less than 8,304.
• Action 4: Increasing number of terms from 6–48 months
to 97–120 months. Sub-population 1: Customers with a
credit score less than 982, first withdrawal amount greater
than 8,304, and a monthly cost between 154 and 205.
Sub-population 2: Customers with a credit score between
781 and 982, first withdrawal amount less than 8,304, and
a monthly cost greater than 147.
• Action 5: Decreasing first withdrawal amount from
7,500–9,895 to 5,750–7,499 and decreasing number of
terms if greater than 120 months to 49–60 months. Sub-
population: Customers with an offer that has a monthly
cost less than 150.
• Action 6: Decreasing first withdrawal amount from
7,500–9,895 to 0–7,499 and decreasing number of terms
if greater than 120 months to 97–120 months. Sub-
population: New credit applicants with a credit score less
than 914 that have an offer with a monthly cost more
than 150.
• Action 7: Increasing first withdrawal amount from 7,500–
9,895 Euros to 9,896–75,000. Sub-population: New credit
application where the loan goal is existing loan takeover
and the customer credit score is 825.
• Action 8: Decreasing first withdrawal amount from
9,896–75,000 to 1,490–7,499 and increasing number of
terms from 49–60 to 97–120. Sub-population: Customers
with credit score lower than 933 and monthly cost greater
than 154.
C. Discussion
The BPI challenge had three categories: student, professional
and academic. Below, we discuss the recommendations of the
winners in each category and compare them with our findings.
Since our recommendations are at case level, we only discuss
the case-level recommendations in these reports.
1) Academic: The winning report in this category [19]
starts by producing the as-is process model of the underlying
loan application process. It then identifies the variants of
the process in order to understand the data at hand better.
The authors analyze the process outcome and recommend
decreasing the monthly cost or increasing the number of terms
to more than 120. This is very similar to our Action 2 in
the previous section. However, we found that this rule should
be applied to customers in a specific range of credit scores
(between 899 and 943) and the first withdrawal amount (less
than 8,304). It is for this specific sub-population that this
action has a high incremental effect. For example, in the rule’s
uplift tree, it is indicated that if the first withdrawal amount
is higher than 10,000, the uplift is only 8%. Thus, while it
might generally be beneficial to increase the number of terms,
applying this action might not lead to an increase in revenue
in all the cases.
The authors of [19] also carried out an analysis on the ap-
plication type. There are two application types in this dataset:
new credit and limit raise. The majority of the applications are
new credit applications (89%). They found that applications
for limit raising have a higher rate of success than new credit
applications. Limit raising applications are included in a sub-
population in only one rule. One possible reason for this is
that this type of application already has a high likelihood of
success. Thus, applying a treatment would be unnecessary. In
addition, we have found that more than the application type,
it is the credit score that determines the causal effect of an
action on the case outcome. According to our results, credit
score is included in almost all the rules, but the application
type is present in less than half the rules.
Regarding the number of offers, the authors of the report
observed that there is an association between having more
offers and the customer not cancelling the application. The
candidate treatment identification part of our method was not
able to recommend any action regarding the number of offers
made to the customer. This is because the action rules method
generates rules based on support. In this dataset, one offer was
created for the majority of applications. Therefore, any rule
with a higher number of offers would not reach the minimum
support threshold.
2) Professional: Similar to the academic category, in this
report [20], the authors discovered the association between
the number of offers and a successful outcome and made the
recommendation to increase the number of offers. They also
analyzed different loan goals and concluded that it would be
beneficial to improve the instructions on the required docu-
mentation. This is to decrease the duration of the application.
They were able to identify the cause of the delays in the
application process by manually checking the time needed to
validate the application and the number of times requests for
document completions are sent.
Further, they analyzed the impact of credit score on the
customer’s decision and found that high credit customers have
a significantly higher chance of a successful outcome. This is
in line with our finding: Actions 2–4 and 6–8 are concerned
with customers with low credit scores, meaning that there is
no need for change in applications with high credit scores.
The authors performed a predictive analysis to determine
which attributes have an impact on the outcome. They found
that “credit score has a significant impact on the decision of the
customer to take the offer or not”. They state that this might
be because the bank has more competitive offers for higher
credit customers, and they recommend the bank to investigate
this issue further. This is in line with our finding that most
of the discovered sub-groups in our rules include lower credit
score customers who are more in need of treatments. However,
we go beyond the finding in the report and provide concrete,
actionable rules for customers with lower credit scores and are
more likely to reject their offers.
Finally, the authors of the winning report in the Professional
category found that all other variables being equal, raise limit
applications are more likely to be successful than new credit
applications. However, this finding is based on application
type having a low p value, which indicates association rather
than causation. Furthermore, they found that monthly cost and
duration also impact the outcome. Regarding the monthly cost,
this is related to the number of terms. So, if a rule recommends
that the number of terms should be increased, it is implicitly
recommending the monthly cost to be decreased. The duration
of an application depends both on what the client nominated
in their loan application and what the bank has approved. It
also depends on the time it takes for the client to respond to
the bank’s requests (e.g. requests for additional documents)
and the time for the bank to process the application. For the
above reasons, these are spurious results, and, as such, they
did not emerge in our findings.
3) Student: In this report [21], the authors provide five
recommendations:
• Send offers to clients as soon as possible.
• Maximize the number of terms.
• Minimize the first withdrawal amount.
• Minimize the monthly cost.
• Minimize the time intervals between sending the offers
to the client.
The authors found that if offers are sent within four days of
submitting the application, the cancellation rate may decrease
between 5% and 10%. Moreover, they found that in the cases
where multiple offers where made, keeping the mean time
between the offers to below four days may decrease the cancel-
lation rate by 2% to 5%. Our recommendations do not include
the timing of the offers because it requires additional feature
engineering. Since we did very minimal feature engineering to
keep the method as automated as possible, we cannot comment
on the authors’ first and last recommendations.
Regarding the number of terms, they found that by keeping
it to above 60, they can decrease the cancellation rate by 3%
to 9%. We also identified three rules regarding the number of
terms (Actions 2–4 and 8). This recommendation is generally
made for all the customers of the bank. However, we found
that the magnitude of the increase has different causal effects
depending on the circumstance of each case. For instance,
suppose we have a customer with a credit score of 900.
According to our Action 2, if the first withdrawal amount
for this customer was determined to be less than 8,304, then
the number of terms for this customer should be increased to
more than 120. However, if the same customer has an offer
with the first withdrawal amount greater than 8,304 and a low
monthly cost, then the increase in the number of terms to the
interval 97–120 is sufficient. Additionally, an overall increase
in the number of terms will not necessarily be beneficial. For
example, according to the uplift tree for our Action 3 (see Fig.
4), increasing the number of terms for clients with their loan
goal being that of existing loan takeover, has a low uplift score.
This means that for these types of applicants, offers with a high
number of terms will not influence the outcome. It should also
be noted that we have discovered two rules (Actions 5 and 6)
where decreasing the number of terms is recommended, but
only when it is paired with decreasing the first withdrawal
amount. Rule 5 describes situations where the offer has a
high initial withdrawal amount and a low monthly cost. So
it recommends a more balanced offer where the customer can
pay less initially but is charged slightly more monthly. Rule 6
describes a similar situation, but for bigger loans (e.g. when
the monthly cost is higher than 150).
According to the same report, the first withdrawal amount
should be less than 5,000 Euros. By keeping it below this
amount, a decrease of cancellation by 9% to 12% can be
reached. We also found that in most of our rules, the initial
withdrawal amount should be decreased. Only in one rule
(Action 7), we found that it should be increased, namely for
cases where the application type is new credit, loan goal is
existing loan takeover, and the customer’s credit score is 825.
This might be due to the fact that in such applications, the
customer does not have a high enough credit to demand a
better offer and at the same time they may not want to increase
the number of payback months, because they have already
been paying for a previous loan. So, a high initial withdrawal
amount might be attractive to such clients.
The authors’ recommendation regarding the monthly cost is
to minimize it. They found that having a monthly cost below
400 Euros will bring the cancellation rate down by 3%. The
monthly cost is closely related to the loan amount and the
number of terms. With the loan amount being fixed, increasing
the number of terms will automatically result in the monthly
cost being decreased. So in those rules where we recommend
to increase the number of terms (Actions 2–4 and 8), we are
implicitly recommending the monthly cost to be decreased.
D. Threats to validity.
The above validation comes with the usual threat to external
validity associated with case studies (lack of generalizability).
We do not claim that the approach can discover relevant rules
in other contexts. The validation also comes with threats to
internal validity. The results may be affected by data quality
issues in the event logs as well as misinterpretations of the
semantics of the data or of the usefulness of the discovered
rules. The latter threat is mitigated by the fact that we cross-
checked our interpretation of the data and the results against
the reports of the winners of the BPI Challenge who, at the
time the contest took place, were able to indirectly resolve
doubts about the data and its semantics with domain experts.
To compensate for these threats, we provide a software artifact
to enable other researchers to reproduce our experiments and
to replicate them in other case studies (see link at the end of
the paper). The fact that the experiments are based on observa-
tional data creates a potential threat to construct validity. The
estimated uplift scores may not match those observed when
the rules are deployed in practice. A rigorous A/B test should
be conducted prior to deploying the recommendation rules in
an operational setting.
VI. CONCLUSION AND FUTURE WORK
We proposed an approach for analyzing event logs in order
to generate recommendations for applying treatments during
the execution of a case so as to maximize the probability of
an outcome. The approach leverages causal machine learning
techniques to estimate the causal effect of a treatment and to
identify subsets of cases for which a treatment has the highest
incremental effect (uplift). We sketched how the incremental
ROI of applying a treatment may be derived from the uplift.
We validated the approach by applying it to the event log
of the BPI Challenge 2017. Since we did not have access
to a domain expert from the company that supplied the log,
we compared our findings to those of the winners of the
challenge. We found that most of the generated recommen-
dations matched those of the winners. Furthermore, for each
recommendation, our approach identified specific subsets of
cases (e.g. specific types of loan applications or customers)
for which the treatment could be most effective.
The approach adjusts the estimation of the causal effect of
a treatment against the variables extracted from the event log
(e.g. case and event attributes). However, it does not adjust for
exogenous confounding effects not explicitly captured in the
log. An avenue for future work is to extend the approach with
a method to identify contextual variables, such as time of the
day, geographic location of the process stakeholders, weather,
and to validate the discovered causal relations with respect to
such variables, for example using structural models as in [8].
The reported validation is preliminary and does not involve
feedback from potential users of the technique (managers, ana-
lysts) or external validation, for example, via A/B testing of the
identified treatments. Conducting complementary validations
of the proposed approach is another direction for future work.
REPRODUCIBILITY
The source code and documentation to reproduce the ex-
periments are available at https://github.com/zahradbozorgi/
CausalRulesDiscovery
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