The communication by Gilles Kahn, Jean Vuillemin and myself at the second International Colloquium on Automata, Languages and Programming, held in Saarbrücken in 1974 is in French in the proceedings, and has not been published as a journal article. However, Todd Veldhuizen wrote in 2002 an English translation that is reproduced in the next chapter.À
propos Chapter 8
It was quite a surprise for me to receive a message from Todd Veldhuizen saying that he had translated from French a 30-year-old conference paper presented at the second International Colloquium on Automata, Languages and Programming, held in Saarbrücken in 1974, of which I am coauthor with G. Kahn and J. Vuillemin. He did that work because he felt the paper was "seminal". First of all I would like to thank him for this work. The publication of his translation in a volume dedicated to the memory of Gilles Kahn is a testimony of the gratitude of Jean Vuillemin and myself to him, and the recognition of an important scientific contribution of Gilles among many others.
In this overview, I indicate a few research directions that can be traced back to that communication. I give only a few related references, this overview is not a thorough bibliographical review of related articles.
In the late 1960s, D. Scott constructed the first model of lambdacalculus, and his construction has been a corner stone for the theory of semantic domains and for denotational semantics [10, 12] . Formal semantics of programming languages was beginning during these years.
In the early 1970s, this formalization was also considered in a different, more syntactic perspective in the research group lead by Maurice Nivat at INRIA (INRIA, Institut National de Recherche en Informatique et Automatique, was called Laboria in 1974) and at Paris 7 University. This group has developed a theory of program schemes with uninterpreted conditional operators, handling them as basic functions rather than as control structures, which was the usual approach at that time. One obtains in this way a smoother algebraic treatment and more decidability results (although most problems are undecidable, and the decidable ones are actually intractable). This theory is exposed in the book by I. Guessarian [9] , and in a chapter of the Handbook of Theoretical Computer Science [6] .
This approach uses in a fundamental way infinite terms(comparable to formal power series) as syntactic objects representing the behaviours of program schemes under all interpretations. (Such terms are traditionally called "trees", in particular in my works, but this terminology is actually inadequate, because trees are different objects in graph theory.) The ICALP communication deals with regular terms, i.e. with infinite terms described as unique solutions of certain finite equation systems. Other, less abstract, recursive program schemes correspond to more complex infinite terms (called algebraic trees). These terms are related to deterministic context-free languages like regular terms are to regular languages. Regular and algebraic "trees" are surveyed in [4] .
Another feature of the ICALP communication, which was developed later, is the focus on systems of equations and their least fixed points. In this way, program schemes get closer to denotational semantics than to operational semantics. This is coherent with the use of uninterpreted conditional operators. However, term rewriting systems are still useful for proving properties of program schemes depending on equational axioms satisfied by the base functions. The term "algebraic semantics" referring to this approach was in current use in the late 1970s. See [6, 9] .
Program transformations by "folding and unfolding" recursive definitions have raised a lot of interest. The characterization of equivalences of programs in terms of formal proof systems has certainly benefited from these developments. Recursive program schemes and grammars of various types are treated in a uniform way in my survey [5] . The existence of a formal system able to express the equivalence of recursive program schemes is the central fact proved by G. Sénizergues from which follows the decidability of the equivalence problem for deterministic pushdown automata [14, 15] . (Deciding equality of infinite terms is also relevant in the study of recursive data types [1] ). A system for proving the equivalence of monadic recursion schemes linked with simple deterministic languages was proposed shortly after ICALP'74 by J. Vuillemin and myself [8] . On the other hand, I. Walukiewicz has proved in [16] the completeness of a formal proof system for the µ-calculus, a language based on least and greatest fixed-points of systems of equations.
Regular infinite terms arise in a natural way as most general first-order unifiers of regular infinite terms, but also of finite ones. This extension of the results of the ICALP'74 communication has been studied by G. Huet and G. Kahn (but their projected article has never been completed 1 ) and included in G. Huet's doctoral dissertation [11] . A detailed account is given in my survey [4] , and the idea of using regular infinite terms as most general unifiers has been used by A. Colmerauer in some version of PROLOG [3] . Regular infinite terms also arise in the decidability proof of monadic second-order logic on the infinite complete binary tree given by M. Rabin [13] , also in the late 1960s. They form the ground level of a hierarchy of infinite graphs having a decidable monadic second-order theory defined by D. Caucal [2] , and the base of a definition of certain higher-order recursion schemes by T. Knapik and myself [7] . 
Abstract
In this paper, we describe an algorithm for deciding equivalence in a domain whose objects are defined by uninterpreted fixed-point equations. The algorithm is then applied to finding minimal representations of those objects.
Introduction
Many recent works, for example [4, 8, 9, 11] use the notion of fixpoint equation to express semantics of programming languages. We study here a "pure language of fixpoints" with uninterpreted function symbols, which omits in particular the conditional operator if-else-elseif. In the study of fixpoint equations, of which a typical example is the equation X = f (X, g(X)), we ask certain questions, for example: • is the equation
• does there exist a simpler equation equivalent to
or to the system
• can the variable X defined by the system
be defined by a single equation?
In the second section, we study simple recursive equations. We show the existence of canonical forms characterizing a class of equivalent equations. The canonical form minimizes the size of the equation in its equivalence class.
The third section, independent of the first (except where definitions of syntax and semantics are concerned), studies the same problems for systems of recursive equations, deriving a notion of canonical form that minimizes the number of equations in the system. This last problem is then addressed and resolved.
This work is motivated by a variety of questions such as the study of recursive datatype definitions in Algol 68 (C. Lewis and B. Rosen [6] ), the formalization of equivalence proofs of parallel programs (G. Kahn [4] ) and the study of decidable sub-theories of the theory of program schemas.
Other authors (J. Engelfriet [3] , C. Pair [10] , J. Kral [5] ) have independently obtained related results in syntactically and semantically different frameworks.
Simple recursive equations
For clarity of exposition, we start by defining fixpoint equations in a single unknown.
Syntax
Terms are constructed from function symbols {F, G, H, . . .} each having some arity, and from the variable symbol X by the rules.
(i) Function symbols of arity 0 (or constants) and the symbol X are terms.
. . , T n are terms and F is a function symbol of arity n,
In what follows, it is useful to define a partial order ≤ on the set of terms by the following rules:
For other terms T 1 ≤ T 2 if and only if T 2 is the result of substituting in T 1 some terms for some occurrences of X.
When given two terms T and T we can define a lower bound Σ(T, T ) such that Σ(T, T ) ≤ T and Σ(T, T ) ≤ T in the following manner:
Notation For a term T in which the letter X occurs m times, we denote by T {T 1 , . . . , T m } the result of substituting the term T i for the i th occurrence of X in T , for each i in [1, m] . This structure, which is slightly less restrictive than that of complete lattice, used by D. Scott [11] , and was also used in [7] , [8] and [12] . [7] ).
Lemma 8.3 For all terms T and T there exist terms T 1 , . . . , T m and
T 1 , . . . , T m such that: T = Σ(T, T ){T 1 , . . . , T m } T = Σ(T, T ){T 1 , . . . , T m }
Semantics

Convention
We systematically use upper-case letters to designate syntactic objects, and lower-case letters to designate the associated semantic objects.
(c) We are now going to construct a canonical interpretation of our language, which plays the role of the Herbrand universe for first-order theories. The domain D of the canonical interpretation consists of the set of infinite sequences of terms A constant C is therefore interpreted as the sequence:
The interpretation f of n-ary symbols F maps from sequences {T
It is easy to verify that we have a legitimate interpretation. (More rigorously, the interpretation domain that we have considered is D/ ≡).
We write P {A/X} for the result of substituting A for all occurrences of X in a term P . We can verify that in our canonical interpretation
The interest in canonical interpretation arises from the following lemma:
Lemma 8.4 Two fixpoint equations are equivalent if and only if they are equivalent in the canonical interpretation.
Proof It suffices to demonstrate that if X = T and X = T are equivalent in the canonical interpretation c, they must be equivalent in all other interpretations I.
Let the fixpoints of these equations be
It is easy to verify
and by symmetry
Consequently, in I, i∈N t i (⊥) ≡ I i∈N t j (⊥).
We can now state two technical lemmas that will be useful later. 
from which we deduce F = G, n = m and
and the opposite inequality also holds.
Lemma 8.6 For all terms T and T , if Y (t) ⊆ Y (t ) in the canonical interpretation, then either T = X or Y (t) ≡ Y (t ).
Proof (a) First we define two notions of the "depth" of a term T , pmax(T ) and pmin(T ):
These notions allow us to state the following "alignment" property:
The proof is done easily by structural induction. We can represent this situation by the following figure:
Let us also show that if we have ∀j ∃i
we can always find an i such that
It is therefore possible to choose k such that k ≥ j and
Normal form and equivalence algorithm
We are going to show that the set of terms leading to equivalent fixpoint equations is closed under the operation Σ.
Notation If two terms T and T have interpretations t and t in the canonical interpretation, we write σ(t, t ) for the interpretation of Σ(T, T ).
Lemma 8.7 If t(a) ≡ t (a) for some a, then σ(t, t )(a) ≡ t(a) ≡ t (a).
Proof By structural induction on T :
. . , T n ) two cases arise:
• T = X, then Σ(T, T ) = X and the property holds;
• T = G(T 1 , . . . , T m ) and so necessarily F = G, m = n and t i (a) = t i (a) for all i in [1, n] . By the induction hypothesis, σ(t i , t i )(a) = t i (a) and therefore
. . , σ(t n , t n )(a)) = σ(t, t )(a).
Lemma 8.8 If two terms T and T have the same fixpoint, then Σ(T, T ) also has the same fixpoint. In other words Y (t) ≡ Y (t ) implies Y (t) = Y (σ(t, t )).
Proof We have Y (t) ≡ t(Y (t)) ≡ Y (t ) ≡ t (Y (t )) ≡ t (Y (t)). By Lemma 8.7 we obtain σ(t, t )(Y (t)) = Y (t) and by minimality Y (σ(t, t )) ⊆ Y (t). Lemma 8.6 therefore implies:
• either Y (σ(t, t )) ≡ Y (t) and the proof is finished;
• or Σ(T, T ) ≡ X, but this is compatible with Y (t) = Y (t ) only if T = T = X in which case we again have Y (σ(t, t )) = Y (t).
We are now ready to show (non-constructively) the existence of a minimal form for the set of terms leading to equivalent fixpoint equations.
We write T for the size of a term T , defined recursively by: For the moment, Lemma 8.9 does not allow the construction of T * , but we will present a syntactic relation between all the terms having the same fixpoint as T * . We write T → T for the relation defined by these axioms:
Lemma 8.9 In the set E(T ) = {T | Y (t ) ≡ Y (t)} of terms having the same least fixpoint as T , there exists an element
where the notation U {{X/T }} indicates some occurrences of X in U have been replaced by T . We write
Theorem 8.10 The set E(T ) of terms having the same least fixpoint as T is identical to the set D(T
* ) = {U | T * → U } of
terms deriving from the minimal element T * of E(T ).
Proof Of course E(T ) = E(T * ). The fact that D(T * ) ⊆ E(T * ) is already known (for example cf. [10]). We now show that E(T * ) ⊆ D(T * ): let T be a term of minimal size belonging to E(T * ) and not to D(T * ).
We necessarily have
Semantics
If we interpret terms as in Section 8. A system
} is said to be normal if it is not equivalent to a system {X j = T j | j ∈ [1, n]} in which the T j are subterms of the T i and at least one of them is a proper subterm or a variable.
A proper subterm of T is a subterm of T different from T . The case of a system containing a single equation, the system is normal if the equation is in normal form.
Canonical systems
Given a system S = {X i = T i | i ∈ [1, n]} we start by constructing a uniform system S equivalent to it. For example:
Formally, S is constructed as follows: let us call J = {τ i | i ∈ [1, m]} the set of proper subterms of S (in the case of our example:
The system S is constructed over new variables Y i , i ∈ [1, m] associated as follows with elements of J :
The main variable of S is the new variable Y 1 associated with X 1 .
Lemma 8.11 S ≡ S
Lemma 8.12 If S is connected, then S is connected. If S is normal, then S is normal.
For a uniform system S = {X i = F i (X i1 , . . . , X i k(i) ) | i ∈ I} we compute the equivalence relation over variables defined by Y (x i ) ≡ Y (x j ) for all interpretations, which we write X i ≡ X j . We inductively define an increasing sequence of subsets of Ξ × Ξ, if Ξ = {X i | i ∈ I}:
Proof (i) The existence of l comes simply from the fact that Ξ is finite. Let us prove (ii) by Scott induction (cf. [5] ) on the formula Φ:
First of all, Ω ≡ Ω. In addition, Φ implies: 
The algorithm of Lemma 8.11 tells us whether X 1 ≡ X 1 .
Corollary 8.15 The equivalence T ≡ T , where T and T are any terms on the variables of the two systems S and S is decidable.
Proof One adds the equations Z = T and Z = T and verifies whether Z ≡ Z .
Theorem 8.16
For any system S one can construct a corresponding equivalent system S which is normal, whose size is at most the size of S and which has no more variables.
Proof Let T be a proper subterm of S, T = X i , such that X i ≡ T . This equality permits to "reduce" the system S as follows:
• If T is a variable X j , one replaces everywhere X j by X i and one removes from S the equation defining X j , X j = T j . This transformation eliminates one variable from the system without increasing its size. One could also have eliminated X i instead of X j ; this degree of freedom will be exploited later.
• If T is a subterm of size greater or equal to 1, we replace all its occurrences in S with X i . The size of the system can only decrease and the system obtained is equivalent to the initial system.
This construction can only be iterated a finite number of times because there may be only a finite number of equivalences X i ≡ T . By definition, the system which one then reaches is normal.
Example 8.17
One finds that Y ≡ Z. But S 0 is equivalent to S 1 :
But X ≡ F (X, Y ). Hence S 1 is therefore equivalent to S 2 :
So S 2 is normal.
The construction of Theorem 8.16 can be more easily carried out on uniform systems where the only proper subterms are variables. Lemma 8.13 defines an equivalence relation between these variables and the normal system associated with a uniform system connects to the equivalence classes.
Notation If S is uniform, we write n(S) for the normal system to which it corresponds. With each system S, one associates an equivalent uniform system S, andŜ = n(S) that is normal and uniform.
Lemma 8.18
If R and S are two equivalent, connected systems, then R =Ŝ.
Proof Of course, the equality betweenR andŜ is understood to be up to variable renaming. We first show that for each variable X i of R there exists a variable X j of S such that X i ≡ X j , by recurrence. Since R ≡ S and R ≡ S, we have
Consequently, all the variables necessary to X 1 have a corresponding variable in S. Since R is connected, these are all the variables of R. Of course, the symmetric property is true:
Therefore there exists a bijection between the equivalence classes of R and S. Since by construction the variables of (respectively)R andŜ are independent, we haveR =Ŝ modulo a renaming. Lemma 8.18 justifies calling the systemŜ a canonical system.
Theorem 8.19
In the set of systems equivalent to a given system S, the canonical systemŜ is of minimal size.
Proof From the construction of S, it is clear that S ≥ S . Since S ≥ n(S) = Ŝ andR =Ŝ for all R equivalent to S,Ŝ is of minimal size.
Remark There may exist multiple equivalent systems of minimal size, but only one may be canonical, as the following example illustrates:
Here, S 1 = S 2 , S 1 ≡ S 2 and S 1 is canonical.
Minimizing the number of equations
One might be interested in a representation of a system that minimizes not the size but the number of equations. The following example illustrates that there is not always a unique system that is normal and minimal (in this sense):
Thus S 1 and S 2 are equivalent (X ≡ X ), normal and each has a minimum number of equations. But S 1 and S 2 are not identical up to renaming of variables. We now show how to construct all normal systems and all minimal normal systems. We call an S-cut, denoted by C(S), the system associated with such a set C:
in which T i is obtained from T i by replacing for all l in I \ K the variable X l by T (l, C). To a set C containing a minimal number of variables corresponds a minimal cut.
Theorem 8.21
The normal systems equivalent to S are the cuts ofŜ.
Proof If R is a cut ofŜ, then R ≡ S and R is normal otherwiseŜ would not be.
If R is normal and R ≡ S, then R is normal since R =R =Ŝ. But R is a cut ofŜ if and only if R =Ŝ and R is normal.
Corollary 8.22
The minimal normal systems equivalent to S are the minimal cuts ofŜ. Since there are only a finite number of cuts ofŜ, one can effectively construct these minimal systems. 
Conclusion
In the opinion of the authors, the interest of this work lies not in the decidability results obtained (which can be with less effort) but in the methods used, in particular the construction of a canonical domain. This method was used by B. Courcelle and J. Vuillemin [1] for functional systems.
Finally, it is possible to consider the results obtained as completeness results of subtheories of the logic LCF (Logic for Computable Functions) studied by R. Milner [7] .
