New system identification algorithms utilizing multigrid techniques are presented. System identification algorithms based on iterative methods are enhanced and made more efficient using the multigrid methods. The reduction in the number of iterations required to converge to a solution is realized by forcing the low frequency error components to appear to be at a higher frequency by transferring to a coarser sampling period; the iterations are performed at coarse sampling periods, and the results of convergence are transferred back to the original sampling periods. Results are presented for FIR and IIR system identification problems.
Introduction
In system modeling problems, a set of linear equations of the form € U 3 = r is formed, where R is an autocorrelation matrix, r is crosscorrelation vector, and B is the vector of system parameters or coefficients to be estimated. This equation can be solved by direct matrix inversion, but matrix inversion is computationally expensive [l] . Iterative methods, using a Toeplitz approximation algorithm [2] , provide an alternative to the direct matrix inversion solution approach.
Iterative algorithms are known to converge rather quickly for the first several iterations [2]; however, the convergence slows as the iterations progress, and the entire scheme appears to stall. The basic iterative algorithms are very effective in reducing the high frequency components of the parameter error during the early iterations, and they are not as effective in reducing the remaining low frequency components. This smoothing property is common to many iterative methods and is a serious limitation.
Multigrid techniques provide a remedy to improve the convergence rate by helping the iterative algorithm to effectively eliminate the low frequency components of the error [3] . In this paper, iterative algorithms are developed using the Toeplitz approximation method combined with multigrid techniques for estimating the parameters of FIR and IIR systems. Two multigrid techniques, namely V-cycle method and FMV-cycle method, are discussed. Results are presented to show the improvement in the convergence rate achieved due to the addition of multigrid techniques into basic iterative methods. 
Paramet er Estimation Equations

R O =~, (3)
where R = XTX and r = XTy. The structure of R is different for different problems.
In FIR system parameter identification, the parameter vector consists of only the feedforward coefficients: (4) and the data matrix is: number. As a result, the Toeplitz approximation algorithm converges much faster to the true parameter values than most standard iterative algorithms [2]. 4 Multigrid Techniques
(5) The autocorrelation matrix, R, is symmetric (and nearly Toeplitz) and r is a result of crosscorrelation between the system input and output data.
In IIR system identification, however, the parameter vector consists of both feedforward and feedback
The autocorrelation matrix consists of four block matrices; the blocks along the diagonal are nearly Toeplitz, and R is symmetric but not Toeplitz.
The techniques presented here could be extended to 2-D AR modeling by noting that the autocorrelation matrix in the 2-D AR modeling problem is a p x q block matrix, where p x q represents the size of the AR filter mask. (Both quarter-plane and nonsymmetric half-plane support cases can be considered [4], [5] .) The parameter vector in the quarter-plane case is
Toeplitz Approximation Iterative Algorithm
In the system of equations RB = r, if e^ is an approximatjon to the exact solution 8 , then the error e = B -B satisfies the residual equation:
which suggests that we can iterate on the residual as well as the system equation. One way to improve the iterative method is to use a good initial guess by performing some preliminary iterations on a coarse sampling period (coarse grid) and then use the resulting approximation as the initial guess on the original sampling period. The coarse grid iterations are comput ationally less expensive and improve the convergence rate due to the removal of the low frequency components of the error. When the iteration begins to stall, a transfer to a coarser grid helps the iteration to proceed more effectively [3] .
To convert the parameter estimates between fine and coarse grids, we introduce two intergrid transfer operators, the linear and the full weighting operators. The linear operator transfers vectors from coarse grids to fine grids:
Most of the standard iterative algorithms fail to take 
= Bo + e ( k ) -T-'RB(k)
where k is the index of iteration.
The multiplication of R by T-' provides preconditioning of R, thereby improving its condition . ,
The intergrid transfer of matrices is achieved using the linear and full weighting operators together as follows Zy Rt I;t = R2t.
(10)
After iterating on the fine grid until the convergence slows down, the iteration is continued by transferring the residual to a coarser grid. This allows further iteration on the low frequency error components. An approximation of the error obtained on the coarser grid is transferred back to the original fine grid, where the error approximation is used to correct the fine grid solution.
The multigrid V cycle (V-cycle) and the full multigrid V cycle (FMV-cycle) schemes are applied to combine the coarse grid correction scheme with the iterative method.
In the V-cycle, the iteration (6) is performed on the original fine grid until the high frequency error components have been effectively removed. Then, the residual in (7) is computed and transferred to a coarse grid using the full weighting operator, where the iteration continues. This process is continued down to the coarsest possible grid. From the coarsest grid, using the linear operator, the residual is successively transferred back to the original fine grid. Coarse grid corrections and parameter vector updates are performed at each level as we move from the coarsest to the original fine grid [3] .
The FMV-cycle is based on the nested iteration idea. Here, we first iterate the solution on a coarse grid. The initial guess for a coarse grid solution is obtained by iterating the solution on the grid one step coarser than the current grid; therefore, the FMVcycle starts its iteration at the coarsest possible grid and computes improved initial parameter vectors for the finer grids. The FMV-cycle actually consists of a sequence of V-cycles, where at the end of each Vcycle we transfer the iteration to a finer grid until we reach the original sampling rate.
Results and Discussion
In the system identification experiment for FIR modeling, a 22nd order IIR bandpass filter was used as the reference system, and a 255th order FIR filter was developed using the Toeplitz approximation iterative algorithm without multigrid employed and with V-cycle and FMV-cycle employed to model the reference system. Figure 1 compares the true frequency response of the system to those of the FMV-cycle method, the Vcycle method, and the straight iterative method after the first and sixth fine grid iterations. Clearly, the FMV-cycle approach converges much faster than the other two methods. The straight iterative algorithm eventually converged to the true solution at the eighth fine grid iteration and the V-cycle method converged at the fifth fine grid iteration while the FMV-cycle method converged by the third iteration. Figure 2 shows the errors between the true impulse response and those of straight iterative] V-cycle, and FMV-cycle methods after six iterations. Again, clearly the FMV cycle models the system more accurately (and in fewer iterations) than the other two methods. The straight iterative method produced the largest error.
To test the performance of the multigrid methods for IIR system identification, the same IIR bandpass filter (22nd order) as in the FIR modeling above is (over-modeled case), respectively, using the straight iterative method and the FMV-cycle method. In both cases, the FMV-cycle provides improved estimation performance over that of the iterative algorithm.
The effectiveness of the multigrid methods are directly proportional to the order of the model used. The higher the order of the model, the greater the computational savings. They are more efficient per fine grid iteration and, in most cases, more effective and computationally less complex than the iterative method used alone. 
