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M ULTIOBJECTIVE optimization problems (MOPs) involve the optimization of more than one objective function. Since these objectives usually conflict with each other, no single optimal solution exists to optimize all the objectives simultaneously. Instead, Pareto-optimal solutions, which are their best tradeoff candidates, can help decision makers to understand the tradeoff relationship among different objectives and choose their preferred solutions. In the field of multiobjective optimization, the set of all the Pareto-optimal solutions is usually called the Pareto set (PS) and the image of (PS) on the objective vector space is called the Pareto front (PF) [30] . Over the past decades, multiobjective evolutionary algorithms (MOEAs) have been recognized as a major methodology for approximating the PF [5] , [9] , [10] , [12] , [18] , [36] [37] [38] .
In MOEAs, selection is of great importance for the performance of MOEAs. Usually, it is desirable to balance between convergence and diversity for obtaining good approximation to the set of Pareto-optimal solutions [4] , [17] . Convergence can be measured as the distance of solutions toward the PF, which should be as small as possible. Diversity can be measured as the spread of solutions along the PF, which should be as uniform as possible.
Based on the above two requirements for selection, the current MOEAs can be categorized into the domination-based (see [15] , [42] , [44] ), the indicatorbased (see [2] , [3] , [24] , [43] ), and the decomposition-based MOEAs (see [20] , [21] , [35] , [40] ). A representative of decomposition-based MOEAs is MOEA based on decomposition (MOEA/D) [40] , which can be regarded as a generalization of cMOGA [31] . MOEA/D decomposes an MOP into a number of single objective optimization subproblems and then solves them in parallel. The objective function in each subproblem can be a linear or nonlinear weighted aggregation function of all the objective functions in the MOP in question. In MOEA/D, each solution is associated with a subproblem, and two subproblems are called neighbors if their weight vectors are close to each other. MOEA/D explores correlation relationships among neighboring subproblems to speed up its search. The diversity is implicitly achieved by specifying a wide spread of the directions in the objective space. Several variants of MOEA/D have been proposed and studied (see [1] , [6] , [7] , [19] , [23] , [26] , [28] , [29] , [39] ). For example, an online geometrical metric was proposed to enhance the diversity of MOEA/D in [19] . In [28] , a global stable matching (STM) model is integrated into MOEA/D for suitable matches between subproblems and solutions. In MOEA/D-STM, each subproblem prefers the solution with better aggregation function value, which indicates a better convergence along its search direction. Therefore, the preferences of subproblems encourage convergence. Meanwhile, each solution agent ranks all subproblems according to its distance to the weight vector of these subproblems. Therefore, the preferences of the solutions can promote the diversity. The STM between subproblems and solutions achieves an equilibrium between their mutual-preferences and thus, a balance between convergence and diversity can be achieved.
The motivations of this paper are based on the following considerations.
1) In many MOEA/D variants, e.g., MOEA/D-STM, each subproblem is allowed to associate with one and only one solution. An underlying assumption is that each subproblem leads to a diversely located Pareto optimal solution in PF. It could hold if the weight vectors of the subproblems are appropriately assigned priori. However, for the real-world MOPs, both shape and spread of the PFs are unknown and this assumption is not likely to be held, especially for disconnected and degenerate PFs [22] . Fig. 1 2) As a state-of-the-art variant of MOEA/D, MOEA/D-STM can usually, achieve good balance between the convergence and diversity. However, the computational cost of its selection scheme is still high [O(NM log M), where N is the population size and M is 2*N], due to the use of global STM model. 1 The selection of local solutions for each subproblem can be used to reduce the computational complexity. 3) Although some advanced diversity maintenance schemes, e.g., niche-counts [14] , have been adopted for MOEA/D to further increase its diversity [27] . Nevertheless, such scheme is, in some sense, very coarse-grained: it does not distinguish subproblems with the same niche-counts and it is possible that solutions associated with different subproblems may be close to each other while solutions associated with the same subproblems may be far from each other.
To further increase the diversity, a more fine-grained diversity maintenance scheme is desired. Based on the above considerations, this paper proposes a new variant of MOEA/D with sorting-andselection (MOEA/D-SAS) for MOPs. Different from other selection schemes, the balance between convergence and diversity is achieved by two distinctive components, decompositionbased-sorting (DBS) and angle-based-selection (ABS). DBS only sorts L closest solutions to each subproblem to control the convergence and reduce the computational cost. The parameter L has been made adaptive based on the evolutionary process. ABS takes use of angle information between solutions in the objective space to maintain a more fine-grained diversity. In addition, different solutions can be associated with the same subproblems; and some subproblems are allowed to have no associated solution, which is more flexible to MOPs with different shapes of PFs.
The rest of this paper is organized as follows. Section II introduces some preliminaries on multiobjective optimization and decomposition methods. Section III describes the proposed sorting-and-selection (SAS) scheme, which contains two important components, DBS and ABS. In Section IV, SAS is integrated into MOEA/D. Section V introduces the benchmark test functions and the performance indicators used in this paper. Experimental studies and discussion are presented in Section VI, where we compare our proposed algorithm with four classical MOEAs: 1) NSGA-II; 2) MOSOPS-II; 3) MOEA/D; and 4) MOEA/D-DE; and three state-of-the-art MOEA: 1) MOEA/D-STM; 2) NSGA-III; and 3) MOEA/D-AWA on MOPs or many-objective optimization problem (MaOPs). The effects of DBS and ABS are also investigated and discussed in Section VI. Section VII concludes this paper.
II. PRELIMINARIES
This section first gives some basic definitions of multiobjective optimization. Then, some basic knowledge about the decomposition methods used in this paper is also introduced.
A. Basic Definitions
An MOP can be defined as follows:
where is the decision space, F : → R m consists of m real-valued objective functions. The attainable objective set is {F(x)|x ∈ }.
Let u, v ∈ R m , u is said to dominate v, denoted by u ≺ v, if and only if u i ≤ v i for every i ∈ {1, . . . , m} and u j < v j for at least one index j ∈ {1, . . . , m}. 2 A solution x * ∈ is Pareto-optimal to (1) if there exists no solution x ∈ such that F(x) dominates F(x * ). F(x * ) is then called a Pareto-optimal (objective) vector. In other words, any improvement in one objective of a Pareto-optimal solution is bound to deteriorate at least another objective.
B. Decomposition Methods
In principle, many methods can be used to decompose an MOP into a number of scalar optimization subproblems [30] . Among them, the most popular ones are weighted sum (WS), Tchebycheff (TCH), and penalty boundary intersection (PBI) approaches [40] . The mathematical definition of these decomposition methods are as follows. 
where
The optimal solution to (2) is a Pareto-optimal solution to (1) . A set of different Pareto-optimal solutions can be obtained simply by using different direction vectors, to approximate the PF when it is convex. 2 In the case of maximization, the inequality signs should be reversed.
2) TCH Approach: In this approach, one single objective subproblem s k is defined as 
where ||.|| denotes the L 2 -norm, and β is the penalty parameter.
III. SELECTION OPERATORS
This section elaborates the selection operator based on the DBS and the ABS (SAS) scheme.
Given a set of N subproblems S and a set of M solutions, Z, the goal of SAS is to select N solutions from Z to form P.
For each subproblem j that has a direction vector λ j , P j (L) denotes the set of the first L closest solutions to λ j in Z. The "closeness" is defined by the acute angle between the solution x and the direction vector λ j , based on
The input parameter L in the current call of SAS has been adaptive, based on the value of output α in the previous call of SAS (see step 3 of Algorithm 4). L is defined as the number of closest solutions to each subproblem and α is the number of selected solution sets, which is explained in Section III-A.
A. Framework of SAS
The pseudo-code of SAS is presented in Algorithm 1. 1) Sorting: In step 1, P is first initialized to be an empty set. The DBS is conducted iteratively. DBS, presented in Algorithm 2, is detailed in Section III-B. In the ith iteration of DBS, L solution sets (fronts)
. . , Q i * L can be obtained by sorting population Z (or part of the population Z, depending on the value of L). Then, these sorted solution sets are added to P and eliminated from Z (lines [5] [6] [7] [8] . This process is repeated until the total number of sorted solutions |P| exceeds the population size N.
After step 1, the population Z (or part of the population Z) is divided into L * (i − 1) solution sets (fronts):
, where i − 1 is the total number of iterations of DBS and L is the number of closest solutions in the population Z to each subproblem. Note that possible overlapped solutions may exist
Input: 1) Z: the solution set; 2) z * : the ideal objective vector; 3) L: the number of closest solutions to each subproblem; 4) N: the size of P.
Output:
1) the population P; 2) the number of selected fronts α.
Step 1 Sorting:
Step 2 Selection: 
and evolutionary status of the algorithm. However, two extreme cases in terms of the value of L can be analyzed as follows. When L = 1, only the closest solution to each subproblem is chosen, which indicates only the solution closest to the direction vector of each subproblem gets involved in sorting. In this case, the diversity is emphasized and DBS is conducted for multiple times (i > 2). When L = |Z|, the whole population Z is sorted for every subproblem and Z is divided into at most |Z| fronts. In this case, convergence is emphasized and DBS is conducted for only one time (i = 2). Therefore, more convergence is likely to be emphasized with the increase of the value of L.
2) Selection: In step 2, N solutions are selected out of the L * (i−1) solution sets (fronts) obtained from step 1, as follows.
P is initialized to be an empty set. For the kth front, if the size of the combined set (P ∪ Q k ) is smaller than N, then Q k is added to P and the remaining members of P are chosen 
from Q k+1 . This procedure is continued until no more sets can be accommodated (lines [13] [14] [15] [16] . If the size of the combined set (P ∪ Q k ) is larger than N and say that the set Q α is the last set beyond which no other set can be accommodated. Then the previously selected solutions in P are eliminated from Q α (Q α \P) and stored in an intermediate set A. The ABS is activated to select solutions from A to fill P. More details of ABS are presented in Algorithm 3 in Section III-C. The number of actually selected sets (Q 1 , . . . , Q α ) is saved as α.
3) Termination: The solution set P and α are returned as the outputs.
B. Decomposition-Based-Sorting
The detailed procedures of DBS is presented in Algorithm 2 as follows. At the beginning, each subproblem j chooses its closest L solutions P j in Z, based on (5) (line 3). The chosen solutions are sorted into L solution sets (fronts),
. . , Q L (lines 9-13), where Q k contains the solutions with the kth best g( * |λ j , z * ) values, in P j for every subproblem j, (1 ≤ j ≤ N) (lines 4-7). Note that it is possible that |Q k | ≤ N since two different subproblems may have the same kth best solution in Q k . An illustrative example of DBS can be found in Section I of supplementary material.
C. Angle-Based-Selection
To further improve the diversity in the population, our selection scheme needs to consider the diversity relationship between the selecting solutions and the solutions in the previously Input: two populations A and P, the ideal objective vector z * , size of P: N Output: the population P selected fronts. In this paper, we use acute angles between objective vectors of solutions to quantify diversity, as follows:
F(x) and F(y) are, respectively, the objective vectors of solution x ∈ P and y ∈ A, and z * is the ideal objective vector. Fig. 2 shows the calculation of diversity, as presented in (6) .
The idea of ABS is that, a member is added to P if and only if its angle with elements in P is the largest. The pseudo-code of ABS is presented in Algorithm 3. For each solution x i ∈ A in the selecting front, its minimum angle, θ i , to each solution in P, is calculated (lines 1-3), based on (6). To maximize the diversity, line 5 obtains the solution (x k ) with the largest angle (θ k ) to P. If the size of P is less than N, it will be deleted from A and added to P (lines 7-9); and the corresponding minimum angle between x j and P is updated (lines 10-12); otherwise, the loop is terminated. Finally, P is returned as the output (line 17). An illustrative example of ABS can be found in Section II of supplementary material. 
D. Computational Cost of the SAS
Step 2 New Solution Generation: 
Step 3 Sorting-and-Selection:
Step 4 Stopping Criteria: If stopping criteria is satisfied, then stop and output P. Otherwise, go to Step 2.
Step 2: New Solution Generation: Generate a set of new solutions Y.
Step 3: Sorting and Selection: Use Y to update P.
Step 4: Stopping Condition: If a preset stopping condition is met, output P. Otherwise, go to step 2. The pseudocode of MOEA/D-SAS is given in Algorithm 4. The details of steps 1-3 are given as follows.
A. Initialization
MOEA/D-SAS decomposes an MOP into N single objective optimization subproblems by using a decomposition approach (WS, TCH, or PBI) with N weight vectors
The subproblem s k is defined by (2), (3), or (4), in Section II-B. For each k = 1, . . . , N, let B(k) be the set containing the indices of the T closest weight vectors to λ k in terms of the Euclidean distance. If i ∈ B(k), subproblem i is called a neighbor of subproblem k.
Solution x i in P can be generated randomly or by using a single objective heuristic on the subproblem i. The ideal objective vector is initialized as the minimum values of all the solutions in P along each objective. α is initialized as 2N.
B. New Solution Generation
An offspring population Y (size of N) is generated in step 2. For each solution x i in P, the process for generating a new solution y i is as follows.
In step 2a, the mating pool D for solution x i is set to the set of solutions associated with all the subproblems in B(k) with probability δ or the population P with probability 1 − δ. In step 2b, an offspring solution is reproduced, using parent solutions from the mating pool D. Any genetic operator or mathematical programming technique can serve this purpose, although differential evolution (DE) [32] and polynomial mutation [13] are used in this paper. We set one parent solution x r 1 = x i . The other two parent solutions, x r 2 and x r 3 , are randomly selected from mating pool D, for generating an offspring solution as follows:
where j = 1, . . . , n, rand ∈ [0, 1], j rand ∈ [1, n] is a random integer uniformly generated from 1 to n; and CR and F are two control parameters. The polynomial mutation operator is applied on y to generate y = (y 1 , . . . , y n ) T y j = y j + σ j × (b j − a j ), with probability p m y j , with probability 1 − p m (9) with
where rand is a random number uniformly generated from [0, 1]; the distribution index η and the mutation rate p m are two control parameters; and a j and b j are the lower and upper bounds of the jth decision variable. In step 2c, the new solution y i is evaluated. The ideal objective vector z * is updated in step 2d. The procedure (steps 2a-2d) is repeated N times, so a population Y = {y 1 , . . . , y N } can be obtained.
C. Sorting-and-Selection
SAS is called to updated P, that is to select N solutions out of combined population P ∪ Y. The neighborhood size L for sorting in SAS, is adaptively controlled by the number of selected fronts in the last call of SAS. The maximum value of L is set to 2 * N while the minimum value is set to α + T. 
D. More Discussions on MOEA/D-SAS
In a very recent work [34] , a decomposition-based MOEA (named WASF-GA) is proposed. In WASF-GA, the population is also divided into different fronts based on decomposition function values for subproblems. However, the selection of MOEA/D-SAS is fundamentally different from WASF-GA in the following two aspects.
1) MOEA/D-SAS can also deal with MOPs with irregular PFs, e.g., the disconnected and degenerate ones. Therefore, for the same case in Fig. 1 , WASF-GA can only achieve the selection results in Fig. 1(b) , while MOEA/D-SAS can achieve the ideal results in Fig. 1(a) , due to the following two distinctive characteristics of MOEA/D-SAS. a) Different solutions are allowed to associate with the same subproblems and some subproblems may have no associated solutions. b) ABS adopts the angle information to select solutions with the best diversity. 2) Different from WASF-GA, which conducts sorting on all the solutions for each subproblem, DBS only sorts L closest solutions to each subproblem to control the convergence and reduce the computational cost.
V. EXPERIMENTAL SETTING

A. Test Problems
Two well-known test suites are considered in our experimental studies. One is the UF test suite which contains ten unconstrained MOP test instances (UF1-UF10) from the CEC2009 MOEA competition [41] . Seven of them (UF1-UF7) are 2-objective test functions, and the rest (UF8-UF10) are 3-objective functions. For all UF test functions, the number of decision variables is set to 30. Another test suite is DTLZ [16] . All DTLZ instances can be scaled to any number of objectives and decision variables. In this paper, the number of objectives is set to 3 and the number of decision variables is set to 10.
B. Parameter Settings
All the algorithms were implemented in MATLAB. The parameters of NSGA-II, MSOPS-II, MOEA/D, MOEA/D-DE, and MOEA/D-STM were set according to [15] , [20] , [25] , [28] , and [40] Tables I and II, respectively. The setting of N weight vectors (λ 1 , . . . , λ N ) is controlled by a positive integer parameter H, which specifies the granularity or resolution of weight vectors, as in [40] . Each individual weight takes a value from
The number of weight vectors is determined by both parameter H and the number of objectives m:
H+m−1 .
C. Performance Metrics
Inverted generational distance (IGD) [8] , [45] is used as the performance metric in our studies. IGD measures the average distance from a set of reference points P * in the PF to the approximation set P. It can be formulated as follows:
where dist(v, P) is the Euclidean distance between the solution v and its nearest point in P, and |P * | is the cardinality of P * . If |P * | is large enough to represent the PF very well, IGD(P, P * ) could measure both diversity and convergence of P in a sense. 
VI. EXPERIMENTAL STUDIES AND DISCUSSION
To study the performance of MOEA/D-SAS and understand its behavior, this section conducts the following experimental works. Table III . MOEA/D-SAS has the significantly best performance among all the compared algorithms, on all the test functions, except for UF4, UF10, DTLZ4, and DTLZ5. MSOPS-II has the best performance on UF4, UF10, and DTLZ4; NSGA-II has the best performance on DTLZ5.
To compare the performance of algorithms during the optimization process, the evolution of the average IGD values, versus the number of function evaluations, for UF and DTLZ test instances are plotted in Fig. 3 . It can be seen clearly from these figures that MOEA/D-SAS almost always has the best performances on both convergence speed and quality of the final nondominated sets. This observation is consistent with our motivations in Section I. It is worth to note that, for the benchmark problem with a disconnected and degenerate PF, such as DTLZ7, MOEA/D-STM tends to obtain the boundary solutions in PF, as illustrated in Fig. 1 and explained in Section I, while MOEA/D-SAS is able to obtain more diverse Pareto approximate solutions.
C. Computational Efficiency of Decomposition-Based-Sorting
DBS conducts sorting only among the neighboring solutions for each subproblem, which effectively reduces its computational cost. The number of selected fronts (α) at each generation adaptively determines the number of closest solutions to the direction vectors of subproblems L, for the next generation, and thus, plays an important role on the computational efficiency of DBS. Fig. 5 plots the evolution of α at each generations on different benchmark problems. It can be observed that the values of α decrease very quickly during the evolutionary process and level off at a very small value (α N), in all the benchmark problems. These observations further support the motivations in Section I and analysis in Section III, that DBS is able to use local neighborhood information to reduce its computational cost. 
D. Effects of Angle-Based-Selection
The ABS is proposed as a fine-grained diversity maintenance scheme in SAS. In this section, the effects of it are investigated and analyzed. We compare MOEA/D-SAS with a variant of itself [named MOEA/D-SAS(a)], in which the ABS is eliminated. The comparisons between these two algorithms can be considered as a way to test the effects of ABS. In addition, we also replace ABS with nichecounts [14] Table V . It can be observed that the performances of MOEA/D-SAS are significantly better than that of MOEA/D-SAS(a) on 8 out of 17 benchmark problems. The performances between these two algorithms have no significant differences on the other nine benchmark problems. The results validate that ABS is very effective to improve the diversity of the population in most cases.
In addition, the performances of MOEA/D-SAS are significantly better on six benchmark problems and worse on one problem than that of MOEA/D-SAS(n). Both algorithms have very similar performances on the rest of benchmark problems. The above results are consistent with our motivations in Section I that ABS is more fine-grained than niche-counts scheme. Table VI. The performance of MOEA/D-SAS and NSGA-III, in terms of IGD values, are presented in Table VII . It can be observed that MOEA/D-SAS is able to outperform NSGA-III on most test problems and MOEA/D-SAS has the increasingly better performance than NSGA-III when the number of objectives increases. It is also worth to note that DTLZ5 and DTLZ6 are the degenerated test problems, whose PFs are irregular. Nevertheless, MOEA/D-SAS constantly achieves better performance than NSGA-III on these two test problems.
To show the convergence and diversity for these two compared algorithms, the parallel coordinate plots of the solution sets obtained from the best run for MOEA/D-SAS and NSGA-III are shown in Fig. 6 . It is clear to see that MOEA/D-SAS achieves much better diversity than NSGA-III on DTLZ1 and DTLZ2. For DTLZ5 and DTLZ6 whose PFs are degenerate, the shapes of parallel coordinate plots obtained by In addition, the computational efficiency of DBS and the effects of ABS are also discussed in this paper in detail.
