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Abstract
A classical result on extremal graph theory is the Erdös–Gallai theorem: if a graph on n vertices has more than (k−1)n2 edges, then
it contains a path of k edges. Motivated by the result, Erdös and Sós conjectured that under the same condition, the graph should
contain every tree of k edges. A spider is a rooted tree in which each vertex has degree one or two, except for the root. A leg of a
spider is a path from the root to a vertex of degree one. Thus, a path is a spider of 1 or 2 legs. From the motivation, it is natural to
consider spiders of 3 legs. In this paper, we prove that if a graph on n vertices has more than (k−1)n2 edges, then it contains every
k-edge spider of 3 legs, and also, every k-edge spider with no leg of length more than 4, which strengthens a result of Woz´niak on
spiders of diameter at most 4.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The graphs considered in this paper are ﬁnite, undirected, and simple (no loops or multiple edges). The sets of
vertices and edges of a graph G are denoted by V (G) and E(G), respectively. For S ⊆ V (G), G−S denotes the graph
obtained from G by deleting all the vertices of S together with all the edges with at least one end in S. When S={x}, we
simplify this notation to G− x. If xy ∈ E(G), we say that x is joined to y and that y is a neighbor of x. For a subgraph
H of G, NH(x) is the set of the neighbors of x which are in H, and dH (x) = |NH(x)| is the degree of x in H. When no
confusion can occur, we shall write N(x) and d(x), instead of NG(x) and dG(x). For A,B ⊆ V (G), E(A,B) denotes
the set, and e(A,B) the number, of edges with one end in A and the other end in B. For simplicity, we write e(A) for
e(A,A) and e(G) for e(V (G), V (G)) ( = |E(G)|). When A = {a}, we simplify the notation to e(a, B).
A spider is a tree with at most one vertex of degree more than 2, called the center of the spider (if no vertex of degree
more than two, then any vertex can be the center). A leg of a spider is a path from the center to a vertex of degree 1.
Thus, a star with k edges is a spider of k legs, each of length 1, and a path is a spider of 1 or 2 legs. A k-edge spider is
a spider with k edges.
A classical result on extremal graph theory is the Erdös–Gallai theorem: every graph G with e(G)> (k−1)2 |V (G)|
contains a path of k edges. Motivated by the result, Erdös and Sós made the following conjecture (see [2]):
Erdös-Sós Conjecture. If G is a graph on n vertices with e(G)> (k−1)n2 , then G contains every tree of k edges.
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The conjecture seems to be very difﬁcult. There are only few partial results known, mainly on two directions. One
is to pose conditions on the graph G, such as graphs of girth 5 by Brandt and Dobson [1], and then improved to graphs
without cycle of length 4 by Saclé and Woz´niak [4]. The other is to pose conditions on the tree, such as trees with
a vertex joined to at least k−12 vertices of degree 1 by Sidorenko [5], and spiders of diameter at most 4 by Woz´niak
[6]. Since a path is a spider of 1 or 2 legs, from the motivation of the conjecture, it seems natural to consider spiders,
and as the ﬁrst step, to consider spiders of 3 legs. In this paper we prove that the conjecture is true for spiders of
3 legs, and also for spiders with no leg of length more than 4, which strengthens the result of Woz´niak mentioned
above.
2. A lemma
Lemma 2.1. Let G be a graph whose vertex set can be partitioned into two subsets V1 and V2 such that |V1|> |V2|,
V1 is an independent set, and each vertex of V1 is joined to every vertex of V2. For any given spider T of k edges, if
k2|V2|, then for any u ∈ V2 with dG(u)k, G has a copy of T centered at u, unless k = 2|V2| and each leg of T has
even length, in which case G has a copy of T centered at any given vertex in V1.
Proof. If there exists no u ∈ V2 with dG(u)k, then there is nothing to prove. Suppose therefore that there exists such
a vertex u. We use induction on |E(T )|. If |E(T )|=1, the result is trivially true. Suppose that |E(T )|> 1 and the result
holds for every spider T ′ with |E(T ′)|< |E(T )| = k.
Let x be the center of T and deﬁne X={v ∈ V (T )\{x} : dT (x, v) is even}, Y ={v ∈ V (T ) : dT (x, v) is odd}. Thus,
k = |X| + |Y |.
If each leg of T has even length, then |X|= |Y |= k2 . We note that the complete bipartite graph K|V1|,|V2| is a spanning
subgraph of G. If k2 < |V2|, then |V2\{u}| k2 = |X| and |V1|> |V2|> |Y |, and we see that G has a copy of T centered
at u with X ⊆ V2\{u} and Y ⊆ V1, where for simplicity, we do not distinguish the vertices of T and its copy in G.
If k2 = |V2|, then for any v ∈ V1, |V2| = |Y | and |V1\{v}| |V2| = |X|, and thus G has a copy of T centered at v with
Y ⊆ V2 and X ⊆ V1\{v}.
Suppose therefore that T has a leg P of odd length. Let P = xv1v2 · · · vsw, where s is even. Consider the spider
T ′ = T − w. Since |E(T ′)| = k − 1 and dG(u)k > |E(T ′)|, and by the induction, G has a copy T ′′ of T ′ centered at
u. Since dG(u)k > |V (T ′′ − u)| = k − 1, there is y ∈ NG(u)\V (T ′′). If s = 0, that is, P = xw, then T ′′ + uy is a
copy of T centered at u. We assume therefore that s2. In fact, by the arguments, we may assume that
(2.1) T has no leg of length 1.
Let T ∗ be a copy of T ′ in G centered at u (so x = u) such that |E(T ∗) ∩ E(V2)| is as small as possible. By such
choice of T ∗, we claim that
(2.2) If Q = ua1a2 · · · am is a leg of T ∗ with am ∈ V1, then E(Q) ∩ E(V2) = ∅.
If this is not true, letaiai+1 ∈ E(Q)∩E(V2).Then, replacingQbyua1a2 · · · aiam am−1 · · · ai+1 yields a contradiction
to the minimality of |E(T ∗) ∩ E(V2)|. This proves claim (2.2).
Let P ′ be the leg of T ∗, which is a copy of P −w in G. For simplicity, we use the same notation for the vertices and
write
P ′ = uv1v2 · · · vs .
Note that s is even and u ∈ V2. If vs ∈ V1, then E(P ′) ∩ E(V2) = ∅, contradicting (2.2). Therefore we have that
vs ∈ V2. As seen before, there is y ∈ NG(u)\V (T ∗). If y ∈ V1, then vsy ∈ E(G) and T ∗ + vsy gives a copy of T in
G. we thus assume that y ∈ V2. If v1 ∈ V1, then yv1 ∈ E(G) and P ∗ = uyv1v2 · · · vs is a copy of P. Replacing P ′ by
P ∗ yields a copy of T in G. Therefore, we assume that v1 ∈ V2 and so xv1 ∈ E(V2). Since s is even and vs ∈ V2, we
have that |E(P ′) ∩ E(V2)| is even and hence |E(P ′) ∩ E(V2)|2. We claim that
(2.3) P ′ can be chosen such that the last edge vs−1vs ∈ E(V2).
If this is not true, then vs−1 ∈ V1. Let m be the smallest integer with m1 and vmvm+1 ∈ E(V2). If m = 1, replace
P ′ by uyvs−1vs−2 · · · v2v1, the last edge of which is in E(V2); If m2, and so m3, we have vm−1 ∈ V1, replace P ′
by uv1v2 · · · vm−1vsvs−1 · · · vm+1vm, the last edge of which is in E(V2). This proves claim (2.3).
Now, if there is b ∈ V1\V (T ∗), then vsb ∈ E(G), and T ∗ + vsb is a copy of T in G. Thus we assume that
V1 ⊆ V (T ∗). Since |V1|> |V2| k2 and V1 is an independent set, there is z ∈ V1 which is the end of some leg of T ∗, for
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otherwise |E(T ∗)|2|V1|>k, a contradiction. Let
L = uu1u2 · · · utz
be the leg of T ∗ with z as its end. By (2.1) and (2.2), t2, ut ∈ V2 and ut−1 ∈ V1. Recall that vsvs−1 ∈ E(V2) and
v1 ∈ V2. If vs−2 ∈ V1, then uyvs−2vs−3 · · · v2v1zut and uu1u2 · · · ut−1vs−1vs are copies of P and L, respectively,
which yields a copy of T in G. Assume therefore that vs−2 ∈ V2. Then, replacing P ′ and L by uv1v2 · · · vs−2zut and
uu1u2 · · · ut−1vs−1vs , respectively, yields a copy of T ∗ which has fewer edges in E(V2), contradicting the choice of
T ∗. This completes the proof of the lemma. 
3. Spiders of three legs
Theorem 3.1. If G is a graph on n vertices with e(G)> (k−1)n2 , then G contains every k-edge spider of three legs.
Proof. Let T be a k-edge spider of three legs. Consider a minimal subgraph G′ of G such that e(G′)> k−12 |V (G′)|. By
the minimality, G′ is connected and dG′(v) k2 for every v ∈ V (G′). If G′ has a copy of T, so does G. For simplicity,
we may just assume that G is connected and dG(v) k2 for every v ∈ V (G).
Suppose that P1, P2, P3 are the three legs of T with e(Pi) = i(i = 1, 2, 3). We may assume that 1123.
Since 1 + 2 + 3 = k, we have that 1 k3 .
If there is a path P = x0x1 · · · xp with p1 such that G − {x1, x2, . . . , xp} has a cycle D containing x0 with
e(D)2 + 3 + 1, then D gives two legs starting at x0 of lengths 2 and 3, respectively, while P gives a leg of length
1. This shows that
Observation. If there is a path P = x0x1 · · · xp with p1 such that G − {x1, x2, . . . , xp} has a cycle D containing
x0 with e(D)2 + 3 + 1, then G has a copy of T centered at x0.
Let C be a longest cycle in G. By a result of Erdös and Gallai [3, Theorem 2.7], we have that |C|k. If C is a
hamiltonian cycle, let x0 be a vertex with dG(x0) = (G). Since e(G)> k−12 n, we have that dG(x0)k. Let C =
x0x1x2 · · · xn−1x0. Suppose that i is the smallest index such that i1 + 1 and x0xi ∈ E(G). Then P = x0x1 · · · xi−1
is a path of length at least 1 and G − {x1, . . . , xi−1} has a cycle D = x0xixi+1 · · · xn−1x0 of length at least dG(x0) −
1 + 1k − 1 + 1 = 2 + 3 + 1. It follows from the observation that G has a copy of T.
Suppose therefore that G − C has a component H with |V (H)|1. Since G is connected, there exist v0 ∈ C and
u1 ∈ H such that v0u1 ∈ E(G). Let
C = v0v1v2 · · · vs−1v0 where sk
and let
P = u1u2 · · · u
be a longest path in H starting from u1. If 1, then, since sk2 + 3 + 1, we are done by the observation.
Suppose therefore that
(3.1) 1< 1.
Since P is a longest path, we have N(u) ⊆ V (C) ∪ V (P ). Let |N(u) ∩ V (C − v0)| = t . Then
tdG(u) −  k2 − .
But < 1 k3 , and so t >
k
6 . Since C is a longest cycle in G, the neighbors of u in C are non-consecutive and each of
the two segments of C from v0 to the nearest neighbor of u contains at least  + 1 edges. Let j be the largest index
such that vju ∈ E(G). We claim that j1 + 1. If this is not true, then j1 k3 , which implies that t j2  k6 , a
contradiction. By the claim, we may let m be the smallest integer such that vmu ∈ E(G) and m1 + 1. Let
P1 = v0v1 · · · vm−1 and P2 = v0vs−1 · · · vm.
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Let
|N(u) ∩ V (P1 − v0)| = t1 and |N(u) ∩ V (P2 − v0)| = t2.
we claim that
(3.2) 2t1 + 1 + 1.
To see this, let vr ∈ N(u)∩V (P1 − v0) with r as large as possible. (Here we assume that t11, for otherwise (3.2)
follows directly from (3.1).) By the choice of m, r1. Since no two vertices of N(u)∩V (P1) are consecutive on P1
and the segment from v0 to the ﬁrst vertex of N(u) ∩ V (P1 − v0) contains at least  + 1 edges, we have that
(3.3) 2(t1 − 1) + ( + 1)r1,
which gives (3.2), as claimed.
Let D = P2 ∪ P ∪ {v0u1, uvm}. By the choice of m, e(P1) = m − 1 l1. If e(D)2 + 3 + 1, then we are done
by the observation. Next we shall show that e(D)2 + 3 + 1, unless G is the graph described in Lemma 2.1.
Clearly, e(D)= e(P2)+ + 1. Since no two vertices of N(u)∩V (P2) are consecutive on P2 and the segment from
v0 to the ﬁrst vertex of N(u) ∩ V (P2 − v0) contains at least  + 1 edges, we have that
e(P2)2(t2 − 1) + ( + 1),
using t2 = t − t1, e(P2)2t +  − 1 − 2t1, and by (3.2),
e(P2)2t + 2 − 1 − 2.
Therefore, e(D)2t + 3 − 1 − 1. But t k2 − , and so
e(D)k +  − 1 − 1 = 2 + 3 +  − 1.
Either e(D)2 + 3 + 1 and the result follows from the observation, or  = 1 and all equalities hold above, in
particularly, equalities hold in (3.3), which implies that H consists of the single vertex u1 and v2iu1 ∈ E(G) for each i,
1 i t1 and 2t1=1. Furthermore, e(P2)=2(t2−1)+(+1) implies that vs−2j u1 ∈ E(G) (1j t2 and s−2t2=m).
But, we may choose any v2i , 1 i t1, as v0 and repeat the above arguments. Consequently, s = k = 2dG(u1) and
v2iu1 ∈ E(G) for each i, 0 i s−22 . The above arguments also imply that each component of G−C is a single vertex.
For any u ∈ V (G − C)\{u1}, if u is joined to some vj with odd index j, then, since s = k and d(u) k2 , we must have
that u is joined to all vi with i odd, 0 is − 1, say viu, vju ∈ E(G), where ij and both i and j are odd, then
C′ = v0v1 · · · vi−1u1vj−1vj−2 · · · viuvj vj+1 · · · vs−1v0 is a cycle of length s + 2, contradicting the maximality of C.
The same argument also shows that vivj /∈E(G), for otherwise we have a cycle of length s + 1. So we have that for
any u ∈ V (G−C)\{u1}, N(u)=N(u1). Let V1 =V (G−C)∪
{
v2i+1 : 0 i s−22
}
and V2 =V (G)\V1. Then, V1 is
an independent set, |V2| = k2 , and each vertex of V1 is joined to every vertex of V2. (Where we use the fact that s = k
and d(v2i+1) k2 , and so v2i+1 is joined to every vertex of V2, 0 i s−22 .) By Lemma 2.1, G contains a copy of T.
This completes the proof of the theorem. 
4. Spiders of short legs
Theorem 4.1. If G is a graph on n vertices with e(G)> k−12 n, then G contains every k-edge spider that has no leg of
length more than 4.
Proof. Let T be a k-edge spider that has no leg of length more than 4. Consider a minimal subgraph G′ of G such
that e(G′)> k−12 |V (G′)|. Clearly, if G′ contains T, then so does G. For simplicity, we may just assume that G is the
minimal graph with e(G)> k−12 n. For any complete subgraph Km ⊆ G,
e(G − Km)> (k − 1)n2 −
⎛
⎝∑
v∈Km
d(v) − e(Km)
⎞
⎠ ,
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if
∑
v∈Km d(v)
m
2 (k + m − 2), then
e(G − Km)> (k − 1)(n − m)2 ,
contradicting the minimality of G. Therefore, we have that
(4.1) For each Km ⊆ G,∑v∈Kmd(v)> m2 (k + m − 2).
Let x be the center of T. We prove the result by induction on the degree of x in T. If dT (x)= k, that is, T is a star with
k edges, then clearly G has a copy of T centered at any vertex of degree at least k in G (the existence of such a vertex
is guaranteed by e(G)> (k−1)n2 ). Suppose therefore that dT (x)< k and the result holds for all k-edge spiders that have
no leg of length more than 4 and whose centers have degree more than dT (x).
Since T is not a star, T has a leg of length more than 2. Let R = xv1v2 · · · vty be a longest leg of T, where t1.
Let T ′ = T − y + {xy}. Then dT ′(x) = dT (x) + 1, and by the induction hypothesis, G contains a copy T ′′ of T ′. For
simplicity, we use the same notations for the vertices of T ′′ and T ′, and so T ′′ has legs xv1v2 · · · vt and xy. Set
P0 = v1v2 · · · vt .
Consider a longest path L in G − V (T ′′ − y), starting at y, say
L = u1u2 · · · us ,
where u1 = y. We may assume that s t , for otherwise replacing xP 0 by a segment of xL with length t + 1 yields a
copy of T in G.
In what follows, we suppose, to the contrary, that G does not contain a copy of T, and shall arrive at a contradiction
to the degree sum d(us) + d(vt ).
By the maximality of L, N(us) ⊆ V (T ′′) ∪ V (L). Also, N(vt ) ⊆ V (T ′′ − y), for otherwise a copy of T is obtained
by extending P0 at vt , and in particular, e(vt , L) = 0.
We note that usv1 /∈E(G), for otherwise replacing xP 0 by xu1 · · · usv1v2 · · · vt−s+1 gives a copy of T in G. Fur-
thermore, if vivt ∈ E(G), then vi+1us /∈E(G), for otherwise xv1 · · · vivtvt−1 · · · vi+1us is a leg of length t + 1 and a
copy of T is obtained. In particular, vtus /∈E(G). Therefore, we have that
(4.2) e(us, P0) + e(vt , P0) |V (P0)| − 1, with equality only if vi+1us ∈ E(G) whenever vivt /∈E(G) for each i,
1 i t − 1.
Let P1, P2, ..., P be the vertex-disjoint paths of T ′′ − (V (P0) ∪ {x, y}). Since T has no leg of length more than 4,
we see that |V (Pi)|4, 1 i. For any P ∈ {P1, P2, ..., P}, we shall prove that
(4.3) e(us, P ) + e(vt , P ) |V (P )|.
Let P = a1a2 · · · ap. If ps, then e(vt , P ) = 0, for otherwise, suppose that vta ∈ E(G) for some a ∈ V (P ), then
xv1v2 · · · vta and xu1u2 · · · up are legs of lengths t + 1 and p, respectively, which yields a copy of T in G. Thus,
e(vt , P )+ e(us, P )= e(us, P )p, as required by (4.3). In what follows, we assume that p> s. Noting that p4, we
have the following three cases.
(i) p = s + 1. If e(us, P )> 0, say usa ∈ E(G) for some a ∈ V (P ), then L + usa is a path of the same length as P,
which means that us and vt cannot be joined to two distinct vertices of P, and hence either e(us, P )+ e(vt , P )2p
or e(us, P ) + e(vt , P ) = e(us, P )p. Otherwise, e(us, P ) = 0 and so e(us, P ) + e(vt , P ) = e(vt , P )p.
(ii) p=s+2. If vta1 ∈ E(G), then e(us, P −a1)=0, for otherwise,Lusa2a3, orLusap−1ap, orLusapap−1 is a path
of the same length as P; similarly, if vtap ∈ E(G), then e(us, P −ap)=0. Thus, if e(vt , {a1, ap})=2, then e(us, P )=0
and so e(us, P )+ e(vt , P )p. If e(vt , {a1, ap})= 1, then e(us, P )1, and so e(us, P )+ e(vt , P )1+ (p− 1)=p.
Suppose therefore that e(vt , {a1, ap})= 0. Then, e(vt , P − a1 − ap)> 0, for otherwise, e(vt , P )= 0 and we have that
e(us, P )+e(vt , P )p. Forp=3, e(vt , P−a1−ap)> 0 implies that vta2 ∈ E(G), whichmeans thatus cannot be joined
to both a1 and a3, for otherwise a1usa3 is a path of the same length as P, and therefore e(us, P )+ e(vt , P )2+1=p.
For p = 4, as seen above, if vta2 ∈ E(G), then e(us, {a3, a4})= 0; and if vta3 ∈ E(G), then e(us, {a1, a2})= 0. Thus,
e(us, P ) + e(vt , P )3<p.
(iii)p=s+3.Then,p=4 and s=1.Wenote that ifusa1 ∈ E(G) (usa3 ∈ E(G)), thenusa1a2a3 (usa3a2a1) is a path of
the same length as P. Thus, if vta4 ∈ E(G), then e(us, {a1, a3})=0. Moreover, if e(us, {a1, a3})=2, then vta2 /∈E(G),
for otherwise, a1usa3a4 is a path of the same length as P. This gives that e(us, {a1, a3})+ e(vt , {a2, a4})2. Similarly,
noting that if e(us, {a2, a4}) = 2, then a1a2usa4 is a path of the same length as P, which means that vta3 /∈E(G), and
thus e(us, {a2, a4})+ e(vt , {a1, a3})2. Consequently, e(us, P )+ e(vt , P )4=p. This completes the proof of (4.3).
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By (4.2) and (4.3), we have that d(us) + d(vt ) |V (T ′′ − y − x)| − 1 + e({us, vt }, x) + e(us, L), that is,
(4.4) d(us) + d(vt )k − 2 + e({us, vt }, x) + e(us, L), with equality only if all equalities hold in (4.2)
and (4.3).
By (4.1) with m = 1, we have that
(4.5) d(us) k2 and d(vt ) k2 .
We ﬁrst consider the special case that s = 1 and t = 3. In this case, e(us, L)= 0, and by (4.4) and (4.5), vtx ∈ E(G),
d(us) = d(vt ) = k2 , and the equality in (4.2) hold. If v1vt ∈ E(G), then, replacing xv1v2vt by xv1vtv2, and by the
same arguments, we have that d(v2) = k2 , and so d(vt ) + d(v2) = k, which is contrary to (4.1) with m = 2. Therefore,
v1vt /∈E(G), and since equality hold in (4.2), we have that usv2 ∈ E(G). This shows that
(4.6) If s = 1 and t = 3, then vtx ∈ E(G) and usv2 ∈ E(G).
Let T ∗ be the spider inGwith legs xP i , 0 i, and xL. From the proof above, (4.6) holds for all the spiders centered
at x in G that are isomorphic to T ∗ (that is, spiders having +2 legs xQi , 0 i, and xL′, where |V (Qi)|= |V (Pi)|,
0 i, and |V (L′)| = |V (L)|). We may suppose that T ∗ has been chosen such that d(us) + d(vt ) is maximum over
all such spiders in G.
For a path P ∈ {P1, P2, ..., P}, we say that P is usable at us if the subgraph induced by V (P ) ∪ {us} has a path of
length |V (P )| (a hamiltonian path of the induced subgraph), starting at us . Thus, if us is joined to an end of P, then P
is usable at us . If each Pi , 1 i, is usable at us , then we have a copy of T centered at us , in which each Pi together
with us gives a leg of length |V (Pi)|, 1 i, and usus−1 · · · u1xv1v2 · · · vt−s+1 is a leg of length t + 1. Therefore,
there must be some Q ∈ {P1, P2, ..., P} such that Q is not usable at us . Let
Q = b1b2 · · · bq .
Since Q is not usable at us , we have that
(4.7) e(us, {b1, bq}) = 0.
We note that s t , and since T has no leg of length more than 4, we have that t3. By the choice of P0, q t + 1.
The rest of the proof is divided into three cases, according to the values of s.
Case 1: s = 1. Then e(us, L) = 0, and by (4.4) and (4.5),
vtx ∈ E(G) and d(us) = d(vt ) = k2 .
Moreover, all equalities in (4.2) and (4.3) hold. In particular,
(4.8) e(us,Q) + e(vt ,Q) = q which implies that q2.
If t = 1, then q = 2, and vt is joined to both b1 and b2. Replacing xb1b2 by xvtb2, we have a copy of T ∗ in which
b1 plays the same role as vt . By the choice of T ∗ (the maximality of d(us) + d(vt )), d(b1)d(vt ). However, by (4.1)
with m = 2, d(b1) + d(vt )> k, and hence d(vt )> k2 , a contradiction.
If t = 2, then we have a copy of T ∗, in which xv1vt is replaced by xvtv1, and v1 plays the same role as vt . As above,
d(v1)d(vt ), and by (4.1), d(vt )> k2 , a contradiction again.
If t = 3, then by (4.6), usv2 ∈ E(G). Now, consider the path Q.
If q = 2, then, by (4.7) and (4.8), vt is joined to both b1 and b2, and we have a copy of T ∗, in which xP 0 and xQ are
replaced by xb1vtb2 and xv1v2, respectively. As before, d(b2)d(vt ), and by (4.1), d(vt )> k2 , a contradiction.
If q=3, then b2us /∈E(G), for otherwise e(vt , {b1, b3})=0, contradicting (4.8). It follows from (4.7) that e(vt ,Q)=3.
Then, xb1b2b3vt and xv1v2us are two legs of length t + 1 and q, a copy of T is obtained.
If q = 4, we consider e(us, {b2, b3}). If e(us, {b2, b3}) = 0, then e(vt ,Q) = 4, and we have a copy of T ∗, in which
xv1v2vtb4 in place of xQ and xb1b2b3 in place of xP 0. As before, d(b3)d(vt ), and so d(vt )> k2 , a contradiction.
Suppose thus that e(us, {b2, b3})1. If usb2 ∈ E(G), then vtb1 /∈E(G), for otherwise xusb2b3b4 and xv1v2vtb1 are
two legs of length 4, yielding a copy of T. Similarly, If usb3 ∈ E(G), then vtb4 /∈E(G). Thus, by (4.8), there are only
three subcases left:
usb2 ∈ E(G) and e(vt , {b2, b3, b4}) = 3. Then, as just seen, we have xv1v2vtb4 and xb1b2b3, which gives that
d(b3)d(vt ), and d(vt )> k2 , a contradiction.
usb3 ∈ E(G) and e(vt , {b1, b2, b3}) = 3. Then we have a copy of T ∗, in which xv1v2vtb2 in place of xQ, xusb3b4
in place of xP 0, and xb1 in place of xL. That is, b4 as vt and b1 as us . By (4.6), b4x ∈ E(G) and b1b3 ∈ E(G). Now,
xb4b3b1 is a leg of the same length as xP 0 and xv1v2vtb2 a leg of the same length as xQ. As before, d(b1)d(vt ),
and d(vt )> k2 , a contradiction.
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e({us, vt }, {b2, b3}) = 4. Since usb3 ∈ E(G), as seen above, by (4.6) we have that b4x ∈ E(G) and b1b3 ∈ E(G).
Then, usb2b1b3b4 is a hamiltonian path in the subgraph induced by V (Q) ∪ {us}, contradicting the fact that Q is not
usable at us .
Case 2: s = 2. So e(us, L) = 1. If e({us, vt },Q)<q, then, instead of (4.4), we have that d(us) + d(vt )k − 2 +
e({us, vt }, x). By (4.5), d(us) = d(vt ) = k2 and usx ∈ E(G). Replacing xu1us by xusu1, and by the maximality of
d(us) + d(vt ), d(u1)d(us). As before, by (4.1) with m = 2, d(us)> k2 , a contradiction. Suppose therefore that(4.9) e({us, vt },Q) = q.
Then q3. Note that ts. we have either t = 2 or t = 3.
If t = 2, then since q t + 1, we have that q = 3 (=s + 1). As seen in the proof of (4.3), us and vt cannot be joined to
distinct vertices of Q. It follows from (4.7) and (4.9), e(vt ,Q)= q. By (4.4), e({us, vt }, x)1. If e({us, vt }, x)= 2, we
have that d(us) + d(vt )k + 1. Now, xvtv1 plays the same role as xv1vt , as before, d(v1)d(vt ), and d(vt ) k+12 ,
with equality only if d(v1)= d(vt ). Similarly, xusu1 plays the same role as xu1us and d(us) k+12 . Thus, we have the
equalities d(vt )= k+12 , and d(v1)= d(vt ), which means that there is no difference between v1 and vt . Repeat the same
arguments to the leg xvtv1, we have that e(v1,Q) = q. Then, with xv1b2b3 in place of xb1b2b3 and xvtb1 in place of
xv1vt , we see that d(b1)d(vt ). Similarly, with xv1vtb3 in place of xb1b2b3 and xb1b2 in place of xv1vt , we have
that d(b2)d(vt ). So, d(b1) + d(b2) + d(vt ) 32 (k + 1), contradicting (4.1) with m = 3. If e({us, vt }, x) = 1, then
d(us) + d(vt ) = k. But, as just seen, either d(us) k+12 or d(vt ) k+12 , a contradiction.
Therefore, t = 3. If we do not have equality in (4.2), then, instead of (4.4), we have that d(us) + d(vt ) = k, and
e({us, vt }, x)= 2. But, as seen above, usx ∈ E(G) implies that d(us) k+12 , a contradiction. Therefore, equality holds
in (4.2), and
(4.10) d(us) + d(vt )k − 1 + e({us, vt }, x),
which implies that e({us, vt }, x)1. But, e(us, P0) = 0, for otherwise there is a leg xu1usv′v′′ of length 4, where
v′, v′′ ∈ V (P0). Thus, by (4.2) with equality, vtv1 ∈ E(G), and the leg xv1vtv2 implies that d(v2)d(vt ). Furthermore,
if vtx ∈ E(G), then the leg xvtv2v1 implies that d(v1)d(vt ), and by applying (4.1) to d(v1) + d(v2) + d(vt ), we
obtain that d(vt ) k+22 , which implies that e({us, vt }, x) = 2. However, usx ∈ E(G) gives that d(us) k+12 , and we
have a contradiction to (4.10). Suppose therefore that vtx /∈E(G). Then, from (4.10) and (4.5), d(us)= d(vt )= k2 and
usx ∈ E(G). But, usx ∈ E(G) implies that d(us) k+12 , a contradiction again.
Case 3: s = 3. Then t = 3. For q3, we have that e(vt ,Q) = 0, and thus e({us, vt },Q)<q. For q = 4, since us
and vt cannot be joined to distinct vertices of Q, we have the equality e({us, vt },Q) = q only if e(us,Q) = 0 and
e(vt ,Q) = q. In summary,
(4.11) e({us, vt },Q) = q only if q = 4 and e(vt ,Q) = q.
Since s = t = 3, we have that e(us, P0) = 0. Rewrite (4.4) as
(4.12) d(us) + d(vt )k − 2 + e(us, {x, u1}) + e(vt , {x, v1}), with equality only if all equalities hold in (4.2)
and (4.3),
which together with (4.5) gives that
e(us, {x, u1}) + e(vt , {x, v1})2.
If e(vt , {x, v1}) = 2, then xvtv2v1 and xv1vtv2 are legs of the same length as xP 0 Then, as before, d(v1)d(vt ) and
d(v2)d(vt ), and by (4.1), d(vt ) k+22 (equality holds only if d(v1) = d(v2) = d(vt )), which implies, as seen from
(4.12), that e(us, {x, u1})1. Similarly, if e(us, {x, u1}) = 2, then d(us) k+22 , implying e(vt , {x, v1})1. Thus we
only need to consider the following four subcases.
Case 3.1: e(us, {x, u1}) = 1 and e(vt , {x, v1}) = 1. It follows from (4.5) and (4.12) that d(us) = d(vt ) = k2 , and
e({us, vt },Q) = q, which implies, by (4.11), that q = 4 and e(vt ,Q) = q. Replace xQ by xv1v2vtb4, and xP 0 by
xb1b2b3. As before, d(b3)d(vt ), and d(vt )> k2 , a contradiction.
Case 3.2: e(us, {x, u1}) = 1 and e(vt , {x, v1}) = 2. As seen above, we have that d(vt ) k+22 , with equality only if
d(vt )=d(v2)=d(v1). It follows from (4.12) that d(vt )= k+22 and d(us)= k2 , and e({us, vt },Q)=q, which implies that
q = 4 and e(vt ,Q)= q. Since d(vt )= d(v2)= d(v1), instead of the leg xv1v2vt , we may use xvtv2v1 or xv1vtv2, and
by the same arguments, we have that e(v1,Q)= e(v2,Q)= q. Replacing xQ by xv1v2vtb4, and xP 0 by xb1b2b3, and
as before, d(b3)d(vt ) = k+22 , and thus d(b3) + d(v1) + d(v2) + d(vt )2(k + 2). However, {b3, v1, v2, vt } induces
a complete subgraph, and by (4.1) with m = 4, d(b3) + d(v1) + d(v2) + d(vt )> 2(k + 2), a contradiction.
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Case 3.3: e(us, {x, u1}) = 2 and e(vt , {x, v1}) = 1. Then, as showed above, d(us) = k+22 and d(vt ) = k2 , and
e({us, vt },Q) = q, which implies, as seen in Case 3.1 above, that d(vt )> k2 , a contradiction.
Case 3.4: e(us, {x, u1})= 2 and e(vt , {x, v1})= 2. Then, as showed above, d(v1)= d(v2)= d(vt )= k+22 , q = 4, and
e(vt ,Q)=q. As in Case 3.2, we have a contradiction to the degree sum d(b3)+d(v1)+d(v2)+d(vt ). This completes
the proof of the theorem. 
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