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Aleksandru Sadikovu za vse nasvete in pomoč pri izdelavi celotnega dela. Prav tako
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V magistrskem delu razvijemo krmilnik moči varilnega laserja z maksimalno močjo 400
W na osnovi slikovnih zaznaval, kjer proces varjenja sprotno ocenjujemo s pomočjo
konvolucijske nevronske mreže. Na podlagi naučenih modelov s skupno točnostjo 94%
na testnih podatkih smo sposobni oceniti vnos energije v pločevino iz nerjavečega jekla
AISI 304 s skupno debelino prekrivnih pločevin 1,5mm. Krmilnik je s pomočjo CNN-
modela in PID-krmilnika zmožen krmiliti moč laserja, pri čemer je vselej poudarek na
odzivnosti in stabilnosti sistema. Krmilnik se pri določenih parametrih stabilizira že
















In the master thesis we develop and implement power controller of welding laser with
maximum power of 400 W based on image sensor, where the process of welding is being
continuously estimated with convolutional neural network. Based on learnt models with
total accuracy of 94% on test dataset we are able to estimate heat input in overlaying
AISI 304 metal sheet with cumulative thickness of 1,5mm. Controller developed from
PID controller and convolutional neural network is responsively and stably controlling
laser power output. Controller in certain cases stabilizes within 0,46 s. Based on
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4.3.1 Podatkovna množica . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3.2 Razdelitev vzorcev . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3.3 Arhitektura CNN-modela . . . . . . . . . . . . . . . . . . . . . 36
4.3.3.1 Razumevanje modela . . . . . . . . . . . . . . . . . . . 38
4.3.4 PID-krmilnik . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.4 Eksperimenti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.1 Konstantni pogoji . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.4.2 Vsiljevanje motnje . . . . . . . . . . . . . . . . . . . . . . . . . 42
5 Rezultati in diskusija . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
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serja od 0 W do 400 W pri hitrosti 125 cm/min. . . . . . . . . . . . 66
Slika 1.5: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči la-
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C / število kategorij
c J/kg K specifična toplota
E J energija
e / vrednost funkcije izgube
g / aktivacijska nelinearna funkcija
H / navzkrižna entropija
I W/m2 intenziteta
Mp / razmerje med največjim prenihajem in vhodno koračno funk-
cijo
N / število primerov
P W moč
P / prava verjetnost pripadnosti
p / verjetnost
Q / dobljena verjetnost pripadnosti
R / reflektivnost
r mm odmik od točke interakcije snopa
S / zaloga vrednosti
T / prepustnost
t s čas
∆T K sprememba temperature
v m/s hitrost
w / utež
X / primer, na katerem merimo entropijo
x mm točka abscisne osi kartezični koordinatnega sistema
x / predhodni nevron
y mm točka ordinatne osi kartezični koordinatnega sistema
y / izhod nevrona
z mm točka aplikatne osi kartezični koordinatnega sistema
z / točka definicijskega prostora
α m2/s čas
λ nm valovna dolžina
ρ kg/mm3 gostota materiala






i pripadajočega nevrona i
j število nevronov predhodnega nivoja
n n-ti nevron
p najvǐsje točke








ANN umetna nevronska mreža (angl. artificial neural network)
CNN konvolucijska nevronska mreža (angl. convolutional neural network)
CO2 ogljikov dioksid
FPS število zajetih slik na sekundo (angl. frmes per second)
P proporcionalni (angl. proportional)
PID proporcionalni, integracijski, odvodni (angl. proportional integral de-
rivative)
ReLU usmerjena linearna enota (angl. rectified linear unit)
TEM prečni elektromagnetni profil (angl. transverse electromagnetic mode)




Varjenje je postopek spajanja materiala, kjer s povǐsanjem temperature ali pritiska
združimo elemente tako, da jih pretalimo, kar jih ob strditvi združi v nerazdružljivo
celoto. Poznamo več tipov varjenja: mednje spadajo tudi uporovno, obločno, plamen-
sko in lasersko varjenje.
V tem delu bomo osredotočeni na lasersko varjenje. To je postopek vnašanja energije
v material z laserskim snopom, ki je dobro uveljavljen v industriji. Odlikuje ga: (i)
visoko razmerje med širino zvara in globino prevaritve, kar omogoča varjenje debe-
leǰsih materialov; (ii) lokaliziran vnos toplote, za katerega je značilno majhno toplotno
vplivano področje (v nadaljevanju TVP, angl. heat affected zone), ki omogoča varje-
nje ob temperaturno občutljivih materialih, kot je npr. plastika ali elektronika; (iii)
brezstičnost postopka, zaradi česar ima majhno obrabo opreme med procesom; (iv)
neodvisnost laserskega snopa od zraka in magnetnega polja, ki je v mnogih aplika-
cijah varjenja primerneǰsi od varjenja z elektronskim snopom (dosega večjo globino
penetracije) kjer so našteti pogoji nujni za pravilno delovanje; (v) svetlobni snop se
lahko preprosto usmerja tudi v območja, ki so težko dostopna oz. nedostopna za stične
postopke; (vi) zmožnost varjenja neenakih materialov, saj je toplotni vnos omejen na
zelo majhno območje; (vii) zmožnost krmiljenja gostote moči s spremembo pozicije
gorǐsčne razdalje, hitrosti varjenja ali krmiljenja moči laserja; (viii) relativno lahka av-
tomatizacija postopka, zaradi računalnǐskega vodenja; (ix) relativno hitreǰse varjenje
v primerjavi z ostalimi tipi varjenja in (x) relativno vǐsja trdnost zvara v primerjavi z
večino konvencionalnih procesov varjenja [1], [2].
Za vare, izdelane z laserskim postopkom, je značilna: (i) visoka trdnost, kar pomeni
bolǰsi izdelek z vidika nerazdružljivosti; (ii) vitkost; (iii) majhna TVP, ki predstavljata
na videz prijetneǰso zvezo med materiali in (iv) gladkost zvara, ki v mnogih aplikacijah
odpravi potrebo po dodatni obdelavi.
1.1 Ozadje problema
S časom je želja po izdelavi kompleksnih izdelkov postala večja, vendar z nastavljeno
močjo laserja ni bilo več možno zagotoviti kvalitetne zveze med materiali. Izdelki
z ukrivljenimi površinami, spreminjajočimi se debelinami ali v skrajnosti celo spre-
minjajočimi se materiali, so le peščica težavnih primerov. S tem je postala potreba
po krmilniku moči laserja bolj izrazita. Primeren krmilnik lahko krmili enega ali več
1
Uvod
parametrov, ki spreminjajo intenziteto laserskega snopa. Poglavitni so: (i) direktno kr-
miljenje moči; (ii) krmiljenje lege gorǐsčne razdalje v odvisnosti od površine varjenca,
pri čemer se spreminja premer naležne površine in (iii) krmiljenje hitrosti varjenja,
kjer sprememba vpliva na čas obdelave vara in lokalnega vnosa energije v material.
Glede na nastavljene krmiljene parametre in pogoje, var oddaja različne emisije, ki
so posledica varjenja, kot so npr. optične, akustične, vibracijske, termalne itd. S pri-
mernimi senzorji lahko nekatere emisije merimo neposredno, npr. optične, akustične,
vibracijske, druge pa lahko merimo posredno prek raznih korelacij, npr. velikost in
intenziteto plazme, optično določanje velikosti bazena taline in druge. Prvi tovrstni
krmilniki moči so se pojavili leta 1992. Sokolowski in drugi so razvili sistem za krmi-
ljenje globine prevaritve varjenca. Globino so določali prek optične emisije kovinske
uparitve, saj so ugotovili, da obstaja linearna odvisnost med svetlobno emisijo v ko-
aksialni smeri in globino prevaritve. Z uporabo mikrofona so zajeli akustične emisije
in z njimi izbolǰsali meritve. V raziskavi so bile meritve obdelane po procesu, zato je
to le neporušna metoda določitve globine prevaritve [3]. Nato so leta 1997 Haran in
drugi izdelali krmilnik moči laserja zasnovan na krmiljenju gorǐsčne razdalje. Taka me-
toda se izkaže zelo koristna predvsem pri ukrivljenih površinah, kjer se tekom varjenja
bistveno spreminja lega gorǐsčnice v primerjavi s površino materiala [4]. Leta 1999 so
Abels in drugi izdelali krmilnik moči laserja, kjer so neposredno krmilili moč laserja.
Za povratno zanko so izkoristili koaksialno kamero, s katero so dobili prostorsko poraz-
deljeno intenziteto izsevane svetlobe, ki se ustvarja tekom varjenja [5]. Bardin in drugi
so leta 2005 izdelali krmilnik vnosa energije, ki je bil zasnovan na krmiljenju moči in
gorǐsčne razdalje v primerjavi s površino. Za doseganje popolne prevaritve varjenca so
analizirali intenziteto parničnega profila [6].
V zadnjih letih je obilo zanimanja požela umetna inteligenca, saj so zaradi vse večjih
napredkov na področju strojne opreme, specifično grafičnih kartic, zaživele globoke ne-
vronske mreže (tj. ogrodje množice algoritmov, ki se na podlagi pravilno razvrščenih
primerov ali vzorcev učijo). V modernem času so omenjene nevronske mreže zelo
priročen sistem, ker je zanje možno pridobiti obilico podatkov in informacij. Z njimi
lahko rešujemo kompleksne probleme, ki jih je težko rešiti na konvencionalen način.
Popis karakteristik problema je za določene izzive zelo težek zaradi mnogih razlogov,
kot so na primer nepopolno razumevanje problema, neraziskano področje problema in
visoke dimenzionalnosti problema. Leta 2009 so Roca in drugi kot eni izmed prvih upo-
rabili umetne nevronske mreže (v nadaljevanju ANN, angl. Artificial neural networks),
kjer so modelirali korelacijo med akustično emisijo in stabilnostjo plinskega obločnega
vara [7]. Leta 2014 so Gunther in drugi med prvimi poizkusili narediti krmilnik na
podlagi nevronskih mrež in spodbujevanega učenja. Sistem je bil sestavljen tako, da
se sproti uči in prilagaja nastavljive parametre [8].
1.2 Cilji naloge
Cilj magistrskega dela je razviti krmilni sistem moči laserja za varjenje, ki je zasnovan
s triangulacijsko kamero. Krmilnik temelji na klasifikaciji posamezne slike s kamere v
enega izmed možnih razredov, ki napove stanje vnosa energije v material: premajhen,
zadosten ali prevelik. Za izdelavo klasifikatorja je treba pridobiti in pravilno označiti
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večje število reprezentativnih slik, ki predstavljajo omenjene razrede. Po izdelavi kla-
sifikatorja je treba napraviti različico proporcionalno, integracijsko, diferencialnega kr-
milnika (v nadaljevanju PID, angl. proportional–integral–derivative controller), ki na
podlagi trenutnega stanja vara priredi novo vrednost laserja. Končni cilj naloge je
določiti odzivnost krmilnika na podlagi časa ustalitve vara v stabilno stanje po vsiljeni
zunanji motnji. Pregledane bodo tudi možnosti nadgradnje krmilnega sistema za zajem





Lasersko varjenje je postopek združevanja dveh ali več kovinskih izdelkov z uporabo
laserja. Z laserskim snopom lahko vnesemo zadostno energijo v izdelek, da lokalno
pretalimo ali uparimo material. Uporaba laserskega varjenja je ključna, ko je potrebno
omejiti TVP in zmanǰsati grobost vara.
Ločimo talilno in parnično varjenje. Talilno varjenje je postopek varjenja, kjer izdelek
zgolj pretaljujemo, to pomeni, da je povsod maksimalna temperatura izdelka pod mejo
vrelǐsča materiala. Zaradi tega je vnos toplote v material relativno majhen. To omejuje
tudi globino prevaritve, saj se energija v izdelku prenaša predvsem s prevodom toplote
[9]. V kolikor nizka hitrost varjenja in širše TVP nista omejitvi, predstavlja talilno
varjenje odlično metodo spajanja materiala, saj zadostujejo nizke moči, dobljeni zvar
pa je gladek in lep. Parnično varjenje je tip laserskega varjenja, kjer se material uparja
in tvori plazma. To ustvari nadtlak, ki razriva talino, posledično pa se tvori parnica,
zaradi česar se bistveno poveča globina prevaritve in delež absorbirane svetlobe kot
prikazuje slika 2.1.
(a) (b)
Slika 2.1: Dva načina absorpcije v material. Slika a) prikazuje Fresnelovo absorpcijo,
ki se izvaja na naležni površini. Slika b) prikazuje absorpcijo v plazmi [1].
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Običajno gre pri parničnem varjenju za kombinacijo Fresnelove absorpcije1 na površini
in absorpcije v plazmi, kjer skupna absorbirana moč presega 90%. Z dosegom globoke
penetracije zaradi nadtlačnega odrivanja materiala se običajno dogajajo neželeni učinki,
kot je npr. izbrizg taline. Površina novo nastalega vara je običajno tudi slabša v
primerjavi s talilnim varjenjem, vendar še vedno veliko bolǰsa kot pri mnogih drugih
varilnih postopkih [10].
2.1 Interakcija laserskega snopa z materialom
Ob interakciji laserskega snopa (IV ) s snovjo, prikazana na sliki 2.2, se zgodijo običajno
trije pojavi, in sicer: odboj (IR), prehod (IT ) in absorpcija (IA). Pojavi so odvisni od
mnogih faktorjev materiala, vendar v vseh primerih narekujejo, kako se bo razpore-
dila energija vpadnega laserskega snopa. V primeru visoke absorptivnosti se bo večina
svetlobne energije spremenila v toplotno energijo materiala, pri visoki vrednosti od-
bojnosti bo odbila večino vpadnega snopa (npr. ogledala) in pri visoki prepustnost
prepusti večino svetlobe brez segrevanja materiala (vsi prozorni materiali, npr. okna).
Slika 2.2: Interakcija laserskega snopa z materialom. Odbita svetloba ohranja enako
energijo, prepuščena svetloba pa pojenja zaradi absorpcije svetlobe [11].
V kolikor velja zakon o ohranitvi energije, lahko ta pojav zapǐsemo z enačbo enakosti
vhodne in izhodne energije
IV = IA + IT + IR. (2.1)
V kolikor delimo z vpadlo energijo IV , dobimo enačbo
1 = A+ T +R. (2.2)
1Fresnelova absorpcija je pojav odboja laserske svetlobe znotraj parnice kot posledica spremembe
lomnega količnika med dvema medijema. Ob vsakem nadaljnjem odboju laserskega snopa se delež
laserske energije absorbira v material.
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V enačbi 2.2 je definirana absorptivnost A, odbojnost R in prepustnost T . Enačba
velja, dokler je ohranjena enakost energije (ne prihaja do fluorescence, optičnega pod-
vajanja frekvence itd.). Pri laserskem varjenju je vpadni kot skoraj pravokoten (nekaj
stopinjsko odstopanje je potrebno, da se prepreči povratni odboj svetlobe proti laserju)
na obdelovalno površino, zato je odboj odvisen od stanja površine materiala, valovne
dolžine laserskega snopa (pri čemer je veličina odbojnosti definirana z materialom) in
temperature obdelovanca. Prepustnost svetlobe je odvisna od prepustnosti materi-
ala in sipanja svetlobe na kristalnih strukturah materiala. Pri laserskem varjenju je
običajno govora o svetlobno neprepustnih materialih, zato prepustnost ni podrobneje
opisana. Absorpcija svetlobe je pojav prenosa fotonske energije v notranjo energijo
materiala. Odvisna je od (i) stanja materiala: tip (prevodnik ali dielektrik), tempera-
ture, stanja površine in (ii) lastnosti svetlobe: valovne dolžine, intenzitete, polarizacije
in vpadnega kota. V kovinah so lastnosti definirane prek prostih oz. prevodnǐskih
elektronov, ki so šibko vezani na atome kovine. Z elektromagnetnim valovanjem so
prosti elektroni vzbujeni in pričnejo nihati v fazi, kar povzroči električno valovanje v
protifazi z vpadnim valovanjem – pri tem nastane odbito valovanje, ki ima odbojni
kot zrcalen vpadnemu kotu. Svetloba zato ni prepuščena globoko v material (tj. zgolj
nekaj atomskih premerov). Absorpcija pri kovinah je posledično lahko obravnavana
kot površinski pojav.
Pri statičnem trenutnem obsevanju materiala s točkovnim laserskim snopom se foton-
ska energija prek absorpcije pretvori v notranjo energijo, ki lokalno poveča kinetično
energijo molekul oz. temperaturo. Za primer statičnega točkovnega laserskega izvora,







izračunamo spremembo temperature točke r v neskončnem polprostoru po preteklem
času t od trenutka bliska.
Spremenljivka r v enačbi 2.3 predstavlja oddaljenost od optične osi in jo za kartezični
koordinatni prostor lahko zapǐsemo z enačbo
r =
√︁
x2 + y2 + z2, (2.4)
spremenljivka t čas, E0 ponazarja energijo, ki blisk odda v material, ρ predstavlja
gostoto materiala, cp specifično toploto, α pa toplotno difuzivnost materiala.
Slika 2.3: Prevod toplote v materialu pri osvetljevanju z laserskim snopom s
trenutnim točkovnim profilom [11].
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Ob zadostni intenziteti so vibracije molekul tako velike, da se medatomske vezi raz-
rahljajo – nastopi taljenje. Z vǐsanjem kinetične energije atomov je možno oslabiti
medatomske vezi do stopnje, pri kateri pride do izparevanja materiala. Nadaljnja iz-
postavljenost materiala laserskemu snopu lahko preseže prag ionizacije, pri čemer se
prosti elektroni atomov odcepijo od atoma in dobimo četrto agregatno stanje – plazmo.
Prosti elektroni v plazmi so zelo prevodni, zato se bistveno poveča absorpcija laser-
skega snopa. Nastala plazma lahko ustvari plazemski ščit, ki ustvari senčenje obsevane
površine. Material pri tem seva v vse smeri in s tem zmanǰsa lokalizacijo vnosa energije.
S krmiljenjem različnih krmilnih parametrov lahko vplivamo na nastajanje plazme in
tako posredno vplivamo na količino vnosa energije v material.
2.2 Vpliv parametrov laserskega varjenja
Namen varjenja je združiti dva ali več materialov v nerazdružljivo celoto oz. doseči
lastnosti zvara, ki služijo danemu namenu. Za dosego tega je potrebno zagotoviti
planirano delovanje procesa znotraj toleranc. Dober var mora izpolnjevati zahteve
problema, sicer je var neprimeren. Pri varjenju imamo mnogo vhodov in izhodov.
Vhodi varjenja so parametri, ki vplivajo na varilni proces, izhodi pa so var in z njim
povezane lastnosti s stranskimi učinki, ki nastanejo pri tvorbi zvara. S sistemskega
vidika na izhod vplivajo mnogi parametri.
Vhode lahko namenoma spreminjamo zato, da krmilimo izhode – npr. moč laserja,
lega gorǐsčnice glede na površino obdelovanca, hitrost varjenja itd. Take parametre
imenujemo krmiljeni parametri. Drugi tipi parametrov so tekom varjenja konstantni,
imenujemo jih varilni pogoji [12]. Obravnavamo jih kot del sistema, npr. tip laserja, ge-
ometrija laserskega izvora itd. Zaradi želje po poenostavitvi sistema se lahko odločimo
tudi za nekoliko bolj specifične rešitve, pri čemer določene krmilne parametre fiksiramo
in jih obravnavamo kot varilne pogoje, npr. fiksiramo hitrost varjenja in krmilimo le
moč. Varilni pogoji so nespremenljivi parametri tekom varjenja, ki definirajo zalogo
vrednosti krmilnih parametrov. Kljub nelinearnosti in kompleksnosti problema je ve-
dno možno najti tak set vhodnih parametrov, ki bojo zagotovili primeren izhod, in
sicer ob predpostavki, da lahko vsakič zagotovimo enake pogoje varjenja. V realnosti
temu običajno ni tako, saj imamo lahko veliko motenj, ki vplivajo na sistem. Motnje
lahko ločimo v kratkotrajne motnje in konstantna odstopanja [12].
Kratkotrajne motnje so lokalne motnje v danem prostoru ali času. Primer takih motenj
so praske na obdelovancu, turbulence v zaščitnem plinu, kontaminacija na površini
obdelovanca itd. Slednje motnje zgolj lokalno vplivajo na varilni proces. Ne glede
kako spremenimo vhodne parametre – prezremo motnje ali pa se jim prilagodimo – se
proces po nekaj ciklih znova vzpostavi na želeno vrednost. Po drugi strani konstantna
odstopanja vplivajo na proces ves čas in so razlog za odstopanje izhoda od želene
vrednosti. V tem primeru mora sistem spremeniti vhodne parametre, da zagotovi želen
izhod. Primer konstantnih motenj so odstopanja kemične sestave materiala znotraj
šarže, debeline materiala in drugih.
Odstopanje od želenih nastavitev lahko sistem privede v stanja, ki negativno vplivajo na
izhod. Pri določeni kombinaciji oz. nastavitvah vhodov obstaja nevarnost, da nastanejo
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diskontinuitete v materialu. Primer je poroznost, prelomi in grbavost. Nelinearnost
povzroča težave pri izdelavi kakovostnih varov, saj nezadosten vnos energije ne zagotovi
zadostne pretalitve materiala, kar pa je problematično z vidika zagotavljanja zadostne
trdnosti, vodotesnosti oz. drugih lastnosti, ki jih želimo doseči z varom. Prevelik vnos
materiala pa kljub zadostnemu oz. prevelikemu vnosu energije tudi ne zagotovi dobre
kvalitete vara. Prek parnice lahko uparimo prevelik del materiala in tako poslabšamo
lastnosti. Material lahko postane tudi porozen, kar ima zelo slab vpliv na lastnosti
združenega elementa.
2.2.1 Hitrost varjenja in moč laserja
S spremembo moči laserskega snopa direktno vplivamo na intenziteto laserskega snopa,
kjer ob preseženi meji približno 106 W/cm2 prične material uparjevati, ob dodatnem
večanju moči pa se tvori plazma [1]. Zaradi nadtlaka, ki se ob tem pojavi, pride do
razrivanja taline, kar poveča naležnost laserskega snopa na material. Tvori se parnica,
ki močno poveča penetracijo. Večanje moči laserja pomeni večjo intenziteto laserskega
snopa, saj je velikost snopa neodvisna od moči. S tem se doseže hitreǰse uparjanje ma-
teriala in tvorjenje plazme, ki poveča globino penetracije. Z večanjem moči dosežemo
večje globine penetracije. To je razvidno iz slike 2.4, kjer so prikazane globine pene-
tracije v odvisnosti od moči in hitrosti.
Slika 2.4: Vpliv hitrosti in moči laserja na penetracijo v material [1].
Ob predpostavki, da je z laserskim snopom material zelo lokalno obremenjen, hitrost
laserja vpliva na čas lokalne izpostavljenosti materiala laserskemu snopu. Pri obrav-
navi hitrosti varjenja kot superpozicije statičnih osvetljav lahko na podlagi enačbe 2.3
ugotovimo, kako se spreminja temperatura s hitrostjo. Ob predpostavki, da varimo












∆Ttocka(r −∆r, t− τ). (2.6)
∆Ttocka(r, t) predstavlja točko interesa oddaljeno za r od začetne točke interakcije la-
serskega snopa z materialom, t pa čas od pričetka varjenja, ko nas zanima temperatura
v točki. ∆r predstavlja korekcijo točke r zadnjega statičnega laserskega bliska glede
na začetni blisk, korekcija je enaka enačbi 2.5, kjer x nadomestimo z r. Korekcija je
zapisana z enačbo 2.7:
∆r = v∆t (2.7)
τ predstavlja korekcijo časa, ki upošteva pretečeni čas od pričetka varjenja. Po pretečenem
času t, tj. ko velja τ > t, nadaljnji laserski bliski za zadani čas nimajo več tempera-
turnega vpliva. K želeni točki lahko doprinesejo spremembo temperature le v dalǰsem
časovnem obdobju.
Na sliki 2.4 je razvidno, da se pri dani moči penetracija znižuje obratno sorazmerno
z vǐsanjem hitrosti. Za dano hitrost velja, da vǐsja moč pomeni globljo penetracijo,
ampak ta se ne veča eksponentno, kot bi sprva lahko pričakovali. Temu botruje pred-
vsem dejstvo, da z vǐsanjem moči ustvarjamo več plazme, ki ustvari zaščitni sloj med
materialom in laserskim snopom [1].
2.2.2 Geometrija toplotnega izvora – funkcija porazdelitve sve-
tlobne intenzitete
Prečni profil (v nadaljevanju TEM, angl. Transverse electrogamnetic mode) prikazuje
razporeditev moči glede na enotsko površino, ki je pravokotna glede na laserski izvor.
Izvor se spreminja z oddaljenostjo od izhodnega zrcala – v bližini zrcala je lahko izkri-
vljeno zaradi uklona svetlobe – vendar se z oddaljenostjo običajno obdrži konstantna
simetrična oblika.
Poznamo več oblik TEM. Ničti red (TEM00) je Gaussov profil in je prikazan na sliki




Slika 2.5: Primer TEM00 in TEMmn porazdelitve intenzitete [1].
Oblika TEM je odvisna od rodovnosti laserskega izvora Oblika TEM pove, kako gosto
intenziteto lahko z različnimi laserji dobimo. Vǐsji redi TEM imajo večjo porazdelitev
skozi presek in posledično manǰso intenziteto, saj je enaka moč porazdeljena na večjo
površino. Različni laserski izvori imajo drugačne profile. Npr. vlakenski laser ima
običajno multimodalno porazdelitev, saj ima tako najbolǰsi izkoristek moči z laserskega
izvora, medtem ko ima CO2 laser pri nižjih intenzitetah Gaussovo porazdelitev oz.
multimodalno porazdelitev pri vǐsjih intenzitetah [1].
V primeru magistrskega dela se uporablja vlakenski laser z enorodovnim laserskim
snopom, zato imamo zelo dober približek TEM00.
2.2.3 Dolžina bliska
Za varjenje se lahko uporablja tako bliskovni, kakor tudi kontinuirani laserski snop.
Bliskovno varjenje je primerneǰse za točkovno varjenje, medtem ko je kontinuiran la-
serski snop primerneǰsi za kontinuirane vare [1]. Z bliskovnim režimom lahko varimo
tudi kontinuirane vare, ampak morajo biti zagotovljeni naslednji pogoji: navzgor ome-
jena varilna hitrost, če želimo doseči konstanten var. Kuo in drugi so ugotovili, da
ob določenih frekvencah in dolžinah bliska lahko večamo penetracijo tudi do 30% na
nerjavečem jeklu [13]. Drugi pa so ugotovili, da imamo z bliskovnim varjenjem bolǰse
krmiljenje laserja in ob pravih pogojih lahko zmanǰsamo nastanek por [2].
2.2.4 Tvorjenje plazme
Z vnosom laserske moči v material lokalno vplivamo na agregatno stanje materiala.
Sprva se tvori talina, nato pa ob zadostni intenziteti laserja pridemo do uparjanja
materiala. Uparjeni material se odvaja skozi nastalo luknjo v ozračje, vendar je del
plina izpostavljen laserskemu snopu.
Pri zadostni intenziteti snopa se ionizira uparjen material nad parnico, kar povzroči
plazmo, prikazano na sliki 2.6.
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Slika 2.6: Plazma se ustvari nad materialom [1].
Ustvarjena plazma lahko absorbira del energije laserskega snopa in jo odda prek toplote
v vse smeri in tako poslabša efektivnost varjenja. Prav tako lahko povzroči optično
lečenje, kar spremeni pozicijo gorǐsčnice. Plazma se lahko ustvari nad materialom kot
prikazuje slika, za kar so značilni zgoraj opisanimi negativni vplivi, lahko pa se ustvari
znotraj parnice. V tem primeru lahko izbolǰsa varjenje, saj z veliko kontaktno površino
s talino poveča vnos energije, ki bi se sicer izgubila zaradi reflektivnosti površine ma-
teriala. Problem plazme je njena nestabilnost, saj lahko hitro prehaja iz parnice nad
površino. Na njeno nestabilnost v veliki meri direktno vplivata moč laserja in hitrost
laserskega snopa [1]. To nas privede do želje po odpihovanju plazme iznad površine.
Ena izmed možnosti za to je uporaba zaščitnega plina.
2.2.5 Zaščitni plini
Uporaba zaščitnega plina služi več namenom, ki jih naštevamo v nadaljevanju: (i)
odpihovanje uparjenega materiala in plazme iznad parnice, (ii) dodajanje zaščitnega
okolja za talino in (iii) zaščito fokusne leče pred izbrizgi. V primeru laserskega varjenja
sta najbolj uporabljena zaščitna plina argon (Ar) in helij (He). V primeru nižjih
intenzitet oz. večjih hitrosti običajno uporabljamo argon, saj je ceneǰsi od helija,
prav tako se z uporabo argona tvori bolj gladek zvar. V primeru vǐsjih intenzitet oz.
počasneǰsih hitrosti je zaželena uporaba helija. Helij ima namreč nižjo gostoto in vǐsji
ionizacijski potencial, kar se prevede v težje tvorjenje plazme [1].
2.2.6 Velikost laserskega snopa in pozicija gorǐsčnice
Relacija med lego gorǐsčne razdalje v primerjavi s površino materiala narekuje, kako
velika bo površina laserskega zvara in globina prevaritve. Optimalna lega je tista, ki
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doseže maksimalno razmerje med globino proti širini – tj. maksimalna možna penetra-
cija z najmanǰso možno površino zvara [1]. Kljub temu ni nujno, da je to najoptimal-
neǰsi var, saj so s presekom zvara povezane tudi napetosti, ki jih zvar prenaša.
Slika 2.7: Sprememba globine in širine zvara glede na lego gorǐsčnice na jeklu 1018 [1].
2.2.7 Material
Vpliv materiala na var ima bistveno vlogo, saj material sam narekuje, kdaj in pod
kakšnimi pogoji dosežemo določena stanja varjenja. Parametri, kot so gostota, toplo-
tna prevodnost, temperatura talǐsča in vrelǐsča, talilna in uparjalna toplota, specifična
toplota in specifična prevodnost definirajo, kako se toplota prenaša znotraj materiala.
Zaradi kombinacij različnih parametrov so zato določeni materiali lahko varljivi, med-
tem ko so drugi veliko težje. Pri laserskem varjenju je zelo pomemben faktor odbojnosti
in absorptivnosti glede na valovno dolžino, saj definirata izkoristek vnosa energije v
material prek laserja [14], [15].
Materiale za lasersko varjenje lahko ločimo v tri kategorije: jekla, neželezne kovine in
keramiko. V tem delu bomo obravnavali samo jekla, zato je tu opredeljen samo vpliv
jekel na varjenje. Običajna ogljikova jekla so lahko varljiva, vendar je pri vrednostih
ogljika nad 0,25% potrebno predgrevanje varjenca v izogib krhkim mikrostrukturam,
ki nastanejo kot posledica lokalnega kaljenja. Prisotnost žvepla in fosforja kot legirnih
elementov običajno povzroča vroče razpokanje. Nerjaveča jekla so tudi dobro varljiva,
predvsem austenitna nerjaveča jekla. Poleg tega se zaradi nižje termične prevodnosti




3 Umetne nevronske mreže
Umetna nevronska mreža (v nadaljevanju ANN, angl. artificial neural network) je
računski model, zgrajen po navdihu bioloških možganov. Sestavljena je iz velike količine
preprostih nevronov, ki spominjajo na delovanje aksonov oz. bioloških nevronov. Zgra-
jena je iz več zaporednih nivojev – prične se z vhodnim nivojem, sledi ji poljubno število
skritih nivojev, zaključi pa se z izhodnim nivojem, kar je prikazano na sliki 3.1. Ne-
vroni so med seboj povezani z uteženimi povezavami tako, da tvorijo graf – glede na
tip nevronske mreže je lahko ciklični ali aciklični. Nevronske mreže za učenje potre-
bujejo večjo množico učnih podatkov z referenčnimi oznakami1 (angl. ground truth,
zato spadajo v domeno nadzorovanega učenja. Z večjim številom iteracij (v stroki ime-
novanih epoha) se model uči prek serije algoritmov, ki usklajujejo delovanje celotnega
orodja. Z nevronsko mrežo želimo doseči tak nabor uteži, ki za podobno (ne enako)
množico vhodov vrne referenčno vrednost. Tekom učenja se nevronska mreža opira na
skrite vzorce vhodov, ki so lahko človeku razumljivi. Velikokrat je popolno razumeva-
nje mreže nemogoče, saj je zaradi velikega števila nevronov in pripadajočih uteži težko
ugotoviti, kaj so ključne lastnosti vhodnih podatkov, na katere se model opira.
Slika 3.1: Nevronska mreža z dvema skritima plastema. Povzeto po [16].
1Referenčna vrednost je pravilna pripadajoča oznaka, ki je vsakemu posameznemu elementu po-
datkovne množice pravilno ročno dodeljena.
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Osnovni element nevronske mreže je nevron, ki ga lahko razumemo kot matematično
funkcijo z običajno velikim številom vhodov in nekaj izhodi. Vsak nevron ima enako
število uteži kot vhodov. Uteži so sprva nastavljene z Glorotovo oz. Xavierjevo metodo
[17], tekom učne faze pa se spreminjajo in prilagajajo tako, da minimizirajo napako
cenilke (podrobneje predstavljene v poglavju 3.1.2).
Slika 3.2: Enostavni umetni nevron.
Na sliki 3.2 je prikazan nevron z n vhodi in faktorjem pristranskosti. Nevron sešteje
pristranskost nevrona b z izhodi sosednjih predhodnih nevronov xi, ki so pomnoženi s
pripadajočimi utežmi wi. Dobljena vrednost je nato aktivirana z aktivacijsko nelinearno
funkcijo g(x). Dobljeni rezultat predstavlja izhodno vrednost y.









n dobljenih vrednosti nivoja je posredovanih v naslednji skriti nivo, kjer se postopek
z enačbe 3.1 ponavlja vse do zadnjega nivoja. V zadnjem nivoju se opravi seštevek
vhodov, prikazan z enačbo 3.2.





3.1 Učenje nevronske mreže
Nevronske mreže so grajene z nevroni, ki so medsebojno povezani, hkrati pa so po-
vezave med nevroni utežene tako, da utež narekuje pomembnost povezav med dvema
nevronoma. Vsak nevron ima aktivacijsko funkcijo (podrobneje jih predstavljamo v
poglavju 3.1.1), ki definira njegov izhod. S temi funkcijami se pretvori linearen vhod




Učenje je nastavljanje takih vrednosti uteži in pristranskosti nevrona, da se model
nauči posneti določeno značilnost vhoda. To je v grobem storjeno v treh korakih,
in sicer: (1) z razširjanjem naprej se računa napoved, (2) model preračuna izgubo
na podlagi referenčne vrednosti in napovedanih rezultatov, in (3) vzvratno razširja
vrednost napake sloj po sloju do vhoda, pri čemer se prireja vrednosti uteži tako, da
se zmanǰsa napako.
V fazi učenja se učni primer razširja skozi vse sloje nevronske mreže, kjer se na podlagi
raznih operacij aktivira in sešteva različne nevrone. Z dosegom zadnjega izhodnega
sloja učni primer dobi pripadajoči rezultat oz. vektor verjetnosti pripadnosti posame-
znemu razredu. Vektorju se skupaj z referenčnimi vrednostmi (angl. ground truth)
preračuna izgubo oz. napako (podrobneje jo predstavimo v poglavju 3.1.2).
Ob izračunani vrednosti izgube e se informacija razširja nazaj v vsak nevron z odva-
janjem napake z utežjo nevrona, kot je prikazano v enačbi
∂e
∂wij
= β(yi − Ti)qj. (3.3)
To se ponavlja do vključno prvega skritega nivoja. Ob uspešni razširitvi nazaj se na
podlagi dobljene informacije in funkcije optimiziranja (ki jo podrobneje predstavimo v
poglavju 3.1.3) priredi nov nabor uteži in nepristranskosti nevrona tako, da se minimi-
zira vrednost izgube.
3.1.1 Aktivacijske funkcije
Eden izmed ključnih razlogov, zakaj nevronske mreže dobro opravljajo svojo nalogo,
lahko pripǐsemo aktivacijskim funkcijam. Z njihovo uporabo dodamo nelinearnost v
model in s tem sposobnost učenja kompleksneǰsih problemov. Brez aktivacijske funkcije
je izhod nevrona seštevek linearnih funkcij predhodnih nevronov, zato bi bilo dodajanje
novih plasti v model neuporabno, saj s seštevanjem linearnih funkcij dobimo novo
linearno funkcijo. V tem primeru bi bil model sposoben učenja samo problemov z
linearno odvisnostjo. Zgodovinsko gledano je bila ena izmed prvih najbolj uporabljenih













Slika 3.3: Prikaz aktivacijskih funkcij v okolici koordinatnega izhodǐsča. Primer a)
prikazuje sigmoidno funkcijo, b) prikazuje hiperbolični tangens, primer c) pa
prikazuje ReLU.
Odvod sigmoidne funkcije je ne-negativno število za vsak vhodni parameter. Prednost
sigmoidne funkcije je zvezna odvedljivost, slabost pa je njeno nasičenje, kar se izraža
s permanentnim zapiranjem nevronov. To pomeni, da zelo velike vhodne vrednosti z
preslika proti 1 medtem, ko velika negativna števila preslika proti 0. To pomeni, da vse
nevrone, ki imajo po aktivaciji vrednost blizu 0, tako rekoč deaktivira. Po drugi strani
pa mreže z neprimerno inicializacijo, pri katerih je večina vrednosti velika, pozitivna
številka zasiči in tako se mreža komajda uči. Sigmoidno funkcijo se običajno uporablja
le še kot aktivacijo zadnjega nivoja, kjer je več možnih neekskluzivnih rešitev.
Hiperbolični tangens je funkcija, podobna sigmoidni funkciji, vendar ima nekaj predno-
sti v primerjavi z njo. Je simetrična okoli izhodǐsča, kar pomaga pri relativno hitreǰsem
učenju nevronske mreže, saj pri odvajanju dobimo vǐsje vrednosti odvodov. Prav tako
simetričnost okoli izhodǐsča zmanǰsa pristranskost gradientov [18]. Hiperbolični tan-
gens, prikazan na sliki 3.3 b), je definiran z enačbo




Izkaže se, da sta hiperbolični tangens in sigmoidna funkcija neprimerni aktivacijski
funkciji zaradi njune počasnosti učenja v primerjavi z drugimi aktivacijskimi funkci-
jami. Glavna razloga za njuno počasnost pripisujemo majhnem definicijskem območju
in računski zahtevnosti odvajanja funkcij.
Njuni slabosti odpravi ReLU funkcija oz. usmerjena linearna enota (angl. rectified
linear unit). ReLU je preprosta inženirska funkcija, ki za vse negativne vrednosti
priredi vrednost 0, medtem ko pozitivne vhodne vrednosti preslika v enake vrednosti.
ReLU funkcija, prikazana na sliki 3.3, je definirana z enačbo
ReLU(z) =
{︄
0 for z < 0
z for z ≥ 0
(3.6)
V primerjavi s predhodno opisanimi funkcijami ima ReLU funkcija dve prednosti, in
sicer: (i) samo navzdol omejeno zalogo vrednosti, kar vrača vǐsje vrednosti odvodov
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– to pomeni hitreǰse učenje s poljubim optimizatorjem in (ii) zelo preprosta računska
operacija, ki poenostavi in pohitri proces konvergence v primerjavi s sigmoidno funkcijo,
posledično pa to pomeni pohitren proces učenja. Temu je tako zaradi njene linearne
ne-saturacijske oblike [19].
Slabost ReLU funkcije se imenuje mrtvi ReLU. To je pojav, ki se zgodi, ko so vsi
vhodni parametri v nevron negativni, kar povzroči popolno deaktivacijo nevrona. Do
tega lahko pride pri začetni inicializaciji ali pa pri pozneǰsem učenju, ko se uteži tako
nastavijo, da povzročijo negativne vhode v nevron [20]. Običajno to težavo lahko
odpravimo z normalizacijo vhodov, kot je opisano v poglavju 3.2.1.2.
3.1.2 Funkcije izgube
Pomemben del učenja nevronskih mrež je primerjava rezultatov napovedi rezultatov in
referenčnih vrednosti. Razširjanje naprej je odraz aktualnega modela, ki poizkuša za
dani učni primer prirediti izhodno vrednost. Funkcija, kateri vrednost želimo minimi-
zirati ali maksimizirati, se imenuje ciljna funkcija ali kriterij. V kolikor jo poizkušamo
minimizirati, jo imenujemo tudi stroškovna funkcija, funkcija izgube ali funkcija na-
pake [21].
Funkcija izgube priredi razne dobre in slabe vidike kompleksnih sistemov v eno samo
skalarno število. Na podlagi funkcije izgube se lahko kasneje izvaja ocenjevanje in pri-
merjava. Funkcija je izbrana glede na tip vhodnih podatkov in modela. V primeru,
da gre za neprimeren izbor funkcije izgube, lahko to privede do napačnih rezulta-
tov. Sestavili smo slikovni kategorični klasifikator, zato smo uporabili funkcijo izgube
kategorična navzkrǐzna entropija. Obstajajo še ostale funkcije, kot je npr. binarna
navzkrižna entropija, koren povprečne kvadratne napake ipd.
Kategorična križna entropija je splošneǰsa oblika binarne navzkrižne entropije, saj pri-
merja neenakost med vektorji velikosti n z binarno entropijo2.
Za lažje razumevanje kategorične navzkrižne entropije si oglejmo najprej binarno nav-




P (xi) lnbQ(xi) = −(p ln(q) + (1− p) ln(1− q)). (3.7)
H predstavlja entropijo, X primer, za katerega merimo entropijo, P (xi) predstavlja
pravo verjetnost pripadnosti kategoriji i, medtem ko Q(xi) predstavlja dobljeno verje-
tnost pripadnosti kategoriji i.
V primerjavi z binarno entropijo mora kategorična navzkrižna entropija primerjati ne-
gotovost proti vsem kategorijam, zato je funkcija nadgrajena in prikazana v enačbi






1yi∈Cc ln pmodel[yi ∈ Cc]. (3.8)
2Entropija je količina, ki meri negotovost izida poskusa, povezanega s slučajno spremenljivko.
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N predstavlja število primerov, C pa število kategorij. 1yi∈Cc je karakteristična funkcija,
ki pove članstvo primera yi kategoriji Cc, pmodel[yi ∈ Cc] je predvidena verjetnost modela
za i-ti primerek v c-to kategorijo [16].
3.1.3 Optimiziranje napake
Optimiziranje napake je optimizacijski algoritem za iskanje minimalne vrednosti funk-
cije. Z dano funkcijo napake lahko na podlagi optimizacijske funkcije določimo tako
vrednost uteži, ki bo zmanǰsala napako. Obstaja več tipov optimizacijskih funkcij,
vsem pa je skupno, da na podlagi naklona v aktualni točki “dobijo”informacijo, kje so
nižje vrednosti, in nato poskušajo vsakemu nevronu prirediti tako vrednost uteži wij,
da zmanǰsajo ali odpravijo napako.
Na podlagi naklona funkcija izve zgolj, ali se premika proti minimumu, ne pa tudi, kako
daleč je. Zato je doseganje minimuma iterativni proces, ki je omejen s faktorjem stopnje
učenja. Izbira primerne vrednosti faktorja učenja je težavna in običajno potrebujemo
več poskusov za primerno izbiro parametra. Težave zaradi neprimerne izbire vrednosti
stopnje učenja so prikazane na sliki 3.4 [16].
(a) (b) (c)
Slika 3.4: Različne vrednosti izbire stopnje učenja. Primer a) prikazuje preveliko
vrednost stopnje učenja, kjer v vsaki iteraciji prekorači minimum in ga nato celo
izgubi; primer b) prikazuje premajhno vrednost, kjer za dosego minimuma
potrebujemo preveč časa; primer c) prikazuje primerno izbiro vrednosti.
S časom so se pojavile mnoge podobne funkcije, kjer ima vsaka svoje prednosti in
slabosti. Nove funkcije so grajene z istega izhodǐsča, vendar so primerneǰse za mini-
serije, imajo samonastavljive vrednosti stopnje učenja (npr. Adadelta), preverjajo,
ali so se zataknile v lokalnem minimumu (npr. RMSProp). Izbira primerne funkcije
je običajno odvisna od tipa podatkov in modela. V praksi je navada poizkusiti več
različnih funkcij in tako ugotoviti, katera je primerna, ker je sicer zelo težko izbrati
pravo [22].
3.1.4 Osipni nivo
V polno povezanem sloju nevronske mreže so vsi nevroni povezani z vsemi nevroni
v predhodnem in naslednjem nivoju, zato je običajno večina učnih parametrov ravno
tukaj. Ugotovljeno je bilo, da to poveča možnost prekomernega prileganja (angl. over-
fitting). Odvodi, prejeti od vsakega parametra nevronski mreži, povedo kako mora
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prirediti parametre, da zmanǰsa rezultat funkcije izgube. Običajno se nevroni tako
prilagodijo, da zmanǰsajo napake sosednih nevronov, kar pa vodi do kompleksnih ko-
adaptacij. Ta efekt je lahko ublažen z različnimi regularizacijskimi metodami, med
njimi je najbolj uporabljeno osipanje (angl. dropout). S to metodo se deaktivira vsak
posamičen nevron z verjetnostjo p. Ob deaktivaciji nevrona se za dano učno serijo
deaktivirajo tudi vse povezave do nevrona. Mreža se je v tem stadiju primorana učiti
samo na preostalih aktivnih nevronih. S prihodom naslednjega paketa se deaktivirani
nevroni ponovno aktivirajo s prvotnimi utežmi [23].
(a) (b) (c)
Slika 3.5: Prikaz osipanja na enostavni nevronski mreži.
Na sliki 3.5 a) je prikazana zelo enostavna nevronska mreža, kjer je vsak nevron lahko
izpuščen z verjetnostjo 0,5, kjer je deaktiviran nevron obarvan z modro barvo. Na
sliki 3.5 b) opazimo, da sta v trenutni iteraciji deaktivirana samo 2 nevrona (povezave
do njiju so bile tudi odstranjene). Slika 3.5 c) je sledeča iteracija, kjer so vsi nevroni
aktivirani in nato z verjetnostjo 0,5 ponovno deaktivirani.
3.2 Konvolucijska nevronska mreža
Konvolucijska nevronska mreža (v nadaljevanju CNN, angl. convolutional neural ne-
twork) je podobna umetni nevronski mreži, specializirani za obdelovanje podatkov s
tipično mrežno strukturo. V zadnjem desetletju so z napredki na področju grafičnih
kartic inženirji in znanstveniki dosegli veliko uspehov na praktičnih področjih. CNN
so dobile ime po glavni matematični operaciji, ki jo izvajamo v mreži – konvoluciji.
Konvolucija je operacija, ki je v najbolj splošni obliki aplicirana na dve funkciji. Defi-
nirana je z naslednjo enačbo





V terminologiji konvolucijske mreže je prvi argument, tj. funkcija x, običajno imenovan
vhod, druga funkcija g pa jedro. Rezultat konvolucije je običajno imenovan mapa
značilk.
3.2.1 Nivoji CNN
Sloj konvolucijske nevronske mreže običajno sestavlja več nivojev v zaporedju. V na-
vadi je, da se vhodni parameter najprej konvolvira s konvolucijo, kjer je želja razbrati
prostorske značilnosti vhoda. Sledi normalizacija svežnjev, ki skrbi za normalizacijo
povprečja in variance znotraj posameznega paketa. Na podlagi aktivacijske funkcije se
nato algoritem odloči za nadaljnjo uporabo informacije s prepuščanjem ali pa prekine
razširjanje informacije tako, da ugasne nevron. Sledi še redukcija velikosti, ki poskrbi,
da se izhod zmanǰsa n-krat.
3.2.1.1 Konvolucija
Glavni sloj konvolucijske nevronske mreže je konvolucija, zaradi česar je tudi prevzela
ime. Glavni element je jedro, ki predstavlja vidno polje, prek katerega s pomočjo učnih
parametrov razbira podatke s slike. Konvolucijska plast konvolvira jedro čez celotni
vhodni signal. Rezultat konvolucije je dvodimenzionalna aktivacijska mapa filtra, ki
predstavlja skalarni produkt jedra in vhodov. Kot posledica se nevronska mreža priuči
filtre, da se aktivirajo, ko zaznajo specifične prostorske značilnosti.
3.2.1.2 Normalizacija svežnjev
Normalizacija svežnjev (angl. batch normalization) je tehnika, ki naj bi po mnenju
avtorjev izbolǰsala hitrost, stabilnost in izvedbo umetnih nevronskih mrež [24]. To
stori tako, da ublaži efekt internega kovariantnega zamika3 (angl. internal covariate
shift), kjer inicializirani parametri in spremembe distribucije vhodov v posamezen nivo
vplivajo na učenje nevronske mreže.
V učni fazi, ko se parametri predhodnih slojev spreminjajo, se spreminja distribucija
vhodov v posamezen nivo, kar pomeni, da se mora vsak nivo prilagoditi novi distribuciji.
To ima velike posledice v globokih nevronskih mrežah, kjer se spremembe v začetnih
nivojih ojačajo z razširjanjem v pozneǰsih nivojih.
Normalizacija svežnjev se izvaja kot popravek variance in povprečja, od koder izvira
ime. V najbolǰsem primeru bi se ta popravek izvajal globalno na celotni učni množici,
vendar je to nepraktično v izvedbi s stohastičnimi optimizacijskimi metodami.
Normalizacija svežnjev z normalizacijo povprečja svežnjev okoli 0 izbolǰsa tudi delova-
nje ReLU, saj ublaži tako imenovani efekt mrtvega ReLU [25].
3Interni kovariantni zamik je definiran kot sprememba distribucije mrežnih aktivacij zaradi spre-




Združevanje je funkcija v konvolucijskem sloju, ki se jo periodično uporabi med zapo-
rednimi konvolucijskimi nivoji. Njena funkcija je progresivno zmanǰsevanje prostorske
velikosti vhodov, s čimer se zmanǰsa število parametrov in računanja v mreži. Deluje
neodvisno za vsak vhodni kanal s pomočjo okna poljubne velikosti (priporočena vre-
dnost je sicer 2 x 2 oz. 3 x 3 elemente), na podlagi predhodno določene aktivacije
izbere samo tisto vrednost v oknu, ki izpolnjuje pogoj. Nato se okno premakne za ko-
rak – običajno velikosti 2 elementa – in ponovi postopek. Na primer pri združevanju z
maksimizacijo se v izhod prepǐse samo največja vrednost okna. Na ta način se reducira
velikost vhoda za faktor nxm, kjer faktorja n in m definirata velikost okna v posamezni
osi.
Slika 3.6: Prikaz delovanja združevanja z maksimizacijo. Povzeto po [22].
Z združevanjem zgubljamo informacijo vhodov, vendar v zameno dobimo številne po-
zitivne vplive na nevronsko mrežo. Ključne so:
1. zmanǰsano število učnih parametrov – to pomeni hitreǰse učenje in zmožnost
uporabe manǰse učne množice pri učenju;
2. invarianca do manǰsih translacij in rotacij – z reduciranjem množice se zgodi, da
imajo podobni vhodni podatki enake izhodne vrednosti;
3. z manǰsanjem velikosti vhodnih podatkov sledečim slojem povečamo vidno polje
konvolucijskih jeder [21].
3.3 Podatkovna množica
Podatkovna množica (angl. dataset) je množica vhodnih podatkov, na katerih se ANN
uči. Lahko je poljubne oblike in dimenzij. Glede na izbiro ANN-ja morajo izpolnjevati
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določene pogoje za pravilno delovanje, tj. sekvenčno zaporedje, velikost dimenzij, vrste
podatkov itd.
Ločimo tri tipe podatkovnih množic: učno, validacijsko in testno množico. Množice
za vsak primer vsebujejo referenčno vrednost, ki predstavlja pravilno vrednost po-
datka. Učno in validacijsko množico se uporablja samo v fazi učenja, ko je omogočeno
ažuriranje uteži. Učna množica, kakor ime pove, predstavlja množico, na kateri se
model uči, medtem ko validacijska množica predstavlja množico za sprotno – po vsaki
epohi – preverjanje novo nastavljenih vrednosti. Z rezultati validacijske množice se
preverja pretirano prilagajanje (angl. overfitting) ANN-modela učni množici. Testna
podatkovna množica se uporablja na končnem modelu kot dodatno preverjanje napo-
vedovalne moči oz. naučenosti modela.
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4 Metodologija razvoja sistema
Krmiljenje moči laserskega varjenja na osnovi konvolucijske nevronske mreže je bilo raz-
vito kot del sistema za lasersko daljinsko varjenje, zato je bilo veliko elementov sistema
že predhodno izbranih in definiranih. V sklopu dela ni predvidena izbira elementov
sistema, zato so tukaj posamezne komponente zgolj opisane brez opredeljevanja, zakaj
je bila izbrana ravno ta komponenta. Določene komponente so omejevale preprosteǰsi
razvoj krmilnika moči, vendar so zaradi potreb ostalih krmilnih sistemov upoštevane.
4.1 Elementi sistema
Sistem sestoji iz 400W vlakenskega laserja YLR-400-AC, skenirne glave HIGHYAG
RLSK, robotske roke YASKAWA Motoman GP50, osvetljevalnega laserja Fotona XD-
2 in kamere Point Grey FL3-U3-13Y3M-C, ki pod triangulacijskim kotom sproti snema
proces varjenja. Pred kamero je postavljen filter Thorlabs FBH810-10.
Laser
Laserski aparat YLR-400-AC podjetja Go Photonics, prikazan na sliki 4.1, generira
kontinuirani laser z valovno dolžino 1064± 10 nm z največjo povprečno močjo 400W.




Slika 4.1: Laserski aparat YLR-400-AC [26].
Laserska skenirna glava
Laser je prek optičnega kabla speljan v lasersko skenirno glavo HIGHYAG RLSK. S
skenirno glavo lahko opravljamo manǰse premike laserskega snopa v območju 200 x 300
x 200mm3 v nekaj ms s pomočjo sklopa zrcal in leč.
Slika 4.2: Laserska skenirna glava RLSK [27].
Robotska roka
Z Yaskawino robotsko roko GP50 na sliki 4.3 so realizirani večji premiki laserske ske-
nirne glave z dometom 2061mm v horizontalni smeri in 3578mm v vertikalni smeri. Z
maksimalno obremenitvijo do 50 kg zagotavlja brezhibno krmiljenje znotraj mej. S 6
prostostnimi stopnjami smo sposobni izvesti zelo kompleksne oblike varov.
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Slika 4.3: Robotska roka GP50 [28].
Osvetljevalni laser
Fotonin osvetljevalni laser XD-2 osvetljuje okolico kontakta laserja z varjencem s sve-
tlobo v sprektralnem območju 808± 10 nm. Komponenta je uporabljena za osvetlitev
procesa tako, da lahko na kameri zaznamo bližnjo okolico procesa, s čimer lahko v
sklopu sistema za lasersko daljinsko varjenje razbere soležni rob.




Kamera je pritrjena na lasersko skenirno glavo pod triangulacijskim kotom glede na la-
serski snop tako, da je gorǐsčnica leče na sredini slike. Zaradi vpetja v lasersko skenirno
glavo se lahko območje interesa na kameri spremeni zgolj ob spremembi oddaljenosti
laserske skenirne glave od varjenca. Manǰse spremembe oddaljenosti od gorǐsčnice, kot
so opisane v poglavju 2.2.6, pa nimajo vpliva oz. območje interesa ostaja v sredǐsču
slike.
Kamera snema do 150 sličic na sekundo (v nadaljevanju FPS, angl. frames per second)
z resolucijo do 1280 x 1024 svetlobnih točk.
Slika 4.5: Kamera Flea3 FL3-U3-13Y3M-C [30].
Filter
Pred kamero je postavljen filter podjetja Thorlabs, ki prepušča svetlobo v spektralnem
območju 810 nm ± 10 nm kot je prikazano na sliki 4.6. S pomočjo filtra zagotovimo, da
s kamero ne snemamo odboja laserske svetlobe. V danem spektralnem območju oddaja
svetlobo le talina, para in ostali elementi, ki nastanejo pri spreminjanju agregatnega
stanja materiala, ter osvetljevalni laser.
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Slika 4.6: Prikaz prepustnosti svetlobe glede na valovno dolžino za filter FBH810-10.
Povzeto po [31].
4.2 Postavitev sistema
Slika 4.7: Postavitev sistema.
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Na sliki 4.7 so vsi elementi sistema. Laserski aparat generira laser, ki je prek vlaknen-
skega kabla speljan do laserske skenirne glave. Znotraj nje je sklop leč in zrcal, ki
usmerjajo laserski snop v varjenec. Gorǐsčna razdalja, ki je definirana na podlagi debe-
line vlakenskega kabla in gorǐsčnic leč, je točka, kjer je laserski snop najintenzivneǰsi.
Postavitev te točke na varjenec opravimo z robotsko roko GP50. S pomočjo robotske
roke premikamo in vodimo laserski snop vzdolž varjenca. Sočasno se ob varjenju osve-
tljuje območje laserskega procesa z osvetljevalnim laserjem, ki je z laserskega aparata
XD-2 napeljan v lasersko skenirno glavo.
Proces varjenja snema kamera FL3-U3-13Y3M-C s frekvenco 120 FPS. Vsaka slika je
shranjena v interni pomnilnik kamere, ki je nato poslana na računalnik z inštaliranim
Python programskim jezikom (v nadaljevanju računalnik 1 ). Kamera zajete slike
pošilja na računalnik Python prek povezave USB 3. Zaradi nekompatibilnosti pro-
gramske opreme sta potrebna 2 računalnika za izvedbo krmilnika. V računalnik 1 je
vgrajena grafična kartica NVidia GeForce GTX 1060, ki lahko žene nevronski model
z zadostno hitrostjo tako, da ta ne predstavlja ozkega grla. Medtem ima računalnik
z nameščenim programskim ogrodjem LabView (v nadaljevanju računalnik 2 ) nasta-
vljene vse potrebne krmilnike robotske roke in laserja. Računalnika sta med seboj
povezana z RS-232 komunikacijskim kablom. Zaradi majhnega pretoka informacij (tj.
4 znake formata ASCII oz. 4 bajte na periodo zajema slik) povezava ne predstavlja
ozkega grla, ker je nastavljena hitrost prenosa podatkov (38000 Bd/s) bistveno večja
od povprečne količine podatkov (3200 b/s)1. Računalnik 2 je povezan z laserjem po-
sredno prek laserske skenirne glave s CAN-protokolom. Laserska skenirna glava priredi
izhodno napetost v rangu od 0 do 10V, ki ustreza izhodni moči med 0 in 400W. Isti
računalnik ima nastavljen tudi krmilnik robotske roke, ki ga lahko usmerja prek DAQ-
kartice(angl. data acqusition system card). Robotska roka je neodvisna od laserja in
laserske skenirne glave, zato je potrebno na nivoju procesa zagotavljati usklajenost
delovanja robotske roke in laserja. Povezave med komponentami sistema so prikazane
na sliki 4.8.
1Bd oz. baudrate je enota za spremembo signala. Z manǰsim Bd je možno še vedno pošiljati več
bitov, zato v nalogi to ni nadaljnjo razloženo, saj je količina podatkov za en red manǰsa.
30
Metodologija razvoja sistema
Slika 4.8: Pretok informacij sistema za daljinsko vodenje.
Z računalnika se na kamero pošlje inicializacijske parametre. S kamere je predvideno
prejemanje slik velikosti 128 x 128 slikovnih točk z nastavljeno frekvenco zajema slik.
Prejeta slika je uporabljena v CNN-modelu kot vhodni parameter, ki sliko klasificira
glede na vneseno energijo. Rezultat CNN-ja je uporabljen kot vhodni parameter PID-
krmilnika. Novo preračunana absolutna vrednost moči je prek serijske komunikacije
RS-232 poslana na računalnik 2. Na podlagi nove vrednosti moči se v laserski skenirni
glavi priredi vrednost napetosti, ki zagotavlja novo nastavljeno moč laserja. Po preteku
časa periode med dvema zaporednima slikama se proces ponovi. Ta postopek traja vse
do konca procesa varjenja.
4.3 Krmiljenje moči laserja
Osnovni algoritem krmiljenja laserske moči prikazuje blokovni diagram na sliki 4.9.
Ob uspešno prejetem signalu se prične glavna zanka, ki deluje do prejetega ukaza za
prekinitev. Računalnik 1 pričakuje morebitne dodatne parametre, ki so potrebni pri
procesu, med drugim pričakuje hitrost varjenja, debelino materiala in čas varjenja.
Ob prejetih parametrih se inicializira CNN-model in kamera. Po prejetem signalu za
pričetek se prične proces varjenja.
Krmiljenje moči laserja je realizirano v dveh delih. Prvi del predvideva uporabo CNN-
modela, ki na podlagi slike klasificira vnos energije v material, tj. vhodno sliko ovre-
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Slika 4.9: Blokovni diagram poteka programa.
dnoti in ji dodeli verjetnost pripadnosti posameznemu razredu. Za izdelavo CNN-
modela potrebujemo podatkovno množico, postopek njene izdelave je opisan v pod-
poglavju 4.3.1. Sledi še predstavitev oblike CNN-modela, opisanega v podpoglavju
4.3.3. Drugi del krmiljenja moči laserja predstavlja PID-krmilnik, ki na podlagi re-
zultata CNN-modela določi novo moč laserja, natančneje opisan postopek se nahaja v
podpoglavju 4.3.4.
Osrednja enota krmilnika je CNN-model, ki je sposoben s slike razbrati eno izmed
sledečih stanj vnosa energije v material – premajhen, zadosten ali prevelik vnos. Kr-
milnik mora nato na podlagi dobljenega rezultata prirediti novo vrednost moči laserja,
ki bo poskrbela, da je vnos energije v material primeren. Za vsako hitrost je izdelan
svoj model.
Za izdelavo krmilnika je potrebno izdelati podatkovne množice, na katerih se lahko
model uči. Samo s pravilno izdelavo in pripravo podatkovne množice se namreč lahko
zagotovi, da bo model pravilno klasificiral nove vhode. Pred tem pa je potrebno defi-
nirati, s kakšnimi varilnimi pogoji bo krmilnik deloval.
Krmilnik je izdelan za pločevino iz nerjavečega jekla AISI 304 s skupno debelino 1,5mm
(spodnja pločevina ima debelino 1mm, zgornja pa 0,5mm). Za manǰso poenostavitev
naloge smo se odločili krmilnik izdelati za diskretne hitrosti, natančneje za 25, 50, 75 in
100 cm/min. Ugotovili smo, da z uporabljenim laserjem pri večjih hitrostih preidemo v
režim, ki ustvari utor na zgornji površini, prav tako pa ne dosežemo celotne prevaritve,




Za izdelavo podatkovne množice je potrebno ugotoviti mejne moči med vsemi tremi
razredi posamezne hitrosti. Izbrani razredi so ordinalnega tipa, zato je potrebno ugo-
toviti mejo med premalim in zadostnim vnosom energije in mejo med zadostnim in
prevelikim vnosom energije.
Ker želimo ustvariti krmilnik, ki prevari varjenec, je smiselno določiti mejo med pre-
malim in zadostnim razredom tam, kjer dosežemo skoznjo prevaritev, tj. točka, kjer
se pojavi var na spodnji strani varjenca. Meja med zadostnim in prevelikim vnosom
energije je veliko težje določljiva, ker ne vemo, kdaj se prične kopičiti toplota v materi-
alu, tj. trenutek, ko dosežemo enako prevaritev z manj porabljene energije. Zato smo z
dodatnim testiranjem določili mejo med zadostnim in prevelikim vnosom energije tam,
kjer se širina TVP prične ponovno širiti po doseženi prevaritvi.
S spreminjanjem moči laserja od minimalne do maksimalne vrednosti smo za vsako
hitrost opravili zvar. Postopek smo ponovili trikrat, da smo pridobili bolj verodostojno
podatkovno množico. Z varjenca je bila odčitana debelina TVP in vara na zgornji ter
spodnji strani. Prav tako smo odčitali velikost parnice na zgornji strani kot površino
cenilke, tj. število pikslov parnice, ki imajo zadostno intenziteto. Primer za hitrost 25
cm/min prikazuje slika 4.10, slike preostalih hitrosti so priložene v dodatku A.
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Slika 4.10: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči laserja od
0 W do 400 W pri hitrosti 25 cm/min.
S pomočjo slike so bile odčitane mejne vrednosti, ki smo jih povprečili znotraj ponovi-
tev. Dobili smo naslednje mejne vrednosti:
1. moč, ko je dosežena popolna prevaritev – to je moč, ki si deli razdaljo z mestom,
kjer se prične var na spodnji strani varjenca,
2. moč, ko se var in TVP na zgornji strani ne širita izrazito. Ta moč je običajno od
predhodno določene smeri malo stran.
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Preglednica 4.1: Tabela mejnih moči za različne hitrosti. Spodnja meja predstavlja
mejo med premajhno in zadostno močjo, da dosežemo skoznjo prevaritev. Zgornja
meja je med zadostno in preveliko močjo.





Struktura mape za shranjevanje podatkovne množice
Struktura mape za shranjevanje slik učenja je prikazana spodaj in je bila predhodno
pripravljena, kasneje pa zapolnjena s pravilnimi slikami. Primer je prikazan samo za
eno hitrost, tj. za različne hitrosti imamo enake, vendar ločene mape. Podatkovno
množico ločimo na tri podmape, to so: trening, validacija in test, ki so potrebne za
pravilno delovanje odprtokodne knjižnice Keras. V posamezni podmapi opazimo enak















Videoposnetek vara je sestavljen iz sekvence vzorcev, ki predstavljajo množico slik, s
katerih se model uči. Celotno množico je potrebno razdeliti v tri podmnožice: učno,






Slika 4.11: Prikaz, kako se sekvencam slik zvara priredi podmnožica za namen učenja
in testiranja. Slika a) prikazuje prvo permutacijo, b) drugo, c) pa tretjo. Ostale tri
permutacije niso prikazane.
Zaradi relativno visoke vrednosti števila zajema slik na sekundo proti hitrosti varje-
nja sta si zaporedni sliki običajno zelo podobni, zato smo izpustili približno 50 slik
med dvema podmnožicama. Tako smo zmanǰsali korelacijo slik med poljubnima pod-
množicama.
Za razred zadosti in preveč vnosa energije smo izpustili prvih 50 do 100 slik, ker tam
še nismo pridobili skoznje prevaritve, medtem ko za premalo vnosa energije tega nismo
storili, saj v tem razredu ne dosegamo skoznje prevaritve.
Z izdelavo različnih kombinacij podmnožic na podlagi vseh permutacij, kot je prikazano
na sliki 4.11, smo preverjali neodvisnost slik v različnih segmentih vara. S tem smo zelo
preprosto poizkusili upodobiti realne primere oz. posplošenost podatkovne množice.
4.3.3 Arhitektura CNN-modela
Z razdelanim direktorijem vzorcev nadaljujemo z izdelavo modela. Ker je razumevanje
delovanja modela praktično “črna skrinjica”, smo se za izbiro parametrov in potrebnih
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funkcij naslonili na stroko in uporabili aktualne parametre, ki se uporabljajo za klasifi-
kacijo. Nato smo s serijo poskusov testirali še okolǐske parametre, da bi ugotovili, ali se
bolje odrežejo. Z željo po odzivnem in hitrem modelu smo poizkušali zgolj sekvenčne
modele, saj smo tako lahko lažje ohranjali manǰse število učnih parametrov. Vhod v
model je sivinska slika velikosti 128 x 128 slikovnih elementov z enim barvnim kanalom
oz. matrika velikosti 128 x 128 x 1. Začetni del mreže predstavljajo trije konvolucij-
ski nivoji za ekstrakcijo slikovnih značilk s slike. Nivoji so sestavljeni iz več plasti,
tj. konvolucijske, normalizacije svežnjev, aktivacijske in združevalne plasti, kot je pri-
kazano na sliki 4.12. Zaradi potrebe po odzivnosti modela je jedro uteži konvolucije
veliko 3 x 3 elementov, s čimer je zagotovljeno najmanǰse število računskih operacij.
Poleg tega se model z uporabo majhnega jedra zna odzvati na detajle na sliki, ven-
dar nekoliko izgubi na “širši sliki”. To je ublaženo s kombinacijo združevalne plasti in
več zaporednimi konvolucijskimi sloji, kjer model širšo sliko opazi v kasneǰsih slojih.
Število novo ustvarjenih kanalov se veča za faktor 4, 2, 2 glede na predhodni nivo.
Plast normalizacije serije uporablja privzete nastavitve, njena uporaba pa je bila pred-
stavljena v poglavju 3.2.1.2 Združevalna plast je aktivirana z maksimalno aktivacijo in
oknom velikosti okna 2 x 2 elementa, kot priporoča stroka [32]. Velikosti gostega sloja
so bile določene z večkratnim poskušanjem, saj ne obstaja metoda, ki bi lahko dobro
določila potrebno hitrost za najbolǰse učenje. Gosti sloji so prisiljeni v generalizacijo,
saj jim sledi izpuščanje, ki naključno izključi vsak posamezen nevron v predhodnem
gosti plasti z verjetnostjo p = 0,45 (vrednost je bila izbrana na podlagi večjega števila
poizkusov izdelave modela). Izhodni nivo sestoji iz treh možnih nevronov, kjer vsak
nevron v našem primeru predstavlja enega izmed razredov vnosa energije v material.
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Slika 4.12: Arhitektura modela.
4.3.3.1 Razumevanje modela
Nevronske mreže dosegajo odlične rezultate na mnogih področjih, med drugim tudi
na področju računalnǐskega vida, vendar se jih ne poslužujemo tako zlahka, ker niso
samoumevne. Prav tako je problem, da preidemo iz uspešnega delovanja v neuspešno
brez opozorila ali obrazložitve. Napačni rezultati so lahko bistveno drugačni od želenih
vrednosti. Z željo bolǰse transparentnosti in razumevanja modela je potrebno uporabiti
tehnike, s katerimi lažje interpretiramo odločitve modela [33].
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V delu smo uporabili t. i. tehniko Grad-CAM [33]. To je tehnika, s katero s pomočjo
razrednih gradientnih informacij poizkušamo lokalizirati pomembneǰse območje slike,
tj. območja, ki imajo večji vpliv za določitev danega razreda od ostalih območij slike.
Tehnika Grad-CAM vsakemu posameznemu območju na sliki določi vrednost vpliva z
vrednostjo med 0 in 1, kjer 0 predstavlja nepomembno območje slike, medtem ko 1
predstavlja zelo pomembno območje slike.
Grad-CAM se lahko uporabi na vsakem sloju nevronske mreže, vendar smo se odločili
pokazati delovanje samo na prvem konvolucijskem sloju. To smo se odločili zato, ker
je vhod v prvi konvolucijski sloj vhodna slika, ki ji želimo obrazložiti izbrani razred.
Tako je povezava in možnost interpretacije največja, saj je z vsakim nadaljnjim slo-
jem rezultat Grad-CAM-a bolj abstrakten, kar omogoča več razlag, vendar tudi več
možnosti napačne interpretacije.
4.3.4 PID-krmilnik
PID-krmilnik je krmilnik, ki deluje na principu povratne zanke, kjer krmilnik v vsaki
iteraciji računa napako e(t) od nastavljene vrednosti in prilagaja novo izhodno vre-
dnost tako, da zmanǰsa napako. Pri krmiljenju moči laserskega varjenja na osnovi
konvolucijske nevronske mreže ne obstaja nastavljena vrednost, kateri bi se krmilnik
lahko prilagajal, zato je napaka izračunana drugače, in sicer z enačbo
e(t) = Cnorm • pnapoved (4.1)
kjer Cnorm predstavlja diskretne vrednosti razredov normalizirane okoli ničle, tj. [1, 0,
−1], pnapoved pa je verjetnost pripadnosti poljubnega primera posameznemu razredu. Z
normalizacijo razredov okoli ničle zagotovimo, da zadosten razred predstavlja ničlo, kar
z drugimi besedami pomeni, da v sistemu ne zaznamo napake, ko je slika klasificirana
kot zadosten vnos energije. Premalo in preveč energije pa predstavljata napako. Veli-
kost napake je neposredno povezana z verjetnostjo pripadnosti posameznemu razredu.
Krmilnik izračuna še integralno komponento z enačbo
i(t) = i(t− 1) + e(t) · dt, (4.2)
kjer i(t) predstavlja integralni del v času t, i(t−1) predstavlja integralni del predhodne
iteracije, dt pa je pretečen čas med iteracijama.
Derivativna komponenta pa se izračuna z enačbo
d(t) =
{︄
e(t)− d(t− 1) za t ̸= 0
0 za t = 0,
(4.3)
kjer z d(t) ponazorimo derivativno komponento v času t.
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Krmilnik nato združi posamezne komponente napake in jih pomnoži s pripadajočimi
parametri PID-krmilnika Kp, Ki in Kd, da izračunamo potrebno spremembo moči
laserja ∆P (t). Enačba PID-krmilnika je
∆P (t) = Kp · e(t) +Ki · i(t) +Kd · d(t). (4.4)
Pri izračunu spremembe moči laserja smo predpostavili, da izhodne vrednosti CNN-
klasifikatorja predstavljajo dejansko verjetnost pripadnosti posameznemu razredu. Prav
tako predpostavimo veljavnost raztrosa verjetnosti med posameznimi razredi, ker so ra-
zredi ordinalnega tipa, kar pomeni, da jih lahko smiselno razvrstimo glede na količino
vnesene energije.
Senzor krmilnika je kamera, ki snema območje varjenja. Z nje je težko parametrizirati in
definirati enačbo, ki popisuje krmilnik. Predpostavili smo, da gre za krmilnik drugega
reda in ga poizkušali opisati glede na odzive, ki smo jih izmerili pri testiranju. Zato
smo izmerili prehodno odzivne specifikacije.
V mnogih praktičnih primerih so želene specifikacije izvedbe definirane v časovni do-
meni. Sistemi, ki akumulirajo energijo, ne morejo biti takoj odzivni, zato kažejo pre-
hodne odzive, kadar so podvrženi spremembam in motnjam. Prehodni pojavi sistema
na koračno funkcijo vhoda so odvisni od začetnih pogojev. Zaradi udobja primerja-
nja prehodnih pojavov sistema se običajno nastavi začetne pogoje v mirujoče stanje,
tj. vhodi in izhodi se ne spreminjajo. Prehodni pojavi praktičnega krmilnega sistema
običajno kažejo znake dušene oscilacije, preden dosežejo stabilno stanje. Pri določanju
prehodno odzivnih karakteristik krmilnega sistema na koračno spremembo so običajno
določene naslednje karakteristike (prikazane na sliki 4.13):
1. čas zamika td – to je čas, ki ga sistem potrebuje, da prvič doseže polovično
vrednost koračnega vhoda,
2. čas vzpona tr – to je čas, ki ga sistem potrebuje, da prvič doseže celotno vrednost
koračnega vhoda,
3. čas do najvǐsje točke tp - to je čas, ki ga sistem potrebuje, da doseže prvi vrh
prenihaja,
4. največji prenihaj Mp – razmerje med največjim prenihajem in vhodno koračno
funkcijo, oboje merjeno od mirujočega stanja in
5. čas ustalitve ts – to je čas, pri katerem se sistem ustali, tj. najhitreǰsi čas, pri




Slika 4.13: Prehodno odzivne karakteristike sistema. Kot cenilke vrednotenja
krmilnega sistema bomo merili tr, tp in ts. Na X osi je čas, Y os pa predstavlja v tem
primeru poljubno dimenzijo, ki ponazarja koračno funkcijo brez enote in pripadajoč
odziv na to funkcijo [34].
4.4 Eksperimenti
Krmilnik je testiran na dva načina. Pri prvem načinu testiramo stabilnost in točnost
sistema ob konstantnih pogojih, kjer se osredotočimo predvsem na čas stabilizacije
sistema in velikosti napake. Drugi način pa je opravljen tako, da se meri odzivni čas
po vsiljeni motnji.
V obeh primerih je test opravljen posamično za vsako hitrost. Ocena stabilnosti in
točnosti je opravljena za posamično hitrost in vse hitrosti skupaj. Za primere konstan-
tnih pogojev je var dolg 5 cm, pri vsiljeni motnji pa 7,5 cm.
4.4.1 Konstantni pogoji
Pri testu konstantnih pogojev testiramo zmožnost sistema vzdrževati stabilno stanje
pri konstantnih pogojih, kjer je predpostavljeno, da ni motenj, ki bi bistveno motile
proces varjenja. Eksperiment stabilnosti in točnosti sistema pri konstantnih pogojih
poteka pod naslednjimi pogoji:
1. določena je hitrost varjenja;
2. na podlagi hitrosti je nato enolično definiran čas varjenja;





Test vsiljevanja motnje poteka tako, da se po prvi tretjini pretečenega časa vara vsili
motnjo v obliki znižanja laserske moči na 0W za 0,5 s, po dveh tretjinah pretečenega
časa pa se vsili še motnjo s 400W enako za 0,5 s. Pogoji so enaki za vse hitrosti. To
pomeni, da se bo pri nižjih hitrostih imel sistem več časa stabilizirati kot pri visokih
hitrostih. Konstanten čas vsiljevanja motnje pa smo se odločili uporabiti zaradi neza-
dostnega poznavanja problema, kjer bi lahko točno izračunali potrebne čase, da bi bil
test normaliziran.
Test poteka podobno kot pri konstantnih pogojih. Pri tem ločimo sistem na tri dele.
Prvi del je enak kot pri konstantnih pogojih z razliko časa, da se sistem stabilizira.
Nato se ponovi tretji korak za vsak tip motnje posebej.
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5 Rezultati in diskusija
5.1 Izdelava podatkovne množice
Upoštevajoč meje, zapisane v tabeli 4.1, so bile izdelane podatkovne množice, kjer smo
spreminjali moči od spodnje do zgornje mejne vrednosti znotraj vsakega razreda. Za
posamezno kategorijo so bile uporabljene sledeče meje:
– premajhen vnos energije: od 50W do moči, ki ustreza 90% spodnje meje dane
hitrosti, zapisane v tabeli 4.1;
– zadosten vnos energije: od spodnje meje moči dane hitrosti do moči, ki ustreza
zgornji meja dane hitrosti, zapisane v tabeli 4.1;
– prevelik vnos energije: 110% zgornje meje moči dane hitrosti do 400W.
Slike podatkovne množice so bile zajete z resolucijo 768 x 500 slikovnih elementov,
kot prikazuje slika 5.1. S tem smo zagotovili, da v celoti zajamemo območje interesa.
Na učni sliki opazimo talino bazena in parnico kot belo piko v sredǐsču slike. Okoli
nje je pega laserskega osvetljevalnega laserja, čigar namen je osvetliti bližnjo območje
okoli varilne točke za lažjo detekcijo morebitnih robov pri priležnem varjenju. V našem





Slika 5.1: Primeri neobdelane podatkovne množice. Slika (a) prikazuje slike ob
začetku varjenja, (b) predstavlja primer premajhnega vnosa energije, (c) primer
zadostnega vnosa energije in (d) prikazuje preveč vnosa energije v material.
Pri izdelavi podatkovne množice je bila zagotovljena približno enaka velikost množic za
vse kombinacije hitrosti in kategorije, kot je prikazano v tabeli 5.1. S tem se zagotovi,
da se model uči enako prek vseh tipov modela, brez dodatne pristranskosti, ki jo prinaša
neravnovesje učne množic
Preglednica 5.1: Tabela porazdelitve števila slik glede na hitrost in razred.
hitrost [cm/min] \razred [ \] premalo zadostno preveč
25 3011 3198 3498
50 3003 3010 3196
75 3125 2895 2990
100 2977 2953 2890
5.1.1 Obdelava podatkovne množice
Na podatkovni množici smo se osredotočili na parnico kot glavni nosilec informacij o
trenutnem vnosu energije v material, kjer velja predpostavka, da je pri večji moči laserja
parnica večja in intenzivneǰsa. Predpostavka je bila dokazana v delu avtorjev Bagger
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in drugi [35]. S slike smo v območje interesa dodali tudi del že opravljenega vara. Z
nje se lahko po širini TVP določi, kakšno je bilo dejansko stanje vnosa energije. V
poglavju 4.3.3.1 je podrobneje opisano, na kaj se model opira pri klasifikaciji. Območje
interesa je prikazano na sliki 5.2.
(a) (b) (c) (d)
Slika 5.2: Primer izrezanih slik na velikost 128 x 128 pikslov, ki jih uporabimo za
učenje. Slika (a) prikazuje slike ob začetku varjenja, (b) je primer premajhnega vnosa
energije, (c) je primer zadostnega vnosa energije in (d) prikazuje preveč vnosa
energije v material.
Do moči približno 50W laser ni sposoben ustvariti parnice, zato je prvih n slik vsake
podatkovne množice videti kot primer, prikazan na sliki 5.2a). To lahko interpretiramo
kot nezadosten vnos energije v material, zato je vsem takim slikam dodeljen razred
“premajhen vnos energije”. S tem zagotovimo, da sistem povǐsa izhodno moč laserja
na začetku varjenja in tako hitreje pridemo v ustaljeni režim. Poleg tega preprečimo
sistemu, da bi take slike klasificiral kot zadosten ali prevelik vnos energije, kar bi stanje
dodatno poslabšalo.
5.1.2 Bogatenje vzorcev
Ob pregledu izdelane učne množice smo ugotovili, da so vzorci velikokrat neidealni z
vidika stanja površine. Velikokrat namreč vsebujejo razne praske, udrtine ali lise, ki so
običajno zelo kontrastne. To prikazuje slika 5.3.
(a) (b)
Slika 5.3: Nečistoče in nepravilnosti, ki se lahko pojavijo na vzorcih tekom varjenja




Z željo, da se CNN ne uči oz. opira na nečistoče, je bila učna podatkovna množica
prirejena tako, da so bile nečistoče umetno dodane na vzorce v vseh stadijih učenja – na
učno, validacijsko in testno množico. Umetno dodajanje nečistoč je bilo izvedeno tako,
da smo poiskali nekaj najbolj tipičnih motenj (tj. različnih udrtin, zarez in madežev).
Dobljene motnje smo nato naključno dodali na približno 30% slik. Motnje so bile
dodane v različnih orientacijah z naključno uniformno izbiro tipa motnje. Prikaz nekaj
primerov takih vzorcev je prikazan na sliki 5.4.
(a) (b) (c) (d)
Slika 5.4: Umetno izdelane udrtine na učni množici. Na sliki (a) in (b) je manǰsa
praska, medtem ko sta na sliki (c) in (d) udrtini.
Za izvedbo krmilnega sistema velja več predpostavk postopka varjenja, npr. varjenec
je vselej pravokoten na vpadli laserski snop, debelina varjenca se ne spreminja ali
orientacija varjenca se ne suka vzdolž vara. Na podlagi dobljenih vzorcev smo prav
tako predpostavili, da se lega območje interesa ne spreminja na sliki, tj. parnica je
vedno na enaki poziciji na sliki. Na podlagi te predpostavke smo se odločili, da lahko
s pomočjo resolucije slike neposredno definiramo območje interesa, s čimer se pohitri
proces branja slik s kamere.
5.1.3 Preverjanje kvalitete množice s permutacijami
Model je bil učen na učni množici z 200 epohami. Po dobljenih primernih rezultatih
natančnosti in izgube smo izdelali dodatne modele na preostalih permutacijah učne
množice. To pomeni, da smo naučili nove modele na posamezni permutaciji razporedi-
tve učne, validacijske in testne množice (primer prve permutacije prikazuje slika 4.3.2).
Šele, ko so bile vse natančnosti in izgube primerljive med modeli permutacij, smo bili






Slika 5.5: Primerjava učne in testne točnosti med modeli izdelanimi z različnimi
permutacijami učne množice. Vsi modeli nakazujejo na manǰso vrednost pretiranega
prileganja.
S slik 5.5 je razvidno, da se v štirih od šestih primerov natančnost modela nahaja pri
približno 95%, razlika med učno in validacijsko natančnostjo pa je vselej dovolj blizu,
kar nakazuje zgolj manǰse pretirano prileganje. V dveh od šestih primerov pa se opazi,
da je validacijska natančnost nekoliko slabša. V tem primeru je razlika približno 10%,




Na podlagi rezultatov s poglavja 5.1.3, smo izbrali najbolj obetaven model s slike,
in sicer model, prikazan na sliki 5.5 a). S testiranjem modela na testni podatkovni
množici smo nato zagotovili, da se rezultati skladajo z dobljenimi napovedmi. Slika
5.6 prikazuje matriko razvrstitev končnega modela za posamezno hitrost. Na abscisni
osi so pravilne oznake testne množice, ki skupno znašajo 100% celotne testne množice
za dan razred. Medtem ordinata predstavlja dejansko razvrstitev modela. Identiteta
matrike predstavlja pravilno razvrstitev, od koder je možno razbrati natančnost modela
za posamezen razred, kakor tudi celotnega modela.
(a) (b)
(c) (d)
Slika 5.6: Matrika razvrstitev posamezne hitrosti, prikazana kot procent točnosti.
Vsak stolpec predstavlja pravilno klasifikacijo s 100% verjetnostjo. Na ordinati so
prikazane napovedi modela. 0 označuje premalo vnosa energije, 1 zadosten vnos, 2 pa
preveč vnosa energije. Matrika a) predstavlja hitrost 25 cm/min, b) 50 cm/min, c)
75 cm/min in d) 100 cm/min.
S slike 5.6 je razvidno, da pri hitrosti 25 cm/min imamo zelo dober model, ki generalizira
model s 100% natančnostjo. Pri hitrostih 50 in 100 cm/min je približek zelo dober,
saj je natančnost še vedno odlična. V primeru 50 cm/min imamo približno 95,3%
natančnost, kjer je nekoliko poslabšana točnost zadostnega vnosa energije, v primeru
100% pa je točnosti 94%. Zgolj pri 75 cm/min opazimo, da je natančnost nekoliko
nižja, in sicer 89,3%. Od tega je večina napačnih klasifikacij v razredu s prevelikim
vnosom energije, ki jim model velikokrat pripǐse zadosten vnos energije.
Modeli za posamezno hitrost so sprejemljivi, ker dosegajo visoko stopnjo točnosti.
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V primeru napačne razvrstitve je dodelilo sosednji razred, z drugimi besedami v primeru
režima prevelikega vnosa energije model ni v nobeni napačni instanci dodelil premalo
vnosa energije, s čimer bi dodatno upočasnil čas do stabilnega stanja.
5.2.1 Razumevanje modela
Na testnih slikah posameznega razreda, ki so bile pravilno razvrščene, smo izvedli
metodo Grad-CAM. Dobljen set slik smo povprečili in dobili sliko, ki prikazuje najbolj
vplivno območje procesa. Postopek smo opravili za vsak razred in hitrost, rezultati so
prikazani na slikah 5.7.
(a) (b) (c) (d)
Slika 5.7: Grad-CAM-metoda na izhodih prvega nivoja CNN. Vsaka vrstica sklopa
slik predstavlja različen razred. Slike v prvi vrsti predstavljajo premalo vnosa
energije, v drugi vrsti so slike za zadosten vnos energije in v zadnji vrsti so slike
prevelikega vnosa energije. Stolpec a) predstavlja 25 cm/min, b) 50 cm/min, c)
75 cm/min in d) 100 cm/min.
S slik 5.7 vidimo, da je najvplivneǰsi del s slike po metodi Grad-CAM parnica, kar potrdi
prvotni sklep, da je parnica zelo pomemben del slike. Opazi se, da je za premajhen
vnos energije najbolj poudarjen material osvetljen z laserskim osvetljevalnim laserjem.
Sklepamo lahko, da se to zgodi zaradi najmanǰse parnice in posledično model razbira
več podatkov iz širše okolice. Podobno se dogaja tudi z vǐsanjem hitrosti, saj se s tem




Iz slike 5.7 nismo sposobni opredeliti, ali ima velikost in intenziteta parnice neposreden
vpliv na izbiro razreda. Lahko le sklepamo, saj je vsem primerom skupno manǰsanje
parnice z manǰsanjem razreda.
Razlika med nezadostnim (prva vrstica) in zadostnim (druga vrstica) razredom s slike
5.7 je precej izrazita. To lahko najverjetneje pripǐsemo tudi dejstvu, da je bila določitev
meje med naštetima razredoma precej enolično določena (opisano v poglavju 4.3.1).
Razlika med zadostnim (druga vrstica) in prevelikim (tretja vrstica) razredom s slike
5.7 pa je bistveno manj izrazita, saj meja ni bila izbrana enolično. Sklepamo, da od tu
izvirajo tudi težave nepravilne razvrstitve predvsem razreda zadostne in preveč vnosa
energije, prikazanega na sliki 5.6, ker sta pomembna območja za imenovana razreda
zelo podobna, kot je razvidno na spodnjih vrsticah slik 5.7. Vseeno je pomembno
poudariti, da je to zgolj interpretacija in ne dejanska resnica.
5.2.2 Testiranje modela v dejanski uporabi
Testiranje modela s testno podatkovno množico je zgolj indikator, kako se model odziva
na nove podatke, ker je bila testna množica izdelana v istem varu kot učna množica.
Kar pomeni, da je veliko večja verjetnost podobnih varilnih pogojev in motenj kot med
različnimi vari.
Test modela na novi učni množici smo opravili tako, da smo izdelali dva vara. Pri
prvem smo spreminjali moč med 0 in 400W (slika 5.8). Pri drugem pa smo moč
spreminjali med 50 in 400W (slika 5.9). S prvim smo želeli preveriti delovanje na
celotnem območju, medtem ko je drugi test prikazal stanje samo na območju, kjer je
laser sposoben toplotno vplivati na material.
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Slika 5.8: Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
Sliki 5.8 in 5.9 prikazujeta odziv modela pri varjenju s hitrostjo 25 cm/min. Grafi
ostalih hitrosti so priloženi v prilogi B.
Slika 5.9: Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
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S slike 5.8 in 5.9 je razvidno, da se model še vedno dobro odziva glede na spremembo
moči, vendar je odziv nekoliko zamaknjen glede na moč in nekoliko bolje sovpada s
površino, ki je prikazana na prvem grafu z rdečo barvo. Ta površina je cenilka, ki na
vsaki sliki prešteje število pikslov parnice nad določeno intenziteto. Prag intenzitete se
ne spreminja tekom naloge. Površina cenilke je predpostavljena kot velikost parnice. To
velja, ker se debelina ne spreminja med različnimi varjenci, kar pomeni, da se ohranja
razmerje med površino merskih enot in velikostjo, ki pokriva en piksel.
Zamik velikosti parnice razumemo kot segrevanje materiala, ki ni takoǰsnje, vendar je
odvisno od mnogih parametrov, ki so opisani v 2.2.7. Na žalost z omejeno lasersko
maksimalno močjo te vrednosti ne moremo bistveno zmanǰsati.
5.3 Stabilnost in točnost procesa ob konstantnih
pogojih
Pri testiranju procesa smo pričeli z močjo laserja nastavljeno na 0W. Kot vidimo
na sliki 5.10, je po začetnem prenihaju proces zelo stabilen. Opazimo, da se moč
malenkostno spreminja tekom vara, vendar to ni posledica nestabilnosti procesa. To
se dogaja iz mnogih razlogov, kot je npr. nečistoča materiala, ne konstantnosti laserja
in drugih razlogov. Kljub spremembi moči je razvidno, da se manǰsi popravki ne
popravljajo, saj so še vedno znotraj sprejemljivih meja, definiranih v tabeli 4.1.
Slika 5.10: Spreminjanje klasifikacije procesa in laserske moči med laserskim
varjenjem s hitrostjo 25 cm/min in začetno nastavljeno močjo 0W.
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5.4 Odzivnost sistema po vsiljeni motnji
Z vsiljevanjem moči v sistem kot imitacija motnje smo ugotovili, da model preniha,
vendar se s primernimi vrednostmi P-krmilnika vrne v stabilno stanje. Primer vsiljeva-
nja motnje je prikazan na sliki 5.11. V primeru vsiljevanja motnje se izkaže delovanje
razvrščanja moči v tri razrede. Ob doseganju stabilnosti namreč dobimo velikokrat
stabilno stanje z različnimi vrednostmi moči. Te vrednosti so običajno znotraj mej, ki
smo jih definirali v tabeli 4.1.
Slika 5.11: Varjenje s hitrostjo 25 cm/min z umetno vsiljeno močjo 0W in 400W za
0,5 s kot imitacija motnje na sistem.
Ugotovili smo tudi, da frekvenca zajema slik in vrednosti P-krmilnika imajo majhen
vpliv na prvi prenihaj, kot prikazuje graf 5.13. Manǰsi naraščajoči trend bi lahko
pripisali predvsem dejstvu, da je pri nizkem FPS-ju čas do najvǐsje točke tp dalǰsi od
časa, ko sistem prične primerno klasificirati. Ob pregledu slik smo ugotovili, da je vsem
varom skupno dejstvo, da je na začetku osvetljeni del materiala najbolj izrazit in se
tekom varjenja zmanǰsa. Na podlagi razumevanja slik, ki smo jih predstavili v poglavju
5.2.1, sklepamo, da je temu tako, ker je model dobil veliko informacij iz okolice parnice.
Pri pričetku varjenja zelo osvetljeni vzorci (slika 5.12 a) prejmejo veliko dražljajev z
okolice parnice in posledično so vzorci klasificirani v razred premajhnega vnosa energije,
nato se osvetljenost vzorcev zmanǰsa (slika 5.12 b) in prične se pravilno klasificiranje,




Slika 5.12: Na sliki a) je primer vzorca malo po pričetku varjenja, vzorec ima dobro
osvetljeno okolico, slika b) pa prikazuje primer vzorca pri koncu istega vara, ki ima
slabo osvetljeno okolico.
Slika 5.13: Velikost začetnega prenihaja v odvisnosti od frekvence zajema slik. Z
grafa je očitna nesignifikantna korelacija.
Sprva smo poizkusili ugasniti osvetljevalni laser, da bi se prepričali o naši ugotovitvi.
To je bistveno zmanǰsalo pojav nepravilne klasifikacije na začetku varjenja, vendar je
rešitev neprimerna z vidika sistema za lasersko daljinsko varjenje. Nato smo nastavili
začetno moč na 290W za 0,5 s pri hitrosti 25 cm/min, kot je prikazano na sliki 5.14.
Ugotovili smo, da je to prav tako bistveno zmanǰsalo prvotni prenihaj.
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Slika 5.14: Varjenje z prednastavljeno začetno varilno močjo na 290W za 0,5 s skoraj
popolnoma izniči problem.
Na podlagi zgornjih ugotovitev smo se prepričali, ali hitreje doseže stabilno stanje s
spreminjanjem FPS-ja. Izkaže se, da se z večanjem FPS-ja niža čas stabilizacije sistema.
Vendar je z večanjem FPS-ja potrebno prilagajati vrednsoti P-krmilnika, v nasprotnem
primeru krmilnik postane nestabilen. Na sliki 5.15 je prikazana sprememba časa tr, tp
in ts v odvisnosti od FPS-ja (samo za stabilne primere).
(a) (b) (c)
Slika 5.15: Raztros časa zamika tr, časa od najvǐsje točke tp in časa ustalitve ts pri
različnih vrednostih FPS. Razvidno je, da se z večanjem FPS-ja manǰsajo časi, kar
nakazuje, da je sistem pri večjih FPS-vrednostih bolj odziven.
S slike 5.15 a) vidimo, da se čas vzpona tr vselej manǰsa z vǐsanjem FPS-ja, podobno
velja za čas do najvǐsje točke na podlagi slike 5.15 b). S slike 5.15 c) pa opazimo, da
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se z vǐsanjem FPS-ja čas stabilizacije ne manǰsa oz. se pri 120FPS prične ponovno
vǐsati. Razlog za to leži predvsem v tem, da je graf prikazan na podatkih z enakimi
vrednostmi Kp. Kar pomeni, da so pri najvǐsjih hitrostih P-vrednosti prevelike in se
sistem ne izniha dovolj hitro.
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6 Zaključki
Krmilnik moči laserja s CNN-modelom je dober alternativen pristop izvedbe krmil-
nika. Delo kot dokaz koncepta je pokazalo, da je tak krmilnik dobro delujoč in ima
vrsto prednosti pred konvencionalnimi metodami. Vseeno pa je za primeren krmilnik
potrebno vložiti še veliko razmisleka in truda za robustneǰso rešitev.
Na kratko lahko delo strnemo v naslednje točke:
1. Definirali in določili smo meje med premalim, zadostnim in prevelikim vnosom
energije v varjenec, s čimer smo definirali zalogo vrednosti moči za posamezne
razrede.
2. Izdelali smo podatkovno učno množico, ki smo jo kasneje uporabili za učenje
CNN-modela.
3. Razvili smo CNN-model tako, da smo zagotovili kratko odzivnost in hkrati dosegli
dobro točnost.
4. Naučili smo CNN-model, ki je na testni množici izkazal 93% točnost napo-
vedi. Rezultat smo najprej preverili s permutacijskim preverjanjem, da smo
zagotovili neodvisnost znotraj učne podatkovne množice in nato na novi podat-
kovni množici, s čimer smo zagotovili neodvisnost rezultatov od učne podatkovne
množice.
5. Razvili smo krmilnik PID, ki glede na izhod CNN-modela priredi novo vrednost
moči laserja tako, da se stabilizira v razredu zadostnega vnosa energije.
6. Delovanje krmilnika smo testirali pri konstantnih pogojih, s čimer smo prikazali
delovanje sistema, nato pa smo vsiljevali motnjo v obliki znižanja laserske moči na
0W in zvǐsanja na 400W, s čimer smo testirali odzivnost sistema na večje motnje
in dokazali, da je krmilnik sposoben popraviti absolutno moč laserja tako, da se
stabilizira.
7. Krmilniku smo prirejali parametre tako, da smo ugotovili, s čim bi lahko nadalje
izbolǰsali krmilnik v nadaljnjih delih. Potrdili smo, da je možno zmanǰsati odziv
krmilnika z uporabo hitreǰse kamere.
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Zaključki
Delo predstavlja moderen pristop k izvedbi krmiljenja moči laserskega varjenja na
osnovi konvolucijske nevronske mreže. V sklopu raziskave opravljenih del nismo našli
nobenega dela s podobno rešitvijo. Pri aktualnem zanimanju za uporabo metod umetne
inteligence v vseh fazah industrije menimo, da je delo zelo dobra študija primera, s
katere se lahko razvije še bolǰse in robustneǰse rešitve.
Predlogi za nadaljnje delo
Naloga služi kot dokaz primera, da se s CNN-modeli da izvesti dobre krmilnike. Ven-
dar smo v delu določene elemente realnega sveta izpustili ali poenostavili, da bi lažje
dokazali veljavo. Delo je možno razširiti z dodajanjem novih hitrosti, debelin pločevin,
materialov in nenazadnje tudi različnih tipov spojnih zvarov. Trenutna implementacija
ni sposobna prejeti nove vrednosti debeline moči,ne da bi ponovno učili model na novo
narejeni podatkovni množici (množica, ki bi jo naredili za novo debelino) in trenutno
obstoječi množici. Ta pristop je nekoliko neokoren in slabo razširljiv.
Na podlagi rezultatov sklepamo, da je pogoj izbire moči med zadostnim in prevelikim
vnosom energije nekoliko neprimeren. Posledica je oteženo učenje modela, kakor tudi
slabša točnost klasifikacij predvsem za omenjena razreda. Menim, da bi tekom nadgra-
jevanja dela bilo potrebno bolje definirati in raziskati kdaj je preveč vnesene energije
v material, s čimer bi se lahko bistveno izbolǰsal CNN-model.
V sklopu dela smo uporabili prekrivni zvar, vendar se bo velikokrat v praksi uporabljal
tudi soležni zvar, zato je potrebna nadaljnja raziskava, ali je možno že uporabljen
model uporabiti v tovrstni aplikaciji. V nasprotnem primeru je potrebno prirediti
učno množico tako, da je z nje razvidna špranja med soležnima varjencema.
Mogoče bolǰsi pristop bi bil s segmentacijo velikosti parnice, pri čemer bi bilo potrebno
definirati, kako veliko površino na varjencu predstavlja posamezen piksel za normali-
zacijo. Prav tako bi bilo potrebno bolje preučiti varjenje s fizičnega in inženirskega
vidika za tovrstno implementacijo.
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A Priloga: Grafi preostalih hitrosti
za določitev mejnih moči
Slika 1.1: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči laserja od
0 W do 400 W pri hitrosti 50 cm/min.
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Priloga: Grafi preostalih hitrosti za določitev mejnih moči
Slika 1.2: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči laserja od
0 W do 400 W pri hitrosti 75 cm/min.
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Priloga: Grafi preostalih hitrosti za določitev mejnih moči
Slika 1.3: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči laserja od
0 W do 400 W pri hitrosti 100 cm/min.
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Priloga: Grafi preostalih hitrosti za določitev mejnih moči
Slika 1.4: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči laserja od
0 W do 400 W pri hitrosti 125 cm/min.
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Priloga: Grafi preostalih hitrosti za določitev mejnih moči
Slika 1.5: Slike varjenca z zgornje in spodnje strani, ob spreminjanju moči laserja od
0 W do 400 W pri hitrosti 150 cm/min.
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B Priloga: Testiranje modela v de-
janski uporabi
Slika 2.1: Evaluacija modela na vzorcu s spreminjajočo se močjo za hitrost 50
cm/min. Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
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Priloga: Testiranje modela v dejanski uporabi
Slika 2.2: Evaluacija modela na vzorcu s spreminjajočo se močjo za hitrost 50
cm/min. Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
Slika 2.3: Evaluacija modela na vzorcu s spreminjajočo se močjo za hitrost 75
cm/min. Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
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Priloga: Testiranje modela v dejanski uporabi
Slika 2.4: Evaluacija modela na vzorcu s spreminjajočo se močjo za hitrost 75
cm/min. Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
Slika 2.5: Evaluacija modela na vzorcu s spreminjajočo se močjo za hitrost 100
cm/min. Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
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Priloga: Testiranje modela v dejanski uporabi
Slika 2.6: Evaluacija modela na vzorcu s spreminjajočo se močjo za hitrost 100
cm/min. Prvi graf predstavlja spremembo moči in površino parnice. Druga slika
predstavlja verjetnost pripadnosti slike vsakemu razredu. Na tretjem grafu je
predstavljena verjetnost s pomočjo ene števke.
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