Recovering 3D objects from 2D photos is an important application in the areas of computer vision, computer intelligence, feature recognition, and virtual reality. This paper describes an innovative and systematic method to integrate automatic feature extraction, automatic feature matching, manual revision, feature recovery, and model reconstruction as an effective recovery tool. This method has been proven to be a convenient and inexpensive way to recover 3D scenes and models directly from 2D photos. We have developed a new automatic key point selection and hierarchical matching algorithm for matching 2D photos, which have less similarity. Our method uses a universal camera intrinsic matrix estimation method to omit camera calibration experiment. We have also developed a new automatic texture-mapping algorithm to find the best textures from 2D photos. In this paper, we include some examples and results to show the capability of the developed tool.
and they are more stable and robust when perspective is changed. Almost all of these point-matching algorithms are designed according to the images' similarity, uniqueness, continuity, and Epipolar information [1] [2] [5] [9] [11] [17] [21] .
Recovery computation (also called stereo triangulation) is relatively stable and sophisticated when a user knows the camera's parameters. However, if these parameters are not given, it is necessary to calibrate the camera [1] [2] [21] , an operation which is inconvenient for many common users. Thus, camera calibration and selfcalibration research has become another major research focus.
Even though there have been many studies in this area, problems still arise because of the lack of sophistication with current methods. These problems include difficulties in completing 3D recovery automatically, and difficulties in dealing with images having wide baselines.
In response to these problems, we have developed a systematic semi-automated method to recover 3D models directly from 2D photos with less similarity. We have also developed an automatic feature information extraction method and a hierarchical matching algorithm for images with less similarity, as well as a tool for users to edit key points, revise possible mismatches, and select triangles to reconstruct a model with surfaces. A universal camera intrinsic matrix estimation method from statistical analysis is used to recover 3D information without camera calibration, and ultimately, a new texture-mapping algorithm is developed to automatically select the better textures from different photos.
Methodology

Key Points Extraction
Feature points are those holding the main characteristics of a 2D image. In our application, geometric information is the main character(s) to be recovered. Again, we return to the Harris corner detection method [1] [9] [10] and the Canny edge detection method [8] [13] . We have chosen to utilize the Canny method to extract segment information for two reasons: first, because edge detection will hold more complete geometric information; and second, because edge segments can be displayed using only two end points, which can be easily edited and revised manually.
Hierarchical Matching Algorithm
The epipolar constraints have a great contribution in stereo matching [1] [2] [9] [10] [11] . Unlike other matching methods, epipolar constraints are more robust. Only eight well-matched points information are necessary to compute the epipolar geometry [11] .
However, getting these eight well-matched points is a challenging problem. It is almost impossible to check all the possible combinations of extracted feature points.
Therefore, an initial seed matching is necessary to provide candidate matching for epipolar geometry computation.
The most widely used method to obtain an initial matching set is the classical cross correlation method [11] .
Although there are other methods which could be used to obtain the initial seed matching, these algorithms usually do not work very well when they are applied to images with less similarity, because high similarity is a fundamental requirement for those matching methods.
Our method presents a new hierarchical method to obtain the initial correspondence set, as shown in figure   1 . First, segments will be matched. Because segments have more attributes than points (such as length, position, direction and background color information), matching accuracy could be increased, particularly when using large baseline images with less similarity. Second, two end points of the segments will be matched based on the segments matched from the first step. If these segments from the first step are well matched, the accuracy of the second step will be very high.
Our approach uses four indexes for segment matching. The first index is the relative position of the center points of the extracted segments, and is represented After the fundamental matrix is calculated, it is used to find inliers of the seed matches found in the level two matching and reject the outliers. To improve the results and accuracy, various strategies can be implemented, such as the relaxation process and searching the points correspondence a second time with the constraint of epipolar geometry, as suggested by Zhang [11] . However, this will again cost more time and resources.
3D Recovery
The relationship of a 3D point coordinate to its image plane coordinate through a camera is shown in equations 2 and 3. S is a scaling factor, while (x,y,z) and (u,v) are correspondent 3D point coordinates and their camera image coordinates. P is a three by four perspective projection matrix, which can be decomposed as camera intrinsic matrix A and extrinsic matrix with rotation and translation information (R, T), as shown in equation 3.
Thus, the relationship of a 3D point and its two image coordinates on two image planes through two cameras can be expressed through equation 4, where A 1 and A 2 are the two cameras' intrinsic matrices. Here, we set the first camera as the original, and the second camera as the transformed one. These two equations work as the principle of stereo triangulation to recover 3D coordinates when all parameters are known.
After the correspondent key points are matched and triangular surfaces are constructed, the triangulation
method will be carried out to recover the 3D information 
Reconstruction by texture mapping
After we obtain all the 3D information of the feature points, a new model can be constructed based on the connectivity information given by the triangles created above. Since the reconstructed solid model does not contain surface texture, texture mapping is necessary to make the model more real. However, since we will have at least two photos, and since each photo will be taken from a different angle (and will therefore show certain details in a slightly different way), the question arises:
Which photo to use? Normally, a better surface texture might be created from the camera, which captures a larger area of that surface of the object and contains clearer details. Using this principle, we have designed an algorithm to compare every correspondent triangle texture and select the texture with larger area. Figure 5 shows an example of our algorithm.
Conclusion and Discussion
We have proposed a hierarchical featurematching algorithm for wide baseline images with less similarity. 2. We have presented a new texture-mapping algorithm which will automatically select better and clearer triangle textures to be mapped to the reconstructed model.
We have presented an integrated and
comprehensive process for recovering a 3D model from 2D images, while almost all previous research only focused on one or two topics of this process.
Since our method only recovers a 3D scene from two 2D photos, the unseen areas in either photo cannot be recovered. Objects with simple geometric shapes (like buildings) are easier to recover than other complicated objects like trees and grass. Because the estimated camera intrinsic matrix does affect the results recovered, users can adjust the focal length within the suggested range.
In the near future, more work will be done to register and fuse model parts retrieved from more photos to recover a complete model. The result will also be output as a VRML model to be used in more applications.
