In this paper, an effective numerical method to solve the Cauchy type singular Fredholm integral equations (CSFIEs) of the first kind is proposed. The collocation technique based on Bernstein polynomials is used for approximation the solution of various cases of CSFIEs. By transforming the problem into systems of linear algebraic equations, we see that this approach is computationally simple and attractive. Then the approximate solution of the problem in truncated series form is obtained by using the matrix form of this method. Convergence and error analyses of the presented method are mentioned. Finally, numerical experiments show the validity, accuracy, and efficiency of the proposed method.
Introduction
The concept of the principal value of a Cauchy type singular integral equation is well known. This kind of equations is applied in many branches of engineering and science like fracture mechanics [] , aerodynamics [] and occurs in a variety of mixed boundary value problems of mathematical physics [-]. The Cauchy singular integral equations form is given as 
k(s, t)y(t) dt = g(s), - < s < , () where y(t) is an unknown function and g(s) is a given function []. When k(s, t) = , equation () is reduced to the following equation:
where j = , , ,  show Cases (i), (ii), (iii), (iv), respectively. Case (i). The solution is bounded at both end points s = ±,
provided that
Case (ii). The solution is unbounded at both end points s = ±,
where
Case (iii). The solution is bounded at the end point s = , but unbounded at s = -,
Case (iv). The solution is bounded at the end point s = -, but unbounded at s = ,
Due to the singularity of the integrands of CSFIEs, solving the CSFIEs is analytically difficult. However, a wide variety of applications of these equations show that cases of the CSFIEs have a special significance. On the other hand, the volume of work done in the area of the CSFIEs is relatively small. Hence, it is important that the approximate solutions of the CSFIEs can be solved by numerical methods.
In In recent years, several types of matrix collocation methods have been proposed for solving the singular integral and the singular integro-differential equations (see [, ] ). In the present paper, we use a different collocation method for CSFIEs. Since the Bernstein polynomials have many good properties, such as the positivity continuity, recursion's relation, symmetry, unity partition of the basis set over [a, b] , uniform approximation, differentiability and integrability, these polynomials are applied for the collocation methods [-]. Also, using the expansion of different functions in Bernstein polynomials leads to good numerical results and has a high efficiency in convergence theorems.
In this work, we use the different matrix collocation method based on Bernstein polynomials for solving the CSFIEs of the first kind. The rest of this paper is organized as follows: In Section , we point out some definitions of the Bernstein polynomials and collocation method as used for solving CSFIEs. By reducing the singularity, the transformation of the main equation to the equivalent integral equations is performed in Section . The next section is devoted to a description of a numerical method based on Bernstein polynomials. In Section , an error analysis of the proposed method are discussed. In Section , numerical results with the exact solution for some examples have been compared.
Preliminaries

The Bernstein polynomials
The Bernstein polynomials of degree n are defined by
By using the binomial expansion, they can be written
Also, the Bernstein polynomials of the nth degree on the interval [a, b] 
Collocation method
We use the truncated Bernstein polynomial series form based on the Cases (i), (ii), (iii) and (iv) from () to obtain approximate solutions as follows:
where x j,i , (i = , , . . . , n), (j = , , , ) are the unknown Bernstein coefficients.
3 Removing singularity of equation (2) It is clear that the approximate solutions based on the analytical solutions of equation () can be represented by the following relations []: 
Now, in order to reduce the singular term, we have to convert equation () to the equivalent integral equations. The unknown functions x(s) of equation () can be expressed as the following cases:
Case (i). By using (), () and (), y  (s) can be represented in the form
So by substituting () into equation (), we have
()
Note that the singular term is integrable in the sense of the Cauchy principal value. We have
Thus, the singular term has been removed and equation () is transformed into
Case (ii). The solution y  (s) can be represented in the form
Also, by substituting () into equation (), we have
()
In the sense of the Cauchy principal value,
Thus, the singular term has been removed and equation () is transformed into
Case (iii). The solution y  (s) can be represented in the form
We substitute () into equation () and we get
also, from (), we get
Case (iv). The solution y  (s) can be represented in the form
By substituting () into equation (), we have
also, from (), we get
In all of equations (), (), () and ()
s) while t = s and it means that the singularity of equation () has been removed. Finally, for computing integrals, we use the Gauss-Chebyshev quadrature rule.
Description of the technique
First, we rewrite equations (), (), (), and () in the following form:
and
According to equations () and by placing the collocation points s m defined by
into (), we get
Using () and (), we obtain
We use the Gauss-Chebyshev quadrature rule of the first kind for computing the integral part in Case (ii) and select the Gauss-Chebyshev quadrature rule of the second kind for computing the integral part in the other cases. So, we can rewrite () for all cases as follows:
for Case (iii),
For simplicity, we write equations () as follows:
Hence, the main matrix form () corresponding to all cases of () can be written separately in the form
for Cases (i), (ii), (iii), (iv).
After solving equations () for Cases (i), (ii), (iii) and (iv), the unknown coefficients x j,i are determined and we can approximate the solutions of (), (), () and () with substituting x j,i , i = , , . . . , n j = , , ,  in (). So, the approximate solutions for () in all cases follow:
()
Error estimation analysis
In the current section, we intend to give an error analysis based on the Bernstein polynomials for the presented method by using an interpolation polynomial [].
Theorem  Let f be a function in C n+ [-, ] and let p n be a polynomial of degree ≤ n that interpolates the function f at n +  distinct points s
Let ω j f , j = , , ,  be the exact solution of equation () and p n be the interpolation polynomial of f . Now, if f is sufficiently smooth, we can write f as f = p n + R n where R n is the error function
If y n = ω j x n , j = , , ,  is the Bernstein polynomial series solution of (), given by Cases (i), (ii), (iii) and (iv) of (), then y n satisfies () on the nodes. So, x n and p n are the solutions of A j X j = G and A jXj = G + G where
where i = , , . . . , n.
In the following theorem, we present an upper bound of the absolute errors for our method. 
Proof Taking into account the given assumptions, we have
This completes the proof.
The same reasoning applies for other similar theorems for Cases (ii), (iii), and (iv).
Numerical experiments
In this section, the following examples are given to illustrate the performance of the presented method in solving the CSFIEs and the accuracy of the technique. These examples have been solved by our method with n = , N =  and the results are showed in the tables and figures. In Example , the results are computed by using a program written in Mathematica . and are compared with the computed solutions of another well-known method. 
. This equation has an exact solution for all following cases:
In Figures , ,  and , we plot the exact solutions and the approximate solutions for n =  and N =  for all cases and it is clear that the approximate solution is in good agreement Example  Suppose we have the following CSFIE:
where This equation has exact solution for all following cases: In Figures , ,  and , we plot the exact solutions and the approximate solutions for n =  and N =  for all cases and it is clear that the approximate solution is in good agreement with the exact solution. Also, the errors of the presented method are plotted in Figures , ,  and  and are presented in all cases in Tables , ,  and .
Conclusion
Earlier, other numerical methods for solving the singular integral equation with Cauchy kernel were introduced, but in this work we present a new efficient approach. The present technique is a simple method to obtain the approximate solutions of different cases of singular integral equation with Cauchy kernel. The approximate approach is based on the Bernstein polynomials based on the collocation method. Removing the singularity of the equations in all cases has been set and an approximation for the integral in determining the system of linear equations was implemented as well. By comparing the approximate solutions with the exact solutions in the numerical results, it is obvious that the approximate solutions are close to the well-known results for various cases.
