ABSTRACT. We give the extension formulae on almost complex manifolds and give decompositions of the extension formulae. As applications, by use of the extension formulae we study the (n, 0)-Dolbeault cohomology group on almost complex manifolds under some conditions.
INTRODUCTION
We would like to introduce some background knowledge in complex geometry. Let M be a compact complex manifold. φ ∈ A 0,1 (M, T 1,0 M) is usually called a Beltrami differential. We denote a family of Beltrami differentials as φ(t) and assume that φ(t) = 0 when t = 0. φ(t) defines a linear map φ(t) : A 1,0 (M) → A 0,1 (M).
When t is small enough, I + φ(t) is an isomorphism. If
is a local basis of A 1,0 (M), then (I + φ)
is a local basis of A 1 (M), and meanwhile φ defines an almost complex structure J φ over M. If and only if φ satisfies the well-known Maurer-Cartan equation
J φ is integrable. [2] introduces an exponential operator for the contraction operator i φ , defined as [5] proves a so-called extension formula
By this formula and the decomposition of this formula, they construct relations of the∂-operator under different complex structures. Moreover, This formula enables them to study the (n, 0)-forms under different complex structures.
To deal with (p, q)-forms, [11] introduces an extended exponential operator e [12] get the extension formula for the extended exponential operator. Moreover, [12] uses the extension formula to study the properties of Hodge numbers along the deformation of complex structures. In this paper, we generalize the extension formula from complex manifolds to almost complex manifolds and give two kinds of decompositions.
This paper is arranged as follows.
In section 2, we give a description of Beltrami differentials on almost complex manifold.
In section 3, we recall some basic knowledge on contraction operators and generalized Lie derivatives.
In section 4, firstly we give and prove the commutator of the connection ∇ and the multi-contraction i By this lemma, we give the extension formula in the almost complex background. 
As a special case, when the vector bundle E is the trivial bundle, and the connection is the ordinary exterior differential operator d, we have the following corollary.
Corollary 1.3. (corollary 4.6) Let (M, J) be an almost complex manifold, d the ordinary exterior differential operator over M. Then
. Next, we deal with the extended exponential operator e i φ |iφ . As preparations, we give the following fundamental lemmas, which have been proven in the complex background in [12] . [12] 
Lemma 1.4. (lemma 4.9)
In section 5, we give the decompositions of the extension formula on almost complex manifolds. Precisely, we prove Theorem 1.7. Under the assumptions of lemma 3.2, we have
The exterior differential d on an almost complex manifold has a natural decomposition according to types.
where we use the notations in [1] . As a consequence of this decomposition, we have the following corollary. 
By comparing the types with respect to J and J φ , and note that the extended exponential operator e i φ |iφ preserves types, we prove the following theorem. 
In section 6, we give some applications of the extension formulae. We introduce the following so-called Maurer-Cartan equation on almost complex manifolds,
On the other hand, we get the following results. 
In section 7, we recall some basic knowledge on Dolbeault cohomology of almost complex manifolds from [1] .
T ,and I is the identity matrix. From this equation, we can see that {θ φ ,θ φ } forms a local basis of A 1 (M; C) if and only if
For any almost complex manifold (M, J), the space of T Linear algebra calculation shows that
Here we add a dot "·" in φ ·φ to emphasize that we takes the matrix multiplication. By (2.2) we see that θ φ ,θ φ forms a local basis of A 1 (M; C) if and only if det I − φ ·φ = 0.
When det I − φ ·φ = 0, one can check that the inverse of the matrix
When θ φ ,θ φ forms a local basis of A 1 (M; C), we can define a new almost complex structure J φ on M, such that θ respectively. As a sum of the above discussion, we give the following theorem. 
, and
is a basis of A 
. .
The space of
Here in this paper, since there is no danger of confusion, we will always denote it as A p,q φ (M ) for simplicity.
and
Also we have
Remark 2.2. The matrix
could be considered as contraction operators, i.e.
For the definition of " ", see (3.2) and (3.1). Note that here we have used the fact that e i φ |iφ is a pointwise linear map in the calculation of (2.4). Also note that in (2.5), the expressions −φ(I − φφ) −1 θ¯i and (1 −φφ) −1 θ¯i are actually formal notations. Let (M, J, g) be an almost hermitian manifold, i.e., J is compatible with g. If J φ is also compatible with g, or equivalently if J φ and J 8 belong to the same compatible class, then
where −, − C denotes the complex conjugate extension of g over the complexified tangent bundle
Then we see thatφ = −φ T = −φ * and thus
Since φφ * is hermitian, thus its eigenvalues are all real. Assume that φφ * = UΛU * 3
, then
Now we give the following remark. For more detailed information of the Beltrami differential on complex manifolds, one may try [7, 10] .
(3.1) Usually, we also denote X ϕ as i X ϕ. For ρ ∈ A p (M, T M), the contraction operator can be extended to 
The contraction operator " " is a (anti-)derivation 4 of the exterior algebra, i.e.
Moreover, ifX := −, X ∈ T * M, the operator X − is the adjoint map ofX ∧ −, i.e.
Generally, for any ϕ ∈ A k (M, T M), the contraction is defined as
Note that (3.2) and (3.5) are actually the same. Let M be a differentiable manifold, E → M be a vector bundle and ∇ be a connection of E. The generalized definition of ordinary Lie derivative is
where ρ ∈ A * (M, T M). In [5] and [9], they get some results of the generalized Lie derivative for holomorphic vector bundles over complex manifolds, with hermitian metric and Chern connection. Following [8, p.70, Lemma 8.6], we can prove the following identity.
Proof. For simplicity, we choose ϕ = ρ ⊗ X and
The operator i ϕ is defined as
By (3.7) and (3.8), we get
Use (3.6) and (3.9) we get
Use (3.10) and (3.11), we get the commutator of
Again, use (3.9), we have
Comparing the items of (3.12) (3.14) and (3.15), we prove the lemma.
Note (3.13), we have the following lemma.
By comparing types, we have a decomposition of [ϕ, ψ] as
We denote the decomposition of [ϕ, ψ] as
Without loss of generality, from now on, we will denote the decom-
Sometimes we can also denote the decomposition of [φ, φ] simply as A , B and C when there is no danger of confusion.
As a special case of lemma 3.2, we get the following corollary.
Corollary 3.4 implies that for ϕ, ψ ∈ A 0,1
or equivalently in another version of (3.21)
i.e. we get
(3.23) can be seen as a generalization of [5, (3.3) , (3.4) ] from the complex case to the almost complex case. Also see [9, corollary 4.5, 4.6]. A connection ∇ on an almost complex manifold has a decomposition
By comparing types, we get the following lemma 13 Lemma 3.5.
At the same time, we get the following lemma.
If we choose ∇ to be the (almost) Chern connection 5 of (M, J, g), then (3.24) becomes
As a special case, if Ω ∈ A n,0 J (M), we get a generalization of the so-called Tian-Todorov lemma (see [13, 14] ) in the almost complex case.
In [3] , this connection is called the second canonical connection. In [6] , this connection is called the canonical almost hermitian connection.
1,0 Ω. And we get the following lemma 
Now we need the relation of i φ i [φ,φ] and i [φ,φ] i φ . Consider a more general case. Let ϕ, ψ, ξ ∈ A 0,1 (M, T 1,0 M ). By lemma 3.2, we know that [ϕ, ψ] has three components. Now we will discuss according to types.
(
p ⊗ e q , we have
By some simple calculations and an application of lemma 4.1, we can prove the following lemma. 
16 By lemma 4.2, we continue the calculation of (4.3).
[∇, i
Now we need to calculate
Moreover, we consider three special cases:
(1) ψ ∈ A 0,2
Finally, by (4.14), (4.15), (4.16) we get the following lemma
As a direct consequence of lemma 4.3, we see that, for
By (4.18), we continue the calculation of (4.19).
Considering (4.11),(4.2), (4.19) and (4.18), we introduce the follow lemma.
Proof. For k = 2, 3, 4, we already have (4.11),(4.2), (4.19). Now we assume that (4.20) holds for k. For the case k + 1, we have
We have proved the lemma.
On the base of lemma 4.4, we can prove the following theorem.
and lemma 4.4, we have
If we choose the vector bundle to be the trivial bundle M × R and the connection to be the exterior differential d, then we have the following corollary. 
.
Since i φ and iφ are contractions, it is easy to see that this definition is independent of the choice of basis. There are several properties of the map e i φ |iφ , which have been proved in the complex case in [12] . The proofs in this paper are basicly the same as [12] . We give them here just for the readers' convenience and completeness of this manuscript. 
is a linear isomorphism.
Proof. Note that
Lemma 4.9.
and
θj ⊗ e i ,φ = φ¯i j θ j ⊗ eī. By direct calculation we get Proof. Check that for any α ∈ A p,q
[11, equation 2.8] introduces the so-called simultaneous contraction (denoted " ") on each component of a complex differential form. For example, if ϕ is a contraction operator,
As in [12, p.3003] , via , the operator e i φ |iφ can be expressed as e i φ |iφ = (1 + φ +φ) . 
See (2.6),
Thus we get
Using lemma 4.9 and lemma 4.11, we get the following theorem. 
Proof. Note (4.23), we check by direct calculation.
DECOMPOSITION OF THE EXTENSION FORMULA
5.1. decomposition type one. Note that identity (3.21)
could be decomposed via types as the following equations.
[
Use these equations and calculate as the former section, we can prove the follow lemma.
Proof. By lemma 4.1, lemma 4.2 and the fact that
we have
By lemma 4.3 we have
Comparing the proof of lemma 4.4, the key point of the proof is the commutators (5.6), (5.7) and (5.8). Following the proof of lemma 4.4, we can prove the lemma.
After lemma 3.2, we can prove the following theorem, which is a decomposition of (4.21) according to types. We list the types of the operators in tabulation 1. The leftmost column in the tabulation is the type of the corresponding operator. The rightmost column in the tabulation lists all the possible types of the composition operator
The LHS of (4.29) is decomposed as d(e i φ |iφ (σ)) = µ φ (e i φ |iφ (σ)) + ∂ φ (e i φ |iφ (σ)) + ∂ φ (e i φ |iφ (σ)) +μ φ (e i φ |iφ (σ)).
By comparing types of both sides, we have the following theorem. In this section, we will deal with a very special class of almost complex structures. As a direct corollary of theorem 5.4, we have the following result.
