Acoustic travel-time tomography of the atmosphere is a nonlinear inverse problem which attempts to reconstruct temperature and wind velocity fields in the atmospheric surface layer using the dependence of sound speed on temperature and wind velocity fields along the propagation path. This paper presents a statistical-based acoustic travel-time tomography algorithm based on dual state-parameter unscented Kalman filter (UKF) which is capable of reconstructing and tracking, in time, temperature, and wind velocity fields (state variables) as well as the dynamic model parameters within a specified investigation area. An adaptive 3-D spatial-temporal autoregressive model is used to capture the state evolution in the UKF. The observations used in the dual state-parameter UKF process consist of the acoustic time of arrivals measured for every pair of transmitter/receiver nodes deployed in the investigation area. The proposed method is then applied to the data set collected at the Meteorological Observatory Lindenberg, Germany, as part of the STINHO experiment, and the reconstruction results are presented.
I. INTRODUCTION
Acoustic tomography is a method of remotely reconstructing the internal structure of an object by radiating acoustic signals through the object and studying its interactions with the signals. Owing to their non-intrusive nature, acoustic tomography methods have been used excessively in medical, non-destructive testing and measurement, oceanographic, and atmospheric arenas.
Knowledge about temperature and wind velocity fields is of great importance in atmospheric surface layer studies. Acoustic tomography of the atmosphere allows one to reconstruct temperature and wind velocity fields in the atmospheric surface layer using the dependence of sound speed on temperature and wind velocity fields along the propagation path. Atmospheric acoustic tomography methods 1-8 are very useful due to their ability to provide spatially and temporally resolved fields for model evaluation and their scalability property. Moreover, using acoustic tomography is highly beneficial, as it uses a small number of acoustic sensors to reconstruct the temperature and wind velocity fields with high spatial resolution. Algorithms dealing with acoustic tomography of the atmosphere, use the acoustic travel time measurements collected from several acoustic sensors (transmitters and receivers) mostly located on the boundary layer of the investigation field. The travel time for each propagation path corresponds with the line integral of a nonlinear function of temperature and wind velocity fields over the propagation path.
An inverse acoustic travel-time tomography problem is inherently an under-determined and ill-posed problem due to the fact that it attempts to reconstruct the continuous temperature and wind velocity fields from finite travel time measurements. Solving such problem is in general difficult, owing to its ill-posed and highly nonlinear nature. However, several tomographic algorithms have been introduced [1] [2] [3] [4] [5] [6] 8 in different disciplines to solve the acoustic tomography problem. These tomographic algorithms are categorized into three main branches as statistical-based algorithms, 1, 5, 6, 8 algebraic-based algorithms, 3, 4, [9] [10] [11] and those which use sparse reconstruction framework. 10 Wilson and Thomson 1 applied a statistical-based acoustic tomography algorithm referred to as stochastic inversion (SI), to reconstruct the temperature and wind velocity fields. Later, Vecherin and co-workers 5, 6 extended this algorithm by developing the time-dependent stochastic inversion (TDSI), which uses several travel time observations to generate the estimates of the fields. These methods use a firstorder linear approximation of the group velocity of the sound wave along the propagation path and solve the linearized problem using a discrete, noncausal Wiener filter. 12 The SI assumes that turbulence is statistically homogeneous in space, while TDSI assumes that fluctuations are homogeneous in space and also stationary in time. However, extreme temporal change of atmospheric patterns may render a nonadaptive filter such as Wiener filter inefficient. More recently, a statistical-based method 8 was introduced which casts this acoustic tomography problem as a state estimation and hence employs unscented Kalman filter (UKF) to reconstruct the temperature and wind velocity fields. This method can provide: (a) nonlinear acoustic travel time tomography a) Author to whom correspondence should be addressed. Electronic mail:
azimi@engr.colostate.edu under certain measurement conditions, (b) reconstruction without the need for reciprocal measurements as in Refs. 3, 4, and 13, (c) adaptive behavior for tracking the fields in time, and (d) computational efficiency for possible on-line implementation. We acknowledge that the relative errors of linearization in case of low wind conditions is negligible and using UKF would be exorbitant. However, the proposed approach provides a general framework which works under both strong and weak wind conditions. 8 Algebraic-based acoustic tomography algorithms, such as multiplicative algebraic reconstruction technique 14 and simultaneously iterative reconstruction technique, 3, 13 employ reciprocal sensors and reformulate the nonlinear problem into two linear problems using the reciprocal measurements. Then, they reconstruct temperature and wind velocity fields separately using a gradient-based iterative ' 2 minimization algorithm. Generally speaking, the algebraicbased methods 3, 13, 14 are conceptually simpler than the statistical-based tomography algorithms. However, comparing to the statistical-based methods, algebraic-based methods are shown to lack accuracy for undetermined problems. 6 Algorithms using sparse reconstruction framework assume that the temperature and wind velocity fields can be represented as a linear combination of some kernel functions (e.g., set of different bases) where most of the coefficients are zero. In other words, they assume that the fields have sparse representation with respect to some known bases in space or frequency domains. An acoustic tomography algorithm is developed in Ref. 10 , based on sparse reconstruction framework. The algorithm in Ref. 10 is developed for a numerical experiment in which the wind velocity is set to zero, meaning that it is assumed that the travel time measurements are only dependent on the temperature field.
The focus of this paper is on improving the acoustic tomography method introduced in Ref. 8 . The investigation area is discretized into several grids in which the temperature and wind velocity fields are assumed to be constant. The problem is then represented as an adaptive dual state-parameter estimation framework. Using this adaptive dual state-parameter estimation process one is able to account for the temporal changes (short-term or longterm) inherent in the temperature and wind velocity fields. The state and model parameter vectors are formed of the temperature and wind velocity fields in all grids and the unknown parameters of a 3-D spatial-temporal autoregressive (AR) model used to capture the state evolution dynamics, respectively. The observation vector consists of the noisy acoustic travel time measurements for every pair of transmitter/receivers nodes. Dual UKF is then used to estimate the state and model parameters simultaneously at every snapshot. [15] [16] [17] The initial states are chosen to be the temperature and wind velocity spatial mean fields calculated from the noisy travel time measurements and the initial model parameters are chosen so that the initial state evolution model is a random walk. The proposed method is then applied to the travel time data set acquired as part of the STINHO experiment 18 to reconstruct temperature and wind velocity fields and it is shown that the reconstruction results are indeed promising. This paper is organized as follows. Section II reviews the acoustic tomography inverse problem formulation. The proposed inverse acoustic tomography method is described in detail in Sec. III. The proposed method is applied to the STINHO data set and the reconstruction results are provided and discussed in Sec. IV. Finally, the conclusions are presented in Sec. V.
II. PROBLEM FORMULATION

A. Review of acoustic propagation formulation
Taking into account the effect of wind velocity, the magnitude of group velocity of a sound wave propagating along a specific path is given by c ray ðr; tÞ ¼ s Á ðcðr; tÞn þ vðr; tÞÞ;
where r ¼ xe x þ ye y is the position vector of a point in the investigation area with e x and e y being the unit vectors of a 2D-Cartesian coordinate system, t represents time, s and n are, respectively, unit vectors along the propagation path and normal to wavefront, v(r, t) is the wind velocity vector, and c is the temperature-dependent adiabatic sound speed.
1, 5, 6 For a setup in which the maximum length of the path between the acoustic transmitters and receivers are a few hundreds of meters and assuming that the vertical temperature gradient in the atmospheric surface layer is not large, one can use the straight-ray model for acoustic propagation.
1 Straightray model is commonly used throughout the literature and states that s and n are in the same direction and hence s Á n % 1. However, in presence of (a) large temperature or wind velocity gradients or (b) high wind speed, using the straight-ray model leads to non-unique solutions of the wind velocity field. Jovanovic 19 suggested using time-difference of arrivals among tripoles of transmitters and receivers to estimate the angles of departure/arrival, namely, n T and n R of the sound wave. A linear fit can then be employed to produce the estimate of n(r, t) between these points given the path. Ray-tracing can be employed [refer to Eq. (3.33) in Ref. 20] in this bent-ray model to estimate s(r, t) along the path based upon prior estimates of the temperature and wind fields, i.e., sðr; tÞ ¼ ncðr; t À 1Þ þ vðr; t À 1Þ kncðr; t À 1Þ þ vðr; t À 1Þk ;
where one can initially start with straight rays as the first approximations. As new wind and temperature field reconstructions become available the accuracy of ray-tracing improves. In Sec. III, we shall see how this bent-ray model can be incorporated into the proposed UKF-based reconstruction method. It must be noted that in Sec. IV due to low wind conditions during the data collection process and lack of angle of arrival measurements we assumed s Á n ¼ 1. We acknowledge that this assumption (s Á n ¼ 1) enables a linear representation of the process. However, our goal here is to illustrate how one would use the proposed approach for a general nonlinear problem. Once s(r, t) and n(r, t) are estimated along each path, Eq. (1) can be rewritten as c ray ðr; tÞ ¼ nðr; tÞcðr; tÞ þ sðr; tÞ Á vðr; tÞ;
where n r; t ð Þ ¼ s r; t ð Þ Á n r; t ð Þ. Given the group velocity of the sound wave propagating along the nth path, the acoustic travel time for this path is given by
dl n n n ðr; tÞcðr; tÞ þ s n ðr; tÞ Á vðr; tÞ ;
where the integration is along the nth propagation path with length L n and s n (r, t) is the unit vector in the direction of the wave propagation at location r and time snapshot t. Discretizing the investigation area into I Â J grids and assuming that the temperature and wind velocity are constant in each grid, Eq. (4) can be discretized as
d n ði; jÞ n n ð½i; j; tÞcð½i; j; tÞ þ s n ð½i; j; tÞ Á vð½i; j; tÞ ;
where d n (i, j) is the distance nth propagation path travels in the (i, j)th cell, c([i, j], t) and v([i, j], t) are the adiabatic sound speed and the wind velocity vector in the (i, j)th grid at time t, respectively. Here we represent the wind velocity vector in terms of two decoupled variables, namely, the magnitude and angle (instead of coupled vertical and horizontal wind velocity components), i.e., vð½i; j; tÞ ¼ að½i; j; tÞcosðh½i; j; tÞÞe x þ að½i; j; tÞsinðh½i; j; tÞÞe y ;
where a(r, t) and h(r, t) are magnitude and direction of the wind velocity in the (i, j)th grid and at time t, respectively. Note that polar coordinates are used for the wind velocity due to the need for decoupled state variables in the UKF. Additionally, using this type of state definition provides useful insight about the spatio-temporal properties of each component individually. Using Eq. (6), the term s n r; t ð Þ Á v i; j ½ ; t ð Þin Eq. (5) can be written as s n Á vð½i; j; tÞ ¼ að½i; j; tÞcosðh½i; j; tÞÞcosð/ n ½i; j; tÞÞ það½i; j; tÞsinðh½i; j; tÞÞsinð/ n ½i; j; tÞÞ;
where / n ([i, j], t) is the angle of the nth propagation path with e x in the [i, j]th grid.
B. State-space model
As pointed out before, in order to discretize the problem, the deployment field is divided into non-overlapping I Â J grids as shown in Fig. 1 . The fields are assumed to be constant in each grid cell. The sound speed, wind velocity amplitude and wind velocity angle at all grid cells are then arranged to form the L ¼ 3IJ-dimensional state vector as
where
T is the column vector of the sound speed at every grid, and similarly for a(t) and h(t). The observation vector, y t , on the other hand, consists of all travel time measurements for all acoustic propagation paths. That is,
where s i ðtÞ is the travel time for the ith path at snapshot t. A 3-D spatial-temporal AR model is used to capture the state evolution in two consecutive snapshots. The support region of this 3-D AR model is illustrated in Fig. 2 for the sound speed field at time t. This 3-D AR model for modeling the dynamics of the sound speed field is given by model. For each field the adjacent neighbors at time t À 1 are used as the support region for each grid at time t. Note that around the boundaries the support region of a cell is reduced to its neighbors in the investigation area. For the cells around the boundaries, the neighbors that are outside the investigation area are set to zero. Similar 3-D AR models are used for the wind velocity amplitude and angle fields.
The AR model for the sound speed can be rewritten in state equation vector form as 
A similar relationship as Eq. (11) holds for the wind velocity amplitude, a(t), and wind velocity angle, h(t). Thus, we have
Here u a (t) and u h (t) are, respectively the driving processes for amplitude and the angle of wind velocity and ma- The sources which generate these fields are assumed to be independent and therefore these models are decoupled.
Combining these decoupled equations yields the following linear state equation:
where 
where 0 IJ Â IJ is the zero matrix of size IJ Â IJ. Note that the model parameter vector q t is unknown and is to be estimated by the dual UKF algorithm described in the next section.
The relationship between state x t and observation vector y t at time t is given by Eq. (5) and can be expressed as a nonlinear function of the state variables, i.e.,
where v t stands for measurement noise caused by factors such as (i) errors inherent in the gridding process, (ii) error in measuring the travel times, (iii) sensor location error, and (iv) imperfect synchronization across all nodes. This noise is assumed to be a Gaussian random vector with zero mean and known covariance matrix, R v . The most dominant source for this error is (i). The nonlinear function h(x t ) is explicitly defined as 
:
(20)
III. DUAL STATE-PARAMETER ESTIMATION USING UNSCENTED KALMAN FILTER
In a state-space problem, if the state and the model parameters are both unknown, then the problem of estimating state and model parameters from the observation is known as a dual estimation problem. There are in general two different approaches toward solving a nonlinear dual sate-parameter estimation problem using UKF, namely, joint UKF (Refs. 21 and 22) and dual UKF. 15, 16, 21 A comparative study of the joint and dual UKFs can be found in Refs. 21 and 22 in which it is shown that these filters perform very closely in reconstruction accuracy. In this paper the dual UKF is chosen over the joint UKF due to its perspicuous formulation.
In the dual UKF, 16 two decoupled UKFs run simultaneously, one for state estimation and the other for the parameter estimation. At every time snapshot, the current estimate of the model parameter vector is used in the state estimation whereas the current estimate of the state vector is used in the parameter estimation. Therefore, the acoustic tomography of the atmosphere using dual UKF can be formulated as follows:
dual UKF :
whereq tÀ1jtÀ1 andx tÀ1jtÀ1 are the model parameter vector and the state vector estimates at time t À 1, respectively, and n t is the model parameter driving noise process which is assumed to be Gaussian and independent of both v t and u t . Note that we start from the straight ray model and update n n ([Á,Á], t þ 1) for all n based on the reconstructed temperature and wind velocity at time t. The schematic diagram of the dual UKF is illustrated in Fig. 3 . Assuming that the covariance matrices of the state evolution driving noise, R u , model parameter driving noise, R n , and the observation noise R v are known (or can be estimated), the dual UKF steps to estimate the state and model parameters are as follows.
(1) Initialization: The dual UKF starts by initializing the state and model parameter vectors estimatesx 0j0 and q 0j0 , respectively. Here,x 0j0 is initialized to the mean fields estimated from travel times using the method explained in Ref. 8 and the model parameter vector is initialized toq 0j0 ¼ 1; 0; 0; 1; 0; 0; 1; 0; 0 ½ T which corresponds to a random walk model. In addition, the corresponding state error covariance matrices P x 0j0 and P q 0j0 are initialized with identity matrices. (2) A priori state and parameter estimation: Since the state and model parameter evolution models are linear, the a priori state,x tjtÀ1 , model parameter,q tjtÀ1 , and the corresponding a priori error covariance matrices P x tjtÀ1 and P q tjtÀ1 are calculated as a priori state estimation :
a priori parameter estimation :q tjtÀ1j ¼q tÀ1jtÀ1 ; P
(3) Sigma point generation: Due to the nonlinearity of the observation process, unscented transform is used to estimate the distribution of the observation vector. State and model parameter sigma points are calculated based onx tjtÀ1 ,q tjtÀ1 , P ; P x tjt ¼ P a posteriori parameter estimation :
Note thatx tjt ,q tjt , P x tjt , and P q tjt are used as the prior estimates at time t þ 1. Finally, assuming n n ([i,j],t) can be measured, the path of the acoustic wave is updated as follows:
s n ð½i; j; t þ 1Þ ¼ n n ð½i; j; tÞĉð½i; j; tjtÞ þvð½i; j; tjtÞ kn n ð½i; j; tÞĉð½i; j; tjtÞ þvð½i; j; tjtÞk :
IV. EXPERIMENTAL RESULTS
In order to test our proposed UKF-based dual stateparameter estimation algorithm a data set was acquired from the University of Leipzig. This data set was collected at the Meteorological Observatory, Lindenberg, Germany, as part of the STINHO project. 18 The experiment was part of a larger meteorological experiment to study turbulence, turbulent fluxes, and other meteorological parameters. In this experiment, the investigation area was of the size 300 m Â 440 m and the tomography array consisted of eight acoustic transmitters, S1,…, S8, and twelve receivers, R1,…, R12. Most of the ground within the tomography array was covered with grass except for a spot of plowed land which was in the lower left corner of the field and of size 90 m Â 300 m. Figure 4 shows the investigation field, the grass covered and plowed land areas, and the locations of the transmitters and receivers.
In this experiment the underlying topography of the field was not homogenous, i.e., there were relatively large fluctuations in the elevations (0 h 6.6 m). Therefore, the sensors had to be elevated at different heights in order to assure that they are approximately on the same horizontal plane about 2 m above the ground. The acoustic travel times for all paths were then measured on July 6th, 2002 for 1038 snapshots at one minute intervals on 000-1717 UTC. The data set has considerable missing/bad measurements. The travel time measurements for 17 out of 96 transmitter-receiver paths were excluded at all snapshots. These corresponded to long paths that violated straight-ray assumption. Additionally, at certain snapshots the sensors exhibit missing data intermittently, which could be due to equipment malfunction, missed detections, or very low signal-to-noise ratio (SNR). Figure 5 illustrates the matrix of travel time measurements over all snapshots as a binary matrix in which "1" represents missing data (white) while "0" denotes no missing data (black). A more detailed explanation of this experiment can be found in Ref. 18 .
The intermittent missing data imply that the dimension of the observation vector in Eq. (9) changes at different times. In order to deal with such inconsistency in the number of measurements, the observation function in Eq. (19) and the measurement noise v t are adjusted at every snapshot to fit the measured data. This is accomplished by labeling the missing path at each snapshot and removing them from Eq. (20) , as well as changing the size of the measurement noise to the number of observed data, N m .
The first 300 snapshots (5 h) of the data are missing relatively lesser number of measurements. Thus, this portion of the data was used to evaluate the performance of the proposed method. A 4 Â 8 grid is overlaid on the investigation area to partition the field into 32 grids of dimensions 75 m Â 55 m each. There were two in situ measurements for temperature and one for wind velocity using a sonic anemometer 18,24 located at 2 m height on a 10 m mast. The locations of the two temperature sensors correspond to grids 6(b) show the difference between the calculated mean temperature values and the correlation coefficient, respectively. The correlation coefficient plot indicates the fact that for the choice of spatial grid resolution, the sensors are not highly correlated temporally and hence, the size of the grid is indeed not coarse.
For the first snapshot mean temperature and wind velocity fields are calculated from the measured travel times using the method explained in Ref. 8 . As mentioned before, owing to low wind conditions during the data collection process it is assumed that s Á n ¼ 1. The estimated mean fields are used as initial state vector,x 0j0 . The initial model parameter vector is set toq 0j0 ¼ 1; 0; 0; 1; 0; 0; 1; 0; 0 ½ T , which corresponds to starting from a random walk model for all fields. Furthermore, the state and parameter error covariance matrices are taken to be P x 0j0 ¼ I 96Â96 and P q 0j0 ¼ I 9Â9 , respectively. It is assumed that v t , u t , and n t are mutually uncorrelated, zero mean Gaussian processes with covariance matrices R v ¼ r Having the covariance matrices R v , R u , and R n , and the initial valuesx 0j0 ,q 0j0 , P velocity amplitude, and wind velocity angle, respectively. As can be seen that these parameters initially start from random walk and are continuously tracked in time for the first 300 snapshots of the data. Moreover, our observations from Fig. 7 (c) suggest that the wind velocity angle parameters, in this experiment, follow closely a random walk behavior. We believe this phenomenon is due to the fact that the temporal snapshots are coarse in time. Figure 8 shows the reconstructed temperature and wind velocity fields at snapshots 62, 66, and 70, respectively. As can be seen from these results, the reconstructed fields over this time period are consistent and changing gradually, as expected. In addition, it can be seen that the proposed method has captured the temperature difference between the grassland and plowed land portions. Note that the reconstructed temperature fields at the snapshots in Fig. 8 indicate variation of about 0. 4 C, which is in agreement with the results provided in Fig. 6 .
In order to evaluate the reconstruction accuracy of the proposed method, the reconstructed temperature at grids
, and the reconstructed wind velocity amplitude and angle at grid [i ¼ 2, j ¼ 8] are compared to those reported from in situ measurements. Figures 9  and 10 show the reported and reconstructed temperature based on temperature in situ measurements, and Figs. 11 and  12 show the reported and reconstructed wind velocity amplitude and angle for the first 300 snapshots together with the histogram of the reconstruction errors for these snapshots. As can be seen from these figures, the reconstructed fields generated using the UKF-based dual state-parameter estimation approach are in good agreements with the in situ measurements. Note that in Fig. 12 , the jump at snapshot 81 is due to the fact that the angle becomes negative and is folded over by 360 þ h. The average temperature reconstruction errors at grids [i ¼ 3, j ¼ 5] and [i ¼ 1, j ¼ 4] using our proposed method are calculated to be around l ¼ À0.02 C with the standard deviation of r ¼ 0.09 C and l ¼ À0.01 C with the standard deviation of r ¼ 0.08 C, respectively. Moreover, the average wind velocity amplitude and angle reconstruction errors (at grid i ¼ 2; j ¼ 8 ½ ) are calculated to be l ¼ À0:01 m=s with standard deviation of r ¼ 0:06 m=s and l ¼ 0.38 with standard deviation of r ¼ 2.6 , respectively.
Comparing the reconstructed fields with the in situ measurements, it can readily be seen that the proposed dual state-parameter estimation method provides accurate temperature and wind velocity reconstructions. The computationally efficiency of the UKF-based method, 8 its adaptive nature, and its reconstruction accuracy make this method a very good candidate for solving acoustic tomography problems.
V. CONCLUSION
In this paper a new statistical-based approach for acoustic tomography of the atmosphere was proposed in which the problem was formulated as a dual state-parameter estimation. In this approach, the state vectors were formed from the temperature and wind velocity fields in all grids. The parameters of spatial-temporal 3-D AR models used to capture the state evolutions were also assumed to be unknown and timevarying. An iterative ray-tracing algorithm was given to handle situations when the straight-ray assumption can no longer hold. A dual UKF-based method was then employed for this nonlinear state-parameter estimation problem.
The proposed method was applied to the data set collected in the STINHO experiment 18 in order to reconstruct the temperature and wind velocity fields. Owing to low wind conditions in this data set and lack of angle of arrival measurements straight-ray model was assumed hence leading to a linearized observation model with negligible approximation errors. Nevertheless, the proposed dual UKF was employed in order to illustrate how the general problem (bent-ray model) can be solved when the observation equation is nonlinear.
The reconstructed fields were computed and compared with the in situ temperature and wind velocity measurements reported in the data set. It was shown that the proposed method is capable of reconstructing the temperature and wind velocity fields with high accuracy and speed. Moreover, due to adaptive nature of this method it can capture the non-stationarity behavior of the temperature and wind velocity fields. More research will be needed to verify the real applicability of the proposed methods in presence of large temperature or wind velocity gradients.
