One of the most serious concerns about mega event-related changes to small cities is how 12 to effectively utilize newly developed public attractions after the Olympic Games. Making 
61
sites as tourist spots are emphasized and these sites often have issues such as the seasonal gap in the 62 number of visitors and conflicts between residents and visitors. Accordingly, there is a need for 63 differentiated planning and management of attractions and amenities in small cities and towns.
64
Tourist behavior is understood as a complex phenomenon, influenced by destination factors
65
(e.g., environments, landscape), tourist factors (e.g., travel motives, past experiences), and the 66 interactions between these [11] [12] . In much of the touristic attraction literature, the attractions 
74
However, these factors have so far been investigated in a more isolated manner [12] and mostly 
117

2.2.Destination, Travel Setting, Personal Trait Variables
118
In a broad sense, destinations, travel settings, and personal preferences have been known to be 
Data Collection and Respondents Profile
133
The purpose of this study is to identify a pattern of visitor movements to and from multiple 134 attractions and the factors affecting the flow of these movements. To collect data for visitations to 135 multiple attractions, we developed a city map survey with marks indicating the location of nineteen 136 local attractions (Figure 1 ). The participants were asked to check all the places they have visited or 137 plan to visit as well as to specify the hours they have stayed or plan to stay at a particular location.
138
To test the effect of destination characteristics (e.g. location and programs), the nineteen locations are 139 categorized into three regions as well as three types (e.g., natural attractions, cultural museums and 140 historical sites, and local amenities).
141
In addition, to test the effect of travel settings, the participants were asked to report their 142 transportation method (e.g., car, public bus, taxi), travel budget (e.g., approximate Won), and 143 staying period (e.g., one day, one night, two nights, three nights, more than four nights). Lastly,
144
regarding personal factors, the participants were asked to answer questions about their residences
145
(e.g. Gangneung, domestic, other countries) and visit frequency (e.g. first time, more than two times, 146 regular visits). In addition, nine items were included in the survey to measure the destination 147 preferences of the participants. For example, they were asked to rate the importance of certain 148 aspects that factor in to their choice of places they want to visit such as, "popular places in social 
165
As for the survey respondent profile, some are evenly distributed, but others are not. The
166
participants' backgrounds were reasonably balanced for gender: 54% male and 46% female (Table 1) .
167
However, in terms of age, about half of the respondents were young college students and the other alone, 52% travelled in a pair, and 25% travelled in groups of more than three. The durations they
179
have stayed or planned to stay in Gangneung were concentrated on two to three nights, and can
180
largely be divided between two major groups: one day (22%) and two or three nights (69%).
182 183
Network Analysis
185
Three different types of network analysis procedures were used in this research: 1) descriptive 186 statistics based on degree centrality; 2) correlations and regressions analysis using quadratic 187 assignment procedure (QAP); and 3) network density comparison analysis (NCT 
220
The cell values less than the mean value were reassigned with "0" and those equal to or more than
221
the mean values were assigned with "1".
222
Lastly, in accordance with the purposes of this study, which examines the impact of "travel 
Descriptive Analysis of Touristic Attraction Network
245
The results of descriptive network analysis can be divided into two categories: 1) the degree 246 centrality of each attraction and 2) the weighted connections among the attractions. First, the 247 eigenvalue degree centrality is calculated with two types of attraction network and shown in Table   248 2; Eigenvalue degree centrality 1 indicates the centrality value based on the visitations to each 249 attraction (e.g., unweighted two mode data) and the eigenvalue degree centrality 2 is analyzed based 250 on the visitor's duration of stay at various attractions (e.g., weighted two mode data). The 
259
Centrality results based on staying time show similar, but more salient differences among 
267
In addition to the degree centrality, the connection strengths are calculated for both types of 
278
Beach and Lake), East coast attractions (e.g. Anmok Beach), and South downtown area attractions
279
(e.g. downtown, Jung-ang market) was distinctive in this network.
280
Lastly, to categorize attraction groups based on centrality values, a cluster analysis was 281 conducted. Through cluster analysis, nineteen locations are largely grouped into two; 1) a red node
282
indicates the high centrality group and 2) a blue node indicates the low centrality group. For 283 visitation networks, all the attractions were categorized into the high centrality group except
284
Olympic Park, suggesting the apparent isolation of new Olympic Park in the attraction network.
285
Unlike the visitation network, the staying time network showed a more balanced divide between the 286 high and low centrality group. 
3.3.QAP Correlation and Regression
316
Quadratic assignment procedure (QAP) is a useful approach for testing hypotheses on 317 relationships among multiple networks. To test the factors affecting attraction networks, including 318 geographical proximity and type similarity, we modeled hypothesized relationships among these 319 variables and conducted QAP using UCINET 6.0. The attraction matrix was set to a dependent 320 variable and location proximity and type proximity were set to independent variables. This method
321
calculates the influence significance of the independent variables on the dependent variable. It also 322 generated a pseudo R 2 that is analogous to the R 2 in ordinary least squares (OLS) regression. QAP 
326
The results of the correlations between the variables in our QAP models are shown in Table 3 .
327
The results of regression including standardized coefficients of the independent variables and the R 2
328
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