In this article, we establish a general formula for higher order linear functional derivatives for the composition of an arbitrary smooth functional on the 1-Wasserstein space with the solution of a FokkerPlanck PDE. This formula has important links with the theory of propagation of chaos and mean-field games.
Introduction
Let P(R d ) denote the 1-Wasserstein space of probability measures. In this paper, we consider nonlinear Fokker-Planck PDEs of the form
for some function b : R d × P(R d ) → R d and probability measure µ ∈ P(R d ). This type of equations has been a rich area of research in the last decades. The case in which b does not depend on m has been treated in most classical works, such as Chapter 6 of [2] . In [1] , this type of equations is considered to construct weak solutions to a class of distribution-dependent SDEs. The case corresponding to probability measures on the path space is considered in [12] . Let Φ : P(R d ) → R be a Borel-measurable function. This paper explores the smoothness w.r.t. the measure of the function U : [0, T ] × P(R d ) → R defined by U (t, µ) := Φ(m(t, µ)), (1.2) under sufficient regularity of b and Φ. The notion of smoothness that we consider, i.e. the linear functional derivative, is widely adopted in the literature of McKean-Vlasov equations and mean-field games, such as [5] , [6] and [8] . A continuous function We then introduce higher-order derivatives through iteration: for any m, m ′ ∈ P(R d ) and y ∈ (R d ) p−1 , 4) provided that the (p − 1)-th order derivative is well defined. These derivatives are defined up to an additive constant via (1.3) and (1.4). They are normalised by the convention
. . , y p ) m(dy i ) = 0, i ∈ {1, . . . , p}.
(1.5)
The main result of this paper is Theorem 4.5. The definitions of the assumptions are found in Section 1.4.2.
The definitions of the higher-order Kolmogorov equations m (β) and the multi-indices Λ ∈ e(Λ k ) can be found in (3.4) and Definitions 4.1-4.3 respectively.
Theorem (Main result).
Let k ∈ N and n ≥ 2. Assume (Reg-b-(n + 1)), (Int-b-(n + 2k − 1, k)) and (TReg-Φ-(n + 2k + 1, k)). Then
δm k exists and is given by δ k U δm k (t, µ)(z 1 , . . . , z k ) = Λ= n,(β j ),(α i,j ) ∈e(Λ k ) δnΦ δmn (m(t, µ)) m (β 1 ) t, µ, δ zα 1,1 , . . . , δ zα 1,β 1 , . . . , m (βn) t, µ, δ zαn ,1 , . . . , δ zαn ,βn .
(1.6)
In particular, if we also assume (TInt-Φ-(n + 2k − 1, k)), then
for some constant C > 0.
Links with quantitative propagation of chaos
This result has intricate links with the theory of distribution-dependent SDEs/McKean-Vlasov SDEs (McKVSDEs). We work with a probability space (Ω, F, P) equipped with a d-dimensional Brownian motion W . Denoting the law of random variable ξ by L (ξ), we consider a d-dimensional McKean-Vlasov SDE given by Lipschitz condition on b ensures uniqueness of the solution to (1.7) and it can be easily checked that in this case m(s, µ) = L (X 0,ξ s ). McKVSDEs provide a probabilistic representation to the solutions of a class of nonlinear PDEs. A particular example of such nonlinear PDEs was first studied by McKean [15] . These equations describe the limiting behaviour of an individual particle evolving within a large system of particles undergoing diffusive motion and interacting in a 'mean-field' sense, as the population size grows to infinity. More precisely, we consider the following system of particles, A particular characteristic of the limiting behaviour of the system, is that any finite subset of particles becomes asymptotically independent of each other. This phenomenon is known as propagation of chaos. We refer the reader to [11, 19, 16] for the classical results in this direction and to [13, 3, 10, 17, 14] for an account (non-exhaustive) of recent results. For deterministic ξ = c ∈ R d , it is shown in [7] that under sufficient regularity of b and Φ, the weak error between the particle system (1.8) and its mean-field limit (1. To obtain a full expansion of the form
for some positive constants C 1 , . . . , C k−1 that do not depend on N , one would even need to consider higher order linear derivatives
Main method of proof in this paper
The main idea of proof comes from [5] , based on their idea of 'linearising' a forward-backward meanfield game system by perturbating the measure component. Our strategy follows a similar argument as Proposition 3.8 and Corollary 3.9 in [5] .
To explore regularity of (1.1) along the measure component, we perturb probability measure µ ∈ P(R d ) along directionμ ∈ P(R d ). Take any test function φ ∈ C 1,2 ([0, T ] × R d ). We have
We define
in the sense of distributions. Then one should expect that
(1.12) (In particular, for the linear case when m(s, µ) = µ, we have
which is a consequence of the definition of the linear functional derivative.) Applying (1.12) to (1.11), by differentiating (1.11) w.r.t. ǫ at 0, we have
Note that, in the distribution sense, (1.13) can be rewritten as the linearised forward Kolmogorov equation
This is what we expect by differentiating (1.1) formally in m. To show that this is indeed the case, we compare (1.1) with (1.14) to prove differentiability of m with respect to the measure.
We adopt the approach of Schauder theory and most of the results follow from Theorem 2.2, which is a fundamental result of Schauder estimates on the viscous transport equation. Based on Schauder theory, it is shown in Theorem 2.6 that there exists some constant C > 0 such that
under the assumptions (Reg-b-(n + 1)) and (TReg-Φ-(n + 1)), where n ≥ 2. Therefore, we can show that
To show that U indeed has a linear functional derivative, we need to express the integral on the right hand side in terms of the signed measureμ− µ. For every t ∈ [0, T ] and x ∈ R d , we consider the decoupled process {X
which satisfies the backward Kolmogorov equation
Note that v(0, x, µ; ξ, t) = E ξ(X 0,x,µ t ) and therefore
By linearisating with respect to µ in the same way as (1.11) and (1.12), we obtain that
Consequently, by replacing ξ by δΦ δm (m(s, µ))(·), we can deduce from (1.12) the existence of the first order linear derivative of U . We repeat the same procedure for higher order linear derivatives of U . It is precisely this combination of forward and backward equations that allows us to prove existence of the linear derivatives of U .
Comparison with other approaches in the literature
There are various alternative methods for establishing smoothness of functions of the form (1.2) in the literature.
The method of Malliavin calculus is adopted in [8] . That paper proves smoothness of U , for Φ being in the form
where ζ : R d → R is infinitely differentiable with bounded partial derivatives. The method of parametrix is considered in [9] . We represent U in terms of the transition density p(s, µ; t ′ , y ′ ; t, y) of X s,x,µ t (defined above in (1.15) ). This method is applied to the case in which b and Φ are of the form
for some functions
Nonetheless, it is not clear whether this method can be applied to b and Φ with more general forms. Finally, a 'variational' approach is adopted in [4] . The core idea is to prove smoothness of U by viewing the lift of U (i.e. the map Y → U (L (Y ))) as a composition of the map ξ → X 0,ξ t and the lift of Φ (i.e. the map Y → Φ(L (Y ))). In [4] , the smoothness of U is proven up to the second order, under fairly general conditions on b and Φ.
Notations and main assumptions 1.4.1 Notations
The scalar product between two vectors a, b ∈ R d is denoted by a · b. We sometimes write it as ab to simplify the notation. P(R d ) denotes the space of integrable probability measures and W 1 denotes the 1-Wasserstein distance. For n ∈ N and α ∈ (0, 1), C n+α is the set of maps from R d to R for which D ℓ φ is defined and α−Hölder continuous for any ℓ ∈ R d with |ℓ| = n. We set
The dual space of C n+α is denoted by (C n+α ) ′ with norm
We also consider Hölder spaces for functions of two variables. The space C n+α,n+α denotes the set of maps from R d × R d to R such that each component function belongs to C n+α (R d ) and that the norm given by
is finite. Similarly, for functions with ℓ variables, we define the space C (n+α) ⊗ℓ with corresponding norm · (n+α) ⊗ℓ in a similar way. Finally, for functions
For any signed measures µ 1 , . . . , µ n , we write
(1.17)
Unless otherwise specified, C is a constant that only depends on n, α, k, T , b and Φ, whose value varies from line to line.
Main assumptions
Throughout this work, we work with the following assumptions on b = (b i ) 1≤i≤d and Φ. Fix α ∈ (0, 1). For each i ∈ {1, . . . , d}, δb i δm exists and satisfies sup
where
For each i ∈ {1, . . . , d}, ℓ ∈ {1, . . . , k}, we assume that δ ℓ b i δm ℓ exists and satisfies sup
For the test function Φ : P(R d ) → R, we assume that δΦ δm exists and satisfies sup
For the analysis of higher order linear derivatives of Φ, we assume that, for any y 1 , . . . , y k ∈ R d and ℓ ∈ {0, . . . , k},
Finally, for each ℓ ∈ {1, . . . , k}, we assume the integrability condition that δ ℓ Φ δm ℓ exists and satisfies sup
2 Regularity of first order linear derivative in measure of U
Analysis of the forward Kolmogorov equation
The first step in the analysis of PDEs is the regularity of m. The following result concerns regularity of (1.1) and is standard in the literature. 
Proof. The fact that (1.1) has a unique solution follows from the strong uniqueness of (1.7), by Theorem 1.1 of [19] . The estimate follows from the proof of Lemma 3.1 in [4] .
Throughout this paper, we make use of the following fact of Schauder estimates, which can be found in Lemma 3.3 of [5] (for the case of a torus) and Theorem 5.3 of [18] (for the non-compact case).
Theorem 2.2 (Schauder estimates
Then, for any z T ∈ C n+α (R d ), the Cauchy problem
has a unique solution that satisfies
The core analysis of forward Kolmogorov equations depends heavily on the following fact. The main ideas of the proof follow from the proof of Lemma 3.4 in [5] . 
Proof. The statement concerning existence and uniqueness of q follows from the Leray-Schauder Theorem. (See [5] .) We present a proof of the estimate, which relies on the classical argument of duality pairing. Fix t ∈ [0, T ] and ξ ∈ C n+1+α (R d ). Let w be the solution to the Cauchy problem
By Theorem 2.2, w satisfies sup
By the definition of (2.3), we have
Therefore, by (2.4),
We now estimate each of the three terms on the right hand side by (2.5). Firstly,
By (2.5), we obtain the estimate
Finally, by the definition of (1.17),
By (2.6), along with estimates (2.7), (2.8) and (2.9), we have
which concludes the desired estimate by Gronwall's inequality.
Proof. This is immediate from Lemma 2.3.
. By (1.1) and (1.14), we have
(2.10)
We rewrite the final two terms as
Therefore, we obtain that
In distributional sense, we write
We first establish the regularity of c.
Next, we estimate each of the two terms. By (2.1), (Reg-b-(n)) and Kantorovich-Rubinstein duality,
since n ≥ 2. Similarly,
Combining (2.14) and (2.15), we have
which implies that c(t, µ,μ) is a bounded operator with its operator norm given by
The following theorem is a straightforward consequence of the above results.
Theorem 2.6. Assume (Reg-b-(n + 1)) and (TReg-Φ-(n + 1)), where n ≥ 2. Then the following statements hold.
(i) There exists some constant C > 0 such that
(ii) For U defined by (1.2),
Proof.
(i) This follows from estimate (2.16) and Theorem 2.3.
(ii) Let π be the optimal transport plan from m(t, µ) to m(t,μ). The computation from the proof of Proposition 5.44 from [6] shows that
By (TReg-Φ-(n + 1)), (2.1) and the fact that
there exists some constant C > 0 such that
By assumption (TReg-Φ-(n + 1)) and part (i), there exists some constant C ′ > 0 such that
which completes the proof.
by (2.20) and the fact that
Analysis of the backward Kolmogorov equation
We observe that, in (2.17), the integral is with respect to the signed measure m (1) (t, µ,μ). To show that U indeed has a linear functional derivative, we need to express the integral in terms of the signed measurê µ − µ. To this end, we fix t ∈ [0, T ] and x ∈ R d and introduce the decoupled process {X
Note that v(0, x, µ; ξ, t) = E ξ(X 0,x,µ t ) .
We know that
Therefore,
for any µ,μ ∈ P(R d ). Therefore, if δv δm exists, taking derivative w.r.t. ǫ at 0 gives
(2.23) Therefore, it suffices to study the regularity of v. In most of the analysis for v, we suppress the parameters ξ and t, for simplicity of notations. By the standard Feynman-Kac equation (Kolmogorov backward equation),
For the second part, take any
Then z satisfies the Cauchy problem
By (2.1), (Reg-b-(n + 1)) and Theorem 2.2, there exists a constant C > 0 such that
The core analysis of backward Kolmogorov equations depends on the following fact.
Theorem 2.8 (Bound for backward Kolmogorov equations). Assume
for some constant C > 0 depending on ξ.
Proof. By (Int-b-(n + 1)) and Theorem 2.2,
By (2.24), for every ǫ > 0,
Then, by formally differentiating (2.27) w.r.t. ǫ at 0, we have
We first study the regularity of v (1) .
Lemma 2.9. Assume (Reg-b-(n + 1)) and (Int-b-(n + 1)), where n ≥ 2. Suppose that ξ ∈ C n+2+α . Then the Cauchy problem
Proof. The first part of the lemma follows directly from Theorem 2.8. For the second part, we note that
where the final term uses the normalisation condition of δb δm . Integrating both sides w.r.t. z with measurê µ − µ, we have
satisfy the same PDE. By uniqueness, we obtain the equality.
As before, we consider the difference
Then Γ satisfies the Cauchy problem
The following result is immediate. Proof. We proceed in the same way as in the proof of Lemma 2.5. By (Reg-b-(n + 1)), (2.1), (2.20) and Lemma 2.7, we deduce from (2.30) that
for some constant C > 0 depending on ξ. Therefore, by Theorem 2.8,
Therefore, by Lemma 2.9,
We conclude the result by the characterisation of linear functional derivatives in Remark 5.47 of [6] . 
for every µ ∈ P(R d ).
Proof. Fix µ 0 ∈ P(R d ). Firstly, we recall from (2.22) that
(2.31) Since Φ satisfies (TReg-Φ-(n + 2)), the functioñ
satisfies (TReg-Φ-(n + 2)). Moreover,
lies in C n+2+α . Therefore, by part (iii) of Theorem 2.6 and Theorem 2.10, we differentiate (2.31) w.r.t. ǫ at 0, which gives (by (2.23))
Putting µ 0 = µ, we have
Finally, by part (iii) of Theorem 2.6, we conclude that δU δm exists and is given by
Higher order forward and backward Kolmogorov equations
In this section, we repeat the same procedure in the previous section to establish regularity of higher order Kolmogorov equations. In order to proceed with an iteration argument, we first introduce the following class of multi-indices in the class τ k .
Definitions and notations for iteration in multi-indices in the class τ k
Definition 3.1 (Class τ k of multi-indices). For any k ∈ N, the class τ k contains all multi-indices of the form
wheren, β j andβ are non-negative integers and
(ii) β 1 , . . . , βn,β < k, (iii) exactly one of α i,j andα ℓ is equal to k,
2) (v) for any i, i ′ ∈ {1, . . . ,n},
In particular, o(λ) is called the order of λ defined by
Moreover, for any (λ (1) , . . . , λ (q) ) ∈ (τ k ) q , we define the magnitude of (λ (1) , . . . , λ (q) ) by
If λ = λ (i) , for some i ∈ {1, . . . , q}, we write
Remark 3.2.
This definition is modified accordingly when one ofn, β j andβ is zero. Whenn = 0, we set λ := 0,β, (α ℓ ) 1≤ℓ≤β . On the other hand, whenβ = 0, we set λ := n, (β j )n j=1 , (α i,j ) 1≤i≤n
when β j 0 = 0, for some j 0 ∈ {1, . . . ,n}, the column entry of j 0 disappears in the array (α i,j ).
Next, we introduce the recurrence map T k for multi-indices, followed by the sequence of multi-dimensional vectors λ k of elements in τ k .
Definition 3.3 (Recurrence map T k )
. Let λ ∈ τ k be given by the form (3.1). We define a recurrence map T k by
Definition 3.4 (Multi-dimensional vectors λ k of elements in τ k ). We first define
For every k ≥ 2, we define a multi-dimensional vector λ k+1 of elements in τ k+1 by the recurrence relation
Analysis of higher order forward Kolmogorov equations
In this subsection, we consider the following Cauchy problem (defined recursively by (3.5), (3.7), Definition 3.3 and Definition 3.4):
4) where, for k = 1, F λ 1 (t, µ, µ 1 ) := 0. For λ ∈ τ k given by (3.1), we define (again, see the definition in (1.17))
Note that F λ (t, µ, µ 1 , . . . , µ k ) can be interpreted as an element in the dual space
For any (λ (1) , . . . , λ (q) ) ∈ (τ k ) q , we define 
8)
for any µ, µ 1 , . . . , µ k ∈ P(R d ), for some constant C > 0. In particular, if we assume (Int-b-(n + 2k − 1, k + 1)), where n ≥ 2, then
for any µ, µ 1 , . . . , µ k+1 ∈ P(R d ), for some constant C > 0.
Proof.
We proceed by strong induction. The base step is omitted as it follows the same principle as the induction step. Suppose that the theorem holds for {1, . . . , k − 1}.
We first show that (3.6) is well-defined, i.e. F λ (t, µ, µ 1 , . . . , µ k ) is indeed in (C n+2(k−1)+α (R d )) ′ , for any λ ∈ τ k . Note that β 1 , . . . , βn,β ≤ k − 1, which implies by (3.2) and (3.3) that
where the final step follows from (Int-b-(n + 2k − 3, k)). Therefore, the first statement that the Cauchy problem has a unique solution in L ∞ [0, T ], (C n+2k−1+α (R d )) ′ and (3.8) both follow directly from Theorem 2.3, by the assumption of (Reg-b-(n + 1)) and the fact that
It remains to prove (3.9) under the stronger assumption of (Int-b-(n + 2k
On the other hand, we have
Next, we compute that
Note that the first term in (3.13) can be rewritten as
(3.14)
For every λ ∈ τ k , we know that β 1 , . . . , β n ,β < k by definition. For i ∈ {1, . . . ,n} andμ ∈ {µ, µ k+1 },
By the induction hypothesis, for every β ℓ < k,
Similarly, by the induction hypothesis, forβ < k,
Hence, by (3.13), (3.14), (3.15), (3.16), (3.17) and the assumption of (Int-b-(n + 2k − 1, k + 1)), we obtain that
Subtracting (3.11) by (3.12) gives
Clearly, by (Int-b-(n + 2k − 1, k + 1)) and (3.18), it follows from the same argument as Lemma 2.5 to deduce that
(3.21) By (3.20), we note that d (k+1) satisfies the Cauchy problem
Therefore, by Theorem 2.3 and (Reg-b-(n + 1)),
This completes the proof by (3.21).
Theorem 3.6. Let k ∈ N ∪ {0}. Assume (Reg-b-(n + 1)) and (Int-b-(n + 2k + 1, k + 1)), where n ≥ 2. Then
Proof. We proceed by strong induction. The base case is done in Theorem 2.6. Assume that the theorem holds for {1, . . . , k − 1}, where k ≥ 2. Then
Take ξ ∈ C n+2k+2+α (R d ). We first recall from the definition of λ k+1 (given in Definition 3.4) that the PDE for m (k+1) is given by
Recalling the definition of d (k+1) in (3.19), we define
Subtracting (3.20) by (3.25), we observe that ρ (k+1) satisfies the Cauchy problem
and c
and, by (3.13),
Note that the term ξ, c
By (Reg-b-(n + 1)) and Theorem 3.5, the first term of (3.27) is controlled by
By the same argument as (3.14) and (3.15), the second and third terms of (3.27) are controlled by
This shows that
Similarly, by (Reg-b-(n + 1)), (Int-b-(n + 2k + 1, k + 1)) and Theorem 3.5, along with a similar argument applied to the induction hypothesis (3.24) (as in estimates (3.15), (3.16) and (3.17)), we can show that, for i ∈ {2, 3, 4},
Finally, by (Reg-b-(n + 1)), (3.26) and Theorem 2.3, we conclude that
Analysis of higher order backward Kolmogorov equations
In this subsection, we fix t ∈ [0, T ] and consider the following Cauchy problem (defined recursively by (3.29), Definition 3.3 and Definition 3.4):
The following theorem gives the regularity of v (k) by Schauder estimates.
Theorem 3.7. Let k ∈ N. Assume (Reg-b-(n + 1)) and (Int-b-(max{n + 2k − 3, n + 1}, k)), where n ≥ 2.
Suppose that ξ ∈ C n+2+α . Then the Cauchy problem v (k) defined by (3.28) has a unique solution in
Proof. We proceed by strong induction. The base step is proven in Lemma 2.9. For the induction step, we assume that the statement is true for 1, . . . , k − 1, where k ≥ 2. For each λ ∈ e(λ k ), by (Int-b-(max{n + 2k − 3, n + 1}, k)),
. This completes the induction step by repeating the same argument as in the proof of Theorem 2.8.
The following theorem is an analogue of Theorem 3.6 for backward Kolmogorov equations. The computations in the proof follow the same ideas as those in the previous subsection, i.e. Theorem 3.5 and Theorem 3.6. Consequently, the proof is omitted for brevity. Theorem 3.8. Let k ∈ N. Assume (Reg-b-(n + 1)) and (Int-b-(n + 2k + 1, k + 1)), where n ≥ 2. Suppose that ξ ∈ C n+2+α . Then
We now establish the kth order linear derivative of v in terms of v (k) .
Theorem 3.9. Let k ∈ N. Assume (Reg-b-(n + 1)) and (Int-b-(n + 2k − 1, k)), where n ≥ 2. Suppose that ξ ∈ C n+2+α . Then
where the linear derivative
is taken with respect to µ. Consequently,
Proof. Replacing k by k − 1 in Theorem 3.8 gives
It follows from a similar argument as Lemma 2.9 to show that
This proves the first equality. For the second equality, an inductive argument gives
Connection between higher order forward and backward equations
In this section, we follow the same approach as Section 2.2 to show that integrals with respect to the signed measure m (k) (t, µ, µ 1 , . . . , µ k ) can be re-expressed in terms of the signed measure µ k − µ. − 1, k) ), where n ≥ 2. Suppose that ξ ∈ C n+2k+1+α . We define a sequence of functions I (j) (x, µ, µ 1 , . . . , µ j−1 ; ξ, t), j ∈ {1, . . . , k}, by the following iteration:
31)
for j ∈ {2, . . . , k}, where
is taken with respect to µ. Then the sequence is well-defined and
Proof. By Theorem 3.9, the sequence I (j) is well-defined. To prove the equality, we proceed via an induction argument. The base step is established in (2.23). For the inductive step, we assume that
By replacing k by k − 1 in Theorem 3.6, we have
for any µ, µ 1 , . . . , µ k ∈ P(R d ), for some constant C > 0. Since ξ ∈ C n+2k+1+α , it follows from the proof of Theorem 2.6 to observe that The proof is complete by combining (3.33) and (3.34).
4 Regularity of higher order derivatives in measure of U
Definitions and notations for iteration in multi-indices in the class ∆ k
In order to obtain a general formula for the kth order linear derivative of Φ, we proceed with another iteration argument. Therefore, we need to introduce another class ∆ k of multi-indices. Moreover, for any (Λ (1) , . . . , Λ (q) ) ∈ (∆ k ) q , we define the magnitude of (Λ (1) , . . . , Λ (q) ) by m (Λ (1) , . . . , Λ (q) ) := q.
If Λ = Λ (i) , for some i ∈ {1, . . . , q}, we write Λ ∈ e (Λ (1) , . . . , Λ (q) ) := {Λ (1) , . . . , Λ (q) }.
Next, we introduce the recurrence map Q k for multi-indices in ∆ k , followed by the sequence of multidimensional vectors Λ k of elements in ∆ k . For every k ≥ 2, we define a multi-dimensional vector Λ k+1 of elements in ∆ k+1 by the recurrence relation
Analysis of higher order linear derivatives of U
We begin by establishing a higher-order analogue of Theorem 2.6. for every m, µ, µ 1 , . . . , µ β , µ k ∈ P(R d ).
Proof. Since β ≤ k − 1, the condition (Int-b-(n + 2k − 1, k)) implies (Int-b-(n + 2β + 1, β + 1)). By Theorem 3.6, we have sup t∈[0,T ] m (β) (t, µ k , µ 1 , . . . , µ β ) − m (β) (t, µ, µ 1 , . . . , µ β ) − m (β+1) (t, µ, µ 1 , . . . , µ β , µ k )
for any µ, µ 1 , . . . , µ β , µ k ∈ P(R d ), for some constant C > 0. On the other hand, the condition (TReg-Φ-(n + 2k + 1, k − 1)) implies (TReg-Φ-(n + 2β + 3, k − 1)). The rest of the proof is identical to the proof of Theorem 2.6.
We are now in a position to prove the main result of the paper. In particular, if we also assume (TInt-Φ-(n + 2k − 1, k)), then
Proof.
We proceed by induction on k. We first prove the statement for k = 1. By Corollary 2.11, we know that δU δm exists. Therefore, by (2.18), 
