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a b s t r a c t
We present constructive a posteriori estimates of inverse operators for initial value
problems in linear ordinary differential equations (ODEs) on a bounded interval. Here,
‘‘constructive’’ indicates that we can obtain bounds of the operator norm in which all
constants are explicitly given or are represented in a numerically computable form. In
general, it is difficult to estimate these inverse operators a priori. We, therefore, propose a
technique for obtaining a posteriori estimates by using Galerkin approximation of inverse
operators. This type of estimation will play an important role in the numerical verification
of solutions for initial value problems in nonlinear ODEs as well as for parabolic initial
boundary value problems.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the positive constant CL2,Lp in a posteriori estimates of the form

A
d
dt
+ B
−1
L(L2(J)n,Lp(J)n)
≤ CL2,Lp , (1)
where J := (0, T ) ⊂ R, (T < ∞) is a bounded interval, n is a positive integer, A is a symmetric positive definite matrix in
Rn,n, B is an element of L∞(J)n,n, and p is an arbitrary constant that satisfies 2 ≤ p ≤ ∞. For arbitrary f ∈ L2(J)n, we consider
the following initial value problems in linear ordinary differential equations (ODEs):
Au′ + Bu = f , in J, (a)
u(0) = 0, (b) (2)
where u(t) = (u1(t), . . . , un(t))T and · T means transpose. Thus, the problem of estimating (1) and that of estimating the
solution u of Eqs. (2)(a) and (b) become equivalent.
In the case of n = 1, the solution of (2)(a) and (b) is explicitly written by
u(t) = 1
A
e−
1
A
 t
0 B(s) ds
∫ t
0
(e
1
A
 s
0 B(r) dr)f (s) ds. (3)
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From the Schwarz inequality, we have
|u(t)| ≤ 1
A
e−
1
A
 t
0 B(s) ds
∫ t
0
(e
1
A
 s
0 B(r) dr)|f (s)| ds
≤ 1
A
e−
1
A
 t
0 B(s) ds‖e 1A
 s
0 B(r) dr‖L2(0,t)‖f ‖L2(0,t).
Then, we obtain the a priori estimates of u by
‖u‖pLp(J) ≤
1
Ap
∫
J
e−
p
A
 t
0 B(s) ds‖e 1A
 s
0 B(r) dr‖p
L2(0,t)
dt‖f ‖p
L2(J)

A
d
dt
+ B
−1
L(L2(J),Lp(J))
≤ 1
A
∫
J
e−
p
A
 t
0 B(s) ds‖e 1A
 s
0 B(r) dr‖pL2(0,t) dt
 1
p
. (4)
Thus, we can obtain a constant CL2,Lp that satisfies (1) for n = 1. However, the value of CL2,Lp often increases in these a priori
estimates. We define the Galerkin approximate operator of (A ddt + B)−1 and propose a technique for obtaining a posteriori
estimates of (1) that are expected to be smaller than (4). In the general case of n, the solution u cannot be written explicitly
such as in (3). On the other hand, our method can obtain a posteriori estimates of ‖u‖Lp for a general integer n.
On the other hand, the present result can also be applied to the a posteriori estimate for a solution of the following linear
parabolic initial boundary value problems
Ltw ≡ ∂w
∂t
− ν△w + (b · ∇)w + cw = g, inΩ × J, (a)
w(x, t) = 0, on ∂Ω × J, (b)
w(x, 0) = 0, inΩ, (c)
(5)
whereΩ ⊂ Rd (d = 1, 2, 3) is a bounded convex polygonal or polyhedral domain, J = (0, T ) ⊂ R a bounded interval, ν a
positive parameter, b ∈ L∞(J; L∞(Ω))d, c ∈ L∞(J; L∞(Ω)) and g ∈ L2(J; L2(Ω)).
Actually, the technique in this paper can be effectively used to get the estimates of the norm forL−1t (see [1] for details).
In Section 2, we introduce some functional spaces and the finite element space and calculate constructive a priori error
estimates of the finite element approximation. In Section 3, we propose a posteriori estimates of (1). In Section 4, we show
a posteriori error estimates for the exact solution of (2)(a) and (b) and its finite element solution. Here, a posteriori error
estimates refer to operator norm error estimates for integral operators. Namely, this error estimate can be calculated for the
given finite element space, which is independent of f . Section 5 shows several numerical results.
2. Finite element space
In this section, we introduce functional spaces, projections onto finite dimensional subspaces, and associated error
estimates. For 0 < T < ∞, let J be a finite open set of R, which is defined by J := (0, T ). J is divided into me subintervals.
Let ti ∈ J be the nodal points satisfying 0 = t0 < t1 < · · · < tme = T . Let each element be represented as Ji := (ti−1, ti). We
define the element size by |Ji| := ti − ti−1 and denote the mesh size by k := max1≤i≤me |Ji|.
2.1. Constructive a priori error estimates for scalar functions
Let S˜(Ji,Ni) be a finite dimensional subspace ofH10 (Ji) that depends on the parameterNi. For example,Ni is the polynomial
degree when we employ the finite element method. We define the H10 -projection on Ji, P˜hi : H10 (Ji)→ S˜(Ji,Ni) by
(u− P˜hiu, vhi)H10 (Ji) = 0, ∀vhi ∈ S˜(Ji,Ni),
where (·, ·)H10 (Ji) is the inner product of Hilbert space H
1
0 (Ji), which is defined by (u, v)H10 (Ji) = (u′, v′)L2(Ji). In this paper, we
assume that the following assumption about P˜hi holds.
Assumption 2.1. There exists a positive constant C(|Ji|,Ni) > 0 that satisfies
‖u− P˜hiu‖H10 (Ji) ≤ C(|Ji|,Ni)‖u
′′‖L2(Ji), ∀u ∈ H10 (Ji) ∩ H2(Ji), (6)
‖u− P˜hiu‖L2(Ji) ≤ C(|Ji|,Ni)‖u− P˜hiu‖H10 (Ji), ∀u ∈ H
1
0 (Ji). (7)
Assumption 2.1 is the most basic error estimate in the finite element method. For example, in the case of linear polynomial
approximation of H10 (Ji), the value C(|Ji|, 1) of Assumption 2.1 is obtained by C(|Ji|, 1) = |Ji|π . In the case of quadratic
polynomial approximation, Assumption 2.1 is satisfied by C(|Ji|, 2) = |Ji|2π . Moreover, these constants are optimal
constants [2]. In the case of Ni degree polynomial approximation, Assumption 2.1 is satisfied by C(|Ji|,Ni) = O(|Ji|N−1i ).
However, the optimal constants in this case are not known [3].
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Let V 1(J) be a subspace of H1(J) defined by V 1(J) := {u ∈ H1(J) ; u(0) = 0}. Then, V 1(J) is a Hilbert space with inner
product (u, v)V1(J) := (u′, v′)L2(J). Let S˜k(J) be a finite dimensional subspace of V 1(J) that depends on the parameter k. Let m˜
be a degree of freedom for S˜k(J) and ψ˜i be the basis functions of S˜k(J). Namely, S˜k(J) := span 1≤i≤m˜{ψ˜i}.
We denote the V 1-projection P˜1k : V 1(J)→ S˜k(J) by
(u− P˜1k u, vk)V1(J) = 0, ∀vk ∈ S˜k(J). (8)
Especially, if S˜k(J) be a Lagrange-type finite element subspace of V 1(J) then we have the following equalities
corresponding to V 1-projection. Here, the Lagrange-type finite element subspace is a piecewise polynomial space defined by
S˜k(J) := {uk ∈ V 1(J) ; uk|Ji is a polynomial of degree Ni, (i = 1, . . . ,me)}.
Lemma 2.2. Let S˜k(J) be a Lagrange-type finite element subspace of V 1(J). Then, for arbitrary u ∈ V 1(J), we have,
u(ti) = P˜1k u(ti), i = 0, 1, . . . ,me. (9)
Proof. First, the assertion holds for i = 0 because u(0) = P˜1k u(0) = 0. Next, we select the test function vk(t) = t in (8);
thus, we have
0 =
∫ T
0
(u(s)− P˜1k u(s))′ ds = u(T )− P˜1k u(T ).
Since tme = T , we get u(tme) = P˜1k u(tme).
Finally, for arbitrary ti, (i = 1, 2, . . . ,me − 1), we select the test function as
vk(t) =

(1− ti)t, 0 ≤ t ≤ ti,
ti(1− t), ti ≤ t ≤ T .
Thus, from (8), we have
0 =
∫ ti
0
(u(s)− P˜1k u(s))′(1− ti) ds+
∫ T
ti
(u(s)− P˜1k u(s))′(−ti) ds
= u(ti)− P˜1k u(ti).
Here, we use u(T ) = P˜1k u(T ). 
When we use the piecewise linear polynomial as S˜k(J), Lemma 2.2 shows that V 1-projection is equal to the interpolation
operator.Moreover,whenweuse thepiecewise high-degree, Lagrange-typepolynomials, the function and itsV 1-projections
of the values are equal in at least the nodal points.
Here, we introduce the following error estimates corresponding to V 1-projection.
Theorem 2.3. Under Assumption 2.1 and the same assumptions as in Lemma 2.2, we have the following error estimates:
‖u− P˜1k u‖V1(J) ≤ CJ(k)‖u′′‖L2(J), ∀u ∈ V 1(J) ∩ H2(J), (10)
‖u− P˜1k u‖L2(J) ≤ CJ(k)‖u− P˜1k u‖V1(J), ∀u ∈ V 1(J), (11)
where CJ(k) := max1≤i≤me C(|Ji|,Ni).
Proof. First, we show (10). For arbitrary u ∈ V 1(J)∩H2(J), we denote the piecewise linear interpolation of u asΠku ∈ S˜k(J).
We set u˜ := u − Πku. Let u˜|Ji be the restrictions of u˜ on Ji. Then, u˜|Ji satisfies u˜|Ji ∈ H10 (Ji) ∩ H2(Ji). Similarly, we denote
S˜(Ji,Ni) by the restrictions of S˜k(J) on Ji. Therefore, we can define H10 -projection P˜hi u˜|Ji ∈ S˜(Ji,Ni). Let vki be
vki :=

P˜hi u˜|Ji , in Ji,
0, otherwise;
then, vki ∈ S˜k(J). Since P˜1k u is the best approximation for V 1 norm, the following equation is satisfied
‖u− P˜1k u‖V1(J) = inf
vk∈S˜k(J)
‖u− vk‖V1(J).
In particular, we select vk := Πku+∑mei=1 vki ; hence, we have the following estimates from Assumption 2.1:
‖u− P˜1k u‖2V1(J) ≤
me−
i=1
‖u˜|Ji − P˜hi u˜|Ji‖2V1(Ji) ≤
me−
i=1
C(|Ji|,Ni)2‖u˜′′‖2L2(Ji)
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‖u− P˜1k u‖V1(J) ≤ max1≤i≤me C(|Ji|,Ni)‖u
′′‖L2(J),
where we use (Πku|Ji)′′ = 0 becauseΠku|Ji are linear polynomials on each Ji.
Next, we show (11). This error estimate is well known as the so-called Aubin–Nitsche trick. For arbitrary u ∈ V 1(J), we
set g := u− P˜1k u ∈ V 1(J). Then, there exists a unique solutionw ∈ V 1(J) such that
(w′, v′)L2(J) = (g, v)L2(J), ∀v ∈ V 1(J), (12)
by the Lax–Milgram theorem. In particular, for arbitrary test functions v ∈ C∞0 (J) ⊂ V 1(J) in (12), we have
(−w′′, v)L2(J) = (g, v)L2(J), ∀v ∈ C∞0 (J).
Since C∞0 (J) is dense in L2(J), we have
−w′′ = g, in L2(J).
Therefore, for arbitrary test functions v ∈ V 1(J) in (12), we have
(−w′′, v)L2(J) + w′(T )v(T ) = (g, v)L2(J), ∀v ∈ V 1(J)
w′(T )v(T ) = 0.
Since v(T ) is arbitrary, we havew′(T ) = 0. Finally, we select v = g in (12) and have
‖g‖2L2(J) = ((u− P˜1k u)′, (w − P˜1kw)′)L2(J)
≤ CJ(k)‖(u− P˜1k u)′‖L2(J)‖w′′‖L2(J)
where we use (10). 
2.2. Constructive a priori error estimates for vector functions
Let n be a positive integer and V 1(J)n be an n-dimensional Hilbert space defined by V 1(J)n := V 1(J) × · · · × V 1(J)
with inner product (u, v)V1(J)n :=
∑n
i=1(ui, vi)V1(J). Let Sk(J)n be a finite dimensional subspace of V 1(J)n defined by
Sk(J)n := S˜k(J)× · · · × S˜k(J). Letm := nm˜ be a degree of freedom for Sk(J)n and ψi be the basis functions of Sk(J)n. Namely,
Sk(J)n := span 1≤i≤m{ψi}. We denote the V 1-projection P1k : V 1(J)n → Sk(J)n by
(u− P1k u, vk)V1(J)n = 0, ∀vk ∈ Sk(J)n. (13)
From the definition of Sk(J)n, P1k is satisfied
P1k u = (P˜1k u1, . . . , P˜1k un)T , (14)
where P˜1k is the scalar V
1-projection defined in (8).
Here, we introduce the following error estimates corresponding to V 1-projection.
Theorem 2.4. Under the same assumptions as in Theorem 2.3, we have the following error estimates:
‖u− P1k u‖V1(J)n ≤ CJ(k)‖u′′‖L2(J)n , ∀u ∈ V 1(J)n ∩ H2(J)n, (15)
‖u− P1k u‖L2(J)n ≤ CJ(k)‖u− P1k u‖V1(J)n , ∀u ∈ V 1(J)n. (16)
Proof. It is clear from (14) and Theorem 2.3. 
3. A posteriori estimates for inverse ODEs operator
In this section, we consider the positive constant CL2,Lp in (1). Let A ∈ Rn,n be a symmetric positive definite matrix. Let
σ(A) ⊂ R be the set of the eigenvalues ofA. LetAc ∈ R be theminimumeigenvalue ofA, i.e.,Ac := min σ(A). Let B ∈ L∞(J)n,n.
The L∞ norm of B is defined by ‖B‖L∞(J)n,n := ‖max σ(BTB)‖
1
2
L∞(J).
For arbitrary f ∈ L2(J)n, we define the finite element solution uk ∈ Sk(J)n of (2)(a) and (b) such that
(Au′k, v
′
k)L2(J)n + (Buk, v′k)L2(J)n = (f , v′k)L2(J)n , ∀vk ∈ Sk(J)n. (17)
Let Gψ be a matrix in Rm,m in which each element is defined by
Gψ,i,j := (Aψ ′j , ψ ′i )L2(J)n + (Bψj, ψ ′i )L2(J)n , 1 ≤ i, j ≤ m. (18)
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Then, the regularity of Gψ and the unique existence of the solution uk for (17) become equivalent. Therefore, we assume the
regularity of Gψ in this paper. When one applies the a posteriori estimates that we propose, it is necessary to confirm the
regularity of Gψ by validated computations.
We define the symmetric positive definite matrices Dψ and Lψ in Rm,m by
Dψ,i,j := (ψ ′j , ψ ′i )L2(J)n , 1 ≤ i, j ≤ m, (19)
Lψ,i,j := (ψj, ψi)L2(J)n , 1 ≤ i, j ≤ m. (20)
Let D1/2ψ and L
1/2
ψ be the Cholesky factors of Dψ and Lψ , respectively, i.e.,
Dψ = D1/2ψ DT/2ψ and Lψ = L1/2ψ LT/2ψ .
We define a positive constantM01ψ by
M01ψ := ‖LT/2ψ G−1ψ D1/2ψ ‖2, (21)
where ‖ · ‖2 is the matrix 2-norm (i.e., maximum singular value). We have the following a posteriori estimates for inverse
operators.
Theorem 3.1. Under the same assumptions as in Theorem 2.3, let κψ > 0 be satisfied
κψ := CJ(k)‖B‖L∞(J)n,n(1+M01ψ ‖B‖L∞(J)n,n) < Ac . (22)
Then, we have the following estimates:

A
d
dt
+ B
−1
L(L2(J)n,L2(J)n)
≤ AcM
01
ψ + CJ(k)(1+M01ψ ‖B‖L∞(J)n,n)
Ac − κψ . (23)
Proof. For arbitrary f ∈ L2(J)n, we set u := (A ddt + B)−1f ∈ V 1(J)n. Then, u satisfies the following integral equation:
Au =
∫ t
0
(−B(s)u(s)+ f (s)) ds. (24)
In short, we denote the integral operator of (24) as ∂−1t : L2(J)n → V 1(J)n. We separate (24) by V 1-projection into a finite
part and an infinite part,
AP1k u = P1k ∂−1t (−Bu+ f ) (a)
A(I − P1k )u = (I − P1k )∂−1t (−Bu+ f ) (b) (25)
where A and P1k commute because A is the constant matrix and because of (14). In short, we denote u⊥ := u− P1k u.
From (25)(a), for arbitrary vk ∈ Sk(J)n, we have
(AP1k u, vk)V1(J)n = (P1k ∂−1t (−Bu+ f ), vk)V1(J)n
(A(P1k u)
′, v′k)L2(J)n = (−Bu+ f , v′k)L2(J)n
(A(P1k u)
′, v′k)L2(J)n + (BP1k u, v′k)L2(J)n =

d
dt
∂−1t (−Bu⊥ + f ), v′k

L2(J)n
= (P1k ∂−1t (−Bu⊥ + f ), vk)V1(J)n .
(26)
Since P1k u and P
1
k ∂
−1
t (−Bu⊥ + f ) are elements of Sk(J)n, these can be expressed by linear combination of the basis of Sk(J)n.
Namely, there exist α := (α1, . . . , αm) ∈ Rm and β := (β1, . . . , βm) ∈ Rm such that
P1k u =
m−
i=1
αiψi, P1k ∂
−1
t (−Bu⊥ + f ) =
m−
i=1
βiψi.
(26) is rewritten using α and β; then, we have
Gψα = Dψβ, (27)
where the matrices Gψ and Dψ are defined by (18) and (19), respectively. From (27), the L2 norm of P1k u is satisfied such that
‖P1k u‖2L2(J)n = αT Lψα
= (LT/2ψ α)T LT/2ψ G−1ψ D1/2ψ (DT/2ψ β)
≤ ‖P1k u‖L2(J)n‖LT/2ψ G−1ψ D1/2ψ ‖2‖P1k ∂−1t (−Bu⊥ + f )‖V1(J)n .
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Since P1k is a V
1-projection, it is easy to see ‖P1k ‖L(V1) = 1. Therefore, we have
‖P1k u‖L2(J)n ≤ M01ψ ‖∂−1t (−Bu⊥ + f )‖V1(J)n
≤ M01ψ (‖B‖L∞(J)n,n‖u⊥‖L2(J)n + ‖f ‖L2(J)n). (28)
Next, we calculate the L2(J)n inner product (25)(b) and u⊥; we have
(Au⊥, u⊥)L2(J)n = ((I − P1k )∂−1t (−Bu+ f ), u⊥)L2(J)n
Ac‖u⊥‖2L2(J)n ≤ ‖(I − P1k )∂−1t (−Bu+ f )‖L2(J)n‖u⊥‖L2(J)n
where Ac is the minimum eigenvalue of A. From (16) and (28), we have
Ac‖u⊥‖L2(J)n ≤ CJ(k)‖ − Bu+ f ‖L2(J)n
≤ CJ(k)‖B‖L∞(M01ψ ‖B‖L∞‖u⊥‖L2 +M01ψ ‖f ‖L2 + ‖u⊥‖L2)+ CJ(k)‖f ‖L2
‖u⊥‖L2(J)n ≤ CJ(k)
1+M01ψ ‖B‖L∞(J)n,n
Ac − κψ ‖f ‖L2(J)n , (29)
where we set κψ := CJ(k)‖B‖L∞(1+M01ψ ‖B‖L∞). From (28) and (29), we have
‖P1k u‖L2(J)n ≤ M01ψ ‖B‖L∞CJ(k)
1+M01ψ ‖B‖L∞
Ac − κψ ‖f ‖L2 +M
01
ψ ‖f ‖L2
= M01ψ
Ac
Ac − κψ ‖f ‖L2(J)n . (30)
Finally, from (29) and (30), we have
‖u‖L2(J)n ≤ ‖P1k u‖L2(J)n + ‖u⊥‖L2(J)n
≤ AcM
01
ψ + CJ(k)(1+M01ψ ‖B‖L∞(J)n,n)
Ac − κψ ‖f ‖L2(J)n . 
V 1 estimates are also obtained by proving Theorem 3.1. We define a positive constantM11ψ by
M11ψ := ‖DT/2ψ G−1ψ D1/2ψ ‖2. (31)
Theorem 3.2. Under the same assumptions as in Theorem 3.1, we have the following estimates,

A
d
dt
+ B
−1
L(L2(J)n,V1(J)n)
≤

(AcM11ψ )2 + (1+M01ψ ‖B‖L∞(J)n,n)2
Ac − κψ . (32)
Proof. From (27), the V 1 norm of P1k u is satisfied such that
‖P1k u‖2V1(J)n = αTDψα
= (DT/2ψ α)TDT/2ψ G−1ψ D1/2ψ (DT/2ψ β)
≤ ‖P1k u‖V1(J)n‖DT/2ψ G−1ψ D1/2ψ ‖2‖P1k ∂−1t (−Bu⊥ + f )‖V1(J)n .
From (16), we have
‖P1k u‖V1(J)n ≤ M11ψ ‖ − Bu⊥ + f ‖L2(J)n
≤ M11ψ (CJ(k)‖B‖L∞(J)n,n‖u⊥‖V1(J)n + ‖f ‖L2(J)n). (33)
Next, we calculate the V 1(J)n inner product (25)(b) and u⊥. From (13) and Schwarz inequality, we have
(Au⊥, u⊥)V1(J)n = ((I − P1k )∂−1t (−Bu+ f ), u⊥)V1(J)n
Ac‖u⊥‖2V1(J)n ≤ ‖−Bu+ f ‖L2(J)n‖u⊥‖V1(J)n .
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From (16) and (28), we have
Ac‖u⊥‖V1(J)n ≤ ‖B‖L∞(‖P1k u‖L2 + ‖u⊥‖L2)+ ‖f ‖L2
≤ ‖B‖L∞(M01ψ ‖B‖L∞‖u⊥‖L2 +M01ψ ‖f ‖L2 + ‖u⊥‖L2)+ ‖f ‖L2
‖u⊥‖V1(J)n ≤
1+M01ψ ‖B‖L∞(J)n,n
Ac − κψ ‖f ‖L2(J)n , (34)
where we set κψ := CJ(k)‖B‖L∞(1+M01ψ ‖B‖L∞). We apply (34) to the estimates of ‖P1k u‖V1 ; therefore,
‖P1k u‖V1(J)n ≤ M11ψ CJ(k)‖B‖L∞
1+M01ψ ‖B‖L∞
Ac − κψ ‖f ‖L2(J)n +M
11
ψ ‖f ‖L2(J)n
= AcM
11
ψ
Ac − κψ ‖f ‖L2(J)n .
Finally, we have
‖u‖2V1(J)n = ‖P1k u‖2V1(J)n + ‖u⊥‖2V1(J)n
≤

AcM11ψ
Ac − κψ
2
‖f ‖2L2(J)n +

1+M01ψ ‖B‖L∞(J)n,n
Ac − κψ
2
‖f ‖2L2(J)n
‖u‖V1(J)n ≤

(AcM11ψ )2 + (1+M01ψ ‖B‖L∞(J)n,n)2
Ac − κψ ‖f ‖L2(J)n .
Therefore, this proof is completed. 
(32) is expected to converge to

(M11ψ )2 + A−2c (1+M01ψ ‖B‖L∞)2 as k → 0. This estimate appears to be an overestimate
becausewe cannot obtain the order for k to the estimates of ‖u⊥‖V1 . It is necessary to assume the regularities of B to improve
the overestimation of (32) to a small extent.
Theorem 3.3. Under the same assumptions as in Theorem 3.1, let B ∈ W 1,∞(J)n,n. Let κˆψ > 0 be satisfied
κˆψ := CJ(k)(CJ(k)‖B′‖L∞(1+ ‖B‖L∞M01ψ )+ ‖B‖L∞(1+ CJ(k)‖B‖L∞M11ψ )) < Ac .
Then, we have the following estimates:

A
d
dt
+ B
−1
L(L2(J)n,V1(J)n)
≤

(Ac − CJ(k)2‖B′‖L∞)2(M11ψ )2 + (1+ CJ(k)‖B‖L∞M11ψ + CJ(k)‖B′‖L∞M01ψ )2
Ac − κˆψ . (35)
Proof. For arbitrary f ∈ L2(J)n, we set u := (A ddt + B)−1f ∈ V 1(J)n. We calculate the V 1(J)n inner product (25)(b) and u⊥,
and we have
(Au⊥, u⊥)V1(J)n = ((I − P1k )∂−1t (−Bu+ f ), u⊥)V1(J)n
Ac‖u⊥‖2V1(J)n ≤ ‖(I − P1k )∂−1t Bu‖V1(J)n‖u⊥‖V1(J)n + ‖f ‖L2(J)n‖u⊥‖V1(J)n
where Ac is the minimum eigenvalue of A. From (15), (16), (28) and (33), we have
Ac‖u⊥‖V1 ≤ CJ(k)‖B′u+ Bu′‖L2(J)n + ‖f ‖L2(J)n
≤ CJ(k)‖B′‖L∞(‖P1k u‖L2 + ‖u⊥‖L2)+ CJ(k)‖B‖L∞(‖P1k u‖V1 + ‖u⊥‖V1)+ ‖f ‖L2
≤ CJ(k)(CJ(k)‖B′‖L∞(1+ ‖B‖L∞M01ψ )+ ‖B‖L∞(1+ CJ(k)‖B‖L∞M11ψ ))‖u⊥‖V1
+ (1+ CJ(k)‖B‖L∞M11ψ + CJ(k)‖B′‖L∞M01ψ )‖f ‖L2
‖u⊥‖V1 ≤
1+ CJ(k)‖B‖L∞M11ψ + CJ(k)‖B′‖L∞M01ψ
Ac − κˆψ ‖f ‖L2(J)n . (36)
Therefore, from (33), we get
‖P1k u‖V1(J)n ≤ M11ψ
κˆψ − CJ(k)2‖B′‖L∞
Ac − κˆψ ‖f ‖L2(J)n +M
11
ψ ‖f ‖L2(J)n
= M11ψ
Ac − CJ(k)2‖B′‖L∞
Ac − κˆψ ‖f ‖L2(J)n .
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We obtain
‖u‖2V1(J)n = ‖P1k u‖2V1(J)n + ‖u⊥‖2V1(J)n
≤

M11ψ
Ac − CJ(k)2‖B′‖L∞
Ac − κˆψ
2
‖f ‖2L2(J)n +

1+ CJ(k)‖B‖L∞M11ψ + CJ(k)‖B′‖L∞M01ψ
Ac − κˆψ
2
‖f ‖2L2(J)n .
Therefore, this proof is completed. 
(35) is expected to converge to

(M11ψ )2 + A−2c as k → 0. Therefore, we obtain an estimate that is smaller than (32).
Furthermore, sincewe cannot obtain the order for k in the estimates of ‖u⊥‖V1 , further improvement in this result is difficult.
To obtain the Lp estimates, we apply the following lemma.
Lemma 3.4. Let C∞ > 0 be a Sobolev constant such that
‖u‖L∞(J) ≤ C∞‖u‖V1(J), ∀u ∈ V 1(J).
Let p be a constant satisfying 2 ≤ p ≤ ∞. Then, we have the following estimates:
‖u‖Lp(J) ≤ C1−
2
p∞ ‖u‖
2
p
L2(J)‖u‖
1− 2p
V1(J), ∀u ∈ V 1(J). (37)
Proof. For arbitrary u ∈ V 1(J), from Lp-interpolation and Sobolev inequality, we have
‖u‖Lp(J) ≤ ‖u‖
2
p
L2(J)
‖u‖1−
2
p
L∞(J)
≤ C1−
2
p∞ ‖u‖
2
p
L2(J)
‖u‖1−
2
p
V1(J)
.
Therefore, this proof is completed. 
Finally in this section, we present the estimate in Lp.
Corollary 3.5. Assume that the following two inequalities are provided:

A
d
dt
+ B
−1
L(L2(J)n,L2(J)n)
≤ CL2,L2

A
d
dt
+ B
−1
L(L2(J)n,V1(J)n)
≤ CL2,V1
then, for arbitrary 2 ≤ p ≤ ∞, we have

A
d
dt
+ B
−1
L(L2(J)n,Lp(J)n)
≤ C1−
2
p∞ C
2
p
L2,L2C
1− 2p
L2,V1 . (38)
Proof. For arbitrary f ∈ L2(J)n, we set u := (A ddt + B)−1f ∈ V 1(J)n. For arbitrary index 1 ≤ i ≤ n, from Lemma 3.4, we have
‖ui‖Lp(J) ≤ C1−
2
p∞ ‖ui‖
2
p
L2(J)
‖ui‖1−
2
p
V1(J)
.
From Hölder’s inequality, we have
‖u‖2Lp(J)n =
n−
i=1
‖ui‖2Lp(J)
≤ C2(1−
2
p )∞
n−
i=1
‖ui‖
4
p
L2(J)
‖ui‖2(1−
2
p )
V1(J)
≤ C2(1−
2
p )∞

n−
i=1
‖ui‖2L2(J)
 2
p

n−
i=1
‖ui‖2V1(J)
1− 2p
= C2(1−
2
p )∞ ‖u‖
4
p
L2(J)n
‖u‖2(1−
2
p )
V1(J)n
.
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By these assumptions, we obtain
‖u‖Lp(J)n ≤ C1−
2
p∞ ‖u‖
2
p
L2(J)n
‖u‖1−
2
p
V1(J)n
≤ C1−
2
p∞ C
2
p
L2,L2
‖f ‖
2
p
L2(J)n
C
1− 2p
L2,V1
‖f ‖1−
2
p
L2(J)n
.
Therefore, this proof is completed. 
4. A posteriori error estimates for inverse ODEs operator
In this section, we consider the error estimates for (2)(a) and (b).
First, we prove the following lemma.
Lemma 4.1. Let A ∈ Rn,n. For any vk ∈ Sk(J)n, there exists awk ∈ Sk(J)n satisfying
wk = Avk. (39)
Proof. Let ψ˜i, (1 ≤ i ≤ m˜) be the basis of the finite dimensional subspace S˜k(J) ⊂ V 1(J). From Sk(J)n = S˜k(J)× · · · × S˜k(J),
we set ψi be the basis of Sk(J)n, ordered by
ψ1 :=

ψ˜1
0
...
0
 , . . . , ψn :=

0
...
0
ψ˜1
 , ψn+1 :=

ψ˜2
0
...
0
 , . . . , ψm :=

0
...
0
ψ˜m˜
 ,
wherem = nm˜.
For any integer i with 1 ≤ i ≤ m, we denote two integers j and k as an integer quotient and a remainder of i/m˜, i.e.
i = (j− 1)m˜+ kwhere 1 ≤ j ≤ n− 1 and 1 ≤ k ≤ m˜. Since
Aψi =
a1,1 · · · a1,n... . . . ...
an,1 · · · an,n


0
...
ψ˜j
...
0
 =
a1,jψ˜j...
an,jψ˜j
 = n−
l=1
al,jψm˜j+l.
Aψi can be rewritten as a linear combination of the basis. Thus, for any vk ∈ Sk(J)n, there exists wk ∈ Sk(J)n satisfying
(39). 
We denote a bilinear form L : V 1(J)n × V 1(J)n → R by
L(u, v) := (Au′, v′)L2(J)n + (Bu, v′)L2(J)n ∀u, v ∈ V 1(J)n. (40)
We define the L-projection PLk : V 1(J)n → Sk(J)n by
L(u− PLku, vk) = 0, ∀vk ∈ Sk(J)n. (41)
From the non-singularity ofGψ , PLk is well defined.We define the operatorL
−1
t : L2(J)n → V 1(J)n, which gives u as a solution
of (2)(a) and (b) for any f ∈ L2(J)n. We define the operatorL−1t,k : L2(J)n → Sk(J)n, which gives uk as the solution of (17). We
haveL−1t,k = PLkL−1t from the definition of PLk .
We have the following estimate corresponding to P1k and P
L
k .
Lemma 4.2. Let A ∈ Rn,n be a symmetric positive definite matrix. Then, the following inequalities hold:
‖PLku− P1k u‖L2(J)n ≤ M01ψ ‖B(u− P1k u)‖L2(J)n , ∀u ∈ V 1(J)n, (42)
‖PLku− P1k u‖V1(J)n ≤ M11ψ ‖B(u− P1k u)‖L2(J)n , ∀u ∈ V 1(J)n. (43)
Proof. We denote u⊥ := u− P1k u, for any u ∈ V 1(J)n. For any vk ∈ Sk(J)n, we have
L(PLku− P1k u, vk) = L(u− P1k u, vk)
= (A(u⊥)′, v′k)L2(J)n + (Bu⊥, v′k)L2(J)n
= ((u⊥)′, (Avk)′)L2(J)n + (Bu⊥, v′k)L2(J)n ,
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from the definition of PLk and symmetry of A. From Lemma 4.1, there exists awk ∈ Sk(J)n satisfyingwk = Avk and we have
((u⊥)′, (Avk)′)L2(J)n = (u⊥, wk)V1(J)n = 0.
Thus, we have
L(PLku− P1k u, vk) = (Bu⊥, v′k)L2(J)n
= ((∂−1t Bu⊥)′, v′k)L2(J)n
= (P1k ∂−1t Bu⊥, vk)V1(J)n . (44)
Since PLku− P1k u and P1k ∂−1t Bu⊥ are in Sk(J)n, these can be written as a linear combination of the basis. Therefore, there exists
a set of coefficients α := (α1, . . . , αm) and β := (β1, . . . , βm) ∈ Rm such that
PLku− P1k u =
m−
i=1
αiψi, P1k ∂
−1
t Bu⊥ =
m−
i=1
βiψi.
Here, (44) can be written as
Gψα = Dψβ,
where Dψ and Gψ are matrices defined in (18) and (19), respectively. In addition, we have the following inequality:
‖PLku− P1k u‖2L2(J)n = αT Lψα
= (LT/2ψ α)T LT/2ψ G−1ψ D1/2ψ (DT/2ψ β)
≤ ‖PLku− P1k u‖L2(J)nM01ψ ‖P1k ∂−1t Bu⊥‖V1(J)n .
Since ‖P1k ‖L(V1) = 1, we have
‖PLku− P1k u‖L2(J)n ≤ M01ψ ‖∂−1t Bu⊥‖V1(J)n
≤ M01ψ ‖Bu⊥‖L2(J)n .
Thus, (42) is obtained. (43) can be proved similarly. 
Theorem 4.3. Under the same assumption as in Theorem 3.1, the following inequality holds:
‖L−1t −L−1t,k‖L(L2(J)n,L2(J)n) ≤ CJ(k)
(1+M01ψ ‖B‖L∞(J)n,n)2
Ac − κψ . (45)
Proof. For any f ∈ L2(J)n, let u := L−1t f ∈ V 1(J)n and uk := L−1t,k f ∈ Sk(J)n. Let P1k u denote the V 1-projection of u. By the
triangle inequality, we obtain
‖u− uk‖L2(J)n ≤ ‖u− P1k u‖L2(J)n + ‖P1k u− PLku‖L2(J)n .
From (42), we have
‖PLku− P1k u‖L2(J)n ≤ M01ψ ‖B(u− P1k u)‖L2(J)n
≤ M01ψ ‖B‖L∞(J)n,n‖u− P1k u‖L2(J)n .
It is easy to prove that u− P1k u satisfies (29) by referring to the proof of Theorem 3.1. Therefore, we obtain
‖u− uk‖L2(J)n ≤ ‖u− P1k u‖L2(J)n +M01ψ ‖B‖L∞(J)n,n‖u− P1k u‖L2(J)n
≤ (1+M01ψ ‖B‖L∞(J)n,n)CJ(k)
1+M01ψ ‖B‖L∞(J)n,n
Ac − κψ ‖f ‖L2(J)n .
Therefore, this proof is completed. 
Theorem 4.4. Under the same assumption as in Theorem 3.1, we have
‖L−1t −L−1t,k‖L(L2(J)n,V1(J)n) ≤
(1+M01ψ ‖B‖L∞)

1+ (CJ(k)M11ψ ‖B‖L∞)2
Ac − κψ . (46)
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Proof. By using the triangular inequality and (43), we have
‖u− uk‖2V1(J)n = ‖u− P1k u‖2V1(J)n + ‖P1k u− PLku‖2V1(J)n
≤ ‖u− P1k u‖2V1(J)n + (M11ψ ‖B‖L∞(J)n,n)2‖u− P1k u‖2L2(J)n ,
‖u− uk‖V1(J)n ≤

1+ (CJ(k)M11ψ ‖B‖L∞(J)n,n)2‖u− P1k u‖V1(J)n . (47)
From (34), we obtain
‖u− uk‖V1(J)n ≤

1+ (CJ(k)M11ψ ‖B‖L∞(J)n,n)2
1+M01ψ ‖B‖L∞(J)n,n
Ac − κψ ‖f ‖L2(J)n .
Therefore, this proof is completed. 
Next, we consider the more accurate estimate by assuming that B is sufficiently smooth.
Theorem 4.5. Under the same assumption as in Theorem 3.3, we have the following inequality:
‖L−1t −L−1t,k‖L(L2(J)n,V1(J)n) ≤
(1+ CJ(k)‖B‖L∞M11ψ + CJ(k)‖B′‖L∞M01ψ )

1+ (CJ(k)M11ψ ‖B‖L∞)2
Ac − κˆψ . (48)
Proof. (48) is obtained from (47) and (36). 
Finally, we present the error estimate in Lp.
Corollary 4.6. Assume that the following two inequalities are provided:
‖L−1t −L−1t,k‖L(L2(J)n,L2(J)n) ≤ EL2,L2 ,
‖L−1t −L−1t,k‖L(L2(J)n,V1(J)n) ≤ EL2,V1 .
Then, for arbitrary 2 ≤ p ≤ ∞, we have
‖L−1t −L−1t,k‖L(L2(J)n,Lp(J)n) ≤ C
1− 2p∞ E
2
p
L2,L2
E
1− 2p
L2,V1
. (49)
The proof is similar to Corollary 3.5.
5. Numerical example
In this section,wepresent numerical experiments on someeasy test problems.We compare a priori estimates (4)with the
a posteriori estimate proposed in Corollary 3.5.We consider the test problems that B are sufficiently smooth. Then, estimates
on V 1 can be computed from Theorem 3.3. To compute the numerical results, we use the P1 finite element approximation
on the uniform mesh.
5.1. Case of n = 1, A = 1, and B = 1
Here, we consider the cases of n = 1, A = 1, and B = 1. From (3), we have an exact solution of (2)(a) and (b),
u(t) = e−t
∫ t
0
esf (s) ds,
for any f ∈ L2(J).
Case of p = 2.
In the case of p = 2, the a priori estimate by (4) is

d
dt
+ 1
−1
L(L2(J),L2(J))
≤ 1
2

2T + e−2T − 1. (50)
It implies that CL2,L2 = O(
√
T ) as T ≥ 1.
Table 1 shows the validated values ofM01ψ with various k and T . In the table, the row ‘‘Order’’ indicates the mean value of
the order over k.M01ψ is expected to converge to a constant as k → 0. However, the validated computations of the matrix 2-
normwill be difficult when thematrix size is large. Table 1 shows these properties. In addition, the column ‘‘Order’’ indicates
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Table 1
Validated computational result forM01ψ .
k \ T 0.1 0.5 1 5 10 Order
1.0E−1 0.054986 0.261386 0.441610 0.883341 0.961404 0.569535
5.0E−2 0.059504 0.262358 0.441993 0.883314 0.961387 0.556683
1.0E−2 0.061093 0.262669 0.442116 0.883306 0.961382 0.552405
5.0E−3 0.061143 0.262679 0.442119 0.883307 0.961382 0.552270
1.0E−3 0.061159 0.262683 0.442132 0.883314 0.961799 0.552386
Order −0.032915 −0.001539 −0.000363 0.000011 −0.000060
Table 2
Validated computational result for κψ .
k \ T 0.1 0.5 1 5 10 Order
1.0E−1 0.033581 0.040151 0.045888 0.059949 0.062433 0.132090
5.0E−2 0.016863 0.020091 0.022950 0.029974 0.031216 0.131322
1.0E−2 0.003378 0.004019 0.004590 0.005995 0.006243 0.131057
5.0E−3 0.001689 0.002010 0.002295 0.002997 0.003122 0.131048
1.0E−3 0.000338 0.000402 0.000459 0.000599 0.000624 0.131123
Order 0.998206 0.999681 0.999889 1.000005 0.999971
Table 3
Validated computational result for CL2,L2 .
k \ T 0.1 0.5 1 5 10 Order
1.0E−1 0.091645 0.314150 0.510944 1.003445 1.092015 0.502140
5.0E−2 0.077677 0.288240 0.475864 0.941509 1.024587 0.520991
1.0E−2 0.064689 0.267765 0.448766 0.894664 0.973705 0.544611
5.0E−3 0.062938 0.265222 0.445437 0.888969 0.967524 0.548317
1.0E−3 0.061518 0.263191 0.442794 0.884443 0.963025 0.551586
A priori 0.068430 0.303265 0.532761 1.500004 2.179449 0.730030
Table 4
Validated computational result forM11ψ .
k \ T 0.1 0.5 1 5 10 Order
1.0E−1 0.952381 0.999870 0.999969 0.999999 1.000000 0.007599
5.0E−2 0.999695 0.999992 0.999998 1.000000 1.000000 0.000049
1.0E−2 1.000000 1.000000 1.000000 1.000000 1.000000 0.000000
5.0E−3 1.000000 1.000000 1.000000 1.000000 1.000012 0.000004
1.0E−3 1.000000 1.000000 1.000000 1.000000 1.000012 0.000004
Order −0.017535 −0.000045 −0.000011 −0.000001 −0.000006
the mean value of the order over T . The order is expected to be smaller than that for the a priori estimate; however, no
significant differences are observed.
The values of κψ are shown in Table 2. From (22), if κψ < 1, then we have an a posteriori estimate of the norm of the
inverse operator by using Theorem 3.1. In Table 2, κψ < 1 for all k and T , so that we can apply estimate (23).
Table 3 shows that CL2,L2 by (23) and (50). In this table, our proposed a posteriori estimates for T > 1 are more accurate
than a priori estimates.
Case of p = ∞.
In the case of p = ∞, from (4), we have the a priori estimate

d
dt
+ 1
−1
L(L2(J),L∞(J))
≤

1− e−2T
2
. (51)
The validated values ofM11ψ are shown in Table 4. In addition,M
11
ψ is expected to converge to a constant as k → 0. Table 4
shows this property when the matrix sizes are not large. The orders over T are close to that of a priori estimate (51).
Table 5 shows κˆψ . In this table, κˆψ < 1, so that we can apply Theorem 3.3 to obtain a posteriori estimates.
Table 6 shows a posteriori estimates by (35) and a priori estimate (51) of CL2,L∞ .
In the tables,M01ψ and M
11
ψ hardly depend on k. Then, the relative errors of CL2,L2 and CL2,L∞ are O(k). In other problems,
we show the numerical results only when k = 1.0E−2.
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Table 5
Validated computational result for κˆψ .
k \ T 0.1 0.5 1 5 10 Order
1.0E−1 0.032796 0.032844 0.032844 0.032844 0.032844 0.000229
5.0E−2 0.016169 0.016169 0.016169 0.016169 0.016169 0.000001
1.0E−2 0.003193 0.003193 0.003193 0.003193 0.003193 0.000000
5.0E−3 0.001594 0.001594 0.001594 0.001594 0.001594 0.000000
1.0E−3 0.000318 0.000318 0.000318 0.000318 0.000318 0.000000
Order 1.007807 1.008335 1.008336 1.010851 1.010851
Table 6
Validated computational result for CL2,L∞ .
k \ T 0.1 0.5 1 5 10 Order
1.0E−1 0.458731 1.050476 1.485671 3.322111 4.698177 0.503720
5.0E−2 0.458125 1.024551 1.448938 3.239927 4.581949 0.500024
1.0E−2 0.449361 1.004801 1.421004 3.177461 4.493608 0.500000
5.0E−3 0.448284 1.002394 1.417599 3.169848 4.482869 0.500002
1.0E−3 0.447427 1.000478 1.414889 3.163788 4.474299 0.500002
A priori 0.301056 0.562192 0.657520 0.707091 0.707107 0.164805
5.2. Cases of n = 1, A = 1, and B = −1
In the cases of n = 1, A = 1, and B = −1, for any f ∈ L2(J), the exact solution
u(t) = et
∫ t
0
e−sf (s) ds
is obtained from (3). Then, we have the following a priori estimates:

d
dt
− 1
−1
L(L2(J),L2(J))
≤ 1
2

e2T − 2T − 1, (52)


d
dt
− 1
−1
L(L2(J),L∞(J))
≤ e
T − e−T
2
. (53)
These a priori estimates are O(eT ) as T ≥ 1.
Table 7 shows the numerical results for k = 1.0E−2 and various T . In this table, ‘‘a posteriori CL2,L2 ’’ are the estimates by
Theorem 3.1, and ‘‘a priori CL2,L2 ’’ represent the values of (52). Also, ‘‘a posteriori CL2,L∞ ’’ and ‘‘a priori CL2,L∞ ’’ are the values
of estimates by Corollary 3.5 and (53), respectively. In this table, ‘‘fail’’ meanswe could not compute a validated upper bound
of CL2,L2 because of κψ ≥ Ac .
5.3. Case of n = 1, A = 1, and B = cos t
In the cases of n = 1, A = 1, and B = cos t , for any f ∈ L2(J), we have an exact solution for (2)(a) and (b),
u(t) = e− sin t
∫ t
0
esin sf (s) ds,
from (3). Then, we have the following a priori estimates:

d
dt
+ cos t
−1
L(L2(J),L2(J))
≤ e
2
√
2
T , (54)


d
dt
+ cos t
−1
L(L2(J),L∞(J))
≤ e2√T . (55)
Numerical results are shown in Table 8.
5.4. Case of linearized equations
Our a posteriori estimate can be applied to more general problems in the case of n > 1. Here, we consider a linearized
problem of the following nonlinear initial value problem:
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Table 7
Validated computational result for B = −1, k = 1.0E−2.
T 0.1 0.5 1 5 10 Order
M01ψ 0.066262 0.394230 1.000013 74.27237 11188.63 3.090619
κψ 0.003394 0.004438 0.006366 0.23960 35.61768 2.539294
A posteriori CL2,L2 0.069894 0.400445 1.012828 97.99041 Fail 1.754712
A priori CL2,L2 0.073148 0.423758 1.047504 74.18805 11013.23 3.064492
M11ψ 1.052164 1.312843 1.810186 74.24672 11059.14 2.531821
κˆψ 0.003194 0.003196 0.003201 0.003935 0.115236 1.250744
A posteriori CL2,L∞ 0.461229 1.172494 2.077479 166.6998 39527.19 3.004745
A priori CL2,L∞ 0.100167 0.521095 1.175201 74.20321 11013.23 2.996783
Table 8
Validated computational result for B = cos t , k = 1.0E− 2.
T 0.1 0.5 1 5 10 Order
M01ψ 0.061717 0.264969 0.464332 11.16911 14.82238 1.024738
κψ 0.003380 0.004027 0.004661 0.038735 0.050364 0.503599
a posteriori CL2,L2 0.065317 0.270083 0.471189 11.65948 15.66153 1.026055
A priori CL2,L2 0.522485 2.612426 5.224852 26.12426 52.24852 1.000000
M11ψ 1.000000 1.000000 1.000000 6.186831 9.721529 0.446079
κˆψ 0.003194 0.003199 0.003206 0.003369 0.003442 0.016395
A posteriori CL2,L∞ 0.449366 1.005011 1.421905 14.08140 31.03747 0.891397
A priori CL2,L∞ 2.336625 5.224852 7.389056 16.52243 23.36625 0.500000
Table 9
Validated computational result for A = I , B = −g ′(uk), k = 1.0E− 2.
T 0.1 0.5 1 3.141593 5 Order
M01ψ 0.066273 0.338272 1.067099 1.245692 1.412807 0.769085
κψ 0.001697 0.079800 0.658848 0.764043 0.862447 1.457032
A posteriori CL2,L2 0.068086 0.375647 3.228338 5.447678 10.59697 1.513350
M11ψ 1.051629 1.108872 1.860942 2.202410 2.681345 0.337615
κˆψ 0.001601 0.017534 0.032436 0.032764 0.033220 0.603313
A posteriori CL2,L∞ 0.460059 1.087012 2.225472 4.509765 6.718171 0.760663
u′ = g(u), in J, (a)
u(0) = u0, (b) (56)
where g(u) := (u2, u1−u31)T and u0 := (0, 4)T . Let uk be an approximate solution of (56)(a) and (b). uk draws like a periodic
orbit of period T = π . We perform our a posteriori estimates to the linearized inverse operator ddt − g ′(uk), where
g ′(uk) =

0 1
1− 3u2k,1 0

.
In this problem, apparently, the authors believe that an a priori estimate is not known, so we cannot compare it with an a
posteriori estimate.
Results in the cases of n = 2, A = I , B = −g ′(uk), and k = 1.0E−2 are shown in Table 9.
Remark 5.1 (Computer Environment). All computations are carried out on a PC (Intel Core i7 860, 16GB of DDR3 memory)
by using INTLAB version 6.0, a toolbox in MATLAB 2010b developed by Rump [4] for self-validating algorithms. Therefore,
all numerical values in these tables are verified data in the sense of strict rounding-error control.
6. Conclusions
We presented a posteriori (error) estimates of inverse operators for initial value problems in linear ODEs. Our estimates
can be applied to simultaneous linear ODEs. We also introduced some actual numerical examples that used our a posteriori
estimates. The present result can also be applied to the a posteriori estimate for a solution of the linear parabolic boundary
value problems [1].
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