Detecting abrupt changes in the mean of a time series, so-called changepoints, is important for many applications. However, many procedures rely on the estimation of nuisance parameters (like long-run variance). Under the alternative (a change in mean), estimators might be biased and data-adaptive rules for the choice of tuning parameters might not work as expected. If the data is not stationary, but heteroscedastic, this becomes more challenging. The aim of this paper is to present and investigate two changepoint tests, which involve neither nuisance nor tuning parameters. This is achieved by combing self-normalization and wild bootstrap. We study the asymptotic behavior and show the consistency of the bootstrap under the hypothesis as well as under the alternative, assuming mild conditions on the weak dependence of the time series and allowing the variance to change over time. As a by-product of the proposed tests, a changepoint estimator is introduced and its consistency is proved. The results are illustrated through a simulation study, which demonstrates computational efficiency of the developed methods. The new tests will also be applied to real data examples from finance and hydrology.
Main goals
In the statistical analysis, it is of particular interest to be able to detect systematic changes-socalled changepoints-in the underlying structure despite the random fluctuations and to estimate the time of these changes. Under the assumption of finite expectations, changes in the location are typically detected by comparing sample means and the asymptotic distribution can be derived from an invariance principle for the partial sum process.
However, one has to estimate the long-run variance to utilize the traditional CUSUM-statistic and this involves some difficulties. For time series, the long-run variance includes the covariances, which have to be estimated and combined with, e.g., kernels. Under the alternative, the estimation of the covariances is biased, so the long-run covariance is typically overestimated, which results in a loss of power, see Hušková and Kirch (2010) . In many applications, the observations do not seem to be stationary even under the hypothesis of no change in mean, because the amount of fluctuation is not constant. To estimate the time-varying long-run variance is even more difficult. In a recent article, Górecki et al. (2018) have followed this approach.
The main aim of this paper is to develop tests for the hypothesis of a constant expectation against the alternative of at most one changepoint that avoid the problems of long-run variance estimation and heteroscedasticity. Our new test statistics will not involve any nuisance parameters and will work for heteroscedastic and dependent time series under some mild mixing conditions. Additionally, we will give a consistent estimator for the time of the change.
Some authors proposed to use nonparametric resampling methods like bootstrap (e.g., Hušková and Kirch (2012) and Peštová and Pešta (2018) ) or subsampling (e.g., Betken and Wendler (2018)) to avoid the estimation of the long-run variance. However, these methods still involve the choice of tuning parameters like bandwidths or block sizes and only work for stationary time series.
Other approaches are ratio statistics and self-normalized statistics, which do not rely on tuning parameters. Ratio tests have been introduced to detect changes in persistence by Kim (2000) and since have been studied for changes in mean (Horváth et al., 2008) , for changes in variance (Zhao et al., 2011) , for heavy-tailed sequences (Dan et al., 2017) , for panel date framework (Peštová and Pešta, 2015) , and for robust M-estimators (Peštová and Pešta, 2018) .
Self-normalized test statistics for changepoints were firstly proposed by Shao and Zhang (2010) and were generalized to long range dependent time series (Shao, 2011) . Betken (2016) developed a robust self-normalized test based on the Wilcoxon-statistic, Zhang and Lavitas (2018) proposed a self-normalized test for multiple changepoints. Our approach is to combine new variants of the self-normalized test statistics with the wild bootstrap. The wild bootstrap was proposed by Wu (1986) and is consistent under heteroscedasticity. However, it does not reproduce the dependence of the data. We will show that under our model assumptions, it still gives the correct critical values for the self-normalized test statistics. In this way, we can avoid using the dependent wild bootstrap of Shao (2010) , which involves the choice of a kernel and of a bandwidth parameter.
The paper is organized as follows: In the next section, we will introduce our data model and our new test statistics. In Section 3, the technical assumptions are discussed, the bootstrap is introduced and our main theoretical results are presented. We provide a table with critical values of our test statistics under stationarity in Section 4 and investigate the finite sample properties through simulation results. Two data examples from finance and hydrology are provided in Section 5.
Afterwards, our conclusion follows. The proofs of our theoretical results can be found in the appendix.
Stochastic model and methods

Changepoint model
We tend to study time series with one abrupt change in the mean at an unknown point in time. Let us consider observations Y 1,n , . . . ,Y n,n obtained at time ordered points. We are interested in testing the null hypothesis of all observations being random variables having equal expectation. Our goal is to test against the alternative of the first τ n observations have expectation µ and the remaining n−τ n observations come from distributions with expectation µ +δ n , where δ n = 0. More precisely, our model is
where µ, δ n , and τ n are unknown parameters, {Y n,k } ∞,n n=1,k=1 is a triangular array of random variables, {ε n } ∞ n=1 is a sequence of stationary centered disturbances, σ (t) is a non-stochastic variance function, and 1{A} denotes the indicator of set A. The time point τ n is called the changepoint.
A similar model was assumed by Górecki et al. (2018) .
We are going to test the null hypothesis that no change occurred against the alternative that a change occurred at some unknown time point τ n , i.e., H 0 : τ n = n versus H 1 : τ n < n, δ n = 0.
Test statistics
The CUSUM-statistic is frequently used to detect changes in the mean and it is based on the partial sums ∑ k i=1 (Y n,i −Ȳ n,1:n ), k = 1, . . . , n − 1 of the centered observations, wherē
To combine the values of the partial sums for different k into a single test statistic, one can use the supremum-type CUSUM-statistic max k=1,...,n−1 ∑ k i=1 Y n,i −Ȳ n,1:n or the integral-type CUSUM-
2 . These test statistics need to be standardized by a variance of the series. However, it is practically difficult to find a variance estimator with satisfactory properties. Such difficulty can occur in situations with dependent or heteroscedastic random errors.
Nonetheless, the variance estimators often do not perform well even in the i.i.d. case, especially under alternatives (Antoch et al., 1997) .
To avoid the estimation of variance parameters, different ratios of such test statistics have been proposed. Horváth et al. (2008) divide the supremum-test statistic of the first part of the series by the supremum-test statistic of the second part of the data. Wenhua and Hao (2016) use a ratio test based on the integral-type statistic. Shao and Zhang (2010) introduced a self-normalized statistic, which uses the supremum-type CUSUM-statistic of the whole data set in the numerator, divided by the sum of two integral-type statistics of the data before k and after k.
Our idea is to use a self-normalization of the CUSUM-statistic by the same type: We divide the supremum-type statistic by two supremum-type statistics and the integral-type statistic by two integral-type statistics. Our test statistics can be expressed as functionals of the cumulative sums
Y n,i and V n (k) := V n (n) −V n (k).
We define the self-normalized test statistics as 
For many changepoint tests, one has to skip, for instance, the first and the last 10% of observations as possible candidates for a changepoint, see, e.g., Shao and Zhang (2010) . Moreover, the amount of trimming can be viewed as an additional tuning parameter. For our test statistics, we are able to consider all time points k = 1, . . . , n. The limit distribution of our statistics is obtained with the help of the continuous mapping theorem, using limit theorems for the partial sum process under weak dependence and heteroscedasticity by Cavaliere (2005) .
3 Main results
Assumptions
Prior to deriving asymptotic properties of the test statistic, we summarize the notion of strong mixing (α-mixing) dependence in more detail, which will be imposed on the model's errors. Suppose that {ε n } ∞ n=1 is a sequence of random elements on a probability space (Ω, F, P). For sub-σ -fields A, B ⊆ F, we define α(A, B) := sup A∈A,B∈B |P(A ∩ B) − P(A)P(B)|. Intuitively, α(·, ·) measures the dependence of the events in B on those in A. There are many ways in which one can to describe weak dependence or, in other words, asymptotic independence of random variables, see Bradley (2005) . Considering a filtration F n m := σ {ε i ∈ F, m ≤ i ≤ n}, sequence {ε n } ∞ n=1 of random variables is said to be strong mixing (α-mixing) if α(n) := sup k∈N α(F k 1 , F ∞ k+n ) → 0 as n → ∞.
We proceed to the assumptions that are needed for deriving asymptotic properties of the proposed test statistics. For the functional central limit theorem, we need assumptions controlling the dependence and the moments of the underlying errors.
Assumption E. {ε n } ∞ n=1 form a zero-mean strictly stationary α-mixing sequence such that Var ε n = 1, E |ε n | p < ∞ for some p > 2 with mixing coefficients α(n) satisfying ∑ ∞ n=1 {α(n)} 2(1/r−1/p) < ∞ for some r ∈ (2, 4], r ≤ p, and, additionally, ∑ ∞ n=1 nα(n) < ∞. Furthermore, for the long-run variance, it holds that 0 < λ := 1 + 2 ∑ ∞ n=1 E ε 1 ε n+1 < ∞.
The mixing properties will be inherited by Y n,k = µ + δ n 1{ j > τ n } + σ (k/n)ε k , but this process can additionally model heteroscedasticity, which is important for many applications. To control variability of the series, we have an assumption regarding heteroscedasticity.
Assumption V. σ : [0, 1] → R + has finite number of points of discontinuity satisfying a first-order Lipschitz condition except at points of discontinuity.
Our tests will be consistent not only for fixed alternatives with δ n ≡ δ = 0, but also under local alternative, when the size of the change converges to 0. However, it will only consistently detect changes that are not too small compared to the variance of the partial sum process.
Assumption C. |δ n | √ n → ∞ as n → ∞. 
Asymptotic distribution of the test statistics
Under the null hypothesis and the technical assumptions from the previous subsection, the test statistics defined in (2) and (3) converge to non-degenerate limit distributions (their quantiles can be found in Subsection 4.1).
Theorem 3.1 (Under the null). Under Assumptions E, V, and under the null hypothesis H 0 ,
where W η (t) := W (η(t)), {W (t), 0 ≤ t ≤ 1} is a standard Wiener process, η(t) := , and the functionals S and T are defined in (8) and (9).
The null hypothesis is rejected at significance level α for large values of Q(V n ) and R(V n ). The critical values can be obtained as the (1 − α)-quantiles of the asymptotic distributions from (4), if η is known. Furthermore, the tests based on these two statistics are consistent, as the test statistics converge to infinity under the alternative, provided that the size of the change does not convergence to 0 to fast (see Assumption C).
Theorem 3.2 (Under the alternative). Suppose Assumptions E, V, and C hold. Under the alternative hypothesis H 1 such that τ n = [nζ ] for some ζ ∈ (0, 1),
Theorem 3.2 says that in presence of the structural change in mean, the test statistics explode above all bounds. Hence, the procedures are consistent and the asymptotic distributions from Theorem 3.1 can be used to construct the tests. Although, explicit forms of those distributions are unknown. Therefore in order to obtain the critical values, we have to use either simulations from the limit distributions or resampling methods. For the simulation purposes, one would need to know or to estimate the nuisance function η(t). The resampling techniques will help us to avoid and overcome such an issue.
Wild bootstrap
Wild bootstrap replications are defined as Y n,k := Y n,k −Ȳ n,1:n X k , k = 1, . . . , n, where {X n } ∞ n=1 is a sequence of i.i.d. random variables having standard normal N(0, 1) distribution. Moreover, {Y n,k } ∞,n n=1,k=1 and {X n } ∞ n=1 are also independent. The schematic algorithm of the wild bootstrap can be seen as Procedure 3.1. In general, the wild bootstrap replications should be defined in the following way Y * n,k :=Ȳ n,1:n + Y n,k −Ȳ n,1:n X k , k = 1, . . . , n. However, in our case how the test statistics are defined, there would be no impact by addingȲ n,1:n . We define
Procedure 3.1 Wild bootstrap of the test statistic Q(V n ) and R(V n ) Input: Sequence of observations Y 1,n , . . . ,Y n,n and number of bootstrap replications B Output: Bootstrap distributions of Q(V n ) and R(V n ), respectively; i.e., the empirical distributions where probability mass 1/B concentrates at each of (1) Q(V n ), . . . , (B) Q(V n ) and
(1) R(V n ), . . . , (B) R(V n ), respectively 1: for b = 1 to B do // repeat in order to obtain the empirical distributions 
compute the bootstrap test statistics (b) Q(V n ) and (b) R(V n ) 6: end for
The idea behind bootstrapping is to mimic the original distribution of the test statistic in some sense with the distribution of the bootstrap test statistic. It is not known and it does not matter whether our observations come form the null hypothesis or the alternative. We are going to prove that Q(V n ) and R(V n ), respectively, provide asymptotically correct critical values for the test based on Q(V n ) and R(V n ), respectively. Under the alternative hypothesis H 1 with τ n = [nζ ] for some ζ ∈ (0, 1) and having δ n ≡ δ = 0 fixed, let {B(t), 0 ≤ t ≤ 1} be a standard Wiener processes independent of W . Then, (1 − ζ )B(t), t ≤ ζ ; B(ζ ) − ζ B(t), t > ζ .
Theorem 3.3 assures that the asymptotic distribution of the bootstrap test statistics and the limit distribution of the original test statistics coincide under the null hypothesis. Thus, the bootstrap tests approximately keep the same level as the original tests based on the asymptotics from Theorem 3.1 even without knowing or estimating the nuisance function η(t). Moreover, the limit distribution of the bootstrap test is not changed under local alternatives, so we avoid the power loss that would be caused by overestimation of the long-run variance under the alternative.
Even under fixed alternatives, the distribution of the bootstrap statistics converge to an almost sure finite limit. In contrast, an uncorrected kernel estimator for the long-run variance would converge to infinity in this case. Depending on the function η and the time of the change represented by ζ , the quantiles S (W η − δ ς B ζ ) and T (W η − δ ς B ζ ), respectively, might be larger or smaller than the quantiles of S (W η ) and T (W η ), respectively, resulting in a loss or gain of power compared to the use of the asymptotic quantiles from Theorem 3.1 (which is only feasible when η is known). Now, the simulated (empirical) distributions of the bootstrap test statistics can be used to calculate the bootstrap critical values, which will be compared to the values of the original test statistics in order to reject the null or not.
Changepoint estimator
If a change is detected, it is of interest to estimate the time of the change. It is sensible to usê V n (k) − k/nV n (n) + V n (n − k) − k/nV n (n) max 1≤i≤k V n (i) − i/kV n (k) + max k<i≤n V n (i) − (n − i)/(n − k) V n (k)
as a changepoint estimator. Our next theorem shows that under the alternative, the changepoint τ n is consistently estimated by the estimatorτ n .
Theorem 3.4 (Estimator's consistency). Suppose Assumptions E, V, and C hold. Under the alternative hypothesis H 1 such that τ n = [nζ ] for some ζ ∈ (0, 1), it holdsτ n /n P − → ζ as n → ∞.
Simulations
Asymptotic critical values
The explicit forms of the limit distributions stated in (4) are not known. The critical values for the simplest case η(t) = t may be determined by simulations from the limit distributions S (W ) and T (W ) from Theorem 3.1. Theorem 3.2 ensures that we reject the null hypothesis for large values of the test statistics. We have simulated the asymptotic distributions (4) for the stationary case (i.e., a situation when η(t) = t) by discretizing the standard Wiener process and using the relationship of a random walk to the standard Wiener process. We considered 1000 as the number of discretization points within [0, 1] interval and the number of simulation runs equals to 100000. In Table 1 , we present several critical values for the test statistics Q(V n ) and R(V n ) under stationarity. 
Simulation study
We are interested in the performance of the tests based on the self-normalized test statistics Q(V n ), R(V n ) (with η(t) = t corresponding to the stationary case) and their wild bootstrap counterparts Q(V n ), R(V n ) that are completely nuisance parameter free. We focused on the comparison of the accuracy of critical values obtained by the wild bootstrap method with the accuracy of critical values obtained by the simulation from the limit distributions.
In Figures 1 and 2 , one may see size-power plots for choices of n ∈ {100, 400}, τ n ∈ {n/4, n/2}, and δ n ∈ {0.5, 1.0} considering the test statistics Q(V n ), R(V n ), Q(V n ), and R(V n ) under the null hypothesis and under the alternative. In Figure 1 , the empirical rejection frequency under the null hypothesis (actual α-errors) is plotted against the theoretical size (theoretical α-errors with α ∈ {1%, 5%, 10%}), illustrating the power of the test. The ideal situation under the null hypothesis is depicted by the straight diagonal dotted line. The empirical rejection frequencies
(1−(β -errors)) under the alternative (with different changepoints and values of the change) are shown in Figure 2 . Under the alternative, the desired situation would be a steep function with values close to 1. For more details on the size-power plots we may refer, e.g., to Kirch (2006) . The error terms {σ (k/n)ε k } n k=1 were simulated as two stationary and two non-stationary time series:
• IID . . . independent and identically distributed random variables;
• AR(1) . . . autoregressive (AR) process of order one having a coefficient of autoregression equal 0.3;
• AR(1)-AR(1) . . . AR process with the coefficient 0.3, which realizations are multiplied by √ 2 after the first quarter of the time series (deterministic change of volatility);
• ARCH(1) inc . . . autoregressive conditional heteroscedasticity (ARCH) process with the second coefficient equal 0.9, whose realizations are randomly and 'increasingly' multiplied (random and in average linearly increasing change of volatility).
The standard normal distribution and the Student t-distribution with 3 degrees of freedom are used for generating the innovations of the models' errors. All of the processes are standardized such that they have unit variance at the beginning. The non-stationary ones have changing variance such that their variance is doubled at the end. In the simulations of the rejection rates, we used 5000
repetitions. When bootstrapping, for each sample we used 2000 bootstrap samples to compute the bootstrap critical values.
In all of the subfigures of Figure 1 depicting a situation under the null hypothesis, we may see that comparing the accuracy of α-levels (sizes) for different self-normalized test statistics, the integral-type (R-based) method seems to keep the theoretical significance level more firmly than the supremum-type (Q-based) method. The bootstrap approach generally gives critical values that are more accurate than the asymptotic critical values (assuming stationarity, i.e. η(t) = t), especially for the non-stationary situations. Comparing the case of N(0, 1) innovations with the case of t 3 innovations, the rejection rates under the null tend to be slightly higher for the t 3 distribution.
As expected, the accuracy of the critical values tends to be better for larger n. While the R-method performs better under the null, under the alternative method, it has a tendency to have slightly lower power than the Q-method (see Figure 2 ). In addition, the wild bootstrap technique provides higher power in some situations besides the fact that they are nuisance parameter free. So we strongly recommend to use this bootstrap method. We may also conclude that under H 1 with larger abrupt change, the power of the test increases. The power decreases when the changepoint is closer to the beginning or the end of the time series. The heavier tails (t 3 against N(0, 1)) give worse results in general for both test statistics. Moreover, 'more dependent'
and 'more non-stationary' scenarios reveal worsening of the test statistics' performance.
Additionally, one can use a size-power plot with the adjusted (empirical) α-errors to compare the performance of Q(V n ) against R(V n ). The empirical size-power plots in Figure 3 display the empirical size of the test (i.e., 1−sensitivity) on the x-axis versus the empirical power of the test (i.e., specificity) on the y-axis. The ideal shape of the curve is as steep as possible. The empirical size-power plots demonstrate that the self-normalized test statistic Q(V n ) gives approximately the same empirical powers for the adjusted empirical sizes comparing to the test statistic R(V n ). This is due to two opposing facts: R(V n ) keeps the significance level of the test better, but Q(V n ) gives higher power of the test. The very same conclusion can be made for the bootstrap addons: When comparing bootstrapping versus asymptotics, the wild bootstrap method gives slightly higher empirical powers for the adjusted empirical sizes compared to the traditional asymptotics assuming underlying stationarity of the time series' disturbances (i.e., η(t) = t). 
where σ 2 n (M) is a suitable variance estimator. The null hypothesis is rejected for large values of C M (V n ). For surveys, we refer to, e.g., Perron (2006) .
In order to ensure that a test statistic is asymptotically distribution-free under the null hypothesis, it is necessary to use a suitable estimator of variance for the underlying process of random errors. The minimal requirement for σ 2 n (M) would be consistency under the null hypothesis and boundedness (in probability) under the alternative. Often, the Bartlett estimator is used to estimate the varianceσ
whereR(k) = 1 n ∑ 1≤i≤n−k (Y n,i −Ȳ n,1:n )(Y n,i+k −Ȳ n,1:n ), 0 ≤ k < n. However, it does not always provide satisfactory results and finding a proper value of M may be troublesome. The rate of convergence is small even under the null hypothesis andσ 2 n (M) might go to infinity under the alternative (Horváth et al., 2008) . Other similar types of estimators can be used instead, for instance Parzen kernels (Andrews, 1991) , but they still possess the described deficiency.
The consistency properties of the above described Bartlett estimator and of its modification are studied in Antoch et al. (1997) . The authors also describe difficulties of long-run variance estimation when detecting a change in the mean of a linear process in more detail. A simulation study shows that it is not easy to find a variance estimate that would work well both under null hypothesis and under alternative. Furthermore, such estimators are often very sensitive to the choice of the window length M. Based on simulation studies performed by Antoch et al. (1997) , we decided to use a rule of thumb of M = n/10. Asymptotic distribution of the test statistic (5) can be found, e.g., in Csörgő and Horváth (1997) . The corresponding critical values come from Kulperger (1990) . Now, we demonstrate the performance of our approaches-the Q and R self-normalized test statistics-compared to the traditional CUSUM test statistic (i.e., based on C M ). Empirical sizes under the null hypothesis and empirical powers under the alternative (τ n = n/2 and δ n = 0.5) of our two detection procedures compared to the standard one are shown in Figure 4 and in Figure 5 , respectively. The number of repetitions for the simulation of the rejection rates is again set to 5000.
The sample size is chosen as n = 200 and the window length for the variance estimate is M = 20. To conclude, the CUSUM test statistic yields too small empirical size, see Figure 4 . It rejects more often than it should and, moreover, it provides lower power ( Figure 5 ) compared to the self-normalized type test procedures, especially for small significance levels (5% and 1%). There are two possible reasons for that: the classical CUSUM procedure relies on the variance estimate, which can be troublesome, and it requires a suitable choice of the nuisance parameter. This illustrates that avoiding the nuisance parameter estimation should really be considered as one of advantages of the proposed methods. Besides that, the wild bootstrap performs better compared to the traditional asymptotics, which can be illustrated via adjusted size-power plots in Figure 6 .
Furthermore, one can concentrate on a situation that is far away from a stationary case. Let us take into consideration a zero-mean AR(1) sequence (the AR-coefficient is set to 0.3) of n = 200 random errors, where the random variables from the first quarter of the series are multiplied by 10.
This leads to the variance function η(t) = 40t/13 for t ∈ [0, 1/4) and η(t) = 10/13 + (4t − 1)/13 for t ∈ [1/4, 1]. The corresponding alternative H 1 is chosen as τ n = n/2 and δ n = 1. Figure 5: Size-power plots for C M , Q, and R under H 1 (sample size n = 200, change of δ n = 0.5 at time τ n = n/2) evidence, on one hand, that the asymptotic approach assuming underlying stationarity yields very unreliable results. On the other hand, the bootstrap method provides reasonable rejection rates even in such non-stationary case.
Afterwards, a simulation experiment is performed to study the finite sample properties of the changepoint estimator for an abrupt change in the mean. In particular, the interest lies in the empirical distributions of the proposed estimator visualized via boxplots, see Figure 8 . The simulation setup is kept the same as described above.
It can be concluded that the precision of our changepoint estimator is satisfactory even for relatively short time series regardless of the errors' structure. Furthermore, the disturbances with heavier tails or changing variance yield less precise estimators than stationary innovations with light tail. One may notice that higher precision is obtained when the changepoint is closer to the middle of the time series. It is also clear that the precision ofτ n improves markedly as δ n increases. Both our tests as well as their wild bootstrap add-ons reject the null hypothesis of a constant mean in the absolute log returns (cf. Table 2) , indicating an increased volatility of the Volkswagen stock price. In contrast, Dehling et al. (2015) did not find a significant change using the classical CUSUM-test. In their article, several robust tests detected a change. There are several large values in this time series, but the reason could be a period with strongly increased variance.
As an estimator for our change, we obtainτ n = 182 (depicted by a vertical line in Figure 9 ), Adjusted size−powers, n=200, τ=n/2
Figure 7: Size-power plots for Q and R under H 0 (top-left) and under H 1 (top-right) for a very heteroscedastic case together with the corresponding empirical (adjusted) size-power plots (bottom) which corresponds to September 18, 2015. On this day, the United States Environmental Protection
Agency issued a notice of violation, which lead to the Volkswagen emissions scandal. Our procedure is capable to detect and, consequently, to estimate the changepoint based on only 10 weeks of daily data after the emissions scandal.
Elbe river
Our second data example consists of the annual maximum discharge of the river Elbe at Dresden, Germany, in the years 1851 to 2012. The variance seems to be lower in the 20th century compared to second half of the 19th century (see Figure 10) . Therefore, we think that our tests are a good choice for this data set, as they are not effected by heteroscedasticity. All of our four testing procedures reject the null hypothesis of constant mean of the maximum discharges over the whole observation period, see Table 3 . This data set has been previously analyzed with other methods: Sharipov et al. (2016) used a Cramér-von Mises-type test statistic and detected a change in the marginal distribution. Vogel and Wendler (2017) detected a shift in location using a robust test based on the Hodges-Lehmann-estimator, while the usual CUSUM statistic did not lead to rejection of the hypothesis (stationarity). So, our self-normalized tests seem to work more reliable than the ordinary CUSUM-test also in this example. 
Conclusions
We have proposed two tests for changepoints with desirable theoretical properties: The asymptotic size of the tests is guaranteed by a limit theorem even under heteroscedasticity and dependence, the tests and the related changepoint estimator are consistent. By combining self-normalization and the wild bootstrap, there are neither tuning nor nuisance parameters involved in the whole testing procedure, which makes this framework effortlessly applicable. In our simulations, the tests show reliable performance. Especially the bootstrap test based on the integral-type selfnormalized CUSUM-statistic R has an empirical size very close to the nominal level in a wide range of situations. In the data examples, we have shown that our tests can find changes, which were not detected before using the ordinary CUSUM-tests.
Let us note that the test statistic could also be applied for other data generating processes. The limit distribution is derived from the limit distribution of the partial sum process by the continuous mapping theorem. Shao (2011) studied long range dependent process, where the partial sum process converges weakly to a fractional Brownian motion, and it would be possible to obtain the limit distribution of our new test statistic in the same way. Furthermore in the case of heavy-tailed random variables, the partial sum process might converge weakly to a stable Lévy process. While it should be possible to identify the limit distribution of our test statistics with the help of the continuous mapping theorem, we would expect a loss of power. Another possibility would be robustified tests following ideas of Peštová and Pešta (2018) . But this goes beyond the scope of this paper and is a topic for future research.
can be regarded as continuous modifications of our test statistic: Let S (U n ) := sup 0≤t≤1 U n (t) − tU n (1) sup 0≤s≤t U n (s) − s/tU n (t) + sup t≤u≤1 U n (u) − (1 − u)/(1 − t) U n (t) ,
where U n (t) := U n (1) −U n (t). Moreover, T (U n ) := 1 0 U n (t) − tU n (1) 2 t 0 U n (s) − s/tU n (t) 2 ds + 1 t U n (u) − (1 − u)/(1 − t) U n (t) 2 du dt.
The continuity of the functionals S and T follows directly from Lemma A.1. We are now going to show that the self-normalized test statistic Q(V n ) under the null behaves asymptotically like S (U n ). Analogously, it is going to be demonstrated that the self-normalized test statistic R(V n ) under the null has the same asymptotic distribution as T (U n ). . Hence,
Dealing with the second summand in the denominators in the same way, we conclude that U n (1) −U n (s) − 1−s 1−t (U n (1) −U n (t)) ≤ 2M max 1≤i≤n |ε n,i | = o P (b n ), n → ∞.
Together with line (10), the statement of the proposition follows.
Proposition A.4. Assume that there is a sequence {c n } n∈N such that ν(t) + δ 2 ζ (1 − 2ζ + ζ t), t > ζ .
Proof. Without loss of generality, we may assume that µ = 0 in our Model (1). Recall that Y n,k := Y n,k −Ȳ n,1:n X k . Because our multipliers {X n } n∈N satisfy E X n = 0, Var X n = 1 and are uncorrelated, we have
Y n,k −Ȳ n,1:n 2 Var X k = 1 n Y n,k =: I n (t) + II n (t).
We will treat the two summands separately. By our Assumption V, we have M := sup t∈[0,1] σ (t) < ∞, so E |σ (k/n)ε k | p ≤ C p for some C p < ∞ uniformly in k and n, because of our Assumption E.
Furthermore, the α-mixing coefficients of the triangular scheme σ (k/n)ε k , k ≤ n, n ∈ N are the same as the mixing coefficients of the sequence ε n , n ∈ N.
For the first summand I n (t), we obtain
Note that | EY n,k | ≤ |δ n |. We will firstly treat the case δ 2 k=1 Y n,k → 0 almost surely as n → ∞. This can be proved along the lines of the convergence of I n (t) and is, hence, omitted.
For fixed alternatives (δ n ≡ δ = 0 and τ n = [nζ ]), note that EY n,k = δ 1{k > τ n }. k=1 Y n,k {Y n,k } k≤n − E I n − E II n → 0 almost surely as n → ∞. Finally, simple algebra gives E I n (t) + E II n (t) → ν δ (t).
A.2 Proofs of the main results
Proof of Theorem 3.1. A consequence of Corollary A.2, Propositions A.3, A.4, and Lemma A.5.
Proof of Theorem 3.2. With respect to Assumptions E, V and according to the underlying proof of Theorem 3.1, we have, as n → ∞,
F 2 (n) := max
Note that there are no changes in the expectation of Y n,1 , . . . ,Y n,τ n as well as in the expectation of Y n,τ n +1 , . . . ,Y n,n . Let k = τ n . Then, under H 1 and due to (15)- (17) and Assumption C, σ ( j/n)ε j − δ n (n − τ n )/n F 1 (n) + F 2 (n) = O P (1) + |δ n | √ n 1 − τ n n τ n n F 1 (n) + F 2 (n)
Similarly for the second self-normalized test statistic,
Under the alternative hypothesis H 1 together with realizing (18)- (20) and Assumption C, we obtain
again because there are no changes in the means of Y n,1 , . . . ,Y n,τ n as well as in the means of Y n,τ n +1 , . . . ,Y n,n , where
Proof of Theorem 3.3. Since Y n,k := Y n,k −Ȳ n,1:n X k , k = 1, . . . , n for i.i.d. standard normal random variables {X n } ∞ n=1 , the bootstrap partial sum process S n (t) with
for t ∈ [0, 1] has conditionally on {Y n,k } n k=1 the same distribution as (W (ν n (t))) t∈[0,1] for some standard Wiener process W and
If δ n → 0 as n → ∞, we have that ν n → ν uniformly in t ∈ [0, 1] almost surely, where ν is defined in (14). By Proposition A.6 and the uniform continuity of W , we know that, conditionally on we have max k≤n |X k | = O(log(n)) almost surely, so max k≤n |Y n,k | = O (log(n) max k≤n |ε k |). Now, ν(t) = cη(t) for some constant c. Then, (W (ν(t))) t∈ [0, 1] and c 1/2 W η have the same distribution.
Furthermore, the functionals S and T are invariant under scale changes and, thus, Q(V n )
Under the fixed alternative (δ n ≡ δ = 0), the same arguments together with the second part of A simple algebra reveals that the two centered Gaussian processes W η − δ ς B ζ and (W (ν δ (t))) t∈[0,1] have the same covariance structure (up to a constant), which completes the proof.
Proof of Theorem 3.4. We can rewrite the estimator aŝ
We will treat the numerator E n (k) and the denominator D n (k) of the above stated ratio separately.
The numerator can be decomposed as
The second summands in (21) and (22) converge to 0 uniformly using the functional central limit theorem by Cavaliere (2005, Lemma 1 and 2) and Assumption C. For the first summands, recall that by our model EY i,n = µ + δ n 1{i > τ n }. It is easy to see that
ζ , ζ ≤ min{t, 1 − t};
1 − ζ , ζ ≥ max{t, 1 − t};
uniformly in t. For k = τ n , we have that the denominator D n (τ n ) = max where Z η,ζ ,δ ,ς (t) := W η (t) − δ ς B ζ (t), Z η,ζ ,δ ,ς (t) := Z η,ζ ,δ ,ς (1) − Z η,ζ ,δ ,ς (t), and the random variable Z is strictly positive almost surely. We conclude that |E n (τ n )/D n (τ n )| converge in distribution to the random variable ζ (1 − ζ )/Z. For k = [nt] with t > ζ , we have that
EY n,i − τ n /[nt]
[nt]
The last summand is stochastically bounded by Cavaliere (2005, Lemma 1 and 2). For the first summand, we have
because of Assumption C. Similar arguments can be applied in the case t < ζ and the convergence holds uniformly for all t outside any ε-neighborhood of ζ . It follows that for an arbitrary ε > 0, max k:|k−τ n |≥nε
. Now, let us chose a sequence d n → 0 with d n |δ n | √ n → ∞.
Then, for any ε > 0,
