The distributions of the global interfacial widths, correlation functions, and the local interfacial widths of the growth process described by the one-dimensional EdwardWilkinson equation are shown to be denumerable convolutions of exponential distributions. The same conclusions can also be extended to the distributions of the global interfacial widths for another linear growth equation, describing some super-rough growth processes, in both one-and two-dimensional cases. Most of these distributions display the lognormal-like behavior. We propose that the mechanism provided by the accumulation of exponential random variables may contribute to a lot of the lognormal-like behavior observed in the social and natural sciences.
Interfaces play an important role in a number of physical, chemical, and biological processes. The fluctuations of the quantities introduced to characterize these interfaces, such as the surface widths, correlation functions, and so on, display perceptible universal features. Accordingly, models mimicking interface motion have been analyzed and distinguished in terms of universality classes. 1 The distributions of the global interfacial widths have been introduced to provide a detailed characterization of surface growth processes 2,3 and they have been used to establish universality classes of rather diverse phenomena. 4 An interesting feature of the distribution of the global interfacial width for the one-dimensional (1-d) EdwardsWilkinson (EW) equation 5 is that its short-time limit is practically identical to the lognormal distribution.
3 Lognormal-like distributions tend to emerge more often in social, biological, atmospheric, and geological sciences than in physics 6 and they are usually understood in terms of the law of proportionate effect or on the basis of the assumption that an event occurs only if a large number of independent subevents take place (like the theory of breakage).
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In this report, we will study the mechanism for the emergence of the lognormallike behavior. First of all, we observe that the distribution of the global interfacial width in the 1-d EW equation is a denumerable convolution of exponential distributions (CED, usually called the Polya frequency function on R + of order ∞ in mathematics). 8 In particular, it is a special case of the generalized gamma convolution (GCG) 9 and, of course, is infinitely divisible. Recall that the lognormal distribution is also infinitely divisible. 10 We are motivated to introduce a quantitative measure of the resemblance between a given distribution and its lognormal fit, based on the ratios of the moments of the distributions. In the 1-d case, we also consider some related quantities, the correlation function and the local interfacial width, 11 which turn out to be denumerable CED, too. Moreover, their distributions at later times are closer to their lognormal fits based on the comparison of the ratios of the moments. We thus make a conjecture on the conditions for a denumerable CED to display the lognormal-like behavior. Finally, we check our conjecture on the distributions of the global interfacial widths of another linear growth equation, describing some super-rough growth processes, 11 in both 1-d and 2-d cases. The simplest equation describing the surface evolution governed by the surface tension and the noise is the EW equation:
where h(x, t) denotes the interface height at position x and time t, ν is a constant related to the dynamical surface tension, and η(x, t) represents the Gaussian white noise with zero mean and the correlation η(x, t)η(x , t ) = 2Γδ(x − x )δ(t − t ). Here 0 ≤ x < L and the periodic boundary condition is assumed. Throughout the paper, the overbar denotes the statistical average. By performing the Fourier transform η(x, t) = ∞ n=−∞ η n (t)e iknx with k n ≡ 2πn L , η −n = η * n , and denoting Reη n (= Reη −n ) by ζ n and Im η n (= −Im η −n ) by ξ n , it is straightforward to derive that ζ n ζ m = ξ n ξ m = Γ L δ n,m and ζ n ξ m = 0, which hold for any integers n and m except n = m = 0 (ζ 0 ζ 0 = 2Γ/L and ξ 0 = 0). Then, perform the Fourier transform h(x, t) = ∞ n=−∞ (α n + iβ n )(t)e iknx , with real random variables α −n = α n and β −n = −β n . 12 The EW equation in k-space is then obtained as
The solutions of Eq.
n t . Since all η(x, t)'s are Gaussian distributed, their linear combinations, ζ n , ξ n , α n , and β n , are thus also Gaussian distributed. All the distributions of ζ n 's, ξ n 's, α n 's, and β n 's can then be easily determined by knowing their first two moments. After some calculation, the probability densities of α n and β n are then obtained as
n t , and σ n (t) =
We will concentrate on the case with the flat initial condition, i.e. α n (0) = β n (0) = 0 for all n = 0.
2 L with · · · L denoting the lateral spatial average over the whole system of lateral size L. It can be shown that
is the convolution of the distributions of α 2 n and β 2 n for all n > 0. By applying Eq. (3), the probability densities of α 2 n and β 2 n (n = 0) are obtained as
A crucial observation is that the probability density of the sum of α 2 n and β 2 n , given by
is an exponential distribution with the parameter 2σ 2 n . We have thus reached the conclusion that w 2 (L, t) has a Polya density on R + of order ∞.
n (t) with the long time limit
Subsequently, let us turn to the Laplace transform of the scaled distribution
with a n =
Here, {a n |0 < n < ∞} is the set of parameters for the exponential distributions to compose the distribution Φ(x). In this formulation, we see that Φ(x) is a GCG since it matches the standard representation of GCG: (7) with a = 0 and
The plots of Φ(x) at several different times and the corresponding lognormal fits are shown in Fig. 1 . The parameters of the lognormal fits are chosen to have the same first and second moments as the distribution to be fitted (different from Ref.
3). We find that the fitting is much better at small τ . Although the lognormal distribution is infinitely divisible, 10 its form in the standard representation of GCG has not been found. We conjecture that the excellent fitting at short times is related to the clustering of atomic masses in the U -measure at short times since the values of a n 's coincide in the first order expansion with n 2 τ as the small parameter. For further investigation, we will introduce some quantitative measures for the fitting through the comparison of the ratios of the moments. Since all a n 's are independent, the moments of Φ(x), defined
with A m ≡ ∞ n=1 a m n . In contrast, for a longnormal distribution with the probability density given by
the moments are given by
The lognormal fit of Φ(x) is obtained by matching the first two moments, i.e.
From Eq. (10), the next two moments of the lognormal fit turn out to be
We then introduce the two ratios
as the quantitative measures for the fitting. The fitting is better as r 3 and r 4 are closer to one. We note that the lognormal density function is not uniquely determined by its moments, 13 but it does not affect our results as seen directly from the fitting in Fig. 1 .
As a comparison, we also calculate the distributions of the correlation function and the local interfacial width for the 1-d EW equation. The correlation function G(r, t) is defined as G(r, t) ≡ (h(x, t) − h(x + r, t)) 2 L and the local widthw(l, t) is defined asw 2 (l, t) ≡ (h(x, t) − h(x, t) l ) 2 l L with · · · l denoting the lateral spatial average within a local window of lateral size l. After some calculation, 11 we find that
The derived by exactly the same way as that for w 2 (L) except that the parameter a n is replaced byā n ≡ (1 − cos 2πnr L )a n and byã n = [
]a n , respectively. The scaled distributions of G(r, t) at several different times are shown in Fig. 2 . We see that the fitting is quite good at all times. To make a quantitative comparison, we collect the values of r 3 and r 4 for all w 2 (L, t), G(r, t), andw 2 (l, t) in Table 1 . As expected, the two additional factors inā n andã n favor the clustering of the values in the sets {ā n |0 < n < ∞} and {ã n |0 < n < ∞} at later times, so the lognormal fits look better for G(r, t) andw 2 (l, t) based on the values of r 3 and r 4 . Finally, we would like to check the width distributions for the 2-d case. However, the critical dimension for the EW equation is 2, so we turn to another linear growth equation describing some super-rough growth processes:
We solve both the 1-d and 2-d versions of this equation. In the 1-d case, the scaled distribution of the global width is still described by Eq. (6) except that the parameters are given byâ n ≡
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(nπ) 4 (1−e −n 4 τ ) and τ = 2ν( 2π L ) 4 t. In the 2-d case, we set the lateral sizes L x = L y = L for convenience and the scaled distribution of the global width is also described by Eq. (6) but the set of parameters {a n |0 < n < ∞} should now be replaced by {a n,m |0 ≤ n < ∞, 0 ≤ m < ∞ excluding n = m = 0} with a n,m ≡ Table 2 . As expected, since the distribution ofâ n 's for the 1-d case is sparse as compared to that for the EW equation, the fitting by the lognormal distribution is not as good as that for the EW equation. In the 2-d case, there are more degrees of freedom in choosing (n, m) and the distribution of a n,m 's becomes denser. The lognormal fitting is thus better than the 1-d case.
In conclusion, we find that the distributions of the global interfacial width and other related quantities are, in fact, denumerable CED. Most of them fit quite well with their lognormal fits. Thus, we propose that the accumulation of independent exponential random variables, with their respective parameters appropriately distributed, may be responsible for lots of the lognormal-like behavior observed in the social and natural sciences. In the future work, we will proceed to explore the distributions of the parameters for the constitutive exponential random variables to compose a lognormal-like distribution.
