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Abstract The paper deals with a nontrivial density result forCm(Ω) functions, with
m ∈ N∪{∞}, in the space
W k,ℓ,p(Ω ;Γ ) =
{
u ∈W k,p(Ω) : u|Γ ∈W
ℓ,p(Γ )
}
,
endowed with the norm of (u,u|Γ ) in W
k,p(Ω)×W ℓ,p(Γ ), where Ω is a bounded
open subset of RN , N ≥ 2, with boundary Γ of class Cm, k ≤ ℓ≤ m and 1≤ p < ∞.
Such a result is of interest when dealing with doubly elliptic problems involving
two elliptic operators, one in Ω and the other on Γ .
Moreover we shall also consider the case when a Dirichlet homogeneous bound-
ary condition is imposed on a relatively open part of Γ and, as a preliminary step, we
shall prove an analogous result when either Ω = RN or Ω = RN+ and Γ = ∂R
N
+.
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1 Introduction and main results
Density results for smooth functions in Sobolev spaces constitute a cornerstone in
the classical theory of these spaces and in their applications in PDEs theory. Actually
every textbook dealing with Sobolev spaces or PDEs devotes some attention to this
subject, see for example [1,2,5,11,12,13,14,16,17]. The paper deals with Sobolev
spaces of integer nonnegative order, which are the most classical ones, but the density
subject is standard also when working with Sobolev spaces of fractional order, also
known as Sobolev – Slobodeckij spaces, and with Besov spaces and Bessel – potential
ones. See [17].
When considering Sobolev spaces in RN , N ≥ 1, it is well–known that the space
of compactly supported smooth functionsC∞c (R
N) is dense inW k,p(RN) for k∈N and
1 ≤ p < ∞. Since the proof of this result relies on Friedrichs mollifiers and trunca-
tion arguments, following [4], we shall refer to this result as to Friedrichs’ Theorem.
When considering the same spaces in an open subset Ω of RN , N ≥ 1, the same argu-
ments show that
{
u
∣∣
Ω
: u ∈C∞c (R
N)
}
is dense inW k,p(Ω) for k ∈ N and 1≤ p< ∞,
provided Γ = ∂Ω is continuous (see [11, Theorem 11.35, p. 330]).
Moreover, the celebrated Meyers Serrin Theorem (see [15]) asserts thatC∞(Ω)∩
W k,p(Ω) is dense inW k,p(Ω), for k ∈ N and 1 ≤ p < ∞, without any regularity as-
sumption on Γ . Also this result is treated in most textbooks in Sobolev spaces, see
for example [11] and [20].
In the present paper we shall deal with a Friedrichs’ type result. Indeed, as we are
going to explain in the sequel, boundary regularity is needed even to state our first
main result.
It is mathematical folklore that all density results for smooth functions in Sobolev
spaces and in their closed subspaces can be trivially derived by the classical results
stated above. On the other hand, for non–closed subspaces, the situation may be dif-
ferent. We refer here to [10], where the authors deal with the doubly elliptic problem{
−∆u= f in Ω ,
∂νu+αu−β ∆Γu= h on Γ ,
where Ω ⊂ RN , N ≥ 2, is a bounded domain with Cm boundary Γ , m ∈ N∪ {∞},
α,β are positive constants, ν denotes the outward normal to Ω and ∆Γ stands for the
Laplace–Beltrami operator on Γ . In [10, Remark 2.6] the authors realized that the
density of
{
u
∣∣
Ω
: u ∈Cm(RN)
}
in the space
Hm(Ω ;Γ ) =
{
u ∈ Hm(Ω) : u|Γ ∈H
m(Γ )
}
, (1)
endowed with standard product norm of the couple (u,u|Γ ) in H
m(Ω)×Hm(Γ ), is
nontrivial at all. Here and in the sequel u 7→ u|Γ denotes the Trace Operator. See also
[12, Lecture 12].
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The same type of remark was made by the second author of the present paper in
[18,19] when dealing with a nonlinear perturbation of the problem


utt −∆u= 0 in (0,∞)×Ω ,
u= 0 on (0,∞)×Γ0,
utt + ∂νu−∆Γu= 0 on (0,∞)×Γ1,
u(0,x) = u0(x), ut(0,x) = u1(x) in Ω ,
where Γ is of class C1, Γ = Γ0 ∪Γ1 with Γ0 ∩Γ1 = /0 and Γ1 6= /0. In particular the
density of
{
u
∣∣
Ω
: u ∈C1(RN), u= 0 onΓ0
}
in the space
H1Γ0(Ω ;Γ ) =
{
u ∈ H1(Ω) : u|Γ ∈ H
1(Γ ),u|Γ = 0 on Γ0
}
, (2)
endowed with standard product norm of the couple (u,u|Γ ) in H
1(Ω)×H1(Γ ), was
remarked to be nontrivial.
Clearly the two results above are particular cases of a slightly more general one.
Before formulating it we remark that the space Hm(Γ ) appearing in (1) and in (2)
(whenm= 1) is properly defined, through local charts, only whenΓ is at leastCm−1,1
(see [9]).
In this paper we shall take Γ of class Cm for the sake of simplicity and thus we
shall consider Ω satisfying the following assumption:
(H) Ω is a bounded open subset ofRN , N ≥ 2, with Γ = ∂Ω of classCm, m∈N∪{∞}.
Moreover Γ = Γ0∪Γ1, Γ0∩Γ1 = /0 and Γ1 6= /0.
We shall consider, for k, ℓ ∈ N and p ∈ [1,∞), the Banach space
W
k,ℓ,p
Γ0
(Ω ;Γ ) =
{
u ∈W k,p(Ω) : u|Γ ∈W
ℓ,p(Γ ) : u|Γ = 0 on Γ0
}
,
with the standard contractionW
k,ℓ,p
Γ0
(Ω ;Γ ) =W k,ℓ,p(Ω ;Γ ) when Γ0 is empty.
Clearly this space is of some interest only when k≤ ℓ, since when ℓ < k it reduces
toW k,p(Ω) by the Trace Theorem. In the sequel we shall take k≤ ℓ≤m and we shall
identifyW
k,ℓ,p
Γ0
(Ω ;Γ ) with its isometric copy
W
k,ℓ,p
Γ0
(Ω ;Γ ) =
{
(u,v) ∈W k,p(Ω)×W ℓ,p(Γ ) : v= u|Γ , v= 0 on Γ0
}
.
We shall endow it with the norm inherited from the product space. Let us remark that
the case Γ0 = /0 is also included in our treatment. The first main result is
Theorem 1 If assumption (H) holds then
Y =
{
u
∣∣
Ω
: u ∈Cmc (R
N), u= 0 on Γ0
}
is dense in W
k,ℓ,p
Γ0
(Ω ;Γ ) for all k, ℓ ∈ N, with k ≤ ℓ≤m, and any p ∈ [1,∞).
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The proof of Theorem 1 relies on the combination of the standard localization tech-
nique with an analogous result in the case Ω = RN , Γ0 = /0 and Γ1 = ∂R
N
+. Since this
result could be of some independent interest we shall state here as our second main
result. To state it we introduce the standard notation x= (x′,xN)∈R
N, with x′ ∈RN−1
and xN ∈ R,
Br(R
N−1) = {x′ ∈ RN−1 : |x′|< r} for any r > 0,
RN+ = {x= (x
′,xN) ∈ R
N : xN > 0}, ∂R
N
+ = {x= (x
′,0) ∈ RN : x′ ∈ RN−1},
and for k, ℓ ∈ N and p ∈ [1,∞), the Banach space
W k,ℓ,p(RN ;∂RN+) =
{
u ∈W k,p(RN) : u|∂RN+
∈W ℓ,p(∂RN+)
}
, (3)
whereW ℓ,p(∂RN+) is naturally identified withW
ℓ,p(RN−1). According to the previous
identification, we shall also identify it with
W k,ℓ,p(RN ;∂RN+) = {(u,v) ∈W
k,p(RN)×W ℓ,p(∂RN+) : v= u|∂RN+
},
and we shall endow it with the norm inherited from the product space. Also in this
case only the case k ≤ ℓ is of some interest. The second main result is
Theorem 2 Let k, ℓ ∈ N and p ∈ [1,∞). For any u ∈W k,ℓ,p(RN ;∂RN+) there exists a
sequence (un)n inW
k,ℓ,p(RN ;∂RN+)∩C
∞(RN) such that suppun ⊆ suppu+B1/n(R
N)
for all n and un → u in W
k,ℓ,p(RN ;∂RN+).
Since Theorem 2 does not look as the exact translation of Theorem 1 in the case
Ω =RN , we would like to remark a trivial consequence of it. To state it we set, for k,
ℓ ∈ N and p ∈ [1,∞), the Banach space
W k,ℓ,p(RN+;∂R
N
+) =
{
u ∈W k,p(RN+) : u|∂RN+
∈W ℓ,p(∂RN+)
}
, (4)
endowed with the norm of the couple
(
u,u|∂RN+
)
in the product space. Since any ele-
ment ofW k,p(RN+) possesses an extension inW
k,p(RN) (see for example [1, Theorem
5.19 p.148]), by Theorem 2 we immediately get the next result.
Corollary 1 Let k, ℓ ∈ N and p ∈ [1,∞). Then{
u
∣∣
RN+
: u ∈C∞(RN)
}
∩W k,ℓ,p(RN+;∂R
N
+)
is dense in W k,ℓ,p(RN+;∂R
N
+).
The proof of Theorem 2 is based on identifying the spaceW k,p(RN) with its vectorial
version
X k,p =
k⋂
j=0
W j,p(R;W k− j(RN−1)), (5)
on choosing mollifiers in separate form in the variables x′ ∈ RN−1 and xN ∈ R and
appropriately selecting their support radii.
Since a similar identification does not look to be trivial for non integer values of k,
the extension of Theorems 1 and 2 to non integer values of k and ℓ is not immediate.
In the next section we are going to give the proofs of Theorems 1–2.
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2 Proofs
Proof of Theorem 2. Let (ρ ′n)n and (ρ
′′
n )n be two sequences of standard mollifiers
in RN−1 and in R, respectively. That is
ρ ′n ∈C
∞
c (R
N−1), suppρ ′n ⊆ B1/n(R
N−1),
∫
RN−1
ρ ′ndx
′ = 1, ρ ′n ≥ 0 in R
N−1,
ρ ′′n ∈C
∞
c (R), suppρ
′′
n ⊆ [−1/n,1/n],
∫
R
ρ ′′n dxN = 1, ρ
′′
n ≥ 0 in R.
Let (ρm,n)m,n be the double sequence of smooth functions in R
N defined in the sepa-
rate form
ρm,n(x) = ρ
′
m(x
′)ρ ′′n (xN) for x= (x
′,xN) ∈ R
N .
Thus, for any couple of strictly increasing sequences (σn)n, (τn)n in N such that
σn, τn ≥ 2n for all n the sequence (ρn)n, with ρn = ρσn,τn , is a standard mollifying
sequence in RN .
Fix u ∈W k,ℓ,p(RN ;∂RN+) and a couple of strictly increasing sequences (σn)n,
(τn)n in N such that σn, τn ≥ 2n for all n, which we select lately. Put um,n = ρm,n ∗
u. Standard properties of convolution and mollifiers, cf. Propositions 4.18 and 4.20
of [5], show that suppuσn,τn ⊆ suppu+B1/n(R
N) since σn, τn ≥ 2n for all n, and
uσn,τn ∈C
∞(RN). Moreover, uσn,τn → u inW
k,ℓ,p(RN ,∂RN+) by Lemma 9.1 of [5]. To
complete the proof it is then enough to conveniently choose (σn)n, (τn)n in such a
way that
uσn,τn
∣∣
∂RN+
→ u
∣∣
∂RN+
inW ℓ,p(∂RN+) as n→ ∞. (6)
To prove (6) we first note thatW k,p(RN) is algebraically and topologically isomorphic
to its vectorial version X k,p defined in (5), endowed with the standard norm
‖−→u ‖Xk,p =
(
k
∑
j=0
‖u‖p
W j,p(R;W k− j(RN−1))
)1/p
for any −→u ∈ X k,p,
via the isomorphismwhich associates to each u∈W k,p(RN) its vector–valued version
−→u defined by
−→u (xN) = u(·,xN) for all xN ∈R.
This result, which is well–known (see for example [1, Example 7.34] or [7, Ex-
ample 3, p.490] in the similar case of RN+), can be easily proved. Indeed the case
k = 1 follows by the general theory of vector–valued Sobolev functions (see [6, Ap-
pendix A]) and the extension of the generalized Leibnitz formula [8, Theorem 3, p.
303] to the duality product in Banach spaces and to 1≤ p< ∞. The general case then
follows by induction.
Furthermore, u
∣∣
∂RN+
= −→u (0) for any u ∈W k,p(RN) thanks to the identification
ofW k,p(RN−1)withW k,p(∂RN+). Actually, the equality u
∣∣
∂RN+
=−→u (0) is true for con-
tinuous functions and then by density in the entireW k,p(RN). HenceW k,ℓ,p(RN ,∂RN+)
is isomorphic by the same identification to its vectorial version
X k,ℓ,p = {(−→u ,v) ∈ X k,p×W ℓ,p(RN−1) : v=−→u (0)},
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endowed with the product norm
‖−→u ‖Xk,ℓ,p =
(
‖−→u ‖
p
Xk,p
+ ‖−→u (0)‖
p
W ℓ,p(RN−1)
)1/p
.
Consequently, to show (6) is equivalent to prove that
−→u σn,τn(0)→
−→u (0) inW ℓ,p(RN−1), (7)
where (σn)n, (τn)n will be chosen later. In order to prove (7) let us denote by ∗
′ and
∗′′ the convolution in RN−1 and in R, respectively.
Since u ∈W k,ℓ,p(RN ,∂RN+), then
−→u ∈ X k,ℓ,p and for all n set
−→u n = ρ
′
n ∗
′−→u .
Now Proposition 4.20 and Theorem 4.15 of [5] imply that for any ρ ′ ∈ C∞c (R
N−1),
any v ∈ Lp(RN−1) and any multi–index α = (α1, . . . ,αN−1)
Dα(ρ ′ ∗′ v) = (Dα ρ ′)∗′ v,
so that ρ ′ ∗′ v ∈W ℓ,p(RN−1) and
‖Dα(ρ ′ ∗′ v)‖p ≤ ‖D
α ρ ′‖1‖v‖p,
whenever |α| ≤ ℓ. Consequently, the linear operator v 7→ ρ ′ ∗′ v is bounded from
Lp(RN−1) intoW ℓ,p(RN−1).
The continuity of the embeddingsX k,p →֒W 1,p(R;Lp(RN−1)) →֒Cb(R;L
p(RN−1))
and the fact that −→u ∈ X k,p imply that −→u n ∈C(R;W
ℓ,p(RN−1)). Now −→u (0) = u
∣∣
∂RN+
is inW ℓ,p(RN−1) so that as n→ ∞
−→u n(0)→
−→u (0) inW ℓ,p(RN−1). (8)
Fubini’s theorem yields for a.e. x= (x′,xN) ∈ R
N that
um,n(x) =
∫
RN
ρ ′m(x
′− y′)ρ ′′n (xN − yN)u(y
′,yN)dy
′dyN
=
∫
R
ρ ′′n (xN− yN)
(
(ρ ′m ∗
′−→u )(x′)
)
(yN)dyN
=
(
ρ ′′n ∗
′′ (ρ ′m ∗
′−→u )(x′)
)
(xN).
Hence−→u m,n = ρ
′′
n ∗
′′ (ρ ′m ∗
′−→u ) = ρ ′′n ∗
′′−→u n. Since
−→u n ∈C(R;W
ℓ,p(RN−1) the trivial
extension to the vectorial case of well–known properties of regularization, that is of
[5, Proposition 4.2], yield that for m fixed −→u m,n →
−→u m in W
ℓ,p(RN−1) as n→ ∞,
uniformly on compact sets of R. Consequently,
−→u m,n(0)→
−→u m(0) as n→ ∞. (9)
Combining (8) with (9) for σn = 2n we get that
−→u 2n(0)→
−→u (0) inW ℓ,p(RN−1) and
that for any n there exists τn ≥ 2n, with (τn)n strictly increasing, such that
‖−→u 2n,τn(0)−
−→u 2n(0)‖W ℓ,p(RN−1) < 1/n.
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Thus,−→u 2n,τn(0)→
−→u (0) inW ℓ,p(RN−1), that is (7) holds. Finally this completes the
proof. ⊓⊔
Proof of Theorem 1. Let us start by fixing some usual notation. We set
Q= B1(R
N−1)× (−1,1), Q+ = Q∩R
N
+, Q0 = Q∩∂R
N
+.
Moreover we shall denote by u|Γi the restriction of u|Γ to Γi for i = 0,1. From the
assumption that Γ0∩Γ1 = /0 it follows that Γ0 and Γ1 are compact. Then, using the def-
inition ofCm regular open set, see Chapter 9 of [5], there are open subsets V1, . . . ,Vr,
Vr+1, . . . ,Vs in R
N such that
Γ0⊆
r⋃
j=1
V j, Γ1⊆
s⋃
j=r+1
V j, V j∩Γ1 = /0 if j= 1, . . . ,r, V j∩Γ0= /0 if j= r+1, . . . ,s,
and bijiective maps H j : Q→V j, j = 1, . . . ,s, such that
H j ∈C
m(Q), H−1j ∈C
m(V j), H j(Q+) =V j ∩Ω , H j(Q0) =V j ∩Γ0, j = 1, . . . ,r,
H j(Q0) =V j ∩Γ1, j = r+ 1, . . . ,s.
Moreover, from Lemma 9.3 of [5], see also [11, Theorem C.21] for a proof, there are
functions θ0, . . . ,θs ∈C
∞(RN) such that
0≤ θ j ≤ 1,
s
∑
j=0
θ j = 1 in R
N , θ0
∣∣
Ω
∈C∞c (Ω), suppθ j ⊂⊂V j for j = 1, . . . ,s.
Now let u ∈W k,ℓ,p(Ω ,Γ ). Since u ∈W k,p(Ω) and Ω is Cm regular we can extend it
to u˜ ∈W k,p(RN) by Theorem 4.26 of [1]. Put u j = θ ju˜ ∈W
k,p(RN), so that
u˜=
s
∑
j=0
u j in R
N , u|Γ0 =
r
∑
j=0
u j|Γ0
, u|Γ1 =
s
∑
j=r+1
u j |Γ1
,
suppu0 ⊂⊂Ω , suppu j ⊂⊂V j for j = 1, . . . ,s.
We shall show that each u j, j = 0, . . . ,s, can be approximated by elements of Y in
the W
k,ℓ,p
Γ0
(Ω ;Γ ) norm. For j = 0 there is nothing to prove since by Lemma 3.15
of [1] there is a sequence (ψ0n )n in C
∞
c (Ω) such that ψ
0
n → u0
∣∣
Ω
in W k,p(Ω) and
ψ0n |Γ = u0|Γ = 0 for all n. Indeed, ψ
0
n |Γ = 0 by [11, Theorem 15.29 p. 475] and
so u0|Γ = 0 by the continuity of the Trace Operator and the fact that ψ
0
n → u0
∣∣
Ω
inW k,p(Ω).
Fix now j = 1, . . . ,s. By Theorem 3.41 of [2] on the stability of Sobolev spaces
with respect to coordinate transformations the linear operator v 7→ v ·H j is bounded
fromW k,p(Ω) ontoW k,p(Ω), with bounded inverse. Hence u j ·H j ∈W
k,p(Q). More-
over, supp(u j ·H j) ⊂⊂ Q, since suppu j ⊂⊂ V j. Then Lemma 3.15 of [1] and Theo-
rem 5.29 of [2] yield that u j ·H j ∈W
k,p
0 (Q) and so its trivial extension v j = u˜ j ·H j to
the whole of RN belongs toW k,p(RN).
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By the definition of Sobolev spaces on Γ we have u˜ j ·H j
∣∣
∂RN+
∈W ℓ,p(RN−1).
Thus v j ∈W
k,ℓ,p(RN ;∂RN+). By Theorem 2 there exists a sequence
(ϕ j,n)n in W
k,ℓ,p(RN ,∂RN+)∩C
∞(RN)
such that ϕ j,n→ v j inW
k,ℓ,p(RN ;∂RN+) as n→∞ and suppϕ j,n⊆ suppv j+B1/n(R
N).
But suppv j⊂⊂Q so that there exists r j ∈ (0,1) such thatϕ j,n ∈C
∞
c (Q) and suppϕ j,n⊆
Br j(R
N−1)× [−r j,r j ] for n sufficiently large.
Let us now distinguish two cases: j ∈ {r+ 1, . . . ,s} and j ∈ {1, . . . ,r}. When
j ∈ {r+1, . . . ,s} we set ψ j,n = ϕ j,n ·H
−1
j ∈C
m
c (V j). An application of Theorem 3.41
of [2] yields that ψ j,n → u j inW
k,p(RN) as n→ ∞, while ψ j,n|Γ → u j |Γ inW
ℓ,p(Γ )
by the definition ofW ℓ,p(Γ ). But ψ j,n ∈W
k,ℓ,p
Γ0
(Ω ;Γ ), since in this case V j ∩Γ0 = /0.
Thus ψ j,n → u j inW
k,ℓ,p
Γ0
(Ω ;Γ ), as stated.
When j ∈ {1, . . . ,r} we do not know any longer that ϕ j,n ·H
−1
j vanishes on Γ0,
so that we need to conveniently modify ϕ j,n. To this aim we introduce a cut–off
function ξ ∈ C∞(R) such that ξ (0) = 1 and suppξ ⊆ [−r j,r j]. The linear operator
L :W k,p(RN−1)→W k,p(RN) defined by (Lw)(x) =w(x′)ξ (xN) for all w∈C
∞(RN−1)
is bounded and by density L is well defined in the entire W k,p(RN−1). Clearly, Lw
is of class C∞(RN) and Lw
∣∣
∂RN+
= w for all w ∈ C∞(RN−1), while Lw ∈ C∞c (R
N)
for all w ∈ C∞c (B1(R
N−1)). Set χ j,n = Lϕ j,n |∂RN+
, so that χ j,n|∂RN+
= ϕ j,n|∂RN+
and
moreover χ j,n|∂RN+
→ 0 inW ℓ,p(RN−1) and so inW k,p(RN−1), since k ≤ ℓ. The fact
that L is bounded implies that χ j,n → 0 in W
k,p(RN). Put ϕ˜ j,n = ϕ j,n− χ j,n. Then
ϕ˜ j,n ∈C
∞
c (R
N) for all n and ϕ˜ j,n→ v j inW
k,ℓ,p(RN ;∂RN+), supp ϕ˜ j,n⊂⊂Q and finally
ϕ˜ j,n = 0 on ∂R
N
+. Set ψ j,n = ϕ˜ j,n ·H
−1
j ∈ C
m
c (V j). Consequently, as in the previous
case, ψ j,n → w j inW
k,ℓ,p
Γ0
(Ω ;Γ ).
Lastly, the previous steps show that ψn = ∑
s
j=0 ψ j,n, which is in Y , converges to
u inW
k,ℓ,p
Γ0
(Ω ;Γ ). This completes the proof. ⊓⊔
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