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ABSTRACT
Greedy exemplar-based algorithms for inpainting face two main
problems, decision of filling-in order and selection of good exem-
plars from which the missing region is synthesized. We propose
an algorithm that tackle these problems with improvements in the
preservation of linear edges, and reduction of error propagation
compared to well-known algorithms from the literature. Our im-
provement in the filling-in order is based on a combination of
priority terms, previously defined by Criminisi, that better encour-
ages the early synthesis of linear structures. The second contribution
helps reducing the error propagation thanks to a better detection of
outliers from the candidate patches carried. This is obtained with a
new metric that incorporates the whole information of the candidate
patches. Moreover, our proposal has significant lower computational
load than most of the algorithms used for comparison in this paper.
Index Terms— exemplar, inpainting, coherence, priority
1. INTRODUCTION
The purpose of inpainting is to filling-in the missing part of an im-
age. Diffusion-based inpainting preserves the structure (i.e. lines
and object contours) by propagating the isophote (a line of equal lu-
minance) in the unknown region (see the seminal work [1] and the
overview in [2]). By construction, this approach achieves excellent
results when the missing region is small. In this paper, we focus on
filling-in larger regions1. This problem occurs when blocks of data
have been lost in transmission, or intentionally pruned for compres-
sion, or when an unwanted large object has to be removed. In this
context, the missing part contains both image structure and texture.
State-of-the-art methods are exemplar-based inpainting [3] and were
inspired by texture synthesis algorithms [4, 5, 6].
Exemplar-based inpainting fills the holes in an image by search-
ing similar information on the known region and simply copy it to
the unknown region [3] as is done in texture synthesis [5, 6]. The
previous premise is based on the fact that natural images contain re-
dundant or very similar information [7]. Greedy inpainting using
exemplars, also known as patches, consists of two major steps: se-
lect the patch to be filled, and propagate the texture and structure.
The former step selects patches with mostly linear structures by giv-
ing them higher priority. The latter is related to the selection of the
1This problem is also known as image completion
K-most similar patches from which the information is copied. These
two steps are iterated until the holes in the image are fully restored.
The contribution presented in this paper is twofold. We first
propose an improvement to the priority order proposed by [3]. More
precisely, [3] proposes a simple but efficient priority criterion based
on the isophote strength and on the angle between the isophotes and
the boundary (between the known and the unknown region). Dif-
ferent improvements have been proposed that can be classified with
respect to their complexity. For instance, [8, Chapter 6] proposes to
add a term that counts the number of known pixels which belongs to
an edge. Therefore an edge detection algorithm has to be added. [9]
proposes to solve the global inpainting optimization problem with
a message passing. To make the solution sequential, a scheduling
is proposed that requires the computation of many distances at the
initialization. More precisely, for each patch located at the boundary
between the known and the unknown region, the distance between
this patch and all known patches have to be computed. In [10], only
patches located in a neighborhood window are tested, in order to
reduce the number of distances to compute. However, the priority
term [10] still increases significantly the complexity of the priority
term computation. In this paper, we show that by better combining
the two priority terms proposed by [3], we get significantly improve-
ments in the structure propagation without any complexity increase.
Our second contribution concerns spatial coherence. Different
attempts have been proposed to increase the spatial coherence of
inpainted images. Some of them reduce the search of candidate
patches i.e. the patches from which the information is copied (spa-
tial neighborhood in [10] or parents of the spatial neighborhood [6]).
Other methods, impose that candidates for overlapping patches are
coherent either through an energy term [2] or through a graph that
represents the spatial connection between the underlying patches of
an image [9]. Interestingly, all these methods, when they select a
candidate patch, base their choice on partial data of the patch. More
precisely, only the pixels that correspond to the known pixels of the
patch to be filled in, are used. Instead, we propose a novel criterion
that takes into account all the pixels in the candidate patch. The idea
is to include the probability density function (pdf) of the patches to
the metric used for measuring the similarity. With this improvement
we are able to better detect outliers from the candidate patches and
therefore reduce the error propagation which commonly affects al-
gorithms based on exemplars.
The paper is organized as follows. In Sec. 2 the overall algorithm
is introduced. Detail explanation of the two major steps: filling order
978-1-4673-1026-0/12/$31.00 c©2012 IEEE
(a) (b) (c)
Fig. 1. Exemplar based inpainting. (a) Original image I with
the unknown region Ω, its contour δΩ, and the known region
Ω. (b) K patches Ψqi are found to synthesize the unknown
area of the patchΨp, with p ∈ δΩ. (c) Example of the imagi-
nary edge that helps the pdf computation for patches classified
as structures.
and propagation of textures-structures are described in Sec. 3 and
Sec. 4 respectively. Sec. 5 presents experimental results, and Sec. 6
concludes the paper.
2. DEFINITIONS AND OVERALL ALGORITHM
Throughout the paper, the function I define an image (1). Let pixel
denotes the pixel position of the image, whereas pixel value refers to
as the value taken by the image at this pixel. More precisely, a pixel
is mapped to a scalar (d = 1) for a gray level image and a vector
(d = 3) for a color image:
I : I −→ {0, ..., 255}d
p 7−→ Ip (1)
The image domain I contains missing regions, i.e. holes on the im-
age whose information is unknown. Define the unknown region as
Ω, and the known region as Ω. The two regions define a partition
of the whole image domain and are separated by a so called contour
δΩ (also known as the “fill front”), see Fig.1-(a). Our algorithm is
patch based, as it was first introduced in [5] for texture synthesis.
The patch Ψi is a square subregion of I centered at pixel i. In prac-
tice, the size of Ψi is decided to be slightly larger than the largest
distinguishable texture element. In our case, and for the remaining
of the paper, the size of the patches is 9× 9 pixels.
The algorithm aims to complete I by filling Ω with visually
plausible information taken from Ω. This task is carried out by it-
erating two main steps: decision of the filling order and selection
of suitable information to fill in the unknown part. More precisely,
the algorithm first selects the patch Ψp, with p ∈ δΩ, whose fill-
ing priority is maximum among the patches of the fill front. Notice
that Ψp contains a region already filled (known region) and a region
where there is no information (unknown region). Then, the K-most
similar patches Ψqi to Ψp are found, where i = 1, 2, . . . ,K and
Ψq ∈ Ω, Fig 1-(b). Finally, the Ψqi are linearly combined to pre-
dict the unknown region of Ψp. These steps are iterated until the
unknown region Ω is filled.
This two step approach (filling order and information propaga-
tion) has been originally proposed in [3]. By construction, the al-
gorithm is sequential. At each iteration n, the missing part of the
current processed patch is inferred. Formally, let P be the matrix
that selects the known pixels from the current patch Ψp. Let Ωn and
Ωn denote the known and unknows regions at iteration n, respec-
tively. The goal is to infer
f : {0, ..., 255}d×|Ψp∩Ωn| −→ {0, ..., 255}d×|Ψp|
x = PΨp 7−→ y (2)
In [3], the function f (2) is estimated with a 1-nearest neighbor (NN)
approach. Further improvements have been proposed which are
based on K-nearest neighbor (K-NN) search and Kernel smoothers
[11, Chapter 6]. A Gaussian Kernel is used in [12], a Kernel with
sparse constraint is used in [10], whereas the weights results from a
constrained least square optimization in [8, Chapter 6]. We do not
consider here the Kernel in [10], since it is well suited to the sparsity
filling order proposed in the same paper. Instead, we consider Ker-
nels that use Criminisi’s filling order and choose the one that give
the best results that is [8].
We now explain in detail the two main steps of the algorithm:
selection of filling order, and propagation of texture-structure.
3. FILLING ORDER
Previous works, [3, 8, 9], have shown that filling order is crucial
for exemplar-based algorithms. The most popular idea hitherto is to
propagate linear structures first and then textures, in such a way that
the formation of prominent peninsulas in the fill front are avoided.
In this Section, we introduce our definition of filling order that bet-
ter encourage the propagation of structures before the synthesis of
textures.
Given the patch Ψp for some p ∈ δΩ, Criminisi et al. [3] pro-
posed a priority for the filling order P (p) based on the product of
two terms
P (p) = C(p)D(p). (3)
The first term, C(p), is the confidence term and quantifies the belief
we have in the known information contained in Ψp. The second
term is the data term and it is a function of the strength of isophotes
hitting the front δΩ at each iteration, and it is the responsible of
encourage the propagation of linear structures. The terms are defined
as follows:
C(p) =
∑
q∈Ψp∩Ω C(q)
|Ψp| , D(p) =
|∇I⊥p · np|
α
(4)
where |Ψp| is the area of Ψp, α is a normalization factor (e.g.,
α = 255 for a typical gray-level image), and np is a unit vector
orthogonal to the front δΩ in the point p. The function C(·) is ini-
tialized with C(p) = 1, ∀p ∈ Ω and once a patch has been filled,
say Ψp, the confidence term of the filled pixels is set to the belief as-
sociated to the patch: C(q) = C(p),∀q ∈ Ψp ∩ Ω. Therefore, the
first term C(p) counts the ratio between the belief we have on the
current patch and the belief associated with a perfect known patch (a
known pixel has belief 1). The second term is defined on [0, 1], and
it increases with the norm of the gradient |∇Ip| (strong isophote)
and also if this isophote becomes more perpendicular to the contour.
Therefore, whenD(p)→ 1, the patch is very likely to have a strong
linear structure.
Although (3) tends to propagate linear structures, it often fails to
fully reconstruct the edges of natural images. Then, we propose to
amplify the data term in a nonlinear fashion by modifying (3) in the
following way:
Pˆ (p) = C(p) exp
(
D(p)
2σ2
)
. (5)
The rationale for this exponential amplification is that we seek for
a filling-order that promote the early propagation of strong struc-
tures. However we would like to keep the concentric filling order
when regions are smooth. The exponential in (5) reaches this com-
promise since it highly increases the influence of the data term when
D(p) → 1 (strong linear structures), whereas no amplification is
performed when D(p) → 0 (smooth region). Another rationale is
that the confidence term C(p) (4) decreases exponentially with the
distance between the current patch and the contour δΩ. Therefore, in
order to compensate for the high values ofC(p) near the contour, an
exponential amplification of data term D(p) (4) has to performed.
Finally, in order to be an amplification, the function f of the data
term has to satisfy f(D) ≥ D. The function exp
(
D(p)
2σ2
)
satisfy
this constraint.2
4. PROPAGATING TEXTURE AND STRUCTURE
Once the patch Ψp with maximum priority has been selected, the
next step is to synthesize its missing region Ψp∩Ω. This is achieved
by searching K similar patches Ψqi, where Ψqi ∈ Ω and i =
1, 2, . . . ,K, to the patch to be filled Ψp. Then, the unknown re-
gion of Ψp is filled with equivalent information extracted from the
K similar patches Ψqi, e.g. using a linear combination or simply
copy the information from the best match.
4.1. New metric for the selection of similar patches
The most popular way to chose K-similar patches is to select those
patches that minimize the sum of square distance (SSD) [3], formally
Ψqi = arg min
Ψq∈Ω
dSSD(PΨp, PΨq), (6)
where dSSD is the SSD distance and the matrix P extracts the known
region from the patch Ψp (pixels known or already filled). How-
ever as pointed out in [2], this criterion can select patches that are
visually different and the final result is not visually coherent. More-
over, dSSD(PΨp, PΨq) is a pixel-by-pixel metric constrained to
the region defined by P and it does not use the whole information
contained in Ψq.
We propose to replace dSSD in (6) by a more robust metric (7)
that uses a combination of SSD and the Hellinger distance in the
following way:
d(Ψp,Ψq) = dSSD(PΨp, PΨq)× dH(Ψp,Ψq), (7)
where dH stands for the Hellinger distance. The latter defines how
similar the pdfs of two patches are. The motivation for such a metric
is that with pdfs we can compare patches of different sizes and there-
fore include the whole information of the patch Ψq. Note that this
is not the case with dSSD since the computation is performed on the
known region defined by PΨq. The values taken by dH are between
[0, 1] and then, (7) can be seen as a weighted SSD.
Hellinger distance is defined as:
dH(Ψp,Ψq) =
√√√√1− N∑
i=1
√
ρp(i)ρq(i), (8)
2Note that other exponential functions exist, as D(p)n. But these func-
tions do not satisfy the above mentioned amplification property.
where ρp, ρq are the pdf of the patches Ψp, Ψq respectively. Those
pdfs are computed with the normalized histograms of the patches.
In total, N bins are used to compute the histograms (e.g. for color
images in RGB format, N/3 bins are used for each channel). The
normalization is given according to the number of elements of each
patch and the number of color dimensions.
In [2], a similar metric to (7) was proposed. However, the orig-
inality of our proposal is based on how the term ρp · ρq from (8) is
computed, and used to achieve two goals: reduction of error propa-
gation and increase the accuracy of the prediction. Moreover, we in-
troduce a distinction between texture and structure patches that dic-
tates the way in which the pdfs are computed. For textures patches
we are interested to include a coherence constraint in order to reduce
the error propagation, whereas with structures patches the pdfs are
computed in such a way to increase the accuracy of the prediction.
Patch classification: texture vs. structure
Let Ψp be the patch to be filled, and which has two well defined
regions, the known part PΨp and the unknown PΨp. In order to
decide if the patch is a texture or structure patch, we search for the
three biggest gradient vectors inside PΨp and average them. If the
magnitude of the average gradient vector is higher than a threshold
T the current patch Ψp is considered as structure patch, otherwise
as texture one. We now define how to compute ρp ·ρq depending on
the nature of the patch, i.e. texture or structure.
Hellinger distance for Structure patches
We need to compare the pdfs of patches that are defined on different
regions: known region for the current patch Ψp, whereas whole re-
gion for the candidate patches Ψq, taken from the dictionary. There-
fore, in order to be comparable3, we need to infer the pdf of the
current patch Ψp on the whole region. To do so, we need to review
what a structure patch is.
A structure patch has gradient vectors with big magnitude that
might indicate the presence of an edge, or in other words, two re-
gions that contrast in colors. Our idea is to divide the current patch
Ψp in two regions r1 and r2, such that pixels in the same region
have similar colors, see Fig. 1-(c). For simplicity and also because
the patches are rather small (9 × 9 is a current patch size), we as-
sume that the boundary between the two regions is linear. In order
to construct this linear edge across Ψp, we first compute the average
vector of the three biggest gradient vectors4 of PΨp. Then, the edge
is the line defined by the average vector and xc, the center of the
three pixels with biggest gradient vector.
The pdf of the current patch Ψp inferred on the whole domain
can not be computed. Let R be the matrix that extracts the informa-
tion contained in r1 and R for r2. Then, the pdf of Ψp is computed
as
ρp =
|RΨp|
|Ψp| ρp1 +
|RΨp|
|Ψp| ρp2, (9)
where:
ρp1 =
H(PΨp ∩RΨp)
|PΨp ∩RΨp| , ρp2 =
H(PΨp ∩RΨp)
|PΨp ∩RΨp|
.
As for the candidate patch Ψq, since the patch is known on the
3Note that the usual way to make the patches comparable, is to restrict the
computation to the known region. But this is exactly what we want to avoid.
4For the sake of brevity, we refer to the gradient vector with biggest mag-
nitude value as the biggest gradient vector.
whole region, the pdf is the usual one. Formally,
ρq =
H(Ψq)
|Ψq| . (10)
Finally, the combined metric (7) contains the Hellinger distance
between the histograms (9) and (10). Therefore, patches selected
with (7) are more coherent with the current patch since it ensures
that even on the unknown region, the candidate patch is similar to
the current patch. The rationale to reinforce the coherence as shown
above is to reduce the error propagation observed in many exemplar-
based inpainting algorithms.
Hellinger distance for Texture patches
Texture patches are rather smooth and there is no need to separate
the patch into two regions. The pdf computation for a texture patch
is as follows. Therefore, computations of the histograms of PΨp
(on known region) and Ψq (on the whole region) might sufficient.
However, since the known regions of Ψp and Ψq are already com-
pared in the SSD, a way to enforce coherence is to favor patches Ψq
whose region PΨq (in the unknown area of Ψp) is similar to PΨp.
Formally, given the patch Ψp, the pdf of Ψp is computed as:
ρp =
H(PΨp)
|PΨp| , (11)
where H is a function that computes the histogram, and | · | is the
area of PΨp. As for the candidate patch Ψq, where Ψq ∈ Ω, we
define
ρq =
H(PΨq)
|PΨq|
. (12)
Finally, the combined metric (7) can be seen as a weighted SSD
distance that is biased toward patches Ψq which are coherent. Here
again, the goal is to avoid the error propagation phenomenon ob-
served in many exemplar-based inpainting algorithms.
4.2. Synthesis
Once the K nearest patches Ψqi are found either using the texture
or structure definition, we use a linear combination of the patches to
finally obtain the prediction of the missing pixels:
PΨp =
K∑
i=1
ωiPΨqi .
As in [8], the coefficients ~ω are obtained by solving
min
~ω
‖
K∑
i=1
ωiPΨqi − PΨp ‖2 s.t.
K∑
i=1
ωi = 1. (13)
The optimization problem given in (13) can be solved in the
same fashion as applied in local linear embedding (LLE) for
data dimensionality reduction. In our case, the Gram matrix is
G = (PΨp1 − X)T (PΨp1 − X), where X is a matrix with
columns {PΨq1, PΨq2, · · · , PΨqK} and 1 is a column vector of
ones. Then it has a close form solution
~ω =
G−11
1TG−11
.
5. EXPERIMENTS AND COMPARISONS
In this Section, we present simulation results of our algorithm on
natural images, and comparisons with other popular algorithms from
the literature. We also show empirical evidence of the advantages
conveyed by the ideas proposed in this work i.e. improved filling
order and spatial coherence.
Fig. 2 is a summary of inpainted images using different methods
considering that the light green region shown in (a) is the miss-
ing information. We compare our proposal with three other patch
based inpainting algorithms. (b) is the seminal proposal of [3]
in which the filling order is decided with (3) and the synthesis is
achieved by copying the information from the most similar patch
only. Turkan [8], (c), uses edge detection to augment the priority
defined in [3] and the synthesis is produced by a linear combina-
tion of patches. Recently, Adobe Photoshop has introduced a tool
called PatchMatch [13] to inpaint missing regions on images. The
inpainted results of this tool is reported in (d). Finally, the last
three columns are our results. (e) is the result of the algorithm as
exactly described in this paper. In (f), we explore a different metric,
structural similarity index (SSIM) [14] that is more consistent with
human eye perception than SSD. Therefore, SSIM replaces SSD
for the selection of the most similar patches. As for the weight
computation in the synthesis step, SSIM cannot be used directly by
LLE, since LLE directly refers to euclidean distances. Therefore
in (f), the K-most similar patches were selected with SSIM and
then, their SSD were used to compute the weights in the synthesis.
In order to involve only the SSIM in the weight computation, we
decide to change LLE by nonlocal means (NLM) [12]. This result is
shown in column (g). The first row corresponds to a block erasure
scenario5. In this context, the ground truth is known, which allows
to compute a PSNR value after reconstruction of the missing part.
In all the other rows, an unwanted large object has to be removed
and therefore no PSNR can be computed.
The strongest characteristic of our algorithm is to stop the er-
ror propagation that highly affect patch-based algorithms. This is
more evident in the block erasure scenario, shown in the first row
of Fig. 2, in which our algorithm outperforms other proposals by at
least 12 dB.
In general our proposal provides a better completeness of linear
edges and a more natural look of the missing region. For example
in the Bungee jumping image where the man is complety erased, [3]
and PatchMatch [13] fail to complete the roof of the shelter. Instead,
our result not only completes the edge but also provides more vi-
sually pleasant images than [8]. Visual coherence is only achieved
with our proposal for the Soldier image. In this case, the horizontal
edge between the grass and the wall on the left part is not linearly
propagated by our algorithm because there is a stronger edge on the
right part (black plastic bag and grass) that is filled in first. The im-
age Bench was the toughest for all the algorithms, but our proposal
is the only one to complete more naturally the edges of the bench. In
the Jaguar image, our result is the only one which fully completes
the tree branch and eliminates the propagation of errors in the left-
upper region of the branch.
SSIM metric is promising since it estimates perceived errors, a
characteristic that matters in inpainting. However, SSIM is applied
5This problem occurs when blocks of data have been lost in transmission,
or intentionally pruned for compression.
Bungee jumping
16.5 dB 16.3 dB 17.5 dB 30.3 dB 30.2 dB 30.9 dB
Soldier
Bench
Jaguar
(a) Missing part (b) Criminisi [3] (c) Turkan [8] (d) PatchMatch [13] (e) Ours SSD (f) Ours SSIM (g) Ours SSIM-NLM
Fig. 2. Comparison of inpainted images obtained with our proposals, (e)-(g), and popular algorithms from literature. In
columns, (a) Light green color represents the missing region. (b) Algorithm proposed in [3]. (c) Inpainted images obtained
with [8]. (d) Resulting images after inpainting with PatchMatch tool [13] from Adobe Photoshop.
only on luminance value and therefore faces problems of color mis-
match. This can be notice in (g) of Fig. 2-Soldier, where SSIM
chooses patches with similar structure but different color for the
wall. The same problem is shown in Soldier-(f) but reduced, be-
cause, in this case, SSIM is combined with SSD.
We introduced two novel ideas to improve the performance of
exemplar-based inpainting. First, a modified priority for the filling
order has been introduced in order to better reproduce the edges in
the missing part. Second, a novel way to select the candidate patches
has been proposed in order to reduce the propagation of errors in the
inpainted image. We now focus on the former one. Fig. 3 shows the
filling order used by [3] and our algorithm. We represent the filling
order with a gray scale of colors. The darker patches correspond to
places that are filled-in first. Unlike [3], our proposal better encour-
ages the early propagation of linear structures without disturbing the
concentric filling order in regions that are smooth. This trade-off be-
tween synthesis of structure-textures is important to obtain good per-
formance. Since our proposal of filling order is based on increasing
the influence of the data term D(p), one might think that the filling
order which first propagates structures only, would produce better
results. However allowing the structures or edges to fully drive the
inpainting process is not efficient, because it causes the formation of
peninsulas in the fill front, as observed in [3].
Our second contribution aims to reduce the error propagation
(a) Criminisi [3] (b) Our proposal
Fig. 3. Filling order for the “Bungee jumping”. Darker
patches are regions that are inpainted first.
(a) Location of the patch
(b) Patch to be filled.
(c) dSSD
(d) Our metric
1 2 3 4 5
Fig. 4. Our metric produces better selection of candidate
patches than dSSD. (a) The red square show the location to be
filled. (b) Light green color is the region to be filled. (c) From
left-to-right the five most similar patches to (b) chosen with
dSSD. (d) Five most similar patches chosen with our metric.
generated by the presence of outliers in the candidate patches when
dSSD is used to select those patches. We propose a more robust
metric (7) that account the whole information from the candidate
patches. In Fig. 4 we show how our metric can better distinguish the
outliers patches over the popular dSSD . We notice that patches cho-
sen with dSSD contain artifacts that are not well suited for the neigh-
borhood whereas our metric selects more visually pleasant patches.
6. CONCLUSION
We proposed an inpainting algorithm that produces better complete-
ness of linear edges and reduces the error propagation problem. The
empirical results on natural images show better performance than
well-known greedy algorithms, and better or similar performance
than highly complex algorithms that need to inpaint the full miss-
ing part several times until convergence. Instead, our algorithm only
needs to inpaint the missing region once and therefore the complex-
ity load is lower. Moreover, the improvement in the filling-in order
does not increment the complexity. In this proposal, we used cross-
validation to compute the threshold T which distinguishes texture
from structure patches, and the variance σ2 that controls the amplifi-
cation of the data term. An open problem is an easy way to tune the
parameters or even avoid them. Further work includes improving the
classification of the patches and the inpainting adapted to each class,
in order to obtain a less parametric technique.
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