This paper presents BSR-parallel O ( N ) 
Introduction
This paper describes BSR (Broadcasting with Selective Reduction) solutions to three geometrical problems : point location, convex hull and smallest enclosed rectangle. These problems are not only central to practical applications, but are also a vehicle for the solution of a number of apparently unrelated questions arising in computational geometry. Point location is one of the classical problems in computational geometry and has various applications of practical relevance, for example, in the areas of geographic information systems (GIS) or computer-aided design and engineering (CADKAE). The problem is well studied in computational geometry literature and several theoretically optimal algorithms have been proposed [21, 14, 15, 8, 31 . The computation of the convex hull of a finite set of points, particularly in the plane, has been studied extensively [21, 141 and has applications, for example, in pattern recognition [5, 71, image processing [22] and stock cutting and allocation [ 10, 24, 111. The concept of convex hull of a set of points S is natural and easy to understand. By definition, it is the smallest convex set containing S.
Intuitively, if S consists of a finite set of points in the plane, imagine surrounding the set by a large, stretched rubber band; when the band is released it will assume the shape of the convex hull. One BSR solution of this problem has been described in [2] . The smallest enclosing rectangle problem is an extension of the convex hull problem [ l l , 131. Thus, this problem has applications in pattern recognition, image processing and stock cutting and allocation. The concept of smallest enclosing rectangle of a set of points S is natural and easy to understand. By definition, it is the smallest set containing S which is a rectangle.
The Parallel Random Access Machine (PRAM) is undoubtedly the most popular model of parallel computation [ 1, 121. The model consists of a number of processors sharing a common memory. The processors solve a computational problem in parallel by executing the steps of an algorithm simultaneously. The shared memory stores data and results, and also serves as the communication medium for the processors. An interconnection unit (IU) allows the processors to gain access to the memory locations for the purpose of reading or writing. The model is further specified by defining the mode of memory access. Three variants are most commonly used. In the Exclusive-Read Exclusive-Write (EREW) PRAM, no two processors can gain access to the same memory location simultaneously whether for reading or for writing. The Concurrent-Read Exclusive-Write (CREW) PRAM allows more than one processor to read from, but not write into, the same memory location at the same time. Finally, in the Concurrent-Read Concurrent-Write (CRCW) PRAM it is possible for several processors to gain access to the same memory location either for the purpose of reading or for the purpose of writing. (Note that the fourth logical variant, the Exclusive-Read Concurrent-Write PRAM, has a very restricted range of applications [ 13) .
Broadcasting with Selective Reduction (BSR) introduced in (21 and widely used in [ 16, 18, 19, 20, 23 , 251 is an extension of the EREW PRAM, permitting an additional form of concurrent access of shared memory, namely the BROADCAST instruction.
The BROADCAST instruction allows all processors to simultaneously write to all shared memory locations. Each processor produces a tag and a datum, according to expressions given in the BROADCAST statement. Each shared variable, having been previously assigned a selection operation, g , selects among the incoming data by examining the accompanying tag values, and testing the condition tag g limit. The limit parameter must be set up before the BROADCAST, and is (potentially) unique for each shared variable. For all tags satisfying this condition, the accompanying data are "accepted" by the shared variable, and combined under the reduction operation %. The BROADCAST instruction executes in one cycle, just as any shared memory access.
Notation for the BROADCAST
A mathematical notation is employed to describe the BROADCAST instruction. When the ranges of the variables are understood, this can be .abbreviated as :
The above notation can be interpreted as follows. For each memory location zj (with an associated limit value I j ) , the operation (tiolj) is tested over all broadcast pairs ti&.
In every case for which ti satisfies the proposition, di is "accepted" by location z j . The set of all data accepted by xj is reduced to a single value by means of the binary associative operation 8, and stored in shared variable xj. If no data are accepted by a given memory location, then the value of that shared variable is not affected, then xj is assigned the value of that datum. It is important to note that on an N processors, M memory locations BSR model,
the above BROADCAST instruction takes O ( T ( N , M ) )
time. In the other hand, on a CRCW PRAM with the same number of processors and memory locations we do not know how to perform the same computations in less than
This paper presents constant time solutions for the three problems. Algorithms use the BSR with multi-criteria introduced by Akl and Stojmenovic in [4] . In this model, these algorithms use either a linear (the point location algorithm) or a quadratic (convex hull and smallest enclosing algorithms) number of processors.
Section 2 presents the point location problem and its BSR solution. The convex hull problem is presented in the section 3 and the section 4 presents the smallest enclosing rectangle problem. The conclusion ends the paper.
The point location problem

Statement of the problem
The point location problem can be described as follows : given a query point z, we want to determine whether it lies in a region R [21] . Here, we consider the version where z is a planar point and R is a simple polygon. In addition, we can extend our work to answer m queries : given m points and simple polygon, determine which points are in the polygon. One point can be located in a simple polygon R in constant time and m points can be located in a simple polygon R in O(m) on BSR model.
The BSR solution of the point location problem
Consider the horizontal line 2 passing through z. If 1 does not intersect R, then z is external. So, assume that Z intersects R and consider firstly the case of 1 not going through any vertex of R. Let 
Step 2 : X i is equal to 1 $the ZX-coordinate of the point to be located is less than RXi-1 and greater than R X i . 
Step 4 : In this step we compute the Y-coordinates of all points which are at the left of the point to be located.
F o r o < i 5 N :
Step 5 : ,C contains the number of Y,'s which are a positive.
F o r O < i < l , O < i ' S N :
Step 6 : D is equal to TRUE ifC is odd, D is equal to FALSE otherwise.
The convex hull problem
Statement of the problem
The concept of convex hull of a set of points S is natural and easy to understand. By definition, it is the smallest convex set containing S. Intuitively, if S consists of a finite set of points in the plane, imagine surrounding the set by a large, stretched rubber band ; when the band is released it will assume the shape of the convex hull. An example of convex hull is described in Figure 1. Step 2 : Ei is equal to I means that the i-th point of S is not in the convex hull.
The BSR solution of the convex hull problem
Step 3 : This step is similar to the step 1 but here inequalities are strict. be slope of be straight line
ENDIF
Step 5 
Step 
Step 8 : Mi is equal to I ifthe point P i is in the convex hull. For 0 < i 5 N' :
Step 9 : Ni contains indices which will be used in the next step.
Step 10 : Xch and Ych contain the coordinates of the points of the convex hull.
For 0 < i. it < N' :
4 The smallest enclosing rectangle problem
Statement of the problem
It is well known [ l l , 131 that the smallest enclosing rectangle of a set of N planar points has at least one side that is an extension of an edge of the convex hull. Hence, the smallest enclosing rectangle may be found by first computing the convex hull; then determining for each convex hull edge, the smallest enclosing rectangle that has one side which is an extension of this edge; and finally determining the smallest of these rectangles (see Figure 1 ).
The BSR solution of the smallest enclosing rectangle problem
First, we suppose that the whole plane has rectangular axes namely x-axis and y-axis (figure 1). We also suppose that th convex hull has been computed and that it has is the number of points) and the third one uses 0 ( N l 2 ) processors because of the computation of the convex hull to solve the smallest enclosing rectangle problem. These results suggest that many other geometrical problems can be solved in constant time on the BSR model.
