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Abstract—We introduce a new topological concept called k-
partite protein cliques to study protein interaction (PPI) networks.
In particular, we examine functional coherence of proteins in k-
partite protein cliques. A k-partite protein clique is a k-partite
maximal clique comprising two or more nonoverlapping protein
subsets between any two of which full interactions are exhibited.
In the detection of PPI’s k-partite maximal cliques, we propose
to transform PPI networks into induced K-partite graphs with
proteins as vertices where edges only exist among the graph’s
partites. Then, we present a k-partite maximal clique mining
(MaCMik) algorithm to enumerate k-partite maximal cliques
from K-partite graphs. Our MaCMik algorithm is applied to a
yeast PPI network. We observe that there does exist interesting
and unusually high functional coherence in k-partite protein
cliques—most proteins in k-partite protein cliques, especially
those in the same partites, share the same functions. Therefore,
the idea of k-partite protein cliques suggests a novel approach to
characterizing PPI networks, and may help function prediction
for unknown proteins.
Keywords-k-Partite Protein Cliques, K-partite Graphs, Protein
Functional Coherence
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1. Introduction
As complete genome sequence data of many organisms
become widely available, one of the key challenges in post-
genomic biology is to understand and predict protein functions
at the proteomic scale. Different approaches can be taken
to deal with this challenge. The classical way is to predict
protein functions with the help of sequence similarity [1], gene
fusion [2], phylogenetic profile [3], patterns of gene expression
[4], or phenotype data [5]. More recently, various endeavors
have been taken to predict protein functions from protein
interaction (PPI) networks by using connectivity methods [6]–
[8], probabilistic models [9], or clustering methods based on
functional distance [10] and functional flow [11].
To assist function prediction of proteins based on PPI
networks, it is vital and helpful to inspect the topology of
protein groups with the similar/same functions, i.e. to find
biologically relevant functional groups of proteins in PPI
networks with high functional coherence [12]. In protein
interaction networks, one of important observations is that
a protein’s direct neighbors may more likely share similar
functions with itself [7], [8] than distant neighbors. With
this observation, most of conventional approaches [6]–[10]
predicted protein functions from protein interaction networks.
Several works also tried to detect protein cliques [13], [14] or
dense subgraphs [15] to characterize PPI networks by utilizing
this observation.
Recently, Chua et al. [6] had a finding that a protein’s
indirect neighbors have substantial function similarity with
itself. In their statistical analysis, 22.7% yeast proteins exclu-
sively shared the functions of their indirect/Level-2 neighbors
(proteins which shared at least one proteins with the target
proteins), while only 1.6% yeast proteins exclusively had the
similar functions to their Level-1 neighbors (the interacting
partners of the target proteins) [6]. Thus, the topology of those
proteins and their indirect neighbors can help understanding
of protein interaction networks, and can further improve
prediction performance of protein functions [6]. However,
their topology has not been well described in a general PPI
network. In this work, we propose to transform a protein
interaction network into a K-partite graph. Then we develop
a mining algorithm for the constructed K-partite graph to
study functional coherence in its k-partite maximal cliques,
including maximal bicliques/tricliques/quadricliques. These k-
partite maximal cliques, specially termed as k-partite protein
cliques, are subgraphs of a K-partite graph with full interac-
tions between pairs of those k partites. Those k-partite protein
cliques can show nice topological patterns of both protein’s
direct and indirect neighbors. It is clear that k-partite maximal
cliques also embody the dense graphs [15] or clique/quasi-
clique patterns [13], [14], [16], which are mostly employed
functional information from proteins’ direct neighbors. Thus,
k-partite protein cliques are favorable topological descriptors
of protein interaction networks to those dense graphs.
In fact, the biclique topology concept of protein inter-
actions can be supported by the bipartite subgraph idea
[17] and the lock-and-key model [18], which are inferred
from complementary domain interactions. An example of
such biclique is about those interactions between proteins
containing the classical SH3 domain and the proline-rich
peptides (http://en.wikipedia.org/wiki/SH3 domain). Meanwhile,
bipartite subgraphs were also applied to the BPM (between-
pathway model) motif problems [19]. Protein triclique topo-
logical structure has been also studied before, for example, the
tripartite complexes, such as CASK participated CASK-Velis-
Mint 1 complex and CASK-Velis-Caskin 1 complex [20], and
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gH-gL-gQ complex and gH-gL-gO complex [21].
In this work, K-partite graphs are graphs extendable from
bipartite graphs, as K-partite graphs just comprise two or more
partites. In a K-partite graph, like bipartites, each partite rep-
resents a set of nodes of the same kind, and the edges between
different partites indicate a certain relationship between those
partites. K-partite graphs outweigh the traditional homoge-
neous graphs in many applications due to that the real-world
data usually involves multiple attributes or multiple types of
objects and their relationship, such as different functions in
protein interaction networks. Thus, K-partite graphs provide an
approximate proximity of the real-world heterogeneous data,
further resulting in valuable applications in Web mining and
business. However, mining k-partite maximal cliques from K-
partite graphs is at least as hard as NP-hard edge biclique
problem, i.e. the problem of finding a maximal weight biclique
from an edge weighted graph [22]. Several noteworthy efforts
have been previously taken to obtain useful patterns from K-
partite graphs, including biclique model [23], quasi-biclique
[24], CLICKS [25], star-structure model [26], iterative propa-
gation model [27] and hidden structure model [28]. However,
unlike the research results on bipartite graphs, those efforts
did not suggest an efficient solution because the problems of
k-partite graphs are more complex than those of bipartites.
In this work, we design a k-partite Maximal Clique Mining
(MaCMik) algorithm by using a divide-and-conquer strat-
egy and a consensus technique; the consensus technique is
employed to handle the conflict when partites of k-partite
maximal cliques are produced. We apply MaCMik algorithm
to the K-partite graph of a yeast protein interaction network
to detect interesting topological patterns of k-partite protein
cliques, such as maximal bicliques, maximal tricliques and
maximal quadricliques. These topological patterns of k-partite
protein cliques, in particular the partites in k-partite protein
cliques, possess high protein functional coherence. We believe
that these results can suggest a novel way to understand protein
interaction networks and to help reliable prediction of protein
functions.
2. K-partite Graphs and k-partite Maximal
Clique Subgraphs: A Definition
Similar to definitions for bipartite graphs [23], [24], a K-
partite graph is denoted by G = 〈{Vi, Eij |i, j = 1, ...,K, i 6=
j}〉, where Vi (a partite) is a set of vertices, Eij ⊆ Vi × Vj
is a set of edges between Vi and Vj , and K is the number of
partites of this graph. This definition is similar to that of [25].
Please note that a K-partite graph may contain many k-partite
graphs, 2 ≤ k ≤ K.
A k-partite graph G = 〈{Vi, Eij |i, j = 1, ..., k, i 6= j}〉 is
a k-partite clique if and only if each Eij = Vi × Vj . We also
denote it simply as G = 〈{Vi|i = 1, ..., k}〉 by omitting the
edges. When k = 3 or k = 4, G is specially called a triclique or
a quadriclique. In the extreme case of k = 2, k-partite cliques
are exactly bicliques. We also say k-partite cliques to be rank-
higher than (k-1)-partite cliques. For example, quadricliques
is rank-higher than tricliques.
Supposed that G′ is a k-partite clique of G, G′ is a k-partite
maximal clique of G if and only if for any proper k-partite
clique G′′ of G, G′ ⊆ G′′ is false. The definition of k-partite
maximal cliques implies that, in a k-partite graph, every k-
partite clique is an element or covered by an element in the
set of k-partite maximal cliques of the k-partite graphs.
These k-partite clique definitions show that k-partite cliques
have stringent all-versus-all connection between pairs of par-
tites. Actually, the all-versus-all connection constraint can be
relaxed to define k-partite quasi-cliques by a way similar to
defining quasi-bicliques in [24]. k-partite quasi-cliques can be
used to tolerate noise data. However, this work is focused on
the problem of how to mine k-partite maximal cliques.
3. Mining k-partite Maximal Cliques from a
Protein Interaction Network
In protein interaction networks, each protein is considered
as a vertex, and each interaction as an edge. The direct and
indirect neighbors of a protein are included but not well
characterized in functional aspect of proteins. To well show
the functional topology of those proteins and their neighbor
proteins, we detect k-partite maximal cliques from protein
interaction networks. Our method consists of three steps: (i)
constructing the K-partite graph from a protein interaction
network; (ii) designing algorithm to mine k-partite maximal
cliques; (iii) detecting k-partite maximal cliques from K-partite
graphs of real-life protein interaction networks.
3.1. Constructing the K-partite Graph from Protein
Interaction Networks
Given a protein interaction network g, let its maximal size
of the maximal cliques be p, then many induced K-partite
graphs G can be constructed with not least than p partites.
In this work, we only consider the K-partite graphs with a
minimum size of partites. It is clear that the minimum size
of partites in G is p. Even so, the time complexity to obtain
such graphs is O(Np) where N is the number of vertices
in g. However, the best induced K-partite graph should be
most condense with the least partites. That is, the topological
patterns should be involved in as less partites as possible. Our
heuristic to construct these graphs is that proteins with more
partners and the partites with more proteins are considered
first. Specifically, we transform a protein interaction network
g into a K-partite graph by using the following processes:
i. calculate the degree number (the number of interacting
partners in g) for each protein PP , and rank proteins
based on their degree;
ii. produce p empty partites;
iii. add a protein PP with the highest degree into the
corresponding partite i if and only if (a) PP has no
interaction with any proteins of partite i and (b) partite i
has the most proteins among those partites satisfying (a);
iv. remove PP ;
v. repeat (iii) and (iv) until every protein is in a partite.
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3.2. k-partite Maximal Clique Mining (MaCMik)
Algorithm
To design the algorithm for mining k-partite maximal
cliques from the induced K-partite graph of PPI networks,
we first examine a relationship of k-partite maximal cliques
G(k) and its (k-1)-partite cliques G′(k-1). By definition, any
(k-1)-partite subgraph G(k-1) of G(k) is a k-partite clique
G′(k-1). That is, G′(k-1) ⊆ G(k) where each Vi in G′(k-1)
⊆ Vi in G(k). Thus, if G′(k-1) does not exist, G(k) does not
exist either; there is no need to produce rank-higher k-partite
maximal cliques than G′(k-1). This observation can be used to
prune useless candidates when producing rank-high k-partite
maximal cliques.
In addition, according to the implication of k-partite maxi-
mal cliques in Section 2, every k-partite cliques G′(k-1) ⊆ G(k-
1), where G(k-1) are the corresponding (k-1)-partite maximal
cliques. Therefore, the straightforward method to detect k-
partite maximal cliques is to assemble (k-1)-partite maximal
cliques with the kth-partite, and (k-1)-partite maximal cliques
can obtained in the similar way. That is, we can employ
a divide-and-conquer strategy to produce k-partite maximal
cliques as follows:
(i) obtain (k-1)-partite maximal cliques from (k-1)-partite
graphs of the first (k-1) partites.
(ii) detect maximal bicliques from bipartite graphs consisting
of the kth-partite and each partite of other (k-1)-partites
(iii) merge those maximal bicliques and (k-1)-partite maximal
cliques together to obtain k-partite maximal cliques.
The way to obtain (k-1)-partite maximal cliques is similar
to the above process for k-partite maximal cliques. This is
a recursive process until (k-ki)-partite graphs, where ki is the
recursive times, are bipartite graphs. Maximal bicliques can be
detected from bipartite graphs by LCM-MBC algorithm [23].
Thus, there are two vital components in the above process:
detecting maximal bicliques and merging maximal bicliques
with (k-1)-partite maximal cliques.
3.2.1. Detecting Maximal Bicliques: Given a bipartite graph
G = 〈V1, V2, E12〉, the LCM-MBC algorithm needs two
parameters, p and q, to control the minimum number of
vertices in each side of maximal bicliques. This constraint
is to avoid producing small and meaningless bicliques. When
detecting k-partite maximal cliques, the constraint of minimum
size is much more complex. More importantly, in k-partite
graphs with k ≥ 3, even if each partite in a k-partite clique
has 1 vertex, this k-partite clique is interesting due to that it is
a clique in a general graph. Thus, both q and p are set to 1 here
for LCM-MBC. That is, all maximal bicliques are produced
by LCM-MBC.
3.2.2. Merging Maximal Bicliques with (k-1)-partite Max-
imal Cliques: When merging maximal bicliques with (k-
1)-partite maximal cliques, there may be a conflict between
different partitions of partites which are both in maximal
bicliques and in (k-1)-partite maximal cliques. For example,
given a tripartite graph G = 〈V1, V2, V3, E12, E13, E23〉, a
set of maximal bicliques between V1 and V2 or between V1
and V3 can be obtained from E12 or E13. But the partitions
on V1 by E12 and by E13 may be partially different, and
this is a conflict. In this work, consensus strategy is used
to handle the conflict. That is, only the common vertices
in the conflict partites between (k-1)-partite maximal cliques
and maximal bicliques will be considered in higher k-partite
maximal cliques.
In detail, in k-partite graphs G, supposed that G′ = 〈{V ′i |i =
1, ...,k-1}〉 is its corresponding (k-1)-partite maximal cliques
without the kth partite. To get k-partite maximal clique G, the
kth partite is merged into G′ in the following way. Firstly, for
partite i in k-partite graphs, i = 1, ...,k-1, maximal bicliques
G(ik)b can be obtained from the bipartite graph consisting of
partite i and partite k, and Vi and Vki are vertex sets of G(ik)b
for partite i and partite k. To handle the difference of Vkis, i =
1, ...,k-1, the consensus strategy is used first time. That is, the
common vertex set of different Vkis, V
c
k =
⋂k−1
i=1 Vki , will be
used as the kth partite of G. Secondly, for partite i in G′, the
vertex partition in V ′i and Vi may not equal to each other
completely. To handle such difference, the consensus strategy
is used again. That is, the common vertex set in partite i of
G(ik)b and of G′, V ci = V ′i ∩ Vi, i = 1, ...,k-1, will replace
the vertex set of partite i in G′. Finally, G can be produced by
the assembly of corresponding V ci s and V
c
k . If any of Vj in G
is empty, j = 1, ..., k, G does not exist; that is, there is no k-
partite maximal cliques for k-partite graphs G. Without doubt,
there are some redundant k-partite maximal cliques needing to
be removed. However, this method can produce all k-partite
maximal cliques in a lossless way.
The pseudo code of our MaCMik algorithm to mine the
k-partite maximal cliques is shown in Algorithm 1.
3.3. Detecting k-partite Maximal Cliques from
Protein Interaction Networks
We apply the MaCMik algorithm to the induced K-partite
graphs of protein interaction networks to detect k-partite
maximal cliques. As the time complexity and space complexity
are too high to obtain higher k-partite cliques, in this work,
we consider only maximal bicliques, maximal tricliques and
maximal quadricliques of protein interaction networks.
4. Functional Coherence in k-partite Protein
Cliques of a Yeast PPI Network
The dataset under our test and evaluation is the DIP yeast
protein interaction network (the December 2, 2007 release).
This protein network contains 4,928 proteins and 17,201 non
self-interactions. This network was transformed into a 10-
partite graph G. Our MaCMik algorithm was then applied and
detected 40,627 maximal tricliques and 54,570 quadricliques
together with 7,908 maximal bicliques from G. We further
studied the functional coherence of proteins in these biclique,
triclique and quadriclique patterns. (Bicliques with less than
3 proteins were excluded from our analysis due to that they
were more likely noise patterns.)
In the examination of protein functional coherence, we
made use of a functional annotation scheme, the most recent
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Algorithm 1 k-partite Maximal Cliques Mining (MaCMik)
Algorithm
Require: PPI network g
1: convert g into a K-partite graph G where K is the maximal
size of cliques in g.
2: use LCM-MBC to mine maximal bicliques G(ij)b for any
pair of partites in G
3: for all k from 3 to K do
4: for all k-partite graph Gk in G do
5: assume that G(k-1)=〈{V ′i |i = 1, ...,k-1}〉 are (k-1)-
partite maximal cliques of the (k-1)-partite graph with
the first (k-1) partites of Gk
6: assume that G(ik)b are maximal bicliques from bi-
partite graphs consisting of the kth-partite and the
ith-partite of Gk, i = 1, ...,k-1
7: find the common vertex set of the kth-partite of Gk,
V ck =
⋂k−1
i=1 Vki where Vki are the vertices of the kth-
partite involved in G(ik)b
8: if V ck is empty then
9: there is no k-partite clique in Gk
10: else
11: for all partite i in G(k-1) do
12: V ′i = vertex sets of partite i involved in (k-1)-
partite maximal cliques G(k-1)
13: Vi = vertex sets of partite i involved in maximal
bicliques G(ik)b
14: V ci = V
′
i ∩ Vi
15: if V ci is empty then
16: there is no k-partite clique in Gk
17: else
18: replace partite i in G(k-1) with V ci
19: end if
20: end for
21: k-partite maximal cliques G(k) = G(k-1) ∪V ck
22: remove redundant G(k)
23: end if
24: end for
25: output k-partite maximal cliques G(k)
26: end for
FunCat 2.1 functional classification scheme [29], which was
downloaded from the Comprehensive Yeast Genome Database
of the Munich Information Center for Protein Sequences
(MIPS) at the time of this work (September 2008). FunCat
scheme is organized like a tree structure with up to six levels
of increasing specificity. In this work, the root of FunCat is
referred to as Level 0; its children is referred to as Level 1,
etc. That is, Level L’s children is referred to as Level L+1,
where L = 0, ..., 5. Our functional coherence evaluation is
based on Level 1 and Level 2 only. Level 1 functions cover
18 categories in the coarse-grained level, and Level 2 functions
spread on 84 categories.
4.1. Functional Coherence in k-partite Protein
Cliques and in Their Partites
The functional coherence was examined not only on entire
k-partite maximal cliques, also on their separate partites at the
two levels of functional specificity. In our evaluation of the
functional coherence on the partites, those partites with only
1 protein were not considered, as their functional coherence
deems to be 100% and thus meaningless. Figure 1 displays the
distribution of the functional coherence, where the horizontal
axis represents the size of k-partite maximal cliques, and the
vertical axis represents the average percentage distribution of
the functions shared most in the k-partite maximal cliques
(in Figure 1a and Figure 1b) or in their partites (in Figure
1c and Figure 1d) with the same k-partite clique size. In
this figure, the lines with ‘plus’ sign represent the percentage
of the main functions which are shared by the majority
proteins in the k-partite maximal cliques or in their partites,
and the lines with ‘triangles’ represent the percentage of the
discordant functions distributed among the remaining proteins
with known functions, and the lines with circles represent the
percentage of proteins with unknown functions. The black, red
and blue colors are for the maximal quadricliques, maximal
tricliques, and maximal bicliques, respectively.
Figure 1a and Figure 1b show a clear picture that most of the
proteins in the same k-partite maximal cliques share the same
functions. They also show that the functional coherence in the
quadricliques is higher than that of tricliques which in turn is
higher than that of bicliques. Meanwhile, it can be seen that the
k-partite cliques with smaller size, such as size k from 3 to 7,
more likely share the same functions than those with a bigger
size. Another interesting point is that the k-partite cliques of
small size are actually quasi-cliques in general graphs. This
is in agreement to the research results by [16] which claimed
that many quasi-cliques in protein interaction networks share
the same functions.
The quasi-partites of [16] were detected by using negative
eigenvalues in spectral analysis. Because of difficulties in
spectral analysis, the functional coherence of quasi-partites,
especially of their partites, was not comprehensively studied
in [16]. In this work, it is easy to examine whether the proteins
in the same partites of k-partite maximal cliques share the same
functions or not. As shown in Figure 1c and Figure 1d, most
proteins in the same partites of the k-partite maximal cliques
share the same functions.
Through our investigation and analysis on the data presented
in Figure 1, the following interesting points can be summa-
rized:
(i) k-partite maximal cliques with a smaller size are more
likely to share the same functions than k-partite cliques
with a bigger size. The k-partite maximal cliques of size k
from 3 to 7, which actually correspond to quasi-cliques of
[16] in general PPI graphs, may be biologically relevant
functional groups.
(ii) rank-higher k-partite maximal cliques contain more func-
tional coherence information than rank-lower (k-1)-partite
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(a) The Distribution of Functions of Proteins in Maximal Bicliques,
Maximal Tricliques and Maximal Quadricliques at Level 1 Functions
(b) The Distribution of Functions of Proteins in Maximal Bicliques,
Maximal Tricliques and Maximal Quadricliques at Level 2 Functions
(c) The Distribution of Functions of Proteins in Each Partite of Maximal
Bicliques, Maximal Tricliques and Maximal Quadricliques at Level 1
Functions
(d) The Distribution of Functions of Proteins in Each Partite of Maximal
Bicliques, Maximal Tricliques and Maximal Quadricliques at Level 2
Functions
Figure 1. Comparison of Functional Coherence in Maximal Bicliques/Tricliques/Quadricliques (best viewed in color).
cliques.
(iii) the separate partites in k-partite cliques have higher
function coherence than those of the entire k-partite
cliques, and those partites in k-partite maximal cliques
may also be biologically relevant functional groups. This
observation is consistent with an earlier work [6] which
claimed that the fraction of indirect neighbor partners
sharing the same functions was much higher than the
fraction of interacting proteins.
4.2. Examples of k-partite Maximal Cliques with
High Functional Coherence
We highlight six examples in Table 1 and Table 2 to detail
the high functional coherence in k-partite maximal cliques and
in their partites under the level 2 functions. From Table 1, we
can see that most proteins (90%) in the biclique example have
the same functions 12.01 (ribosome biogenesis) and 42.16
(mitochondrion), while the function 11.02 (RNA synthesis)
is 100% shared by the proteins in the triclique, and the
function 14.13 (protein degradation) is also 100% shared in
the quadriclique proteins. In the example of the quadriclique,
4 proteins YEL037c, YKL145w, YFR052w and YGL048c
forming a clique also share the 10.03 function (cell cycle).
The 90% functional coherence in the above biclique can
have a strong implication that the remaining YLR189c protein
may also have the 12.01 or 42.16 or both functions which are
probably not proved yet. However, one thing for sure is that
YLR189c is involved in the degradation of mitochondrion,
playing a role negative to the function (42.16) of all other
proteins in this biclique.
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Table 1. Three Examples of Protein Function Coherence
in Maximal Bicliques/Tricliques/Quadricliques.
k-partite Partites Proteins Functionscliques
Biclique
1 YGR220c 12.01.01/42.16/12.04.02YBL038w 12.01.01/42.16/12.04.02
2
YDR462w 12.01.01/42.16
YML025c 12.01.01/42.16
YDR322w 12.01.01/42.16
YJL063c 12.01.01/42.16
YDR237w 12.01.01/42.16
YLR189c 01.06
YKR085c 12.01.01/42.16
Triclique 1
YDR308c 11.02.03.01/11.02.03.04
YHR041c 11.02.03.01/11.02.03.04
YHR058c 11.02.03.01/11.02.03.04
YNL236w
01.01.13/01.05.25/11.02.03.01
11.02.03.04.03/34.11.03.07
43.01.03.09
YNR010w 10.03.01.01.11/11.02.03.0111.02.03.04
YPR070w 11.02.03.01/11.02.03.04
2
YBL093c 11.02.03.01/11.02.03.04/32.01
YBR253w
01.01.13/01.05.25/11.02.03.01
11.02.03.04/34.11.03.07
43.01.03.09
3 YOL135c 11.02.03.01/11.02.03.04
Quadriclique
1
YDL147w 14.13.01.01
YEL037c 10.01.05.01/10.03.01.03/14.1318.02.01.02.03/32.01.09/42.01
2 YKL145w 01.04/10.01.05.01/10.03.0114.07.11/14.13.01.01/16.19.03
3 YFR052w 10.03.01/14.07.11/32.0114.13.01.01
4
YDL007w 01.04/14.07.11/16.19.0314.13.01.01
YER021w 14.13.01.01
YGL048c 01.04/10.03.01/14.07.1114.13.01.01/16.19.03
YOR261c 14.13.01.01
The boldface numbers are the main functions shared by the majority
proteins in the corresponding k-partite cliques.
Table 2 indicates that separate partites can have a higher
percentage of proteins sharing the same functions than the
entire k-partite clique. The function mostly shared in partites
may also differ from the one mostly shared by proteins in
the corresponding k-partite clique. Take the quadriclique of
Table 2 as an example. It consists of 11 proteins in total,
while 5 proteins are grouped in its partite 4. Of the 5 proteins,
4 share the function 20.09 (transport routes). This function
differs from the main function 01.06 (lipid, fatty acid and
isoprenoid metabolism) of this k-partite clique which is shared
by six proteins. Interestingly, these six proteins, i.e. YBR183w
at partite 1, YPL076w at partite 2, YGR060w at partite 3,
and YBR159w, YCR034w and YLR372w at partite 4, form
a quasi-clique to share the function 01.06. We also note that
any three proteins each from the first three partites form a
clique, and every protein in the partite 4 interacts with all
proteins in this clique. In fact, we verify that many maximal
quadricliques have such a high functional coherence, if they
consist of three partites each with 1 or 2 proteins and of the
fourth bigger partite. Thus, our method can detect, as done
Table 2. Three Examples of Protein Function Coherence
in Partites of Maximal Bicliques/Tricliques/Quadricliques.
k-partite Partites Proteins Functionscliques
Biclique
1
YBR106w 01.04.04/20.01.01.07.07
YCR034w
01.05/01.06/40.01/34.11.03.07
20.09.13/43.01.03.05
43.01.03.09
YDL212w 14.04/14.07/16.01/20.01.0720.09.07.03/30.01/32.01.07
2
YOL020w 20.01.07/20.09.18
YPR156c 20.01.11/20.01.27/32.07
YHR094c 20.01.03.01/20.09.18
YPL076w 01.06.02.01/14.07.01
YGL200c 20.09.07.03/20.09.07.25/42.09
YMR058w
01.20.19.01/20.01.01.01.01.01
20.09.18/32.05.01.03.03
34.01.01.01
YLL061w 20.01.07
YDL054c 20.01.03/20.03
YBR298c 20.03.02.02.01/20.09.1820.01.03.01
YLL028w 20.01.11/20.01.27/32.07
Triclique
1
YCR034w
01.05/01.06/40.01/34.11.03.07
20.09.13/43.01.03.05
43.01.03.09
YGR284c 20.09.07.03
YKL065c 99
YLR372w 01.06.05/20.09.07.0643.01.03.05
YOR016c 14.04/20.09.16
2 YGR060w 01.06.06.11
3
YBR183w 01.06
YJR010c-a 14.07.11
YMR215w 01.05.03/42.01
YPL264c 99
Quadriclique
1
YBR183w 01.06/01.06
YJR010c-a 14.07.11
YMR215w 01.05.03/42.01
YPL264c 99
2 YPL076w 01.06.02.01/14.07.01
3 YGR060w 01.06.06.11
4
YBR159w 01.05/01.06
YGR284c 20.09.07.03
YCR034w
01.05/01.06/40.01/34.11.03.07
20.09.13/43.01.03.05
43.01.03.09
YLR372w 01.06.05/20.09.07.0643.01.03.05
YOR016c 14.04/20.09.16
The boldface numbers are the main functions shared by the majority
proteins in partites of the corresponding k-partite cliques, and the italic
partites are our concerned ones whose percentage of proteins sharing main
functions in the current partites is higher than the percentage of proteins
sharing main functions in the partites’ corresponding k-partite cliques.
by previous works [13], [14], interesting cliques or dense sub-
graphs that share the similar functions. More importantly, the
novel approach of k-partite cliques provides new insights into
the topological structure of biologically relevant functional
groups in protein interaction networks as exhibited in our
tricliques and quadricliques.
5. Conclusion and Future Work
In this work, we have proposed to use k-partite clique sub-
graphs to characterize biologically relevant functional groups
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of proteins in a protein interaction network. We have pro-
posed to transform protein interaction networks into K-partite
graphs for mining k-partite maximal cliques by our MaCMik
algorithm. Our investigation and analysis on k-partite clique
subgraphs show that proteins in a k-partite clique often have
a high functional coherence, and that the separate partites in
a k-partite clique are also highly to be in biologically relevant
functional groups.
As a future work, we will improve the idea of k-partite
protein cliques from two aspects. On one hand, statistical
evaluation is an option to pinpoint out the biologically most
relevant functional groups from k-partite clique subgraphs. On
the other hand, as PPI networks contain both false negative
and false positive interactions, k-partite quasi-cliques, which
relax the strict all-versus-all interaction constraint imposed by
k-partite cliques, may overcome the problem of false negative
interactions. Meanwhile, a score method [30] based on the
reliability of different experiments and detection times of the
interactions is also helpful to eliminate the effect of false
positive interactions.
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