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Abstract— We study the convergence of the log-linear non-
Bayesian social learning update rule, for a group of agents that
collectively seek to identify a parameter that best describes a
joint sequence of observations. Contrary to recent literature,
we focus on the case where agents assign decaying weights
to its neighbors, and the network is not connected at every
time instant but over some finite time intervals. We provide a
necessary and sufficient condition for the rate at which agents
decrease the weights and still guarantees social learning.
I. INTRODUCTION
The theory of non-Bayesian social learning [1] has gained
increasing attention in recent years for its ability to pro-
vide simple and practical models for inference in complex
environments where a large number of decision makers
repeatedly interact over some network structure. In contrast
to a fully rational approach, where agents incorporate new
information in a Bayesian manner, the non-Bayesian social
learning model assumes agents use some other functional
form to aggregate its information and construct new be-
liefs [2]. Some examples of these aggregation schemes build
upon classical results on linear [3] and log-linear models [4].
The basic non-Bayesian social learning model assumes a
group of agents tries to identify the state of the world via
sequentially receiving information about an unknown state,
and communicating with other agents in their social clique.
Moreover, agents incorporate the received information using
some social learning rule [1], [2]. A group is said to achieve
social learning if all agents can identify the state of the world
even if their local private signals do not provide sufficient
information. For a summary of some of the recent results in
non-Bayesian social learning see [5].
One of the enabling tools for the study of non-Bayesian
social learning is the analysis of distributed averaging algo-
rithms [6], [7], [8]. Therefore, most of the existing results
about the convergence of beliefs in social learning inherit
some requirements about the connectivity of the network and
the persistence of weights an agent assigns to its neighbors.
In terms of graph connectivity, a group of agents following
log-linear update rules has been shown to be able to learn the
unknown state parameter for fixed undirected graphs [2], [9],
fixed directed graphs, time-varying undirected graphs [10],
time-varying directed graphs [11]. In terms of graph con-
nectivity, uniform connectivity has been shown sufficient for
This research was supported in part by DARPA Lagrange and a Vannevar
Bush Fellowship.
The authors are with the Laboratory for Information and Decision
Systems (LIDS), and the Institute for Data, Systems, and Society (IDSS),
Massachusetts Institute of Technology, 77 Massachusetts Ave, Cambridge,
MA 02139 {cauribe,jadbabai}@mit.edu
social learning [11]. However, the central assumption in most
of the previous results is that the weight an agent assigns
to a neighbor at any time instant is lower bounded by some
positive constant. This implies that, although the graph might
change with time, the links are persistent and its effects do
not decay with time.
The assumption of the existence of lower bounds on
the weights for time-varying graphs poses some structural
constraints that ease the convergence analysis of the ag-
gregating schemes. However, recent approaches pose the
question of increasing self-confidence, where an agent grad-
ually increases its self-weights and at the same time assigns
a decaying weight to its neighbors [12]. Such behavior
is justified by the intuition that an agent might become
more and more confident in its own opinion as aggregates
more information [12]. Also, one might consider agents that
assume only they are becoming more informed over time,
while others are not [13]. An increasing self-confidence
implies that an agent will assign a zero weight to the opinion
of its neighbors eventually.
In [13], the authors provided a condition for the rate
at which the weights decay such that social learning is
guaranteed for fixed graphs. In [1] this result was extended to
time-varying graphs that are connected at each time instant.
In [12], the authors considered a fixed rate of decay of
O(1/k) and showed learning is achieved for both fixed and
time-varying graphs that are always connected. Other authors
have considered the phenomena of asymptotic isolation of
agents in a network assuming the intervals of intercommu-
nication between them increase with time [14], [15].
In this paper, we generalize existing results and provide the
conditions for which social learning happens, even if agents
have an increasing self-confidence or decaying weights for
a uniform strongly connected sequences of graphs, that is,
sequences of graphs that might not be connected at each time
instant but over finite periods of time. Also, we show that
this result is tight by providing a necessary condition for
social learning, on the rate at which the weights decay. If
such condition does not hold, one cannot guarantee learning
occurs for general sequences of uniformly connected graphs.
This result is of independent interests for the literature of
average consensus and distributed optimization, as it provides
a condition to guarantee that consensus is achieved even if
the weight matrices do not have lower bounded non-zero
entries.
This paper is organized as follows. Section II presents
the problem of non-Bayesian social learning. Also, we recall
some basic definitions and assumptions, and state our main
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result. Section III shows the proof our main results, and intro-
duce some auxiliary technical lemmas. Section V extends the
main result to the case of agents with conflicting hypotheses.
Section IV presents a converse result, where we show a
necessary condition to guarantee social learning. Section VI
presents a numerical example that validates our theoretical
results. Finally, Section VII presents some conclusions and
future work.
Notation: Random variables are represented as upper case
letters, i.e. X , whereas their realizations as its corresponding
lower case, i.e. x. Subscripts will denote time indices and
make use of the letter k. Agent indices are represented
as superscripts and use the letters i or j. The i-th row
and j-th column entry of a matrix A is denoted as [A]ij .
Moreover, for a sequence of matrices {Ak} we denote
Ak:t = AkAk−1 · · ·At+1At for k ≥ t. We use a.s. to refer
to almost sure convergence.
II. PROBLEM FORMULATION AND RESULTS
Consider a set of n agents, denoted by V = {1, . . . , n},
who seek to learn a fixed underlying and unknown state of
the world by sequentially observing realizations from a set
of random variables. Particularly, at each time step k ≥ 0,
each agent i receives an independent (in time and among
the agents) private realization of a finite random variable
Xik ∼ P i, where we assume P i has full support over
the realizations of Xik. Moreover, each agent has a private
parametrized family of distributions PiΘ = {P iθ} for θ ∈ Θ,
where Θ = {θ1, . . . , θp} is a finite set. We will generally
refer to Θ as the set of hypotheses. The group objective is to
find a parameter θ ∈ Θ that solves the following optimization
problem
min
θ∈Θ
n∑
i=1
DKL(P
i‖P iθ), (1)
where DKL(P i‖P iθ) is the Kullback-Leibler (KL) divergence
between the distribution P i and P iθ . In words, the group
of agents tries to identify a member of their joint param-
eter space such that it generates a probability distribution∏i
i=1 P
i
θ that minimizes the KL divergence with the true
distribution of the observations
∏n
i=1 P
i. The fact that Θ is
finite guarantees that a solution of (1) always exists. We will
denote as Θ∗ the subset of Θ that minimizes (1). Moreover,
in order to avoid trivial solutions we assume Θ∗ 6= Θ.
Clearly, if for each individual agent Θ∗i =
arg minθ∈ΘDKL(P
i‖P iθ) is non-empty and has only
one element that is common to all agents, each agent can
solve (1) separately. However, we study the general case
where there are identifiability limitations, e.g., the set Θ∗i
has more than one element for some i ∈ V , yet ⋂ni=1 Θ∗i
is non-empty, and Θ∗ ∈ ⋂ni=1 Θ∗i . Moreover, we also study
the case where
⋂n
i=1 Θ
∗
i is empty, that is, there might be
conflicting hypothesis [16] in the sense that the minimizer
of the local functions might not be the same for all agents.
Under these identifiability issues, the agents collaborate
with each other to jointly solve problem (1). This collabo-
ration comes in the form of exchange of information among
them. We will assume that in addition to their private signals,
each agent receives at each time step the beliefs of a subset
of the other agents that we will call the neighbors. We
define the beliefs of an agent i as a probability distribution
over the simplex generated by Θ. We denote by µik(θ) the
belief that agent i has at time k about the hypothesis θ. The
communication among the agents is modeled as a sequence
of graphs {Gk}, where Gk = (V, Ek), and Ek is a set of edges
such that (j, i) ∈ Ek if agent j can send information to agent
i at time k.
In this paper, we study the group dynamics where each
agent i ∈ V updates its beliefs following the log-linear social
learning rule:
µik+1(θ) =
∏n
j=1 µ
j
k(θ)
[Tk]ijpiθ(x
i
k+1)∑
θˆ∈Θ
∏n
j=1 µ
j
k(θˆ)
[Tk]ijpi
θˆ
(xik+1)
, (2)
where piθ(x
i
k) = P (X
i
k = x
i
k|θ∗ = θ) denotes the probability
of observing the realization xik at time k conditioned on
the true hypothesis being θ. Moreover Tk is a non-negative
matrix of weights compliant with the underlying structure of
the graph Gk.
In contrast with other works, our objective is to establish
necessary conditions for the convergence of the beliefs of
all the agents in the network to the solution of (1) for a
weaker connectivity assumption. Mainly, we are interested
in whether social learning is achieved with the log-linear
update rule (2) for agents with increasing self-confidence,
i.e., the weights an agent assigns to its neighbors decay to
zero, or equivalently, the self-weight [Tk]ii converges to 1,
for all i ∈ V , as k increases. In general, one should expect
that the rate at which an agent increases its self-confidence
should not be too fast, as not enough information from its
neighbors might arrive.
Next, we recall some basic assumptions and definitions.
Definition 1: A sequence of graphs {Gk} is uniformly
strongly connected or B-strongly connected, if there exists
an integer B > 0 such that the graph with edge set
EBk =
(k+1)B−1⋃
i=kB
Ei
is strongly connected for every k ≥ 0.
Definition 2 (Definition 2.1 in [17]): Let {Ak} be a se-
quence of row stochastic matrices. We say that {Ak} is
ergodic if limk→∞AkAk−1 . . . As = 1φTs for any s ≥ 0,
where φs is a stochastic vector.
Assumption 1: Given a sequence of graphs {Gk} that is
B-strongly connected, then
(a) For each k, there exists a weight matrix Tk that is
row-stochastic and compliant with the underlying graph
topology, i.e., [Tk]ij > 0 if (j, i) ∈ Ek.
(b) There exists a sequence {λk}, with λk ∈ (0, 1), and
constants a ∈ (0, 1) and a¯ ∈ (0, 1), such that
[Tk]ij ≥ λka,∑
j 6=i
[Tk]ij ≤ λka¯,
for all k ≥ 0 and all pairs of agents such that (j, i) ∈ Ek
and i 6= j.
Assumption 1(a) ensures that the sequence of weights used
in the update rule (2) is consistent with the structure of the
communication network among the agents. Particularly, if
agent j can send information to agent i at a time instant k,
then the edge (j, i) ∈ Ek, and therefore the agent i assigns a
positive weight to the information coming from agent j, i.e.,
[Tk]ij > 0. Assumption 1(b) limits the rate of decay of the
weights an agent assigns to its neighbors. Particularly, even
if an edge does not exist at every time step, its corresponding
strength do not decay faster than the sequence {λk}. This in
turn limits the rate at which the self-confidence of an agent
increases. Our main result will characterize the conditions
on {λk} to guarantee the network of agents will learn the
state.
Assumption 2: The set
⋂n
i=1 Θ
∗
i , where Θ
∗
i =
arg min
θ∈Θ
DKL
(
P i‖P iθ
)
for each i, is non-empty. Moreover,
Θ∗ ⊆ ⋂ni=1 Θ∗i .
Assumption 2 guarantees that even if some agents cannot
correctly identify Θ∗, the optimal set that solves (1) lies
inside the optimal set of the solution of their local problem.
Later in Section V, we will remove this assumption by
allowing conflicting hypotheses, i.e.,
⋂n
i=1 Θ
∗
i being empty.
Next, we state our main result regarding the consistency
of the learning rule (2). That is, all the agents in the network
concentrate their beliefs on the set Θ∗ that solves (1).
Theorem 1: Let Assumptions 1 and 2 hold. If
lim
k→∞
k
(k+1)B−1∏
i=kB
λi =∞. (3)
Then, the update rule (2) has the following property:
lim
k→∞
µik(θ) = 0 a.s. ∀θ /∈ Θ∗, i ∈ V.
Condition (3), on the rate of decrease on {λk}, states that
sequential products of the form
∏(k+1)B−1
i=kB λi should not
decrease too fast. Particularly, for a connectivity parameter
B it is sufficient to guarantee that λk > O(k−1/B). That is,
the total decreases in the time period of size B should not
be faster than O(1/k). Moreover, if B = 1 we recover the
same condition as in [1], [13]. Additionally, (3) implies that∑∞
k=1
∏(k+1)B−1
i=kB λi =∞.
III. CONSISTENCY OF SOCIAL LEARNING WITH
INCREASING SELF-CONFIDENCE
In this section, we prove our main result in Theorem 1.
Initially, we provide a fundamental assumption about the
existence of a strictly positive lower bound on the weights a
node assigns to the information coming from other nodes.
Assumption 3: For each k, the matrix Ak is stochastic,
i.e.,
∑n
j=1[Ak]ij = 1 for i ∈ V , with positive diagonal
entries. Additionally, there exists a constant η > 0 such that
if [Ak]ij > 0 then [Ak]ij > η.
With Assumption 3 at hand, we state a well-known result
about the ergodicity of the backward product of row stochas-
tic matrices.
Lemma 2 (Lemma 2 in [18]): Suppose that the graph se-
quence {Gk} is uniformly strongly connected and let As-
sumption 3 hold. Then, for each integer s ≥ 0, there is a
stochastic vector φs such that for all i, j and k > s
|[AkAk−1 . . . As+1As]ij − φjs| ≤ 2
((
1− ηnB) 1nB )k−s .
One immediate conclusion from Lemma 2 the sequence
{Ak} is ergodic.
The next auxiliary lemma states that the entries of the
sequence of stochastic vectors {φk} are lower bounded by a
strictly positive value that depends on the structure of {Gk}.
Lemma 3 (Lemma 4 and Corollary 2 in [18]): Given a
graph sequence {Gk}, define
δ , inf
k≥0
(
min
i∈V
[1TAkAk−1 . . . A0]i
)
.
If the graph sequence {Gk} is B-strongly connected, then
δ ≥ ηnB . Moreover, if Ak is doubly stochastic for all k ≥ 0
or if {Gk} is regular, then δ = 1. Furthermore, φs as defined
in Lemma 2 satisfies φik ≥ δ/n for all k ≥ 0 and i ∈ V .
Next, we state our first auxiliary result that will be
fundamental to the construction of the proof of Theorem 1.
Particularly, we provide a condition on the sequence {λk}
such that the {Tk}, for which Assumption 1 holds, is
ergodic. The next lemma will limit the rate at which the
self-confidence increases such that we can guarantee there is
sufficient mixing among the nodes in the network.
Lemma 4: Suppose Assumption 1 holds for a B-strongly
connected sequence of graphs {Gk}. If (3) holds. Then, {Tk}
is ergodic.
Proof: Initially, it follows from Assumption 1, that each
member of the sequence of weight matrices {Tk} can be
written as
Tk = (1− λk)I + λkAk,
where {Ak} is a sequence of stochastic matrices whose
nonzero elements are uniformly lowered bounded by
η = min{a, a¯} ∈ (0, 1), i.e., [Ak]ij ≥ η for all (j, i) ∈ Ek.
Following the approach proposed in [13], we define {Λk}
as a sequence of independent Bernoulli random variables
where P (Λk = 1) = λk, and P (Λk = 0) = 1 − λk.
Therefore, we can write each of the elements of the sequence
of matrices {Tk} as
Tk = E[(1− Λk)I + ΛkAk],
where the expectation is taken with respect to the random
variable Λk. Moreover, define the random matrix Zk by
Zk =
k∏
t=s
[(1− Λt)I + ΛtAt] =
k∏
t=s
AΛtt .
Thus,
E[Zk] =
k∏
t=s
Tt =
k∏
t=s
E[(1− Λk)I + ΛkAk].
Now, define the sequence of random variables {βk} by
βk =
{
1 if
∑(k+1)B−1
i=kB Λi = B,
0 otherwise.
(4)
The random variable βk serves as an indicator function
for the event {Λi = 1 ∀i ∈ (kB, . . . (k + 1)B − 1)}. Partic-
ularly, if {βk = 1}, then the product
∏(k+1)B−1
i=kB A
Λt
i =∏(k+1)B−1
i=kB Ai. Moreover, if the event {βk = 1} occurs
infinitely many times, then from Lemma 2 it follows that
lim
k→∞
E[Zk] = lim
k→∞
k∏
t=s
Tt = 1φ
T
s . (5)
Therefore, to complete the proof we need to show that
if (3) holds, then the event {βk = 1} occurs infinitely often.
Initially, note that
P (βk = 1) =
(k+1)B−1∏
i=kB
P (Λi = 1)
=
(k+1)B−1∏
i=kB
λi.
Thus, by the Borel-Cantelli
lemma, if
∑∞
k=1 P (βk = 1) =∞, then
P ({βk = 1} infinitely often) = 1.
Moreover, if 3 holds then
∞∑
k=1
P (βk = 1) =
∞∑
k=1
(k+1)B−1∏
i=kB
λi =∞,
and the desired result holds.
Lemma 4 shows that if (3) holds, then {Tk} is ergodic.
That is, even if the weights, an agent assigns to its neighbors,
decays to zero, if the rate at which that happens is sufficiently
slow, then the resulting infinite product is equivalent to
an infinite product of row stochastic matrices with lower
bounded entries.
The next lemma states the existence of an absolute proba-
bility sequence for the Markov chain generated by {Tk} [17].
Later in the proof of our main theorem, we will make use
of this absolute probability sequence.
Lemma 5: There exists an absolute probability {φk} se-
quence for the chain {Tk}, i.e.,
φTk+1TkTk−1 . . . Ts = φ
T
s .
Proof: This result follows immediately from Lemma 4
and Lemma 4.4 in [17].
Now, we are ready to prove our main result regarding
the conditions for a group of agents with increasing self-
confidence to reach social learning.
Proof: [Theorem 1] Initially, define the random vari-
ables
ϕik(θ, θ
∗) = log
µik(θ)
µik(θ
∗)
, and Liθ,θ∗(Xik) = log
piθ(X
i
k)
piθ∗(X
i
k)
.
Thus, it follows form the update rule (2) that
ϕik+1(θ, θ
∗) =
n∑
j=1
[Tk]ijϕ
j
k(θ, θ
∗) + log
piθ(X
i
k+1)
piθ∗(X
i
k+1)
,
or equivalently, by stacking all entries of ϕik+1(θ, θ
∗)
and Liθ,θ∗(Xik) into single column vectors ϕk+1(θ, θ∗)
and Lθ,θ∗(Xik), where [ϕk+1(θ, θ∗)]i = ϕik+1(θ, θ∗) and
[Lθ,θ∗(Xik)]i = Liθ,θ∗(Xik),
ϕk+1(θ, θ
∗) = Tkϕk(θ, θ∗) + Lθ,θ∗(Xik+1) (6)
ϕk(θ, θ
∗) =
k−1∑
t=1
Tk−1:tLθ,θ∗(Xit) + Lθ,θ∗(Xik), (7)
where we have assumed without loss of generality that
ϕi0(θ, θ
∗) = 0 for all θ ∈ Θ and all i ∈ V , which is
equivalent to all agents having uniform beliefs at time k = 0.
To complete the proof, we first show that
lim supk→∞
1
k
∑n
i=1 φ
i
kϕ
i
k(θ, θ
∗) < 0. This will imply
that the weighted sum of belief the beliefs of all neighbors
on the wrong hypothesis will asymptotically converge to
zero.
If we pre-multiply (6) by the absolute probability sequence
φk from Lemma 4, we have that
n∑
i=1
φikϕ
i
k(θ, θ
∗) =
k∑
t=1
n∑
i=1
φitLiθ,θ∗(Xit).
Moreover, by adding and subtracting E[Liθ,θ∗(xit)], it fol-
lows that
n∑
i=1
φikϕ
i
k(θ, θ
∗) =
k∑
t=1
n∑
i=1
φit
(Liθ,θ∗(Xit)− E[Liθ,θ∗(Xit)])+
+
k∑
t=1
n∑
i=1
φitE[Liθ,θ∗(Xit)]. (8)
Furthermore, by dividing by k on both sides and taking
the limit supremum as k → ∞, the first term on the right
in (8) goes to zero almost surely by the strong law of large
numbers, thus
lim sup
k→∞
1
k
n∑
i=1
φikϕ
i
k(θ, θ
∗)
= lim sup
k→∞
1
k
k∑
t=1
n∑
i=1
φitE[Liθ,θ∗(Xit)]
=
n∑
i=1
φit
(
DKL(P
i‖P iθ∗)−DKL(P i‖P iθ)
)
=
δ
n
n∑
i=1
(
DKL(P
i‖P iθ∗)−DKL(P i‖P iθ)
)
< 0, (9)
where we have used Lemma 3 and the fact that
E[Liθ,θ∗(Xit)] = DKL(P i‖P iθ∗) − DKL(P i‖P iθ). More-
over, by Assumption 2 it holds that DKL(P i‖P iθ∗) <
DKL(P
i‖P iθ).
The relation in (9) shows that for at least one of the agents,
the beliefs on the non-optimal hypotheses θ /∈ Θ∗ will
asymptotically go to zero. To complete the proof, we proceed
to show that the difference between the beliefs among the
agents decays to zero as well, which in turns implies that
all agents eventually assign a zero belief to the non-optimal
hypotheses.
Now, following the same approach as in [1], we proceed
to bound the asymptotic difference between the logarithmic
ratio of beliefs among the two agents with the most separate
beliefs. Initially we have that,
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗)
≤ max
i∈V
Liθ,θ∗(Xik)−min
i∈V
Liθ,θ∗(Xik)+
+
k−1∑
t=1
pi(Tk−1 . . . Tt+1Tt)×
×
(
max
i∈V
Liθ,θ∗(Xit)−min
i∈V
Liθ,θ∗(Xit)
)
≤
k∑
t=1
pi (E[Zt])
(
max
i∈V
Liθ,θ∗(Xit)−min
i∈V
Liθ,θ∗(Xit)
)
,
where the function pi(A) ∈ [0, 1] is defined as
pi(A) = 1− min
i,j∈V
n∑
l=1
min{[A]ik, [A]jk}
≤ 1−max
i∈V
min
i∈V
[A]ij ,
and is convex and sub-multiplicative, see Lemma A.2 in [1].
Under the assumption that the variables Xik are finite for
all i ∈ V and k ≥ 0, it follows that there exists a constant
c ≥ 0, independent of k, such that
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗) ≤ c
k∑
t=1
E [pi (Zt)] . (10)
Next, without loss of generality we assume the value k
is such that we can write it as k = (s+ 1)nB − 1 for some
s ≥ 0. This will allow us to group the summation on the
right side of (10) into some initial finite sum and sets of size
nB as follows
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗)
≤ c
s∑
t=1
(t+1)nB−1∑
i=tnB
E [pi (Zi)] + c
nB−1∑
t=1
E [pi (Zt)] .
As next step, we use Lemma 2 to bound the entries of Zi
and count how many events {βk = 1} occur. Particularly, we
know that if {βk = 1} occurs nB times, the smallest entry
of Zi will be lower bounded by ηnB . Thus
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗)
≤ c
s∑
t=1
E
[(
1− ηnB)b βt+···+βsnB c]+ c nB−1∑
t=1
E [pi (Zt)]
≤ c
s∑
t=1
E
[
2
((
1− ηnB) 1nB )βt+···+βs]+ c nB−1∑
t=1
E [pi (Zt)]
≤ 2c
s∑
t=1
E
[
σβt+···+βs
]
+ c
nB−1∑
t=1
E [pi (Zt)] ,
where we have defined σ =
(
1− ηnB) 1nB .
Using the fact that the random variables {βk} are inde-
pendent, we have that
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗)
≤ 2c
s∑
t=1
s∏
r=t
(1− (1− σ)P (βr = 1)) + c
nB−1∑
t=1
E [pi (Zt)]
≤ 2c
s∑
t=1
s∏
r=s
1− (1− σ) (r+1)B−1∏
i=rB
λi
+ c nB−1∑
t=1
E [pi (Zt)] .
Now, define αs = min1≤r≤s
∏(r+1)B−1
i=rB λi, then
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗)
≤ 2c
s∑
t=1
(1− (1− σ)αs)s−t + c
nB−1∑
t=1
E [pi (Zt)]
≤ 2c1− (1− (1− σ)αs)
s
(1− σ)αs + c
nB−1∑
t=1
E [pi (Zt)] , (11)
Finally, divide both sides of (11) by k and take lim sup
as k →∞, then
lim sup
k→∞
1
k
(
max
i∈V
ϕik(θ, θ
∗)−min
i∈V
ϕik(θ, θ
∗)
)
≤ lim sup
k→∞
1
k
2c
1− (1− (1− σ)αk)k
(1− σ)αk
≤ 0, (12)
where the last line follows from (3) and the fact that the last
term on the right of (11) is finite. Thus,
lim
k→∞
1
k
(
ϕik(θ, θ
∗)− ϕjk(θ, θ∗)
)
= 0 a.s.
The desired result will follow from (9) and (12) since they
imply that lim supk→∞
1
kϕ
i
k(θ, θ
∗) < 0 almost surely for
all agents. Therefore, limk→∞ ϕik+1(θ, θ
∗) = −∞, which
subsequently imply that limk→∞ µik(θ) = 0 for all θ /∈ Θ∗
with probability 1.
IV. A CONVERSE RESULT FOR THEOREM 1
In this section, we state an additional result regarding the
ergodicity of the backward product of the matrices from the
sequence {Tk}. Particularly, Lemma 4 shows that if (3) holds
then {Tk} is ergodic. This indicates that if the weight an
agent assigns to its neighbors decays sufficiently slow, the
infinite backward product of its weight matrices is equivalent
to an infinite product of a sequence of matrices whose
positive entries are lower bounded. Now, we explore the case
when (3) does not hold.
Lemma 6: Suppose Assumption 1 holds for a B-strongly
connected sequence of graphs {Gk}. If
lim
k→∞
k
(k+1)B−1∏
i=kB
λi <∞. (13)
Then, P ({βk = 1 infinitely often}) = 0.
Proof: The desired result follows from the same argu-
ment as the proof of Lemma 4. By the Borel-Cantelli lemma,
if
∞∑
k=1
P (βk = 1) =
∞∑
k=1
(k+1)B−1∏
i=kB
λi <∞. (14)
Then, P ({βk = 1} infinitely often) = 0. Therefore, the
infinite backward product of the sequence of stochastic ma-
trices {Tk} corresponds to the product of a finite number of
matrices of the form
∏(k+1)B−1
i=kB Ai, which is not sufficient
for ergodicity.
Lemma 6 shows that if the sequence {λk} decays to
zero too fast, {Tk} can be non-ergodic since it is only
equivalent to a finite number of products of matrices with
lower bounded positive entries, which might not result in a
rank one matrix for general graphs.
The next corollary presents a consequence of Lemma 6 in
the context of non-Bayesian social learning.
Corollary 7: Let Assumptions 1 and 2 hold. For a group
of agents following the update rule (2). If (13) holds. Then,
there exists a sufficiently large graph such that a subset of
agents remains uncertain about the state of the world almost
surely.
Proof: If (13) holds we know that the infinite product
{Tk} corresponds to a finite product of matrices with lower
bounded entries. Define the number of finite products as N .
Assume there are 2N agents, and they are connected over a
path graph. Moreover, only one of the agents at the end of
the path has informative signals. Then, limk=∞
∏k
t=s Tt, will
have zero entries for some points, i.e., not enough mixing
happens. Furthermore, a subset of agents will not learn.
V. SOCIAL LEARNING WITH CONFLICTING
HYPOTHESES
Assumption 2 is central for the results presented in Theo-
rem 1. In this section we explore the consistency of the log-
linear learning rule (2) when Assumption 2 does not hold.
Particularly, the fact that the optimal set Θ∗ is contained in
the optimal set of the individual local functions, guarantees
that the distance between any hypothesis θ /∈ Θ∗ to the true
distribution of the observations P i is larger than the distance
(note that the KL divergence is only a premetric) between
the hypotheses θ∗ and P ∗, i.e.,
DKL(P
i‖P iθ) > DKL(P i‖P iθ∗), (15)
which in turn makes (9) hold.
If Assumption 2 does not hold, one cannot guar-
antee (15) holds, because in general we only have∑n
i=1DKL(P
i‖P iθ) ≥
∑n
i=1DKL(P
i‖P iθ∗), and some of
the terms in the sum might be negative. Moreover, each term
will be multiplied (weighted) by the corresponding entry
of the vector φt and thus (9) will depend on the specific
sequence of graphs used.
One way to avoid this issue is to assume that every matrix
in the sequence {Tk} is doubly stochastic, which guarantees,
by Lemma 3, that φt = 1/n, making (9) hold. However, in
general, this approach has two main issues. First, if the graph
is assumed directed, the agents might not be able to compute
a set of doubly stochastic weights distributedly. Moreover,
not every directed graph allows a doubly stochastic set of
weights [19].
In [11], the authors proposed a modified log-linear up-
date (16), and showed that it guarantees all nodes in the
network will correctly learn the solution of (1) even in the
present of conflicting hypotheses.
yik+1 =
∑
j∈Nik
[Tk]ijy
j
k (16a)
µik+1 (θ) =
1
Zik+1
 n∏
j=1
µjk (θ)
[Tk]ijy
j
k piθ(x
i
k+1)
 1yik+1
(16b)
where dik is the out degree of node i at time k, and Z
i
k+1 is
the corresponding normalization factor.
The fundamental result in Lemma 4 extends to the update
rule (16), which directly allow us to state the following result.
Theorem 8: Let Assumption 1(b) hold, and for each k,
assume there exists a weight matrix Tk that is column-
stochastic and compliant with the underlying graph topology,
i.e., [Tk]ij > 0 if (j, i) ∈ Ek. If
lim
k→∞
k
(k+1)B−1∏
i=kB
λi =∞.
Then, the update rule (16), with yi0 = 1, has the following
property:
lim
k→∞
µik(θ) = 0 a.s. ∀θ /∈ Θ∗, i ∈ V.
The proof of Theorem 8 follows similar arguments as in
the proof of Theorem 1, see also [11]. We omit the proof
due to space constraints.
VI. NUMERICAL ANALYSIS
In this section, we present simulation results for the
non-Bayesian social learning model under different varia-
tions of graph connectivity. We assume there is a group
of 10 agents, from which only one of them, agent 1,
receives informative signals from a random variable X1k ∼
Bernoulli(0.7). All agents have a parametrized family of
distributions PΘ = {θ1, θ2}, where P iθ1 = Bernoulli(0.2)
and P iθ2 = Bernoulli(0.8), thus, Θ
∗ = θ2. For the network
model we assume that Gk is a path graph if mod(k, 3) = 0,
k = 1
k = 2
k = 3
k = 4
k = 5
k = 6
...
...
Fig. 1. A graph sequence that is a path every 3 iterations.
and Gk is the completely disconnected graph otherwise, see
Figure 1. Therefore, every 3 time steps, the graph is a path
graph and otherwise, the nodes remain disconnected. We will
simulate three different scenarios λk = 0.5, λk = 1/k, and
λk = 1/k
1/3.
Figure 2 shows the effect of the rate at which λk decays
to zero. For a subset of 5 agents, we show their beliefs on
both hypotheses θ1 and θ2. Agent 1, which is the only one
with informative signals is plotted with blue color. Agent 10
is plotted with red color. If {λk = 0.5}, there is no decay
and the existing results in non-Bayesian learning guarantee
that the learning rate will be geometric. This can be seen
since all nodes in the network concentrate their beliefs on
θ2, the optimal point, at around 100 iterations. When λk =
1/k1/3, our results still guarantee convergence. Even though
the convergence rate is slower, all nodes learn the correct
state in around 1000 iterations. Finally, when λk = 1/k, the
sequence {Tk} is not ergodic. Particularly, one can see that
even after 1 ·107 iterations, the red node still has not learned
the state of the world.
VII. CONCLUSIONS AND FUTURE WORK
We studied the problem of non-Bayesian learning for
agents with increasing self-confidence. In our main result,
we explicitly characterize the fastest rate at which an agent
increases it self-confidence, or decreases the weights of its
neighbors, and still guarantees that social learning occurs.
Moreover, we do so for the learning problem where agents
can have conflicting hypotheses. Finally, we show a converse
of our main result, that states that if the rate at which the
weight decreases is faster than our rate bound, there exist
graphs for which no social learning occurs.
Two main questions remain open and require further work.
First, what is the non-asymptotic convergence rate of beliefs
generated by the log-linear update rule (2) when social
learning occurs? How does this convergence rate depend on
the convergence rate of the sequence {λk}? Second, if social
learning does not occur, is it possible to estimate the distance
between the infinite product of the matrices {Tk} and a rank
one matrix?
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Fig. 2. The effect of the rate at which the weights decay.
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