Abstract-As Wireless Sensor Networks (WSNs) are widely used in time-critical applications, e.g., factory automation and smart grid, the importance of Delay Constrained Relay Node Placement (DCRNP) problem is becoming increasingly noticeable. This paper proposes a Set-Covering-based Approximation (SCA) algorithm to solve the DCRNP problem. The SCA deploys relay nodes by levels from the sink to sensor nodes. To avoid the limitation suffering by existing algorithms and ensure a polynomial time complexity, SCA employs a novel approach to formulate the deployment of relay nodes at each level as the set covering problem subject to delay constraints, and based on the classic greedy-set-covering algorithm, a set of relay nodes are placed to connect the nodes (sensor nodes and relay nodes) that are already connected to the sink. Since delay constraints are met at each level, all the sensor nodes will be connected to the sink via feasible paths fulfilling delay constraints. In addition, the elaborated analysis of the time complexity and the approximation ratio of the SCA algorithm is given out. Extensive simulations show that SCA can significantly save deployed relay nodes in comparison to existing algorithms.
I. INTRODUCTION
The importance of Delay Constrained Relay Node Placement (DCRNP) problem is recently highlighted by the employment of WSNs in the time-critical applications. Taking the typical factory automation as an example, the data sensed by Sensor Nodes (SNs) is typically time-sensitive, such as alarm notification and information for feedback control, and thus the importance of receiving the data at the sink in a timely manner is noticeable [1] - [2] . Due to the high cost of Relay Nodes (RNs), Relay Node Placement (RNP) problem is proposed to save the deployment cost of WSNs. Numerous works have been done to solve the RNP problem [3] - [10] . However, the literature about the DCRNP problem are very limited [11] - [13] .
Bhattacharya and Kumar [11] - [12] first prove that the D-CRNP problem is NP-hard, and a Shortest Path Tree based Iterative Relay Pruning (SPTiRP) algorithm is proposed. SPTiRP preliminarily builds a shortest path tree to connect each SN and the sink, then it saves the deployed RNs by gradually *Corresponding author. removing the RNs on the shortest path tree. This leads to a limitation that the finally deployed RNs can only be those contained in the originally built shortest path tree, and the worst case of this algorithm happens when all the RNs of the optimal solution have been missed by the shortest path tree. Nigam and Agarwal [13] formulate the DCRNP problem as a linear programming problem, and proposed a branch-and-cut algorithm to optimally solve the DCRNP problem. However, the proposed algorithm can only solve a special case of the DCRNP problem (each of the source node cannot have a singleton node cut), and the time complexity of this algorithm grows exponentially, which indicates it cannot be applied to large scale problems.
To address the above limitations, this paper devises a SetCovering-based Approximation (SCA) algorithm, which will be shown a polynomial time algorithm with an improved approximation ratio, to solve the NP-hard DCRNP problem. The proposed SCA deploys RNs by levels from the sink to SNs. In order to maintain network connectivity, at each level, SCA first finds the Candidate Deployment Locations (CDLs) that are one hop from the SNs or RNs which are already connected to the sink. Then, SCA formulates the selection of CDLs as the set covering problem subject to delay constraints, and selects a subset of CDLs based on the classic Greedy-Set-Covering (GSC) algorithm to deploy RNs. Due to the obedience of delay constraints at each level, SNs are finally connected to the sink via feasible paths fulfilling delay constraint. The major contributions of this paper are listed as follows:
• We present an elaborately designed approach which formulates the deployment of RNs at each level as the set covering problem subject to delay constraints.
• We propose a novel SCA algorithm based on the approach mentioned above for the DCRNP problem. Because of the approach, SCA can avoid the limitation suffered by the existing algorithms [11] - [12] .
• We prove that SCA is a polynomial algorithm with an approximation ratio of O(ln |S|), where S is the set of given SNs. To the best of our knowledge, there have been no polynomial algorithms achieving an approximation ratio better than O(ln |S|) for the DCRNP problem. Extensive simulations show that up to 31.48% deployed RNs can be saved by SCA in comparison to the SPTiRP algorithm.
II. PROBLEM FORMULATION
As in [11] - [13] , in this paper, RNs can only be placed at the predetermined locations, which are termed as Candidate Deployment Locations (CDLs), and delay is measured by hop count.
We consider a WSN consisting of a set of SNs S = {s 1 , s 2 , ..., s n }, a set of CDLs C = {c 1 , c 2 , ..., c m } and a sink K. The communication radii of the SNs and the RNs are r and R, respectively. Typically, R ≥ r. Without loss of generality, we assume that the communication radius of sink is larger than R. The WSN is formulated as an undirected graph G = {V, E}, where V = S C {K} is the node set, and E is the edge set. ∀u, v ∈ V (u = v), if u and v are the two ends of an edge in E, u and v should fulfill the following conditions:
where u − v denotes the Euclidean distance between u and v. Besides, in this paper a path between u and v is denoted by p (u, v) .
Definition 1 (DCRNP Problem): For an undirected graph G = {V, E}, the DCRNP problem searches for an induced subgraph G = {V , E } of G, where V = S C {K}, and C is a subset of C with the minimum cardinality such that the following condition is satisfied: there exists at least one path, which complies with the delay constraint, between each SN and the sink.
Let The DCRNP problem can be formulated as an optimization problem:
where Δ i is the delay constraint for the ith SN. For notational simplicity, in this paper we assume that the given SNs have the same delay constraint, i.e., Δ i = Δ, i ∈ {1, 2, ..., n}. The DCRNP problem has been proven NP-hard [11] . The objective of this paper is to devise an efficient polynomial time algorithm to approximately solve the DCRNP problem. The path connecting the SN s i and the sink and satisfying the delay constraint Δ is called a feasible path of s i , and the subgraph satisfying the formulation (1b) is called a feasible graph of the DCRNP problem.
III. PRELIMINARIES AND HEURISTIC
Feasible graphs to a DCRNP problem should be at least connected. Thus, we can find an induced subgraph, which is a tree rooted at the sink and connecting all the SNs, from each feasible graph. Given a tree T and two different nodes of T , u and v, we denote
we call T a feasible tree to the DCRNP problem. In order to facilitate the explanation of SCA, we introduce the concept of level in a tree. Given a feasible tree T , the level of a node q in T is the hop count of the path between the sink K and node q, i.e., C(p T (K, q)), and the set of nodes at the kth level of T is denoted by
Considering that the nodes at each level should have 1-hop neighbors at their adjacent levels to maintain the network connectivity, we deploy RNs from the sink to the SNs level by level such that the SNs are connected to the sink with the help of the gradually deployed RNs. Suppose that we have deployed RNs at the (k − 1)th level in T , and next attempt to deploy RNs for the
T . Obviously, the nodes at the kth level should be 1-hop neighbors of the nodes at the
As all the 1-hop neighbors of the nodes at the (k − 1)th level are found, i.e., V(L k−1 T ) is known, we need to select the nodes at the kth
In addition, the nodes in L k T should ensure that each unconnected SN can be connected to the sink via a feasible path passing through one of these nodes. As shown in Fig. 2 , the node at the 1st level is determined, i.e., L Fig. 2 shows that s 1 can be connected to the sink via a feasible path passing through c 3 and s 2 can be connected to the sink via feasible paths passing through c 4 or c 5 , and thus, the nodes at the 2nd level can only be selected from {c 3 , c 4 , c 5 }. Therefore, for each node in V(L k−1 T ), we should first design an approach to find the unconnected SNs, whose feasible paths pass through this node, and this approach is shown in the following part of this section.
Let H(u, v) denote a shortest (i.e., least hop count) path between u and v. LetP i (1 ≤ i ≤ n) be the set of all feasible paths between SN s i and the 
Proof: Sufficiency: We build two shortest paths, i.e., H(q, s i ) and H(q, K), which connect q and s i and connect q and K, respectively. Then, we can build a path p between s i and K by combining H(q, s i ) and H(q, K). According to the inequality (2), the hop count of p is given by 
Since p is a feasible path and consists ofp andp, the following formulation holds
Plugging inequalities (4) into (5), we can achieve
This completes the proof of Theorem 1. Theorem 1 tells that if q satisfies inequality (2), at least one feasible path of s i should pass through node q. Let q ∈ V(L k−1 T ), andS k be the set of unconnected SNs which are located at the levels deeper than k. According to Theorem 1, for any SN, say s (s ∈S k ), satisfying
at least one feasible path of s should pass through q. The set of SNs fulfilling inequality (7) inS k is denoted by Q(q) and we say that each SN in Q(q) can be connected to the sink through q within Δ hops.
As each SN in Q(q) can be connected to the sink through q within Δ hops, to connect all the SNs inS k to the sink while considering the cost of RNs deployment, we should select
Mathematically, this is a set covering problem, and typical solution algorithms to the set covering problem are rich in literature.
However, the inequality (7) cannot ensure that the RNs deployed at current level are closer to the unconnected SNs than the nodes at previous levels, which may lead to a large amount of redundant deployed RNs. As shown in Fig. 3 (Δ = 7) , according to inequality (7) we can obtain that Q(c 1 
to deploy as fewer CDLs as possible at each level, we will select c 1 as the deployment position at the 1st level. This leads to a local optimal solution whose edges are denoted by the blue dashed line segments in Fig. 3 , while the optimal solution whose edges are represented by the black line segments are missed. In this example, totally three RNs are wasted.
To avoid the inefficient local optimum, we introduce a rule which guarantees that the RNs deployed at each level gradually move closer to the unconnected SNs. Letq be a node at the (k − 1)th level, and q be a 1-hop neighbor ofq, i.e., q ∈ V(L k−1 T ). Obviously, the SNs in Q(q) can also be connected to the sink throughq. At this moment, we restrict the SN s (s ∈ Q(q)) to satisfy that
Finally, the SNs in Q(q) should meet both the inequalities (7) and (8).
IV. DESCRIPTION OF SCA
The proposed SCA is summarized in Algorithm 1. Specifically, SCA is composed of three steps. In the first step, SCA checks whether the DCRNP problem is solvable or can be solved without the help of RNs. If one of these two cases happens, SCA terminates. Otherwise, SCA carries out the second step.
The second step of SCA is iteratively executed so as to allocate the nodes at each level. To be specific, in the kth iteration, SCA selects the nodes at the kth level. SCA first searches for 1-hop neighbors of the nodes on the (k − 1)th 3 input S, C and K into the second step of SCA;
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C =a subset of C returned by the second step of SCA; 
As the execution of the second step of SCA, a feasible tree T that connects each SN and the sink is gradually built.
The second step of SCA is illustrated in Fig. 4 , in which the circles and triangles in the same color are the 1-hop neighbors of the nodes at the previous level, and the circles and triangles with red edges are the nodes selected at each level to build the feasible tree T . At the beginning of the second step, SCA first searches the 1-hop neighbors of the sink K, denoted by the black circles and triangles, and the set of unconnected SNs isS 0 = {s 1 , s 2 , ..., s 6 }. Then, the nodes in V(L 0 T ) are represented by the unconnected SNs, and the Greedy-SetCover (GSC) algorithm [14] is employed to find a set cover for the unconnected SNs. As shown in Fig. 4 , c 1 is selected at the first level. At the second level, SCA first finds the 1-hop neighbors of c 1 , denoted by the blue circles and triangles, and the set of unconnected SNs changes intoS 1 = {s 2 , s 3 , ..., s 6 } due to the fact that s 1 is a 1-hop neighbor of the node c 1 at the previous level. Then, s 1 and c 3 are selected as the nodes at the 2nd level based on the set cover algorithm. The process above repeats until all the unconnected SNs are finally connected to the sink. The second step of SCA is detailed in Algorithm 2.
Remark 1: Notice that, the situation that different neighbors (e.g., q andq) connect the same unconnected SNs to the sink may happen, i.e., Q(q) = Q(q). To deal with this situation, we introduce a weight for each neighbor and select the one with the least weight. This paper defines the weight of q as C (H(q, x) ) .
Algorithm 2: The second step of SCA. 
calculate Q(tmp) and ω(tmp);
The redundant RNs may be deployed by the second step of SCA, and thus, the third step of SCA is designed to save the redundantly deployed RNs and detailed in Algorithm 3. In the third step, SCA aims to remove the RNs in C deployed by the second step of SCA as many as possible. To this end, each RN is assigned a weight which equates the number of SNs meeting the inequality (2) . If the deletion of a RN results in the violation of delay constraint, this RN cannot be removed and marked as checked. SCA keeps removing the unchecked RN with least weight from C until C is empty or the RNs in C are all marked as checked.
V. ANALYSIS OF SCA

A. Time Complexity
Let N = |S|+|C|+1. First, the time complexity of the first step of SCA is determined by the shortest path tree algorithm whose complexity is given by O (N lg N ) [12] . Second, we analyze the time complexity of Algorithm 2. In the inner loop (lines 4-5), the shortest path tree algorithm is executed and Algorithm 3: The third step of SCA. . Since the main loop will run at most Δ loops, the time complexity of the Algorithm 2 is given by O(N 3 ). In the third step of SCA, the shortest path tree algorithm runs at most N times, and the time complexity to sort the remaining CDLs is O(N 2 ). In turn, the time complexity of Algorithm 3 is O(N 3 ). In summary, the total time complexity t SCA of SCA can be calculated as follows
B. Approximation Ratio Let T * and T denote the optimal feasible tree and the feasible tree returned by SCA, respectively. Thus, the ratio between the optimal solution and the solution returned by the SCA algorithm is given by
where l and l * denote the number of levels of T and T * , respectively.
Because of the fact that a node can only be located at one level and all SNs should be included on the feasible tree, r SCA is rewritten as follows
Furthermore, we have
Let OP T k be a minimum set cover for the kth level of T . As GSA is employed to solve the set covering problem at each level, the approximation ratio of GSA [14] is given by
From Algorithm 1, we know that the second step of SCA implies the nonexistence of feasible solutions to the DCRNP problem without the help of RNs. Therefore, the optimal solution to DCRNP contains at least one RN, i.e.,
which further implies that
Besides, due to the fact that |OP T k | ≤ |S k | ≤ |S|, combining inequalities (14)- (16), we can conclude that
where
. So far, we have proved that SCA is a O(ln |S|)-approximation algorithm.
VI. SIMULATION RESULTS
In the simulation, SNs are randomly placed on a square field with the side length of 100 meters. To ensure that the DCRNP problem has a feasible solution, in each simulation run, we set 400 randomly distributed CDLs in the deployment field. The simulation is carried out under two scenarios, the homogeneous scenario, i.e., r = R = 10 or 15, and the heterogeneous scenario, i.e., r = 10 and R = 15. To demonstrate the efficiency of this work, we compare SCA with SPTiRP [11] - [12] under different amounts of SNs (the number of SNs varies from 10 to 100). For the clarity of figures, we use "RN (SPTiRP)" and "RN (SCA)" to represent the number of RNs deployed by SPTiRP and SCA, respectively. Numerical results are generated based on the method of batch means with 50 simulation runs for the confidence level of 95%.
The comparison results between SCA and SPTiRP in terms of the number of deployed RNs are shown in Fig. 5 . The communication radii (r, R) in Fig. 5(a)-Fig. 5 (c) are set as (10, 10), (10, 15 ) and (15, 15), respectively. The delay bounds Δ in Fig. 5 are set 15 and 20. It is clearly shown in Fig. 5 that both "RN (SPTiRP)" and "RN (SCA)" decrease with the increment of (r, R), which is equivalent to the relaxation of delay constraints. Fig. 5 shows that "RN (SCA)" is smaller than "RN (SPTiRP)" under different (r, R)s and Δs. We also observe that with the decrement of (r, R) or Δ, the respectively. This phenomenon can be explained by the fact that SPTiRP saves RNs by only pruning the originally built shortest path tree. First, the network topology gets sparse as (r, R) decreases, and thus the hop distance between different paths becomes large, which implies that the opportunity to merge different paths becomes small. Second, the delay constraint becomes tight as Δ decreases, which further reduces the opportunity of saving RNs for SPTiRP. In contrast, the SCA saves RNs using a completely different way which is less sensitive to (r, R) and Δ than SPTiRP. The comparison of the running time between SPTiRP and SCA is shown in Fig. 6 , which indicates that both SPTiRP and SCA require an increasing running time as the decrease of the communication radii or the delay constraint. Although SCA has a larger running time than SPTiRP, considering the noticeable amount of the RNs saved by SCA, the extra running time is worthwhile.
VII. CONCLUSION
This paper has investigated the DCRNP problem in WSNs. Due to its NP-hard nature, we propose a set-covering-based approximation algorithm-SCA to approximately solve the D-CRNP problem. It has been shown that the proposed SCA can avoid the limitation suffered by existing algorithm. The time complexity of SCA is shown O(N 3 ), and the approximation ratio of SCA is proved to be O(ln |S|). Finally, extensive simulations have demonstrated that the proposed SCA can significantly save deployed RNs compared with the existing SPTiRP algorithm.
