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Abstract: We consider a finite impulse response system with centered independent
sub-Gaussian design covariates and noise components that are not necessarily iden-
tically distributed. We derive non-asymptotic near-optimal estimation and prediction
bounds for the least squares estimator of the parameters. Our results are based on two
concentration inequalities on the norm of sums of dependent covariate vectors and on
the singular values of their covariance operator that are of independent value on their
own and where the dependence arises from the time shift structure of the time series.
These results generalize the known bounds for the independent case.
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1. Introduction
In the present article, we study general Finite Impulse Response (FIR) systems, which
are in some sense the simplest discrete-time dynamical systems. More precisely, let
x = (xt)
∞
t=2−T be a sequence of independent random variables, corresponding to the
input of the system, the integer T ≥ 1 be the time lag of the response and y = (yt)∞t=1
the output of the system. General (nonlinear) FIR systems correspond to the following
additive-noise time series:
yt = f(xt, xt−1, . . . , xt−T+1) + εt, t ∈ J1,∞K,
where Ja, bK denotes the set {n ∈ Z : a 6 n 6 b}, ε = (εt)∞t=1 is a sequence of un-
observed, independent random variables that represents an additive noise to the system
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and f : RT → R is an unknown regressor. Of special interest is the linear regressor
case, where a = [a1, a2, . . . , aT ]⊤ ∈ RT is the parameter vector and
yt = a1xt + · · ·+ aTxt−T+1 + εt, t ∈ J1,∞K.
Upon observing the sequence y up to time N , we obtain the linear regression model
yt = a
⊤Xt + εt, t ∈ J1, NK (1.1)
with ’time shifted’ covariates
Xt = [xt xt−1 · · · xt−T+1]⊤. (1.2)
We refer to the matrixX = [X1, X2, . . . , XN ]⊤ as the design matrix, to Σˆ := 1NX
⊤X
as the sample covariance matrix, to y = [y1, y2, . . . , yN ]⊤ as the output vector and
to ε = [ε1, ε2, . . . , εN ]⊤ as the noise vector, the linear FIR model in vector format
becomes
y = Xa+ ε. (1.3)
Note that the dynamical structure creates dependence between the covariates, which
makes this setup different from the classical regression problem with independent co-
variate design.
The study of linear dynamical systems is currently an active area of research within
the statistical learning community due to its potential relation to the reinforcement
learning problem [13, 14, 5, 25] where the focus is mainly on providing non-asymptotic
bounds on the accuracy of the estimated parameters of the linear state-space models
[24, 26]. State-space models can be viewed as Infinite Impulse Response models with
a special structure imposed on the infinite-dimensional vector (at)∞t=1. FIR models are
commonly viewed as an approximation of those models since their special structure
typically imposes exponentially small coefficients for the tail of the sequence (at)∞t=1;
we refer to [12, 18] for more on this topic. In statistics, on the other hand, several
authors have recently studied the non-asymptotic properties of various regression es-
timators and, in particular, the ones built with independent covariates. For the sample
covariancematrix with independent covariates, Adamczak et al. [3] provides Restricted
Isometric Property bounds for the sub-Gaussian case and Yaskov [29] relaxes these
conditions to bounds on the first 2 + α moments while still obtaining similar results
which are shown to be optimal; the high-dimensional case is studied in Koltchinskii
and Lounici [16] where comparable results are obtained for Gaussian covariate vectors
while replacing their dimension by the stable rank of the covariance operator. The sta-
tistical properties of the least-squares estimator for the independent covariates case are
studied in Oliveira [21] under a 4th moment assumption, and a statistically and com-
putationally efficient algorithm is suggested and analyzed in Dieuleveut et al. [8]. In
general, a dependence structure –such as the one stemming from the dynamics of FIR
models– is detrimental to the behavior of estimators, as noted by Dalalyan et al. [7],
who studied the performance of the Lasso estimator under correlated design conditions.
In the present work, we show that this is not the case for the least-squares estimator in
the FIR model and that the obtained statistical properties are close to the ones obtained
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in the independent case. This is mainly due to the fact that for FIR models the covariates
are uncorrelated although they are dependent.
In Section 2, we introduce some notation and preliminaries related to the assump-
tions under which the results are obtained. In Section 3 we display the main results
of the paper, Theorems 3.1, 3.2 and 3.3 which provide high probability bounds on the
estimation error and the prediction risk of the least-squares estimator based on two con-
centration inequalities on the norm of sums of dependent covariate vectors derived in
Theorem 3.5 and on the singular values of their covariance operator derived in Theorem
3.4, which are of independent value on their own. Section 3 provides a discussion on
the optimality of the obtained results based on a Cramèr-Rao risk lower bound (CRLB)
in the Gaussian case. Finally, proofs of the two concentration inequalities (Theorems
3.5 and 3.4) are displayed in an appendix at the end of the paper.
2. Preliminaries and notation
We denote by (Ω,F ,P) the underlying probability space and by E the corresponding
expectation operator. All norms will be distinguished by a subscript denoting the un-
derlying normed space, except for the standard absolute value | · |. The usual p-norms
of a vector x ∈ Rn are denoted by
|x|p =
(
n∑
i=1
|xi|p
)1/p
for 1 6 p <∞, |x|∞ = max
i∈J1,nK
|xi|.
Denote by lp(Z) the standard lp-spaces for infinite sequences of RZ, the associated
norms are
|x|lp(Z) =
( ∞∑
i=−∞
xpi
)1/p
for 1 6 p <∞, |x|l∞(Z) = sup
i∈Z
|xi|.
The p-Schatten norm of an N ×M matrix A in the Schatten space Sp is denoted by
|A|Sp = (tr(A⊤A)p/2)1/p for 1 6 p <∞, |A|S∞ = max|x|261 |Ax|2.
Operators from RZ to RZ are identified with their corresponding infinite matrices and
their operator norm will be denoted | · |2→2.
The spaces Lp(Ω,F ,P) = {x : Ω → R measurable : E (|x|p) < ∞} of random
variables are endorsed with the Lp-norms
|x|Lp = (E (|x|p))1/p for 1 6 p <∞, |x|L∞ = ess sup
ω∈Ω
|x(ω)|,
where ess sup refers to the essential supremum with respect to the measure P.
We study the least squares estimator in the context of ’sub-Gaussian random vari-
ables’. To introduce this class of random variables, we need to describe the tail behavior
of a random variable. Define, for 0 < α <∞, the function
ψα(s) = exp(s
α)− 1, s ≥ 0.
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The Orlicz norm | · |ψα of a random variable x is defined as
|x|ψα = inf{c > 0: E (ψα(|x|/c)) ≤ 1},
and the corresponding Orlicz space is
Lψα(Ω,F ,P) = {x : Ω→ R measurable; |x|ψα <∞}.
Note that we recover the definition of Lp space by taking ψp(s) = sp in the definition
of ψα. Lψ2(Ω,F ,P) is the space of sub-Gaussian random variables, i.e., whose distri-
bution exhibits a tail behavior similar to that of the normal distribution. Lψ1(Ω,F ,P)
is the space of sub-exponential random variables, whose tail behavior is similar to that
of an exponential random variable. For more information on Orlicz spaces we refer to
[17].
A random vector X ∈ Rn is sub-Gaussian if for all u ∈ Rn the marginal 〈X,u〉 is
a sub-Gaussian random variable. The sub-Gaussian norm ofX in this case is
|X |ψ2 = sup
u∈Rn,|u|2=1
|〈u,X〉|ψ2 .
Finally, we recall a few concepts from the generic chaining literature [27, 11]. Let
(A, d) be a metric space. The distance of a point t ∈ A to a subset A ⊆ A is defined as
d(t,A) = inf
s∈A
d(t, s).
The diameter of the set A is
∆(A) = sup
(s,t)∈A2
d(t, s),
and the covering numberN(A, d, u) is the smallest number of balls in (A, d) of radius
less than u needed to cover A (i.e., whose union includes A). A ball of center c ∈ A
and radius r ≥ 0 with respect to a distance d or a metric | · |d will be denoted Bd(c, r)
or B|·|d(c, r), respectively.
The gamma-α functional γα(A, d) for the metric space (A, d) and its corresponding
upper bound by the Dudley chaining integral are defined as follows:
γα(A, d) = inf sup
t∈A
∞∑
r=0
2r/αd(t,Ar) .
∫ ∆(A)
0
(lnN(A, d, u))1/αdu. (2.1)
Where the infimum is taken over all sequences of sets (Ar)r∈N inA with |A0| = 1 and
|Ar| 6 22r ([27]).
Throughout the paper,C, c, c1, . . . will denote positive constants whose exact values
are not important for the derivation of the results and which may change from one line
to another. x . y is a shorthand notation for the statement ’there exists a positive
constant c such that x 6 cy’, and x ≃ y means that x . y and y . x. The minimum
(maximum) of two real numbers x and y is denoted asmin(x, y) = x∧y (max(x, y) =
x ∨ y).
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3. Results
Let the integer T > 1 be a fixed time lag. We are interested in estimating the parameters
of an FIR model, based on a single sample from the trajectory of the FIR system,
denoted by
S = (x, y) = ((xt)
∞
t=2−T , (yt)
∞
t=1),
over the interval J2− T, . . . , NK.
The FIR sample satisfies the relation (cf. (1.2))
yt = f(Xt) + εt, t ∈ J1, NK. (3.1)
where f : RT → R is an unknown regressor in the general additive system case. In the
linear case, the FIR system is described by
yt = a
⊤Xt + εt, t ∈ J1, NK, (3.2)
where a is an unknown parameter vector in RT . We will impose two different sets of
conditions on the independent centered disturbances ε1, ε2, . . . , εN :
• In Theorem 3.1 and 3.2 the disturbances are sub-Gaussian with common ψ2-
norm upper bound:
|εt|ψ2 6 Lε, t ∈ J1, NK.
• In Theorem 3.3 we relax these conditions to the existence of a common variance
upper bound:
E (ε2t ) 6 σ
2
ε , t ∈ J1, NK.
Similarly, we assume that the random variables xt are centered, unit variance with
a common ψ2-norm upper bound
|xt|ψ2 6 Lx, t ∈ J2 − T,NK.
We define the least squares estimator aˆ of the parameter vector a of the linear FIR
system (3.2) by
aˆ = (X⊤X)†X⊤y = (Σˆ)†
1
N
X⊤y. (3.3)
Here, A† denotes the Moore-Penrose pseudo-inverse of a square matrix A. In the first
main result of the paper, Theorem 3.1 below, we derive a non-asymptotic high proba-
bility upper bound for the performance of aˆ in terms of the square error |aˆ− a|22.
Theorem 3.1. Let X1, . . . , XN be the time shifted covariates (cf. (1.2)) of the linear
FIR system (3.2) with independent centered sub-Gaussian entries of unit variance and
common ψ2-norm upper bound Lx, and assume that the noise entries (εt)
N
t=1 have a
common ψ2-norm upper bound Lε. Then, there is an absolute constant C > 0 such
that, for all δ ∈ (0, 1), η ∈ (0, 2e−1] and as long as
N > C(L2x ∨ L4x)
T ln(T ∨ η−1)
δ2
,
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the least squares estimator aˆ of a satisfies
|aˆ− a|22 6
2
(1− δ)2
T
N
(
1 + CL2xL
2
ε ln
2 2
η
)
,
with probability at least 1− η.
Moreover, we can make explicit the sample complexity, i.e., the sample size N
required to obtain a reliable estimate of the square error with some desired precision
ǫ > 0 and probability at least 1− η. So for an estimation error |aˆ− a|22 6 ǫ, it enough
to choose
N > C
1
ǫ
(
T ln2(η−1)
(1− δ)2 ∨
T ln(T ∨ η−1)
δ2
)
,
for some constant C > 0 depending on Lxand Lǫ. Next, we show that a similar result
holds up to a bias term, for the general case with an unknown regressor f : RT → R.
Given a ∈ RT , define the prediction loss by L(a)
L(a) = 1
N
|y −Xa|22. (3.4)
Since aˆ is the least square estimator, it satisfies the orthogonality condition
X⊤(y −Xaˆ) = 0. (3.5)
In the next main result of the paper, Theorem 3.2, we give a high probability bound
for the prediction loss in the miss-specified case.
Theorem 3.2. LetX1, . . . , XN be the time shifted covariates of the general FIR system
(3.1)with independent centered sub-Gaussian entries of unit variance and commonψ2-
norm upper bound Lx, and assume that the noise entries (εt)
N
t=1 have unit variance
with common ψ2-norm upper bound Lε. Then, there is an absolute constant C > 0
such that, for all δ ∈ (0, 1), η ∈ (0, 2e−1] and as long as
N > C(L2x ∨ L4x)
T ln(T ∨ η−1)
δ2
,
the miss-specification prediction loss satisfies
L(aˆ) 6 inf
a∈RT
L(a) + 2
1− δ
T
N
σε
(
1 + CL2xL
2
ε ln
2 2
η
)
,
with probability at least 1− η.
Now, let us evaluate the prediction performance of our estimates Xaˆ. Suppose we
are in the general case with an unknown regressor f : RT → R. Given a ∈ RT , define
the prediction risk R(a) and its oracle minimizer amin as
R(a) = E (L(a)|X) = E ( 1
N
|y −Xa|22 |X) and amin ∈ arg min
a∈RT
R(a), (3.6)
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Since x is sub-Gaussian and ε has finite variance, E (y2) < ∞ and E (Σˆ) = IT , the
risk measureR(a) is well defined and is finite for all a ∈ RT . The normal equation of
the minimum norm problem (3.6) is
E ((X⊤(y −Xamin)|X) = 0. (3.7)
In the next main result of the paper, Theorem 3.3, we give a high probability upper
bound for the oracle errorR(aˆ)−R(amin).
Theorem 3.3. LetX1, . . . , XN be the time shifted covariates of the general FIR system
(3.1) with independent centered sub-Gaussian entries of unit variance and common
ψ2-norm upper bound Lx, and assume that the noise entries (εt)
N
t=1 have a common
variance upper bound σ2ε . Then, there is an absolute constant C > 0 such that, for all
δ ∈ (0, 1), η ∈ (0, e−1] and as long as
N > C(L2x ∨ L4x)
T ln(T ∨ η−1)
δ2
,
the misspecification error satisfies
0 6 R(aˆ)−R(amin) 6 1 + δ
1− δ
T
N
σ2ε .
with probability at least 1− η.
These last three Theorems extend the work on least squares for the case of inde-
pendent covariates to the time shifted covariate case. In the independent covariates
case, bounds are derived in Audibert and Catoni [4] and Hsu et al. [15] under the sub-
Gaussian noise condition and with probability larger than 1N i.e non uniformly on the
probability. In our case, we only need a finite noise variance condition to show a bound
for any success probability. A break through result in the independent covariates case
is the one obtained by Oliveira [21], where Under a 4th moment assumption and non
uniformly on the probabilities, he derives similar results using Fuk-Nagaev bound by
Einmahl and Li [10].
The proofs of Theorems 3.1, 3.2 and 3.3 are based on two upper bound estimates.
The first one is an estimate of the operator norm distance of the sample covariance
to the identity operator
∣∣∣Σˆ− IT ∣∣∣
S∞
, derived in Theorem 3.4 below, in the form of
Restricted Isometric Property (cf. [6]). The second one is an estimate of the L2-norm
of the multiplier process for the FIR design covariates, 1NX
⊤ε, given in Theorem 3.5
below. Multiplier processes are important as they appear quite naturally in many high
dimensional statistics’ problems. The term
∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
=
1
N
sup
|w|2
N∑
k=1
εk 〈w,Xk〉 − E (εk 〈w,Xk〉)
is seen in this way as the supremum of an empirical process yet it is not a multiplier
process in the standard sense (see e.g. [20]) since theXi’s are dependent.
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Theorem 3.4. LetX1, . . . , XN be the time shifted covariates of an FIR model with in-
dependent centered sub-Gaussian entries of common ψ2-norm upper bound Lx. Then,
for every u > 1 andN > 2T − 2, we have
∣∣∣Σˆ− IT ∣∣∣
S∞
. L2x
(
T ln(T )
N
+
√
T ln(T )
N
+
T
N
u+
√
T
N
u1/2
)
. (3.8)
with probability at least 1− e−u.
In particular, we have the following bounds on the highest and smallest singular
values smax(Σˆ) and smin(Σˆ) of the sample covariance matrix Σˆ: there is an absolute
constant C > 0 such that, for all δ ∈ (0, 1), η ∈ (0, e−1] and
N > C(L2x ∨ L4x)
T ln(T ∨ η−1)
δ2
,
we have
1− δ 6 smin(Σˆ) 6 smax(Σˆ) 6 1 + δ, (3.9)
with probability at least 1− η.
The conditionsN > 2T − 2 and u > 1 for deriving (3.8) and η 6 e−1 for deriving
(3.9) are mainly technical and are introduced to simplify the proof. This result extends
the work byMeckes [19] on random square symmetric Toeplitz matrices (N = T ) with
independent entries satisfying a log-Sobolev condition to the rectangular case with sub-
Gaussian design matrixX . It also complements the work by Adamczak [2], who proves
the following bound on the expectation of a random rectangular Toeplitz matrixX :
E (|X |S∞) .
√
N +
√
T log(T ).
An optimal result for the case of i.i.d Gaussian covariates has been obtained by
Koltchinskii and Lounici [16] and shows that with probability at least 1− e−u:
∣∣∣Σˆ− IT ∣∣∣
S∞
.
T
N
+
√
T
N
+
T
N
u+
√
T
N
u1/2.
This raises the question of the necessity of the having ln(T ) factors in Theorem 3.4.
Theorem 3.5. Let X1, . . . , XN be the time shifted covariates of an FIR model with
independent centered sub-Gaussian entries of common ψ2-norm upper bound Lx, and
assume that the noise entries (εt)
N
t=1 have unit variance with common ψ2-norm upper
bound Lε. Then, for every η ∈ (0, 1), we have∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
6
√
T
N
σxσε
[
1 + cLεLx
(
ln
1
η
∨ ln 34 1
η
)]
, (3.10)
with probability at least 1− η.
The proof of these last two Theorems is deferred to the appendix.
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Proof of Theorem 3.1. We have
|aˆ− a|2 = |(X⊤X)†X⊤y − a|2 = |(X⊤X)†X⊤(Xa+ ε)− a|2
= |(X⊤X)†X⊤ε|2 6 smax((Σˆ)†)
∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
=
1
smin(Σˆ)
∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
. (3.11)
Replacing η with η/2 in Theorems 3.4 and 3.5, a simple union bound shows that, for
N > C(L2x ∨ L4x)
T ln(T ∨ 2η−1)
δ2
,
the matrix Σˆ is invertible with probability at least 1−η. Furthermore, on this event, the
bounds in equations (3.9) and (3.10) hold, yielding upper bounds for both the inverse of
the least singular value, namely 1
smin(Σˆ)
6 11−δ , and the multiplier process | 1NX⊤ε|2
which together imply the claimed result.
Proof of Theorem 3.2. The loss miss-specification bound is obtained as follows.
L(aˆ)− L(a) = 1
N
|Xaˆ− f |22 −
1
N
|Xa− f |22
=
1
N
〈Xaˆ−Xa,Xaˆ+Xa− 2f〉
= − 1
N
|Xaˆ−Xa|22 +
2
N
〈Xaˆ−Xa,Xaˆ− f〉 . (3.12)
Using the orthogonality condition in (3.5) we get,
L(aˆ) = L(a) − 1
N
|Xaˆ−Xa|22 +
2
N
〈
aˆ− a,X⊤ε〉
6 L(a) − 1
N
|X(aˆ− a)|22 + 2|aˆ− a|2
∣∣∣∣X⊤εN
∣∣∣∣
2
6 L(a) − smin(Σˆ)|aˆ− a|22 + 2|aˆ− a|2
∣∣∣∣X⊤εN
∣∣∣∣
2
6 L(a) + 1
smin(Σˆ)
∣∣∣∣X⊤εN
∣∣∣∣
2
2
,
where in the last inequality we used the elementary identity−ab2+2cb 6 c2/a. From
Theorem 3.4 and 3.5 we conclude that for a sample size
N > C(L2x ∨ L4x)
T ln(T ∨ 2η−1)
δ2
,
and on an event of probability at least 1− η both smin(Σˆ) > 1− δ and∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
6
√
T
N
σε
[
1 + CLεLx
(
ln
2
η
∨ ln 34 2
η
)]
(3.13)
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hold. These two result combined with the condition η ∈ (0, 2e−1] give the conclusion
of the Theorem.
Proof of Theorem 3.3. We place ourselves again on an event of probability at least 1−η
obtained from Theorem 3.4 with sample size satisfying
N > C(L2x ∨ L4x)
T ln(T ∨ η−1)
δ2
.
The Prediction risk bound is obtained by taking the conditional expectation given X
on equation (3.12):
R(aˆ)−R(a) = 1
N
E
(−|Xaˆ−Xa|22|X)+ 2N E (〈Xaˆ−Xa,Xaˆ− f〉 |X) .
Using the normal equation (3.7) we obtain,
R(aˆ) = R(a)− 1
N
E
(|Xaˆ−Xa|22 − 2 〈aˆ− a,X⊤ε〉 |X)
6 R(a)− E
(
1
N
|X(aˆ− a)|22 − 2|aˆ− a|2
∣∣∣∣X⊤εN
∣∣∣∣
2
∣∣∣X)
6 R(a)− E
(
smin(Σˆ)|aˆ− a|22 − 2|aˆ− a|2
∣∣∣∣X⊤εN
∣∣∣∣
2
∣∣∣X) .
On this event we have 1− δ 6 smin(Σˆ)) 6 smax(Σˆ)) 6 1 + δ which in tern implies,
R(aˆ) 6 R(a) + E
(
−(1− δ)|aˆ− a|22 + 2|aˆ− a|2
∣∣∣∣X⊤εN
∣∣∣∣
2
∣∣∣X)
6 R(a) + 1
1− δ E
(∣∣∣∣X⊤εN
∣∣∣∣
2
2
∣∣∣X
)
, (3.14)
where, again, we used the elementary identity−ab2+2cb 6 c2/a in the last inequality.
The conditional expectation on the other hand is given by
E
(∣∣∣∣X⊤εN
∣∣∣∣
2
2
∣∣∣X
)
=
1
N
E
(
tr(ε⊤XX⊤ε)
N
∣∣∣X)
=
1
N
tr(E (εε⊤)XX⊤)
N
6
tr(Σˆ)
N
σ2ε ,
which together with the risk bound in (3.14) and the fact that smax(σˆ) 6 1 + δ yield
R(aˆ)−R(a) 6 1 + δ
1− δ
T
N
σ2ε .
which concludes the proof of the Theorem.
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4. Optimality of the bounds and analysis of the Gaussian noise case
In this section, we check the optimality of our bounds for the least squares estimator
by obtaining a matching lower bound when the noise is Gaussian. Consider the case
where (εt)Nt=1 is a sequence of independent identically distributed Gaussian random
variablesN (0, σ2x) and (Xt)Nt=1 are the time-shifted design covariates defined in (1.2)
with independent centered unit variance sub-Gaussian entries of common ψ2-norm
upper bound Lx.
First note that aˆ is conditionally unbiased since
E (aˆ|X) = E ((X⊤X)†X⊤y|X) = E ((X⊤X)†X⊤(Xa+ ε))|X) = a.
Hence, we can use Cramér-Rao theory [22] to derive a lower bound performance for
such unbiased estimator in terms of its mean square error loss, defined as
MSE(aˆ) = E (|aˆ− a|22). (4.1)
Since the (yt)Nt=1 are conditionally independent, the conditional distribution of y =
(yt)
N
t=1 given x = (xt)
N
t=2−T , parameterized by a, factors as
fy|x(y|x; a) =
N∏
t=1
fyt|x(yt|x; a).
The log-likelihood function becomes
L(Y,X, a) = ln fy|x(y|x; a) =
N∑
t=1
ln(fyt|x(yt|x; a))
= −N
2
ln(2πσ2ε )−
1
2σ2ε
N∑
t=1
(yt − a⊤Xt)2.
Differentiating twice with respect to the parameter a, we obtain the conditional Fisher
information matrix
IT (a|X) = −∇2aL(Y,X, a) =
1
σ2ε
N∑
t=1
XtX
⊤
t
=
1
σ2ε
X⊤X =
N
σ2ε
Σˆ.
The following proposition provides bounds for the expected values of the spectrum and
the trace of the sample covariance matrix of FIR models and will be useful for deriving
a lower bound estimate of the MSE.
Proposition 4.1. The following estimate holds for the singular values of the sample
covariance matrix:
E (si(Σˆ)) 6 1 + CL
2
x
(
T
N
ln(T ) +
√
T
N
ln(T )
)
. (4.2)
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Furthermore, the following lower bound for the trace of its inverse holds:
E (tr(Σˆ†)) > T
{
1− CL2x
(
T
N
ln(T ) +
√
T
N
ln(T )
)}
.
Proof. A rescaling of (xk)Nk=2−T by Lx shows that without loss of generality we can
assume Lx = 1, we also let
E :=
T
N
ln(T ) +
√
T
N
ln(T ).
From Theorem 3.4 we have, for all t > 0,
P
(
si(Σˆ)− 1− cL2xE > t
)
6


1, 0 6 t 6
√
T
N
,
exp
(
−CNt
T
)
,
√
T
N < t 6 1,
exp
(
−CNt
2
T
)
, t > 1.
Hence,
E
(
si(Σˆ)− 1− cL2xE
)
6
∫ ∞
0
P
(
si(Σˆ)− 1− cL2xE > t
)
dt
=
∫ √ T
N
0
dt+
∫ 1
√
T
N
exp
(
−CNt
T
)
dt+
∫ ∞
1
exp
(
−CNt
2
T
)
dt
.
√
T
N
+
[
T
N
exp
(
−CNt
T
)]√ T
N
1
+
√
π
2
√
T
N
≃
√
T
N
+ o
(
T
N
)
,
where in the last inequality we have used the following gamma integral∫ ∞
0
e−at
b
dt =
1
b
a−
1
b Γ(
1
b
),
valid for all a > 0 and b > 0. Thus after rescaling by Lx we have,
E (si(Σˆ)) 6 1 + C
[
T
N
ln(T ) +
√
T
N
ln(T ) +
√
T
N
+ o
(
T
N
)]
6 1 + C
(
T
N
ln(T ) +
√
T
N
ln(T )
)
.
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This gives the following lower bound:
E (tr(Σˆ†)) = E
(
T∑
i=1
1
si(Σˆ)
)
>
T∑
i=1
1
E (si(Σˆ))
(by Jensen’s inequality),
>
T
1 + CL2x
(
T
N ln(T ) +
√
T
N ln(T )
)
> T
{
1− CL2x
(
T
N
ln(T ) +
√
T
N
ln(T )
)}
,
which in turn yields the statement of the proposition.
Thus, the Cramér-Rao lower bound for a conditionally unbiased estimator is
cov(aˆT ) = E (cov(aˆT |X)) + cov(E (aˆT |X))  E (IT (a|X)†)
= σ2ε E ((X
⊤X)†) =
σ2ε
N
E (Σˆ†).
This implies the following lower bound on the mean square error:
MSE(aˆ) = E (|aˆ− E aˆ|22) + E (|aˆ− a|22) =
σ2ε
N
E (tr(Σˆ†))
>
Tσ2ε
N
{
1− CL2x
(
T
N
ln(T ) +
√
T
N
ln(T )
)}
.
In the linear case, equation (3.11) in the derivation of Theorem 3.1 gives us,
|aˆ− a|22 6
1
s2min(Σˆ)
∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
2
.
Taking the conditional expectation onX gives us
E (|aˆ− a|22 |X) 6
1
Ns2min(Σˆ)
E (
1
N
∣∣X⊤ε∣∣2
2
|X)
=
1
Ns2min(Σˆ)
tr(E (εε⊤)XX⊤)
N
6
tr(Σˆ)
Ns2min(Σˆ)
σ2ε .
Theorem 3.4 implies that in an event of probability at least 1− η with η ∈ (0, e−1) and
under the condition
N > C(L2x ∨ L4x)
T ln(T ∨ η−1)
δ2
,
we have 1− δ 6 smin(Σˆ) 6 smax(Σˆ) 6 1 + δ, which means
E (|aˆ− a|22 |X) 6
1 + δ
(1− δ)2
T
N
σ2ε .
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This rate matches with the rate of the obtained CRLB, so the least-squares estimator
is efficient with high probability and with an asymptotic rate of σ2εT/N . Since this
estimator is also conditionally unbiased this also implies that it is rate optimal in the
class of conditionally unbiased estimators and that our upper bound is tight up to a
correction term of the order T
3/2 ln1/2(T )
N3/2
.
5. Appendix
Proof of Theorem (3.4). A rescaling of (xk)Nk=2−T by Lx shows that without loss of
generality we can assume Lx = 1. We start by defining, for k ∈ J1, N + 1 − T K, the
following shifted covariates:
Lk =
[
0 · · · 0 x1 x2 · · · xN+1−T 0 · · · 0
]⊤
,
where x1 is at kth position.Then we define the matrices
L = [L1L2 . . . LT ] and S = X − L,
to get a decompositionX = L + S where L and S are independent of each other and
have a shifted diagonal structure. Thus, we have
X⊤X = L⊤L+ S⊤S + S⊤L+ L⊤S.
Using this decomposition the operator norm of deviation ofX⊤X is upper bounded by
|X⊤X − E (X⊤X)|S∞
6 T − 1 + |L⊤L− (N + 1− T )IT |S∞ + |S⊤S|S∞ + 2|S⊤L|S∞ . (5.1)
The proof will proceed by deriving high probability bounds for the last three terms
while showing that the contribution of the last two is negligible in comparison to the
first both in terms of magnitude and probability.
We start with the second term |S|S∞ . Since N > 2T − 2 the matrix S has two
separate parts, so we define the lower and upper triangular parts of S respectively by
Sl =


xN−T+2 0 . . . 0
xN+1−T
. . .
. . .
...
...
. . .
. . . 0
xN . . . xN+3−T xN+2−T

 and Su =


x0 x1 . . . x2−T
0
. . .
. . .
...
...
. . .
. . . x1
0 . . . 0 x0

 .
Hence we obtain the following
|S|S∞ = |Sl|S∞ + |Su|S∞ =

 N∑
j=N+2−T
x2j


1/2
+

 0∑
j=2−T
x2j


1/2
. (5.2)
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The bound reduces to a bound on the norms of two random vectors which can be
estimated using Bernstein’s inequality for sub-Exponential random variables: for all
u > 1
P


∣∣∣∣∣∣∣

 N∑
j=N+2−T
x2j


1/2
−√T − 1
∣∣∣∣∣∣∣ > cu

 6 2 exp (−u2).
A similar inequality holds for the last term in (5.2). Using a union bound we get with
probability at least 1− 13e−u for all u > 1:
|S|S∞ = |Sl|S∞ + |Su|S∞ .
√
T +
√
u. (5.3)
That is with the same probability:
|S⊤S|S∞ . T + u. (5.4)
We will bound the second term by relating the operator norm of random Toeplitz ma-
trices to the supremum of a multiplication process, a strategy that appeared first in the
seminal work of Meckes [19] and was further developed by Adamczak [2].
Since the columns of L are shifted versions of each others, we have
L⊤L =


〈L1, L1〉 〈L1, L2〉 〈L1, L3〉 . . . 〈L1, LT 〉
〈L1, L2〉 〈L1, L1〉 〈L1, L2〉 . . . 〈L2, LT 〉
〈L1, L3〉 〈L1, L2〉 〈L1, L1〉 . . . 〈L3, LT 〉
...
. . .
. . .
. . .
...
〈L1, LT 〉 〈L2, LT 〉 〈L3, LT 〉 . . . 〈L1, L1〉


.
Define the Toeplitz operator T : l2(Z)→ l2(Z) by the infinite matrix
T = [〈Lj , Lk〉1|j−k|6T−1](j,k)∈Z2 − (N + 1− T )IZ.
The corresponding multiplication polynomial defined for x ∈ [0, 1] is given by
p(x) = T0 + 2
T−1∑
l=1
Tl cos (2πlx).
Since L⊤L− (N + 1− T )IT is a submatrix of T , we have
|L⊤L− (N + 1− T )IT |S∞ 6 |T |2→2 = sup
x∈[0,1]
|p(x)|, (5.5)
where | · |2→2 stands for the operator norm from l2(Z) to l2(Z). Rewriting the last
polynomial p(x) we obtain the following upper bound for the supremum
sup
x∈[0,1]
|p(x)| = sup
x∈[0,1]
∣∣∣∣∣∣
N+1−T∑
j=1
(x2j − 1) +
∑
06j<k6N+1−T
xjxk1|j−k|6T−1 cos (2π|j − k|x)
∣∣∣∣∣∣ .
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Consider the (N + 1− T )× (N + 1− T ) matrixH with (j, k) entries
Hjk(x) = 1 + 1|j−k|6T−1 cos (2π|j − k|x).
Using a version of Hanson-Wright inequality essentially due to Rudelson and Ver-
shynin [23] we end up with the following inequality: for all u > 0,
P
(|p(x)− p(y)| > √udS2(H(x),H(y)) + udS∞(H(x),H(y))) 6 2 exp (−cu).
This process is a mixed tail process with the pseudo-metric spaces defined on [0, 1] by
both |H(·)|S2 and |H(·)|S∞ . The generic chaining result proved independently by Ta-
lagrand [27, Theorem 2.2.23] and Dirksen [9, Theorem 3.5] provides us with the
following bound for the supremum of such mixed tail process for u > 1:
P
(
sup
x∈[0,1]
|p(x)| > C (E +√uV + uU)
)
6 2 exp (−u), (5.6)
where
E = γ2([0, 1], |H(·)|S2) + γ1([0, 1], |H(·)|S∞),
V = ∆S2(H−1([0, 1])), U = ∆S∞(H−1([0, 1])).
To conclude the proof, it suffices to estimate these three terms. Let us first start with
the terms which involves the norm | · |S∞ . An estimate of |H(x)|S∞ is obtained by
seeingH(x) as a sub-matrix of an infinite Toeplitz matrix H˜(x) defined by,
H˜(x) = [1|j−k|6T−1 cos (2π|j − k|x)](j,k)∈Z2 + IZ.
and the corresponding multiplication polynomial
q(z) = 1 + 2
T−1∑
l=1
cos (2πlx) cos (2πlz)
= 1 +
T−1∑
l=1
cos (2πl(x− z)) + cos (2πl(x+ z)).
We have
|H(x)|S∞ 6 |H˜(x)|2→2 = sup
z∈[0,1]
|q(z)|.
The radius U becomes
U = ∆S∞(H−1([0, 1])) 6 2T. (5.7)
Since the cosine function is 1-Lipschitz, we have
dS∞(H(x),H(y)) = sup
z∈[0,1]
T−1∑
l=1
cos (2πl(x− z))− cos (2πl(y − z))
+ cos (2πl(x+ z))− cos (2πl(y + z))
6 4π
T−1∑
l=1
l|x− y| 6 2πT 2|x− y|.
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The γ1 functional is evaluated as
γ1([0, 1], |H(·)|S∞) .
∫ ∆S∞(H−1([0,1]))
0
lnN([0, 1], 2πT 2| · |, u)du
=
∫ 2T
0
ln
2πT 2
u
du = 2T ln (2πT 2)− 2T ln(2T ) + 2T ≃ T ln(T ). (5.8)
We now turn to the terms involving the norm | · |S2 . The pseudo-norm |H(x)|S2 is
|H(x)|S2 =
(
T−1∑
l=0
(N − l + 1) cos2 (2πlx)
)1/2
.
The radius V satisfies
V = ∆S2(H−1([0, 1])) 6
√
NT. (5.9)
Again the cosine function being 1-Lipschitz, we have
dS2(H(x),H(y)) =
(
T−1∑
l=0
(N − l + 1) (cos (2πlx)− cos (2πly))2
)1/2
6
π
31/2
√
N(T + 1)3/2|x− y|.
The γ2 functional satisfies
γ2([0, 1], |H(·)|S2) .
∫ ∆S2(H−1([0,1]))
0
lnN([0, 1],
π
31/2
√
N(T + 1)3/2| · |, u)du
=
∫ √NT
0
(
ln
π
31/2
√
N(T + 1)3/2
u
)1/2
du
=
π√
3
√
N(T + 1)3/2
∫ ∞√
ln
(
pi
31/2
(T+1)3/2
T1/2
) t2 exp(−t2/2)du
.
√
TN ln(T ), (5.10)
where in the last step we did and integration by parts and used [1, Formula 7.1.13].
Putting this last result together with (5.7), (5.8) and (5.9) in (5.6) enables us to bound
the supremumof the stochastic polynomial p(x)with probability at least 1− 13 exp (−u)
for u > 1 and with a possibly greater C:
sup
x∈[0,1]
|p(x)| 6 C
(
T ln(T ) +
√
TN ln(T ) +
√
TN
√
u+ Tu
)
.
Using this result in conjunction with (5.5) gives us with the same probability
|L⊤L− (N + 1− T )IT |S∞ . T ln(T ) +
√
TN ln(T ) +
√
TN
√
u+ Tu. (5.11)
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We will bound the third term in (5.1) the same way we did for the second. Observe that
L⊤S =


0 〈L1, S2〉 〈L1, S3〉 . . . 〈L1, ST 〉
〈LT , S2〉 0 〈LT , S2〉 . . . 〈L2, ST 〉
〈LT , S3〉 〈L1, S2〉 0 . . . 〈LT , LT 〉
...
. . .
. . .
. . .
...
〈LT , ST 〉 〈LT , ST−1〉 . . . 〈LT , S2〉 0


.
Define
V = [x1, . . . , xT , xT−1, . . . , x0, xN−T+2, . . . , xN , xN−2T+1, . . . , xN−T+1],
and
w(x) = exp (2πix).
By the same reasoning as for the second term in (5.1) we define the multiplication
polynomial over x ∈ [0, 1] by the random quadratic form
r(x) =
T∑
l=1
〈L1, Sl〉wl(x) + 〈LT , Sl〉w−l(x) = V ⊤W(x)V.
Than
|L⊤S|S∞ = sup
x∈[0,1]
|V ⊤W(x)V |. (5.12)
This matrix has only two isolated square lower triangular blocks with non-zero ele-
ments
W1(x) =


w(x) 0 0 . . . 0
w2(x) w(x) 0
. . . 0
w3(x) w2(x) w(x)
. . . 0
...
. . .
. . .
. . .
...
wT (x) wT−1(x) wT−2(x) . . . w(x)


.
and
W2(x) =


w−1(x) 0 0 . . . 0
w−2(x) w−1(x) 0
. . . 0
w−3(x) w−2(x) w−1(x)
. . . 0
...
. . .
. . .
. . .
...
w−T (x) w−(T−1)(x) w−(T−2)(x) . . . w−1(x)


.
B. Djehiche, O. Mazhar and C. R. Rojas./Finite impulse response models 19
We observe that
dS∞(W1(x),W1(y)) =
(
T∑
l=1
|wk(x)− wk(y)|22
)1/2
∨
(
T∑
l=1
|w−k(x) − w−k(y)|22
)1/2
=
(
T∑
l=1
2(1− cos(2πk(x− y)))
)1/2
= 2
(
T∑
l=1
sin2(πk(x − y))
)1/2
. (5.13)
An estimate for dS2(W(x),W(y)) is given by
dS2(W(x),W(y)) =
(
T∑
l=0
l(|wl(x)− wl(y)|22 + |w−l(x)− w−l(y)|22)
)1/2
.
(5.14)
As above, we use Hanson-Wright inequality to show that the random quadratic form in
(5.12) defines a mixed tail process with pseudo-metrics associated to the distances in
(5.13) and (5.14), than we use the generic chaining result of Talagrand [27, Theorem
2.2.23] and Dirksen [9, Theorem 3.5] to get the desired bound for u > 1
P
(
sup
x∈[0,1]
|r(x)| > C (E +√uV + uU)
)
6
1
3
exp (−u). (5.15)
Here,
E = γ2([0, 1], |W(·)|S2) + γ1([0, 1], |W(·)|S∞),
V = ∆S2(W−1([0, 1])), U = ∆S∞(W−1([0, 1])).
Similar to (5.7) the radius of the set [0, 1] becomes
U = ∆S∞(H−1([0, 1])) 6 T.
Similar to (5.9), the radius of the set [0, 1] becomes
V = ∆S2(W−1([0, 1])) = sup
x∈[0,1]
(
T∑
l=0
l(|wl(x)|22 + |w−l(x)|22)
)1/2
6 T.
Since the cosine function is 1-Lipschitz, we can evaluate the γ1 functional same way
we did in (5.8) to obtain
γ1([0, 1], |H(·)|S∞) ≃ T ln(T ),
and the γ2 functional similarly to (5.10) to obtain
γ2([0, 1], |H(·)|S2) . T
√
ln(T ).
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The last four results provide all the estimates needed for equation (5.15), so we get
with probability at least 1− 13 exp (−u) for u > 1:
sup
x∈[0,1]
|r(x)| 6 C
(
T ln(T ) + T
√
ln(T ) + T
√
u+ Tu
)
.
This implies that with at least the same probability
|L⊤S|S∞ . T ln(T ) + Tu.
A straight forward union bound using the events of the last display and equations (5.5)
and (5.11) imply that with probability at least 1− e−u for all u > 1 we have:
|X⊤X − E (X⊤X)|S∞ .
(
T ln(T ) +
√
TN ln(T ) +
√
NTu1/2 + Tu
)
.
The result of the theorem is obtained by dividing byN in the last display and rescaling
by L2x. The bounds on the eigenvalues follow immediately.
Proof of Theorem 3.5. After re-normalizing the xi’s and εi’s by there respective vari-
ances, we might assume that σx = σε = 1. Observe that
E
(∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
2
)
=
1
N2
E

 T∑
j=1
(
N∑
i=1
εixi+j−1
)2
=
1
N2
T∑
j=1
N∑
i1,i2=1
E (εi1εi2xi1+j−1xi2+j−1)
=
1
N2
T∑
j=1
N∑
i=1
E (ε2i )E (x
2
j ) =
T
N
.
We need then to estimate ||X⊤ε|2−
√
TN |ψ2 . For this, we condition on the knowledge
of X to deduce that, for unit vectors w ∈ RN and s ∈ R we get by sub-Gaussionality
for all i ∈ J1, NK,
E (exp(sεi〈w,Xi〉)|X) 6 exp(cs2|εi|2ψ2〈w,Xi〉2)
6 exp(cs2L2ε|Xi|2).
Thus, for all covariate vectorsXi,
E (exp(s|εiXi|2)|X) 6 exp(cs2L2ε|Xi|2).
Conditioning again on X , the centring and square sum properties of the ψ2 norm for
independent sub-Gaussian random variables [28, Chapter 2] leads to
∣∣∣|X⊤ε|2 −√TN ∣∣∣2
ψ2
.
∣∣∣∣∣
T∑
i=1
εiXi
∣∣∣∣∣
2
ψ2
6
T∑
i=1
|εiXi|2ψ2
. L2ε
T∑
i=1
|Xi|22 = L2εT
N∑
i=2−T
x2i .
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For s . (
√
TNLεLx)
−1, we obtain the following bound on the moment generating
function of |X⊤ε|2:
E {exp[s(|X⊤ε|2 −
√
TN)]} = E {E {exp[s(|X⊤ε|2 −
√
TN)]|X}}
6 E (exp(cs2L2εT
N∑
i=2−T
x2i ))
6 E (exp(cs2L2εTNx
2
1))
6 exp(c1s
4T 2N2L4εL
4
x).
This leads to the following probability bound for s . (
√
TNLεLx)
−1 and all ρ > 0:
P
(∣∣∣∣∣
∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
−
√
T
N
∣∣∣∣∣ > ρ
)
6 2 exp(−sNρ+ c1s4T 2N2L4εL4x).
Optimizing for the choice of s we obtain that for the value
s ≃ 1√
TNLεLx
∧ ρ
1
3
T
2
3N
1
3L
4
3
ε L
4
3
x
,
with probability at least
1− exp
[
−cmin
((
N
T
) 1
2 ρ
LεLx
,
(
N
T
) 2
3 ρ
4
3
L
4
3
ε L
4
3
x
)]
it holds that ∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
6
√
T
N
+ ρ,
which implies that with probability at least 1− η,∣∣∣∣ 1NX⊤ε
∣∣∣∣
2
6
√
T
N
[
1 + cLεLx
(
ln
1
η
∨ ln 34 1
η
)]
.
The conclusion of the Theorem follows after taking out the re-normalization.
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