In dynamical systems such as cellular automata and iterated maps, it is often useful to look at a language or set of symbol sequences produced by the system. There are well-established classi cation schemes, such as the Chomsky hierarchy, with which we can measure the complexity of these sets of sequences, and thus the complexity of the systems which produce them.
Introduction

One-dimensional languages in physics
Consider a dynamical system, for instance an iterated map F acting on some space U. If we partition U into k subsets U 1 ; U 2 ; : : : U k , then for any initial point x we can write down a sequence (a t ) of symbols describing which subset it falls into at each time-step; i.e. a t = j if F t (x) is in U j . This sequence then describes a coarse history or itinerary of x. If the map is invertible, a can also be extended backwards, producing a bi-in nite sequence.
A logical question to ask, then, is: what possible sequences can the system produce? In other words, for what sequences is there an x with that sequence as its itinerary? This set of sequences is called the symbolic dynamics of the map F, and can be a very useful way to classify the system; often the partition can be chosen so that the map between points and sequences is one-to-one, allowing us to enumerate its periodic points 17] and calculate quantities like entropies, escape rates and Liapunov exponents 1].
As another example, consider a cellular automaton (CA) in one dimension. This is a dynamical system on sequences where each site is updated according to some local rule, as a function of its state and those of its neighbors; for instance, suppose the state at each site is 0 or 1, and F(a) i = f(a i?1 ; a i ; a i+1 ) for some Boolean function f. Then we can ask a variety of questions, such as: what sequences (a i ) are in the image of F after one iteration? After two? What sequences are xed points, i.e. F(a) = a? What sequences are periodic points, in that F t (a) = a for some t? What sequences map onto the zero state, F(a) = (0)? And what points are in the limit set, the intersection of the images of F t for all t > 0?
All these questions refer, as does the symbolic dynamics question above, to sets of sequences, or languages. Clearly some languages are more complex than others; the set of sequences f10 p 1 j p primeg of two 1's separated by a prime number of 0's, for instance, is clearly more complex than the set of words containing an equal number of 0's and 1's, which in turn is more complex than the set of sequences where two 1's never occur consecutively. This qualitative notion of complexity is formalized by the Chomsky hierarchy (e.g. 20]), in which languages are classi ed by the di erent types of machines needed to recognize or generate them. Originally proposed by Noam Chomsky as a set of models of natural language, this hierarchy has since been taken up by computer scientists and others seeking to quantify the notion of complexity.
The basic Chomsky classes are called, from simplest to most complex, regular, context-free, context-sensitive, and unrestricted; these correspond to increasingly powerful kinds of machines, at the top of which sits the Turing machine (e.g. 36]) which, according to the Church-Turing thesis, is computationally universal.
In fact, examples all up and down this hierarchy can be found in dynamical systems theory. The languages generated by many simple hyperbolic systems are regular; this corresponds to the existence of a nite Markov partition for their dynamics 17] . At phase transitions such as the period-doubling xed point, however, they can have a complicated scale-invariant structure, and belong to an intermediate class called indexed context-free 9]; and the iteration of smooth maps in the plane can correspond to universal Turing machines 38] .
Similarly, the image of a cellular automaton after a nite number of time-steps is regular 55], as is the set of xed points; but limit sets can be contextfree, context-sensitive, or the complement of the halting set of a Turing machine 21] . The purpose of this paper is to introduce the reader to an analogous hierarchy of two-dimensional \languages" or patterns of symbols. This hierarchy turns out to be much richer than in one dimension, in that several equivalent de nitions of regular languages generalize in subtle ways to become distinct classes in d 2. We hope that such a hierarchy will allow us to more clearly discuss issues of complexity in spin systems, cellular automata, coupled map lattices, and other systems in two or more dimensions.
To provide background, we review the de nitions of regular and context-free languages in d = 1. Readers interested more in this subject should consult 20] or another text on the theory of languages and automata.
Equivalent descriptions of regular languages
The recognition machine is a paradigmatic object in language theory. It is fed a word as input, and accepts or rejects it according to whether or not that word is in the language. The simplest kind of machine is the deterministic nite-state automaton (DFA): it consists of a box with an internal state in some nite set S, which reads a tape on which a candidate word is written. Suppose the language is written in some set of symbols or alphabet A. Then the DFA reads the tape from left to right, letting its state at each step depend its old state and the symbol it is currently reading according to a transition function F : A S ! S. After it reaches the end of the tape, it accepts the word if its nal state is in some subset S accept of S, and rejects it otherwise. For example, consider the language L bb consisting of words of the alphabet fa; bg, where the only rule is that no two b's may occur consecutively. This language is accepted by a DFA with three internal states, A, B, and R for Reject', with F described by a b A A B B A R R R R Then we start in state A, accept if we end up in A or B, and reject if we end up in R.
We de ne a language as regular if it is recognized by some DFA. This embodies the idea of a language where only a nite amount of memory is required to recognize it.
There are several ways to generalize DFA's in an e ort to make them more powerful: for instance, we can consider non-deterministic nite-state automata or NFA's. Their dynamics consists of a function F : A S ! }(S) whose values are subsets of S, giving the machine one or more choices at each step of which state to adopt. We say that an NFA accepts a word if there exists some set of choices which leads it to an accepting state.
Non-deterministic machines are in general more powerful than deterministic ones, since their de nition of acceptance allows them to test many possibilities simultaneously: for instance, it is believed that many problems can be solved in polynomial time non-deterministically but not deterministically (i.e, P 6 = NP).
However, in the case of nite-state automata, the NFA is no more powerful than the DFA. Create a DFA whose states are subsets of S, S 0 = }(S). Then let F 0 (a; s 0 ) = s2s 0 F(a; s), and de ne a state s 0 2 S 0 as accepting if it contains some accepting state, i.e. S 0 accept = fs 0 2 }(S) j s 0 \ S accept 6 = ;g. Clearly this DFA will accept the word if and only if the NFA has an accepting trajectory. So NFA's can be simulated by DFA's, and can recognize the same class of languages (although the equivalent DFA might be exponentially larger).
Another seemingly more powerful machine we could consider is a two-way nite-state automaton (2DFA or 2NFA) which can move both left and right on its input tape | surely an advantage, since it can go back and recall previous characters of the input. But in fact this is no more powerful than the one-way kind: construct an automaton with states representing a record of all the times and states in which the 2-way FA visited a given place on the tape. These crossing sequences are nite, since a 2FA with n internal states can visit each site no more than n times without falling into a loop. A local matching rule, enforceable by an NFA, then ensures that crossing sequences at adjacent sites are consistent; details are given in 20] .
So in one dimension we can say that DFA = NFA = 2DFA = 2NFA since all these machines recognize regular languages.
The class of regular languages is also preserved under a variety of operations. 4.) Positive pumping lemmas. A useful property of regular languages is the pumping lemma, which states that any su ciently long string x in a regular language L can be written as x = yzw where yz n w 2 L for all n 0. This can often be used to show that a language is non-regular. There are positive versions of the pumping lemma that are both necessary and su cient for a language to be regular 32]. 6.) Equivalence classes. In a language L, we can de ne two words as equivalent, u v, if they can be followed by the same set of su xes, i.e. ux 2 L if and only if vx 2 L. Then a language is regular if and only if has only a nite number of equivalence classes, which correspond to the states of the smallest DFA that recognizes it. Thus the smallest DFA is unique up to isomorphism.
Finite complement languages
The language L bb is an example of a nite complement (f.c.) language, in that it can be de ned by a nite list of forbidden substrings, namely fbbg. Thus the language can be described in a purely local way; equivalently, we could list the allowed blocks faa; ab; bag of length 2. Sets of in nite sequences de ned in this way are called subshifts of nite type (e.g. 27]).
Clearly any nite complement language is regular, but the reverse is not the case: for instance, (a ba c) is regular but not f.c., since an in nite set of substrings ba b and ca c would have to be excluded. Whether the last non-a was a b or a c is a`hidden state', obscured by arbitrarily large blocks of a's.
However, every regular language is a homomorphism of some f.c. language. If we label the edges of the transition graph with distinct symbols, we get (a bd c) , which is f.c.; its allowed blocks are aa, ab, bd, dd, dc and ca. We In any case, homomorphisms of f.c. languages, which we will call h(LLL)'s below, are yet another way to de ne regular languages in one dimension.
Context-free languages
In several places, we will use context-free languages, the second lowest level in the Chomsky hierarchy 20]; they properly contain the regular languages. A language is context-free if it is recognized by a push-down automaton (PDA), a nite-state machine with access to a stack memory. On reading an input symbol, it can read (and pop) the top symbol of the stack, update its internal state, and/or push new symbols onto the stack. It accepts if it starts and ends with an empty stack.
The canonical context-free language is the Dyck language f ; (); (()); ()(); (())(); : : :g of well-formed words of parentheses; another example is the set fa n b n g of words consisting of a block of a's followed by an equal number of b's. Both of these languages are context-free but not regular.
2 Two-dimensional languages How do various de nitions of regular language generalize in two or more dimensions? We will show that DFA's, NFA's and homomorphisms of nite complement languages, which were all equivalent to regular languages in one dimension, become distinct classes of increasing subtlety, Even nite complement languages (which we call Local Lattice Languages, or LLL's) are capable of structure much more subtle than in the one-dimensional case.
In essence, each of these classes represents a di erent concept of locality in a system's structure. Apparently the distinction between local and global in two or more dimensions is actually quite tricky, and di erent attempts to capture it lead to very di erent sets of languages.
Notation
If A is a nite alphabet, let = A Z Z be the set of in nite two-dimensional pictures or arrays of symbols in A, and let m;n = A m n be the set of m n blocks. In analogy with one-dimensional languages, we will usually construct languages of nite blocks, L m;n m;n ; however, we are also interested in sets of in nite con gurations, L 1 . If these are closed and translationally invariant, they are called subshifts as in the one-dimensional case (e.g. 27]).
To translate back and forth between nite and in nite blocks, we introduce Note that E and R are by no means inverses of each other! The set of in nitely extensible blocks R(E 1 (L)) is typically a proper subset of L, and is often of a higher order of complexity than L. In fact, even its non-emptiness is undecidable, as we will see below.
We will often be interested in the number of allowed blocks of a certain size; we will call the number of m n rectangles in L the growth function of L, N(m; n). the LLL with simulate the CA's evolution from row to row.
In particular, the CA rule can simulate a Turing machine, where special states correspond to the machine's head and internal states, while others correspond to its tape symbols 30]. Then its input appears along the top row, and we can use the LLL to require that it halts or doesn't halt before it reaches the bottom. Thus simple questions about 2-d LLL's can be equivalent to the Halting Problem; this will be our main source of undecidability.
3.) Fixed and periodic points in 2-d cellular automata. We will show this in Section 3.
Just as many statistical mechanics models can be exactly solved in one dimension but not in two, 2-d LLL's are often much more subtle than their onedimensional counterparts. Consider for example the LLL where 1 1 and 1 1 are excluded; a lattice gas where no two adjacent sites may be occupied. In one dimension this is just L bb again, and the entropy per site is = log where = ( p 5 + 1)=2 is the golden mean. However, although has been calculated to high accuracy in the two-dimensional case 35, 11] , it is not known exactly; one the hexagonal lattice, on the other hand, an analytic solution exists 4].
As an example of a zero-entropy LLL, consider the rule where every 2 2 block must contain an even number of up spins | for instance, the ground state of a 4-point interaction, H = ?K P 2 a 1 a 2 a 3 a 4 where the a i are 1 and K > 0.
Allowed con gurations consist of the product of horizontal and vertical stripes of "'s and #'s of arbitrary width, such as " # # " # " This forces all the paths to be closed in the block's interior.
We can also get scale-invariant behavior in two dimensions, which local rules could never provide in one | for instance, suppose that our alphabet is f0; 1g, and that of every block of 3 sites of the shape x x x , either 1 or 3 of the x's must be 0's so that they sum to zero mod 2. Keep in mind that just because an LLL can be described in a local way, large con gurations are not necessarily easy to construct. As was thought of quasicrystals up until a local algorithm was discovered 41], there may be no local way to grow large blocks from smaller ones; and attempts to relax large blocks from random initial conditions may lead to very slow, glass-like dynamics, as in some 2-and 3-dimensional models (e.g. 49]). The di culty of growing a pattern from an initial seed, or relaxing to a pattern from a random initial condition, are themselves good de nitions of complexity, and not necessarily correlated with the complexity of recognizing a completed picture. De nition. A 4-way deterministic nite-state automaton, or 4-way DFA, consists of a nite set of states S, an initial state s 0 2 S, a subset S accept S, and a transition function F : A S ! S f"; #; ; !g. F describes how the DFA changes its state and moves one step up, down, left or right, as it encounters symbols in the alphabet A. We say that a DFA accepts a block if, starting in the state s 0 in the upper-left corner, it eventually reaches some state in S accept ; we can demand without loss of generality that this happens at the lower-right corner. We say a 2-d language is DFA-recognizable or simply DFA if there exists a 4-way DFA which recognizes it.
As for boundary conditions, we have a choice. The DFA can be bounded, in that it must always move back into the block if it detects a ], or unbounded, in which it is allowed to move into the ]'s. However, it can be shown that an unbounded DFA can be simulated by a bounded one 34]; if it has n states, it will either return to the block within n steps, or get caught in a loop and wander o to in nity. So these two are equivalent. We then have 00 00 00 00 Figure 2 : By bouncing like a billiard ball or making knights' moves, and ending one cell from the corner, a DFA can check that the two sides of a rectangle are mutually prime, or that the side of a square is a power of 2.
next rectangle) if it arrives one site to the left of the corner where it started. Figure 2 shows this and another example, where a DFA makes knights' moves alternately in the directions (2; ?1) and (?1; 2) to verify that it is in a square of side 2 n . These kinds of arithmetic properties would require a context-sensitive grammar to recognize in one dimension. DFAs can get stuck in loops and run forever. However, we can use an argument of Sipser 50 ] to convert any DFA into one which always arrives in the lower-right corner (in an accepting or non-accepting state), and never gets stuck in a loop. This works by starting in the lower-right corner in an accepting state, doing a depth-rst backwards search of the tree of all possible trajectories to see if we could have started in the initial state, and using the DFA's own dynamics to move back up the tree. As a corollary, the complement of a DFA language is also DFA, as we will mention below.
Non-deterministic Finite Automata, or NFA's
The next type of 2-d automaton to consider is the NFA:
De nition. A 4-way non-deterministic nite-state automaton, or 4-way NFA, consists of a nite set of states S, an initial state s 0 2 S, a subset S accept S, and a non-deterministic transition function F : A S ! }(S f"; #; ; ! g). We say that an NFA accepts a block if there exists a set of choices in F which leads it from the state s 0 in the upper-left corner to some state in S accept (without loss of generality, in the lower-right corner). We say a 2-d language as NFA-recognizable or simply NFA if there exists a 4-way NFA which recognizes it.
Recall that in one dimension, DFA's and NFA's are equivalent. In two or more dimensions, NFA's are more powerful:
Proposition. The class of NFA languages properly contains the DFA languages.
Proof. Containment is obvious; we take an example from 46] which is NFA but not DFA. Let the alphabet be f0; 1; 2g, and consider squares of non-0's on a background of 0's, where the squares have odd side and their center site is a 2.
After con rming that it is in a square as we did before, an NFA can recognize this by moving diagonally from one corner, non-deterministically turning 90 at the 2 in the center, and arriving at another corner.
A DFA, on the other hand, will get lost; there may be many other 2's oating around, and inside a su ciently large square it has no way of knowing when it is in the center. A counting argument to prove this is given in 46].
As another example of an NFA language, consider white mazes on a black background, with a red square a and a green square b: is there a path from a to b? An NFA can non-deterministically guess a path and con rm its existence, but for any DFA (or even DPDA) there is a maze it will get lost in and loop forever 8] (this is an open question if the DFA can move through walls). The \keep your hand on the right-hand wall" method, for instance, will fail if the maze has a loop with a outside and b inside 18] . We will use this as a canonical NFA problem to discuss the computational complexity of NFA languages in Section 2.8 below.
Homomorphisms of LLL's, or h(LLL)'s
We now come to our most subtle class of 2-d languages.
De nition. Suppose Then the 2's down the diagonal enforce the squareness of each island. If we apply the mapping h(0) = 0, h(2) = h(1) = 1, we get the language L square of the previous section; so this is an h(LLL) which is not an LLL. As another example, consider the \Eight Queens" problem, where queens are placed on a chessboard in such a way that none of them are attacking each other.
The reader can easily construct an h(LLL) with symbols fQ; 0g and underlying symbols in the power set of f"; %; !; &; #; .; ; -g that get hidden by h and ensure that none of the Q's are on the same row, column, or diagonal. This is not an LLL by the same kind of argument as for L square ; since the queens can attack each other over long distances, all the same nite neighborhoods can occur for both attacking and non-attacking con gurations. Since this language is context-free but not regular 20], it cannot be recognized by a 1-d NFA which moves only in the row containing the string. But a 2-d NFA allowed to move into the 0's above and below that row is no more powerful than a 1-d NFA con ned to it, as we will now show.
Write the NFA's trajectory as a series of pairs (s; d) where s is its state and d 2 f"; #; ; !g its direction. Then the set of trajectories that move above the string's row into the 0's and then return to it form a context-free language, recognized by a PDA that pushes when it sees an " and pops when it sees a #. Each such trajectory returns to the row with a total horizontal displacement x, equal to the number of !'s minus the number of 's. We can now summarize our results by saying LLL DFA NFA h(LLL) with each inclusion proper in d 2.
There are many interesting examples of h(LLL)'s; here are some of our favorites.
1.) Two-dimensional L-systems, produced by some expansion rule. In two dimensions, we can expand the lattice by recursively replacing characters with blocks of a certain size, rather like the expansion rules for perfect quasicrystals. The Sierpinski carpet, for instance, is generated by a 3 3 expansion rule as shown in gure 3.
To construct an h(LLL) for these, we need an underlying hierarchical structure which identi es blocks with their parent blocks on larger and larger scales. Robinson 45, 15] has constructed a set of tiles which does just that, by running H's along the boundaries between blocks and connecting them with the larger H's of their parent block, in such a way as to enforce a hierarchical tree.
By decorating his tiling as shown in gure 4, we can enforce 2 2 expansion rules such as a two-dimensional version of the Morse sequence; the homomorphism removes the H's, leaving us just with the symbols on the leaves. We could also make such a rule either locally (with choices made at each site) or globally (with the same choice used everywhere) non-deterministic. Clearly, we could make a similar construction for m n expansions, as long as m; n 2. For a n 1 rule, which is simply a one-dimensional L-system, we need some blank space above or below the string's row to parse it; for instance, consider the LLL whose allowed 2 2 blocks are those We now show that this is true in the discrete case as well. Start at the boundary of a nite blob, and trace the vectors backward; since sources are forbidden, there is always at least one predecessor. Since the blob is nite, we must eventually nd ourselves on a closed curve.
Suppose the curve is lled entirely with 1's so that there are no holes inside it. Then starting at a point on the curve and heading inward, along either successors or predecessors, we must either come back out or get caught in another cycle, as shown in gure 5. But in either case, we have found a cycle smaller than the rst one. We continue this process until we have a cycle around a single vertex, which is forbidden. So by contradiction, the blob contains at least one hole. Conversely, any blob of 1's with one or more holes has a vector eld without sources or sinks; just draw a closed curve around each hole, and then extend arrows outward to the boundaries. (We need a certain thickness to do this; three cells is usually enough.)
Thus the language of blobs of 1's with at least one (or exactly one) hole is an h(LLL). A rather di erent construction, not based on vector elds, allows us to check whether our blobs of 1's are simply connected, by checking whether the 0's are connected ( 46] 3.) Non-acyclic graphs. With a suitable alphabet, we can draw out arbitrary directed graphs on a lattice, and then let the underlying LLL guess a cycle in the graph by coloring a set of edges which doesn't begin, end, or branch. Thus the set of directed graphs containing a cycle is an h(LLL).
4.) NP-complete problems. Consider an LLL on the alphabet fr; g; b; B; 0g in which r, g, and b represent three colors, 0 a background, and B a boundary between two domains. Then forbid rotations of x y , B B , and x B x where x; y 2 fr; g; bg and x 6 = y.
If we then apply the homomorphism h : r; g; b ! x, we get an h(LLL) of 3-colorable maps, where blobs of x's can be colored red, blue or green such that the colors are the same within each blob but di er across a boundary of B's.
Thus an h(LLL) can determine whether or not a map is 3-colorable.
The reader may be aware that this problem is NP-complete. Another such problem is Boolean Satis ability, the question of whether a Boolean circuit has a set of inputs that makes the output true 12]; the reader may enjoy constructing an h(LLL) with symbols for wires and logical gates where the hidden states guess the input values. This is similar to why questions such as whether a spin glass has a ground state below a certain energy are NP-complete 2]: the hidden states guess the spin con guration, and h leaves just the couplings visible. We discuss NP-completeness, and analogous results for DFA's and NFA's, further in Section 2.8.
We note in conclusion that h(LLL)'s are equivalent to another model mentioned in the literature, non-deterministic on-line tesselation acceptors 23]. But we feel this formulation is considerably more elegant.
Closure properties
One of the most basic questions we can ask about a class C of languages is whether it is closed under various operations: for instance, for two languages Proof. For intersection, simply forbid any block which either LLL forbids.
For union, let L 1 consist of isolated 1's and L 2 of isolated 2's, both on a background of 0's. Then L 1 L 2 consists of pictures with either 1's or 2's, but never both; but an LLL of range r cannot distinguish this set of pictures from those with both 1's and 2's separated from each other by r or more. So L 1 L 2 is not an LLL.
For complement, let A = f0; 1g and let L be the single picture with all 0's.
Then L includes pictures with isolated 1's; but an LLL that allows 1's separated by an arbitrary width of 0's will also accept L. So L is not an LLL.
However, the union of two LLL's with disjoint alphabets A 1 and A 2 is clearly an LLL: just forbid neighborhoods containing elements of both A 1 and A 2 , so that each picture consists entirely of one or the other. For complement, consider pictures consisting of a single row of 2's, with rows of 0's and 1's above and below it, such that there is a row above the 2's which is not equal to any of the rows below the 2's. It is easy to see that this is an h(LLL), but it is shown in 51] that its complement is not.
It is an open question whether NFA's are closed under complement. It seems unlikely, since (for instance) the set of mazes with no route from a to b would be NFA. The basic problem is that NFA's are de ned with an existential quanti er, 9 (\there exists") an accepting trajectory; while the complement of such a set is de ned with a universal quanti er, 8. However, we will see below that NFA's could be closed under complement within standard beliefs about complexity classes.
Extensibility of nite blocks
In many cases, we are interested in the set of blocks of an LLL that can be extended to cover the plane; if we are studying a statistical mechanics system on an in nite lattice, for instance, the only nite blocks that are physically relevant are those that appear in in nite con gurations.
The set R(E 1 (L)) of nite blocks that are in nitely extensible, i.e. that appear in an in nite allowed con guration of a LLL or h(LLL), can be a proper subset of L. It can be more or less complex than L; for that matter, it can be empty.
For instance, consider the LLL where horizontal, vertical and diagonal lines extend across a blank sea, without being allowed to bend, cross or branch: In general, the question of extensibility is undecidable. Recall that a set is recursively enumerable if some Turing machine accepts it by halting when given its elements as input, and recursive if both it and its complement are recursively enumerable. Then:
Proposition. The set of in nitely extensible nite blocks of an LLL is the complement of a recursively enumerable set, and in two or more dimensions is non-recursive in general. Thus it is undecidable whether a nite block is in nitely extensible.
Proof. To show that its complement is recursively enumerable, consider a Turing machine which takes a nite block as input and attempts to extend it an increasing distance outside its boundary (say, in a spiral around the original block) by doing a depth-rst search of possible extensions. If it meets a forbidden neighborhood, it backtracks and tries the next symbol at the most recent place where it had more than one choice; it halts if it has tried all possible states and it has no choices left. So, if the block can only be extended m sites around the spiral, the machine will halt after at most O(k m ) computation steps where k is the number of symbols in the LLL's alphabet. If the block is extensible, the machine will never halt, so the set of extensible blocks is the complement of the TM's halting set.
To give a non-recursive example, recall that space-time diagrams of onedimensional cellular automata are LLL's in two dimensions. Choose a CA that simulates a universal Turing machine (e.g. 30]) and forbid any neighborhood containing the halt state. Then the set of extensible n 1 rows with the Turing machine properly initialized in the upper-left corner are precisely those inputs on which the Turing machine will not halt; this is a non-recursive set since the Halting Problem is undecidable.
The Cluster Variation Method (CVM) in statistical mechanics is a generalization of the mean-eld approximation, in which we keep track of the frequency of nite blocks up to a certain size and ignore correlations over larger scales. To apply it, we need to know when there is a measure on in nite con gurations that is consistent with a given set of block frequencies. Since only in nitely extensible blocks can contribute to such a measure, it is undecidable in d 2 whether the CVM is applicable to a given system 48].
In one dimension, on the other hand, if L is a regular language then its extensible subset is also, since if the nite automaton accepting it has n states, extensibility of a nite word depends only on its rst and last n symbols.
The question of whether an LLL in two or more dimensions has any in nite allowed con gurations at all is also undecidable; this is the Tiling Problem 5, 45] , in which we try to cover the plane with a set of interlocking tiles. In one dimension, a nite state automaton accepts an in nite word if and only if there are loops in its transition graph, which is easily decidable.
Of course, there are classes of LLL's where every block is extensible, such as nite time sets and limit sets of CA's (since by de nition these are derived from in nite initial states, see Section 3) and 2 2 LLL's where the set of allowed blocks is re ection-symmetric, so that a block can be extended as in In addition, if periodic con gurations are dense in the set of in nite allowed con gurations, then the extension problem is decidable 52]: since every extensible nite block is contained in a periodic in nite con guration, as we try to extend a block we either run out of choices or reach a periodic block which can be repeated, so either outcome is decided in nite time. This includes the case where the LLL's allowed con gurations form a group 26].
Acceptance problems and computational complexity
One way to characterize the power of a class of machines or languages is by the computational complexity of its Acceptance problem: given a machine M and an m n picture x, does M accept x? Although we have seen that many questions regarding in nite pictures are undecidable, we can get some interesting results if we restrict ourselves to nite ones, and ask how the computational resources needed grow with the size of the picture.
We recommend 43] to the reader as an introduction to the complexity classes we use in the following.
For LLL's, the problem is easy: acceptance is simply the AND of one predicate for each neighborhood, which is true if that neighborhood is allowed. This can be done in parallel in constant time, if we can AND an arbitrary number of things together at once; thus LLL Acceptance is in the class SAC 0 of problems solvable by semi-unbounded constant-depth circuits, where one kind of gate (in this case AND) is allowed to have an arbitrary number of inputs 14].
For NFA's, one might think that a deterministic machine would have to explore an exponential number of trajectories to check for an accepting one.
However, NFA Acceptance is really just a special case of Graph Reachability, in which we ask whether there is a path from node a to node b in a directed graph: if the NFA has s states, then the nodes of the graph are the m n s combinations of location and state, and a and b are the initial and accepting nal states in the upper-left and lower-right corners respectively.
Conversely, any Graph Reachability problem can be converted to an NFA Acceptance problem by drawing out the graph as a maze, and asking the NFA to nd a path from a to b as in Section 2.4 above.
Graph Reachability is NL-complete, where NL is the class of problems solvable by non-deterministic Turing machines with logarithmic space; and since these two problems are equivalent, NFA Acceptance is NL-complete too. Since NL is contained in the class NC 2 of problems solvable by circuit of depth O(log 2 n) for inputs of size n, NFA Acceptance can be solved by a parallel computer in O(log 2 mns) time. A serial computer can solve it in O(mns) time, by starting with the initial state and iteratively adding all possible transitions to a list of accessible states and sites.
In the same way, DFA Acceptance is a special case of Reachability for directed trees where each node has at most one outgoing edge, and conversely a DFA can explore any such graph drawn on its lattice. This problem is complete for the class L of deterministic log-space Turing machines, so DFA Acceptance is L-complete.
Finally, as we saw above, h(LLL) Acceptance is NP-complete since h(LLL)'s can guess colorings of graphs or satisfying assignments for Boolean expressions;
it is in NP since we can guess the hidden states, and easily check (in SAC 0 )
whether they satisfy the LLL and match the picture. Thus we have proved Proposition. The Acceptance problem is in SAC 0 , L-complete, NLcomplete, and NP-complete for LLL's, DFA's, NFA's and h(LLL)'s respectively.
Since by the Immerman-Szelepcz enyi theorem 43] the class NL is closed under complement, NFA's could be closed under complement without any drastic consequences to complexity theory.
3 Applications to Cellular Automata
Cellular automata
Cellular automata or CA's are spatially extended dynamical systems de ned on a regular lattice where the state at each site consists of a symbol from a nite alphabet. Computation theory has been used to characterize the dynamics of one-dimensional CA's (e.g. 39]); in particular one can describe sets of con gurations such as periodic sets, nite time sets, and limit sets in terms of their languages of allowed nite blocks. For example, it was shown by Wolfram that any nite time set (set of images allowed at a certain time) of a 1-d CA is described by a regular language 55].
In this Section, we apply some of the results of Section 2 to the dynamics of CA's in two or more dimensions. In particular, we show that the appropriate generalizations of regular languages for xed and periodic points on the one hand, and nite time sets on the other, are LLL's and h(LLL)'s respectively.
Let us rst introduce a few de nitions, for simplicity given for the case of One commonly used neighborhood on the square lattice is the 5-site von Neumann neighborhood shown above; then the local transition function has the form a t+1 (x;y) = f(a t (x;y) ; a t (x+1;y) ; a t (x?1;y) ; a t (x;y+1) ; a t (x;y?1) ). A CA has radius r if its neighborhood is contained in a square of side 2r + 1; the von Neumann neighborhood has radius 1. Typically, we consider the time evolution of subshifts, i.e. closed (under the product topology) translation-invariant sets of in nite con gurations. Starting with the set A Z Z of all in nite con gurations, only a certain subset of these are allowed after a given number of time-steps; so one basic kind of language we can associate with a CA is the image of F t .
De nition. The nite time set t of a 2-d CA is de ned by t = F t ( 0 ) where 0 = A Z Z is the set of all in nite con gurations.
As t ! 1, the asymptotic behavior of a CA is described by its limit set, which consists of those con gurations in t for all t (and conversely, which have predecessors arbitrarily far back in time):
De nition. The limit set of a CA is de ned as We can also look at the set of periodic points of a CA:
De nition. The period-p set is given by p = fc 2 A Z Z j F p (c) = cg
The set of all periodic points is the periodic set, = S 1 p=1 p . Clearly 1 . These de nitions work for in nite con gurations. Finite time sets, limit sets, and periodic sets are all subshifts, so equivalent de nitions can be given in terms of nite blocks. If we use the local transition function to de ne a CA map F : A (m+2r) (n+2r) ! A m n on nite blocks, we have R( t ) = F t (R( 0 )) and
where R is the restriction operator de ned in Section 2.1.
Periodic sets
Let us rst consider the xed point con gurations of a 2-d CA. These form an LLL 42]:
Proposition. The xed point set of a CA with radius r is described by an LLL of range 2r + 1.
Proof. Simply allow those neighborhoods 2 A B of size 2r + 1 for which the center symbol is xed, i.e. f( ) = (0;0) .
Since the p'th iteration of the CA mapping is itself a CA with radius pr, whose xed points are the period-p states of the original CA, we also have Corollary. The period-p set p of a CA with radius r is described by an LLL of range 2pr + 1.
In fact, the converse is true as well:
Proposition. For any LLL and any p, there is a CA for which the LLL is its period-p set p . Therefore, it is undecidable whether an arbitrary 2-d CA has a periodic orbit of a particular period p.
Proof. This is easy in the xed point case (p = 1): let the CA change the value of a site if it belongs to a forbidden block of the LLL, and leave it unchanged otherwise. Then only allowed con gurations are xed.
For p > 1, if the LLL has alphabet A, introduce an extended alphabet A 0 = A f0; : : : ; pg. Let the CA rule be given by (a; n) ! (a; (n+1) mod (p+1)) if the symbol a belongs to a forbidden block, and (a; n) ! (a; (n+1) mod p) otherwise.
All con gurations are then periodic; but one consisting only of allowed blocks has period p, while all others have period p + 1 or p(p + 1). Thus p is the desired LLL. From the undecidability of the extension problem for LLL's (see Section 2.7), it follows that it is undecidable whether a CA has an orbit of period p. Since homogenous con gurations map among each other, a CA with k states always has some periodic orbit of period p k. So, in contrast to the result above, the question of whether a CA has any periodic orbits is trivially decidable.
As an example, let us consider the xed points of the additive 2-d CA de ned by a t+1 (i;j) = (a t (i;j) + a t (i+1;j) + a t (i?1;j) + a t (i;j+1) + a t (i;j?1) ) mod 2 In a xed point con guration, a t+1 (i;j) = a t (i;j) and a t (i+1;j) + a t (i+1;j) + a t (i?1;j) + a t (i;j+1) = 0 mod 2 Then if odd and even sublattices are considered separately, we obtain two independent copies of the LLL in Section 2.2 with an even number of up spins in each 2 2 block. This means that the entropy per site of the xed point set is zero, since e.g. for a n n diamond (with n sites along diagonal edges and a total of n 2 + (n ? 1) 2 sites) the number of allowed con gurations is N(n) = 2 4n?4 .
A more general statement for periodic sets can be made for a class of CA's that form the 2-d analog of the left (right) permutive CA rules studied in e.g. The generalization to p follows from the fact that if f is injective on an extremal site (x; y), then f p is injective on the site (px; py), which is extremal in its larger neighborhood.
This class of CA rules includes additive rules with a prime number of states (except for those with a one-cell neighborhood). Additive CA's with a composite number of states where some periodic sets have positive entropy can easily be constructed, even in d = 1: let k = 4, and let a t+1 i = (2a t i?1 + a t+1 i ) mod 4.
Then any sequence consisting only of symbols 0 and 2 is a xed point, and all other con gurations have period 2; so both 1 and 2 have positive entropy.
Finite time sets
Examples of CA nite time sets can be found in a number of the language classes discussed in Section 2. A very simple example is given by the von Neumann neighborhood rule which maps In general, if the limit set of a CA is described by an LLL, then it is reached at nite time. This was stated in 55] and shown for the 1-d case in 22]. The proof for arbitrary dimensions is essentially identical to that in one dimension, even though this case might seem more subtle because of the distinction between the de ning LLL and the set of nite blocks that actually appear in in nite con gurations.
Proposition. If the limit set 1 of a CA is described by an LLL, there exists a nite time t such that t = 1 .
Proof. If 1 is described by a nite list of forbidden blocks, then each block b must be excluded at some nite time t(b). If we let t = max b2 t(b), then no further blocks are forbidden after t and t = 1 . Some LLL's are CA nite time sets (and by this Proposition also limit sets), such as those where some symbol a does not appear in any of the forbidden blocks: let the CA change any symbol to a if it belongs to some forbidden block, and leave it unchanged otherwise. Then after one time-step, only allowed neighborhoods remain.
However, not every LLL is a CA nite time set, as we will now show using a lemma similar in spirit to the Pumping Lemma for 1-d languages:
The Patching Lemma. Suppose L = t for some CA with radius r. Let P 1 ; P 2 ; : : : ; P k be pictures in L. Let g be a function from Z Z to f1; 2; : : :; kg.
Then if we de ne a new picture P in patches as P (x;y) = P g(x;y) (x;y) , there is a picture P 0 in L which coincides with P everywhere where g is constant for rt sites in all directions, i.e. P and P 0 only di er within rt sites of the boundaries of g's domains.
Proof. (Shorter than the statement of the lemma.) Each P i is F t (Q i ) for some initial state Q i . De ne Q in patches as Q (x;y) = Q g(x;y) (x;y) ; then P 0 = F t (Q)
is as described.
Then we can prove that the language L rect from Section 2.2 is not a CA nite time set or limit set:
Proposition. There are LLL's which are not CA nite time sets or limit sets.
Proof. Suppose L rect = t for a CA of radius r. Let P 1 be a single square of 1's of side n 4rt+2, let P 2 be all 0's, and let P be a patch of the two as shown in gure 8, where g = 2 in a square inside P 1 of side m with n ? 2rt > m > 2rt.
Then P has at least some 0's inside a square of 1's, which is clearly not in L rect ; so L rect violates the Patching Lemma. So L rect cannot be a nite time set of any CA, and since limit sets which are LLL's are also nite time sets, it cannot be the limit set of any CA either.
On the other hand, we have
Proposition. Any h(LLL) is the intersection of a CA nite time set with an LLL.
Proof. Let the CA's alphabet be the alphabet of the underlying LLL, with an additional \error" symbol x. Then let the CA rule map any site belonging to a forbidden block of the LLL to x, and map sites whose neighborhoods are allowed according the homomorphism h. Then the h(LLL) is the intersection of 1 with the LLL L x that forbids x from appearing.
Corollary. There are CA nite time sets that are not NFA's. Proof. Let L be an h(LLL) which is not NFA, such as the one from Section 2.5 that recognizes strips of fa n b n g. Then L = 1 \ L x by the previous Propo- Proof. First we show that t is an h(LLL) for any t. Let the CA's neighborhood be B, and denote the neighborhood of the t'th iteration of the CA mapping F t as B t . Introduce a new alphabet A 0 = A B t , whose symbols consist of neighborhood con gurations . Then an LLL of range 2rt can ensure that the 's overlap in a consistent way, and t is obtained by applying the homomorphism h = F t .
To show the inclusion is proper, take L rect or any other h(LLL) that is not a CA nite time set. One important property of CA nite time sets (and also CA limit sets) is that they are, by de nition, extendable to in nite con gurations since they are generated from in nite initial conditions; thus the extension problem is trivially decidable. In addition, we can show that the growth function N(m; n) of a CA nite time set must have a comparatively simple form.
In Section 2.2 we saw LLL's in d = 2 with a wide variety of N, including a number with zero entropy. This is in sharp distinction to the one-dimensional case, in which the leading behavior of N(n) for regular languages is always n k n where is algebraic and k is a non-negative integer, and the entropy is = log . For CA nite time sets we can recover a weak analogy of this:
Proposition. In any number of dimensions, a nite time set t of a CA with radius r either consists of one homogeneous picture, or has a growth func- Proof. Use the Patching Lemma; unless L contains only one picture, two neighborhoods get mapped to di erent states by F t , and we can choose to ll each block of width 2rt + 1 with one or the other, giving the stated result.
Thus the entropy of t cannot decrease faster than t ?d unless the CA converges to a single homogeneous xed point in nite time.
Limit sets
In 21], Hurd uses travelling particles to enforce context-free and context-sensitive structures in the limit sets of one-dimensional CA's. We can use a similar strategy to construct limit sets in two dimensions which are DFA, NFA, or h(LLL). The CA rule sketched in gure 9, for instance, is designed to allow squares of 1's in a sea of 0's, by extending a string of a's down and to the right from the upper-left corner of each rectangle of 1's. If it meets another corner, it knows the rectangle is a square; it turns the head of the string to a b, retracts it up and to the left, and begins again. If it meets an edge it generates an error symbol x (which is also generated if the rules of L rect are violated), which propagates at the speed of light and destroys the entire lattice. This CA's limit set then consists of squares of 1's, with strings of a's and an optional b at various stages of construction along the diagonal, plus various propagating fronts of x's. It is easy to show that this is a DFA but not an LLL, since we get L square if we intersect it with the LLL forbidding a, b, and x.
Similarly, we can recognize squares of 1's and 2's with 2's in the center by extending synchronized strings along two diagonals, or strips of the language fa n b n g by extending strings from the middle and the ends as shown in gure 10. Then the corresponding limit sets are NFA and h(LLL) respectively.
Every CA limit set is the complement of a recursively enumerable set, but is not generally recursive, even in one dimension 21]. The proof is similar to that for extensibility in Section 2.7, except that the Turing machine tries to construct preimages, rather than extensions, of blocks to see if they are in R( 1 ).
We used the Patching Lemma above to prove that there are LLL's which are not limit sets. A logical question, then, is Open question: Are there DFA's, NFA's or h(LLL)'s, other than LLL's, which we can prove are not CA limit sets? 1's on a background of 0's in its limit set, and its evolution on a 3 3 square.
A blank means \don't care", and the x-spreading rule takes precedence over all others. Figure 11 : By using the method of gure 2 on diagonal slices, a 3-d DFA in a cube of side l can con rm that m and l are mutually prime for all m < l, so that l is prime. By generalizing the knights' move method, it can calculate log l, and then iterate this process to con rm that l = 2 " 3 k for some k. Topological examples also become more interesting. By checking for the existence of a consistent normal, 3-d h(LLL)'s can con rm that a manifold is orientable; and perhaps a clever reader can come up with a discrete foliation or vector eld in R 3 ? K which only exists for certain knot or link types K. We can also more easily represent non-planar graphs.
However, some problems may get harder: the \keep your hand on the lefthand wall" algorithm for traversing acyclic mazes no longer works for d > 2, and some spin systems that are exactly solvable in two dimensions are not known to be in three.
Higher types of acceptors
Why not continue up the ladder of the Chomsky hierarchy, to two-dimensional versions of push-down automata and Turing machines? Partly because the distinction between one and more dimensions is not so great as for regular languages. Recall that a two-way push-down automaton (2PDA) is a nitestate machine with access to a stack memory which can move left or right on its input; a Turing machine (TM) is a nite-state machine which can move left or right and write new symbols on its tape; and a bounded Turing machine is one which is con ned to the part of the tape its input is written on. Proof. We will prove this for d = 2; the generalization to higher dimensions is straightforward. We need to show that the one-dimensional version of each of these machines can simulate its two-dimensional version, by moving \up" (resp. \down") in raster(w) from w i;j to w i?1;j (resp. w i+1;j ). A PDA can do this as follows: scan for the rst \ to the left of your current position, pushing a symbol x onto the stack at each step; there are now j x's on the stack. Then move to the next \ to your left (right), and then move right, popping an x at each step, until there are no x's left. You are now in the j'th site in the row to the left (right) of your original position.
A Turing machine can accomplish the same thing by marking its current position with an a and marking the next \ beyond the one to its left (resp. the \ to its right) with a b, and then shuttling back and forth, moving the a to the left and the b to the right, until after j steps the a arrives at the \ to the left of its original position. The b is now j sites to the right of the appropriate \. Pebbling automata. These are nite-state automata that have a xed supply of pebbles, which they can pick up or deposit on sites of the input, and sense when they run across them. In one dimension, one-pebble machines can only recognize regular languages, even in the alternating case 6, 13]; in two dimensions, the reader can easily show that both the NFA language of squares with a 2 in the center and the h(LLL) of strips of fa n b n g can be recognized by a one-pebble DFA, and an NFA with one pebble can look for cycles in a graph.
Multi-head nite automata. These are nite-state automata with multiple heads which they can move independently on the input. A two-head DFA, for instance, can recognize the language fw\wg of words repeated twice with a marker in the middle, which is neither regular nor context-free. If DFA(k) and NFA(k) are the classes recognized by k-head DFA's and NFA's, both of these form distinct hierarchies (i.e. k + 1 heads are more powerful than k) in d = 1 and therefore in higher dimensions as well 37]. A logical characterization of k-head DFA and NFA languages is given in 3].
We could also discuss counter h(LLL)'s where the hidden states contain one or more integers, with an underlying local rule that can impose inequalities between them and those of their neighbors, increment or decrement them from neighbor to neighbor, or check for zero. Since these can recognize non-regular languages in one dimension such as the Dyck language, they properly contain the h(LLL)'s. A counter h(LLL) could also check that a vector eld is a gradient, or that a directed graph is acyclic, by assigning an altitude s at every site such that s i > s j if there is an edge i ! j. We believe, but have not been able to prove, that ordinary h(LLL)'s cannot recognize this language; they can recognize its complement, however, as we showed in Section 2.5.
Conclusion
We have shown that the notion of \regular language" generalizes in several di erent ways in two or more dimensions: LLL's, DFA's, NFA's and h(LLL)'s. The examples given hopefully give the reader an intuition for what each class is capable of.
As tools and applications, we have studied the closure properties of these classes, related their Acceptance problems to the complexity classes SAC 0 , L, NL and NP, and applied them to the languages generated by cellular automata in nite and in nite time.
We hope that we have given the reader some conceptual tools for the classication of two-or-more-dimensional patterns found in her research; or at least that she has found the examples and distinctions we have made enjoyable.
A preliminary version of this work appeared in 31].
