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Abstract. In this paper we are concerned with the on-line maintenance of directed hypergraphs, 
a generalization of directed graphs previously introduced in the literature. In particular, we show 
how to maintain efficiently information about hyperpaths whZe new hyperarcs are inserted. We 
present a data structure which allows us to check whether there exists a hyperpath between an 
arbitrarily given pair of nodes in constant time and to return such a hyperpath in a time which 
is linear in its size. The total time required to maintain the data structure during the insertion. of 
new hyperarcs is 0( mn), where m is the total size of the description of the hyperarcs and n is 
the number of nodes. This generalizes a previous result known for directed graphs and has 
applications in several areas of computer science, such as rewriting systems, aataoase schemes, 
logic- programming and problem solving. An extension of these results to hyperpaths between 
sets of nodes is also presented. 
ntro 
Various kinds of hypergraphs have been extensively used in computer science as 
a suitable matheriratical model to represent concepts and structures from different 
areas: rewriting systems; databases; logic programming; problem solving. In all 
cases, hypergraphs generalize the concept of graph in the sense that they consist 
a set of IX des and a set of hyperedges (or hyperarcs) defined over the nodes. 
The most w 3eiy used hypergraphs in computer science are undirected hypergraphs. 
In undirected hypergrapfa s (usually simply called hypergraghs [ 1 O]), hyperedges 
are arbitrary nonempty subsets of the set of nodes. An extensive use of hypergraphs 
has been made in database theory. I lication a hypergraph represents a 
database scheme and, in particular, the nodes correspo d to “attributes” an 
hyperedges correspond to “relation schemes”. For e ample, several 
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propedies that a database Imust, have (such as consistency of data or existence of 
efficient query answering strategies) have been expressed and studied in terms of 
hypergraph acyclicity [? 41. 
A different model, which has bezn used in several applications, is directed hyper- 
graphs. In a directed hypergraph a hyperarc is defined by a pair (X, i) where X is 
an arbitrary nonem ty set of nodes and i is a node. Directed hypergraph:> 
wide range of appl ations in computer science [11,15,22,4,7]. 
A first application arises in database theory. Given a set of attributes U, a set of 
functional dependencies is a rela n over P(U) x U, where P(U) is the power set 
of IJ A functional dependency ) from a set of attributes X to a single attribute 
i means that, a Given the values cf all attributes in X, the -la!ue of attribute i is 
uniquely determined. Clearly a directed hypergraph may provide an immediate 
representation for such a relationship [4,5]. In this context we might 
to test if a given FD is derivable from a given set of FDs, or to derive from these 
all possible FDs computing their closure. 
Another area in which hypergraphs provide a valuable representation is problem 
solving. Drrected hypergraphs may be used in problem solving as an alternative to 
and-or gmphs, for describing the relationship existing among a given problem P 
and the set of problems whose solution is required to solve P [ 19, I5]. 
Finally, another icteresting application of directed hypergraphs arises in the 
representation and manipulation of Hom@m.he. Among various classes of logical 
formulae, Horn formulae are particularly interesting in view of the fact that in 
Knowledge Based Systems [l?] knowledge is often represented by means of 
if. . . tkn . . . clausal rules. 
Also in the case of p opositional Horn formulae, the use of directed hypergraphs 
is quite natural. In p icular, each Horn clause corresponds to a hyperarc and 
testing the imp!ication between propositional variables corresponds to checking the 
existence of a hyperpath between two nodes. 
A part~cular!y i~-;tcrcsting case is when, in the process of building a haorn formula 
which represents our knowledge on a given domain by progressively ad 
clauses, we want to check on-line the existence of a hyperpath from T to F (two 
special nodes c ponding to the truth values true and false), because such a 
yperpath woul ly the unsatisfiability of the whole formula [ 12,7]. 
In this paper we provide data structures and algorithms for the problem of 
maintaining information about the connectivity of directed hypergraphs wh 
hyperarcs are inserted. In particular, we show ho-8 to check the presence of a 
a cost which is linear in the length of the returnesl h;!perpath. 
tain the data structure during the insertion of 
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these results are extended +n + bULu ,he case in which we consider hyperpaths between sets 
of nodes. 
The remainder of the paper consists of four sections. In Section 2 we give some 
preliminary definitions and ba.sic results. Section 3 deals with 
maintaining on-line hyperpaths between any pair of nodes in the 
graph. This result will be extended in Section 4 to the case of hyp 
two subsets of nodes. Section 5 contains some concluding remarks and open 
roblems. 
A directed hypergraph (in the following referred to as dhg) is a gene~a~i2ation 
of the concept of directed graph. Given a set N of nodes, we will denote as P(M) 
the power set of N. 
ition 2.6. A directed hypergraph %f is a pair (N, H) where N is a set of nodes 
and N is a set of hyperarcs. Each. hyperarc is an ordered pair (X, i) from an arbitrary 
nonempty set X E P(N) (source set) to a single node i E N (target node). 
The basic parameters which will be taken into account in order to discuss the 
complexity of algorithms on directed hypergraphs are: the number of nodes (n..), 
the number of hyperarcs (h), the number of source sets (n,), the source area, that 
is the sum of cardinalities of all source sets (a), and the overall length of the 
description c;f the hypergraph (m = l%fj). If we assume to represent z directed 
hypergraph by means of adjacency lists we have that rri -- CI 7 jr. According to the 
same representation, the number of source sets is the same as the numbea of adjacency 
lists. 
efinition 2 (Figs. 1, 2). Given a hypergraph 5V = (N, H), a nonempty subset of 
nades X c N and a node i E IV, there is a (directed) hyperpath from X to i, if one 
of the follcwing conditions hobds: 
(i) i E _X (extended reflexivity), or 
(ii) there is a hyperarc ( Y, i) E H and for each node j E Y there exists a hyper 
from X to j (extended transitivity). 
Fig. I. An example of ;1 hypergsaph. 
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Fig. 2. A hyperpath from A to 6 in the hypergraph of Fig. 1. 
2.3. Given a hypergraph SV’= (N, H), the closure of Z, denoted as e, 
is the hypergraph (N, H+) such that (X, i) is in H+ if and only if there exists in 2% 
a hyperpath from X to i. Given an arbitrary source set X of N, we cal 
X the set of nodes i in N such that (X, i) is in H+. 
On the basis of the preceding definitions we observe that the closure of a dhg 
may have size which is exponential in the number of nodes, simply because the 
source set X can be any element of P(N). 
In order to derive a structure which provides “almost” the same information as 
the closure of a dhg and in order to design efficient algorithms for the mar;ipu!ation 
. 
of directed hypergraphs, a data structure has been gIcilvU ;Wi*e4tced for representing a 
dhg, which essentially is a labelled graph and which gives rise to a weaker notion 
of closure. 
Given a hypergraph SC’= (N, H), the FD-graph of SV is the labelled 
graph G( 2) = (NH, A,-, Ad), where 
NH = N u N, is the set of nodes where N is called the set of simple nodes and 
NC = {X c N 1 X is a source set in %} is called the set of compound nodes (and 
each node in X will be called a component node of the compound nodeX); 
A,s NH x N = {(X, i) 1 there exists a hyperarc (X, i) in 2) is the set of arcs referred 
as j-u/l arcs; 
d G NC X N = {(X, j) 1 X E NC and j E X} is the set of arcs referred as dotted arcs. 
Figure 3 shows the FD-graph corresponding to the hypergraph in Fig. I. 
D-graph corresponding to the hypergraph in Fig. I. 
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iven an FD-graph G( 2’) = (NH, Af, Ad), a nonempty subset of 
a node i E NH, an FD-path from X to i is d graph G’(R) = 
is a minimal subgraph of G(%‘) and such that: 
(i) (X, i) c Aiu A& or 
(ii) there is a simple node j, a full arc (j, i) E Al_ and an FD-path from X to j in 
G’( SV), or 
(iii) there exists a compound node Y E Hh , a full arc ( y i) E A; , for each 
node j E Y, we have ( Y, j) E Ai and there exists an F -path from X to j in G’@i). 
Given an FD-graph G( SV) = (NH, Af, Ad) we define FD-closure of 
G(Z) the labelled directed graph G’(Z) = (NH, Af , Ad), where A,’ contains: 
(i) all the pairs (i, j) such that i is a simple node and there exists an FD-path 
in G(Z) from i to j, and 
(ii) all the pairs (X, j) such that X is a compound node, j & X, and there exists 
an FD-path in G(Z) from X to j. 
In [6] it is shown that, given a hypergraph 2W and the corresponding FD-graph 
G( SE’), the FD-closure can be computed in O(n, x I%/), where n,< NH denotes the 
number of source sets with cardinality greater than 1. Moreover, it is proved that 
a full arc (i, j) is in Gf( 2%‘) if and only if the arc (i, j) is in %?. 
Given a hypergraph Z, the FD-closure provides the closure of any set of nodes 
X such that either (X( = 1 (corresponding to simple nodes in the FD-graph) or X 
is the source set for some hyperarc in 3V (Fig. 4). 
Fig. 4. The FD-closure of the FD-graph in Fig. 3. 
at in order to manipulate 
a different representation of 
probkm *dve know all 
dynamic dhgs are consider 
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data structure for compound nodes has to be maintained. ‘We will see how this is 
possible in the next section. 
As we mentioned in the preceding para raphs, in some applications the prob 
arises of maintaining the representation o a directed hypergraph while perfor 
various operations on-line, such as inserting new hyperarcm end testing for the 
existence of a hyperpath between two nodes. 
e study of on-line al rithms on dynamic graphs (that is graphs subject to both 
insertion and deletion arcs) has been extensively developed in recent years 
[ l&20, 16,18,8], giving rise to algorithms and data structures with a good perform- 
ance in terms of amortized costs [21]. In particular, great attention has been devoted 
to the semi-dynamic problem of maintaining information about the connectivity of 
the graph while inserting new arcs. 
For example, in 1161 a data structure is presented to maintain the transitive closure 
of a graph during the insertion of new arcs with an amortized time bound of O(n) 
per insertion and total space O(n’), where u is the number of nodes in the graph. 
In [ 181 also, the transitive reduction [2] of a digraph is maintained within the same 
time and space bounds. 
In [8] the probiem of efficiently maintaining the minimal and maximal length 
paths between any pair o f nodes on-line is tackled. 
As we have already observed, the extension of these techniques to dynamic dhgs 
is not immediate because the number of compound nodes is not known: the 
FD-closure has been introduced to maintain the problem tractable. 
The idea underlying the data structure is to maintain the FD-graph corresponding 
e original directed hypergraph. In such a representation, a simple node can be 
accessed by means of full arcs only, while compound nodes are accessed by means 
of dotted arcs. In what follows, we shall deal only with FD-graphs and FD-paths, 
but every result may be directly formalizable in terms of directed hypergraphs and 
irected hyperpaths. When no danger of confusion arises, the two formalisms will 
be used interchangeably. 
We will separately consider two situations corresponding to ifferent require- 
ments: 
first, we maintain the closure of any simple node; 
second, we maintain the FD-closure, i.e. the closure of any (simple or compound) 
node in the hyper 
n this section ! ce a data structure to deal with the first problem. In 
b x n, array LAST, defined as follows. 
ST[x, y] points to the last (si 
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With this additional information, the existence of an F 1 a simple node 
an be checked in constant time by examining the [i, j]th entry 
If LAST[i, j] is null, then there is no FD-path from node i to 
FD-path can be traced out by starting from j and proceeding 
rd fashion as the following procedures show (a global variable 
t the traversed full or dotted arcs in the required FD-path). 
In the rest of this paper we will consider a dotted arc directed from the component 
node toward the compound node. This is done for the sake of uniformity of the 
pseudocode- 
ure hyperpath( i, j: simple-node); 
var hpath: set-of {full or dotted} arcs; 
egin 
i 
t 
hpath := null; 
unmark all marked nodes (if any); 
mark j; 
FD-path( i, j); 
return hpath 
end 
-path( i: simple-node, j: node); {j is already marked} 
if i#j 
then for each node w in F-LAST(i, j) do 
egin 
collect (w, j) in hpath; 
if w i:, unmarked 
mark w; 
FD-path( i, w) 
e 
end; 
The following function has been introduced to return a list containing the sub- 
seqluent nodes to be scanne 
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egin 
if j is simple 
then return a list containing LAST[i, j] 
the list of components of j 
Notice that there is no need to store the node which has to be followe 
from a compound node during this backward search, since in this case in order to 
trace an FD-path, we are forced to go back to the simple nodes containe 
corresponding source set. 
The invariants which ‘tit: maintain for the array LAST will be such that a (full or 
dotted) arc can be examined at most once while tr acing backward FD-paths. All 
the details of the method will be shown later on. 
We now see how to maintain the information in the array LAS 
insertion ofnew hyperarcs in the original directed hypergraph. In order to accomplish 
this task, we as-;ociate an array [l l l l n,] referred to as REACH-y to each simple 
node y in I’+&. In the course of the algorithm, the following invariant is maintained: 
i 
0, if there is an FD-path in the FD-graph from 
REACI-L_y[x] = the simple node x to the simple node y, 
1, otherwise. 
The initialization of thes e arrays can be clearly accomplished in O(nz) time. 
Note that the data structures for simple nodes are redundant, since 
REACH, j[ i] = 0 if and only if LAST[i, j] = nil. This is done for the sake of clarity 
and for a more uniform presentation of the algorithms. 0n the other side, this 
increases the space by no more than a constant factor and can be easily avoided in 
the implementation. 
While dealing with dynamic hypergraphs we are allowed to introduce hyperarcs 
with arbitrary source sets. -4s a consequence we might have several hyperarcs with 
the same source set X. The compound nodes will be maintained in a balanced 
search tree referred to as T,, while Ilr, denotes the set of compound nodes. We 
recall that balanced search trees are data structures which efficiently support search. 
insert and delete operations in logarithmic time [ 1,9]. This will allow one to efficiently 
check whether the source set of the hyperarc to be introduced corresponds to a 
compound node already existent in the FD-graph. With this technique, only the 
necessary compound nodes will be introduced, thus making our representation 
nonredundant. 
In the following we assume to deal with AVL trees and their basic operations, 
such as: 
AVL-search(item, tree), which returns either a pointer to the required item, or a 
special value nil if the i 
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and for each simple node i: 
C {REACM_x,[i]}. 
(k=l ,....Y 1 
_ x[ i] is equal to the number of simple nodes in which 
are not reachable from the simple node i. Any array REACI-I_x is initialized when 
the compound node x and the array itself are created: this happens 
:ve insert a hypesarc with source set X. 
FIB-graphs by maintaining adjacency lists for eat 
node. In more detail, all the full [dotted] arcs leaving 
organized in the lists I,_ f(x) [L-d(x)]. Obviously L-d(x) will be e 
compound node x. 
e to see how the closure of simple nodes can be maintained during 
ew hyperarcs from a given source set X to a sim 
We first introduce the function Compound which, given an arbitrary source set 
X, searches in the balanced tree Tc and returns the corresponding compound node 
.Y if it already exists, otherwise it is created and inserted in rc, performing any 
necessary initialization. 
function compound(X: set of simple-node): compound-node; 
var x: compound-node; i, j: simple-node; 
begin 
x := AVL_search( X, T,); 
if x = nuli 
then 
create a new compound node X pointed by x; 
AVL_insert( x, T,); 
for e {simple node} i in lVs 
REACH_x[ii]:=C,j~x, REA 
for each {simple-node} i in X 
insert x into L-d(i) 
end; 
The procedure insert provides the required updates to the data structures while 
inserting a hyperarc from a source set to a target node y: 
re insert (X: set of simple-node, y: simple-no 
ode; i: simple-node; 
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insert y into L-f(x); 
e closure(i: simple-node; x, y: no 
ST[ i, y] is computed Q en y is a simple node as shoul 
d 
e COffectli!%S 0 is approach hinges on the following inv 
m 42 simple 
ocedure closure (h; *% *) for any simpIe node i. Since 
_ xA[ i]} is greater tha 
would be vklated. Two cases may now arise. 
(a) w coincides with y; 
In case (b), :et (V, w) 
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REACH_w[i] must also have been forced to 0). As a consequence, there must be 
(at least) a node vk such that REACH_.q[ i] > 0 and it is reachable from i 
of the hyperpath I&. 91~0 in this case Hk must include the hyperarc h ( 
the inductive hypothesis would be violated). 
Since Hk is a proper sub-hyperpath of H,,., by repeating this reasoning with vk 
in place of w, we will eventually reduce to the case (a) above in which ti = y. 
Due to the arbitrary choice of the node i, this completes the induction ste 
gives the thesis. @ 
3.2. After the insertion of any hyperarc, for any compound node w and any 
simple node i, REACH_w[ i] equals the number of simple nodes in the source set 
corresponding to w which are not reachable from i. 
roof. The proof is similar to that of Lemma 3.1 and therefore has been omitted. Cl 
Lemma 3.3. After the insertion of any hyperarc, for any pair of simple nodes i and j 
such that there is an FD-pa th from i to j, LAST[ i, j] points to the node from which j
has been reached for the first time from i during the execution of the procedure closure. 
roof. Following the same proof given in Lemma 3.2, it can be proved that, after 
the insertion of any hyperarc, LAST[ i, j] is not null if and only if there is an FD-path 
from i to j. The first time a null LAST[i, j] is given a non-null value by the procedure 
closure, we have that REACH, j i] has been decremented by 1 and set to 0. By 
Lemma 3.1, this implies that this is the first time that an FD-path from i to j has 
been discovered. Cl 
Lemnx;s 2.: and 3.2 assure that the closures c f the simple nodes are correctly 
updated during the insertions of new hyperarcs, while Lemma 3.3 guarantees that 
the entries of the array LAST allow one to trace correctly an FD-path between any 
pair of simple nodes. In particular, the traced FD-path is the first FD-path which 
was established between that pair of nodes. 
The following theorem summarizes the behaviour of the data structure under the 
insertion of new hyperarcs and provides an analysis of the costs involved. 
. Given an FD-graph H, with n (simple or compound) nodes and m (full 
or dotted) arcs in which hyperarcs are to be instirted in an on-line fashic n, there exists 
a data structure which allows: 
(i) to check whether there is an F -path between any air of simple nodes in 
constant ime; 
(ii) to retur -path (if orse exists) between any pair of si 
linear in the be escription of such an F 
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The total time involved in maintaining the data structure while new hyperarcs are 
inserted is Q( mn). The space required is 0( m + n’). 
ounds on the FD-path queries are directly derived fr;im the 
implementation of the data structure and from the fact that the procedure FD-path 
examines only (full or dotted) arcs which will be returned in the traced FD-path. 
The marks introduced guaran e that no such an arc can be examined more than 
once while constructing the F 
As for the total time involved in maintaining the data structure, consider first the 
total time required o update the closure of a fixed node i (i.e. to updat 
for any j). In such a case, a (full or dotted) arc (x, y) may be scann 
after the insertion of new hyperarcs only if REACH, x[ i] was greater than 0. Once 
(x, y) has been scanned, REACH- x[ i] is permanently set to 0 and henceforth the 
arc (x, y) cannot be scanned again during subsequent calls of the procedure closure 
with last parameter i. As a consequence, maintaining the closure of each node 
requires O(m) time and hence an O(mn) overall time for all nodes derives. 
We now need to consider the cost of maintaining the balanced tree which stores 
all the source sets introduced during the insertion of hyperarcs. Since at most n, 
different source sets are introduced and for each introduced hyperarc we perform 
one search and at most one insert in this balanced tree, the total cost of maintaining 
this tree is O( n, log n,), which is dominated by 0( mn) since 91, < m (each new 
hyperarc introduces one full arc), and n, < 2”~ 
The time required by procedure initialize is 0( nf) = O( n’). owever, this prepro- 
e can be reduced to Q(n) by initializing each ent of the arrays LAST 
and REACH the first time such an entry is accessed [3, p. 711. 
The space comp!exity is a consequence of the storage utilization of the array 
REACH_-, an J LAST and of the FG-graph. Cl 
4. -paths 
In Section 2 we have defined the closure of a generic set of simple nodes in a 
hypergraph. As we noted, the toial number of different subsets is exponential in 
the number of simple nodes. In this section we restrict ourselves to the 
maintaining the closure of compound nodes. 
The overall time and space bounds are greater than in the case of mai 
the closure of simple nodes, due 
structures must be performed a 
exhibited hyperpath 
The data structures for simple nodes remain nearly the same: 
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an n,x n, array LAS whose generic element LAST[i, j] contains a pointer to 
the last (simple or compound) node in a hyperpath from the simple node i to 
the simple node j; 
an n, x n, array REACH, whose generic element RE [i, j] contains t 
0, if there is an FD-path from j to i, or 1 (otherwise). 
For compound nodes we maintain the balanced search tree T, using as a key the 
ordered set of components of each node, where the generic element (correspondi 
to the compound node w’) contains the following additional information= 
the list of component nodes; 
the adjacency list C_f( w); 
the array LAST-TO: for any simple node i, LAST_TO[I’] contains a pointer to 
the last (simple or compound) node in a hyperpath from w to i; 
the array REACH-TO: for any simple node i, REACH_TO[I’] contains the value 
0, if there is an FD-path from u’ to i, or 1 (otherwise); 
the array REACH-FROM: for any simple node i it contains a counter with the 
number of nodes in the set W not reachable from i; 
a balanced search tree C-REACH-FROM which for any compound node x 
contains the fol!dwing information: 
VALUE: a counter with the number of nodes in the set W not reachable from x; 
NODE: a pointer to the compound node x inside the tree T,. 
The existence of an FD-path between two arbitrary nodes can be checked in 
O(log n,) time if either of the nodes is compound, or in constant time if both the 
nodes are simple. 
An FD-path can be retrieved in any case proceeding in a backward fashion starting 
from the second extreme (performing a search that requires O(log n,) time Ef at 
least one of the nodes is not simple) and then with a time cost which is linear in 
e number of (full or dotted) arcs in the returned FD-path. 
The following type and variable declaration for the main data structures will be 
useful to simplify the subsequent procedures. 
e simple-node: in 
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var LAST: . . . n s’) . l 0 n,] of node; 
y [ll l - l yt,, 1 l l l n,] of ii 
As usual, for any simple or compound node x, L-f(x) and L-d(x) denote the 
adjacency lists of full an dotted arcs, respectively. In order to simplify the 
pseudocode of the algorithm we assume to have two functions 
F-LAST, which are defined as follows. F-R (i, j), where i a 
s), returns an integer which is equal to 0 if an 
i to j. Using the data structure defined above, this can be 
accomplished in O(log n) worst-case time. F-LAST( i, j), where i An 
or compound nodes), returns a list of nodes which immedia 
hyperpath from i to j. In more detail, this list of nodes is sim he source set of 
the last hyperarc in a hyperpath from i to j. The time I*equired ‘uy the function 
F-LAST is linear in the length of the returned source set. 
The procedure hy erpath takes two sets of simple nodes as arguments, returning 
z hyperpath between the corresponding simple or compound nodes. 
rocedure hyperpath(X, Y: set of simple-node); 
en i:= the element of X 
else i := compound(X); 
en j := the element :3f Y 
if F-REACI-L(i, j) =0 
larked nodes (if any); 
mark j; 
FD-path( i, j); 
e 
The procedure FD-path remains 
between simple nodes (except for t 
n 
scribe how to maint 
ction compoun 
values of the vari 
toward its component nodes: 
: sea of sim e): co e; 
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x, w : compound-node; 
i, j: simple-node; 
z: C-C-REACH; 
new compound node X poin:ed by x; 
AVL_insert(x, T,); 
{simple-node} i in X 
i] := ~,j~x) REACH[ i, j]; 
closure (x, x, i) 
each {compound node} w in I++& 
create a new C-C-REACH record pointed by z; 
{it will be inserted into the tree xREACH_FROM with key w) 
z.NODE := w; 
z.VALUE := Cticx ) w.REACH_TO[i]; 
AVL-insert (z, x.REACH_FROM); 
e procedure insert should now be adapted as follows: 
-node, y: simple-node); 
:= the element of 
se x := compound(X j; 
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e procedure closure updates now the data in 
ion of the hyperarc (X, v). En particular, a clo 
new connections that the inserted hyperarc has created fort 
node i by starting from node x. x is the node through which i reaches y and is 
useful in order to update the array LAST. The details are given 
pseudocode: 
re closure( i, x, y: nodes); 
r w: node; r: integer; 
r:= F-REACH( i, y); 
SET-REACH( i, y, r - 1); 
hat is: if F-REACH( i, y) = 0) 
union L-d(y) 
a compound node} 
The following procedures are introduced to simplify the u 
LAST data: 
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i.REACH_TO_ S[ j] := value 
p := AVL_search( i, j.REACH_FRO 
.VALUE := value 
e 
re SET-LAST( i, x, y:node); 
{x is the last node in a path from i to y) 
{if y is compound, no update is required} 
Note that SET-LAST( i, x, y) makes the correct assignment only when v is a simple 
done for the definition of LAST. 
It is now possible to prove theorems which are anallogous to the re 
in the previous section. The only difference will be in the time bounds 
logarithmic costs introduced by balanced search trees. In particular, the correctness 
of the approach still hinges on the following invariants. 
. After the insertion of any hyperarc, a node j is reachable from a node i 
if one of the following cases holds: 
re both simple, and REACH( i, j) = 0; 
i is simple, j is compound, and j.REACH_FROM[ i] = 0; 
i is compound, j is simple, and i.REACH_TO[ j] = 0; 
i and j are both compound, and j.REACH_FROM( i).VALUE = 0. 
2. After the insertion of any hyperarc, for any compound node w and any 
_ w( i) equals the number of simple nodes in the source set corresponding 
3. After the insertion of any hyperarc, for any node i a& any simple node 
j such that there is an F -path from i to j, LAST, j( i) points to the node from which 
j has been reached for the first tilme from i during the execution of the procedure closure. 
e of maintaining the closure of simple nodes, Lemma; 4. 
r compound) node is correct1 
e iwertisns of ne a 4.3 guarantees 
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The overall time complexity of this algorithm can be characterized as follows. 
(full or dotted) 
-graph G( SW’), with n (simple or compound) nodes and m 
arcs in which hyperarcs are to be inserted in an on-line fashion, there 
exists a data structure which allows: 
(i) to check in constant i e whether there is an D-path between any coup/e of 
O(llog n) time whether there is an -path between any couple of 
( if one exists) between any pair of simple no 
0( k + log n,), where k is the length of the description of such FD-path. 
The total time ina,olued in maintaining the data structure while new hyperarcs are 
inserted is 0( mn log n). The space required is O(m + n”). 
oaf. The proof is a consequence of the preceding lemmas and follows t 
line as the proof of Theorem 3.4, in which the logarithmic time to access the balanced 
search trees has been taken into account. Cl 
The extra logarithmic times can be avoided by maintaining matrices instead of 
balanced search trees and by doubling their size when needed. 
In this paI,er we have considered the problem of maintaining the transitive closure 
of directed hypergraphs in a dynamic environment. W’e have presented algorithms 
and data structures for the two different problems of maintaining either the closure 
of simple rodes or the closure of simple and co 
In the first case we showed how to perform the following operations: 
insertion of a hyperarc from a source set to a simple target node i; 
checking the existence of a hyperpath between an arbitrary pair of simple nodes 
in constant time; 
et-path between an arbitrary pair of simple nudes i 
size of the descri 
insertion of a hyperarc from a source set 
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is 
checking the existence of a hyperpath between an arbitrary pair of (simple or 
compound) nodes in O(log n,) time; 
returning a hype h between an arbitrary pair of (simple or compoundB nodes 
in 0( k -I- log n,) e, where k is the size of the description of the achieved 
hyperpath. 
The overall time required to update the data structure is O(mn log n,), where m 
the size of the description of the @al) hypergraph, and n is the total n 
of simple and compound nodes. 
There are several related and perhaps more intriguing problems. First, it seems 
worth investigating the case where deletions of hyperarcs are also a!!o*ced (provided 
the repeated insertion and deletion of the same hyperarc is not allowed). Second, 
our algorithms take O(k) time to return a hyperpath of size k. Since k can be even 
exponential in the raumber of nodes, it seems important to select a hyperpath which 
enjoys certain minimality properties. Third, using tries instead of AVL-trees in 
Section 4 leads to a more space consuming data structure which allows one to trace 
out hyperpaths in optimal time. More precisely, the modified data structure requires 
0( mn,+ n’) space but allows one to return a hyperpath in time 0( Iinput + (outputl), 
thus getting rid of the extra logarithmic cost. The analysis of the trade-off between 
time and space complexity deserves further study. 
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