A process associated with integrated Brownian motion is introduced that characterizes the limit behavior of nonparametric least squares and maximum likelihood estimators of convex functions and convex densities, respectively. We call this process "the invelope" and show that it is an almost surely uniquely defined function of integrated Brownian motion. Its role is comparable to the role of the convex minorant of Brownian motion + a parabolic drift in the problem of estimating monotone functions. An iterative cubic spline algorithm is introduced that solves the contrained least squares problem in the limit situation and some results, obtained by applying this algorithm, are shown to illustrate the theory. National Science FOtmdati()n
Introduction
Consider the following nonparametric problem: Xl,"" X n is a sample of observations, generated by a density f with the property fCk) is monotone on the support of distribution of the where k is fixed and 2:: 0. A well-known example of this situation is that f is a decreasing density on [0,00) (so k = 0). In that case there is a well-known nonparametric maximum likelihood estimator: the Grenander estimator, that is defined as the left-continuous slope of the least concave majorant of the empirical distribution function of the Xi'S. The asymptotic behavior of the Grenander estimator is well studied, and it is known (for example) that, if in denotes the Grenander estimator, and if f has a strictly negative derivative f '(tO) at to E (0,00) , that {~f(to)lf'(to)l} 2Z, (1.1 ) where~denotes convergence in distribution, and Z is the location of the maximum of {H?(t) -t 2 : t E JR}, where~V is two-sided Brownian motion, originating from zero. See, e.g., PRAKASA RAO (1969) and, for a short proof, GROENEBOOM (1985) . An alternative interpretation of the limit distribution is that 2Z is distributed as the slope of the (least) convex minorant of {W (t) +t 2 : t E JR} at zero, where VV is again two-sided Brownian motion, originating from zero.
But now consider, for example, the estimation problem in the situation where we assume that f' is increasing (k 1), and f is decreasing on [0,00), so f is a convex decreasing density on [0,00).
In this case, a result of type (1.1) is not known, and there are only partial results, telling us, for example, that for fixed to E (0,00), vVe now can again consider the estimation problem in the situation where we assume that ()f is increa.sing (k = 1), so () is a convex regression function on [0, 1] . In this case, a result of type (1.3) is not known, and there are again only partial results, telling us for example that see, e.g., MAMMEN (1991) .
In WANG (1994) it is stated that in this situation we have, at a point to E (0,1), under the additional conditions that E exp(ue;) < 00, for some u > 0 and that ()" (to) exists and is strictly positive,
1) ()(to)) -t F,
where F is the limiting distribution of fe (O) , as e -t 00, and where fe is the minimizer of (1.5) over the class of convex functions on (-e, e) , under a boundary restriction on the values of f ( -e) and f(e). Actually, in WANG (1994) concave instead of convex functions are considered, but this is essentially the same problem, and we only changed some signs to change the statement into a statement on the estimation of convex functions.
The following heuristic argument makes this statement "easy to believe". Assume for simplicity (and in fact, without loss of generality) that ()(to) = 0 and ()f(tO) = O. Let en be the least squares estimator of the convex function (). It then follows from MAMMEN (1991) that en is a piecewise linear function with changes of slope at a distance of order n-l / 5 in a neighborhood of to and that, on an interval I n = [to -en-l / 5 , to + en-l / 5 ] , with e > 0, we have the relation where is a convex function that stays bounded in probability on [-c, as [-c, c] are all bigger than for large n, by mistakenly assuming that the constrained regression problem can be solved by considering, at a finite number of points, separately regression on the deterministic function fj and regression on the noise variables ei. Then, since the (constrained) regression on the ("true") deterministic function would lead to a piecewise linear function, having changes of slope bigger than fj" (to) + op (1), and the (constrained) regression on the errors ei would lead to an almost constant function, one would get that the changes of slope of In in a finite interval [-c, c] are all bigger than fj" (to) /2 for large n. But one clearly cannot split the constrained regression problem in this way.
There is no a priori reason to assume that the changes of slope of In in a finite interval [-c, c] are all bigger than fjl1 (to) /2 for large n, and we think that this assumption is false, both for the finite sample solution IE and for the functions fe, used in the limit situation. Moreover, in comparing two solutions fe and fe with different boundary conditions at -c and c, with the aim of showing that the influence of the boundary conditions "dies out" as c -+ 00, only functions with the same locations of changes of slope were compared in WANG (1994) (in the finite sample situation), whereas different boundary conditions will generally lead to different locations of changes of slope of the functions fe and Ie (see section 3). In this sense the situation is strikingly different from the situation for the estimation of monotone functions, where the set of locations of jumps of a constrained solution on an interval c] will be a subset of the set of locations of change of slope of the convex minorant of
t E JR} for a wide range of constraints! (If the constraints are "more severe", then the constrained solution will have no jumps, while if the constraints are "less severe", the constrained solution may have more changes of slope.) In fact, up till now, it has not even been proved that a function fe, minimizing (1.5), under, say,
2 , has isolated points of change of slope. If all changes of slope were bigger than a fixed constant, as assumed in WANG (1994), this would be automatically fulfilled. But since we cannot make that assumption, we can also not assume that the points of change of slope are isolated.
The difficulties with the arguments in WANG (1994) led us to to try a whole new "geometrical" approach to this problem. In the estimation problem for monotone functions, the limit behavior is described by a "canonical" function of the process {W(t) + t 2 : t E JR}: its convex minorant. Let X be the process {X(t) : t E JR} = {W(t) + t 2 : t E JR} and let C be its convex minorant. Then it is not hard to show that the slope of the convex minorant C of X at a 0 is the limit of fe(O), where c 00. and minimizes + boundary constraints relativellv easy. since we over all nond'ec:rea:subO tl1n<~tl()ns = 2c. In this case process characterization in GFlOElNEBOOM all these arguments really rely on the explicit characterization in terms of the convex minorant and we do not have something similar for the estimation problem in the case of convex functions. So this motivates search for a "canonical" process that, for the estimation of convex functions, plays a role similar to the role of the convex minorant in the estimation of monotone functions.
vVe found such a canonical process for the estimation problem of convex functions and we coined the term "invelope" for it (motivated by the terminology "convex envelope" in the estimation problem of monotone functions). It is a twice continuously differentiable function H with a convex second derivative and the property that H 2: Y (so the graph of H lies above the graph of Y, or the epigraph of H lies inside the epigraph of Y), where Y is the process
and where V is integrated Brownian motion, originating from zero.
The full characterization of the "invelope" is given in Theorem 2.1 in section 2. This is an almost surely uniquely defined function of integrated Brownian motion and its properties can be used to show that indeed fe (O) , where fe is the minimizer of (1.5) under the boundary conditions f(-c) = kI(c) and f(c) = k 2 (c), where k 1 (-c (O) converges almost surely to the second derivative of the "invelope" H at zero, as c --t 00, see Corollary 2.5 in section 2. Corollary 2.5 also shows that indeed the influence of the boundary conditions dies out on fixed intervals, as c --t 00, see the remark following this corollary.
However, proving that an object like our "invelope" indeed exists and is an (almost surely) uniquely defined function of integrated Brownian motion was the real bottleneck in getting any asymptotic distribution theory for the estimators in the convex estimation problem going. We believe that we have taken that hurdle in the present manuscript. The asymptotic distribution theory for the convex density and regression problems is treated in the companion paper to the present paper, GROENEBOOM, JONGBLOED AND 'WELLNER (2000) .
vVe also hope that our treatment of the convex case opens the way for the treatment of the general estimation problem of a function f, under the restriction that is monotone, for some k 2: 0 (where one will have to study k times integrated Brownian motion). Going from the case k = 0 to the case k = 1 was a big step, though. We coin the term invelope for the function H satisfying conditions (i) to (iii), because it plays a role analogous to the role of the convex envelope of drifting Brownian motion in the characterization of the limit distribution in monotone regression problems. However, H is clearly not an envelope, since it lies above the drifting integrated Brownian motion Y (touching Y only at a set of Lebesgue measure zero). Not that condition (iii), in the presence of (ii), means that the (increasing) function H(3) cannot change (Le. increase) in a region where (ii) is satisfied with strict inequality. The analogue in the monotone situation is that the slope of the convex minorant of the drifting Brownian motion cannot change at points where this minorant is strictly smaller than the drifting Brownian motion.
The Gaussian problem: characterization of the solution
In particular, we have the following corollary:
Corollary 2.1 The invelope function H described in Theorem 2.1 has second and third derivatives at 0, H"(O) and H(3)(0) respectively, which are finite and have a well-defined joint distribution.
To prove Theorem 2.1, we first consider convex functions fe, defined on intervals [-c, c] , that are approximations to the second derivative of our "invelope" on these intervals. Let the functional 4>e(g) be defined by and let the (allowed) set of convex functions 9 be defined by
we have following lemma.
E JR, the nrf)hl,om.
-g(t) dt < O.
+ (1-

Proof:
Existence follows from compactness Y(c, k 1 , k 2 ) in e.g. the uniform topology together with continuity of on this set. Uniqueness follows from the strict convexity of and convexity of y(c, kl, k 2 ): for'\ E (0,1) and f,g E y(c,
o For a fixed point t, the probability that Y will have a one-sided parabolic tangent at t, in the sense that there exists a second degree polynomial P such that P(t) = Y(t), PI(t) yl(t) = X(t) and
for u in a neighborhood oft, is zero. For this reason we will assume in the following that -c and c are points where such a one-sided derivative of Y does not exist.
The following characterization of the solution fc,k 1 ,k2 of the minimization problem, considered in Lemma 2.1, will playa crucial role in our further development. 
Lemma 2.2 (Characterization of the solution on a finite interval) Suppose that f is a convex function on [-c,c] with second integral H, satisfying H(-c) = Y(-c) and H(c) = Y(c), i.e. H" = f and H is determined by its two values at
and (2.8)
H(t) Y(t)
Proof: Suppose that f minimizes <pc(g) over Y(c,k 1 ,k 2 ). Let H be its second integral on [-c,c] , (c, kl, . This yields (2.6) . by the assumption that Y does not have one-sided parabolic tangents at -c and c, we get from this that F( -c) > X( and
F(c) < X(c).
This implies as before that fl has finite limits at -c and c. 
!-c,C) {H(t) -Y(t)} dj'(t) 0,
yielding (2.7). Since (2.8) is also satisfied, we now also have proved the necessity of the conditions (2.6) to (2.8).
Conversely, fix w such that the parabolic tangents as described above, do not exist at ±e.
Suppose that H, F and f satisfy the conditions of the theorem. Let f' be (a version of) the derivative of f. Furthermore, let )'1 and A2 be defined by
Al = F( -e) X( -e), A2 = X(e) F(e),
and let the extended criterion function ¢c,>-be defined by
we get for any convex function 9 : [-e, e] -+ JR,
(2.9) (2.10)
Suppose (as we may) that the derivative g' of 9 has finite limits at -e and e. Then integration by parts yields, using (2.9) and (2.7),
I: f(t){g(t) f(t)} dt ICc {g(t) -f(t)} dX(t)
a similar way there exists a right neighborhood -c + of -c such that 
is finite, neither of these possibilities can occur. Note that (2.13) tends to 00, if f'(t) -+ -00, as t -} -c, so we are not in a situation where positive infinite growth at c could be compensated by a piece of the integral tending to -00 as u -} -c. Now, if 9 is a function of the following type: 
(2.14)
The set S is closed and has Lebesgue meaS'U7'e zem. 
J{tEe-c,c):H(t)::J;Y(t)}
Hence we get, by Rolle's theorem,
Since H has a bounded second derivative, there exists a constant a > 0 such that the function 
According to SINAI (1992) Finally, the set S is closed, since the function H Y is continuous on [-c, c] .
The following lemma gives the structure of the function H of Lemma 2.2 on an "excursion interval"
, T2] between two locations of points of touch T1 and T2 between Hand Y. By "excursion interval"
we mean that
H(Tr) = Y(Tr), H(T2) Y(T2) and H(t) > Y(t), t E (T1,T2)'
Note that such intervals exist by the construction in the proof of Corollary 2.2, where it was shown that the set of locations of points of touch between Hand Y can be embedded (after a transformation) in the set of locations of points of touch of the concave majorant of drifting integrated Brownian motion. In the following we are going to use properties of ordinary Brownian motion and integrated Brownian motion. Ordinary two-sided Brownian motion (without drift), originating from zero, will be denoted by VV and its integral by V, where V is "pinned down" at zero: V(O) = O. We then will use certain stationarity properties of the point process of points of touch between Y and the function H of Lemma 2.2, as e ---t 00. As a preparation to this, we reformulate the result of Lemma 2.3 in terms of the non-drifting processes V and W. . t E -c. ,
Then the value of f -fa at fis
The function f -fa has the following representation on 
collect-ions {fc(t) fO(t)}c>ltl' {f;;(t) -fo(t)}c>ltl' and {f;;(t) -fo(t)}c>ltl are tight; here f;; and fc-denote the right and left derivatives of the convex function fc.
Proof: \Ve prove the statement for the case t = 0, since the general statement for arbitrary t is proved in an entirely similar way, but involves more cumbersome notation. Let E > 0 and let We now define the collection of convex functions fn on [-n, n] as the second derivatives of the functions H n , satisfying the conditions of Lemma 2.2, with k 1 = k 2 = 12n 2 , and extend these functions to JR by linearly extending them from -n and n, respectively. The possibility of such an extension exists on a set of probability one, since we may assume that Y has no parabolic tangents at -n and n, and hence that fn has finite derivatives at -n and n. The functions H n and F n = Hã re also continuously extended to functions on JR, by taking F n and H n as the first and second integral of fn, respectively, uniquely determined by their values at the points -n and n, where we start the extension.
Moreover, we define, for each iVl > 0, the seminorms
IIHIIM = sup {IH(t)1 + IH'(t)1 + IH"(t)l}
tE [-M,2\il] (2.27) on the set of twice continuously differentiable functions H : JR ---+ JR. \Ve now have the following result. 
Corollary 2.4 Let X(t) = W(t)
This is seen as follows, Let h H" and g = Gil. Using (2.10) it follows that (a) and similar equalities at the point b (a and b are points of touch for Hand Y and H' must also be equal to X at these points, because H 2: Y). We also use condition (iii):
Similarly, we get 
G(a) H(a) = yea), G'(a) = H'
Hence also G == H on will also need the following 1Cll1111a. Part (i) follows from the inequality
X(a), and G(b) H(b)
= Y(b), G'(b) = H'(b) = X(b).
h(t)~W 12(t -"T) (u -"T) dW(u)
for some absolute constant C > 0, see the proof of Lemma 2.4. between Hand Y at locations to the left of a (we will look at the "one-sided situation" at the end of the proof).
Let, for each n, af: be the location of the first point of touch between G and Y to the left of -n, and bf: be the location of the first point of touch between G and Y to the right of n. 
see (2.29) and (2.30). Adding (2.37) and (2.38) yields:
ar;:
Let the intervals I n and K n be defined by and K n Then (2.39) implies, again using the notation fo(t) = 12t 2 , that for all large n:
. {g2(t) h 2 (t)} dt r {g(t) h(t)} dX(t) hU~JhUKn
= ! InuKn {g(t) -h(t) }{g(t) -fo(t)} dt + ! InuKn {g(t) h(t)}{ h(t) -fo(t)} dt -lnUKn {g(t) -h(t)} dTcV(t)
; : : :i:
Now first suppose:
Then, using convexity of 9 and h,
lim {g(t) -h(t)} = 0 and lim {g(t) -h(t)} O. t-+-oo t-+oo
This means:
almost surely, since, by Lemma 2.7, the lengths of I n and K n are Op(l), uniformly in n, implying that for each E > 0 there exist as> 0 such that 
where we also use part (ii) of Lemma 2.7 this time, in treating the integrals 
fo(t)} dt > 0, lim {g(t) -h(t)}
Itl-too
But then (2.40) cannot hold for all large n, since tends to a strictly positive limit, as n -'t 00, if f f g.
we also get a contradiction, using Lemma 2.7, since liminf r n-too } JnUK n fo < 00, almost~'''~'.I' and Cauctly-~:Jchwarz inequality,
dt)
< rOO, almost surely, with a similar relation for
{lnUKn{g(t) h(t)}{h(t) fo(t)}dt} z
So again (2.40) cannot hold for all large n, if f =I-g.
Finally, if, for example, there would be infinitely many common points of touch an for a sequence such that an -t -x, we consider <Pa,bff(g) (h) and <PaN! (g) -(h), where a all aG is such a common point of touch (to the left of such a point the functions have to be equal!) , and then we get a contradiction in the same way, if we assume G =I-H. Proof: The proof of Corollary 2.4 showed that, taking C n = n, there exists a subsequence (nk) such that the functions H nk , as defined as in Lemma 2.5, and continuously extended to functions on IR as second integrals of the linearly extended functions f nk' converge to an invelope H of Y, in the topology induced by the semi-norms (2.27). It is also clear from the proof that if we take the boundary conditions
we also get that there exists a subsequence (nk) such that the functions H nk' continuously extended to a function on IR as second integrals of the linearly extended functions converges to an invelope H of Y, in the topology induced by the semi-norms (2.27).
But since the invelope H is almost surely uniquely defined, and since the argument can be repeated for any subsequence, we get that the original sequence (H n ), continuously extended to functions on IR as second integrals the linearly extended functions also converges to the invelope H, in the topology induced by the semi-norms the choice of C n n is also arg;ullrent, we that for any sequence such that in the tOj)OJ,OgV HlCllcec unltorm convergence o Remark.
that Coronary shows that indeed the influence of the boundary conditions at -c and c on the value of the function fe in a fixed interval dies out, as c -t 00, at least if we keep -c) -
(-c) and f(c) fo(c) bounded. But we got this result by using the unicity of the invelope H and not by directly comparing two solutions fe and satisfying different boundary conditions at -c and c, respectively. As noted in the introduction, comparing these solutions directly is difficult, since we cannot assume that the functions have changes of slope at the same points.
An iterative cubic spline algorithm
The characterization of the solution of the minimization problem on a finite interval given in Lemma 2.2, inspires an iterative cubic spline algor-ithm for finding the solution to the minimization problem of minimizing ¢c(g) over the set 9(c, kI, k 2 ) (for the notation, see (2.3) and (2.5)).
This algorithm is somewhat similar to (but different from) the hinge algor-ithm, proposed in MEYER (1997), for computing convex regression (and other isotonic) estimators. Although its convergence is not proved, it is rather likely that the hinge algorithm will converge in a finite number of steps (for finite samples), similarly to the Fraser-Massam algorithm, see FRASER AND MASSAM (1989) . If it converges, it will give the solution to the least-squares problem.
The hinge algorithm is in fact an algorithm for projection on a cone, and since we have to solve a contrained minimization problem, with constraints on the values of the function at the points -c and c, we need an algorithm for projecting on a convex set, rather than a convex cone. So for that reason we cannot use the hinge algorithm. Furthermore, we have to solve an infinite-dimensional minimization problem, whereas the hinge algorithm is designed for finite-dimensional problems. But of course, in practice, we use an approximation to Brownian motion on a discrete grid, and therefore the problem with the constraints is the more serious one in practical computations that give approximations to the continuous case. We will point out some similarities (and differences) between the iterative cubic spline algorithm and the hinge algorithm below.
Our iterative cubic spline algorithm runs as follows. Start the iterations with the cubic polynomial P : c] -t lR satisfying 
Hk+l(-C) = Y(-c), Hk+l(tl) Y(tl),'" ,Hk+ l (t mk ) = Y (tmk) ,
Hk+1 (tmk+d = Y (tmk+d, Hk+I(C) = Y(c).
If Hk+ I (t)~Y (t) for all t E c] and H~+l is convex, we would be through. The second derivative lk+ I (t) H~+ I can be written
We now first check whether one of the bi'S is (this corresponds to step 4 in the hinge algorithm in MEYER (1997) (Ui-l) and fa (ui+d stay away from -00, as a~00.
For example, fa (ud~-(X) and fa (ui-d~-00, then, by the spline relation (3.4) 00, as a~00.
and hence in particular: fa; (Ui-2)~00, as a~00. Continuing this recursively to the left, we first find that
has to~-00, and (ti, Y(tz) ) with the largest negative b i from the set of knots and compute the spline on the remaining knots, continuing this process until all coefficients b i are positive. After that, we go on to the next iteration step.
The iterative cubic spline algorithm is directly motivated by the characterization of the solution of the minimization problem on a finite interval [-c, c] , given in Lemma 2.2, and is therefore somewhat comparable to the convex minorant algorithm in the problem of estimation of a monotone function, an algorithm that is also directly motivated by the characterization of the solution, coming from convex duality theory. The advantage of the iterative cubic spline algorithm is that, in the computation of the splines, only a tridiagonal matrix has to be inverted, whereas the solution of the least squares problems in the hinge algorithm involves inversion of matrices that need not be tridiagonal.
A C program, implementing the iterative cubic spline algorithm was developed, and below we show some pictures of the "invelope" and its derivatives for solutions on the intervals 1, 1] (c = 1) and [-4,4] [-4,4] was generated by taking independent copies on the intervals [i -1, i], i = ... ,4 and pasting these together at the borders of the intervals. Furthermore we took a grid of 8001 equidistant points on 4] and computed (an approximation to) the Brownian motion on these points.
In Figures 1 to 4 Note that the set of locations of points of jump of derivative the solution of the convex reg;re~isio,n problem is the same as the set of locations points of touch between the "invelope" characterization of the solution in 2.2. For c = 1 we set of points -\I.,.,..... -0.116, 0.768} and for c 4 the set {-0.889, -0.886, -0.115, 0.616, 0.765}.
2. Figure 4 shows there is no evidence whatsoever that the changes of slope are bigger than a fixed constant (as claimed in WANG (1994)).
3. Figure 4 also shows that the derivative f~, corresponding to the solution for c = 4 behaves better (in the sense that the absolute value of its difference with f~(t) is smaller) at the boundary point -1 of the interval 1, 1J than the derivative ff 1) of the solution for c = 1.
Phenomena like this are to be expected, since the solution on the interval 4J poses more restrictions on the behavior of the solution on the smaller interval 1,1J. In fact, the tightness argument for (t) -f~(t) and f;:(t) -f~(t), as c -+ 00 of Lemma 2.4 is partly illustrated here, at the point t = -c.
Further experiments showed that the solution on 1,lJ hardly changes if we increase c from 4 to, say" 5 or 6, in accordance with Corollary 2.5. Figure 5 shows that the locations of points of jump of the derivative of the solution of the convex regression problem (= the set of locations of points of touch between the "invelope" and Y) changes if we change the boundary condition on the value of fat -1 and 1. In this case we get the set of points {-0. 
