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Abstract
The installation of the muon telescope detector opened new possibilities for
studying dimuon production at STAR. However, backgrounds from hadron
punch-through and weak decays of pions and kaons make the identification of
primary muons challenging. In this paper we present a study of shallow and
deep neural networks trained as classifiers for the purpose of muon identification
using information from the muon telescope detector at STAR. The performance
of shallow neural networks is presented as a function of the number of neurons
in their hidden layer. A hyperparameter optimization for determining the op-
timal deep neural network classifier architecture is presented. The optimized
deep neural network is compared with shallow neural networks, boosted de-
cision trees, likelihood ratios, and traditional cut-based PID techniques. The
superiority of the deep neural network based muon identification technique is
demonstrated and compared with traditional PID through the measurement of
the φ meson and the ψ(2S) in p+p collisions at
√
s = 200 GeV. The deep neural
network based PID simultaneously provides higher signal efficiency, signal-to-
background ratio, and significance of the φ peak compared to traditional PID
techniques. Finally, a deep neural network assisted technique for measuring the
muon purity in data is presented and discussed.
Keywords:
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1. Introduction
In 2014 the Solenoidal Tracker at RHIC (STAR) completed its installation of
the Muon Telescope Detector (MTD). The MTD has made muon identification
over a large momentum range possible for the first time at STAR. However,
even with the MTD, identification of pure muons can be challenging due to
backgrounds from hadron punch through. The identification of dimuon pairs is
further obscured by secondary muons originating from the weak decays of pi →
µ+ν and K→ µ+ν. We are motivated to explore the possible improvements over
traditional techniques in single muon identification and muon pair identification
that can be obtained employing modern supervised learning algorithms.
In this paper we explore classification techniques using artificial neural net-
works (ANN) for improving muon identification using the information provided
by the MTD at STAR. In Sect. 2, a brief description of the relevant STAR sub-
systems is provided and the variables used for muon identification are defined.
In Sect. 3, the dataset details are provided and the procedure used to gener-
ate the training samples is described. In Sect. 4, the use of ANN classifiers is
explored for muon identification. Both shallow and deep neural networks are
compared and the techniques used to determine the optimal deep neural net-
work architecture are discussed and presented. In Sect. 5, the performance of
the DNN based muon identification vs. traditional techniques is compared in
p+p collisions at
√
s = 200 GeV. In this section, the use of the trained DNN for
data-driven muon purity measurements is also presented. Finally, a summary
is presented in Sect. 6.
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2. STAR Detector
The STAR detector is a multi-purpose detector designed with large, uniform
acceptance in 0 < φ < 2pi and |η| < 1. The relevant STAR subsystems used for
this study are the Time Projection Chamber (TPC), the Magnet System, the
Time-of-Flight (TOF) detector, and the Muon Telescope detector (MTD) [1–3].
The TPC provides charged particle tracking and particle identification informa-
tion via ionization energy loss (dE/dx) measurement. The TPC sits within a
0.5 T magnetic field, allowing the charge (q) and transverse momenta (pT ) of
tracks to be measured from the curvature of their trajectories. The TPC covers
2pi in azimuth and approximately ±1 unit in pseudo-rapidity (η) for collisions
at the center of the detector. The TPC provides momentum measurement with
a momentum resolution of ∼1-2% for muon tracks with 1 GeV/c of momentum
at mid rapidity.
The Time-of-Flight (TOF) detector is installed outside the TPC at a radius
of 210 cm and provides precise timing information with a timing resolution
larger than ∼90 ps in heavy ion collisions[4]. The TOF detector covers 2pi in
azimuth and approximately ±0.9 unit in pseudo-rapidity. Information from the
TOF detector is not used directly for muon identification in this study. Instead
the use of timing information from the TOF detector is used in Sec. 3.1 in the
preparation of the labeled training samples.
The MTD is a multi-gap resistive plate chamber (MRPC) based detector
installed outside the magnet’s return yoke steel at a radius of 410 cm [6]. The
60 cm thick magnet steel acts as the hadron absorber, offering up to 5 interaction
lengths of material. The MTD is segmented into 30 backlegs in the azimuthal
direction each covering about 8 degrees with 2 degrees of gap on either side. On
average the MTD covers ∼ 45% in the azimuthal direction for |η| < 0.5. The
most basic information provided by the MTD for muon identification is whether
or not a hit was observed in a given region. In addition to this, the MTD provides
precise timing (σ ≈ 100 ps) and position (σ ≈ 2 cm) measurements which are
useful for rejecting hadron punch through. The MTD’s double ended strip
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Figure 1: A schematic of an MTD module. The strips are 87 cm and run along the local z
axis. Each module contains 12 strips along the local y axis. Each strip is 3.6 cm wide with a
space of 0.6 cm between strips.
readout allows the local Z position of hits to be measured via the difference in
time between the two ends of the strip. Within each module, the local Y position
of a hit is measured by determining which of the 12 strips within a module
registered the hit. The ∆Z and ∆Y are the residual between the measured
local positions and the projected positions in the local Z and Y directions
respectively. Figure 1 shows a schematic of the local MTD module coordinates
and the ∆Z and ∆Y calculation. The full list of variables that are used in this
study for muon identification are:
• ∆TOF - Difference between the calculated time-of-flight using a muon
hypothesis versus the time-of-flight measured by the MTD.
• ∆Z - Difference between the local Z position calculated using a muon
hypothesis versus the position measured by the MTD.
• ∆Y - Difference between the local Y position calculated using a muon
hypothesis versus the position measured by the MTD from the center of
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the matched strip.
• cell - the geometric strip index ranging from 0 - 11 with 0 and 11 at the
outside edges of each module. The average amount of steel between the
interaction point and the MTD module is lowest at the edges.
• module - the geometric module index ranging from 0 - 4.
• backleg - the geometric backleg index ranging from 0 - 29. The amount
of material between the interaction point and the MTD backlegs varies
as a function of backleg since the detector is not fully symmetric in the φ
direction.
• nσpi - the dE/dx information measured by the TPC. The value normalized
by the expected value for the pi and corrected for detector resolution is
used for simplicity. The value of nσpi for muons is on average ∼+0.5.
• DCA - Distance of closest approach of the track to the primary collision
vertex.
• pT - Transverse momentum of the track. The ∆TOF , ∆Y , and ∆Z
resolutions depend strongly on pT .
• q - the track charge measured from its curvature.
These variables will be used as the inputs when training neural network
classifiers in Sec. 4.
3. Dataset and Training Samples
3.1. Dataset and Event Selection
The data used for this study was collected by the STAR detector from p+p
collisions at
√
s = 200 GeV during the 2015 RHIC run. The events were selected
using the dimuon trigger requiring that at least two MTD signals be measured
within a timing window. The primary vertex of the events was required to be
within ± 100 cm of the center of the detector along z. In total the dimuon
5
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Figure 2: Simulated MTD cell (a) and ∆Z distributions for signal and background sources.
The affect of varying amounts of steel in the φ direction can be clearly seen in the cell
distribution. Hadrons are significantly more likely to punch through to the steel guarding the
edge cells (at 0 and 11, respectively) than the central cells.
trigger recorded 300M events corresponding to a total sampled luminosity of
122 pb−1 [5].
Muon candidate tracks were required to have a pT > 1 GeV/c, have a dis-
tance of closest (DCA) approach to the collision vertex of DCA < 3 cm, be
reconstructed from more than 15 clusters in the TPC, have a ratio of recon-
structed clusters to possible clusters greater than 0.52 to reject split tracks, and
to have at least 10 clusters used for the dE/dx measurement to ensure a reason-
able dE/dx resolution. Finally, muon candidate tracks are required to project
to active MTD volume and be matched to MTD hits that fired the trigger.
3.2. Monte Carlo Simulation
In Sect. 4 the training and use of ANNs to perform a two-class classifica-
tion problem to distinguish signal muons from various types of backgrounds
is discussed. This type of ANN based classification is an example of super-
vised learning and therefore requires labeled datasets for the training phase. A
Monte Carlo (MC) simulation procedure is used to generate the labeled signal
and background datasets needed to train the supervised learning algorithms dis-
cussed in Sect. 4. We define our signal class as primary muon tracks, i.e. those
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originating from the primary interaction vertex. In contrast, the background
class includes all other sources of tracks that match to a hit in the MTD and
result in a reconstructed track in the tracker. The main sources of background
are a result of:
• punch-through hadrons: e.g., pi±, K±, and p/p¯
• charged-pion weak decays: pi → µ+ ν
• charged-kaon weak decays: K → µ+ ν
The procedure used to forward model the signal and backgrounds consists
of three main steps: a kinematic event generator, a simulation of the STAR
detector, and a full event reconstruction. First, events are generated with ∼20
particles/event to mimic the multiplicity of primary tracks in a p+p collision
at
√
s = 200 GeV. Each track in the event is randomly chosen to be a µ, pi,
K, or p. The kinematics of each particle are sampled from flat distributions in
0 < pT < 10.0 GeV/c, |η| < 0.8, and −pi < φ < pi. The particle species and
kinematics are then fed into a GEANT3 [7] based simulation of the full STAR ge-
ometry. The GEANT3 simulation performs decays of unstable particles, models
energy loss of particles traversing media, and interactions with detector materi-
als. Finally, full event reconstruction is performed on the result of the GEANT3
based simulation. This step performs charged particle reconstruction using the
simulated hits in the TPC, determines the event’s primary interaction vertex,
and computes the dE/dx of reconstructed tracks. After tracking is complete the
tracks are matched to the simulated MTD hits. The result of this simulation is
a set of the PID variables for each of the signal and background processes. An
example of the MTD cell and ∆Z variables are shown for signal and background
in Figs. 2a and 2b, respectively.
3.3. Extracting ∆TOF distributions from Data
A data-driven approach is employed to determine the MTD ∆TOF distri-
butions separately for the signal and background classes. For this procedure 1D
7
J/ψ Selection Cuts
3.0< Mµµ <3.2 GeV/c
2
DCA < 1.0 cm
-1< nσpi <3
|∆Y| <3σ (+0.5, pT > 3.0 GeV/c )
|∆Z| <3σ (+0.5, pT > 3.0 GeV/c )
pleadingT > 1.5 GeV/c
Table 1: Cuts used for determining the signal and background ∆Time-of-Flight PDFs.
cuts are applied to all PID variables except the ∆TOF . With the cuts listed
in Table 1, a relatively pure J/ψ sample can be obtained. Figure 4 shows the
unlike-sign and like-sign distributions near the J/ψ mass after applying the cuts
listed in Table 1. Daughter tracks from the J/ψ are used to extract the ∆TOF
probability distribution function (PDF) for signal. Specifically the signal PDF
is extracted from the J/ψ mass peak (3.0 < M < 3.2 GeV/c2) with the back-
ground under the peak estimated using the like-sign pairs in the same mass
region. The ∆TOF from the like-sign background is properly scaled and sub-
tracted from the peak region to remove background contributions. The signal
∆TOF PDF is shown in Fig. 4. The background ∆TOF PDF is extracted from
tracks passing an inverted set of cuts meant to exclude all signal muons. These
cuts are shown in the right hand column of Table 1.
The background ∆TOF distribution is further separated into the contribu-
tions for pi, K, and p using timing information from the TOF detector. The
sub-sample of tracks which match to both the MTD and TOF are used to ex-
tract the MTD ∆TOF distribution for pi, K, and p separately. The β−1 = c/v
distribution measured by the TOF detector is shown in Fig. 3b for all back-
ground tracks matched to both the MTD and TOF. In this figure, there are
clear β−1 bands corresponding to pions, kaons and protons. The MTD ∆TOF
distribution for these three species were extracted by selecting around a given
β−1 band.
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Figure 3: The invariant mass distribution for unlike-sign and like-sign pairs near the J/ψ
mass. The N − 1 cut technique is used to maximize the J/ψ significance by cutting on all
MTD PID variables except the ∆TOF distribution. A pleadingT > 1.5 (GeV/c) cut is applied
to further improve the purity in the J/ψ mass region. The β−1 vs. momentum distribution for
all tracks passing basic QA cuts that are matched to hits in the MTD and the BTOF detectors
(b). The β−1 calculated from the BTOF information shows clear contributions from pi, K,
and p/p¯.
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3.4. Background MC Closure Test Using Identified K0S → pi+pi− and φ →
K+K− Decays
Selecting K0S → pi+pi− decays in data provides a pi± enhanced sample that
can be used to test the validity of the MC simulation procedure for the pi±
background sources. The selection of K0S candidates is carried out by applying
the topological selection cuts listed in Table 2. In order to increase the available
statistics for comparison only one of the K0S daughters is required to have a
matching hit in the MTD. Figure 5a shows the pi+pi− invariant mass distribution
near the K0S mass used to select pi
± daughter tracks. The pi± ∆Y , ∆Z, and cell
distributions are computed using the unlike-sign distribution minus the scaled
like-sign distribution for each variable in the K0S mass region (497± 25 MeV/c2).
Distributions with an enhanced kaon yield can be selected from the daughters
of φ → K+K− decays. The K+K− invariant mass distribution around Mφ is
shown in Fig. 5b for the case in which one track is matched to an MTD hit.
The K± ∆Y , ∆Z, and cell distributions are computed using the unlike-sign
distribution minus the scaled like-sign distribution for each variable in the φ
mass region (1.019 ± 0.007 MeV/c2). The comparison between the ∆Y , ∆Z
10
K0S Selection Cuts
0.472< Mpipi <0.522 GeV/c
2
decay length > 2.7 cm
daughter mutual DCA < 1.5 cm
pointingAngle < 0.162+0.1123pT +0.025p
2
T
|nσpi| < 3
Table 2: Cuts used to select K0S → pi+pi− decays. The daughter pions provide a pi-enhanced
sampled that can be compared to the pi MonteCarlo simulation.
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Figure 5: The Mpi+pi− distribution near the K
0
S mass shown for the cases in which only one
track is matched to an MTD hit (a) and the MK+K− distribution near the φ mass shown for
the cases in which only one track is matched to an MTD hit (b).
and MTD cell distributions from MC and data for pi± and K± tracks are shown
in Figs. 6a and 6b. The data / simulation ratios show that the ∆Y , ∆Z and
MTD Cell distributions agree within ∼ ±20%.
4. Training and Evaluation of Neural Networks
In this section the use of dense Multilayer Perceptrons (MLP), a type of
feed-forward ANN, are trained as continuous classifiers for the purpose of muon
identification. First, shallow artificial neural networks (SNN) will be discussed.
A shallow artificial neural network is defined by the presence of a single hidden
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Figure 6: The ∆Y and ∆Z data / simulation ratio for both pi± and K± (c). The MTD cell
data / simulation ratio for both pi± and K± (d).
layer of neurons between the input and output layers. The universal approxi-
mation theorem [8, 9] states that a feed-forward ANN with certain activation
functions and at least one hidden layer containing a finite number of neurons can
approximate any continuous function on compact subsets of Rn. However, the
universal approximation theorem makes no claim about the size of the hidden
layer required to approximate a given function. In practice the number of neu-
rons in the hidden (NH) layer may need to be intractably large to approximate
the desired function with acceptable error. In addition, with increasing number
of neurons the risk of over training can increase resulting in a model capable of
representing the input data with small error but with very poor generalization
performance.
4.1. Shallow Neural Networks
In this section an exploration of the performance of a large set of SNNs as a
function of the number of neurons in their hidden layer is presented. The mod-
els are trained using the Toolkit for Multivariate Data Analysis with ROOT
(TMVA) [10]. Table 3 lists the parameters used in the training phase for all
models. Each model is trained on a random subset of 100K signal events and
100K background events. A disjoint testing sample is drawn from 250K signal
12
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Figure 7: An example of a dense multilayer perceptron neural network architecture. The
shallow neural networks have only a single hidden layer of neurons between the input and
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Figure 8: The signal vs. background rejection power as a function of the number of neurons
(NNHL) in the hidden layer of a shallow neural network. The performance of the SNNs are
quantified using the AUC - the area under the background rejection vs. signal efficiency curve
(See 5.1 in text). The points are the mean value of 10 models trained with different random
samples. The uncertainties show the ±1σ of the models assuming a Gaussian variance.
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and 250K background events to test the model’s response and to evaluate the
over training score. The use of a Monte Carlo generator for producing the la-
beled training samples allows an essentially unlimited number of labeled data
sets and allows independent samples for training and testing. When an unlim-
ited labeled data set is not available, bootstrapping techniques can be used to
evaluate model performance [11, 12]. The SNN models include a bias neuron in
the each of the input and hidden layers to account for trivial offsets in the mean
value of the data. The bias neuron is always ”on” - i.e. it provides an input of
1 so that weights between it and other neurons are constant factors. The use of
a bias node in the input and each hidden layer has become standard practice in
neural network architecture design.
Shallow neural networks were trained with 1 to 500 neurons in the hidden
layer. For each value of NH , 10 models were trained with different randomized
training and testing samples. The performance of each trained SNN is quanti-
fied using the area under the curve (AUC) of the background rejection versus
signal efficiency distribution (higher is better). The results of the SNN scan
are summarized in Fig. 8 where the AUC is shown as a function of NH . Each
point shows the mean response of 10 models with uncertainties that show the 1σ
variation between the response of the 10 models assuming a Gaussian variance.
The background rejection power of the SNN shows clear improvement as NH
is increased until NH ≈ 30. Above NH ≈ 30, adding more and more neurons
provides relatively smaller and smaller improvement in the background rejection
power.
4.2. Deep Neural Networks and Hyperparameter Optimization
Deep neural networks, in contrast to SNNs which contain only a single hidden
layer, contain two or more hidden layers. The additional hidden layers can allow
a network to learn complex relationships between input features with far fewer
neurons and connections than a shallow network would need. Depending on the
application it is also common for DNNs to combine various types of layers, such
as convolutional layers, to promote the learning of specific types of relationships.
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Table 3: Parameters used in the training phase for the shallow and deep neural networks.
Parameter Value
Neuron Activation Func-
tion
tanh
Estimator Type Mean Square
Neuron Input Function sum
Training Method Back-
Propagation
Learning Rate 0.02
Decay Rate 0.01
Learning Mode Sequential
Max # Training Cycles 500
Testing Rate 100
The term, “Deep Learning” is often used when a DNN contains several hidden
layers with varying types of relationships. In this case, only the simplest type
of DNN is explored, specifically dense multilayer perceptrons. Figure 8 shows
an example of a dense MLP neural network with three hidden layers.
For the case of muon identification, the goal is to determine if DNNs can
provide a better classification performance than SNNs with a reasonable number
of neurons. Answering this question is not trivial though, since the performance
and response of a deep MLP can depend strongly on the number of hidden layers
and the number of neurons in each layer. The process of determining the optimal
DNN architecture is often referred to as hyperparameter optimization. A grid-
search strategy is used in this case to search the optimal DNN architecture on
a grid of the number of hidden layers and the number of neurons in each layer.
The order of the hidden layers was also encoded so that a network with hidden
layers HL= 5, 6, 7 (i.e. 5 neurons in the first hidden layer, 6 in the second, and
7 in the third) would be a distinct grid-point compared to one with HL= 7, 6, 5
despite having the same number of hidden layers and number of neurons. For
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each grid-point a DNN was trained and evaluated based on the following criteria:
• Signal vs. background rejection power
• Prefer simplest NN architecture (fewer number of neurons is better and
fewer number of hidden layers is better)
• Prefer monotonically increasing S/B as a function of NN response
These three criteria are considered to determine the optimal set of DNN hy-
perparameters. Each DNN was trained using the parameters listed in Table 3
with only the architecture related parameters varying. Training DNNs can re-
quire significantly more time and larger labeled samples compared to SNNs to
reach convergence. The DNNs were trained with 1M signal and 1M background
events and took between 10 and 100 times longer to train than the set of SNNs
depending on the specific architecture. However, the time-cost required to train
DNNs can be greatly reduced by employing modern libraries like TenserFlow
that have been heavily optimized for parallelized network training using GPUs
[13].
5. Results and Applications
5.1. Comparison of Multivariate Classifiers
In the previous section neural networks were trained as classifiers for the
purpose of separating signal muons from various background sources. The per-
formance of the neural network based classifiers are compared using modified
receiver operating characteristic (ROC) curves in Fig. 9 by plotting the back-
ground rejection power (1−εbg) vs. the signal efficiency (εsig). The performance
of a classifier can be succinctly summarized with the area under the curve (AUC)
of the background rejection vs. signal efficiency curve. An ideal classifier is able
to reject 100% of the background while providing 100% signal efficiency and has
an AUC of 1. On the other hand, a random guess classifier has an should have
a 50/50 chance of correctly guessing the class and has an AUC of 0.5.
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Figure 9: The background rejection (1 − εbg) versus the signal efficiency (εsig) for several
different multivariate classifiers and traditional 1D cuts.
The neural network classifiers shown in Fig. 9 are also compared with clas-
sifiers employing optimized 1D cuts, 1D likelihood ratios, and boosted decision
trees (BDTs). The cuts used in the 1D cut classifier were optimized on the Jψ
peak in p+p collisions at
√
s = 200 GeV. Both the 1D likelihood ratio classifier
and the BDTs were trained using the TMVA package. The 1D likelihood ratio
classifier was trained with default parameters using spline interpolation when
building the feature PDFs. The track pT and charge (q) variables were removed
from the 1D likelihood classifiers since they should not be used directly for muon
identification. Additionally, since 1D likelihoods cannot properly incorporate
the pT dependence of the ∆TOF, ∆Y , and ∆Z features, the 1D likelihood clas-
sifier was evaluated only for tracks in a narrow pT range (1.4 < pT < 1.6 GeV/c).
A more thorough look at using likelihood ratios for muon identification with the
MTD can be found in [3]. The BDT classifier was trained with NTrees = 250
and MaxDepth = 5 with all other parameters set to the defaults.
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Figure 10: Raw yield extraction of the φ meson using optimized traditional 1D PID techniques.
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5.2. Muon Identification in Data
The DNN classifier out-performed the other multivariate classifiers inves-
tigated in Sec. 4 based on an analysis of the background rejection power vs.
signal efficiency evaluated on a testing sample of simulated events. We can fur-
ther test the performance of the DNN classifier by applying it to the dimuon
data collected from p+p collisions at
√
s = 200 GeV. The decay of resonances
to muons, like the φ → µ+µ− decay, provides a self-analyzing set of data for
testing muon identification techniques. Muon pairs are selected in the data by
first evaluating the DNN response for all muon candidates in an event. Pairs
are then formed from oppositely charged muons. Signal pairs are selected based
on the pair DNN response rpair:
rpair =
√
r2a + r
2
b (1)
where ra and rb are the DNN responses for paired muons a and b, respectively.
The DNN was specifically optimized to promote a response of r ≈ 1 for signal
muons and a response of r ≈ 0 for background sources. Consequently, the
pair response for a µ+µ− pair will be rpair ≈
√
2. The optimal rpair cut for
selecting φ → µ+µ− decays was determined by maximizing the φ significance
(S/
√
S +B) in steps of rpair = 0.01. The signal and background contributions
were extracted by fitting the raw µ+µ− invariant mass spectra in 0.85 < Mµµ <
1.5 GeV/c2. A 4th-order polynomial was used to model the background and
a Gaussian was used for the φ meson peak. The optimal cut was found to be
rpair > 1.36 which provides a φ meson significance of ∼8.3 and a S/B ratio of
0.33. Figure 11 shows the raw φ meson yield extraction fits using traditional
1D cuts optimized on the J/ψ for muon identification and using the DNN-
based muon identification. The DNN-based muon identification simultaneously
provides higher S/B ratio, significance, and signal efficiency compared to the
optimized 1D muon identification. In Fig. 12, the raw µ+µ− invariant mass
spectra in the range 0 < Mµµ < 4.5 GeV/c
2 is shown for optimized 1D cut-based
muon identification and compared with the DNN-based muon identification. In
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Figure 12: Comparison of the raw Mµµ invariant mass distribution using optimized 1D cut-
based muon identification versus the DNN-based muon identification. The distributions are
scaled in 1.5 < Mµµ < 2.5 GeV/c2 to make comparison easier.
addition to improving S/B and significance of the ω and φ mesons, the DNN-
based muon identification allows the ψ(2S) to be visible.
5.3. Muon Purity Measurements
Since no individual feature among the set of PID features clearly separates
signal from background contributions, it is not possible to fit any one of the
features in order to extract the muon purity of tracks in data. Given the signal
and background PDFs for each of the 8 PID features (neglecting pT and q),
one could in principle conduct a simultaneous fit to all 8 distributions in order
to extract the yield of signal and background contributions. Since each distri-
bution would need to be fit to a µ, pi, K, and p contribution it would require
simultaneously fitting 8 distributions with 32 templates constrained by 4 free
yield parameters. While possible, in practice a simultaneous fit with so many
distributions and templates is technically challenging and often proves unstable.
Instead, the complexity of the problem can be greatly reduced by simply
fitting the DNN response for muon candidates with the template shapes for
signal and background components. Since the DNN combines all PID features
In this setup, only a single distribution needs to be fit with the 4 template
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shapes for signal and background each with a free yield parameter. Figure 13
shows the result of this procedure applied to muon candidate tracks in the
range 1.5 < pT < 1.6 GeV/c. The template for each component is computed
by evaluating the DNN on simulated tracks in the same kinematic regions as
those in the data. The data/fit ratio shown in the lower panel of Fig. 13 shows
that the fit is capable of describing the DNN response for muon candidates to
within ∼20% over the entire range of DNN responses.
After determining the yield of each signal and background contribution,
the DNN response can be projected back onto all of the 8 PID features to
verify that the DNN is properly combining the information from all variables.
Ensuring that the projection onto each PID feature results in a good description
of the data is a strong demonstration that the DNN is not over-training on
artifacts in the training samples. Projections onto the ∆Z and DCA features
are shown in Figs. 14a and 14b. This technique allows the increased signal vs.
background separation power provided by the DNN-based muon identification to
be leveraged for data-driven muon purity measurements. At the same time, the
ability to project the muon purity fit results back onto the PID features provides
a data-driven strategy to test for over-training and poor model generalization.
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Figure 13: The top panel shows the DNN response for muon candidates in the range 1.5
< pT < 1.6 GeV/c. A template fit is conducted to extract the contributions from µ (red), pi
(blue), K (orange), and p (magenta). The lower panel shows the ratio of the data over the
sum of the contributions.
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Figure 14: The result of the DNN response fit for µ, pi, K, and p contributions projected back
onto the ∆Z (a) and DCA (b) distributions. The ratio of fit over data is shown in the lower
panels of each figure.
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6. Summary
The installation of the muon telescope detector has made muon identification
possible at STAR over a large pT range. With only a single layer of steel acting
as a hadron absorber, backgrounds from hadron punch through and weak decays
make primary muon identification challenging. Several quantities measured by
the STAR tracker and MTD are used to train shallow and deep neural network
classifiers for the purpose of muon identification. The deep neural network
classifier out-performed the other multivariate classifiers investigated in Sec. 4
based on an analysis of the background rejection power vs. signal efficiency
evaluated on a testing sample of simulated events. When applied to dimuon
triggered p+p collisions at
√
s = 200 GeV, the DNN-based PID simultaneously
provides higher S/B ratio, significance and efficiency for the φ-meson yield
extraction. At higher masses, the he DNN-based muon identification makes the
ψ(2S) state significantly more visible in the raw Mµµ distribution compared
to optimized 1D cut-based muon identification. Finally, an application of the
trained DNN for data-driven muon purity measurements is presented.
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