Abstract. This paper traces the history of the visual receptive field (RF) from Hartline to Hubel and Wiesel. Hartline (1938, 1940) found that an isolated optic nerve fiber in the frog could be excited by light falling on a small circular area of the retina. He called this area the RF, using a term first introduced by Sherrington (1906) in the tactile domain. In 1953 Kuffler discovered the antagonistic center-surround organization of cat RFs, and Barlow, Fitzhugh, and Kuffler (1957) extended this work to stimulus size and state of adaptation. Shortly thereafter, Lettvin and colleagues (1959) in an iconic paper asked "what the frog's eye tells the frog's brain". Meanwhile, Jung and colleagues searched for the perceptual correlates of neuronal responses, and Jung and Spillmann (1970) proposed the term perceptive field (PF) as a psychophysical correlate of the RF. The Westheimer function (1967) enabled psychophysical measurements of the PF center and surround in human and monkey, which correlated closely with the underlying RF organization. The sixties and seventies were marked by rapid progress in RF research. Hubel and Wiesel (1959-1974), recording from neurons in the visual cortex of the cat and monkey, found elongated RFs selective for the shape, orientation, and position of the stimulus, as well as for movement direction and ocularity. These findings prompted the emergence in visual psychophysics of the concept of feature detectors selective for lines, bars, and edges, and contributed to a model of the RF in terms of difference of Gaussians (DOG) and Fourier channels. The distinction between simple, complex, and hypercomplex neurons followed. Although RF size increases towards the peripheral retina, its cortical representation remains constant due to the reciprocal relationship with the cortical magnification factor (M). This constitutes a uniform yardstick for M-scaled stimuli across the retina. Developmental studies have shown that RF properties are not fixed. RFs possess their full response inventory already at birth, but require the interaction with appropriate stimuli within a critical time window for refinement and consolidation. Taken together these findings paved the way for a better understanding of how objective properties of the external world are encoded to become subjective properties of the subjective, perceptual world.
Introduction
This paper reviews the history of the receptive field (RF), perhaps the single most profound concept of visual neuroscience. Seven Nobel Prizes were awarded to researchers studying RF structure and function: Sherrington, Ramón y Cajal, Granit, Hartline, von Békésy, Hubel, and Wiesel. These laureates collectively contributed much to today's understanding of the way the visual system processes information (Chalupa & Werner, 2004; Werner & Chalupa, 2014) .
The term RF was introduced by Sherrington (1906) to mark the area on a dog's skin, from which a spinal scratch reflex could be elicited. An even earlier connotation comes from Weber (1846 Weber ( /1905 . His term Empfindungskreise (sensory circles) implied that the same tactile neuron integrates all stimulations from a certain area of the skin, resulting in a unitary touch sensation (Barlow, personal communication) . Weber proposed that there were smaller and larger sensory circles, corresponding to cutaneous regions with higher or lesser spatial resolution. He also suggested that, for separate stimuli to be perceived as two, they had to fall on different sensory circles with at least one circle in between.
In 1938 Hartline applied the term RF to that area on the retina from which a response could be elicited in an optic nerve fiber of the frog. Thereafter, it was extended to neurons of the lateral geniculate nucleus (LGN) and visual cortex in the cat and monkey. RFs have been studied in numerous species of invertebrates and vertebrates (cephalopods, insects, fish, birds, mammals) . From these studies, it appears that, when nature discovered the RF as a mechanism for enhancing edge contrast, it was passed down relatively unchanged through phylogenesis, acquiring sensitivity to motion direction and orientation on the way. In addition to vision, RFs have been described for touch (including vibration, temperature, and pain), hearing, and smell (http://www.scholarpedia.org/article/Receptive_field).
The microanatomy of the visual receptive field
The histology of the retina reveals that RFs are set up not in a purely afferent fashion, from photoreceptors to bipolar cells and ganglion cells. Rather, sensory information travels in a more complex way from one stage to the next. Figure 1 illustrates the various layers of the retina (Polyak, 1941 (Polyak, , 1957 . Stimulus signals from photoreceptors (2a-5b) are passed on to various kinds of bipolar cells (5b-7) and from there to retinal ganglion cells (7) (8) . In addition to these cells there are two types of interneurons, horizontal cells (6a) and amacrine cells (6d), which provide lateral contacts with other elements. In the outer plexiform layer (5b) the horizontal cells collect signals from the photoreceptors and share them with other, faraway, photoreceptors through long-range interaction. In the inner plexiform layer (7) amacrine cells distribute signals from bipolar cells to a number of retinal ganglion cells. These latter cells have large dendritic arbors, enabling them to receive input from numerous cells within the earlier layers. The interaction between these various kinds of cells yields three modes of retinal signal processing: convergent, divergent, and horizontal. It is primarily for the interneurons that another term comes in: lateral inhibition. (For earlier references see Tartuferi, 1887, and Ramón y Cajal, 1900.) Many years later, Hubel (1988 Hubel ( /1995 wrote:
" The smallest spot of light we can shine on the retina is likely to influence hundreds of ganglion cells, some off-center and some on-center. The spot will fall on the centers of some RFs and on the surrounds of others" (page 43).
He continued:
" One cell makes synapses with many others at each stage, one receptor can influence hundreds or thousands of ganglion cells" (page 44).
Like others, Hubel was impressed with the lateral connectivity of the retinal network. Today we know that there is an exception to the rule, but that exception is limited to the innermost area of the fovea, the foveola. This area making up the midget system has an exceptionally high spatial resolution due to a 1 : 1 relationship between photoreceptors, bipolar cells, and ganglion cells-that is, direct throughput. The high spatial resolution that we take for granted exists only in this tiny region of 20 arcmin of visual angle corresponding to an area of 0.01 mm 2 . From the fovea to the near and far periphery, visual acuity falls off rapidly. This fall-off is caused predominantly by the steep decrease in cone density with increasing retinal eccentricity. While there are about 2000 cones in the foveola (Curcio, Sloan, Kalina, & Hendrickson, 1990) , their density in the extrafoveal retina is greatly diminished. At the same time the number of rods, which are absent in central vision, first increases to a high peak between 12 and 18 deg eccentricity, then decreases monotonically. Østerberg (1935) reported a total of about 6 million cones and 120 million rods in the human eye, while Curcio et al. (1990) give 4.6 million cones and 92 million rods. Compared with 1.2 million optic nerve fibers, these figures suggest that a great amount of data compression already takes place in the retina. Whereas cones provide us with daylight or photopic vision, including color vision, rods enable us to see at twilight-that is, under scotopic illumination. Although they serve different functions, the two receptor types coexist within the same RF (Wässle, Grunert, Chun, & Boycott, 1995) .
How does the RF emerge from the receptor mosaic? Dowling and Boycott (1966) proposed two pathways subserving the RF: a direct one, responsible for the RF center, and an indirect one, responsible for the RF surround. Amacrine cells in this latter pathway create the antagonistic RF surround through lateral inhibitory contacts with retinal ganglion cells.
More than three decades after Sherrington and Ramón y Cajal, Hartline (1938) performed a pioneering study, in which he excised the eye of an American bullfrog (Rana catesbiana) and carefully dissected, by hand, a small fiber bundle from the optic nerve as it ran over the surface of the retina. By severing a single fiber and lifting it onto an electrode wick while placing another wick on the retina, he achieved neuronal recordings long before there were microelectrodes. Hartline used a tiny light spot of 0.05 mm and moved it in steps of 0.01 mm to map the area from which he could elicit an electrical response. In this way, he found on-, on-off-, and off-fibers. The first kind responds to light on, the second to light on and off, and the third to light off. On-off fibers made up one half of those that responded. Figure 2 shows the RFs of two optic nerve fibers (Hartline, 1940) . The fields are excitatory, increasing up to 1 mm in diameter with increasing luminance of the test probe. Hartline (1938, page 410) wrote:
" No description of the optic responses in single fibers would be complete without a description of the region of the retina, which must be illuminated in order to obtain a response in any given fiber. This region will be termed the RF of the fiber."
" The location of the RF of a given fiber is fixed; its extent, however, depends upon the intensity and size of the light spot used to explore it, and upon the condition of adaptation; these factors must therefore be specified in describing it."
The strongest response was always obtained from the central region of the RF, with sensitivity falling off steadily with distance from the center. There was no response outside an area of approximately one millimeter in diameter. Hartline (1940) noted that some optic nerve fibers also responded to small, sudden movements of a shadow across the RF. Furthermore, RFs of neighboring nerve fibers overlapped in visual space.
3 Lateral inhibition: a retinal mechanism for contrast enhancement Hartline (1938 Hartline ( , 1940 recorded only excitation, not inhibition. His failure to find an inhibitory RF surround is surprising in light of his finding, six years earlier, that in the compound eye of the horseshoe crab (Limulus polyphemus) the response of a single ommatidium to light was inhibited by stimulation of a second ommatidium nearby (Hartline & Graham, 1932) . Fifteen years later Barlow (1953) established lateral inhibition in the frog's eye (see also Barlow, 1950) . He first placed a light spot in the RF center and obtained responses to both the onset and offset of a stimulus (figure 3, top). Thereafter, he placed a second light spot about 0.5 mm away from the first. This second spot suppressed both kinds of responses, thus providing evidence for lateral inhibition (figure 3, bottom). Barlow (1953, page 85) concluded that:
" simultaneous contrast effects are presumably caused by an inhibitory mechanism similar to the one described" (page 85).
With a view on prey catching and ethological trigger features, a topic hotly discussed at the time, he also noted:
" The RF of an 'on-off' unit would be nicely filled by the image of a fly at 2 in. distance and it is difficult to avoid the conclusion that the 'on-off' units are matched to this stimulus and act as 'fly detectors' " (page 86).
In the same year Kuffler (1953) confirmed Hartline's (1938) results in the retina of the cat. Recording from a ganglion cell, he first placed a tiny test spot in four different locations of the RF: in the center and in three nearby positions (~ 0.2 mm) around it. Sensitivity was highest in the center and lower in each of the surrounding locations. However, when he placed the test spot 0.5 mm away from center, the inhibitory surround revealed itself. Figure 4 shows (a) a transient on-response to a light spot in the center, (b) an off-response after cessation of a light spot 0.5 mm away from the center, and (c) an on-off response when the light spot was placed in an intermediate location. The missing response at onset in (b) is due to the lack of activation of the RF's on-center. Just as did Barlow, Kuffler (1953, page 65) also noted that the antagonistic arrangement of RF center and surround "should be advantageous in the perception of contrast and in acuity". Figure 5 shows Kuffler's (1953) plot of a retinal ganglion cell's RF. The RF has a concentric substructure with an excitatory region in the middle (blank) and a large inhibitory surround (diagonally hatched). Center and surround are organized antagonistically. A light spot in the center gives an excitatory response, whereas the same spot in the surround gives an inhibitory response. In between center and surround is a narrow zone (horizontally hatched) where a What are the biological functions of on-and off-responses? An easy way to code visual objects is to designate their deviation from mean luminance. This requires two sets of neurons, on-cells for light increments and off-cells for light decrements (Baumgartner, 1961a; Baumgartner & Hakas, 1962) . Because photoreceptors are inhibited by light, nature endowed on-cells with sign-inverting synapses and off-cells with sign-conserving synapses between cones and cone bipolar cells (Wässle & Boycott, 1991) . In this way, retinal ganglion cells can respond in an excitatory manner to both light and dark stimuli as well as temporal onsets and offsets. A schematic representation is shown online at http://dx.doi.org/10.1068/p7721. The duality between sensitivity to stationary patterns and dynamic patterns has its foundations here (Enroth-Cugell & Robson, 1966) . The first supports spatial vision (ie sustained channels), the second temporal change detection (ie transient channels).
The idea of a brightness-darkness dichotomy goes back to Hering (1878) and is reflected in the reciprocal relationship of the light-activated B-system and the dark-activated D-system proposed by Jung (1959 Jung ( , 1961 Jung ( , 1973 in the cat. Later studies showed that on-and off-ganglion cells have their dendrites in different depths of the inner plexiform layer of the retina (Nelson, Famiglietti, & Kolb, 1978) . They also demonstrated that on-and off-signals remain segregated from retina to cortex (Schiller, 1982; Schiller, Sandell, & Maunsell, 1986) , allowing each of the two subsystems to have a greater response range. The idea of two visual subsystems for processing increments and decrements prompted a line of important psychophysical experiments designed to prove the existence of an antagonistic on-and off-system also in human observers. The spatial and temporal Broca-Sulzer effect (brightness and darkness enhancement with increasing stimulus area and duration) is a typical example (Magnussen & Glad, 1975; Bjørklund & Magnussen, 1979;  for review see Fiorentini, Baumgartner, Magnussen, Schiller, & Thomas, 1990) .
In 1957 Barlow, Fitzhugh, and Kuffler showed in the cat that lateral inhibition was not a fixed property of the RF, but depended on the state of adaptation of the eye. Figure 6 plots the neuronal threshold response for a light spot as a function of stimulus size. In the upper two curves the threshold first decreases with increasing test spot diameter due to spatial summation, then increases again and ultimately levels off. This type of curve is indicative of surround inhibition and is characteristic for light adaptation (cone vision).
In the lower two curves, thresholds decrease monotonically and then asymptote, suggesting that under this condition the inhibitory surround has dropped out. This type of curve is characteristic for dark adaptation (rod vision). Barlow et al. (1957) noted that if enough light is available, the visual system could afford using some of it to sharpen up contours and enhance edge contrast through lateral inhibition. On the other hand, when there is only little light, the visual system utilizes every quantum in the interest of maximizing sensitivity at the cost of spatial resolution. The straight line in the middle of the figure with a slope of -1 represents Ricco's law, which states that the product of area and intensity is constant at threshold (A × I = c). When asked what had been his biggest thrill in science, Barlow (2008) said that it was the discovery of lateral inhibition.
The dynamics of dark adaptation is predominantly linked to photopigment bleaching and regeneration (Dowling, 1963; Rushton, 1965) , producing the well-known two-branched dark adaptation curve, where detection threshold is plotted as a function of time after the bleach (Kohlrausch, 1922) . This curve illustrates an automatic gain control, which adjusts visual sensitivity over a range of about 6 log units. In addition, there is also a neural gain control following receptor adaptation, which adds another log unit of sensitivity (Graham, Brown, & Mote, 1939; Blackwell, 1963) . Some of the horizontal neural connectivity mentioned earlier (figures 1 and 6) is likely involved in the wide-ranging pooling needed for this overall gain adjustment.
It is worth noting that, contrary to predictions derived from Barlow et al.'s (1957) experiment (figure 6), the perception of simultaneous contrast is maintained at low luminance levels . Furthermore, orientation selectivity, direction selectivity, and end-stopping in the awake macaque are also preserved in scotopic vision, suggesting that under these conditions the RF organization of the antecedent cells is maintained in dim light (Duffy & Hubel, 2007) .
In this context, Ratliff stands out prominently for linking visual physiology to perception. A close collaborator of Hartline, he demonstrated in the eye of Limulus how lateral inhibitory interaction can be applied to border contrast. Together, Hartline and Ratliff (1957) quantified the reciprocal inhibitory interaction between two nearby ommatidia A and B and provided the first mathematical description of a neural network in vision. In a second step they extended their model to include stimulation of distant ommatidia at C, which could not affect A directly, but produced disinhibition of A through release of inhibition from B (ie rebound). Ratliff's book in 1965, entitled Mach bands: Quantitative studies on neural networks in the retina, details the interactions underlying the bright and dark bands perceived at a luminance gradient (see also Mach, 1865; Fiorentini et al., 1990) . von Békésy (1960 Békésy ( , 1968 reported contrast phenomena similar to those observed in the visual sense also for the skin. He attributed border contrast to short-range Mach inhibition and area contrast to long-range Hering inhibition. Figure 7 shows border contrast enhancement in Chevreul's (1839) staircase illusion. For a recent discussion of border contrast versus Mach bands see Geier and Hudák (2011) . While three of these detectors (1, 3, 4) were similar to the on-, on-off-, and off-responses described earlier by Hartline (1938) and Barlow (1953) , the convexity detector (2) aroused strong and lasting interest in the vision community. This neuron responded best to a small dark stimulus of a convex shape moving in a stop-and-go fashion and therefore was dubbed bug detector. The authors write:
" A delightful exhibit uses a large color photograph of the natural habitat of a frog from a frog's eye view, flowers and grass. We can move this photograph through the RF of such a fiber, waving it around at a 7-inch distance: there is no response. If we perch with a magnet a fly-sized object 1 deg large on the part of the picture seen by the RF and move only the object, we get an excellent response. If the object is fixed to the picture in about the same place and the whole moved about, then there is none" (page 1945).
The name bug detector stuck; together with Barlow's fly detector, this was the only attempt for a long time to relate RFs to a behaviorally relevant response in a quasi-natural environment.
Modeling the receptive field: difference of Gaussians
At about the same time, when neurophysiologists witnessed a quantum leap in the understanding of visual stimulus processing, modelers with a computational and engineering background attempted to formalize the new findings. Thereby, they introduced an entirely new approach to vision research. In the mid-1960s Rodieck (1965; see also Rodieck & Stone, 1965) proposed a model for retinal ganglion cells that has popularly become known as the Mexican hat model. This model is shown in figure 8 and can also be extended to cortical neurons. In this model excitation and inhibition are represented by the dotted and dashed curves, respectively, falling off as Gaussian functions with distance from the RF center. While the bell-shaped upper curve is narrow and has a high peak, the shallow dish at the bottom extends all across the RF with a low point in the center. By summing these two curves, one arrives at the continuous curve, which has an excitatory peak (+) in the middle and an inhibitory flank (-) on either side. This distribution is called difference of Gaussians (DOG) and is consistent with the neuronal response observed when exploring the RF with a moving light spot. The substructure dividing the RF into an excitatory center and an antagonistic surround (figure 5) is thus a result of the relative strengths of excitation and inhibition across the RF.
The DOG model was enormously fruitful and triggered many neurophysiological and psychophysical experiments. Within a few years, researchers primarily in Evanston (EnrothCugell & Robson, 1966) , Cambridge (Campbell & Robson, 1968) , and Pisa described neurons in the retina and cortex of the cat that responded to sinusoidal gratings of given spatial frequencies (number of cycles per degree of visual angle, cpd). From the neuronal response, the authors derived the contrast sensitivity curve (CSF), which plots the reciprocal of the contrast threshold as a function of log spatial frequency (figure 9). The curve resembles an inverted U and peaks at 3-6 cpd for humans and at lower values for the cat. This value corresponds to foveal RF center sizes of 5-10 arcmin. Experiments have shown that RFs tested with grating stimuli can sum as many as 5-7 sinusoids, testifying to the presence of multiple inhibitory side bands (Ikeda & Wright, 1972; Bishop, Coombs, & Henry, 1973; De Valois, Thorell, & Albrecht, 1985) .
The CSF led to the concept of the visual cortex as a spatial frequency analyzer, composed of a number of spatial filters, or Fourier channels, with band-pass character, each responding to a narrow range of spatial frequencies . Within this theoretical framework, the CSF of the overall visual system was considered the envelope of the CSFs of the individual Fourier channels (Campbell & Robson, 1968) . It provided a significant advance over the traditional assessment of visual function. Results obtained with grating charts varying in spatial frequency, contrast, and orientation (eg Ginsburg, Vistech), were much more informative than measurements with the customary Snellen optotypes or Landolt rings. The acuity limit obtained with the new charts was just one point-the highest spatial frequency-on the CSF.
Almost from the beginning, the concept of the visual system as a spatial frequency analyzer received enthusiastic support from the psychophysics community. Experiments showed that individual Fourier channels within a range of 1.0-30 cpd could be selectively weakened by adaptation (Pantle & Sekuler, 1968; Blakemore & Campbell, 1969; Movshon & Lennie, 1979) . Subsequent experiments estimated that the bandwidth of a Fourier channel at half-amplitude was about 1-2 octaves for spatial frequency and 10-20 deg for orientation (Olzak & Thomas, 1986) . These estimates compare with the results of an experiment, in which two adapting gratings differing in spatial frequency or orientation were interleaved . Here, threshold elevation for a test grating was maximal, when the two spatial frequencies or orientations were the same, and minimal, when the difference between them was 1.5 octaves cps or 45 deg, respectively, consistent with the above bandwidths. Although the RF approach to vision and the Fourier channel approach created two different camps-one using spots, edges, and bars for probing RF structure, the other sinewave gratings and Gabor patches-the two approaches are in fact not mutually exclusive, but complementary (Thomas, 1970; Mostavi & Sakrison, 1976; Kulikowski, Marcelja, & Bishop, 1982) . For an explicit discussion of the DOG model of the physiological RF versus the Gabor model see Hawken and Parker (1987) . These authors found that the DOG-based spatial filter was superior to any other model in describing the RF properties of striate cells. Westheimer (2001) has recently reviewed the historical origin as well as the impact of Fourier theory onto vision research from today's knowledge of neurophysiological RFs. In this context it is interesting to read that Hubel and Wiesel (1986, page 411 ) advocated a conservative view towards the Fourier theory of vision because "neurobiology was not quite ready yet for a mathematical approach." Thomas (2013, page 30) , referring to a comparison between psychophysical (human) and neurophysiological (monkey) bandwidths of spatial frequency channels (De Valois & De Valois, 1988) , concluded that "the ranges of the two classes of estimates overlap greatly, supporting the concept of a close relationship between the tuning functions of psychophysically derived RFs and the selectivity of striate cells." 6 The perceptive field: a perceptual correlate of the receptive field Jung, von Baumgarten, and Baumgartner (1952) in Freiburg, Germany were the first to record from a single cell in the visual cortex of the cat, using a microelectrode. The engineer Tönnies, who had spent time at Rockefeller University, designed a differential amplifier, a fast cathode ray tube, and a special camera, enabling the Freiburg researchers to record spike activity on film. Spikes were then counted by hand or by the use of an abacus.
In the following years Jung together with Baumgartner, Creutzfeld, Grüsser, and Grüsser-Cornehls published a large number of papers with the aim of correlating subjective visual phenomena with their objective counterparts revealed by single-cell research. In the tradition of Purkyně, Mach, and Hering, the Freiburg researchers thus proposed neuronal explanations for many of the visual phenomena reported from 1860 onward by such eminent scientists as Fechner, Brücke, Aubert, Helmholtz, Tschermak, Exner, Hess, von Kries, and others (see Jung, 1961, table 1, pages 414 -415; Jung, 1973, table 2, pages 28-29) . Many of these observations had been made under controlled conditions, and the expectation was that the firing pattern of cells in the visual system would parallel the psychophysical measurements. The rationale behind this strategy was that human RFs, if present, should have properties analogous to cat RFs-for example, center-surround organization. Little did they worry about the mind-body problem since they focused on correlations, not causal links. Figure 10 (top left) from Baumgartner and Hakas (1962) illustrates the neuronal response to a bright bar on a dark background (bottom left), whose position relative to the RF of a retinal ganglion cell was moved sidewards in small steps. The continuous curve (top left) refers to an on-center neuron, the dashed curve to an off-center neuron. While the on-center neuron responded best to stimulation by a bright edge, the off-center neuron responded best to stimulation by a dark edge. These peaks correspond to the perception of border contrast and can be attributed to less lateral inhibition (in the case of brightness enhancement) and more lateral activation (in the case of darkness enhancement). In addition, there is a steep trough in the middle between the two peaks. In our perception the trough emerges as a narrow dark canal, running midway between the two edges. This canal is known as Binnenkontrast or inner contrast (Hering, 1878; Hurvich & Jameson, 1966) and can be accounted for by the diminished neuronal response in the middle of the uniform bar. Border and inner contrast build up over time as illustrated by the stacked individual curves (right).
Regrettably, many of the Freiburg studies did not become widely known as they were published in German, the predominant scientific language of prewar years. Yet, in 1960 an international conference was organized in Freiburg to take stock of the results obtained. The conference title was 'Psychophysics and Neurophysiology of the Visual System', suggesting a synthesis of past and current research. Some sixty participants came from England, Denmark, Sweden, Belgium, Germany, Japan, and the United States. The conference took place one year after a similar meeting on 'Sensory Communication' was organized by Walter Rosenblith in Cambridge, MA (Rosenblith, 1959) . Schiller (personal communication) hailed the volume resulting from the Freiburg conference (Jung & Kornhuber, 1961) as one of the most important books in his career. Many of the experiments discussed in this book are still worth reading, especially as the authors included original records of their single-cell recordings.
Among the various phenomena discussed, the one that stood out the most is the Hermann grid illusion (figure 11a). Baumgartner (1960 Baumgartner ( , 1961b attributed the diffuse gray spots at the intersections of the grid to the antagonistic RF organization of the human visual system. According to his hypothesis, an RF at an intersection receives more light in the surround than an RF on the bar, thus producing more lateral inhibition. As a consequence, the cells responding to the intersection should fire less, resulting in a perceptual darkening. A similar argument has later been made for Hering's area contrast (Jameson & Hurvich, 1975 ) and Vasarely's nested squares illusion (Troncoso, Macknik, & Martinez-Conde, 2005) . Baumgartner (1960) reasoned that the Hermann grid illusion should be strongest when the width of the bar matched the RF diameter. Using this rationale, he determined that center size in the fovea should be 4-5 arcmin. This small diameter explains why the illusory spot disappears in central vision: the bars of the grid are too wide to produce much of a difference in lateral inhibition between RFs illuminated by the intersection and the bar, respectively. Spillmann (1964) extended Baumgartner's measurements to the periphery of the retina and found an increase of center size to about 3.0 deg at an eccentricity of 60 deg. These psychophysical estimates are somewhat larger than RF centers recorded from the optic nerve fibers of the monkey (Hubel & Wiesel, 1960) . By systematically manipulating the length of the intersecting bars, Spillmann (1971) arrived at an overall diameter of 18 arcmin for foveal RFs (center plus surround) in human vision.
Schepelmann, Aschayeri, and Baumgartner (1967) tested Baumgartner's (1960) hypothesis by recording from a first-order B-neuron in layer 4C (concentric RF) in the cat visual cortex ( figure 11b ). While the responses to the vertical and horizontal bars were equally strong, the response to the intersection was about half as strong consistent with Baumgartner's prediction. Almost immediately, the Hermann grid illusion became a celebrated example for lateral inhibition in perception and a psychophysical tool for studying the RF organization of the human visual system (for review see Spillmann, 1994) . Jung and Spillmann (1970) therefore proposed the term perceptive field (PF) as a psychophysical correlate of the neuronal RF, as it was derived from percepts, not microelectrode recordings.
More recently, however, Baumgartner's interpretation of this illusion was questioned when it was shown that the illusory spots are absent in a grid made from curved instead of straight bars (Geier, Séra, & Bernáth, 2004; Geier, Bernáth, Hudák, & Séra, 2008; Schiller & Carvey, 2005) . There had been observations inconsistent with Baumgartner's hypothesis before (Spillmann, 1994) , but the failure of the illusion to occur in a curved grid is difficult to reconcile with Baumgartner's (1960) explanation. In light of this new evidence, Schiller and Carvey (2005) proposed an alternative explanation in terms of cortical S1-type simple cells. Although successfully modeled, a neurophysiological explanation still awaits confirmation.
7 The Westheimer paradigm: a psychophysical probe for the receptive field Compared with the Hermann grid illusion, a psychophysical technique more closely tailored to testing the underlying RF organization was introduced by Westheimer (1965 Westheimer ( , 1967 to measure PF size in human observers. The Westheimer function (so named by Enoch) is illustrated in figure 12 . It constitutes an area threshold curve similar to the inverse of the neurophysiological curve depicted in figure 6 (top) . The stimulus was a small central test flash shown on a background, which itself was placed on a large ambient field to discourage responses to stray light (figure 12, top). Westheimer found that, with an enlargement of the background, the increment threshold for the test flash first increased, then decreased, and finally leveled off (figure 12, bottom, from left to right). A further increase in background size had no effect. He attributed the initial increase in threshold (desensitization) to the reduced signal-to-noise ratio due to spatial summation within the PF center and the subsequent decrease (sensitization) to the enhanced signal-to-noise ratio due to lateral inhibition within the PF surround. Two critical values may be derived from the Westheimer curve: (i) the size of the PF center, which corresponds to the background diameter at which the curve peaks, and (ii) the size of the entire PF (center plus surround), which corresponds to the background diameter at which the curve asymptotes.
Ransom-Hogg and Spillmann (1980) measured Westheimer curves for two observers as a function of retinal eccentricity in both the light-and dark-adapted eye (figure 13). In the light-adapted eye PF center size increased from about 9 arcmin near the fovea to less than 1 deg at 10 deg eccentricity and then more slowly to about 1.8 deg at 70 deg eccentricity. In the dark-adapted eye the Westheimer curves showed little sensitization, resulting in a shallow peak followed by a flat plateau. This change in the shape of the curve produced a relative increase of the scotopic PF center by about a quarter of its photopic size at all eccentricities (inset), consistent with the dropout of lateral inhibition in the dark-adapted eye (Barlow et al., 1957) . Compared with PF centers, PF size (center plus surround) increased more steeply from 1 deg in the fovea to about 6.5 deg in the outer periphery (not shown).
In the same paper the authors (their figure 7) compared estimates of the size of PF centers from the literature for different psychophysical measures such as point spread function, Hermann grid illusion, Ricco area, contrast sensitivity, and Westheimer paradigm. All curves showed a rapid initial increase in size to about 10 deg eccentricity, followed by a more gradual increase towards the peripheral retina. However, the individual curves varied greatly in slope, suggesting that PFs, subserving different functions, were tuned to different stimulus sizes at each eccentricity (Thomas, 1970) . This size scatter (Troscianko, 1982) Figure 12. Westheimer function, schematic. (Top) A small test probe (blank spot) is briefly presented in the middle of a perceptive field (PF), whose center (+) and surround (-) are given by the two concentric circles. The diameter of the background (hatched) is varied. (Bottom) With increasing background size, threshold for the test probe first increases, reaches a peak, then decreases, and thereafter asymptotes. The peak of the Westheimer curve is assumed to reflect the diameter of the PF center (first arrow), while the onset of the asymptote is assumed to reflect the diameter of the entire PF, center plus inhibitory surround (second arrow) (source: Ransom-Hogg & Spillmann, 1980) .
is reminiscent of Barlow's (1972) single neuron doctrine, which postulates that the most sensitive neuron(s) among a population with different sized RFs determine(s) the response to a given stimulus. Although an RF is typically treated in isolation, the implicit assumption is that many RFs must be involved in mediating a given percept and that they must overlap, lest a loss of an RF on the retina would cause a hole in the visual field (see Hartline, 1940) . There are few data on the amount of overlap from fovea to periphery. Ransom-Hogg and Spillmann (1980) for human observers estimated an overlap of 32 PF centers at an eccentricity of 10 deg, falling off to 13 field centers in the far periphery. These figures compare with an overlap of 35 RFs for cat optic tract fibers (Fischer, 1973) ; and of 30 RFs for neurons within the cat area centralis versus 3-10 RFs for neurons in the peripheral retina (Peichl & Wässle, 1979; Wässle, Peichl, & Boycott, 1981) .
Comparison of receptive fields and perceptive fields in the monkey
A lingering question for any comparison between results from human observers and monkeys is their transitivity across species. To this extent, Oehler (1985) , in my laboratory, performed Westheimer-type experiments with two human observers and two behaving rhesus monkeys. Figure 14 shows typical Westheimer curves for a monkey (left) and a human observer (right). Retinal eccentricity ranged from 5 to 40 deg. Curves are similar in shape, although somewhat different in height on the axis of ordinates. The question was: do these curves yield similar diameters for PFs and field centers in humans and monkeys? The answer is yes. Figure 15 plots critical background diameters corresponding (i) to the peak and (ii) to the onset of the asymptote of the Westheimer curves as a function of retinal eccentricity. Data for two human observers and two monkeys are shown. The agreement between PF center sizes is excellent (lower two curves), suggesting the same or similar underlying neuronal mechanisms. In comparison, the size of PFs (center plus surround) is much larger than that of PF centers and it is also larger in human observers than in monkeys (upper two curves). This may be related to a difference in center-surround ratio or a different retinal magnification factor. The next question was: how do psychophysical PF centers derived from Westheimer curves in the monkey compare with RF centers recorded from individual neurons? In order not to harm our monkeys, the values for ganglion cell RF centers were taken from the literature (DeMonasterio & Gouras, 1975) . Figure 16 shows the comparison. As before, the two datasets are plotted as a function of retinal eccentricity and they are virtually identical.
Not satisfied by the close agreement between the psychophysical and neurophysiological results, Oehler (1985) also looked at the correlation between monkey PF centers and dendritic trees of macaque retinal ganglion cells, the anatomical substrate of RFs (taken from Perry, Oehler, & Cowey, 1984) . While the two kinds of data correlated well, PF centers were larger by a factor of 1.1 to 2.5 than dentritic trees at the same eccentricity (not shown). This divergence is in line with results by Peichl and Wässle (1983, figure 6 ) in the cat, which show RF diameters to be 1.4 times larger than the diameters of the dendritic trees. This difference in size was attributed to lateral input from amacrine cells adding significantly to the size of ganglion cell RFs. Thus, there is a close correlation between results from psychophysics, neurophysiology, and neuroanatomy.
The behavioral study by Oehler (1985) comparing PFs in human observers with RFs in monkeys is the only one of its kind known to me. The excellent agreement between the psychophysical data for PF centers in both species derived from the Westheimer paradigm (figure 15, lower two curves) and the equally close agreement between psychophysical PFs and single-cell RFs in the rhesus monkey (figure 16) strongly suggest that PFs in human vision are psychophysical correlates of the underlying neuronal RFs (Spillmann, RansomHogg, & Oehler, 1987) . The Westheimer paradigm may therefore be considered a tool for the noninvasive study of the human RF organization. Whereas earlier studies suggested a retinal origin of the Westheimer function (Enoch, 1978) , a more recent paper showing interocular transfer for both desensitization and sensitization allows for a cortical contribution (Yu & Levi, 1997) . Also, a line target centered on a rectangular background yielded a Westheimer function similar to that obtained with a circular background, suggesting the involvement of cortical PFs (Yu & Essock, 1996a; Westheimer, 2004) .
The PFs obtained in this manner likely reflect the activity of sustained or parvocellular neurons (Enroth-Cugell & Robson, 1966) . Whereas parvo-cells have relatively small RFs with high spatial and low temporal resolution and are fairly insensitive to contrast, but colorselective, magno-cells have large RFs with low spatial and high temporal resolution and are sensitive to contrast, but color-blind. The structural and functional properties of these two classes of cells have been described elsewhere (Schiller, 1986; Shapley & Perry, 1986; Livingstone & Hubel, 1988; Troy & Shou, 2002) .
Receptive fields of simple, complex, and hypercomplex neurons
We now turn to the work of Hubel and Wiesel (1959 , 1968 , 1974 , two researchers at Harvard Medical School, whose work in the anaesthetized cat and monkey attracted an entire generation of specialists from such fields as psychology, biology, biophysics, and bioengineering in addition to anatomy and neurophysiology. Their combined efforts created the first interdisciplinary programs in neuroscience, which would develop tools for the multidepartmental study of vision and shape the field of visual neuroscience as we know it today (Chalupa & Werner, 2004; Werner & Chalupa, 2014) . This collective work also affected the way philosophers nowadays think about the visual world as perceived by an eye-brain system that transmits and modifies the physical stimulus while being modified itself, in both structure and function, by the visual input.
Following up on the pioneering work by De Valois, Smith, Kitai, and Karoly (1958) on opponent color responses in macaque LGN cells, Wiesel and Hubel (1966) studied the RFs of LGN parvocellular neurons with different spectral sensitivities in center and surround.
The most frequent RFs (type 1) were single-opponent and had a red on-center/green off-surround, activated by long-wave light in the RF center and inhibited by middle-wave light in the RF surround (figure 17b); or they had a red off-center and a green on-surround. Conversely, RFs might have a green on-center/red off-surround, activated by middle-wave light in the center and inhibited by long-wave light in the surround; or they might have a green off-center, red on-surround (not shown). Gouras (1974) extended these studies to the monkey cortex and reported double-opponent cells-for example, red on/green off-center cells, which were excited by long-wave light and inhibited by middle-wave light in the center, but inhibited by long-wave light and activated by middle-wave light in the surround (figure 17c). These cells were assumed to mediate simultaneous color contrast. (For a recent review see Shapley & Hawken, 2008.) Compared with RFs for red and green, RFs responding to blue and yellow stimuli were less frequent, and had a large center and no sharp separation (substructure) between center and surround. This would make these cells candidates for color assimilation.
Hereafter, Hubel and Wiesel proceeded to study the RFs of the visual cortex, predominantly in layer 4. First they found it difficult to stimulate cortical neurons at all, until they famously discovered-by chance-that these neurons responded to a movement of the edge of the slide used for testing. In a highly educational paper, recalling the early exploration of the visual cortex, we read: "The stimulus turned out to be the faint but sharp line shadow cast on the retina by the moving edge of the glass" (Hubel & Wiesel, 1998, page 403) .
In the weeks that followed, these researchers discovered that neurons were highly selective to anisotropic stimuli such as oriented lines, bars (long narrow rectangles), and edges (Hubel & Wiesel, 1959 . To their surprise, they found that the RFs of such neurons were not circular and concentric as in the retina and LGN, but elongated, with a narrow excitatory axis in the center and inhibitory flanks (often asymmetric) in the surround or the converse. These spatially antagonistic RFs, illustrated in figures 18c-18e, are optimally suited for signaling a bright (or dark) line on a background of opposite polarity. Similarly, the RF in figure 18f is optimally stimulated by a dark bar, whereas the bipartite field in figure 18g responds best to edges. These RFs have therefore been called line, bar, and edge detectors. There was little response to a dot stimulus and no response at all to uniform illumination of the RF, but a vigorous response to movement.
For a neuronal response, these RFs required slits, bars, and edges matched to their orientation, form, position, and polarity. Figure 19 shows that responses were maximal for only the preferred stimulus orientation. A change of orientation by more than 5-10 deg typically reduced or even abolished the response. The strength of the response plotted as a function of orientation is called the tuning curve of a neuron (not shown). 
These findings together with many others earned their discoverers the Nobel Prize in 1981. Quite plausibly, the Freiburg researchers may have been close to making the same discovery, while waiting for a piece of equipment, but were less fortunate (Jung,1975) . Hubel and Wiesel (1962) referred to the newly found neurons in V1 as simple cells and proposed that they were made up from a chain of aligned Kuffler units (figure 5). A further step within the hierarchy of stages was the discovery of complex cells primarily in areas V2-V3 (Hubel & Wiesel, 1959 . These cells also required an appropriately oriented stimulus within the RF, but the location of the stimulus was not critical (ie spatial invariance) and they were relatively insensitive to contrast polarity. Unlike simple cells, however, the stimulus for complex cells had to be moved to elicit a response. The RFs of complex cells can be thought of as a number of overlapping RFs of simple cells having the same preferred orientation. This is consistent with the finding that on average, RFs of complex cells are larger than those of simple cells (Hubel & Wiesel, 1959) . A third, superordinate kind of cell within the hierarchy found in V2 and V3 (Hubel & Wiesel, 1965) was called hypercomplex. Its properties were similar to those of a complex cell, except for its preference for short (< 3 deg) line segments. Figure 20a shows the neuronal response of a complex cell to a bar. While the response initially increased with stimulus length (spatial summation), it leveled off when the bar exceeded the RF.
By comparison, the response of a hypercomplex cell first increased, reached a peak, and then abruptly decreased, when the stimulus extended beyond the excitatory portion of the RF ( figure 20b ). This is clear evidence for surround inhibition. Hubel and Wiesel (1965) therefore called these latter cells end-stopped-that is, length detectors. Hypercomplex RF can exhibit end-stopping on one or both sides, making these neurons candidates for signalling corners and perhaps even curvature (Dobbins, Zucker, & Cynader, 1989) . End-zone inhibition is maximal when the stimulus is coaxial, iso-oriented, and immediately adjacent to the excitatory axis of the RF (Henry, Goodwin, & Bishop, 1978; Orban, Kato, & Bishop, 1979) .
The majority of hypercomplex cells were orientation and direction-specific, responding to movement in one direction, but not the other. End-stopping was subsequently also discovered in simple and complex cells (Dreher, 1972; Gilbert, 1977; Kato, Bishop, & Orban, 1978) . The term hypercomplex as a distinct class of cell was therefore replaced by the terms simple endstopped and complex end-stopped. Overall, simple cells were found most often in area V1, complex cells in area V2, and hypercomplex cells in area V3 (Hubel & Wiesel, 1965) . Given their various properties, an RF in these areas may rightly be called "a window on a minute part of the visual world" (Gilbert, 1992) . The question then arises: how do responses to short, oriented lines in the visual cortex become continuous object boundaries in perception?
This is a profound question, already asked by the Gestaltists. Wertheimer's (1925 Wertheimer's ( /1985 famous dictum on the prevalence of wholes versus parts comes to mind:
" Es gibt Zusammenhänge, bei denen nicht, was im Ganzen geschieht, sich daraus herleitet, wie die einzelnen Stücke sind und sich zusammensetzen, sondern umgekehrt, wo-im prägnanten Fall-sich das, was an einem Teil dieses Ganzen geschieht, bestimmt von inneren Strukturgesetzen dieses seines Ganzen." [There are circumstances wherein the percept of the whole is not determined by what the individual parts are and how they combine, but rather the reverse, where internal structural laws of the whole determine the percept of a given part.]
This statement still needs to be substantiated by neuroscientific research.
Cortical architecture for receptive fields and perceptual correlates
Following up on Mountcastle's (1957) findings of a columnar organization in the somatosensory cortex, Hubel and Wiesel (1962, 1965) demonstrated that orientation selective cells in the visual cortex were just as orderly arranged. In their 1974 paper they defined a 1 × 1 × 2 mm cube of brain tissue in V1 as a hypercolumn that contained all the cells required to analyze a small section of the visual field independently of retinal eccentricity. Figure 21 (from Dowling, 1992) illustrates this hypercolumn; a modified version of this figure is shown online at http://dx.doi.org/10.1068/p7721. The preferred orientation of the cells' RFs remained the same, Dowling, 1992, page 363) . After Hubel and Wiesel, 1988. when the electrode penetrated a given slab vertically from above, but changed progressively from one slab to the next through 180°, when the electrode was advanced tangentially-that is, parallel to the surface of the cerebral cortex. After about 1 mm, the progression reversed. Each slab of 0.05 mm thus corresponds to a change in rotation of approximately 10°. The dominance columns for the left (L) and right (R) eye have about the same thickness as a complete set of orientation columns. The blobs on top of the cube contain neurons that receive input from the parvocellular cells in layer 4C and are sensitive to color (Wong-Riley, 1979) . This arrangement suggests that the perceived orientation of a grating or line should be affected by an oriented stimulus nearby due to lateral inhibition from neighboring orientation detectors. Both neurophysiological (Blakemore & Tobin, 1972) and psychophysical experiments have shown that this is indeed the case. For example, after adapting to a grating that is slightly tilted to one side, a truly vertical grating appears to be tilted towards the other side (Blakemore, Carpenter, & Georgeson, 1970; Carpenter & Blakemore, 1973) . Likewise, a slightly tilted line placed next to a truly vertical line shifts the perceived orientation of that line to the opposite side (Gibson & Radner, 1937) . This apparent repulsion has been similarly explained in terms of lateral inhibition between cortical line detectors (Kurtenbach & Magnussen, 1981; Gilbert & Wiesel, 1990; Westheimer, 1990) . If a second tilted line was presented next to the first, it produced disinhibition. This is not unlike the release of lateral inhibition found with iso-oriented flanking lines (Rentschler & Hilz, 1976) .
The effect of flanking and end-stopping on a small test line was used to measure spatial interactions within PFs (Yu & Essock, 1996b; Yu & Levi, 1997) . Here, the line was centered on a rectangular background and presented at retinal eccentricities ranging from 0 to 10 deg. Results indicated an elongated central region of summation with antagonistic flanks and end-zones on both sides. The authors suggested that flank inhibition and end-stopping reflect different cortical processes.
By using reverse correlation (Ringach & Shapley, 2004; Murray, 2011) , Neri and Levi (2006) have recently taken stock of several decades of correlative research. The authors revealed striking similarities between measurements of RFs obtained from single cells in primate cortex and PFs obtained from psychophysical measurements in human observers. For example, RFs and PFs compared favorably for vernier and orientation discrimination, disparity tuning, spatiotemporal feature detection, and orientation tuning, among others. On the basis of these comparisons, the authors suggest that "psychophysical reverse correlation can be used to retrieve PFs that often are remarkably similar to analogous RFs in single neurons" (page 2471).
Cortical magnification: a module for receptive fields
Given the parallels between RF and PF size, one would expect that both would be mapped in a similar manner from retina onto visual cortex. This is indeed the case. The relationship from one to the other is given by the cortical magnification factor (M ), which is defined by the ratio between the cortical representation of the RF (in mm) and its size on the retina (degrees of visual angle). It is well known that magnification is not uniform across the visual field; rather, the fovea is overrepresented relative to the periphery (Daniel & Whitteridge, 1961; Cowey & Rolls, 1974) . Whereas RF size increases, cortical magnification decreases.
This reciprocity is shown in figure 22 , which plots RF size in monkey striate cortex along with the inverse of the cortical magnification factor (1/M ) as a function of distance from the fovea. Both sets of data run parallel to each other, increasing linearly with retinal eccentricity. The reciprocity between the two variables suggests that RFs occupy a constant amount of cortical space irrespective of size and eccentricity. A constant distance representing RF size on the surface of the cortex is consistent with the progressive enlargement of a migraine phosphene (Richards, 1971; Grüsser, 1995) , as it travels across the visual field from center to periphery.
From a calculation based on data from their Westheimer functions and data on the human cortical magnification factor (Drasdo, 1977) , Ransom-Hogg and Spillmann (1980) calculated a linear distance of 0.88 mm corresponding to the cortical size of a PF at all locations. This value is strikingly similar to the value of 0.81 mm reported by Hubel and Wiesel (1974, page 304) for RFs in the rhesus monkey. The close agreement suggests that, for M-scaled stimuli, RFs and PFs constitute a uniform yardstick for visual space. This is consistent with the finding that in the cat the size of RFs of retinal ganglion cells varies inversely with cell density, yielding about the same ganglion cell number per RF at all eccentricities (Fischer, 1973) . In the monkey Hubel and Wiesel (1974) similarly found a constant number of retinal ganglion cells for cortical RFs.
Although the assumption of an invariant module of cortical tissue for an RF has gained much support (eg Harvey & Dumoulin, 2011) , an exception may have to be made for the fovea as RF overlap here is much greater than expected from similar-sized modules for peripheral RFs (see section 7). It should be noted that the measured size of an RF depends on a number of variables, such as the animal species tested, the use of anaesthesized versus alert animals, the visual area and cell type, and the stimulus and method used for mapping RFs. One should therefore perhaps not be surprised that different authors publish widely differing results. For example, the measurements by Gattass, Gross, and Sandell (1981) in areas V1 of the macaque, which are 3 times the RF size shown in figure 22 , are an example. At 20 deg eccentricity these authors found RFs of approximately 3 deg in diameter as compared with 1.0 deg (Hubel & Wiesel, 1974) , and at 40 deg eccentricity RFs were over 5 deg in diameter as compared with 1.3 deg. In addition, the rate of scaling became larger in each successive cortical area, doubling from V1 to V2 to V4 (Gattass, Sousa, & Gross, 1988) . Figure 23 shows the comparison. Sandell, 1981, and Gattass, Sousa, & Gross, 1988) . Hubel and Wiesel (1962) showed that the majority of simple cells found in the striate cortex were monocular, whereas most complex and hypercomplex cells were binocular, having RFs that were similar in size, form, and orientation and showed similar directional preferences for movement (Hubel & Wiesel, 1968) . These RFs were located in homologous loci on the two retinas. Meanwhile Barlow, Blakemore, and Pettigrew (1967) at UC Berkeley and Nikara, Bishop, and Pettigrew (1968) in Sydney had demonstrated neurons in cat striate cortex that responded selectively to stimuli presented with certain lateral disparities. Ten years later, neurons for crossed and uncrossed disparity were also found in the striate and peristriate cortex of behaving rhesus monkeys (Poggio & Fischer, 1977) .
Receptive fields for stereopsis
Although it is taken for granted that disparity-selective neurons serve depth perception (eg Bishop & Pettigrew, 1986; Ohzawa, DeAngelis, & Freeman, 1990) , the correlation between the two is not always straightforward. Depth perception requires that image features on one retina be matched with appropriate features on the other retina-that is, the correspondence problem. Yet, Cumming and Parker (1997) demonstrated that disparity-selective neurons in V1 also respond to anticorrelated random-dot stereograms, which do not give rise to the perception of depth. Furthermore, these same authors (Cumming & Parker, 1999 , 2000 found that the response of most binocular neurons depends on absolute, rather than relative, disparity, unlike psychophysical stereopsis (see also Westheimer, 1979) . The authors therefore concluded that V1 neurons cannot unambiguously encode stereo stimuli and that some extrastriate processing is required for the perception of stereo depth. There may even be different substrates supporting a temporal coarse-to-fine mechanism for the neural processing of depth (Menz & Freeman, 2003; Wilcox & Allison, 2009 ).
Receptive field plasticity: nature versus nurture
At the outset of this paper I stated that RFs were passed down relatively unchanged through the phylogenetic chain from primitive organisms to primates. The question therefore arises, how do RFs start out in life? It is known that the entire inventory of visual cells in the cortex is already present, when kittens first open their eyes, but responses are weaker and less selective than in adult cats. The RFs of such immature neurons are less well defined, are frequently larger, and only a small percentage of the total is orientation and direction specific (Derrington & Fuchs, 1981; Braastad & Heggelund, 1985) . This poor selectivity indicates that, for RFs to become fully functional, cells require a 'discourse' with appropriate stimuli in the outside world for fine-tuning (Singer, 1990) . Cells for which appropriate stimuli are lacking do not develop normally, but exhibit serious deficits. Such deficits can typically be traced back to stimulus deprivation during the so-called critical period, when the properties of visual neurons consolidate. In the cat the time window during which the plasticity of the visual system is greatest lies between the 3rd and 6th week; in the monkey it is between the 3rd week and 6th month; and in humans it is as late as 2-3 years or more, depending on the sensory function under consideration (Spillmann & Werner, 1990, figure 10, page 360) .
Absence of appropriate visual stimulation during visual development can have severe and lasting consequences (for review, see Wiesel, 1982 ). An example is binocular stereopsis. Neurons in area V1 and V2 of the monkey normally respond to the small difference between the two monocular images, when both eyes fixate on the same point (Poggio & Fischer, 1977) . The connections between monocular cells, providing input to binocular cells, are already present in the fetal brain, prior to any experience (Horton & Hocking, 1996) . This suggests a strong genetic predisposition. Yet, in young kittens, reared with one eye occluded or with induced squint, the binocular cells in V1 were drastically reduced or completely absent (Wiesel & Hubel, 1963) . Such kittens, having been deprived of normal binocular input, appeared to completely lack depth perception, when tested on a jumping stand.
This loss was largely irreversible. Confining 2-week old kittens for 5 hours each day to a vertically or horizontally striped cylinder produced similar deficits in the orientation domain. When tested after 5 months of selective exposure, their behavior suggested that they were virtually blind for stripes oriented perpendicularly to the orientation they had been exposed to (Blakemore & Cooper, 1970) .
These results in cat and monkey have parallels in human vision during development in childhood. For example, monocular visual acuity is severely and permanently impaired in children born with crossed eyes (inward strabismus) due to the competition between a strong and a weak image in the visual brain. This is called strabismic amblyopia. These children have reduced contrast sensitivity, possibly due to less lateral inhibition of their RFs (Yu & Levi, 1997) and no stereovision. Ocular surgery performed when they enter school yields a satisfactory cosmetic result, but does not return stereo depth. On the basis of a large population study, strabismic children are now treated before the age of 4 years. The same holds for children born with astigmatism, who have normal visual acuity along one meridian, but blurred vision for most other meridians. Untreated astigmatism will lead to meridional amblyopia. Even more crippling, opacity of the lens in one eye (congenital cataract) requires surgery within the first few weeks after birth to prevent irreversible damage to vision from occlusion amblyopia. Such patients with opacity of the optic media, who were operated upon as adults, could see motion and color, but lacked depth and form perception (von Senden, 1932) . A telling example is patient S.B., who lost vision at the age of 10 months and received a corneal transplant 52 years later (Gregory, 1998) . Like others before him who did not regain full vision, he was confused and wished to be blind again. The failure to acquire depth and form vision in adulthood shows the important interplay between genetic disposition and early experience for the normal development of visual function.
Another striking example of the effect of deprivation in childhood is that of K.N., who was born without any cones in his retina (ie rod monochromacy) and therefore had no fovea. In addition to being color-blind and suffering from nystagmus, he thus received only the coarse images mediated by the rod photoreceptor mosaic. A psychophysical study revealed that-as a consequence-the range of K.N.'s adaptable spatial frequency channels was shifted to a peak frequency of 0.09 cpd, two octaves below the lowest adaptable Fourier channel in normal observers. This suggests that the development of spatial frequency channels in the visual brain of the rod monochromat was arrested at an early stage of visual organization, corresponding to the resolving power of a 4-6-month-old trichromat or the adult cat (Greenlee, Magnussen, & Nordby, 1988) . The story lovingly told by K.N. of how he got through life despite this impediment is most remarkable (Nordby, 1990) .
Conclusion
This paper has shown that the neurophysiological study of RFs in cat and monkey from retina to cortex can be paralleled by experiments in human psychophysics with closely correlated results. It is therefore highly plausible that the two kinds of results are based on same or similar neuronal mechanisms. This agreement reinforces Jung and Spillmann's (1970) concept of a PF as a psychophysical analogue of the physiological RF, although the relationship may not always be straightforward (Neri & Levi, 2006) . Evidently, feed-forward, feedback, and horizontal interactions between neuronal populations (Neri, 2011 ) make it a difficult task to allocate a PF to its functional and anatomical substrate. In a recent paper Neri (2014) proposes that low-level feature detectors operate under partial control from higher-level modules. Such control may be conceived of as a "top-down predictive strategy whereby global semantic content guides and refines local image reconstruction." This proposal is reminiscent of Gregory's (1980) idea of object hypotheses and perceptual postulates, helping us to resolve stimulus ambiguities in the most plausible manner.
Finally, it seems too simple to conceive of PFs as the visual field of one neuron only. Clearly, many neurons with overlapping RFs and interacting with each other must contribute to any given percept (Spillmann, Ransom-Hogg, & Oehler, 1987; Parker & Newsome, 1998) . A more cogent test of the relationship between single-cell research and perception therefore calls for multielectrode recordings and contextual stimuli for probing RFs. Such stimuli were introduced in the mid-1980s, resulting in the term beyond the classical RF. The ensuing revolution in RF research incorporating motion analysis in areas MT and MST, parallel processing of color and motion, natural stimuli, and population RFs will be the topic of a follow-up paper (Spillmann, in preparation) .
