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QUANTUM D-MODULES AND EQUIVARIANT FLOER THEORY FOR
FREE LOOP SPACES
HIROSHI IRITANI
Abstract. The objective of this paper is to clarify the relationships between the quantum
D-module and equivariant Floer theory. Equivariant Floer theory was introduced by Givental
in his paper “Homological Geometry”. He conjectured that the quantum D-module of a
symplectic manifold is isomorphic to the equivariant Floer cohomology for the universal cover
of the free loop space. First, motivated by the work of Guest, we formulate the notion of
“abstract quantum D-module” which generalizes the D-module defined by the small quantum
cohomology algebra. Second, we define the equivariant Floer cohomology of toric complete
intersections rigorously as a D-module, using Givental’s model. This is shown to satisfy
the axioms of abstract quantum D-module. By Givental’s mirror theorem [Giv3], it follows
that equivariant Floer cohomology defined here is isomorphic to the quantum cohomology
D-module.
Mathematics Subject Classification 2000. Primary 53D45; Secondary 14N35, 53D40.
1. Introduction
It is known that the quantum cohomology ring is isomorphic to Floer cohomology with the
‘pair of pants’ product [PSS, RT]. Givental proposed the equivariant version of this isomor-
phism, and conjectured that the quantum D-module is isomorphic to S1-equivariant Floer
cohomology [Giv1]. The quantum D-module is a quantum cohomology ring endowed with a
D-module structure. On the other hand, the S1-equivariant Floer theory is the semi-infinite
cohomology theory of the universal cover L˜M of free loop spaces, where S1 acts on L˜M by
rotating loops. It (conjecturally) has a D-module structure. If M is simply-connected, any
2-dimensional cohomology class on M can be lifted to an equivariant class on L˜M . Equivari-
ant Floer cohomology is considered to become a D-module by multiplication of 2-dimensional
equivariant classes and pull-back by covering transformations. In the paper “Homological
Geometry”, Givental constructed an explicit model for L˜Pn, and by a formal computation,
obtained a generating function of the quantum D-module, which is called the “J-function”.
Equivariant Floer theory is, however, not defined rigorously, therefore his method has not been
justified yet. Nevertheless, his formal computation of the J-function gives the correct answer.
This was proved by another method using the localization over the moduli space of stable maps
by Givental [Giv2, Giv3] and also by Lian, Liu and Yau [LLY1, LLY2, LLY3].
Our motivation is to justify Givental’s method in the original form. For that purpose,
we must first define equivariant Floer theory rigorously. In this paper, we construct it for
complete intersections in toric manifolds explicitly by using Givental’s model L for L˜M . Floer
cohomology is constructed as the inductive limit of cohomology algebras. This definition makes
the meaning of the word “semi-infinite dimension” clear. For example, each element in Floer
cohomology can be expressed as a differential form of infinite degree. For non-equivariant Floer
cohomology, the same construction was done by Cohen-Jones-Segal [CJS] in the case of Pn.
The present paper generalizes their construction to intersections in toric varieties. Equivariant
Floer cohomology also gives a mathematical model for the genus 0 part of Witten’s gauged
linear sigma models [Wit].
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We show that our equivariant Floer cohomology has the structure of an abstract quantum
D-module. An abstract quantum D-module is, roughly, a sheaf over the infinitesimal neigh-
borhood of 0 in Cr endowed with a flat connection with a parameter ~. The original quantum
D-module is a trivial sheaf over H2(X,C∗) with fiber H∗(X,C) endowed with a dual Given-
tal connection. We choose a partial compactification H2(X,C∗) →֒ Cr by adding a “large
radius” limit point 0 ∈ Cr. The main difference from the original one is that we do not a
priori fix a frame of the sheaf and coordinates q = (q1, . . . , qr) of the base space Cr. In spite
of the indeterminacy, we show that these choices are canonically determined by the condition
that the connection matrices represented in the frame are ~-independent. Original quantum
D-modules have ~-independent connection matrices, therefore, from the beginning, they are
endowed with canonical frames and coordinates. In particular, it turns out that the abstract
D-module structure determines a quantum deformation of the cup product. Guest proved the
existence of a canonical frame in the neighborhood of a point q 6= 0 in [Gue3] using the Birkhoff
factorization of a loop group. We prove the existence and uniqueness of the canonical frame
in the neighborhood of q = 0. The idea to transform a system of differential equations to a
“normal” form goes back to Birkhoff. In singularity theory, the Birkhoff factorization appears
in connection with the construction of primitive forms [Sai]. In the context of mirror symmetry,
it appears in the work of Barannikov [Bar] and Coates and Givental [CG]. The present paper
makes the role of the Birkhoff factorization explicit.
Finally, we show that our equivariant Floer cohomology is isomorphic to the quantum D-
module for nef toric complete intersections using Givental’s mirror theorem in [Giv3, LLY3].
This follows from the coincidence of the two J-functions, one from equivariant Floer cohomology
and the other from quantum cohomology. We will treat the case where the first Chern class is
not nef in [Iri2].
Strictly speaking, we regard a toric complete intersection as a superspace (XΣ,V) — a pair
consisting of a toric manifold XΣ and a sum V of nef line bundles. We will introduce the
notion of quantum products and quantum D-module for superspaces in Section 2. It takes
into consideration only quantum multiplications of classes from the ambient toric manifolds.
Therefore, the quantum D-module under consideration is for the superspace (XΣ,V) rather
than for the complete intersection itself.
Another important point in this paper is a pairing between equivariant Floer homology and
cohomology. It is defined as the infinite dimensional Poincare´ pairing between semi-infinite
cycle and cocycles. Moreover, this geometrical pairing coincides with the pairing defined for
abstract quantum D-modules.
The paper is organized as follows. In Section 2, we explain quantum cohomology and D-
modules for convex superspaces. In Section 3, we formulate the abstract quantum D-module.
We prove the existence and uniqueness of the canonical frame. In Section 4, we construct the
equivariant Floer cohomology for toric complete intersections. We prove that the equivariant
Floer cohomology is isomorphic to the quantum D-module for nef toric complete intersections.
In Section 5, we illustrate the general theory by examples using the Hirzeburch surface.
We remark that in this paper, we only deal with the small quantum cohomology, not the
large one. We also restrict our attention to manifolds whose cohomology rings are generated
by two dimensional classes. A generalization to the large quantum cohomology will also be
treated in [Iri2].
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2. Quantum Cohomology and D-modules
In this section we introduce the notion of quantum D-module for convex supermanifold.
Here, we mean by the word supermanifold a pair (M,V) of a manifold M and a vector bundle
V on it, following Givental’s terminology in [Giv3]. The fundamental class of the supermanifold
is by definition the cap product of the fundamental class of M with the Euler class Euler(V)
of V.
Let M be a smooth projective manifold whose total cohomology ring is generated by two
dimensional cohomology classes and V be a holomorphic vector bundle over M . We assume
that V is convex, i.e. for any rational curve C and holomorphic map f : C → M , we have
H1(C, f∗(V)) = 0. The first Chern class of the supermanifold is defined by c1(M/V) :=
c1(TM)− c1(V). Later, we assume that c1(M/V) is a nef class, but this assumption is unnec-
essary in this section. Let {Tj}sj=0 be a basis of total cohomology ring H∗(M,C), and {T j}sj=0
be its dual basis with respect to the Poincare´ pairing i.e.
∫
M Ti ∪ T j = δji . We assume that
T0 = 1 and Ts is the Poincare´ dual of a point.
Let Λ ⊂ H2(M,Z)free be the semigroup generated by classes of effective curves, where
H2(M,Z)free means H2(M,Z) modulo its torsion. For the superspace (M,V), we have a quan-
tum product structure on the moduleH∗(M,C)⊗C[[Λ]], which was first introduced in [Giv2] and
explicitly written down in [Pan]. LetM0,n(M,d) be the moduli space of genus zero, degree d sta-
ble maps toM with nmarked points. We have a forgetful map πi : M0,n+1(M,d)→M0,n(M,d)
which forgets the i-th marked point and an evaluation map ei : M0,n+1(M,d)→M which eval-
uates at the i-th marked point. We define an orbibundle Vd over the moduli space M0,n(M,d)
as
Vd := πn+1∗e∗n+1(V).
The fiber of Vd at the stable map f : C →M is isomorphic to H0(C, f∗(V)). Therefore by the
convexity of V, the rank of Vd is equal to 〈c1(V), d〉 + 1. Define a subbundle V ′d,i by the exact
sequence
0 −−−−→ V ′d,i −−−−→ Vd −−−−→ e∗i (V) −−−−→ 0,
where the last map is an evaluation map of sections in H0(C, f∗(V)) at the i-th marked point.
We introduce a fiber-wise S1 action on the bundles V, Vd and V ′d,i i.e. S1 acts on each fiber
by scalar multiplication and trivially on the base. Let λ be a generator of the equivariant
cohomology of a point with respect to this S1 action. Define the small quantum product ∗ by
the formula
Ti ∗ Tj =
∑
d∈Λ
k=0,...,s
qdT k
∫
[M0,3(M,d)]virt
e∗1(Ti) ∪ e∗2(Tj) ∪ e∗3(Tk) ∪ EulerS1(V ′d,3), (1)
where qd denotes an element in the group algebra C[Λ]. This product structure ∗ is extended
linearly over C[λ][[Λ]] and defines a commutative, associative algebra structure on the module
H∗(M,C)⊗ C[λ][[Λ]]. We call this algebra the (equivariant) small quantum cohomology
of the superspace (M,V) and denote it by QH∗S1(M/V). Similarly we can define its non-
equivariant counterpartQH∗(M/V). The product ∗ is a q-deformation of the usual cup product.
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If we assign degree 2〈c1(M/V), d〉 to an element qd in C[Λ], then QH∗S1(M/V) and QH∗(M/V)
become graded rings. Define a Poincare´ pairing for the superspace by
〈Ti, Tj〉V =
∫
M
Ti ∪ Tj ∪ EulerS1(V).
Then we have the following Frobenius property.
〈Ti, Tj ∗ Tk〉V = 〈Ti ∗ Tj, Tk〉V for all i, j, k. (2)
When we have V = 0, the above definition of quantum cohomology of (M,V) coincides with
that of M itself. The quantum product ∗ of superspaces is less familiar than that of projective
manifolds. In fact, it is closely related to the quantum cohomology of the zero-locus N of a
transverse section of V. Let i : N → M be the inclusion. By [Pan, Proposition 4], we have a
ring homomorphism
i∗ : QH∗(M/V) −→ QH∗(N),
provided that the tangent bundle TM is convex and H2(M,Z) ∼= H2(N,Z). Therefore we can
say that quantum cohomology for superspaces detects quantum products of classes in N which
come from the ambient space M .
For convenience, we choose coordinates of C[Λ] and modify the above definition of small
quantum cohomology slightly. The set of nef classes in H2(M,Z)free forms a semigroup and its
convex hull in H2(M,R) forms a cone σ. The interior of the cone σ is non-empty because it
contains a class represented by the Ka¨hler form. We choose nef classes p1, . . . , pr inH
2(M,Z)free
which form a Z-basis of H2(M,Z)free. When c1(M/V) is nef, we choose p1, . . . , pr so that
c1(M/V) is contained in the cone generated by p1, . . . , pr. Let q1, . . . , qr in H2(M,Z)free be a
dual basis of p1, . . . , pr satisfying 〈pa, qb〉 = δba. For an element d ∈ Λ, qd ∈ C[Λ] is identified
with the element
(q1)〈p1,d〉(q2)〈p2,d〉 . . . (qr)〈pr ,d〉 in C[q1, . . . , qr].
Therefore, we can embed C[Λ] into the polynomial ring C[q1, . . . , qr]. Note that 〈pa, d〉 is non-
negative because pa is nef. Through the above inclusion, the degree of q
a is identified with
2〈c1(M), qa〉. Note that deg qa is non-negative if c1(M/V) is nef. In general, the degree of qa
can be negative. We frequently regard qa as a complex coordinate of H2(M,C∗) as follows.
qa : H2(M,C∗) = H2(M,C/2π
√−1Z) ∋ α 7−→ exp(〈α, qa〉) ∈ C
After choosing a set of coordinates q1, . . . , qr, we replace C[Λ] with C[q1, . . . , qr], and set
QH∗S1(M/V) := H∗(M,C) ⊗ C[λ][[q1, . . . , qr]], where C[λ][[q1, . . . , qr]] denotes the ring of for-
mal power series in q1, . . . , qr with coefficients in C[λ]. For simplicity, we denote it by C[λ][[q]].
The product ∗ is defined by the same formula (1).
Next we define the quantum D-module of the superspace (M,V). The dual Givental
connection is a connection defined on the trivial bundleH∗(M,C)×H2(M,C∗)→ H2(M,C∗)
by
∇~ := ~d+
r∑
a=1
(pa∗)dq
a
qa
,
where ~ is a degree two parameter. Here, we follow the convention that the Givental connection
means −∇−~ and the ‘dual’ Givental connection means ∇~ [CK, p.311,p.321]. This is a formal
connection. Algebraically, it defines a map
∇~ : H∗(M)⊗ C[~, λ][[q]] −→
∑
a
H∗(M)⊗ C[~, λ][[q]]dq
a
qa
.
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Put ∇~a := ∇~qa ∂
∂qa
= ~qa ∂∂qa + pa∗. The connection ∇~ is flat. This fact may be verified from
the existence of a fundamental solution matrix L which satisfies ∇~L = 0. A fundamental
solution L is given in [Pan, Equation (25)] explicitly as follows.
L(Ti) := e
−p log q/~Ti −
∑
d∈Λ\{0}
k=0,...,s
qdT k
∫
[M0,2(M,d)]virt
e∗1(e
−p log q/~Ti)
~+ ψ1
e∗2(Tk)EulerS1(V ′d,2), (3)
where ψ1 denotes the first Chern class of the first cotangent line bundle on M0,2(M,d) and
p log q :=
∑r
a=1 pa log q
a. The expression (~ + ψ1)
−1 in the integrand may be written more
explicitly as
∞∑
j=1
~
−j−1(−ψ1)j.
The sign of ~ in (3) is opposite to that in [Pan, Equation (25)] because we use the dual Givental
connection instead of the Givental connection. Let D denote a Heisenberg algebra
D := C[~][[q1, . . . , qr]][p1, . . . ,pr] deg q
i = 2〈c1(M/V), qi〉, deg pi = deg ~ = 2,
whose generators satisfy the following commutation relations.
[pa, q
b] = ~δbaq
b, [pa,pb] = [q
a, qb] = 0,
[pa, f(q
1, . . . , qr)] = ~qa
∂
∂qa
f(q1, . . . , qr) for f ∈ C[[q1 . . . , qr]].
We define an action of D on the module ES1 := H
∗(M,C)⊗ C[~, λ][[q]] by
qa 7→ multiplication by qa, pa 7→ ∇~a.
We call this D-module ES1 the (equivariant) small quantum D-module arising from the
quantum cohomology QH∗S1(M/V). Similarly, we can define its non-equivariant counterpart
E = H∗(M)⊗ C[~][[q]].
Next we introduce the J-function of the quantum D-module. The fundamental solution
matrix L can be decomposed as L = S ◦ e−p log q/~, where
S(Ti) := Ti −
∑
d∈Λ\{0}
k=0,...,s
qdT k
∫
[M0,2(M,d)]virt
e∗1(Ti)
~+ ψ1
e∗2(Tk)EulerS1(V ′d,2). (4)
Note that S is an element of End(H∗(M))⊗ C[~−1, λ][[q]]. Define the J-function by
J(q, ~) := L−1(1) = ep log q/~S−1(1).
The function J(q, ~) is a cohomology valued formal function. Next, we show that this J-function
coincides with that given in [Giv2, Giv3, CK].
Lemma 2.1. Let µ be a constant matrix defined by µ(Ti) = (deg Ti)Ti. The matrix function
S satisfies the following differential equations.
~qa
∂
∂qa
S + (pa∗) ◦ S − S ◦ (pa∪) = 0.
(2~
∂
∂~
+
r∑
a=1
(deg qa)qa
∂
∂qa
)S + [µ, S] = 0.
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The first equation follows from ∇~L = 0. The second one follows from the fact that the
matrix S preserves the degree. Using the above equations, we can establish the unitarity of S
which is stated in [Giv4, p.117].
Lemma 2.2. For α, β ∈ H∗(M), we have
〈S(α)(q,−~), S(β)(q, ~)〉V = 〈α, β〉V .
Proof. Set the left hand side equal to F (α, β). First, F (α, β)|q=0 = 〈α, β〉V is clear. By using
the differential equation satisfied by S and the Frobenius property, we have
~qa
∂
∂qa
F (α, β) = −F (pa ∪ α, β) + F (α, pa ∪ β).
Because the matrix (pa∪) is nilpotent, there exists some n such that (~qa ∂∂qa )nF (α, β) = 0
holds. Therefore the lemma holds. 
The J-function can be explicitly calculated as follows.
Proposition 2.3. The inverse matrix S−1 has the following explicit formula.
S−1(Ti) = Ti +
∑
d∈Λ\{0}
j=0,...,s
qdT j
∫
[M0,2(M,d)]virt
e∗1(Tj)
~− ψ1 e
∗
2(Ti)EulerS1(V ′d,1).
In particular, we have
J(q, ~) = ep log q/~
(
1 +
∑
d∈Λ\{0}
j=0,...,s
qdT j
∫
[M0,2(M,d)]virt
e∗1(Tj)
~− ψ1EulerS1(V
′
d,1)
)
.
Proof. By the unitarity of S and the non-degeneracy of the equivariant pairing 〈·, ·〉V , it suffices
to calculate 〈S(α)(q,−~), β〉V . Using the equalities β ∪ EulerS1(V) =
∑s
j=0〈T j , β〉VTj and
e∗i (EulerS1(V)) ∪ EulerS1(V ′d,i) = EulerS1(Vd), we have
〈S(α)(q,−~), β〉V = 〈α, β〉V +
∑
d∈Λ\{0}
j=0,...,s
qd〈T j, β〉V
∫
[M0,2(M,d)]virt
e∗1(α)
~− ψ1 e
∗
2(Tj)EulerS1(V ′d,2)
= 〈α, β〉V +
∑
d∈Λ\{0}
qd
∫
[M0,2(M,d)]virt
e∗1(α)
~− ψ1 e
∗
2(β ∪EulerS1(V))EulerS1(V ′d,2)
= 〈α, β〉V +
∑
d∈Λ\{0}
qd
∫
[M0,2(M,d)]virt
e∗1(α ∪ EulerS1(V))
~− ψ1 e
∗
2(β)EulerS1(V ′d,1)
= 〈α, β〉V +
∑
d∈Λ\{0}
j=0,...,s
qd〈α, T j〉V
∫
[M0,2(M,d)]virt
e∗1(Tj)
~− ψ1 e
∗
2(β)EulerS1(V ′d,1).
This gives the formula for S−1. 
The formula for the J-function coincides with [CK, p.381] up to multiplication by the Euler
class. Note that functions S, L and J can be defined also in the non-equivariant theory. The
reason for introducing the S1-equivariance is to make the pairing 〈·, ·〉V non-degenerate.
The J-function plays an important role in Givental’s theory. We shall show next that the
J-function is a generator of the quantum D-module. Note that the following theorem holds
true without the nef assumption for c1(M/V).
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Theorem 2.4. Let M be a smooth projective manifold and V be a convex vector bundle on
M . Assume that the total cohomology ring of M is generated by the second cohomology group.
Then the J-function of the supermanifold (M,V) is a generator of its small quantum D-module
E = H∗(M,C) ⊗ C[~][[q]]. More precisely, we have a D-module isomorphism D/I ∼= E, where
I is the left ideal consisting of elements f(q,p, ~) in D satisfying
f(q, ~q
∂
∂q
, ~) · J = 0. (5)
Corollary 2.5. Let (M,V) be a supermanifold which satisfies the assumptions in Theorem 2.4.
The isomorphism type of the quantum cohomology ring of the superspace (M,V) is completely
determined by its J-function. More precisely, we have an isomorphism
C[[q1, . . . , qr]][p1, . . . , pr]/ lim
~→0
I ∼= QH∗(M/V),
where lim~→0 I := {f(q, p, 0) | f(q,p, ~) ∈ I} and qa and pa are commuting variables corre-
sponding to qa and pa. (Note that the non-commutativity vanishes when ~→ 0.)
Later, we will see that the J-function also determines small quantum products, i.e. a matrix
representation of the quantum product pa∗. Moreover, by the reconstruction theorem of Kont-
sevich and Manin, we see that the J-function determines all genus 0 n-points Gromov-Witten
invariants when V = 0.
Proof of Theorem 2.4. First note that L is an intertwining operator of two D-module struc-
tures, i.e. ∇~ ◦ L = L ◦ ~d. From the definition J = L−1(1), we have a D-module injective
homomorphism D/I → E which sends f(q,p, ~) in D to f(q,∇~, ~) · 1 in E. It suffices to show
that it is surjective. We show that for α ∈ H∗(M,C), there exists f(q,p, ~) ∈ D such that
α = f(q,∇~, ~) · 1. Take a polynomial P (x1, . . . , xr) such that α = P (p1, . . . , pr) holds in the
cohomology ring. Noting the relation ∇~a(g(q)β) ≡ g(0)pa ∪β mod 〈q1, . . . , qr〉 for β ∈ H∗(M)
and g(q) ∈ C[[q]], we can write
P (∇~1, . . . ,∇~r) · 1 = α−
r∑
i=1
qiβi(~) + higher order terms in q,
for some βi(~) ∈ H∗(M)[~]. Next we take a polynomial Pi such that Pi(p1, . . . , pr, ~) = βi(~)
holds. We have
{P (∇~) +
r∑
i=1
qiPi(∇~, ~)} · 1 = α−
r∑
i,j=1
qiqjβij(~) + higher order terms in q.
The degree of each polynomial P (p), Pi(p, ~) with respect to p1, . . . , pr is bounded from above
by dimCM . Therefore, repeating this process, we obtain f(q,p, ~) ∈ C[~][[q]][p] such that
f(q,∇~, ~) · 1 = α holds. 
3. Abstract Quantum D-modules
In this section, we formulate the abstract quantum D-module over the base space B := Cr.
3.1. Definitions and Notation. Let {q1, . . . , qr, ~} be a coordinate system of B×C = Cr×C
centered at 0. Let O and O~ denote the rings of germs of regular functions at 0 on B and
B × C respectively. We can consider the abstract quantum D-module both in the formal and
convergent categories. In the formal category, we take
O = C[[q1, . . . , qr]], O~ = C[~][[q1, . . . , qr]],
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and in the convergent one, we take O~ to be the ring of convergent power series in ~ and
q1, . . . , qr. However, for simplicity, we deal only with formal power series and do not dis-
cuss their convergence. Most of the results hold also in the convergent category under some
additional conditions.
Let D be the Heisenberg algebra of the previous section.
D = O~[p1, . . . ,pr] = C[~][[q1, . . . , qr]][p1, . . . ,pr].
We begin with the definition of generalized coordinates of D. O can be considered as a subring
of D. Define two left O-submodules m, m′ of D as m = ∑ra=1Oqa and m′ = m +∑ra=1Opa.
Here, m is the ideal of 0 in O, and m′ is a non-commutative analogue of the ideal of 0 (but
is not an ideal of D). A set of elements (qˆ1, . . . , qˆr, pˆ1, . . . , pˆr) in D is called generalized
coordinates of D if it satisfies the following conditions.
(1) qˆ1, . . . , qˆr generate m as an O-module and qˆ1, . . . , qˆr, pˆ1, . . . , pˆr generate m′ as an O-
module.
(2) [pˆa, qˆ
b] = ~δbaqˆ
b, [pˆa, pˆb] = 0.
For example, (q1, . . . , qr,p1, . . . ,pr) is a set of generalized coordinates of D. We can define the
notion of generalized coordinates more concretely, as the following proposition shows.
Proposition 3.1. Let (qˆ1, . . . , qˆr, pˆ1, . . . , pˆr) be a set of generalized coordinates of D. Then
(qˆ1, . . . , qˆr) gives a local coordinate system of B centered at 0 and the log-Jacobi matrix
∂ log qˆa
∂ log qb
:=
qb
qˆa
∂qˆa
∂qb
is non-degenerate and regular in the neighborhood of 0. Here, the word “regular” means each
entry is contained in O. Moreover, pˆa can be written as
pˆa =
r∑
b=1
∂ log qb
∂ log qˆa
pb + qˆ
a ∂
∂qˆa
F (6)
for some element F in m.
We need the following lemma for the proof.
Lemma 3.2. Given F1, . . . , Fr ∈ m, if we have qˆa ∂∂qˆaFb = qˆb ∂∂qˆbFa, there exists an element F
in O such that Fa = qˆa ∂∂qˆaF .
Proof of Proposition 3.1. It is clear that {qˆ1, . . . , qˆr} forms a set of local coordinates of B
centered at 0. pˆa can be written in the form,
pˆa =
r∑
b=1
Gbapb + Fa, (G
b
a) is an invertible matrix with entries in O, Fa ∈ m
By the relations [pˆa, pˆb] = 0, [pˆa, qˆ
b] = ~δbaqˆ
b, we have
Gcaq
c ∂
∂qc
Gdb = G
c
bq
c ∂
∂qc
Gda, G
c
aq
c ∂
∂qc
Fb = G
c
bq
c ∂
∂qc
Fa, G
c
aq
c ∂
∂qc
qˆb = δbaqˆ
b, (7)
where we sum over the index c. The third equation shows that Gba is the inverse matrix of the
log-Jacobi matrix. In particular, the log-Jacobi matrix is non-degenerate and regular and
Gba =
∂ log qb
∂ log qˆa
.
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Substituting the right hand side for Gca, G
c
b in the second equations of (7), we obtain
qˆa
∂
∂qˆa
Fb = qˆ
b ∂
∂qˆb
Fa.
By Lemma 3.2, we obtain the proposition. 
Remark 3.3. Because of the inhomogeneous term qa ∂∂qaF in equation (6), it seems that we
cannot regard pa simply as a differential operator ~q
a ∂
∂qa . However, introducing a new variable
t0 formally and considering the following coordinate transformation,
t0 = tˆ0 + F (qˆ), qa = qa(qˆ),
we have the following relations.(
~
∂
∂ log qˆa
)
=
r∑
b=1
∂ log qb
∂ log qˆa
(
~
∂
∂ log qb
)
+
∂F
∂ log qˆa
(
~
∂
∂t0
)
.
In this case, if we regard ~ ∂
∂t0
as the identity operator, we recover equation (6).
We see that any set of coordinates (qˆ1, . . . , qˆr) of B which comes from a set of general-
ized coordinates (qˆ1, . . . , qˆr, pˆ1, . . . , pˆr) of D has a special relation to the original coordinates
(q1, . . . , qr) i.e. the log-Jacobi matrix is non-degenerate and regular. We say that such coordi-
nates of B centered at 0 are admissible. From now on, we do not fix a generalized coordinate
of D, therefore (q1, . . . , qr,p1, . . . ,pr) denotes an arbitrary set of generalized coordinates of D
which does not necessarily coincide with the original one. We give a necessary and sufficient
condition that a matrix with entries in O becomes a log-Jacobi matrix of some coordinate
transformation.
Lemma 3.4. Let (Gab ) be an invertible r × r matrix with entries in O. (Gab ) is a log-Jacobi
matrix of some coordinate transformation i.e. Gab = ∂ log q
a/∂ log qˆb if and only if it satisfies
qˆc
∂
∂qˆc
Gab = qˆ
b ∂
∂qˆb
Gac , G
a
b (qˆ = 0) = δ
σ(a)
b (8)
for a permutation σ ∈ Sr. Given admissible coordinates (qˆ1, . . . , qˆr) and a log-Jacobi matrix
(Gab ), the new set of coordinates (q
1, . . . , qr) is of the form
qa = qˆσ(a) exp(δa), δa ∈ O,
and is determined up to constants, qa 7→ caqa.
Proof. Set Cab = G
a
b (qˆ = 0). Assume that G
a
b satisfies the first equation of (8). Because
Gab −Cab ∈ m, Lemma 3.2 shows that there exist elements δa ∈ O satisfying qˆb ∂∂qˆb δa = Gab −Cab .
Thus, the solution for Gab = ∂ log q
a/∂ log qˆb is given by qa =
∏r
b=1(qˆ
b)C
a
b exp(δa). In order
for (q1, . . . , qr) to be a set of coordinates, (Cab ) must be an element of SL(r,Z) and C
a
b
>= 0,
C−1ab >= 0. Therefore, Cab must be a permutation matrix and the conclusion follows. 
Definition 3.5 (Abstract quantum D-module). 1. For a given D-module E, we set
V := E/
(
r∑
i=1
qiE + ~E
)
, E0 := E/
r∑
i=1
qiE.
Note that the D-submodule
∑r
i=1 q
iE does not depend on a choice of generalized coordinates of
D. We call E0 the zero fiber of E. V is a module over the commutative algebra C[p1, . . . , pr]
and E0 is a module over C[p1, . . . , pr, ~], where the pa’s are the commuting variables corre-
sponding to the pa’s.
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2. An abstract quantum D-module is a D-module E endowed with a base point e0 in V
satisfying the following axioms.
(1) V is a finite dimensional C-vector space.
(2) There exists a splitting Φ: V ⊗O~→ E such that Φ is an isomorphism of O~-modules.
We call Φ a frame of E.
(3) Passing to the quotient by the submodule generated by the action of qa’s, we have an
induced isomorphism Φ0 : V ⊗ C[~] → E0 from Φ. Then, Φ0 is an isomorphism of
C[p1, . . . , pr, ~]-modules. We call Φ0 a frame of E0.
(4) The subset {e0, p1e0, . . . , pre0} of V is linearly independent. (Note that this property is
independent of a choice of generalized coordinates of D.)
It is easy to see that the quantum D-module arising from quantum cohomology satisfies the
above axioms for e0 = 1 ∈ V = H∗(M,C) and Φ = id.
We postulate only the existence of the frame Φ, and do not fix a choice of it. When we have
two frames Φ and Φˆ, they are connected by a gauge transformation Q in AutO~(V ⊗ O~)
such that Φˆ = Φ ◦ Q. The frame of E0 is not fixed either. The two frames Φ0, Φˆ0 of E0
induced by Φ, Φˆ are connected also by the gauge transformation Q0 := Q|q=0. Q0 must be an
isomorphism of C[~, p1, . . . , pr]-modules. Moreover, Q0|~=0 must be the identity operator of V .
In this paper, we are interested in the case where V is generated by e0 as a C[p1, . . . , pr]-
module. In the case of the quantum cohomology of M , this condition means that H∗(M) is
generated by H2(M) as a ring. In this case, a gauge transformation Q0 of E0 is determined
by the value Q0(e0) = e0 + a1~ + a2~
2 + · · · (ai ∈ V ) which is a generator of V ⊗ C[~] as a
C[~, p1, . . . , pr]-module. Therefore, we have a one-to-one correspondence
a frame Φ0 of E0 ⇐⇒ a generator of E0 which projects to e0 ∈ V.
In the case of the original quantum D-modules, there is a natural grading on E0 such that
deg ~ = 2. Therefore, the lift of e0 to E0 can be canonically determined by the homogeneity
condition deg Φ0(e0) = 0.
Take a frame Φ and a set of generalized coordinates (q1, . . . , qr,p1, . . . ,pr) of D. We define
a flat connection ∇ on the sections of the trivial sheaf V ⊗O~ by
∇a := ∇qa ∂
∂qa
:=
1
~
the action of pa
through the identification Φ: V ⊗O~ ∼= E. This is considered to be a connection over the infini-
tesimal neighborhood of 0 in B. More specifically, define connection matrices Ωa in End(V )⊗O~
for a = 1, . . . , r by
pa · Φ(v) = Φ(Ωa(v)), v ∈ V.
The flat connection ∇ is defined by
∇ : V ⊗O~ −→ 1
~
V ⊗
r∑
a=1
O~dq
a
qa
, ∇ = d+ 1
~
r∑
a=1
Ωa
dqa
qa
.
In particular, ∇a(v) := 1~Ωa(v) for v ∈ V . The connection matrix Ωa(q = 0, ~) at the origin is
~-independent and is equal to the action of pa on V . This follows from the third axiom. By the
relation [pa,pb] = 0, the connection ∇ is flat. It corresponds to the dual Givental connection
∇~ divided by ~ in the original quantum D-module case. We describe the transformation law of
connection matrices. Let Φ and Φˆ = Φ ◦Q be frames. The corresponding connection matrices
Ωa and Ωˆa are related by
Ωˆa = Q
−1ΩaQ+Q−1~qa
∂
∂qa
Q. (9)
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The connection matrices are transformed also under the coordinate transformation (6) as fol-
lows:
Ωaˆ =
r∑
b=1
∂ log qb
∂ log qˆa
Ωb +
∂F
∂ log qˆa
. (10)
Note that connection matrices are transformed in two different ways.
3.2. Canonical Frame. A frame Φ of E is called canonical if its connection matrices Ωa are
~-independent i.e. Ωa ∈ End(V ) ⊗ O. The notion of canonical frame does not depend on a
choice of generalized coordinates of D. In this subsection, we show that given a frame Φ0 of
E0, there exists a unique canonical frame Φ which induces Φ0.
For the original quantum D-module, the canonical frame is already chosen by the canonical
isomorphism E ∼= H∗(M)⊗C[~][[q]]. Connection matrices are identified with quantum products
by two dimensional classes, therefore they do not depend on ~. The existence and uniqueness
of the canonical frame shows that the abstract D-module structure reconstructs the quantum
multiplication table. (In this case, the frame of E0 is determined by homogeneity.)
We introduce flat connections ∇0 and ∇1 on the endomorphism bundle End(V )⊗O~. Given
a frame of E and generalized coordinates of D, they are defined by
∇0aT := qa
∂
∂qa
T +
1
~
ΩaT, ∇1aT := qa
∂
∂qa
T +
1
~
(ΩaT − Tpa), (11)
for T ∈ End(V ) ⊗ O~, where pa is considered to be an element of End(V ). It is easy to
check that they are flat. The connection ∇0 defines a fundamental solution L for ∇ which
is an analogue of the L in (3). A parallel section S for the connection ∇1 is an analogue of
the S in (4). In fact, the differential equation in Lemma 2.1 is identical with that for ∇1.
First we construct a solution S for ∇1, and next we define a fundamental solution for ∇ by
L := S ◦ e−p log q/~, where p log q = ∑ra=1 pa log qa. Note that any solution L˜ for ∇0 regular
at q = 0 satisfies paL˜(q = 0) = 0 and hence is not invertible. Therefore, an invertible matrix
solution L for ∇0 cannot be regular at q = 0.
Proposition 3.6. There exists a unique ∇1-flat section S(q, ~) in End(V )⊗C[~, ~−1]][[q1, . . . , qr]]
which satisfies the initial condition S(0, ~) = id. The solution S(q, ~) depends on a choice of a
frame of E and generalized coordinates of D.
Proof. We solve the second equation of (11) with the initial condition S(0, ~) = id. Suppose by
induction that we have a solution S(k) := S(q1, . . . , qk, 0, . . . , 0, ~) which satisfies the second
equation of (11) for a <= k. We assume that
Ωa(q
1, . . . , qk, 0, . . . , 0, ~)S(k) = S(k)pa, ∀a > k.
These assumptions are satisfied when k = 0. We expand S and Ωk+1 as follows.
S(k + 1) = S(k)
∞∑
n=0
Tn(q
1, . . . , qk, ~)(qk+1)n,
Ωk+1(q
1, . . . , qk+1, 0, . . . , 0, ~) =
∞∑
n=0
Ωk+1,n(q
1, . . . , qk, ~)(qk+1)n,
where T0 = id. We substitute S(k + 1) for the second equation of (11) in the case a = k + 1
and expand in qk+1. Extracting the coefficient of (qk+1)n, we obtain for n >= 1,
nS(k)Tn +
1
~
{
n−1∑
i=0
Ωk+1,n−iS(k)Ti +Ωk+1,0S(k)Tn − S(k)Tnpk+1
}
= 0.
12 HIROSHI IRITANI
By the assumption Ωk+1,0S(k) = S(k)pk+1, we have for n >= 1,(
n+
1
~
ad(pk+1)
)
Tn = −1
~
n−1∑
i=0
S(k)−1Ωk+1,n−iS(k)Ti.
If T1, . . . , Tn−1 are given, we can solve for Tn in the above equation. Note that Tn is contained
in the ring End(V )⊗ C[~, ~−1]][[q1, . . . , qk]]. Thus we obtain S(k + 1).
Next, we verify that the second equation of (11) holds for S = S(k + 1) and a = 1, . . . , k.
For 1 <= a <= k, we have
∇1k+1∇1aS(k + 1) = ∇1a∇1k+1S(k + 1) = 0, ∇1aS(k + 1)|qk+1=0 = 0.
Hence T (q1, . . . , qk+1, ~) := ∇1aS(k + 1) satisfies the differential equation ∇1k+1T = 0 and the
initial condition T |qk+1=0 = 0. This equation turns out to have a unique solution and we have
∇1aS(k + 1) = T ≡ 0.
Finally we check that for a > k + 1, the relation
Ωa(q
1, . . . , qk+1, 0, . . . , 0, ~)S(k + 1)− S(k + 1)pa = 0
holds. Because the left hand side is equal to ∇1aS(k + 1)|qk+2=···=qr=0, it turns out to be zero
by the same argument. This completes the induction step, and we obtain S(q, ~). 
Remark 3.7. In the case where all Ωa are ~-independent, the section S(q, ~) obtained in the
previous proposition is regular at ~ =∞. In other words, S(q, ~) ∈ C[[h−1]][[q1, . . . , qr]].
We describe the dependency of the solution S(q, ~) in Proposition 3.6 on a frame and gen-
eralized coordinates. Denote by SΦ,(q,p) the solution corresponding to a frame Φ of E and
generalized coordinates (q,p) of D.
Lemma 3.8. Let Φ and Φˆ be frames of E and Q(q, ~) be the gauge transformation such that
Φˆ = Φ ◦Q. Define Q0 := Q(0, ~). Let (q,p) and (qˆ, pˆ) be two sets of generalized coordinates of
D. The two solutions SΦ,(q,p) and SΦˆ,(qˆ,pˆ) are related by
SΦˆ,(qˆ,pˆ) = Q
−1SΦ,(q,p)Q0e
∑r
a=1 pa(log qˆ
a−log qa−ca)/~−F/~,
where F is an element of m associated with the coordinate transformation which appeared in
the equation (6) and ca ∈ C is chosen so that log qˆa − log qa − ca is in m. (Note that qˆa is of
the form qˆa = qa exp(δa), δa ∈ O after renumbering the indices. See Lemma 3.4. )
Proof. The initial condition SΦˆ,(qˆ,pˆ)(qˆ = 0, ~) = id is easy to check. Using the fact that Q0
commutes with pa and the equations (9), (10), we can check that the left hand side satisfies
the differential equation. 
We prove the main theorem of this section, the existence and uniqueness of the canonical
frame. The theorem is stated as follows.
Theorem 3.9. For a given frame Φ0 of E0, there exists a unique canonical frame Φˆ of E which
induces Φ0. In other words, for any frame Φ which induces Φ0, there exists a unique gauge
transformation Q(q, ~) such that Q(0, ~) = id and Φˆ := Φ ◦Q(q, ~) is canonical.
Proof. Fix a set of generalized coordinates (q,p) of D and choose a frame Φ of E. We use the
flat section S(q, ~) of∇1 obtained in Proposition 3.6. First we perform Birkhoff factorization for
S(q, ~). We prove that S can be uniquely factorized as S = S+S−, where S+ ∈ End(V )⊗C[~][[q]]
QUANTUM D-MODULES AND EQUIVARIANT FLOER THEORY FOR FREE LOOP SPACES 13
and S− ∈ End(V )⊗C[[~−1]][[q]] and S−(~ =∞) = id. We expand S, S+ and S− in formal power
series of qa as follows.
S = id+
∑
d6=0
Sd(~, ~
−1)qd, S+ = A0(~) +
∑
d6=0
Ad(~)q
d, S− = id+
∑
d6=0
Bd(~
−1)
1
~
qd,
where d ∈ (Z>=0)r, Ad ∈ C[~] and Bd ∈ C[[~−1]]. We determine Ad, Bd inductively. It is easy to
see that A0 = id. We define d1 <= d2 for di = (di,1, . . . , di,r) ∈ (Z>=0)r if d1,j <= d2,j holds for all
j. Assume that we obtain Ad and Bd for all d < d0. Then we have
Sd0(~, ~
−1) = Bd0(~
−1)
1
~
+Ad0(~) +
∑
d1+d2=d0
d1 6=0,d2 6=0
Ad1(~)Bd2(~
−1)
1
~
.
This determines Ad0 and Bd0 uniquely. Note that S+(0, ~) = S−(0, ~) = id. By the differential
equation ∇1S(q, ~) = 0, we have
S−1qa
∂
∂qa
S + S−1
Ωa
~
S =
pa
~
.
Substituting S+S− for S, we obtain
S−1+ q
a ∂
∂qa
S+ + S
−1
+
Ωa
~
S+ = S−
pa
~
S− − (qa ∂
∂qa
S−)S−1− .
The ~-expansion of the left hand side is A−1Ω|~=0A/~+O(1) for A = S+(~ = 0) and the right
hand side is of order O(1/~). Therefore, we obtain
S−1+ q
a ∂
∂qa
S+ + S
−1
+
Ωa
~
S+ =
Ωˆa
~
, for some ~-independent matrix Ωˆa.
The above equation shows that S+ gives the desired gauge transformation Q.
Next, we show that the gauge transformation Q is unique. Assume that for another gauge
transformation Q′ satisfying Q′(q = 0) = id, we have a new frame Φ′ = Φ ◦ Q′ such that its
connection matrices Ω′a are ~-independent. For the frame Φ′, take the unique solution S′(q, ~)
for the following system of differential equations.
∇1a′S′(q, ~) = qa
∂
∂qa
S′(q, ~) +
1
~
(Ω′aS
′ − S′pa) = 0, S′(0, ~) = id
By Remark 3.7, S′ is regular at ~ =∞. Set S˜(q, ~) = Q′(q, ~)S′(q, ~). Then, it is easy to show
that ∇1S˜ = 0 and S˜(0, ~) = id. By the uniqueness of the solution S, we have S = S˜. Also by
the uniqueness of Birkhoff factorization, we have Q = S+ = Q
′. 
Remark 3.10. We owe the idea of using the Birkhoff factorization to Martin Guest [Gue3] in
this D-module context. He used this factorization not for S, but for any fundamental solution
matrix for ∇. The Birkhoff factorization also appears in the works of Barannikov [Bar] and
Coates and Givental [CG].
Remark 3.11. The computation of the canonical frame and its connection can be carried out
in an algorithmic way. We can compute the coefficient of each qd step by step, but we cannot
obtain a closed formula by this method.
As an application of Theorem 3.9, we show that the J-function in Proposition 2.3 determines
all genus zero Gromov-Witten invariants of M if H∗(M) is generated by H2(M). By Theorem
2.4, we can reconstruct the quantum D-module from the J-function. In this case, the image
of 1 ∈ D in D/I gives the base point Φ(e0) of the quantum D-module, therefore, the frame
of the zero fiber E0 is already given. We remarked that the quantum D-module arising from
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the quantum cohomology has connection matrices independent of ~. Therefore, taking the
canonical frame, we have a table of quantum multiplication by two dimensional classes. By the
reconstruction theorem of Kontsevich and Manin, we can determine all genus zero Gromov-
Witten invariants [KM].
Corollary 3.12. Let (M,V) be a supermanifold which satisfies the assumptions in Theorem
2.4. The J-function defined by the small quantum cohomology of (M,V) reconstructs not only
the isomorphism type of the quantum cohomology ring but also the quantum multiplication table.
Moreover, when V = 0, it determines all genus zero Gromov-Witten invariants of M .
3.3. The Graded Case. The original quantum D-module has a natural grading. We intro-
duce the notion of grading for abstract quantumD-modules. In the graded case, the connections
∇0, ∇1 can be extended over B×C, where the coordinate of C is ~. Further, we can take coor-
dinates compatible with canonical frame if the grading satisfies the nef condition (Assumption
3.15).
In the graded case, we assume that the variables have the following degrees.
deg pa = deg pa = deg ~ = 2, deg q
a = deg qa = even integer.
We only consider coordinate transformations which preserve the homogeneity of the degree.
We define the Euler vector field over B × C to be
E = 2~ ∂
∂~
+
r∑
a=1
(deg qa)qa
∂
∂qa
.
We define an operator ad(E) : D → D satisfying the Leibniz rule as follows:
ad(E)(pa) = 2pa, ad(E)(~) = [E , ~] = 2~, ad(E)(qa) = [E , qa] = (deg qa)qa,
ad(E)(x · y) = ad(E)(x) · y + x · ad(E)(y) for x, y ∈ D.
The operator ad(E) acts on the abstract quantum D-module E and also satisfies the Leibniz
rule:
ad(E)(x · e) = ad(E)(x) · e+ x · ad(E)(e), (12)
for x ∈ D and e ∈ E. The action of ad(E) on E induces an action on V . If ad(E) is semisimple
on V , its eigenvalues are the degrees of the eigenvectors.
We assume in the graded case that there exists a frame Φ of E which commutes with
the action of ad(E), i.e. Φ ◦ ad(E) = ad(E) ◦ Φ, where the action of ad(E) is extended on
V ⊗O~ in such a way that it satisfies equation (12) for x ∈ O~ and e ∈ V . We only consider
frames commuting with ad(E). Therefore, the gauge transformation Q(q, ~) and the frame
Φ0 of E0 also commute with ad(E). Let µ ∈ End(V ) be the action of ad(E) on V and put
ρ :=
∑r
a=1(deg q
a)pa ∈ End(V ). For a given frame Φ and generalized coordinates (q,p), we
extend the connections ∇0, ∇1 over B × C by the following formula.
∇0ET := [ad(E), T ] + T
ρ
~
= ET + [µ, T ] + T ρ
~
,
∇1ET := [ad(E), T ] = ET + [µ, T ],
for T ∈ End(V )⊗O~. The extended connections ∇0, ∇1 (which we denote by the same symbols)
are also flat. In the case of quantum cohomology, Lemma 2.1 shows that S in equation (4)
satisfies ∇1ES = 0. If S satisfies ∇1ES = 0, L = S ◦ e−p log q/~ satisfies ∇0EL = 0. We show
that there exists a unique solution S for the extended connection ∇1 with the initial condition
S(q = 0, ~) = id. In other words,
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Proposition 3.13. The solution S constructed in Proposition 3.6 also satisfies ∇1ES = 0 in
the graded case. Therefore, S automatically preserves the degree. Moreover, S is an element
of End(V )⊗ C[~, ~−1][[q1, . . . , qr]].
Proof. Let S(q, ~) be the solution in Proposition 3.6. By the flatness of ∇1, we have
∇1a∇1ES = ∇1E∇1aS = 0.
Moreover, ∇1ES satisfies the initial condition (∇1ES)(q = 0, ~) = 0. From this it follows that
∇1ES = 0. The last statement follows from [ad(E), S] = 0, deg ~ = 2 and dimC V <∞. 
By this proposition, Theorem 3.9 also holds in the graded case.
Theorem 3.14. For a given frame Φ0 of E0 commuting with ad(E), there exists a unique
canonical frame Φˆ which induces Φ0 and commutes with ad(E). In other words, for any frame
Φ which induces Φ0 and commutes with ad(E), there exists a unique degree-preserving gauge
transformation Q(q, ~) such that Q(0, ~) = id and Φˆ := Φ ◦Q(q, ~) is canonical.
Proof. Let S be the solution for ∇1 obtained in the previous proposition. It suffices to check
that the positive part S+ of the Birkhoff factorization S = S+S− preserves the degree. Because
∇1ES = [ad(E), S] = 0, we have
[ad(E), S−]S−1− = −S−1+ [ad(E), S+].
Because the left hand side is of order O(1/~), both sides are zero. 
In the case of original quantum D-modules, we have the relation pa · Φ(e0) = Φ(pae0) for
e0 = 1 ∈ V = H∗(M,C). In the case of an abstract quantum D-module, we call generalized co-
ordinates (q1, . . . , qr,p1, . . . ,pr) compatible with a frame Φ if they satisfy the same relation
pa · Φ(e0) = Φ(pae0). In general, we can not expect that compatible generalized coordinates
of D exist. However, if they exist, they are uniquely determined up to the ordering and mul-
tiplication by constants qa 7→ caqa. This follows from the coordinate transformation (6), the
fact that {e0, p1e0, . . . , pre0} is linearly independent, and Lemma 3.4. Next, we give a sufficient
condition for the existence of generalized coordinates compatible with a canonical frame. For
that, we assume
Assumption 3.15. 1. µ ∈ End(V ) is semisimple and V decomposes into the direct sum
V = V0 ⊕ V2 ⊕ V4 ⊕ · · · ⊕ V2n,
where V2k is the eigenspace of µ with eigenvalue 2k.
2. V0 = Ce0 and V2 =
⊕r
a=1 C(pae0).
3. The grading satisfies the nef condition: deg qa >= 0 for a = 1, . . . , r.
The quantum D-module arising from the quantum cohomology of the superspace (M,V)
satisfies this assumption if its first Chern class c1(M/V) is nef.
Theorem 3.16. Under Assumption 3.15, there exist generalized coordinates (q,p) compatible
with a canonical frame Φ of E. The set of compatible generalized coordinates (q,p) is unique
up to the ordering and multiplication by constants qa 7→ caqa.
Proof. Let Ωa be a connection matrix associated with a canonical frame Φ. By Assumption
3.15 and degΩa = 2 (i.e. [ad(E),Ωa] = 2Ωa), one can write
Ωa(e0) = −Fa(q)e0 +
r∑
b=1
Gba(q)(pbe0), Fa, G
b
a ∈ O, (13)
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where Fa(q = 0) = 0 and G
b
a(q = 0) = δ
b
a. By the flatness of ∇ = d+(1/~)
∑r
a=1 Ωadq
a/qa, we
have
qa
∂
∂qa
Ωb − qb ∂
∂qb
Ωa +
1
~
[Ωa,Ωb] = 0.
Because Ωa is ~-independent, we have
qa
∂
∂qa
Ωb − qb ∂
∂qb
Ωa = 0, [Ωa,Ωb] = 0.
Therefore, by Lemma 3.2 and Lemma 3.4, there exists a function F ∈ m and a new set of
coordinates {qˆ1, . . . , qˆr} such that
Fa(q) = q
a ∂
∂qa
F (q), Gba(q) =
∂ log qˆb
∂ log qa
. (14)
Define new generalized coordinates pˆa by
pˆa =
r∑
b=1
∂ log qb
∂ log qˆa
pb + q
a ∂
∂qa
F (q).
Then equation (10) shows that Ωaˆ(e0) = pae0, therefore (qˆ, pˆ) are compatible generalized
coordinates. 
The coordinate transformation appearing in the above theorem is called a mirror trans-
formation. By choosing generalized coordinates compatible with a canonical frame, we can
canonically define an affine structure on the base B. (The coordinates log qa define a flat struc-
ture.) The equivariant Floer cohomology introduced later is not a priori given the ‘correct’
(affine) coordinates. We can find an affine structure by taking the generalized coordinates
compatible with the canonical frame.
The indeterminacy of the constant multiple qa 7→ caqa can be normalized by choosing an
element v0 of T0B
∗ := {∑ra=1 ca(∂/∂qa)0| ca 6= 0 (∀a)}. Then we normalize qa so that the
equality v0 = (∂/∂q
1)0 + · · · + (∂/∂qr)0 holds. We call v0 ∈ T0B∗ a normalization vector.
In this sense, the generalized coordinates in the equivariant Floer theory are a priori correctly
normalized even though they are not affine.
3.4. J-function and Pairing. In this subsection, we define the J-function and the pairing
of the abstract quantum D-module. In what follows, we fix a choice of a frame Φ0 of the zero
fiber E0 and a normalization vector v0 ∈ T0B∗. The J function depends on a choice of a frame,
but the pairing does not depend on it.
Let Φ be a frame of E and (q,p) be a set of generalized coordinates of D. The flat section
LΦ,(q,p) of ∇0 can be obtained from the solution SΦ,(q,p) in Proposition 3.6 by the formula
LΦ,(q,p) := SΦ,(q,p) ◦ e−p log q/~, p log q =
r∑
a=1
pa log q
a.
The function LΦ,(q,p) is a multi-valued matrix function on B. By Lemma 3.8, we have the
following transformation law:
LΦˆ,(qˆ,pˆ) = e
−F/~Q−1LΦ,(q,p).
Note that Q0 = id and log q
a− log qˆa ∈ m because we fixed a choice of a frame of the zero fiber
and a normalization vector.
Next, we define the J-function as follows.
JΦ,(q,p) := L
−1
Φ,(q,p)(e0) = e
p log q/~S−1Φ,(q,p)(e0).
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The following theorem is the analogue of Theorem 2.4.
Theorem 3.17. Assume that V is generated by e0 as a C[p1, . . . , pr]-module. Then E is gen-
erated by a single element Φ(e0) as a D-module. Moreover, we have a D-module isomorphism
D/I ∼= E which sends 1 to Φ(e0), where I is the left ideal consisting of elements f(q,p, ~) in
D satisfying
f(q, ~q
∂
∂q
, ~) · JΦ,(q,p) = 0.
The proof is similar to that of Theorem 2.4.
When we have a canonical frame and compatible generalized coordinates, we can describe
the asymptotic behavior of the J-function. By Remark 3.7, the solution Scan = SΦcan,(q,p) can
be expanded in ~−1 and one can write S−1can = S0+ ~−1S1+ ~−2S2+ · · · . From ∇1Scan = 0, we
have
qa
∂
∂qa
S0 = 0, q
a ∂
∂qa
S1 + paS0 − S0Ωcana = 0.
Together with the initial condition Scan|q=0 = id and the compatibility Ωcana (e0) = pae0, these
show that S0 = id and S1(e0) = 0. Thus we obtain the following.
Jcan = JΦcan = e
p log q/~(e0 + o(~
−1)). (15)
Under Assumption 3.15, a degree-preserving gauge transformation Q satisfies Q(e0) = f(q)e0
for some degree zero element f ∈ O. Therefore, the J-function is transformed as
JΦˆ,(qˆ,pˆ) = fe
F/~JΦ,(q,p), (16)
This transformation law seems more natural when we take the viewpoint of Remark 3.3 and
define J˜Φ,(q,p) = e
t0/~JΦ,(q,p). Then the term e
F/~ is absorbed into the transformation of t0
and J˜Φ,(q,p) is transformed as J˜Φˆ,(qˆ,pˆ) = f J˜Φ,(q,p). In this case, the asymptotic expansion (15)
characterizes the canonical J-function Jcan among all J-functions and we can calculate the
mirror transformation from any J-function.
Proposition 3.18. Let E be a graded abstract quantum D-module and JΦ,(q,p) be a J-function.
Under Assumption 3.15, we have a unique coordinate transformation of the form,
log qa = log qˆa + δa(qˆ), δa(qˆ) ∈ m,
and F, f ∈ O, degF = 2, deg f = 0, f(q = 0) = 1 satisfying
feF/~JΦ,(q,p) = e
∑r
a=1 pa log qˆ
a/~(e0 + o(~
−1)).
The left hand side gives the canonical J-function.
This proposition corresponds to Givental’s mirror theorem concerning the relation between
two cohomology-valued functions I and J . In our terminology, I is a J-function of a non-
canonical frame and J is that for the canonical frame. Givental showed that a coordinate change
of the I-function gives the J-function. This proposition is more general than the Givental’s
original situation because this is formulated in terms of abstract quantum D-modules. We omit
the proof because it is similar to the proof appearing in [CK, Giv3].
Next, we define a pairing for an abstract quantum D-module E. We assume that V has a
symmetric pairing 〈·, ·〉 : V × V → C satisfying the relation
〈v, paw〉 = 〈pav,w〉.
We would like to extend this pairing of V on E. First we define a D-module E. Let D be a
Heisenberg algebra whose commutation relations are opposite to D:
D = C[~][[q1, . . . , qr]][p1, . . . ,pr], [pa, q
b] = −~δbaqb, [pa,pb] = [qa, qb] = 0.
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E is aD module which has a bar isomorphism : E
∼=→ E such that ~·x = −~ · x, pa ·x = pa · x,
qa · x = qa · x. Briefly, E is E with ~ action of opposite sign. A frame Φ of E induces a frame
Φ of E: Φ = ◦ Φ ◦ : V ⊗ O[~] → E, where is defined on V ⊗ O[~] by ~ = −~, qa = qa,
v = v for v ∈ V . The connection ∇ associated with the frame Φ is given by
∇ = d− 1
~
r∑
a=1
Ωa
dqa
qa
, where Ωa is defined by pa · Φ(v) = Φ(Ωa(v)) for v ∈ V.
Then we have Ωa(q, ~) = Ωa(q,−~). Similarly, we can consider flat connections ∇0, ∇1 of the
endomorphism bundle which correspond to ∇0, ∇1. There exists a unique flat section S(q, ~)
of ∇1 defined in the neighborhood of q = 0 with the initial condition S(0, ~) = id. Then we
have S(q, ~) = S(q,−~). Put Ξ := S−1 ◦ Φ−1 and Ξ := S−1 ◦ Φ−1. We define a pairing (·, ·)
between E and E by
(·, ·) : E × E → C[~, ~−1]][[q1, . . . , qr]], (x, y) := 〈Ξ(x),Ξ(y)〉 , x ∈ E, y ∈ E.
It is easy to see that Ξ is transformed as Ξˆ = Ξ ◦ ep(log q−log qˆ)/~+F/~ by a change of frames
Φ 7→ Φˆ and generalized coordinates (q,p) 7→ (qˆ, pˆ). Therefore the pairing (·, ·) is independent
of a choice of a frame and generalized coordinates. Because ∇1S = 0, the map Ξ = S−1Φ−1
satisfies the following differential equation.
Lemma 3.19.
Ξ(pa · x) = (~qa
∂
∂qa
+ pa)Ξ(x),
From this we deduce the Frobenius property:
~qa
∂
∂qa
(x, y) = (−pa · x, y) + (x,pa · y).
Because the pairing 〈·, ·〉 is symmetric, we have
(x, y) = (y, x).
When the pairing 〈·, ·〉 is non-degenerate, we may define JΦ,(q,p) by the following relation.
〈v, JΦ,(q,p)〉 = (Φ(LΦ,(q,p)(v)),Φ(e0)), v ∈ V.
This corresponds to the definition of the J-function by Givental.
Further, suppose that E is a graded quantum D-module and that there exists a constant n
such that
〈µv,w〉 + 〈v, µw〉 = n〈v,w〉.
The original quantum D-module arising from the quantum cohomology ofM satisfies the above
equation for n = dimRM . In this case, the pairing (·, ·) satisfies
(E + n)(x, y) = (ad(E)(x), y) + (x, ad(E)(y)).
This follows from [ad(E),Ξ] = 0. (Here, ad(E) acts on E as ad(E)(x) = ad(E)(x). )
Finally, we discuss the polynomiality of the pairing in ~. In the case of original quantum D-
modules, we have a polynomial pairing with respect to ~. (In fact, it coincides with the Poincare´
pairing.) In general, however, the pairing (·, ·) does not necessarily take its values in C[~][[q]]
and may contain negative powers of ~. For a canonical frame Φcan, we have S
−1
can = id+O(~
−1),
which we showed before equation (15). Hence we have
(Φcan(v),Φcan(w)) = 〈v,w〉 +O(1/~), for v,w ∈ V. (17)
QUANTUM D-MODULES AND EQUIVARIANT FLOER THEORY FOR FREE LOOP SPACES 19
Proposition 3.20 (polynomiality). The following statements are equivalent.
(1) 〈v,Ωcana (w)〉 = 〈Ωcana (v), w〉 for a = 1, . . . , r, v,w ∈ V .
(2) (Φcan(v),Φcan(w)) = 〈v,w〉 for v,w ∈ V .
(3) 〈S(v), S(w)〉 = 〈v,w〉 for v,w ∈ V , where S = SΦcan,(q,p).
(4) The pairing (·, ·) takes values in C[~][[q]].
(5) The function G(q, ~, z) := 〈JΦ,(q,p)(q,−~), JΦ,(q,p)(qe~z , ~)〉 is polynomial in ~, where
pz :=
∑r
a=1 paz
a and qe~z = {qae~za}ra=1.
Proof. (2)⇔ (3): This follows from the definition.
(1)⇔ (3): Suppose (1) holds. Then we have
~qa
∂
∂qa
〈S(v), S(w)〉 = 〈Ωcana S(v)− S(pav), S(w)〉
+〈S(v),−Ωcana S(w) + S(paw)〉
= 〈−S(pav), S(w)〉 + 〈S(v), S(paw)〉
by the assumption. Set F (v,w) :=
∑
d>=0
Fd(v,w)q
d := 〈S(v), S(w)〉. Denote by ad(pa) the
operator acting on bilinear forms defined by
ad(pa) : B(v,w) 7−→ −B(pav,w) +B(v, paw),
where B(·, ·) is a bilinear form with values in C[~, ~−1]]. Then, by the above calculation,
(~da−ad(pa))Fd = 0 holds. Because the operator ~da−ad(pa) is invertible for da 6= 0, we have
F (v,w) = F0(v,w) = 〈v,w〉. Conversely, suppose 〈S(v), S(w)〉 = 〈v,w〉 holds for all v,w ∈ V .
Then,
0 = ~qa
∂
∂qa
〈v,w〉 = ~qa ∂
∂qa
〈S(v), S(w)〉
= 〈Ωcana S(v), S(w)〉 − 〈S(v),Ωcana S(w)〉 − 〈pav,w〉 + 〈v, paw〉
= 〈Ωcana S(v), S(w)〉 − 〈S(v),Ωcana S(w)〉.
(2)⇔ (4): This follows from the equation (17).
(4) ⇔ (5): Note that (3) is equivalent to the fact that (Φ(e0), epzΦ(e0)) is polynomial in ~.
By Lemma 3.19 and JΦ,(q,p)(q, ~) = e
p log q/~Ξ(Φ(e0)), we have
Ξ(epzΦ(e0)) = e
∑r
a=1 z
a
(
~
∂
∂ log qa
+pa
)
Ξ(Φ(e0)) = e
−p log q/~JΦ,(q,p)(qe~z , ~).
Therefore we have G(q, ~, z) = 〈Ξ(Φ(e0)),Ξ(epzΦ(e0))〉 = (Φ(e0), epzΦ(e0)). 
Remark 3.21. When an abstract quantum D-module E arises from quantum cohomology, we
take 〈·, ·〉 to be the Poincare´ pairing on H∗(M,C). Then by equation (2) in Section 2, the
pairing (·, ·) satisfies the polynomiality and we have (x, y) = 〈x, y〉 (Φ = id in this case). (5)
is the famous polynomiality property of the J-function. It imposes a strong constraint on the
J-function and Givental used it to calculate the J-function [Giv2, Giv3].
4. Equivariant Floer Theory
In this section, we explicitly construct equivariant Floer cohomology as an abstract quan-
tum D-module for toric complete intersections. More precisely, we construct it for a superspace
(XΣ,V) where XΣ is a toric manifold and V is a sum of nef line bundles. In the case where
c1(XΣ/V) := c1(TXΣ) − c1(V) is nef, we prove that the equivariant Floer cohomology is iso-
morphic to the quantum D-module as an abstract quantum D-module.
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4.1. Toric Manifolds. To fix the notation, we briefly recall the definition of toric manifolds
following Audin’s book [Aud]. Let Σ be a fan in Rn. Let Σ(1) = {x1, . . . , xN} be its 1-skeleton,
where the xi’s are primitive vectors in Z
n which denote generators of one dimensional cones.
We set r := N − n. For a subset I of {1, 2, . . . , N}, we define σI to be the cone generated by
{xi}i∈I . We assume that Σ is smooth and complete in the sense that
Σ is smooth ⇐⇒ each cone σ ∈ Σ is generated by part of a Z basis
Σ is complete ⇐⇒ its support |Σ| = ∪σ∈Σσ is equal to Rn.
Let π be the following homomorphism.
π : ZN → Zn, ei 7→ xi,
where {ei}Ni=1 is a canonical basis of ZN . We extend the homomorphism π to πC = π ⊗
idC : C
N → Cn. It satisfies πC(ZN ) ⊂ Zn, therefore it induces a homomorphism π¯C of tori
π¯C : C
N/ZN → Cn/Zn. We define
KC := ker(π¯C : T
N
C → T nC ).
In the same way, we define πR : R
N → Rn and KR := ker(π¯R : RN/ZN → Rn/Zn). Because Σ is
complete and smooth, KC turns out to be connected and isomorphic to T
r
C
. KC is a subgroup
of CN/ZN ∼= TNC . Let (t1, . . . , tN ) be the coordinates of TNC . We have an exact sequence.
0 −−−−→ Lie(KC) i−−−−→ CN piC−−−−→ Cn −−−−→ 0. (18)
For a subset I of {1, 2, . . . , N}, let I denote the complement of I and CI denote the vector
space
C
I = {(z1, . . . , zN ) ∈ CN | i /∈ I =⇒ zi = 0}.
Similarly, for any set Y , we define Y I as a subset of Y N . Define an open set UΣ in C
N as
UΣ := C
N −
⋃
σI /∈Σ
C
I .
The torus KC acts on UΣ freely as a subgroup of T
N
C
.
UΣ ∋ (z1, . . . , zN ) 7→ (t1z1, . . . , tNzN ) for (t1, . . . , tN ) ∈ KC.
We define the toric manifold XΣ as the quotient
XΣ := UΣ/KC.
It turns out that XΣ is smooth and compact, and that UΣ is a principal KC bundle over XΣ.
The Picard group Pic(XΣ) is identified with Hom(KC, TC) and also with H
2(XΣ,Z) as
follows:
Z
r ∼= Hom(KC, TC) ∋ ρ 7→ Lρ := C× UΣ/(ρ(t)−1v, z) ∼ (v, tz), t ∈ KC ∈ Pic(XΣ)
7→ c1(Lρ) ∈ H2(XΣ,Z).
Let e∗i be the character of T
N
C
defined by e∗i (t1, . . . , tN ) := ti. Composing it with the inclusion
KC →֒ TNC , we have a character of KC and the corresponding Chern class ui in H2(XΣ,Z).
The anti-canonical class can be written as c1(TXΣ) = u1 + u2 + · · · + uN . The abelian group
Hom(KC, TC) is an integral lattice of Lie(KC)
∨ and we have the following identifications.
H2(XΣ,R) ∼= Lie(KR)∨, H2(XΣ,C) ∼= Lie(KC)∨, H2(XΣ,Z) ∼= Hom(KC, TC),
H2(XΣ,R) ∼= Lie(KR), H2(XΣ,C) ∼= Lie(KC), H2(XΣ,Z) ∼= Hom(TC,KC).
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We can describe the Ka¨hler cone of H2(XΣ,R) = H
1,1(XΣ,R). Let M : (R
N )∨ → Lie(KR)∨
denote the dual of the inclusion i : Lie(KR) →֒ RN . Then we have
Ka¨hler cone := {nef classes in H2(XΣ,R)} =
⋂
σI∈Σ
M(RI+), (19)
where R+ denotes the set of non-negative real numbers. We assume that the interior of⋂
σI∈ΣM(R
I
+) is non-empty so that XΣ becomes a Ka¨hler manifold. We can describe XΣ
as a symplectic reduction of UΣ. Let µ : UΣ → Lie(KR)∨ be a moment map of the T rR action.
µ(z1, . . . , zN ) =M(
1
2
|z1|2, . . . , 1
2
|zN |2).
We choose an element η in the interior of the Ka¨hler cone. Then we have an isomorphism
XΣ ∼= µ−1(η)/T rR.
The reduced symplectic form gives a Ka¨hler form of XΣ and represents the cohomology class
η.
Let V = V1 ⊕ · · · ⊕ Vl be a sum of line bundles over XΣ such that each vi := c1(Vi) is nef.
Then we have a convex superspace (XΣ,V). As in Section 2, we take nef classes p1, . . . , pr
such that they form a basis of H2(XΣ,Z). Moreover, when c1(XΣ/V) is nef, we choose the pi’s
so that c1(XΣ/V) is contained in the cone generated by p1, . . . , pr. We put ui =
∑r
a=1m
a
i pa
and vj =
∑r
a=1 l
a
j pa. The matrix (m
a
i ) represents M with respect to the basis {e∗1, . . . , e∗N} of
(CN )∨ and the basis {p1, . . . , pr} of Lie(KC)∨ because ui =M(e∗i ). We establish the following
lemma for later use.
Lemma 4.1. Let Λ be the semigroup in H2(XΣ,Z) generated by effective curves in XΣ. If
d /∈ Λ, we have σI0 /∈ Σ for I0 := {i ∈ {1, . . . , N}| 〈ui, d〉 < 0}.
Proof. If σI0 ∈ Σ, we have 〈x, d〉 >= 0 for any x ∈ M(RI0+ ) = {
∑
i/∈I0 ciui| ci >= 0}. By equation
(19), we conclude that x is in the dual cone of the Ka¨hler cone which is equal to Λ. 
The cohomology ring of the toric manifold XΣ is generated by p1, . . . , pr and subject to the
following relations, see e.g. [Bri]:
ui1ui2 . . . uil = 0, if σ{i1,...,il} /∈ Σ. (20)
4.2. Givental’s Model for Free Loop Spaces. We describe Givental’s model for the uni-
versal covering of the free loop space of XΣ. Originally, Givental considered this model for P
n
in [Giv1]. The model for toric manifolds was given by Vlassopoulos [Vla].
In order to understand the model, we consider a more general situation. Let X be a simply-
connected manifold and {p1, . . . , pr} be a basis of H2(X,Z). Let L(pi) be a line bundle whose
first Chern class is pi. We set U =
∏r
i=1(L(pi) \ {zero section}) which is a principal T rC bundle
over X. It is easy to see that U is 2-connected. In the case of toric manifolds, X corresponds
to XΣ and U corresponds to UΣ. There exists a homeomorphism
LU/L0T
r
C
∼= L˜X, (21)
where LU denotes the free loop space of U , L0T
r
C
denotes the set of all contractible loops in
T r
C
and L0T
r
C
acts on LU by pointwise multiplication. Given a loop γ˜ : S1 → U , we have a disk
g˜ : D2 → U which contracts the loop γ˜ i.e. g˜|∂D2 = γ˜. This disk g˜ is uniquely determined up
to homotopy because U is 2-connected. Then, by composing with the projection U → X, we
obtain a pair (γ, [g]) consisting of a loop γ in X and a homotopy class of the contracting disk
g in X which represents an element of L˜X. Conversely, if we have an element (γ, [g]) of L˜X,
we can lift g to the map g˜ : D2 → U and then have a loop γ˜ = g˜|S1 in U .
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Givental’s model corresponds to the left hand side of the homeomorphism (21), but contains
only polynomial loops. Let C[ζ, ζ−1] be a Laurent polynomial ring. We define Givental’s model
L as
LUΣ := C[ζ, ζ
−1]N −
⋃
σI /∈Σ
C[ζ, ζ−1]I , L := LUΣ/T rC.
Givental’s model L is an infinite dimensional toric variety which may be defined by an infinite
dimensional fan. The model L can also be written as a symplectic reduction of LUΣ.
Any element of L can be represented by anN−tuple of Laurent polynomials (γ1(ζ), . . . , γN (ζ)),
where γi ∈ C[ζ, ζ−1]. For a generic value of ζ ∈ C, (γ1(ζ), . . . , γN (ζ)) is contained in UΣ, but
there may be finitely many values ζ such that (γ1(ζ), . . . , γN (ζ)) is not contained in UΣ. There-
fore, we can regard [γ1, . . . , γN ] as a holomorphic map
[γ1, . . . , γN ] : P
1 \ {finite points} → XΣ,
where P1 = C ∪ {∞}. Because XΣ is a complete variety, we can extend this map on the whole
P
1. Consequently we have a (not continuous) map
L→ Hol(P1,XΣ),
where Hol(P1,XΣ) denotes the set of holomorphic maps from P
1 to XΣ. However, some infor-
mation is lost when we pass from L to Hol(P1,XΣ). For example, take a tuple (t1(ζ), . . . , tN (ζ))
in C[ζ, ζ−1]N such that ti(ζ) 6= 0 and for a generic value ζ ∈ C, (t1(ζ), . . . , tN (ζ)) is contained in
KC. Then two elements [γ1, . . . , γN ] and [t1γ1, . . . , tNγN ] give the same element in Hol(P
1,XΣ).
We define an S1 action on the model L by
(γ1(ζ), . . . , γN (ζ)) 7→ (γ1(e
√−1θζ), . . . , γN (e
√−1θζ)), e
√−1θ ∈ S1.
This action is Hamiltonian with respect to the Ka¨hler forms obtained by symplectic reduction.
The Hamiltonian H can be written as
H([γ1, . . . , γN ]) =
N∑
i=1
∞∑
ν=−∞
1
2
ν|ai,ν |2, γi(ζ) =
∑
ν
ai,νζ
ν
on the level set of the symplectic reduction. The S1-fixed components are all isomorphic to XΣ
and each of them is parameterized by H2(XΣ,Z). For d ∈ H2(XΣ,Z), we define
(XΣ)d :=
{
(z1ζ
〈u1,d〉, . . . , zN ζ〈uN ,d〉) ∈ L
}
.
This is fixed by S1 because {(e
√−1〈u1,d〉θ, . . . , e
√−1〈uN ,d〉θ)} forms a one-parameter subgroup of
KC. In this paper, Floer theory means Bott-Morse theory on the infinite dimensional variety
L. We take the Hamiltonian H as the Bott-Morse function. The gradient flow of H can be
written as
φt([γ1(ζ), . . . , γN (ζ)]) = [γ1(ζe
−t), . . . , γN (ζe−t)], t ∈ R.
The critical set of the Morse function H is identical with the S1 fixed point set
∐
d(XΣ)d.
Givental’s model has a stratification by finite dimensional toric manifolds. Take d1, d2 in
H2(XΣ,Z) and define
Ld2d1 :=
{
(γ1(ζ), . . . , γN (ζ)) ∈ L
∣∣∣∣∣γi(ζ) =
{∑〈ui,d2〉
ν=〈ui,d1〉 aiνζ
ν if 〈ui, d2 − d1〉 >= 0,
0 otherwise
}
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Note that Ld2d1 is empty if σI0 /∈ Σ for the subset I0 := {i | 〈ui, d2 − d1〉 < 0}, and L
d2
d1
is the
closure of the union of all gradient trajectories which connect two critical submanifolds (XΣ)d1
and (XΣ)d2 :
Ld2d1 = {γ ∈ L| limt→∞φt(γ) ∈ (XΣ)d1 , limt→−∞φt(γ) ∈ (XΣ)d2}.
We first claim that the union of all these spaces is equal to L.⋃
d1,d2
Ld2d1 = L.
To see this, it suffices to show that there exists d ∈ H2(XΣ,Z) such that 〈ui, d〉 > 0 for
all i. Because Σ is complete, we have positive integers r1, . . . , rN such that π(
∑N
i=1 riei) =∑N
i=1 rixi = 0. By the exact sequence (18), there exists a d ∈ H2(XΣ,Z) such that i(d) =∑N
i=1 riei. Then we have 〈ui, d〉 = 〈e∗i ,
∑N
i=1 riei〉 = ri > 0.
These finite dimensional spaces were introduced by Givental [Giv3] under the name “toric
map space”. They are also toric manifolds which are smooth and compact. Ld2d1 can be consid-
ered as a compactification of the space of degree d2 − d1 maps from P1 to XΣ. In fact, when
I0 = ∅, generic elements of it represent degree d2−d1 maps from P1 toXΣ. The complex dimen-
sion of Ld2d1 is equal to
∑
i/∈I0〈ui, d2−d1〉+n−|I0|. On the other hand, the virtual dimension of
the space of degree d2−d1 maps is equal to 〈c1(M), d2−d1〉+dimXΣ =
∑N
i=1〈ui, d2−d1〉+n.
Therefore, we have the inequality
dimLd2d1
>= virt.dimHold2−d1(P
1,XΣ).
In the case I0 = ∅, we have equality. The reason why the dimension is sometimes larger than the
virtual one is that the stable manifold L∞d1 and the unstable manifold L
d2−∞ do not necessarily
intersect transversely, where
L∞d1 :=
(γ1(ζ), . . . , γN (ζ)) ∈ L
∣∣∣∣∣γi(ζ) = ∑
ν>=〈ui,d1〉
aiνζ
ν
 ,
Ld2−∞ :=
(γ1(ζ), . . . , γN (ζ)) ∈ L
∣∣∣∣∣γi(ζ) = ∑
ν<=〈ui,d2〉
aiνζ
ν
 .
We need to deal with these intersections not geometrically but cohomologically so that we have
the ‘correct’ intersection theory. For this, we later define the Poincare´ duals of semi-infinite
dimensional spaces Ld2−∞ and L∞d1 .
Define S1 equivariant line bundles Li,ν and Vi,ν over L by
Li,ν :=C× LUΣ/(t−1i v, (ajµ)j,µ) ∼ (v, (tjajµ)j,µ), t ∈ KC,
[v, (ajµ)j,µ] 7→ [e
√−1νθv, (e
√−1µθajµ)j,µ], for e
√−1θ ∈ S1,
Vi,ν :=C× LUΣ/(vi(t)−1v, (ajµ)j,µ) ∼ (v, (tjaj,µ)j,µ), t ∈ KC,
[v, (ajµ)j,µ] 7→ [e
√−1νθv, (e
√−1µθajµ)j,µ], for e
√−1θ ∈ S1,
where vi(t) denotes the character corresponding to the class vi = c1(Vi). The line bundle Li,ν
has the following equivariant section si,ν.
si,ν : [(aj,µ)j,µ] 7→ [ai,ν , (aj,µ)j,µ].
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The stable manifold L∞d1 can be described in terms of the sections si,ν as
L∞d1 = zero-locus of the section
N∏
j=1
 ∏
µ<〈uj ,d1〉
sj,µ
 .
We also define S1 equivariant line bundle L(pa) over L by
L(pa) := C× LUΣ/(pa(t)−1v, (ajµ)j,µ) ∼ (v, (tjajµ)j,µ), t ∈ KC,
[v, (ajµ)j,µ] 7→ [v, (e
√−1µθajµ)j,µ], for e
√−1θ ∈ S1,
where pa(t) denotes the character corresponding to the class pa. Introduce another S
1 action
on Vi,ν as scalar multiplication on its fibers. This S1 acts on Li,ν and L(pa) trivially. Thus we
have T 2 equivariant line bundles Li,ν, Vi,ν and L(pa). Let Pa := cT 21 (L(pa)), Ui,ν := cT
2
1 (Li,ν)
and Vi,ν := c
T 2
1 (Vi,ν) denote the equivariant first Chern classes. Let ~, λ denote generators of
the T 2 equivariant cohomology of a point, where ~ is a generator of the S1-action rotating
loops and λ is that of the fiberwise S1-action. More precisely, let Cwnw′m denote a rank one
T 2 module on which T 2 acts as wnw′m 7→ e
√−1(nθ+mθ′)wnw′m, (e
√−1θ, e
√−1θ′) ∈ T 2. Then we
define ~ := cT
2
1 (Cw
−1 → pt) and λ := cT 21 (Cw′−1 → pt).
Lemma 4.2. The equivariant Chern classes Ui,ν, Vi,ν can be written as
Ui,ν =
r∑
a=1
maiPa − ν~, Vi,ν =
r∑
a=1
lai Pa − ν~− λ.
The restriction of Pa to the fixed component gives
Pa|(XΣ)d = pa + 〈pa, d〉~.
Proof. The proposition follows from the isomorphisms Li,ν ∼=
⊗r
a=1 L(pa)⊗m
a
i ⊗ Cwν , Vi,ν ∼=⊗r
a=1 L(pa)⊗l
a
i ⊗ Cwνw′−1 and L(pa)|(XΣ)d ∼= L(pa)|(XΣ)0 ⊗ Cw−〈pa,d〉 as T 2 equivariant line
bundles. 
Next we define covering transformations on L. As in Section 2, let {q1, . . . , qr} denote a
basis of H2(XΣ,Z) dual to {p1, . . . , pr}. Each qa defines the following covering transformation
Qa : L→ L.
Qa : (γ1(ζ), . . . , γN (ζ)) 7→ (ζ−ma1γ1(ζ), . . . , ζ−maNγN (ζ)).
Note that mai = 〈M(e∗i ), qa〉 = 〈e∗i , i(qa)〉 and (ζm
a
1 , . . . , ζm
a
N ) is a one-parameter subgroup of
KC corresponding to q
a. Note that Qa is an S1 equivariant map. Over the finite dimensional
strata, Qa defines a map Qa : Ld2d1 → L
d2−qa
d1−qa .
Proposition 4.3. The pull back of Pa by Q
b is
Qb
∗
(Pa) = Pa − ~δba
Therefore we have the commutation relation [Pa, (Q
b)∗] = δba(Qb)∗.
Proof. This follows from the isomorphism Qa∗(L(pb)) ∼= L(pb)⊗ Cwδab . 
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4.3. Equivariant Floer theory. As already remarked, equivariant Floer theory considered
in this paper is Bott-Morse theory on L which uses the Hamiltonian H as Bott-Morse function.
The gradient flows and critical submanifolds were explicitly described in the previous subsec-
tion. None of the moduli spaces Ld2d1 of gradient trajectories is real one-dimensional. Hence all
the differentials in the Morse-Witten-Floer complex are zero and we have an isomorphism of
modules:
FH∗(L;H) ∼= H∗(XΣ)⊗C[[H2(XΣ,Z)]].
We furthermore investigate a D-module structure on the Floer cohomology. For that, we realize
classes in Floer cohomology as classes of semi-infinite degree.
We formulate equivariant Floer theory in the category of superspaces. An object of the
category is a pair consisting of a topological space and a (possibly infinite dimensional) vector
bundle on it. A morphism between two objects (M,V) and (N,W) is a pair consisting of
a continuous map f : M → N and a bundle map φ : f∗(W) → V. The cohomology of the
superspace (M,V) is defined by
H∗(M/V) := H∗(M).
The functor H∗ is a contravariant functor from the category of superspaces to the category of
graded rings. For a morphism (f, φ) : (M,V)→ (N,W), we have a pull back
(f, φ)∗ : H∗(N/W)→ H∗(M/V)
which coincides with the ordinary pull back by f . When f is a proper map between manifolds
M and N , φ is injective and Coker(φ) is of finite rank, we can define a push-forward
(f, φ)∗ : H∗(M/V)→ H∗(N/W), α 7→ f∗(α ∪ Euler(Coker(φ))).
This raises the degree by (dimN−rankW)−(dimM−rankV). This definition of push-forward
comes from the following definition of the fundamental class of the superspaces: [M/V] :=
[M ] ∩Euler(V) when M is a compact manifold. A cohomology class of the superspace (M,V)
behaves like the class restricted to the zero locus of a transverse section of V.
In order to define Floer cohomology, we use the T 2-equivariant cohomology of superspaces.
We have T 2-equivariant infinite dimensional vector bundles Wd2d1 over L indexed by d1 and d2
in H2(XΣ,Z).
Wd2d1 :=
N⊕
i=1
〈ui,d1〉−1⊕
ν=−∞
Li,ν ⊕
l⊕
i=1
∞⊕
ν=〈vi,d2〉
Vi,ν .
Because the cohomology of Givental’s model L is the polynomial ring generated by Pa, ~ and
λ, we have 1
H∗T 2(L/Wd2d1 ) = C[P1, . . . , Pr, ~, λ].
When 〈ui, d′1〉 <= 〈ui, d1〉 and 〈vi, d2〉 <= 〈vi, d′2〉 hold for all i, we have a natural morphism
(id, ι) : (L,Wd2d1 )→ (L,W
d′2
d′1
) and a push-forward.
(id, ι)∗ : H∗T 2(L/Wd2d1 ) −→ H∗T 2(L/W
d′2
d′1
), α 7→ α ∪
N∏
i=1
〈ui,d1〉−1∏
ν=〈ui,d′1〉
Ui,ν ∪
l∏
i=1
〈vi,d′2〉∏
ν=〈vi,d2〉+1
Vi,ν .
1In general, the S1 equivariant cohomology of the universal cover L˜M of free loop space for simply-connected
manifold M contains a polynomial ring generated by two-dimensional classes of M . Furthermore, after the
localization, we have an isomorphism
H
∗
S1(L˜M,R)⊗R[~] R[~, ~
−1] ∼= R[p1, . . . , pr, ~,~
−1],
where {pa}
r
a=1 is a linear basis of H
2(M) [Iri1].
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This raises the degree by 2
∑N
i=1〈ui, d1−d′1〉+2
∑l
i=1〈vi, d′2−d2〉. Therefore {H∗T 2(L/Wd2d1 )}d1,d2
forms an inductive system and we take its limit.
A∗T 2 := lim−→
d1,d2
H∗T 2(L/Wd2d1 )
[
2
∑N
i=1〈ui, d1〉 − 2
∑l
i=1〈vi, d2〉
]
,
where the bracket [· · · ] means a shift of grading, e.g. M [i]n = M i+n for a graded module M .
Then A∗T 2 becomes a graded module because of the shift of grading. It contains H
∗
T 2(L/Wd2d1 ) as
a submodule. Each element in A∗T 2 has an infinite product expression which can be considered
to be a push-forward to H∗T 2(L) as follows:
α ∪
N∏
i=1
∏
ν<〈ui,d1〉
Ui,ν ∪
l∏
i=1
∏
ν>=〈vi,d2〉
Vi,ν for α ∈ H∗T 2(L/Wd2d1 ).
This expression is compatible with the inductive limit.
We explain a geometric meaning of elements in A∗T 2 . The class 1 in H
∗
T 2(L/Wd2d1 ) is, after
being pushed forward to L, considered to be the Poincare´ dual of a zero-locus of any transverse
section of Wd2d1 . Therefore it represents the fundamental class of the superspace
(L∞d1 ,
l⊕
i=1
∞⊕
ν=〈vi,d2〉
Vi,ν) (22)
over the stable manifold L∞d1 . We relate this superspace with (the model of) the loop space of
the complete intersection in XΣ when d1 = d2. When we have a transverse section s : XΣ → V
and its zero-locus Y := s−1(0), the model LY for the loop space of Y may be written as
LY := {[γ1, . . . , γN ] ∈ L| s(γ1(ζ), . . . , γN (ζ)) = 0} .
In general, it is the wrong space. In other words, its finite dimensional strata do not have
the expected dimensions. Instead we regard it as a superspace. The coefficient of ζν of
s(γ1(ζ), . . . , γN (ζ)) takes values in the bundle
⊕l
i=1 Vi,ν . Therefore, the superspace (22) can
be considered to approximate a stable manifold in L˜Y when d1 = d2.
The module A∗T 2 has a Dpoly-module structure, where Dpoly is the polynomial part of D, i.e.
Dpoly := C[q,p, ~]. The covering transformation Q
a induces maps Qa : (L,Wd2d1 )→ (L,W
d2−qb
d1−qb )
and Qa∗ : H∗T 2(L/Wd2−q
a
d1−qa )→ H∗T 2(L/W
d2
d1
) which is compatible with the inductive limit. Thus
we have a pull back Qa∗ : A∗T 2 → A∗T 2 which raises the degree by 2〈c1(XΣ/V), qa〉 = deg qa. By
Proposition 4.3, Dpoly acts on A
∗
T 2 by q
a 7→ Qa∗ and pa 7→ Pa∪. We define the T 2-equivariant
semi-infinite cohomology H
∞/2
T 2
as a submodule of A∗T 2 by
H
∞/2
T 2
:=
∑
d∈H2(XΣ,Z)
H∗T 2(L/Wdd ) ⊂ A∗T 2 .
It is a sub Dpoly-module of A
∗
T 2 . Define the Floer fundamental cycle ∆ as the image in H
∞/2
T 2
of the class 1 in H∗T 2(L/W00 ). This class ∆ is a fundamental class of the stable manifold
(L∞0 ,⊕li=1 ⊕ν>=0 Vi,ν).
Semi-infinite homology can be defined by replacing ~ with −~. Define
Wd2d1 :=
l⊕
i=1
〈vi,d1〉⊕
ν=−∞
Vi,ν ⊕
N⊕
i=1
∞⊕
ν=〈ui,d2〉+1
Li,ν.
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Then we have an inductive system {H∗T 2(L/W
d2
d1)}d1,d2 and its limit
AT
2
∗ := lim−→
d1,d2
H∗T 2(L/W
d2
d1)
[
−2∑Ni=1〈ui, d2〉+ 2∑li=1〈vi, d1〉] .
Then A∗ becomes a graded module because of the shift of grading. The covering transformation
Qa gives a push-forward Qa∗ : H∗T 2(L/W
d2
d1) → H∗T 2(L/W
d2−qa
d1−qa). Therefore, A
T 2∗ has an action
of Dpoly, the polynomial part of D, by q
a 7→ Qa∗ and pa 7→ Pa∪. The operation Qa∗ also raises
the degree by deg qa. We define the T 2-equivariant semi-infinite homology HT
2
∞/2 as
HT
2
∞/2 :=
∑
d
H∗T 2(L/W
d
d) ⊂ AT
2
∗ .
This is preserved by the action of Dpoly. Denote by ∆ the image in H
T 2
∞/2 of the class 1 in
H∗T 2(L/W00 ). We have a bar isomorphism between A∗T 2 and AT
2
∗ defined by ~ 7→ −~. More
precisely, on the submodule H∗T 2(L/Wd2d1 ), it is defined by
: H∗T 2(L/Wd2d1 ) −→ H∗T 2(L/W
−d1
−d2), f(P, ~) 7→ f(P,−~).
The bar isomorphism maps H
∞/2
T 2
to HT
2
∞/2, i.e. : H
∞/2
T 2
∼=→ HT 2∞/2.
Next we define a pairing between H
∞/2
T 2
and HT
2
∞/2. Let α and β be elements of H
∗
T 2(L/W
d2
d2)
and H∗T 2(L/Wd1d1 ) respectively. If 〈ui, d2 − d1〉 >= 0 and 〈vi, d2 − d1〉 >= 0 for all i, we define∫
L
α ∪ β :=
∫
L∞
d1
⋂
L
d2
−∞
α ∪ β ∪
l∏
i=1
〈vi,d2〉∏
ν=〈vi,d1〉
Vi,ν .
This takes values in C[~, λ]. In general, however, it is not well-defined.
(Case 1): When there exists i0 such that 〈vi0 , d2 − d1〉 < 0. Because vi0 is nef, d2 − d1 is not
in the semigroup Λ. By Lemma 4.1, we have σI0 /∈ Σ for I0 := {i| 〈ui, d2− d1〉 < 0}. Therefore
the intersection L∞d1 ∩ Ld2−∞ is empty and we set
∫
L α ∪ β = 0.
(Case 2): When 〈vi, d2 − d1〉 >= 0 holds for all i. We choose d′2 such that 〈d′2 − d1, ui〉 >= 0 and
〈d′2 − d2, ui〉 >= 0 hold for all i. Then we define∫
L
α ∪ β :=
∫
L∞
d1
⋂
L
d′2
−∞
α ∪ β ∪
l∏
i=1
〈vi,d2〉∏
ν=〈vi,d1〉
Vi,ν ∪
N∏
i=1
〈ui,d′2〉∏
ν=〈ui,d2〉+1
Ui,ν .
This does not depend on the choice of d′2.
We also define a q-deformed pairing (·, ·) between semi-infinite homology and cohomology as
follows:
(α, β) :=
∑
d∈H2(XΣ,Z)
qd
∫
L
α ∪Q−d∗(β), for α ∈ HT 2∞/2, β ∈ H∞/2T 2 , (23)
where Qd := (Q1)〈p1,d〉(Q2)〈p2,d〉 · · · (Qr)〈pr ,d〉. It decreases the degree by dimRXΣ = 2n and
takes values in C[~, λ][[q, q−1]].
Define ∆d := (Q
d)∗∆ for d in H2(XΣ,Z). Let id : (XΣ)d →֒ L be the inclusion. Hereafter we
consider ∆ and ∆d to be expanded as infinite products, i.e.
∆d =
N∏
i=1
∏
ν<〈ui,d〉
Ui,ν ∪
l∏
i=1
∏
ν>=〈vi,d〉
Vi,ν .
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We define a localization map i∗d(·/∆d) : A∗T 2 → H∗(XΣ)⊗C(λ, ~) by using Lemma 4.2 as
id
(
α
∆d
)
:= i∗d
(
α ∪
N∏
i=1
∏
ν<〈ui,d1〉 Ui,ν∏
ν<〈ui,d〉 Ui,ν
∪
l∏
i=1
∏
ν>=〈vi,d2〉 Vi,ν∏
ν>=〈vi,d〉 Vi,ν
)
:= i∗d(α) ∪
N∏
i=1
∏
ν>0(ui + (〈ui, d− d1〉+ ν)~)∏
ν>0(ui + ν~)
∪
l∏
i=1
∏
ν>=0
(vi + (〈vi, d− d2〉 − ν)~− λ)∏
ν>=0
(vi − ν~− λ)
(24)
for α ∈ H∗T 2(L/Wd2d1 ). We can see that the right hand side gives an element inH∗(XΣ)⊗C(λ, ~).
The denominator i∗d(∆d) is considered to be the Euler class of the negative normal bundle of
(XΣ)d. Therefore, this map defines a partial integration over an open stratum of the unstable
manifold (Ld−∞,⊕li=1 ⊕ν<=〈ui,d〉 Vi,ν) of (XΣ)d. This localization also appears in [Vla]. We next
describe the restriction of the localization map to H
∞/2
T 2
.
Lemma 4.4. On the submodule H
∞/2
T 2
, i∗d(·/∆d) takes values in H∗(XΣ)⊗C[λ, ~, ~−1]. More-
over, if d /∈ Λ, we have i∗d(∆/∆d) = 0.
Proof. Consider the case where d1 = d2 in the equation (24), and set d
′ = d − d1 = d− d2. It
suffices to consider the case where there exists i0 such that 〈vi0 , d′〉 < 0 holds. In this case, d′
is not in the semigroup Λ because vi0 is nef. Therefore by Lemma 4.1, we have σI0 /∈ Σ for
I0 := {i| 〈ui, d′〉 < 0}. Hence by (20), we have
∏
i∈I0 ui = 0. Because the first term contains
this factor, i∗d(α/∆d) vanishes. The last statement follows from the same argument. 
By using the lemma, we define a map Ξ: H
∞/2
T 2
→ H∗(XΣ)⊗ C[~, ~−1, λ][[q, q−1] by
Ξ(α) :=
∑
d∈H2(XΣ,Z)
qdi∗d
(
α
∆d
)
. (25)
Proposition 4.5. The map Ξ is a C[q1, . . . , qr]-linear injection and preserves the degree. More-
over, restricted on C[Q∗, P, ~, λ]∆, it takes values in H∗(XΣ)⊗ C[~, ~−1, λ][[q]].
Proof. It is clear that Ξ preserves the degree. First we have
i∗d
(
Qa∗(α)
∆d
)
= i∗dQ
a∗
(
α
∆d−qa
)
= i∗d−qa
(
α
∆d−qa
)
becauseQa◦id = id−qa . Thus, Ξ is C[q1, . . . , qr]-linear. Set α = f(P, ~, λ)∆ for some polynomial
f . If 〈pa, d〉 < 0 holds for some a, we have i∗d(∆/∆d) = 0 because pa is nef and d /∈ Λ.
Therefore Ξ(α) has no negative powers of qa. From this we see that Ξ(C[Q∗, P, ~, λ]∆) ⊂
H∗(XΣ)⊗ C[~, ~−1, λ][[q]]. Finally we show the injectivity of Ξ. Suppose we have Ξ(α) = 0 for
α = f(P, ~, λ) ∈ H∗T 2(L/Wd2d1 ). Take d′ such that 〈ui, d′− dj〉 >= 0 holds for all i, j. In this case
we also have 〈vi, d′ − dj〉 >= 0 because d′ − dj is in Λ by Lemma 4.1. Then we have
0 = i∗d′
(
α
∆d′
)
= f(pa + 〈pa, d′〉~, ~, λ) ∪
∏l
i=1
∏〈vi,d′−d2〉
ν=1 (vi + ν~− λ)∏N
i=1
∏〈ui,d′−d1〉
ν=1 (ui + ν~)
.
Therefore, we have f(pa + 〈pa, d′〉~, ~, λ) = 0 in H∗(X) ⊗ C[~, λ]. It holds for all d′ satisfying
〈ui, d′ − dj〉 >= 0, hence we have f = 0 as a polynomial. 
Lemma 4.2 immediately establishes the following differential equation which is the same as
the one in Lemma 3.19.
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Proposition 4.6.
Ξ(Pa ∪ α) = (~qa ∂
∂qa
+ pa)Ξ(α).
In semi-infinite homology, we define ∆d := Q
d∗(∆). Similarly, for an element α in HT
2
∞/2,
we have a well-defined element i∗−d(α/∆d) in H
∗(XΣ) ⊗ C[λ, ~, ~−1]. Therefore we can define
Ξ: HT
2
∞/2 → H∗(XΣ)⊗C[λ, ~, ~−1][[q, q−1] by
Ξ(α) :=
∑
d∈H2(XΣ,Z)
qdi∗−d
(
α
∆d
)
.
This is related to Ξ by the formula Ξ = ◦Ξ ◦ , where acts on H∗(XΣ)⊗C[~, ~−1, λ][[q]] by
~ 7→ −~. The map Ξ is also a C[q1, . . . , qr]-linear injection and preserves the degree. Moreover,
restricted on C[Q∗, P, ~, λ]∆, it takes values in H∗(XΣ)⊗ C[~, ~−1, λ][[q]].
We calculate the pairing
∫
L by using the localization theorem in equivariant cohomology, see
e.g. [AB]. For d in H2(XΣ,Z), we define a map i
∗
d(· ∪ ·)/Ed as follows:
i∗d(α ∪ β)
Ed
:= i∗d
(
α
∆−d
)
i∗d
(
β
∆d
)
∪
l∏
i=1
(vi − λ), for α ∈ HT 2∞/2, β ∈ H∞/2T 2 .
Formally, Ed can be written as
∏N
i=1
∏
ν 6=0(ui−ν~)
∏l
i=1
∏
ν(vi−ν~−λ). It is considered to be
the Euler class of the normal bundle of (XΣ)d. A direct application of the localization theorem
shows
Proposition 4.7 (localization).∫
L
α ∪ β =
∑
d∈H2(XΣ,Z)
∫
XΣ
i∗d(α ∪ β)
Ed
.
This is an infinite dimensional version of the localization theorem. Note that each term on
the right hand side is in the localized ring C[λ, ~, ~−1], but the total sum is in C[λ, ~].
Proposition 4.8. For α ∈ HT 2∞/2(L) and β ∈ H
∞/2
T 2
(L), we have
(α, β) =
∫
XΣ
Ξ(α) ∪ Ξ(β) ∪ EulerS1(V).
Proof. This is a direct consequence of the localization formula.
(α, β) =
∑
d∈H2(XΣ,Z)
qd
∑
d′∈H2(XΣ,Z)
∫
XΣ
i∗d′(α ∪Q−d
∗
β)
Ed′
=
∑
d∈H2(XΣ,Z)
qd
∑
d′∈H2(XΣ,Z)
∫
XΣ
i∗d′
(
α
∆−d′
)
∪ i∗d′
(
Q−d∗(β)
∆d′
)
∪ EulerS1(V)
=
∑
d,d′
∫
XΣ
q−d
′
i∗d′
(
α
∆−d′
)
∪ qd+d′i∗d+d′
(
β
∆d+d′
)
∪ EulerS1(V)
=
∫
XΣ
Ξ(α) ∪ Ξ(β) ∪ EulerS1(V).

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The proposition corresponds to the definition of pairing in the abstract quantum D-module.
Finally we define equivariant Floer cohomology and homology. Consider a Dpoly module
H
∞/2
T 2,+
:= C[Q∗, P, ~, λ]∆ ⊂ H∞/2
T 2
generated by ∆. It has a Q-adic topology which is Hausdorff
because of the injectivity of Ξ. Define equivariant Floer cohomology FH∗T 2 by
FH∗T 2 := Ĥ
∞/2
T 2,+
:= lim←−
n
H
∞/2
T 2,+
/mnH
∞/2
T 2,+
,
where m is the ideal of Dpoly generated by Q
a∗. Then FH∗T 2 becomes a D-module (not just
a Dpoly-module). The map Ξ can be extended to this completion and defines an embedding
Ξ: FH∗T 2 →֒ H∗(XΣ) ⊗ C[~, ~−1, λ][[q]]. Similarly, we define the equivariant Floer homology
FHT
2
∗ . We have a bar isomorphism : FH∗T 2
∼=→ FHT 2∗ . FHT 2∗ is a D-module and we have an
embedding Ξ: FHT
2
∗ →֒ H∗(XΣ)⊗ C[~, ~−1, λ][[q]]. By Proposition 4.8, we extend the pairing
(·, ·) between Floer homology and cohomology.
(·, ·) : FHT 2∗ × FH∗T 2 −→ C[~, λ][[q]].
Remark 4.9. So far, we have studied T 2-equivariant Floer cohomology. In the case of a
toric variety itself, there is no S1 acting on the fiber of V. Hence, it is natural to consider
S1-equivariant Floer cohomology FH∗S1 . (There remains the S
1 action rotating loops). For
the superspace, the fiberwise S1 action on V is introduced in order to ensure that the pairing
becomes non-degenerate. After we take a frame Φ of T 2-equivariant Floer cohomology as in the
next subsection, we can take λ to be zero and obtain the S1-equivariant version. In Section 3,
we considered only the case where λ = 0, however, it easy to develop the theory including λ.
4.4. Quantum D-modules and Equivariant Floer Theory. We shall show that the equi-
variant Floer cohomology is an abstract quantum D-module and coincides with the quantum
D-module arising from the quantum cohomology of the superspace (XΣ,V). First, we must
define its frame. By the existence of the embedding Ξ, the zero-fiber of FH∗T 2 is isomorphic to
H∗(XΣ)⊗C[~, λ] through the localization map i∗0(·/∆). We regard this isomorphism as a fixed
choice of a frame of the zero-fiber. Choose a basis {T0(p), . . . , Ts(p)} of H∗(XΣ), where Ti is a
polynomial in p1, . . . , pr and T0(p) = 1, Ta(p) = pa for 1 <= a <= r. Then we define a frame Φ as
the C[~, λ][[q]]-linear map:
Φ: H∗(XΣ)⊗ C[~, λ][[q]]→ FH∗T 2 , Ta(p) 7→ Ta(P )∆.
This clearly preserves the degree. Correspondingly, we define Φ by
Φ: H∗(XΣ)⊗ C[~, λ][[q]]→ FHT 2∗ , Ta(p) 7→ Ta(P )∆.
First we claim that Φ defines an isomorphism over C[~, λ][[q]]. Composing Φ with Ξ, we have
Ξ ◦ Φ: H∗(XΣ)⊗ C[~, λ][[q]]→ H∗(XΣ)⊗ C[~, ~−1, λ][[q]],
Ta(p) 7→ Ta(p) +
∑
d6=0
i∗d
(
Ta(P )∆
∆d
)
qd. (26)
From this we see that Ξ ◦ Φ is injective. Therefore, Φ is also injective. For the surjectivity,
it suffices to show that f(P ) · ∆ is in the image of Φ for any polynomial f . By (26), we can
easily deduce that there exists an element x0 in H
∗(XΣ)⊗C[~, ~−1, λ][[q]] such that Ξ◦Φ(x0) =
Ξ(f(P )∆) holds. We would like to show that x0 is an element of H
∗(XΣ)[~, λ][[q]]. Consider
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the pairing (·, ·)Φ defined by
(α, β)Φ := (Φ(α),Φ(β))
=
∫
XΣ
α ∪ β ∪ EulerS1(V) + higher order terms in q.
If we invert the variable λ, this becomes a perfect pairing on H∗(XΣ) ⊗ C[~, λ, λ−1][[q]] which
takes values in C[~, λ, λ−1][[q]]. On the other hand, we have for any a,
(Ta(p), x0)Φ = (Φ(Ta(p)), f(P )∆) ∈ C[λ, ~][[q]].
Therefore, x0 is contained in H
∗(XΣ)⊗C[~, λ, λ−1][[q]]. Thus we have x0 ∈ H∗(XΣ)⊗C[~, λ][[q]]
and the surjectivity of Φ is proved.
It is easy to check that Φ induces the frame Φ0 = i0(·/∆) of the zero fiber and Φ0 becomes
an isomorphism of C[p, ~]-modules. By definition, we have Φ(pa) = PaΦ(1). Therefore Φ
and the generalized coordinates (Q∗, P ) are compatible. This frame defines a connection ∇ =
d+ 1
~
∑
Ωadq
a/qa on the H∗(XΣ) bundle. It satisfies limq→0Ωa = (pa∪).
Next we claim that the End(V )-valued function S in Proposition 3.6 can be written as
S := (Ξ ◦ Φ)−1. The initial condition S(q = 0, ~) = I is clear. Proposition 4.6 shows that S
satisfies the differential equation:
~∇1aS = ~∇aS − S ◦ (pa∪) = 0.
The equation ∇1ES = [ad(E), S] = 0 holds because S preserves degrees. Consequently S is the
flat section in Proposition 3.6. In particular, Ξ in this section coincides with that in Section 3.
Therefore, by Proposition 4.8, the pairing as an abstract quantum D-module is identical with
the pairing (·, ·) between equivariant Floer homology and cohomology. The pairing (·, ·) in the
Floer theory is polynomial in ~. This fact together with Proposition 3.20 and Remark 3.21
shows that (·, ·) can be identified with the Poincare´ pairing 〈·, ·〉V of the superspace (XΣ,V)
after we take the canonical frame.
The J-function of FH∗T 2 is calculated as follows.
JΦ,(Q∗,P ) = e
p log q/~S−1(1) = ep log q/~
∑
d;〈pa,d〉>=0,∀a
i∗d
(
∆
∆d
)
qd
= ep log q/~
∑
d;〈pa,d〉>=0,∀a
qd
N∏
i=1
∏∞
ν=〈ui,d〉+1(ui + ν~)∏∞
ν=1(ui + ν~)
∪
l∏
i=1
∏〈vi,d〉
ν=−∞(vi + ν~− λ)∏0
ν=−∞(vi + ν~− λ)
.
By Givental [Giv3], when c1(XΣ/V) is nef, the above function coincides with the J-function
of the superspace (XΣ,V) after a suitable mirror transformation. The necessary coordinate
change can be done uniquely as in Proposition 3.18. Because abstract quantum D-modules
are determined by J-functions (Theorem 3.17), we conclude that our equivariant Floer co-
homology FH∗T 2 is isomorphic to the quantum D-module of the superspace (XΣ,V) as an
abstract quantum D-module. We remark that there exist natural generalized coordinates
(Q1
∗
, . . . , Qr∗, P1, . . . , Pr) in equivariant Floer theory. These coordinates are not necessarily
affine, and we need a mirror transformation. Even in that case, however, we need not change
the normalization, i.e. the normalization vector of equivariant Floer theory is identical with
that of the quantum D-module.
Theorem 4.10. Let XΣ be a toric manifold and V =
⊕l
i=1 Vi be a sum of nef line bundles over
XΣ. The equivariant Floer cohomology FH
∗
T 2 is an abstract quantum D-module endowed with a
choice of a frame Φ0 of the zero-fiber and generalized coordinates (Q
1∗, . . . , Qr∗, P1, . . . , Pr). If
c1(XΣ/V) := c1(XΣ)−c1(V) is nef, it is isomorphic to the quantum D-module of the superspace
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(XΣ,V) as an abstract quantum D-module with a fixed choice of Φ0 and a normalization vector
v0 = (∂/∂q
1)0 + · · ·+ (∂/∂qr)0. Moreover,
(1) The map Ξ defined in (25) coincides with the Ξ as an abstract quantum D-module.
(2) The pairing (·, ·) between equivariant Floer homology and cohomology defined in (23)
coincides with that as an abstract quantum D-module. It can be identified with the Poincare´
pairing 〈·, ·〉V after we take the canonical frame.
Remark 4.11. From the above theorem and Corollary 3.12, we can calculate all genus zero
Gromov-Witten invariants of XΣ by using the equivariant Floer cohomology.
5. Examples
We illustrate the general theory with two examples concerning a Hirzeburch surface. We
obtain the quantum multiplication tables by using the equivariant Floer theory constructed in
Section 4.
Consider the Hirzeburch surface F1 := P(O(1)⊕O), where O is the structure sheaf of P1. It
is described by the fan Σ in R2 whose one skeleton Σ(1) consists of four vectors
x1 = (1, 0), x2 = (−1,−1), x3 = (0, 1), x4 = (0,−1).
Let ui be the cohomology class corresponding to xi. We have the following relations.
u1 = u2, u3 = u4 + u2, u1u2 = 0, u3u4 = 0.
We can see that u1 is the class of the fiber of F1 → P1 and that u3 and u4 are classes of the
zero-section and the∞-section respectively. We take p1 := u1 and p2 := u3 as a basis of H2(F1).
The Ka¨hler cone of H2(F1) is generated by p1 and p2. The set {1, p1, p2, p1p2} forms a linear
basis of the total cohomology ring H∗(F1). The first Chern class of F1 is c1(F1) = p1+2p2. The
classes p1, p2 may be lifted to the equivariant classes P1, P2 in Givental’s model for L˜F1. Let
Q1, Q2 denote the covering transformations dual to p1, p2 and q
1, q2 denote the corresponding
variables. We have deg q1 = 2 and deg q2 = 4. The Floer fundamental cycle is
∆ =
∏
ν<0
(P1 − ν~)2
∏
ν<0
(P2 − ν~)
∏
ν<0
(P2 − P1 − ν~).
From this and the formula Qa∗(Pb) = Pb − δab ~, we can derive the Picard-Fuchs equations.
(P2 − P1 + ~)Q1∗(∆) = P 21∆, Q2∗(∆) = P2(P2 − P1)∆.
The equivariant Floer cohomology FH∗S1 is generated by ∆ over the Heisenberg algebra C[~][[Q
∗]][P ]
with the above relations. We take a frame Φ of FH∗S1 as
Φ(1) := ∆, Φ(p1) := P1∆, Φ(p2) := P2∆, Φ(p1p2) := P1P2∆.
By using the Picard-Fuchs equations, we easily obtain the connection matrices Ω1, Ω2 defined
by Φ(Ωa(α)) = PaΦ(α).
Ω1 =

0 0 0 q1q2
1 −q1 0 0
0 q1 0 0
0 0 1 0
 , Ω2 =

0 0 q2 q1q2
0 0 0 q2
1 0 0 0
0 1 1 0
 .
Note that Φ(qaα) = Qa∗(Φ(α)) by definition. These connection matrices are already ~-
independent, therefore the frame Φ defined above is canonical. Hence we can identify the
above matrices with the quantum multiplications by p1, p2, i.e. pa∗ = Ωa. They agree with
Appendix 2 in [Gue1].
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Next we consider the case where we need a mirror transformation. Let V be a semi-positive
line bundle over F1 such that c1(V) = 2p2. Then we have a convex superspace (F1,V) whose
first Chern class is c1(F1/V) = p1. In this case, we have deg q1 = 2 and deg q2 = 0. The Floer
fundamental cycle ∆V is written as
∆V =
∏
ν<0
(P1 − ν~)2
∏
ν<0
(P2 − ν~)
∏
ν<0
(P2 − P1 − ν~)
∏
ν>=0
(2P2 − ν~).
From this, we derive the Picard-Fuchs equations as
(P2 − P1 + ~)Q1∗∆V = P 21∆V , 2P2(2P2 − ~)Q2∗∆V = P2(P2 − P1)∆V . (27)
The equivariant Floer cohomology FH∗S1
V is generated by ∆V with the above relations. We
define a frame Φ of FH∗S1
V in the same way. Then, by using the Picard-Fuchs equations for
∆V , we obtain connection matrices Ω1, Ω2 as follows.
Ω1 =

0 0 0 2~2 xy1−4y
1 −x 0 0
0 x 0 6~ xy1−4y
0 0 1 4 xy1−4y
 , Ω2 =

0 0 2~2 y1−4y 2~
2 xy
(1−4y)2
0 0 0 2~2 y1−4y
1 0 6~ y1−4y 6~
xy
(1−4y)2
0 1 11−4y 6~
y
1−4y + 4
xy
(1−4y)2
 .
Here, we put x = q1, y = q2 for notational convenience. These connection matrices contain
~, therefore Φ is not canonical in this case. In order to obtain a canonical frame, we perform
the Birkhoff factorization for SΦ. According to Section 4, the inverse of SΦ is given by the
composition Ξ ◦ Φ.
S−1Φ (α) = Ξ(Φ(α)) =
∑
d1,d2>=0
xd1yd2i∗d1,d2
(
α∆V
(Q1∗)d1(Q2∗)d2∆V
)
,
where i∗d1,d2(Pa) = pa + da~. The J-function JΦ is given by
e−(p1 log x+p2 log y)/~JΦ = S−1Φ (1) =
∑
d1,d2>=0
xd1yd2
∏2d2
ν=1(2p2 + ν~)
∏∞
ν=d2−d1+1(p2 − p1 + ν~)∏d1
ν=1(p1 + ν~)
2
∏d2
ν=1(p2 + ν~)
∏∞
ν=1(p2 − p1 + ν~)
= I0 + I1
p1
~
+ I2
p2
~
+ I3
p1p2
~2
,
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where I0, I1, I2, I3 are defined as follows:
I0 :=
∑
d2>=d1
kd1,d2
xd1
~d1
yd2 ,
I1 :=
∑
d2>=d1
kd1,d2(Ad2−d1 − 2Ad1)
xd1
~d1
yd2 +
∑
d2<d1
ld1,d2(−1)d1−d2
xd1
~d1
yd2 ,
I2 :=
∑
d2>=d1
kd1,d2(2A2d2 −Ad2 −Ad2−d1)
xd1
~d1
yd2 −
∑
d2<d1
ld1,d2(−1)d1−d2
xd1
~d1
yd2 ,
I3 :=
∑
d2>=d1
kd1,d2
xd1
~d1
yd2Dd1,d2 +
∑
d2<d1
ld1,d2(2Ad1 −Ad1−d2−1)(−1)d1−d2
xd1
~d1
yd2 ,
kd1,d2 :=
(2d2)!
(d1!)2d2!(d2 − d1)! , ld1,d2 :=
(2d2)!(d1 − d2 − 1)!
(d1!)2d2!
,
Dd1,d2 := 4B2d2 +Bd2 + Cd2 −Bd2−d1 − Cd2−d1 − 4Ad1A2d2 − 2A2d2Ad2 + 2Ad1Ad2 + 2Ad1Ad2−d1 ,
An :=
∑
1<=i<=n
1
i
, A0 := 0, Bn :=
∑
1<=i<j<=n
1
ij
, B0 = B1 := 0, Cn :=
∑
1<=i<=n
1
i2
= A2n − 2Bn.
We can write S−1Φ in terms of I0, I1, I2, I3.
S−1Φ =

I0 ~I˙0 ~I
′
0 ~
2I˙ ′0
I1/~ I0 + I˙1 I
′
1 ~(I
′
0 + I˙
′
1)
I2/~ I˙2 I0 + I
′
2 ~(I˙0 + I˙
′
2)
I3/~
2 (I2 + I˙3)~ (I
′
3 + I1 + I2)/~ I0 + I˙1 + I˙2 + I
′
2 + I˙
′
3
 ,
where I˙ means x∂I/∂x and I ′ means y∂I/∂y. We factorize S−1Φ as S
−1
Φ = S
−1
− S
−1
+ , where S+
is a power series in ~ and S− is a power series in ~−1 satisfying S−(~ =∞) = id. We calculate
S−1± by Maple as
S
−1
+ =

1 + 2y + 6y2 + 20y3 + 70y4 2x(y + 6y2 + 30y3 + 140y4) 2x(y + 10y2 + 70y3 + 420y4) 8x2(y2 + 14y3 + 126y4)
0 1 + 2y + 6y2 + 20y3 + 70y4 2(y + 7y2 + 38y3 + 187y4) 8x(y2 + 11y3 + 82y4)
0 0 1 + 4y + 16y2 + 64y3 + 256y4 4x(y + 8y2 + 48y3 + 256y4)
0 0 0 1 + 4y + 16y2 + 64y3

+ ~

0 0 2y + 12y2 + 60y3 + 280y4 2x(y + 12y2 + 90y3 + 560y4)
0 0 0 2y + 12y2 + 60y3 + 280y4
0 0 0 0
0 0 0 0
 +O(y5),
S
−1
−
=
1 0 0 00 1 0 00 0 1 0
0 0 0 1
 + 1
~

2x(y + 4y2 + 16y3 + 64y4) 2x2(y2 + 8y3 + 48y4) 2x2(y2 + 8y3 + 48y4) 0
2y + 5y2 + 44
3
y3 + 93
2
y4 x(−1 + 2y2 + 12y3 + 58y4) 2x(y2 + 6y3 + 29y4) 0
2y + 3y2 + 20
3
y3 + 35
2
y4 x(1 + 2y + 6y2 + 20y3 + 70y4) 2x(y + 3y2 + 10y3 + 35y4) 0
0 2y + 3y2 + 20
3
y3 + 35
2
y4 2y + 3y2 + 20
3
y3 + 35
2
y4 0

+
1
~2

3x2(y2 + 8y3 + 48y4) 4x3(y3 + 12y4) 4x3(y3 + 12y4) 0
x(−1− 2y − 2y2 + 6y3 + 190
3
y4) x2( 1
2
− 2y2 − 8y3 − 15y4) x2(−2y2 − 8y3 − 15y4) 0
x(1 + 2y + 10y2 + 42y3 + 514
3
y4) x2(− 1
2
+ 3y2 + 24y3 + 143y4) x2(3y2 + 24y3 + 143y4) 0
−2y + 3
2
y2 + 88
9
y3 + 937
24
y4 x(−1− 2y − 2y2 + 2y3 + 94
3
y4) x(−2y − 2y2 + 2y3 + 94
3
y4) 0

+
1
~3

x3( 10
3
y3 + 40y4) 5x4y4 5x4y4 0
x2( 1
4
− y − 17
2
y2 − 42y3 − 355
2
y4) x3(− 1
6
− y2 − 14y3 − 105y4) x3(−y2 − 14y3 − 105y4) 0
x2(− 1
4
+ y + 15
2
y2 + 46y3 + 499
2
y4) x3( 1
6
+ y2 + 40
3
y3 + 113y4) x3(y2 + 40
3
y3 + 113y4) 0
x(−2− 4y − 16y2 − 53y3 − 1552
9
y4) x2( 3
4
−
9
2
y2 − 32y3 − 335
2
y4) x2(− 9
2
y2 − 32y3 − 335
2
y4) 0
 +O(~−4, y5).
By the proof of Theorem 3.9, S+ gives the gauge transformation Q such that Φˆ := Φ ◦ Q is
canonical. First, the connection matrices are transformed as follows:
Ωˆ1 = S
−1
+ Ω1S+ + ~x
∂S+
∂x
, Ωˆ2 = S
−1
+ Ω1S+ + ~y
∂S+
∂y
.
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We have
S+ =

1− 2y − 2y2 − 4y3 − 10y4 −2xy − 4xy2 − 12xy3 − 40xy4 −2y~− 2xy − 4xy2 − 12xy3 − 40xy4 −2xy~
0 1 − 2y − 2y2 − 4y3 − 10y4 −2y − 2y2 − 4y3 − 10y4 −2y~
0 0 1− 4y −4xy
0 0 0 1− 4y
 +O(y5),
Ωˆ1 =

2xy + 8xy2 + 32xy3 + 128xy4 4x2y2 + 32x2y3 + 192x2y4 4x2y2 + 32x2y3 + 192x2y4 0
1 −x + 2xy2 + 12xy3 + 58xy4 2xy2 + 12xy3 + 58xy4 0
0 x + 2xy + 6xy2 + 20xy3 + 70xy4 2xy + 6xy2 + 20xy3 + 70xy4 0
0 0 1 0
 +O(y5),
Ωˆ2 =

2xy + 16xy2 + 96xy3 + 512xy4 4x2y2 + 48x2y3 + 384x2y4 4x2y2 + 48x2y3 + 384x2y4 0
2y + 10y2 + 44y3 + 186y4 4xy2 + 36xy3 + 232xy4 4xy2 + 36xy3 + 232xy4 0
1 + 2y + 6y2 + 20y3 + 70y4 2xy + 12xy2 + 60xy3 + 280xy4 2xy + 12xy2 + 60xy3 + 280xy4 0
0 1 + 2y + 6y2 + 20y3 + 70y4 1 + 2y + 6y2 + 20y3 + 70y4 0
 +O(y5).
Second, we must transform coordinates. We can read the coordinate transformation (mirror
transformation) from S+ and Ωˆa. The mirror transformation is determined by
Ωˆa(1) = − ∂F
∂ log qa
+
r∑
b=1
∂ log qˆb
∂ log qa
pb.
(See equations (13), (14).) From this, we calculate the transformation as
x = xˆ(1− 2yˆ + yˆ2), y = yˆ − 2yˆ2 + 3yˆ3 − 4yˆ4 + 5yˆ5 + · · · , (28)
where xˆ = qˆ1 and yˆ = qˆ2. The function F can be calculated as
F = −2x(y + 4y2 + 16y3 + 64y4 + · · · ) = −2xˆyˆ. (29)
The connection matrices are further transformed as
Ωˆ1ˆ =
∂ log x
∂ log xˆ
Ωˆ1 +
∂ log y
∂ log xˆ
Ωˆ2 +
∂F
∂ log xˆ
, Ωˆ2ˆ =
∂ log x
∂ log yˆ
Ωˆ1 +
∂ log y
∂ log yˆ
Ωˆ2 +
∂F
∂ log yˆ
.
We have
Ωˆ1ˆ =

0 4xˆ2yˆ2 4xˆ2yˆ2 0
1 −xˆ(1− yˆ2) 2xˆyˆ2 0
0 xˆ(1− yˆ2) −2xˆyˆ2 0
0 0 1 −2xˆyˆ
 , Ωˆ2ˆ =

0 4xˆ2yˆ2 4xˆ2yˆ2 0
0 2xˆyˆ2 4xˆyˆ2 0
1 −2xˆyˆ2 −4xˆyˆ2 0
0 1 1− 2(yˆ + yˆ2 + yˆ3 + · · · ) −2xˆyˆ
 .
They are ~-independent, therefore the frame Φˆ = Φ ◦ S+ is canonical. The function f in the
equation (16) is given by f = S+(1) = 1− 2y − 2y2 − 4y3 − 10y4 − · · · .
In the above calculation, we solve for each coefficient of xiyj recursively. Thus we do not
reach the exact solution by this method. However, in this case, we can obtain the exact solution
by an analytical method. The (1/~)-expansion of JΦ is
JΦ = e
(p1 log x+p2 log y)/~
(
1
f
+
1
~
(H1p1 +H2p2 − F
f
) + o(~−1)
)
,
where
f(x, y) :=
( ∞∑
n=0
(2n)!
(n!)2
yn
)−1
=
√
1− 4y, F (x, y) := xy∂f/∂y
f
= − 2xy
1− 4y ,
H1(x, y) :=
∞∑
n=0
(2n)!
(n!)2
Any
n =
2√
1− 4y log(
1
2
+
1
2
√
1− 4y ),
H2(x, y) :=2
∞∑
n=0
(2n)!
(n!)2
(A2n −An)yn = − 2√
1− 4y log(
1 +
√
1− 4y
2
).
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This asymptotics and Proposition 3.18 show that the mirror transformation is given by
JΦ 7−→ feF/~JΦ, log xˆ = log x+ fH1, log yˆ = log y + fH2.
The inverse change of variables is given by the simple formulas.
x = xˆ(1 − yˆ)2, y = yˆ
(1 + yˆ)2
.
From this, it follows that f = (1− yˆ)/(1+ yˆ) and F = −2xˆyˆ. They coincide with the equations
(28), (29). We transform ∆V and Pa as
∆ˆV =f∆V ,
Pˆ1 =
∂ log x
∂ log xˆ
P1 +
∂ log y
∂ log xˆ
P2 +
∂F
∂ log xˆ
= P1 − 2xˆyˆ,
Pˆ2 =
∂ log x
∂ log yˆ
P1 +
∂ log y
∂ log yˆ
P2 +
∂F
∂ log yˆ
= − 2yˆ
1− yˆ P1 +
1− yˆ
1 + yˆ
P2 − 2xˆyˆ.
Then the Picard-Fuchs equations (27) is transformed as
Pˆ 21 ∆ˆ
V = 4xˆ2yˆ2∆ˆV − xˆ(1− yˆ2)(Pˆ1∆ˆV − Pˆ2∆ˆV),
2xˆyˆ(1 + yˆ)(Pˆ1∆ˆ
V − Pˆ2∆ˆV) + (1− 3yˆ)Pˆ1Pˆ2∆ˆV + 2yˆPˆ 21 ∆ˆV − (1− yˆ)Pˆ 22 ∆ˆV = 0,
where, by the abuse of notation, xˆ, yˆ mean the pull-backs by the corresponding covering
transformations. We define a new frame Φˆ as
Φˆ(1) = ∆ˆV , Φˆ(p1) = Pˆ1∆ˆV , Φˆ(p2) = Pˆ2∆ˆV ,
Φˆ(p1p2) = Pˆ1Pˆ2∆ˆ
V + 2xˆyˆ2(Pˆ2 − Pˆ1)∆ˆV − 4xˆ2yˆ2∆ˆV .
By using the Picard-Fuchs equations, we can obtain the same connection matrices Ωˆaˆ as above,
but the (4, 3)-entry 1−2(yˆ+yˆ2+yˆ3+· · · ) of Ωˆ2ˆ is replaced by the exact formula (1−3yˆ)/(1−yˆ).
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