Using thermodynamical formalism, we set up the perturbative approach for the Hausdor dimension and the dimension spectrum of the Julia set associated with polynomials close to monomials. We extend previous calculations to a more general case where the perturbation is not constant.
Introduction
We consider the dynamics of the complex polynomial T of degree q T(z) = z q + c(z) ; (1:1) where, without loss of generality, we may write The coe cients a j (and b`) are complex numbers, q and positive integers, and a complex scale parameter. (The two di erent parametrisations given in (1.2) will be convenient for future calculations.) When is su ciently small the Julia set J T of (1.1) is \nearly-circular", and the dynamics of T on J T may be conjugated to the monomial mapping z 7 ! z q . This is achieved by considering the functional equation T( (u)) = (u q ) ; (1:3) where expands as a power series around in nity g n u ?n : (1:4) It is easy to see that equation (1.3) can be solved as a formal power series in u ?1 of the type displayed in equation (1.4) . The function is in fact the functional inverse of the B ottcher function B, which is known to be holomorphic in the neighbourhood of in nity. When is small enough, the basin of
Partition Functions
In this section we recall from Collet (2:4) where the sum is now over the sets b in the partition P N de ned recursively so that the pieces of the partition P N are the primages under T of the pieces of the partition P N?1 . jT 0 (T n (z))j ; (2:7) where is the invariant balanced measure on J T , and z is an n-th preimage of the xed point in J T . (As usual, T n denotes the n-th iterate of T.) It is this expression for Z (N ) D ( ) we shall calculate a perturbation expansion for, and thence give a perturbative expansion for the generalized dimensions D using (2.3), (2.5), and (2.6).
Conjugation
It is easy to see that equation (1.3) can be solved as a formal power series in of the type displayed in the following equation (u) r u r?q (u) r ; (3:4) where c (r) (u) denotes the r-th derivative of the polynomial c(u) c
(u). Taking the coe cient of p in equation (3.4), we get for p 1 ' p (u q ) ? q' p (u) = R p (u) : (3:5) Expanding in powers of , we nd R 1 (u) = u ?q c(u) ; (3:6) In the next section we will show how equations (3.5) can be solved for ' p in terms of R p . These equations lead to a recursive calculation of the ' p . We shall see that assuming R p admits a formal series expansion in negative powers of u, with lowest order term proportional to u ?p then ' p also admits a formal series expansion on negative powers of u, with lowest order term proportional to u ?p . We will then show that the convergence of the expansion of R p in a neighbourhood of in nity implies also the convergence of the expansion of ' p in a neighbourhood of in nity. This shows by induction that the expansion of R p and ' p on powers of u ?1 both converge around in nity, and that the exponent of the lowest order term (in u ?1 ) of both ' p and R p is at least p . In fact, we shall see that both R p and ' p have power series expansions (with respect to the variable u ?1 ) which converge outside the unit disk juj > 1. 
Solution of the linear auxiliary equation, and analyticity properties
In the previous section, we needed to solve equations of the kind (u q ) ? (u) = S(u) ; One sees that C( ) is just the unique inverse branch which vanishes at = 0 of the rational function (C) = 1 q ? 1 (2q ? 1)C + 1 (1 + C) q ? 1 :
Since the coe cients c p are positive, the radius of convergence q of the series in (4.14) is given by the rst singularity of C( ) on the positive real axis, so that it corresponds to the rst maximum of the function (C) on the positive real axis, which occurs at C = (2q ? A nice consequence is that one can de ne on the Julia set of T, which is nothing else but the image by of the unit circle, a measure which is transported from the Lebesgue measure on the unit circle by , that is
? ? e i : (4:20) This measure is invariant under T, and balanced, which means that
where T ?1 i , 1 i q, denote the inverse branches of the polynomial T.
The measure is analytic in for j j < q , and equation (3.1) provides the expansion in of this measure. Such measures were rst introduced by Brolin 2] , to describe the asymptotic distribution of preimages of an arbitrarily given point in the basin of attraction of in nity.
Some useful identities
The following results are a collection of useful identities that greatly facilitate the calculations we need to perform in subsequent sections. Given the function , we de ne S by equation (4.1):
(u q ) ? (u) = S(u) :
where, as before, > 1 and q 2. Assuming real, 6 = 0, 6 = we will consider the quantity X N (u) = ( ? ) As we did for equation (5.5) , for each i = 1; 2; : : : ; n, we split the sum over p i into two parts, a nite sum from 0 to N ? 1 ?`, and an in nite remaining tail. As a result, we get a sum of 2 n contributions, which we reorganise rst in a sum over k, 0 k n, where k is the number of times where the nite part of the sum has been selected, leaving n ? k in nite tails, and second, a sum over the indices for which the nite part is selected. This last sum must be ordered to avoid double counting of terms. We get X N;n = ( n ? n ) means the sum over the permutations fi 1 ; i 2 ; : : : ; i n g of the integers f1; 2; : : : ; ng, such that we have 1 i 1 < i 2 < < i k n ; 1 i k+1 < i k+2 < < i k+n n : 
Expansion of the integral form of the Partition Function
Our goal is to compute the dynamical partition function (2. { 13 { where we have set u = e i ; and u n = u q n = e i q n :
(6:4) From now on, we will assume to be real and positive, the other cases being treated using a suitable modi cation of the polynomial c(z). Indeed, is used to display the correct grading of the coe cients of c(z). We Note that in (6.11) we have included the extra factor v q?1 for convenience in what follows. In (6.3) we only need the modulus of T 0 ( (u n )), and so we can freely divide by the number u n which has modulus one. Using the expansion (3. Straightforward calculations give the coe cients w i . In order to expand (6.12), it is convenient rst to expand both logarithms; secondly, using (3.1), to replace by v + v (v); thirdly to use Taylor expansion applied to the function v 1?q c 0 (v); and nally expand . In the following we will omit, when it is not ambiguous, the dependence on v in the various functions which occur, in particular in ' i , c and its derivatives. We rst write c 0 ? (v) q (v) ( 5 ) ; (6:16) with, for p 0, n and f n of equations (6.5), (6.7), and (6.8). We expand (W + W) n up to order 4 in (6.9), and note that monomial terms like W n or W n give no contribution to the integral over . Omitting the variable u = e i in the function W ) : (6:27) We can now expand W (N ) in powers of , using (6.14), and we get (the dependence on u = e i is omitted) Furthermore, using in (6.9) the expansion (6.14) in but truncated at order p, we get ? K 1 (u n ) ? (1 ? q ?n?1 )K 0 (u n ) : (7: 3)
The rst term in (7.3) is a sum over monomials u ?k , where the possible exponents k are of the form`q N+p , with 0 p, and ` q. The second term in (7.3) is a sum over monomials u ?k , where the possible exponents k are of the form`q n , with 0 n N ? 1, and ` q. To compute z (N ) 2 ( ), we need to get the constant term in W 1 (u)W 1 (u). In this product, the cross terms give no constant terms, and we have Remark 7.1. It will be useful for the higher orders to give names to the terms in equation (7.3). We split W 1 as
where L and S are just the rst and the second sums which appear in the right hand side of (7. u`q n : (7:11) We observe that the expansion in powers of u ?1 in the rst term L contains only large orders, namely`q N+p q N since ` q, and 0 p. On the other hand, the second term S contains only low orders,`q n q N , since again ` q, and 0 n N ? 1.
{ 18 { More precisely, since 2, the expansions of L and S have no powers with the same order, and, moreover, all powers in S are strictly lower than all powers in L. All powers (of u ?1 ) are positive. We summarise the above remarks by writing (see (7.9 ? W 1 (u) + W 1 (u) : (7:13) It is interesting to note that the above generating function, together with equation ( ? a 0 a j a j?1 + a 0 a j a j?1 : (8:13) In the previous equations, the sum over the indices`or j are restricted by the conditions that the coe cients a j or c`do not vanish, using the convention that coe cients unde ned in equation ( ? a 0 a j a j+1 + a 0 a j a j+1 :
In order to get the third order coe cient f 3 , we just insert (8.13) and (8.21) into (8.4).
Summary
We now bring the results of the previous sections together to give the expansion to third order for the generalized dimensions D . By (2.6) F U ( ) is the inverse of F D ( ) which we take as given by (6.7). We thus have Note that the second order term is a positive de nite quadratic form and hence for small enough the Julia set is a nonrecti able curve with Hausdor dimension strictly larger than one. The fact that the quadratic form is in fact diagonal is somewhat surprising and we can o er no interpretation as yet.
In principle we could continue the expansion to higher order terms. The calculations are helped by the results of section 5, but are still very cumbersome indeed. We note here two sources for the di culty of the computation. First, our situation corresponds to a one dimensional Ising like model, but with couplings which are not limited to nearest neighbours, so that the usual graphical methods of the Ising models are not useful here. Second, although the coe cients of the expansions behave extensively (i. e. proportional to N in our notation), there remains a constant (non vanishing for large N) contribution.
{ 23 {
We have eliminated this contribution in our third order calculations. However this contribution must be explicitely computed if one want to compute higher orders, because it will contribute at higher orders to the large N limit of the logarithm in (6.6). Our procedure, including the identities of section 5, are intended to automatise as much as possible the perturbative computation, although we do not know yet how to take the in nite N limit in a systematic way. This prevents us, for the moment, from performing them using a computer algebra package. There is some more work to do to circumvent this di culty.
