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EXTERNAL TRIANGULATION OF THE HOMOTOPY
CATEGORY OF EXACT QUASI-CATEGORY
HIROYUKI NAKAOKA AND YANN PALU
Abstract. Extriangulated categories axiomatize extension-closed subcategories
of triangulated categories. We show that the homotopy category of an exact
quasi-category can be equipped with a natural extriangulated structure.
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1. Introduction
For triangulated categories, several possible higher-categorical enhancements are
known, one of which is the celebrated notion of a stable ∞-category by Lurie ([L2]).
Recently, as a wider class of ∞-categories, the notion of an exact ∞-category has
appeared in Barwick’s [B1], where it is used in order to prove that the K-theory of
an idempotent complete stable quasi-category endowed with a bounded t-structure
is weakly equivalent to the K-theory of its heart. A non-additive version of exact
quasi-categories also appeared in [DK] as a source of examples of 2-Segal spaces,
via Waldhausen’s S-construction. Instances of exact quasi-categories are given by
• the nerve of any ordinary exact category,
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• any extension-closed full additive subcategory of a stable ∞-category
as stated in [B1, Examples 3.3 and 3.5].
Regarding its importance and naturality, it should be natural to expect that the
homotopy category of an exact ∞-category would have a nice structure very close
to triangulation. In this article, we give a positive answer to this expectation, with
the notion of an extriangulated category which has been introduced as a unification
of exact categories and triangulated categories in our previous article [NP]. It
is defined as an additive category equipped with a structure called an external
triangulation, which is more flexible than triangulations in the sense that it is
naturally inherited by relative theories, extension-closed subcategories, and ideal
quotients by some projective-injectives ([HLN, Section 3.2], [NP, Remark 2.18,
Proposition 3.30]). In particular, extension-closed subcategories of triangulated
categories are typical examples of extriangulated categories, which dovetails the
above-mentioned feature of exact ∞-categories.
Let C be an exact quasi-category (the definition is recalled in Section 3). We
say that two exact sequences in C
S =
A B
O C
// i //

p

//
S′ =
A B′
O′ C
// //
 
//
are equivalent if there is a cube in C from S to S′
C =
A B
O C
A B′
O′ C
//
$$❏❏
❏
$$❏❏
❏
//
a
 

c

//
$$❏❏
❏
$$❏❏
❏
//
where a = idA and c = idC in the homotopy category hC . This is an equivalence
relation (Proposition 3.28), and we define E(C,A) to be the set of equivalence classes
of exact sequences with fixed end terms A and C. Then E : (hC )op × (hC ) → Ab
is an additive bifunctor (Corollary 4.19). We also define an additive realization s
(Lemma 4.21) by sending the equivalence class of S to the equivalence class (defined
similarly as for short exact sequences) of A
i
−→ B
p
−→ C in hC .
Theorem 1.1 (Theorem 4.22 and Proposition 4.28). Let C be an exact quasi-
category. Then
(1) its homotopy category (hC ,E, s) is extriangulated.
(2) Moreover, the functor C → hC sends exact sequences S as above to extri-
angles A
i
֌ B
p
։ C
S
99K.
(3) If F : C → D is an exact functor of exact quasi-categories, then the induced
functor hF : hC → hD is an exact functor of extriangulated categories.
When C is stable, this recovers the usual triangulated structure on hC (Propo-
sition 4.30).
In Section 2, we organize notations and terminology which will be used in the
proceeding sections. In Section 3 we remind the definition of an exact ∞-category
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in [B1], and summarize properties of exact sequences. In Section 4, after a brief
introduction of the definition of an extriangulated category, we proceed to con-
struct an external triangulation of the homotopy category. As the main theorem
(Theorem 4.22), indeed we will show that the homotopy category of any exact ∞-
category becomes an extriangulated category. In the last Subsection 4.4, in the
stable case we will also see that this extriangulated structure is compatible with
the triangulation given in [L2].
This work came out of our exploration for an existing higher-categorical notion
appropriate to enhance extriangulated categories. We hope that the existence of
such a notion in turn guarantees the validity and naturality of the notion of an
extriangulated category.
2. Notations and terminology
Basically we follow the notations and terminology in [L1] and [B1], while we use
the term quasi-category as in Joyal’s [J], instead of ∞-category. Besides, we will
also employ some ad hoc ones which we will introduce in this section, to facilitate
the later argument dealing with exact sequences.
Throughout this article, C denotes an essentially small quasi-category ([B2, No-
tation 1.3]). By definition it is a simplicial set which admits every inner horn
extensions ([L1, Definition 1.1.2.4.]). As being a simplicial set, it has the face maps
dk : Cn+1 → Cn (k = 0, 1, . . . , n + 1), and the degeneracy maps sk : Cn → Cn+1
(k = 0, 1, . . . , n) for any n ≥ 0, where each Cn denotes the set of its n-simplices.
In particular 0-simplices and 1-simplices in C are called objects and morphisms.
For any pair of objects A,B ∈ C0, we write f ∈ C1(A,B) to indicate that f is a
morphism satisfying d1(f) = A and d0(f) = B. For an object A ∈ C0, we abbre-
viate s0(A) ∈ C1(A,A) to 1A for simplicity. The homotopy category of C will be
denoted by hC . For a morphism a ∈ C1(A,B), its image in the homotopy category
will be denoted by a ∈ (hC )(A,B). We use the symbol idA = 1A exclusively for
the identity morphisms in the homotopy category.
2.1. Squares, rectangles and cubes. As in [L1, Section 4.4.2], a square in C
is a map S : ∆1 × ∆1 → C , namely an object in the quasi-category of functors
Fun(∆1 × ∆1,C ) (see [L1, Notation 1.2.7.2, Proposition 1.2.7.3]). We will often
denote S as a diagram in C
S(0, 0) S(0, 1)
S(1, 0) S(1, 1)
//
 
//
,
or by labelling some of its simplices
(2.1)
A B
D C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
or
A B
D C
x //
i

z
❄
❄❄
❄❄
❄❄
❄
y

j
//
or just
A B
D C
x //
i

y

j
//
.
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It can be also identified with a pair of 2-simplices ξ and η satisfying d1(ξ) = d1(η),
which correspond to
ξ = S|({0}×∆1)∗{(1,1)} and η = S|{(0,0)}∗({1}×∆1).
In this article we will also express a square as above by S = (η\ξ). For a square
S = (η\ξ), its transpose St = (ξ\η) is given by the below.
A D
B C
i //
x

z
❄❄
❄
❄
❄❄
j

y
//
η
ξ
If we fix a map F : Λ20 → C denoted by a diagram
(2.2)
A B
D
x //
i

in C , then squares
S =
A B
D C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
and S′ =
A B
D C′
x //
i

z′
❄❄❄
❄
❄❄
y′

j′
//
ξ′
η′
can be regarded as objects in the quasi-category under (2.2) ([L1, Remark 1.2.9.5.]).
In this undercategory, a morphism from S to S′ is nothing but a pair of 3-simplices
ϕ, ψ in C satisfying
d1(ϕ) = d1(ψ), d2(ϕ) = η
′, d2(ψ) = ξ
′, d3(ϕ) = η, d3(ψ) = ξ.
In this article, we denote this morphism by ⌈ϕ|ψ⌉ : S→ S′. We refer to such a pair
simply as a morphism in “the” undercategory, when (2.2) is clear from the context.
A rectangle in this article means a map R : ∆1×∆2 → C which will be denoted
as a diagram
R(0, 0) R(0, 1) R(0, 2)
R(1, 0) R(1, 1) R(1, 2)
// //
  
// //
often by labelling some of its simplices similarly as for squares. It can be identified
with a triplet of 3-simplices X ,Y,Z satisfying d1(X ) = d1(Y) and d2(Y) = d2(Z),
which correspond to
X = R|{(0,0)}∗({1}×∆2), Y = R|({0}×[0,1])∗({1}×[1,2]), Z = R|({0}×∆2)∗{(1,2)}.
In this article, we express such a rectangle by R =
[
X Y Z
]
. The left, right,
and outer squares in R will be denoted by Rleft = R|∆1×[0,1], Rright = R|∆1×[1,2]
and Rout = R|∆1×Λ21 , respectively. If Rleft is a push-out, then Rout is a push-out
if and only if Rright is a push-out ([L1, Lemma 4.4.2.1]). Dually for pull-backs.
Remark that a square (2.1) can be thought of as a morphism in the quasi-category
Fun(∆1,C ) from A
x
−→ B to D
j
−→ C. In this view, a consecutive pair of squares
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can be filled into a 2-simplex in Fun(∆1,C ). Slightly more strictly, we may also
designate the 2-simplices in C used as guides for this pasting operation, as follows.
Proposition 2.1. Let
S =
A B
A′ B′
x //
a

z
❄❄
❄
❄
❄❄ b

x′
//
ξ
η
and S′ =
A′ B′
A′′ B′′
x′ //
a′

z′
❄❄❄
❄
❄❄ b
′

x′′
//
ξ′
η′
be any pair of squares such that S|{1}×∆1 = S
′|{0}×∆1 = x
′, and let
A
A′ A′′
a

a′
//
a′′
❄
❄❄
❄❄
❄❄
❄
α
,
B
B′ B′′
b

b′
//
b′′
❄
❄❄
❄❄
❄❄
❄
β
be arbitrarily taken pair of 2-simplices. Then there exists a rectangle
R =
A A′ A′′
B B′ B′′
a
//
a′
//
a′′
((
x

x′

x′′

b // b
′
//
b′′
66
such that Rleft = S
t, Rright = S
′t and R|{0}×∆2 = α, R|{1}×∆2 = β.
Moreover, if S = (s0(x
′)\ξ) and α = s0(a
′) (hence consequently A′ = A, a =
1A, z = x
′, a′′ = a′), thenR can be chosen to be of the form R =
[
X s0(ξ
′) s0(η
′)
]
.
Proof. This is just rephrasing the fact that (∆1×Λ21)∪(∂∆
1×∆2) →֒ ∆1×∆2 is an
inner anodyne map. ([J]. See also [L1, Proposition 2.3.2.1], [C, Proposition 3.2.3]).
We also remark that as for the latter part, we only have to take a 3-simplex
X =
A
B
B′′
B′
x
✝✝
✝✝
✝✝
✝ z′
  ❇
❇❇
❇❇
❇
z
✪
✪✪
✪✪
✪✪
✪✪
✪✪
b′′
❜❜❜❜❜ 00❜❜❜❜
b $$❍
❍❍
❍❍
❍
b′
DD✡✡✡✡✡
such that d0(X ) = β, d1(X ) = ξ
′, d3(X ) = ξ. 
If we are given a rectangleR : ∆1×∆2 → C and a morphism f ∈ C1(R((1, 2)), C)
to some C ∈ C0, then we can extend them to obtain a map F : (∆
1 ×∆2)⊲ → C .
More strictly, we may designate some of the simplices involved, as below. This ad
hoc lemma will be used later in the proof of Lemma 3.10.
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Lemma 2.2. Let
R =
[
ψ ϕ θ
]
=
A A′ A′′
B B′ B′′
a
//
a′
//
a′′
((
x

x′

x′′

b // b
′
//
b′′
66
be any rectangle, let
⌈ζ|ζ′⌉ : Rout → S =
A A′′
B C
a′′ //
x
 
//
be any morphism in the undercategory, and let
℘ =
A
A′
C
A′′
a
✝✝
✝✝
✝✝
✝
  ❇
❇❇
❇❇
❇
a′′
✪
✪✪
✪✪
✪✪
✪✪
✪✪
❜❜❜❜❜ 00❜❜❜❜
a′ $$❍
❍❍
❍❍
❍ DD✡✡✡✡✡✡
be any 3-simplex in C satisfying d1(℘) = d2(ζ
′) and d3(℘) = d3(θ). Then we can
extend this to a map (∆1 ×∆2)⊲ → C . Namely, there is a triplet of 4-simplices
Ψ =
A
B
B′ B′′
C
x
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■■
■■■
■
b
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍ //
b′
//
;;✈✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
, Φ =
A
A′
B′ B′′
C
a
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■■
■■■
■
x′
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍
//
b′
//
;;✈✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
, Θ =
A
A′
A′′ B′′
C
a
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■■
■■■
■
a′
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍
//
x′′
//
;;✈✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
such that d1(Ψ) = d1(Φ), d2(Φ) = d2(Θ), ⌈ζ|ζ
′⌉ = ⌈d2(Ψ)|d1(Θ)⌉, d3(Θ) = ℘, and[
ψ ϕ θ
]
=
[
d4(Φ) d4(Ψ) d4(Θ)
]
.
Proof. Take a 2-simplex
B′
B′′ C
b′

//
❄
❄❄
❄❄
❄❄
❄
̟
such that d0(̟) = d0d1(ζ) = d0d1(ζ
′) and d2(̟) = b
′. Take 3-simplices
α =
A′
A′′
B′′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊❊
!!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
, β =
A
B′
B′′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊
❊
!!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
, γ =
A′
B′
B′′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊❊
!!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
, δ =
B
B′
B′′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊
❊
!!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
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such that
d0(α) = d0(ζ
′), d2(α) = d0(℘), d3(α) = d0(θ),
d0(β) = ̟, d1(β) = d1(ζ), d3(β) = d1(ϕ) = d1(ψ),
d0(γ) = ̟, d1(γ) = d1(α), d3(γ) = d0(ϕ),
d0(δ) = ̟, d1(δ) = d0(ζ), d3(δ) = d0(ψ).
Then we can take Θ,Φ,Ψ so that
d0(Θ) = α, d1(Θ) = ζ
′, d3(Θ) = ℘, d4(Θ) = θ,
d0(Φ) = γ, d1(Φ) = β, d2(Φ) = d2(Θ), d4(Φ) = ϕ,
d0(Ψ) = δ, d1(Ψ) = β, d2(Ψ) = ζ, d4(Ψ) = ψ
hold, as desired. 
A cube in C is a map C : ∆1 × ∆1 ×∆1 → C , namely an object in Fun(∆1 ×
∆1 ×∆1,C ), which we denote by a diagram
C(0, 0, 0) C(0, 1, 0)
C(1, 0, 0) C(1, 1, 0)
C(0, 0, 1) C(0, 1, 1)
C(1, 0, 1) C(1, 1, 1)
//
  ❇
❇❇
❇
  ❇
❇❇
❇
//
 
 
//
  ❇
❇❇
❇
  ❇
❇❇
❇
//
in C or by labelling some of its simplices for example as follows,
(2.3) C =
A B
D C
A′ B′
D′ C′
x //
i   ❇
❇❇
❇❇ y
  ❇
❇❇
❇❇
j
//
z
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
a

b
d

c

x′ //
i′   ❇
❇❇
❇❇ y′
  ❇
❇❇
❇❇
j′
//z
′
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
,
similarly as for squares. We may identify it with a pair of rectangles
Rf =
A B C
A′ B′ C′
x
//
y
//
z
((
a

b

c

x′ // y
′
//
z′
66
and
Rb =
A D C
A′ D′ C′
i
//
j
//
z
((
a

d

c

i′ // j
′
//
z′
66
sharing the outer square in common. Each of these rectangles is expressed as
Rf =
[
Xf Yf Zf
]
and Rb =
[
Xb Yb Zb
]
. In summary, a cube C can be
expressed by a 6-tuple of 3-simplices in C
(2.4) C =
[
Xf Yf Zf
Xb Yb Zb
]
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satisfying d1(Xf) = d1(Yf), d2(Yf) = d2(Zf), d2(Xf) = d2(Xb), d1(Zf) = d1(Zb),
d1(Xb) = d1(Yb), d2(Yb) = d2(Zb).
Remark 2.3. From a cube C as above, we may obtain cubes
[
Yb Xb Xf
Zb Zf Yf
]
=
A A′
B B′
D D′
C C′
a //
x $$❏
❏❏ x′$$❏❏
❏
b
//
i
 i
′

y

y′

d //
j
$$❏❏
❏ j′
$$❏❏
❏
c
//
,
[
Zf Zb Yb
Yf Xf Xb
]
=
A D
A′ D′
B C
B′ C′
i //
a $$
❏❏❏ d$$❏❏
❏
i′
//
x

j
x
′

j′

y //
b
$$❏❏
❏ c
$$❏❏
❏
y′
//
by transpositions, and also
[
Xb Yb Zb
Xf Yf Zf
]
,
[
Yf Xf Xb
Zf Zb Yb
]
,
[
Zb Zf Yf
Yb Xb Xf
]
.
We often regard a cube (2.3) as a morphism from C|∆1×∆1×{0} to C|∆1×∆1×{1}
in Fun(∆1 ×∆1,C ). In this view, we have the following.
Example 2.4. Let
S =
A B
D C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
be any square.
(1) There is a cube consisting of degenerated 3-simplices
IS =
[
s0(ξ) s1(ξ) s2(ξ)
s0(η) s1(η) s2(η)
]
such that IS|∆1×∆1×{0} = IS|∆1×∆1×{1} = S. This is nothing but 1S =
s0(S) in Fun(∆
1 ×∆1,C ).
(2) Suppose that C is pointed ([L2, Definition 2.1]). Then any square
O =
OA OB
OD OC
xo //
io

zo
❄❄❄
❄
❄❄
yo

jo
//
in which OA, OB, OC , OD are zero objects in C , gives a zero object in
Fun(∆1×∆1,C ). In particular, there exists a cubeC such thatC|∆1×∆1×{0} =
S and C|∆1×∆1×{1} = O. Indeed, by using the definition of zero ob-
jects, such a cube can be taken compatibly with arbitrarily given 5-tuple
of squares
A B
OA OB
x //
a
 b
xo
//
,
A D
OA OD
i //
a
 d
io
//
,
B C
OB OC
y //
b 
c

yo
//
,
D C
OD OC
j //
c
 d
jo
//
,
A C
OA OC
z //
a

c

zo
//
sharing the morphisms with the same labels in common. Similarly for the
existence of a cube C′ with C′|∆1×∆1×{0} = O and C
′|∆1×∆1×{1} = S.
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Similarly as in Proposition 2.1, any consecutive pair of cubes can be filled into
a 2-simplex in Fun(∆1 ×∆1,C ). More strictly, the following holds.
Proposition 2.5. Let
C =
A B
D C
A′ B′
D′ C′
x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
a
 b
d

c

x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
, C′ =
A′ B′
D′ C′
A′′ B′′
D′′ C′′
x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
a′
 b
′
d
′

c′

x′′ //
i′′
$$❏❏
y′′
$$❏❏
j′′
//
be a pair of cubes satisfying C|∆1×∆1×{1} = C
′|∆1×∆1×{0}, and let
A
A′ A′′
a

a′
//
a′′
❄
❄❄
❄❄
❄❄
❄
α
,
B
B′ B′′
b

b′
//
b′′
❄
❄❄
❄❄
❄❄
❄
β
,
C
C′ C′′
c

c′
//
c′′
❄
❄❄
❄❄
❄❄
❄
γ
,
D
D′ D′′
d

d′
//
d′′
❄
❄❄
❄❄
❄❄
❄
δ
be arbitrarily taken 2-simplices. Then there exists F : ∆1×∆1×∆2 → C such that
F |∆1×∆1×[0,1] = C, F |∆1×∆1×[1,2] = C
′ and
F |{(0,0)}×∆2 = α, F |{(0,1)}×∆2 = β, F |{(1,1)}×∆2 = γ, F |{(1,0)}×∆2 = δ.
Especially we obtain a cube
F |∆1×∆1×Λ21 =
A B
D C
A′′ B′′
D′′ C′′
x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
a′′
 b
′′
d
′′

c′′

x′′ //
i′′
$$❏❏
y′′
$$❏❏
j′′
//
compatible with the given data.
Proof. Similarly as Proposition 2.1, this is just rephrasing the fact that ((∆1 ×
∆1)×Λ21)∪ ({(0, 0), (0, 1), (1, 0), (1, 1)}×∆
2) →֒ ∆1×∆1×∆2 is an inner anodyne
map ([J], [L1, Proposition 2.3.2.1], [C, Proposition 3.2.3]). 
Corollary 2.6. Let S,S′ be any pair of squares such that S((0, 0)) = S′((0, 0)) = A
and S((1, 1)) = S′((1, 1)) = C. Assume that there is a cube C such that
C|∆1×∆1×{0} = S, C|∆1×∆1×{1} = S
′
and that a = C|{(0,0)}×∆1 and c = C|{(1,1)}×∆1 satisfies a = idA and c = idC .
Then there exists a cube C′ such that
C′|∆1×∆1×{0} = S, C
′|∆1×∆1×{1} = S
′
and C′|{(0,0)}×∆1 = 1A, C
′|{(0,1)}×∆1 = C|{(0,1)}×∆1 , C
′|{(1,0)}×∆1 = C|{(1,0)}×∆1 ,
C′|{(1,1)}×∆1 = 1C .
10 HIROYUKI NAKAOKA AND YANN PALU
Proof. This follows from Proposition 2.5 applied to the cubes C, IS′ and 2-simplices
of the following form,
A
A A
a

1A
//
1A
❄
❄❄
❄❄
❄❄
❄
,
B
B′ B′
b

1B′
//
b
❄
❄❄
❄❄
❄❄
❄
s1(b)
,
C
C C
c

1C
//
1C
❄
❄❄
❄❄
❄❄
❄
,
D
D′ D′
d

1D′
//
d
❄
❄❄
❄❄
❄❄
❄
s1(d)
,
where we denote C|{(0,1)}×∆1 and C|{(1,0)}×∆1 by B
b
−→ B′ and D
d
−→ D′, respec-
tively. 
3. Exact sequences in exact quasi-categories
First we recall the definition of an exact quasi-category. For the detail, see
[B1],[B2]. A quasi-category C is called additive ([B1, Definition 2.2]) if it is pointed,
has all finite products and finite coproducts, and moreover if the homotopy cate-
gory hC is additive as an ordinary category. In particular, for any pair of objects
X1, X2 ∈ hC , the unique morphism v ∈ (hC )(X1 ∐X2, X1 ×X2) which satisfies
pk′ ◦ v ◦ ik : Xk → Xk′ =
{
id if k = k′
0 if k 6= k′
should become an isomorphism. Here, X1
p1
←− X1 × X2
p2
−→ X2 and X1
i1−→
X1 ∐X2
i2←− X2 are product and coproduct of X1, X2 in hC , respectively.
Let C be a quasi-category, and let C†,C
† be two subcategories of C containing
all homotopy equivalences. A morphism in C† is called ingressive, and a morphism
in C † is called egressive. A square
(3.1)
A B
D C
x //
i

y

j
//
is called an ambigressive pull-back if it is a pull-back square in which j is ingressive
and y is egressive. Dually, (3.1) is an ambigressive push-out if it is a push-out
square in which x is ingressive and i is egressive.
Definition 3.1. ([B1, Definition 3.1]) The triplet (C ,C†,C
†) is an exact quasi-
category (= exact ∞-category) if it satisfies the following conditions.
(Ex0) C is additive.
(Ex1) If O ∈ C0 is a zero object, then any morphism O → X in C is ingressive.
Dually, any morphism X → O in C is egressive.
(Ex2) Push-outs of ingressive morphisms exist and are ingressive. Dually, pull-
backs of egressive morphisms exist and are egressive.
(Ex3) A square in C is an ambigressive pull-back if and only if it is an ambigressive
push-out.
In the rest of this article, let (C ,C†,C
†) be an exact quasi-category defined as
above. We also simply say that C is an exact quasi-category.
Definition 3.2. ([B1, Definition 3.1])
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(1) An exact sequence starting from A and ending in C is an ambigressive
pull-back (hence an ambigressive push-out)
(3.2) S =
A B
O C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
in which O is a zero object in C . When we emphasize the end-objects A
and C, we write ASC in this article.
Example 3.3. If a morphism x ∈ C1(X,X) satisfies x = idX , then any square
X X
O O′
x //
 
//
,
(
similarly,
O X
O′ X
//

x

//
)
in which O,O′ are zero objects, is an exact sequence.
3.1. Morphisms of exact sequences.
Definition 3.4. Let E ⊆ Fun(∆1 × ∆1,C ) be the full subcategory spanned by
exact sequences. In particular, for a pair of exact sequences
(3.3) S =
A B
O C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
and S′ =
A′ B′
O′ C′
x′ //
i′

z′
❄❄❄
❄
❄❄
y′

j′
//
ξ′
η′
,
a morphism of exact sequences from S to S′ means a cube
(3.4) C =
A B
O C
A′ B′
O′ C′
x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
a
 b
o

c

x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
which satisfies C|∆1×∆1×{0} = S and C|∆1×∆1×{1} = S
′. We abbreviate this to
C : S→ S′. When we indicate morphisms a and c, we will also write aCc : S→ S
′
in this article.
Proposition 3.5. Let ASC ,AS
′
C , be any pair of exact sequences starting from A
and ending in C, and let aCc : S → S
′ be a morphism such that a = idA and
c = idC , as depicted in (3.5) below. Suppose that there also exists a morphism in
the opposite direction a′C
′
c′ : S
′ → S as below, such that a′ = idA and c′ = idC .
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Then b is a homotopy equivalence.
(3.5) C =
A B
O C
A B′
O′ C
x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
a
 b

c

x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
, C′ =
A B′
O′ C
A B
O C
x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
a′
 b
′


c′

x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
Proof. It suffices to show that b is an isomorphism in hC . Remark that C and C′
yield commutative diagrams
A B C
A B′ C
x // y //
b

x′
//
y′
//
  ,
A B′ C
A B C
x′ // y
′
//
b′

x
//
y
//
 
in hC , whose rows are both weak kernel and weak cokernel. For b = b′ ◦ b ∈
(hC )(B,B), since we have (idB − b) ◦ x = 0 and y ◦ (idB − b) = 0, there are
d ∈ (hC )(B,A), e ∈ (hC )(C,B) such that x ◦ d = idB − b and e ◦ y = idB − b. It
follows that (idB − b) ◦ (idB − b) = e ◦ y ◦ x ◦ d = 0, equivalently b ◦ (2 · idB − b) =
(2·idB−b)◦b = idB. In particular b = b′◦b is an isomorphism. The same argument
shows that b ◦ b′ is also an isomorphism. Hence so is b. 
Remark 3.6. Later in Proposition 3.26 we will see (in combination with Corol-
lary 2.6) that the existence of C′ is not necessary to assume, and that it always
holds automatically.
Proposition 3.7. Let S = (η\ξ),S′ = (η′\ξ′) be any pair of exact sequences as in
(3.3), and let
(3.6) T =
A B
A′ B′
x //
a

b

x′
//
be any square. Then there exists a morphism of exact sequences C : S → S′ such
that C|∆1×{0}×∆1 = T. More precisely, the following holds.
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(1) There exist rectangles of the form
R =
[
s2(ξ) s2(η) Z
]
=
A O O′
B C C
i
// //
ip
((
x

j
 y // 1C //
y
66
,
R′ =
[
X ′ Y ′ Z ′
]
=
A A′ O′
B B′ C′
a
//
i′
//
ip
((
x

x′

j′

b // y
′
//66
sharing some common morphism ip ∈ C1(A,O
′), such that S = (Rleft)
t,
S′ = (R′right)
t and T = (R′left)
t.
Moreover, if A = A′, a = 1A and T = (s0(x
′)\ξ), then we may take
ip = i
′, and R′ can be chosen to be of the form
[
X ′ s0(ξ
′) s0(η
′)
]
.
(2) For any R =
[
s2(ξ) s2(η) Z
]
and R′ =
[
X ′ Y ′ Z ′
]
as in (1),
there exist three 3-simplices Φ,Ψf ,Ψb which gives a morphism
C =
[
Y ′ X ′ Ψf
Z ′ Φ Ψb
]
: S→ S′
satisfying d3(Φ) = d3(Z).
Proof. (1) By using the definition of a zero object, we may take a 3-simplex
Z =
A
O
O′
C
i
✝✝
✝✝
✝✝
✝ ip
  ❇
❇❇
❇❇
❇
z
✪
✪✪
✪✪
✪✪
✪✪
✪✪
❜❜❜❜❜ 00❜❜❜❜
j $$❍
❍❍
❍❍
❍❍
✡✡
✡✡
✡✡
with arbitrarily chosen morphisms A
ip
−→ O′, O→ O′, O′ → C, such that d2(Z) =
η. This gives R as desired. By the definition of a zero object, there also exists a
2-simplex α as below. Also, we may take a 2-simplex β arbitrarily as below, with
some yp ∈ C1(B,C
′).
A
A′ O′
a

i′
//
ip
❄
❄❄
❄❄
❄❄
❄
α
,
B
B′ C′
b

y′
//
yp
❄
❄❄
❄❄
❄❄
❄
β
Then the existence of R′ follows from Proposition 2.1 applied to T,S′, α, β. The
latter part is also obvious from the construction, in which case we use α = s0(i
′).
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(2) We may take a 3-simplex
Φ =
A
O
C′
O′
i
✝✝
✝✝
✝✝
✝
  ❇
❇❇
❇❇
❇
ip
✪
✪✪
✪✪
✪✪
✪✪
✪✪
❜❜❜❜❜ 00❜❜❜❜
$$❍❍
❍❍❍
❍❍
j′
DD✡✡✡✡✡
such that d1(Φ) = d1(Z
′) and d3(Φ) = d3(Z), with arbitrarily taken compatible
d0(Φ) by using the definition of a zero object. Put S
p = (Rout)
t = (d1(Z)\ξ) and
Sq = (d1(Z
′)\d2(X
′)) =
A B
O′ C′
x //
ip
 
j′
//
.
Since (Rleft)
t, (Rright)
t are exact sequences, so is Sp. Thus by the definition of
push-out, there exists a morphism ⌈Γ|Ψf⌉ from S
p to Sq in the undercategory,
namely a pair of 3-simplices Ψf ,Γ in C satisfying d2(Ψf) = d2(X
′), d3(Ψf) = ξ,
d2(Γ) = d1(Z
′), d3(Γ) = d1(Z), and d1(Γ) = d1(Ψf). We may take a 3-simplex ν
such that d0(ν) = d0(Γ), d2(ν) = d0(Φ), d3(ν) = d0(Z) and then a 4-simplex
Θ =
A
O
O′ C
C′
i
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
✮
$$■
■■
■■
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
//
;;✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
such that d0(Θ) = ν, d1(Θ) = Γ, d3(Θ) = Φ, d4(Θ) = Z. If we put Ψb = d2(Θ),
then Φ,Ψf ,Ψb satisfy the required conditions. 
The following will be used later to replace the zero objects appearing in exact
sequences.
Lemma 3.8. Let
ν =
A
O
O′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊
❊
!!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
and ν′ =
A
O
O′′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊
❊
!!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
be any pair of 3-simplices satisfying d2(ν) = d2(ν
′), in which O,O′, O′′ are zero
objects. Let o ∈ C1(O
′′, O′) be arbitrarily taken morphism. Then there exists a
3-simplex
µ =
A
O′′
O′
C
✝✝
✝✝
★
★★
★★
★★
★
""❊
❊❊
❊
o !!❈
❈❈
❛❛❛ 00❛❛❛❛ AA✄✄✄✄
such that d1(µ) = d1(ν) and d2(µ) = d1(ν
′).
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Proof. We can show the existence of a 4-simplex
Φ =
A
O
O′′ O′
C
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■■
■■■
■
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
o
//
;;✈✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
such that d2(Φ) = ν and d3(Φ) = ν
′, with arbitrarily chosen compatible 3-simplices
d0(Φ) and d4(Φ) by using the definition of zero objects. This gives µ = d1(Φ) as
desired. 
Proposition 3.9. Let
ASC = (η\ξ) =
A B
O C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
and AS
′
C = (η
′\ξ) =
A B
O′ C
x //
i′

z
❄❄
❄
❄
❄❄
y

j′
//
ξ
η′
be any pair of squares sharing common ξ in the upper triangles. Suppose that there
is a 3-simplex ν such that d1(ν) = η
′ and d2(ν) = η. Then the following holds.
(1) There exists a 3-simplex ν′ such that d1(ν
′) = η and d2(ν
′) = η′.
(2) S is an exact sequence if and only if S′ is an exact sequence.
We also remark that in case (2), the given ν and ν′ obtained in (1) are nothing but
morphisms of exact sequences[
s0(ξ) s1(ξ) s2(ξ)
s0(η
′) ν s2(η)
]
: S→ S′ and
[
s0(ξ) s1(ξ) s2(ξ)
s0(η) ν
′ s2(η
′)
]
: S′ → S.
Proof. (1) is immediate from Lemma 3.8, applied to ν and s1(η). (2) follows from
the existence of a rectangle R =
[
ν s0(η
′) s0(ξ)
]
, in which Rleft is an exact
sequence and Rout = S, Rright = S
′. 
3.2. Decompositions of morphisms.
Lemma 3.10. Let ASC = (η\ξ) be any exact sequence as in (3.2), and let a ∈
C1(A,A
′) be any morphism. Let
(3.7) P =
A B
A′ B0
x //
a

b0

x0
//
be arbitrarily chosen push-out square, which always exists by the definition of exact
quasi-category. Then, we have the following.
(1) There exists an exact sequence
(3.8) S0 =
A′ B0
O C
x0 //
i0

z0
❄❄❄
❄
❄❄
y0

j
//
ξ0
η0
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and a morphisms of exact sequences D : S→ S0 of the form
D =
[
ϕ ψ s2(ξ)
θ s1(η) s2(η)
]
=
A B
O C
A′ B0
O C
x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
a
 b0
1O

1C

x0 //
i0
$$❏❏
❏ y0
$$❏❏
❏
j
//
such that D|∆1×{0}×∆1 = P. We denote any such square S0 admitting D
by a∗S.
(2) Let D : S → S0 = a∗S be arbitrarily as in (1). For any morphism of exact
sequences
aCc =
[
Xf Yf Zf
Xb Yb Zb
]
: ASC → A′S
′
C′ = (η
′\ξ′)
as in (3.4), there exists a morphism of exact sequences 1A′C
′
c : a∗S→ S
′ of
the form
(3.9) C′ =
[
s0(ξ
′) Y ′f Z
′
f
s0(η
′) Y ′b Z
′
b
]
=
A′ B0
O C
A′ B′
O′ C′
x0 //
i0
$$❏❏
❏ y0
$$❏❏
❏
j
//
1A′
 b
′

o

c

x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
for some Y ′f ,Y
′
b,Z
′
f ,Z
′
b, such that b = b
′ ◦ b0 holds in hC .
Dually, for any ASC = (η\ξ) as above and any c ∈ C (C
′, C), we may obtain a
morphism of exact sequences of the form
1AD
′
c =
[
s0(ξ) s1(ξ) Zf
s0(η) Yb Zb
]
: S′0 → S
in which D′|∆1×{1}×∆1 is a pull-back. In this case, we denote such S
′
0 by c
∗S. It
has a property dual to (2).
Proof. (1) By using the definition of a zero object, we can take a 3-simplex
θ =
A
A′
C
O
a
✠✠
✠✠
✠✠ z
!!❉
❉❉
❉❉
❉❉
i
✫
✫✫
✫✫
✫✫
✫✫
✫✫
z0
❜❜❜❜❜ 00❜❜❜❜
i0 $$❍❍
❍❍❍
❍❍
j
DD✡✡✡✡✡✡
such that d1(θ) = η, with some morphisms i0 ∈ C1(A
′, O) and z0 ∈ C1(A
′, C). Put
ν = d2(θ). Since P is a push-out, we obtain a morphism
⌈ϕ|ψ⌉ : P→
A B
A′ C
x //
a

z
❄❄
❄
❄
❄❄
y

z0
//
ξ
ν
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in the undercategory. Then this gives a rectangle R =
[
ψ ϕ θ
]
with Rleft =
Pt, Rout = S
t and Rright = (S0)
t. Since P, St are push-outs, it follows that x0 is
ingressive and that S0 = (Rright)
t is also a push-out. Thus S0 is an exact sequence,
and D =
[
ϕ ψ s2(ξ)
θ s1(η) s2(η)
]
: S → S0 indeed gives a morphism with the stated
property.
(2) We may take a 4-simplex
Ω =
A
A′
O O′
C′
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■
■■
■■
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍
//
//
;;✈✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
such that d1(Ω) = Yb and d2(Ω) = Xb, for arbitrarily chosen compatible d0(Ω)
and d4(Ω) satisfying d3d4(Ω) = d3(θ) using the definition of zero object. Applying
Lemma 2.2 to
R =
[
ψ ϕ θ
]
, ⌈Zf |Zb⌉ : Rout →
A O
B C′
i //
x
 
//
, ℘ = d3(Ω),
we obtain 4-simplices Ψ,Φ,Θ such that d1(Ψ) = d1(Φ), d2(Φ) = d2(Θ), ⌈Zf |Zb⌉ =
⌈d2(Ψ)|d1(Θ)⌉, d3(Θ) = ℘, and
[
ψ ϕ θ
]
=
[
d4(Φ) d4(Ψ) d4(Θ)
]
.
If we put
T = C|{0}×∆1×∆1 = (d3(Xf)\d3(Yf)),
T′ = (d2(Xb)\d2(Zf)) = (d2(Xf)\d2(Yf)),
Then T,T′ and P can be regarded as objects in the quasi-category under
A B
A′
x //
a

and there is a morphism ⌈Xf |Yf⌉ : T→ T
′. By the construction so far, we also have
⌈d3(Φ)|d3(Ψ)⌉ : P → T
′ in this undercategory. Since P is a push-out, we obtain
another morphism ⌈κ|λ⌉ : P → T. Then, again by the definition of push-out, we
obtain a 2-simplex in this undercategory, namely a pair of 4-simplices in C
Γ =
A
A′
B0 B′
C′
a
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■
■■
■■
x0
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍
//
//
;;✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
, Ξ =
A
B
B0 B′
C′
x
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■
■■
■■
b0
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
//
;;✈✈✈✈✈✈✈✈✈✈
II✔✔✔✔✔✔
such that
d1(Γ) = d1(Ξ), d2(Γ) = Xf , d2(Ξ) = Yf ,
d3(Γ) = d3(Φ), d3(Ξ) = d3(Ψ), d4(Γ) = κ, d4(Ξ) = λ.
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Now
C′ =
[
s0(ξ
′) d0(Γ) d0(Φ)
s0(η
′) d0(Ω) d0(Θ)
]
: S0 → S
′
gives a morphism of exact sequences with the stated properties. 
Lemma 3.11. Let ASC ,A′S
′
C′ be two exact sequences as in (3.3), and let
aCc =
[
Xf Yf Zf
Xb Yb Zb
]
: S→ S′
be a morphism as in (3.4). If C = C′ and c = idC , then the following holds.
(1) The square
(3.10) C|{0}×∆1×∆1 =
A B
A′ B′
x //
a

b

x′
//
is a pull-back.
(2) If moreover b is egressive, then (3.10) is an ambigressive push-out.
Proof. (1) C contains rectangles
R =
[
Yf Xf Xb
]
=
A A′ O′
B B′ C
a // i
′
//
x

x′

j′

b
//
y′
//
,
R′ =
[
Zf Zb Yb
]
=
A O O′
B C C
i // o //
x

j

j′

y
//
c
//
which satisfies (Rright)
t = S′, Rout = R
′
out and (R
′
left)
t = S. Since (Rright)
t is
an exact sequence as in Example 3.3, it follows that C|{0}×∆1×∆1 = (Rleft)
t is a
pull-back. (2) is immediate from the definition of exact quasi-category. 
Proposition 3.12. Let
S = (η\ξ) =
A B
O C
x //
i

z
❄❄
❄
❄
❄❄
y

j
//
ξ
η
and S′ = (η′\ξ′) =
A B′
O′ C
x′ //
i′

z′
❄❄❄
❄
❄❄
y′

j′
//
ξ′
η′
be two exact sequences starting from A and ending in C. Let
(3.11) 1AC1C =
[
Xf Yf Zf
Xb Yb Zb
]
=
A B
O C
A B′
O′ C
x //
i
$$❏❏
❏ y
$$❏❏
❏
j
//
1A
 b
o

1C

x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
: S→ S′
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be any morphism.
If moreover b = C|{(0,1)}×∆1 is a homotopy equivalence in C , then there also
exists a morphism in the opposite direction 1A(C
′)1C : S
′ → S. In addition, b′ =
C′|{(0,1)}×∆1 becomes a homotopy equivalence in C .
Proof. Put ξ(1) = d2(Yf), η
(1) = d2(Yb), η
(2) = d1(Xb), and put
S(1) = (η(1)\ξ(1)) =
A B
O C
x //
i
 
//
, S(2) = (η(2)\ξ(1)) =
A B
O′ C
x //
 
j′
//
.
In the following rectangle, since (Rleft)
t = S and (Rright)
t are exact sequences,
R =
[
Zf Zb s1(η
(1))
]
=
A O O
B C C
i // 1O //
x

j
 
y
//
1C
//
so is S(1) = (Rout)
t. Moreover,
1AC
(1)
1C
=
[
s0(ξ
(1)) s1(ξ
(1)) Zf
s0(η
(1)) s1(η
(1)) Zb
]
: ASC → AS
(1)
C
is a morphism of exact sequences. By Proposition 3.9, the existence of the 3-simplex
Yb shows that S
(2) is also an exact sequence, and that
1AC
(2)
1C
=
[
s0(ξ
(1)) s1(ξ
(1)) s2(ξ
(1))
s0(η
(2)) Yb s2(η
(1))
]
: AS
(1)
C → AS
(2)
C
is a morphisms of exact sequences. Besides, there is another morphism
1AC
(3)
1C
=
[
Xf Yf s2(ξ
(1))
Xb s1(η
(2)) s2(η
(2))
]
: AS
(2)
C → AS
′
C ,
hence we have a sequence of morphisms S
C(1)
−→ S(1)
C(2)
−→ S(2)
C(3)
−→ S′.
By Lemma 3.11, it follows that C(3)|{0}×∆1×∆1 is an ambigressive push-out.
Thus C(3) satisfies the conditions required in Lemma 3.10 (1). Thus by (2) of
the same lemma applied to C(3) and IS(2) : S
(2) → S(2), we obtain a morphism
1A(C
(3)′)1C : S
′ → S(2). Similarly, by using the duals of Lemmas 3.10 and 3.11,
we obtain a morphism 1A(C
(1)′)1C : S
(1) → S. By Proposition 3.9, we also have a
morphism 1A(C
(2)′)1C : S
(2) → S(1). Now by Proposition 2.5 applied iteratively to
the sequence of morphisms
S
C(1)′
←− S(1)
C(2)′
←− S(2)
C(3)′
←− S′,
we obtain a morphism C′ : S′ → S as desired. The last assertion for b′ follows from
Proposition 3.5. 
Remark 3.13. Proposition 3.12 also follows immediately from [C, Corollary 3.5.12].
In fact, the morphism C ∈ Fun(∆1 × ∆1,C )(S,S′) satisfying the assumptions in
Proposition 3.12 becomes a homotopy equivalence in Fun(∆1×∆1,C )(S,S′) (hence
in E ).
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Remark 3.14. The assumption on b in Proposition 3.12 is redundant. Indeed in
Proposition 3.26 we will see that it holds automatically.
3.3. Splitting exact sequences.
Definition 3.15. Let A,C ∈ C0 be any pair of objects, and let
(3.12)
A
O C
i

j
//
z
❄
❄❄
❄❄
❄❄
❄
η
be any 2-simplex in C , in which O ∈ C0 is a zero object. Let A
pA
←− A× C
pC
−→ C
and A
iA−→ A ∐ C
iC←− C be a product and a coproduct of A and C, respectively.
(1) By the definition of product, we obtain a pair of 2-simplices as below.
(3.13)
A
A A× C C
1A
{{①①
①①
①①
①①
①①
uA

z
##❋
❋❋
❋❋
❋❋
❋❋
❋
pA
oo
pC
//
µA,C πA,C
(2) Dually, we obtain a pair of 2-simplices as below.
C
A A ∐C C
z
##❋
❋❋
❋❋
❋❋
❋❋
❋
jC

1C
{{①①
①①
①①
①①
①①
iA // iCoo
ιA,C νA,C
We will use these symbols in the rest, often abbreviating πA,C to π and so on.
Proposition 3.16. Let (3.12) be any 2-simplex, in which O ∈ C0 is a zero object.
Then the squares
(3.14) ANC =
A A× C
O C
uA //
i

z
❄❄
❄
❄
❄❄
pC

j
//
π
η
, AN
′
C =
A A ∐ C
O C
iA //
i

z
❄❄
❄
❄
❄❄
jC

j
//
ι
η
are exact sequences.
Proof. By using the definition of a zero object we may obtain a rectangle R of the
following form
A A× C A
O C O
uA
//
pA
//
1A
((
i

pC

i
j // //
1O
66
in which Rleft = N, and Rright is a pull-back. As in Example 3.3 we know that
Rright is an exact sequence, thus it follows that N is also a pull-back and pC is
egressive. This shows that N is an exact sequence. Dually for N′. 
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Remark 3.17. The above definition of ANC and AN
′
C depends on the choice of
(3.12) and simplices taken. Later we will introduce an equivalence relation for
exact sequences in Section 3.4, to show that their equivalence classes ANC ,AN
′
C
do not depend on these choices, and moreover satisfy ANC = AN
′
C .
Lemma 3.18. Let ASC = (η\ξ) be any exact sequence as in (3.2). Let ANC =
(η\π),AN
′
C = (η\ι) be as in Proposition 3.16, obtained by using the 2-simplex η.
The following holds.
(1) If x is a split monomorphism in hC , then there is a 3-simplex
ϕ =
B
A
C
A× C
x
DD✠✠✠✠✠✠
y
!!❉
❉❉
❉❉
❉❉
✫
✫✫
✫✫
✫✫
✫✫
✫✫
❜❜❜❜❜ 00❜❜❜❜
uA $$❍
❍❍
❍❍
❍
pC
DD✡✡✡✡✡
such that d1(ϕ) = πA,C and d2(ϕ) = ξ.
(2) Dually, if y is a split epimorphism in hC , then there is a 3-simplex ψ such
that d1(ψ) = ξ and d2(ψ) = ιA,C .
Proof. Since (2) can be shown dually, it is enough to show (1). Suppose that x is a
split monomorphism in hC . This means that there is a 2-simplex ω of the following
form.
A
B A
x

r
//
1A
❄
❄❄
❄❄
❄❄
❄
ω
Then by the definition of product, we obtain a pair of 2-simplices as below.
(3.15)
B
A A× C C
r
{{①①
①①
①①
①①
①①
b

y
##❋
❋❋
❋❋
❋❋
❋❋
❋
pA
oo
pC
//
Also, ω and ξ gives the following pair of 2-simplices.
(3.16)
A
A B C
1A
{{①①
①①
①①
①①
①①
x

z
##❋
❋❋
❋❋
❋❋
❋❋
❋
r
oo
y
//
ω ξ
By the definition of product, (3.15) and (3.16) give a pair of 3-simplices as below,
ϕ′ =
A
A
B
A× C
1A
✝✝
✝✝
✝✝
✝ x
  ❇
❇❇
❇❇
❇
uA
✪
✪✪
✪✪
✪✪
✪✪
✪✪
r❜❜❜❜pp❜❜❜❜❜
pA
dd❍❍❍❍❍❍ b✡✡
✡✡
✡
, ϕ =
A
C
B
A× C
z
✽
✽✽
✽✽
✽✽x
~~⑤⑤
⑤⑤
⑤⑤
uA
✙✙
✙✙
✙✙
✙✙
✙✙
✙
y❭❭❭❭ ..❭❭❭❭❭
pC
::✈✈✈✈✈✈b ✹
✹✹
✹✹
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such that d3(ϕ) = d3(ϕ
′) holds and the pairs (dk(ϕ
′), d0(ϕ)) (k = 0, 1, 2) agree with
(3.15), (3.13), (3.16), respectively. This ϕ satisfies the stated properties. 
Proposition 3.19. Let (3.12) be any 2-simplex in which O ∈ C0 is a zero object,
and let ANC ,AN
′
C be as in Proposition 3.16. Then there exists a 3-simplex
ℵA,C =
A ∐C
A
C
A× C
iA
DD✟✟✟✟✟✟✟✟✟
jC
""❊
❊❊
❊❊
❊❊
❊
υA,C
✪
✪✪
✪✪
✪✪
✪✪
✪✪
✪✪
z
❞❞❞❞❞❞❞
11❞❞❞❞❞❞
uA &&▲▲
▲▲▲
▲▲
pC
BB✝✝✝✝✝✝✝
such that d1(ℵA,C) = πA,C , d2(ℵA,C) = ιA,C and that υA,C is an isomorphism in
hC .
Proof. Take any 2-simplex as below.
C
O A
i′

z′
❄
❄❄
❄❄
❄❄
❄
j′
//
η′
By the definition of a coproduct, we obtain a pair of 2-simplices
A
A A ∐C C
1A
##❋
❋❋
❋❋
❋❋
❋❋
❋
jA
 z
′
{{①①
①①
①①
①①
①①
iA // iCoo
similarly as in Definition 3.15 (2). Then we have jA ◦ iA = idA in hC , hence by
Lemma 3.18 we obtain a 2-simplex ℵA,C with d1(ℵA,C) = πA,C , d2(ℵA,C) = ιA,C .
As in the proof of Lemma 3.18, morphism υA,C = d0d3(ℵA,C) is obtained as a
morphism appearing in the following
A ∐C
A A× C C
jA
||③③
③③
③③
③③
③③
υA,C

jC
""❉
❉❉
❉❉
❉❉
❉❉
❉
pA
oo
pC
//
by construction. In the homotopy category hC , morphism v = υA,C is the unique
one which makes
(3.17)
A ∐C
A A× C C
jA
||③③
③③
③③
③③
③③
v

jC
""❉
❉❉
❉❉
❉❉
❉❉
❉
pA
oo
pC
//

commutative, since the bottom row gives a product of A and C in hC . By the
additivity of hC , this forces v to be an isomorphism. 
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Remark 3.20. In the sequel we will continue to use the symbol υA,C for a morphism
which gives the unique (iso)morphism v = υA,C in hC making (3.17) commutative.
Corollary 3.21. Let ASC = (η\ξ),ANC = (η\π) and AN
′
C = (η\ι) be as in
Lemma 3.18. Then, the following are equivalent.
(i) There exists a morphism
(3.18) aCc =
A B
O C
A A× C
O C
x //
i &&◆
◆◆◆ y &&◆◆
◆◆
j
//
a

b

o

c

uA //
i &&◆
◆◆◆ pC&&◆◆
◆
j
//
: S→ N
such that a = idA, c = idC .
(i)′ There exists a morphism a′C
′
c′ : N
′ → S such that a′ = idA, c′ = idC .
(ii) There exists a morphism 1AC1C : S → N in which b = C|{(0,1)}×∆1 is a
homotopy equivalence.
(ii)′ There exists a morphism 1AC
′
1C : N
′ → S in which b′ = C′|{(0,1)}×∆1 is a
homotopy equivalence.
(iii) x is a split monomorphism in hC .
(iii)′ y is a split epimorphism in hC .
Remark that the conditions (iii) and (iii)′ are independent of the choices of N and
N′.
Proof. Equivalence (ii)⇔ (ii)′ follows from Proposition 2.5, Propositions 3.12 and
3.19. Since (i)′ ⇔ (ii)′ ⇔ (iii)′ can be shown dually, it is enough to show (i) ⇔
(ii) ⇔ (iii). Remark that (ii) ⇒ (i) is trivial, and that (iii) ⇒ (i) follows from in
Lemma 3.18. Also, (i) ⇒ (iii) is immediate. Indeed if there is a morphism (3.18)
as in (i), then we have pA ◦ b ◦ x = pA ◦ uA ◦ a = idA, which in particular means
that x is a split monomorphism.
It remains to show (i)⇒ (ii). Suppose that we have a morphism (3.18) satisfying
a = idA and c = idC . By Corollary 2.6, we may assume a = 1A and c = 1C from
the beginning. Let us show that b becomes an isomorphism in hC . Remark that
the 2-simplex πA,C in (3.13) induces a split short exact sequence
A
uA−→ A× C
pC
−→ C
in hC . Replacing it by the isomorphic one A
[ 10 ]−→ A ⊕ C
[0 1]
−→ C, we see that C
induces the following commutative diagram in hC ,
(3.19)
A B C
A A⊕ C C
x // y //
[ ry ]

[ 10 ]
//
[0 1]
//
 
where we put r = pA◦b ∈ (hC )(B,A). It suffices to show that [
r
y ] is an isomorphism.
Since the top row of (3.19) is a weak cokernel sequence, there is some w ∈
(hC )(C,B) such that idB − x ◦ r = w ◦ y. This shows that [x w] : A ⊕ C → B
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gives a left inverse of [ ry ]. On the other hand, since the right square of (3.19) is
a weak push-out by the dual of Lemma 3.11 (1), it can be verified that [ ry ] is an
epimorphism, by a straightforward argument in the ordinary additive category hC .
Thus [ ry ] is an isomorphism. 
Definition 3.22. An exact sequence S is said to split, if it satisfies condition (iii)
(or other equivalent conditions) in Corollary 3.21.
Corollary 3.23. Let A,C ∈ C0 be any pair of objects, and let ASC ,AS
′
C be exact
sequences starting from A and ending in C. Suppose that there exists a morphism
1AC1C : S→ S
′. If one of ASC ,AS
′
C splits, then so does the other.
Proof. This can be easily checked by using (iii) and (iii)′ in Corollary 3.21. 
3.4. Equivalence of exact sequences.
Lemma 3.24. Let ASC be any exact sequence as in (3.2). Then as x∗S of
Lemma 3.10, we may take a splitting one. Dually, y∗S can be chosen to split.
Proof. By [B1, Lemma 4.6], we have a pull-back of the following form.
A×B B
B C
pB //

y

y
//
If we use this pull-back, the resulting y∗S becomes of the form
A A×B
O B
//

pB

//
,
which obviously satisfies (iii)′ of Corollary 3.21. Dually for x∗S. 
Remark 3.25. Later in Corollary 4.6 (1) we will see that all x∗S become equivalent,
and hence in particular always split, independently of the choices made. Similarly
for y∗S.
Proposition 3.26. For any morphism of exact sequences 1AC1C : S → S
′, the
morphism b = C|{(0,1)}×∆1 becomes a homotopy equivalence.
Thus the assumption on b in Proposition 3.12 is always satisfied, hence there
exists a morphism in the opposite direction 1AC
′
1C : S
′ → S.
Proof. Label C as in (3.11). Take x∗S and x∗S
′. By Lemma 3.24, we may choose
x∗S to split. There are morphisms
xD1C : S→ x∗S and xD
′
1C : S
′ → x∗S
′
as in Lemma 3.10 (1). By Proposition 2.5 applied to S
1A
C1C−→ S′
x(D
′)1C−→ x∗S
′,
we obtain a morphism xC
′
1C : S → x∗S
′. Thus by Lemma 3.10 (2), we obtain a
morphism 1BC
′′
1C : x∗S→ x∗S
′. Since x∗S splits, it follows that x∗S
′ also splits by
Corollary 3.23.
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Let us show that b is an isomorphism in hC . If we label simplices of D′ as below,
A B′
O′ C
B M
O′ C
x′ //
i′
$$❏❏
❏ y′
$$❏❏
❏
j′
//
x
 bM
1O′

1C

xM //
$$❏❏
❏ yM
$$❏❏
❏
j′
//
then we have the following commutative diagram
A B′ C
B M C
x′ // y
′
//
x

bM

xM
//
yM
//
 
in hC . Since x∗S
′ splits, there is some r ∈ (hC )(M,B) such that r ◦ xM = idB.
Since A
x
−→ B
y
−→ C is a weak cokernel sequence, there exists d ∈ (hC )(C,B) such
that idB − r ◦ bM ◦ b = d ◦ y. If we put b = r ◦ bM + d ◦ y′ ∈ (hC )(B
′, B), then it
satisfies
b ◦ b = r ◦ bM ◦ b+ d ◦ y′ ◦ b = idB,
which shows that b is a left inverse of b.
A dual argument using y′∗S and y′∗S′ shows that b has also a right inverse, and
thus it is an isomorphism. 
Definition 3.27. Let A,C ∈ C0 be any pair of objects. Let
(3.20) ASC =
A B
O C
x //
i

y

j
//
, AS
′
C =
A B′
O′ C
x′ //
i′

y′

j′
//
be two exact sequences starting from A and ending in C. We say S is equivalent
to S′ if there is a morphism of exact sequences 1AC1C : S → S
′. In this case we
write S ∼ S′. By Corollary 2.6, this is equivalent to the existence of a morphism
aC
′
c : S→ S
′ satisfying a = idA and c = idC .
Proposition 3.28. For any A,C ∈ C0, relation ∼ is an equivalence relation.
Proof. Reflexive law is obvious, since there is always IS : S → S for any exact se-
quence S as in Example 2.4. Symmetric law and transitive law follow from Propo-
sitions 3.26 and 2.5, respectively. 
3.5. (Co)products of exact sequences. We begin with the following conse-
quence of [L1, Corollary 5.1.2.3]. Let
(3.21) Sk =
Ak Bk
Ok Ck
xk //
ik

zk
❄❄❄
❄
❄❄
yk

jk
//
ξk
ηk
(k = 1, 2)
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be any pair of squares. By [L1, Corollary 5.1.2.3], a product S1 × S2 of S1,S2 in
Fun(∆1×∆1,C ) can be obtained by taking products on each vertex of ∆1×∆1 as
follows,
(3.22) S1 × S2 =
A1 ×A2 B1 ×B2
O1 ×O2 C1 × C2
x1×x2//
i1×i2

z1×z2
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄ y1×y2

j1×j2
//
ξ1×ξ2
η1×η2
together with projections Qk ∈ Fun(∆
1 ×∆1,C )1(S1 × S2,Sk) (k = 1, 2). In par-
ticular, for any square S and any pair of morphisms Ck ∈ Fun(∆
1×∆1,C )1(S,Sk)
(k = 1, 2), we obtain a morphism (C1,C2) and a pair of 2-simplices
S
S1 S1 × S2 S2
C1
}}④④
④④
④④
④④
④④
④④
④
(C1,C2)

C2
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
Q1
oo
Q2
//
in Fun(∆1 ×∆1,C ). Dually, we have a coproduct
S1 ∐ S2 =
A1 ∐ A2 B1 ∐B2
O1 ∐O2 C1 ∐ C2
x1∐x2//
i1∐i2

z1∐z2
❄❄
❄❄
❄❄
❄
❄❄
❄❄
❄ y1∐y2

j1∐j2
//
ξ1∐ξ2
η1∐η2
.
For any square S and any Ck ∈ Fun(∆
1 × ∆1,C )1(Sk,S) (k = 1, 2), we have
C1 ∪C2 ∈ Fun(∆
1 ×∆1,C )1(S1 ∐ S2,S) with a property dual to the above.
Again by [L1, Corollary 5.1.2.3], if S1,S2 are pull-backs, then so is S1 × S2.
Similarly, if S1,S2 are push-outs, then so is S1 ∐ S2.
Proposition 3.29. If S1,S2 are exact sequences, then so are S1×S2 and S1∐S2.
Proof. Let S1,S2 be as in (3.21). Since egressive morphisms are stable under taking
pull-backs, it follows that y1 × 1A2 and 1B1 × y2 are egressive morphisms. Since
there is a 2-simplex
A1 ×A2
B1 ×A2 B1 ×B2
y1×1A2

1B1×y2
//
y1×y2
$$❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
in C , it follows that y1 × y2 is also egressive. Since j1 × j2 in (3.22) is ingressive
because O1 ×O2 is a zero object, we see that S1 ×S2 is an exact sequence. Dually
for S1 ∐ S2. 
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Example 3.30. Let ASC be any exact sequence as in (3.2). From IS : S → S,
we obtain the following morphisms of exact sequences, which we denote by ∇S =
IS ∪ IS : S∐ S→ S and ∆S = (IS, IS) : S→ S× S, respectively.
A ∐ A B ∐B
O ∐O C ∐C
A B
O C
x∐x //
i∐i
  ❇
❇❇
❇❇ y∐y
  ❇
❇❇
❇❇
//∇A

∇B
∇O

∇C

x
//
i   ❇
❇❇
❇❇
y   ❇
❇❇
❇❇
j
//
,
A B
O C
A×A B ×B
O ×O C × C
x //
i
  ❇
❇❇
❇❇
y
  ❇
❇❇
❇❇
j //∆A

∆B
∆O

∆C

//
i×i   ❇
❇❇
❇❇
y×y   ❇
❇❇
❇❇
j×j
//
Proposition 3.31. Let
Ck =
Ak Bk
Ok Ck
A′k B
′
k
O′k C
′
k
xk //
ik
$$❏❏
yk
$$❏❏
jk
//
ak
 bk
ok

ck

x′k //
i′k
$$❏❏
y′k
$$❏❏
j′k
//
: Sk → S
′
k (k = 1, 2)
be any pair of morphisms of exact sequences. Then we have the following morphism
of exact sequences S1 ∐ S2 → S
′
1 × S
′
2
(3.23)
A1 ∐ A2 B1 ∐B2
O1 ∐O2 C1 ∐C2
A′1 ×A
′
2 B
′
1 ×B
′
2
O′1 ×O
′
2 C
′
1 × C
′
2
x1∐x2 //
i1∐i2
$$❏❏
❏❏❏
❏
y1∐y2
$$❏❏
❏❏❏
❏
j1∐j2
//υa1,a2

υb1,b2
υo1,o2

υc1,c2

x′1×x
′
2 //
i′1×i
′
2
$$❏❏
❏❏❏ y
′
1×y
′
2
$$❏❏
❏❏❏
j′1×j
′
2
//
in which υa1,a2 gives the unique morphism υa1,a2 = a1⊕a2 ∈ (hC )(A1⊕A2, A
′
1⊕A
′
2)
in the homotopy category, and similarly for υb1,b2 , υc1,c2 , υo1,o2 .
Proof. As in Example 2.4, we have morphisms
I′k = IS′k : S
′
k → S
′
k, C
′
k : S
′
k → O, C
′′
k : O→ S
′
k.
By Proposition 2.5 applied to S′1
C′1−→ O
C′′2−→ S′2, we obtain a morphism Z
′
1 : S
′
1 →
S′2. Similarly for Z
′
2 : S
′
2 → S
′
1.
Then we have morphisms
(I′1,Z
′
1) : S
′
1 → S
′
1 × S
′
2 and (Z
′
2, I
′
2) : S
′
2 → S
′
1 × S
′
2.
By Proposition 2.5 applied to S1
C1−→ S′1
(I′1,Z
′
1)−→ S′1×S
′
2 and S2
C2−→ S′2
(Z′2,I
′
2)−→ S′1×S
′
2
respectively, we obtain morphisms F1 : S1 → S
′
1×S
′
2 and F2 : S2 → S
′
1×S
′
2. Then
we obtain a morphism F1 ∪ F2 : S1 ∐ S2 → S
′
1 × S
′
2 as in (3.23) with the stated
property. 
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Corollary 3.32. For any pair of squares Sk (k = 1, 2) as in (3.21), we obtain the
following morphism S1 ∐ S2 → S1 × S2
A1 ∐ A2 B1 ∐B2
O1 ∐O2 C1 ∐ C2
A1 ×A2 B1 ×B2
O1 ×O2 C1 × C2
x1∐x2 //
i1∐i2
$$❏❏
❏❏❏
❏
y1∐y2
$$❏❏
❏❏❏
❏
j1∐j2
//υA1,A2

υB1,B2

υO1,O2

υC1,C2

x1×x2 //
i1×i2 $$❏
❏❏❏
❏❏ y1×y2
$$❏❏
❏❏❏
❏
j1×j2
//
in which, the vertical morphisms are homotopy equivalences as in Remark 3.20.
Proof. This follows from Proposition 3.31 applied to IS1 : S1 → S1 and IS2 : S2 →
S2. 
4. Extriangulated structure on the homotopy category
By definition, an extriangulated category is an additive category equipped with
a structure (E, s) satisfying some conditions. For the convenience of the reader, we
write them down in the case of the homotopy category hC . For the detail, see [NP].
Definition 4.1. ([NP, Definition 2.7]) For a pair of objects A,C ∈ hC , two con-
secutive morphisms A
x
−→ B
y
−→ C and A
x′
−→ B′
y′
−→ C are said to be equivalent
if there is an isomorphism b ∈ (hC )(B,B′) such that b ◦ x = x′ and y′ ◦ b = y.
In the sequel, the equivalence class to which a sequence A
x
−→ B
y
−→ C belongs
will be denoted by [A
x
−→ B
y
−→ C].
Definition 4.2. ([NP, Definitions 2.9 and 2.10]) Suppose that there is a biadditive
functor E : (hC )op × (hC )→ Ab to the category of abelian groups Ab. Let s be a
correspondence which associates an equivalence class s(δ) = [A
x
−→ B
y
−→ C] to
each element δ ∈ E(C,A). Such s is called an additive realization of E if it satisfies
the following conditions.
(i) Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be any pair of elements, with
(4.1) s(δ) = [A
x
−→ B
y
−→ C], s(δ′) = [A′
x′
−→ B′
y′
−→ C′].
Then, for any pair of morphisms a ∈ (hC )(A,A′), c ∈ (hC )(C,C′) satisfying
E(C, a)(δ) = E(c, A′)(δ′), there exists a morphism b ∈ (hC )(B,B′) such
that b ◦ x = x′ ◦ a and y′ ◦ b = c ◦ y.
(ii) For any A,C ∈ hC , the zero element 0 ∈ E(C,A) satisfies
s(0) = [A
[ 10 ]−→ A⊕ C
[0 1]
−→ C].
(iii) For any pair of elements δ ∈ E(C,A) and δ′ ∈ E(C′, A′) with (4.1), we have
s(δ ⊕ δ′) = [A⊕A′
x⊕x′
−→ B ⊕B′
y⊕y′
−→ C ⊕ C′].
Here δ ⊕ δ′ ∈ E(C ⊕C′, A⊕A′) denotes the element which corresponds to
(δ, 0, 0, δ′) through the natural isomorphism
E(C ⊕ C′, A⊕A′) ∼= E(C,A) ⊕ E(C,A′)⊕ E(C′, A)⊕ E(C′, A′)
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induced from the biadditivity of E.
If s is an additive realization, any pair (A
x
−→ B
y
−→ C, δ) of a sequence A
x
−→
B
y
−→ C and an element δ ∈ E(C,A) satisfying s(δ) = [A
x
−→ B
y
−→ C] is called an
s-triangle (or simply an extriangle if s is obvious from the context), and abbreviately
expressed by A
x
−→ B
y
−→ C
δ
99K.
Definition 4.3. ([NP, Definition 2.12]) A triplet (hC ,E, s) is called an extriangu-
lated category if it satisfies the following conditions. In this case, the pair (E, s) is
called an external triangulation of hC .
(ET1) E : (hC )op × (hC )→ Ab is a biadditive functor.
(ET2) s is an additive realization of E.
(ET3) Let δ ∈ E(C,A) and δ′ ∈ E(C′, A′) be any pair of elements with (4.1).
Then, for any commutative square
(4.2)
A B C
A′ B′ C′
x // y //
a

b

x′
//
y′
//

in hC , there exists c ∈ (hC )(C,C′) such that c◦ y = y′ ◦b and E(C, a)(δ) =
E(c, A′)(δ′).
(ET3)op Dual of (ET3).
(ET4) Let δ ∈ E(D,A) and δ′ ∈ E(F,B) be any pair of elements, with
s(δ) = [A
f
−→ B
f′
−→ D] and s(δ′) = [B
g
−→ C
g′
−→ F ].
Then there exist an object E ∈ hC , a commutative diagram
(4.3)
A B D
A C E
F F
f // f
′
//
g

d

h
//
h′
//
g′

e

 

in hC , and an element δ′′ ∈ E(E,A) such that s(δ′′) = [A
h
−→ C
h′
−→ E],
which satisfy the following compatibilities.
(i) s(E(F, f′)(δ′)) = [D
d
−→ E
e
−→ F ],
(ii) E(d, A)(δ′′) = δ,
(iii) E(E, f)(δ′′) = E(e, B)(δ′).
(ET4)op Dual of (ET4).
In the rest of this section, we will show that hC can be equipped with an external
triangulation (E, s), for any exact quasi-category C .
4.1. Construction of the functor E. Firstly, in this subsection we construct a
functor E : (hC )op × (hC )→ Set to the category Set of sets.
Definition 4.4. Let A,C ∈ C0. Define E(C,A) to be the set of equivalence classes
of exact sequences S starting from A and ending in C, modulo the equivalence
relation ∼ defined in Definition 3.27.
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For each exact sequence ASC , let δ = S denote its equivalence class with respect
to ∼. When we emphasize the end-objects A and C, we write AδC = ASC .
We make use of the notation a∗S from Lemma 3.10.
Proposition 4.5. Suppose that we have ASC ∼ AS
′
C , and let
A
A′ A′′
a1

a3
❄
❄❄
❄❄
❄❄
❄
a2
//
α
be any 2-simplex in C . Then we have a2∗a1∗S
′ ∼ a3∗S.
Proof. By the assumption, there is a morphism 1AC1C : S→ S
′. By the definition
of a1∗S
′, a2∗a1∗S
′ and a3∗S, there are morphisms of exact sequences
a1D
(1)
1C
: S′ → a1∗S
′, a2D
(2)
1C
: a1∗S
′ → a2∗a1∗S
′, a3D
(3)
1C
: S→ a3∗S
in which D(k)|{0}×∆1×∆1 (k = 1, 2, 3) are push-outs. By Proposition 2.5 applied
iteratively to S
C
−→ S′
D(1)
−→ a1∗S
′ D
(2)
−→ a2∗a1∗S
′, we obtain a morphism a3C
′
1C : S→
a2∗a1∗S
′. Then by Lemma 3.10 (2), we obtain a morphism 1A′′C
′′
1C : a3∗S →
a2∗a1∗S
′. This shows a3∗S ∼ a2∗a1∗S
′. 
Corollary 4.6. We have the following.
(1) If morphisms a, a′ ∈ C1(A,A
′) and exact sequences ASC ,AS
′
C satisfy a = a
′
and S ∼ S′, then a∗S ∼ a
′
∗S
′. Thus for any a = a ∈ (hC )(A,A′) and any
C ∈ C0, the map
a∗ : E(C,A)→ E(C,A
′) ; δ = S 7→ a∗δ = a∗S
is well-defined.
(2) The maps obtained in (1) satisfy the following.
(i) For any A,C ∈ C0, we have (idA)∗ = idE(C,A) : E(C,A)→ E(C,A).
(ii) For any a ∈ (hC )(A,A′), a′ ∈ (hC )(A′, A′′) and any C ∈ C0, we have
(a′ ◦ a)∗ = a
′
∗ ◦ a∗ : E(C,A)→ E(C,A
′′).
Proof. (1) and (ii) of (2) are immediate from Proposition 4.5. (i) of (2) is also
obvious by the existence of IS for any ASC . 
Lemma 4.7. Let ASC ,A′S
′
C′ be any pair of exact sequences, and put δ = S, δ
′ = S′.
Let a ∈ (hC )(A,A′) and c ∈ (hC )(C,C′) be any pair of morphisms in the homotopy
category. The following are equivalent.
(1) a∗δ = c
∗δ′.
(2) There exists a morphism aCc : S→ S
′ such that a = a and c = c.
Proof. (1) ⇒ (2). Take any a ∈ C1(A,A
′) and c ∈ C1(C,C
′) such that a = a
and c = c. By definition, there exist morphisms S
aD1C−→ a∗S
1
A′
C
(1)
1C−→ c∗S′
1
A′
D′c
−→ S′
of exact sequences. By Proposition 2.5, we obtain a morphism aCc : S → S
′ as
desired.
(2) ⇒ (1). Let aCc : S → S
′ be a morphism as in (3.4) such that a = a,
c = c. By Lemma 3.10, we obtain a morphism 1A′C
′
c : a∗S → S
′. Then by the
dual of Lemma 3.10 applied to C′ and a pull-back along c, we obtain a morphism
1A′C
′′
1C : a∗S→ c
∗S′. Thus a∗S ∼ c
∗S′ follows. 
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Proposition 4.8. For any a ∈ (hC )(A,A′) and c ∈ (hC )(C′, C), we have
a∗c
∗ = c∗a∗ : E(C,A)→ E(C
′, A′).
Proof. Take any a ∈ C1(A,A
′) and c ∈ C1(C
′, C) so that a = a and c = c hold. Let
ASC be any exact sequence starting from A and ending in C. By Lemma 3.10 (1)
and its dual, we obtain morphisms of exact sequences
c∗S
1A
D′c
−→ S
aD1C−→ a∗S.
By Proposition 2.5, we obtain a morphism aC
′′
c : c
∗S → a∗S. Lemma 4.7 shows
a∗(c
∗S) = c∗(a∗S). 
The argument so far gives the following functor.
Definition 4.9. Functor E : (hC )op × hC → Set is defined by the following.
• For an object (C,A) ∈ (hC )op × (hC ), the set E(C,A) is the one defined
in Definition 4.4.
• For a morphism (c, a) ∈
(
(hC )op × (hC )
)(
(C,A), (C′, A′)
)
, the map
E(c, a) : E(C,A)→ E(C′, A′)
is the one defined by E(c, a) = c∗a∗ = a∗c
∗.
4.2. Biadditivity of E. In this subsection we will show that the functor E obtained
in Definition 4.9 indeed factors through Ab.
Definition 4.10. By Corollary 3.23, the equivalence class of the splitting exact
sequences forms one element in E(C,A) for each A,C ∈ hC . We denote this
particular element by A0C . Especially we have A0C = ANC = AN
′
C .
Remark 4.11. It is not hard to see that E(O,O) consists of only one object for
each zero object O ∈ C0, which necessarily agrees with O0O. Remark that a
morphism a ∈ C1(A,A
′) satisfies a = 0 in hC if and only if it factors through some
(equivalently, any) zero object. For any δ ∈ E(C,A) and any a ∈ C1(A,A
′) such
that a = 0, we have a∗δ = A′0C by Lemma 3.24. Similarly we have 0
∗δ = A0C′ for
the zero morphism 0 ∈ (hC )(C′, C).
Proposition 4.12. The following holds.
(1) For any A,A′ ∈ C0, there is a natural isomorphism
(υA,A′)∗ : E(−, A ∐ A
′)
∼=
=⇒ E(−, A×A′)
of functors (hC )op → Set.
(2) For any C,C′ ∈ C0, there is a natural isomorphism
(υC,C′)
∗ : E(C × C′,−)
∼=
=⇒ E(C ∐ C′,−)
of functors hC → Set.
(3) For any A,A′, C, C′ ∈ C0, there is an isomorphism
ϑ = ϑA,CA′,C′ : E(C ∐ C
′, A ∐ A′)
∼=
=⇒ E(C × C′, A×A′)
given by ϑA,CA′,C′ = ((υC,C′)
∗)−1 ◦ (υA,A′)∗. This sends δ ∐ δ
′ = S ∐ S′ to
δ × δ′ = S× S′ for any δ = S ∈ E(C,A) and δ′ = S′ ∈ E(C′, A′).
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Proof. Since υA,A′ is an isomorphism in hC , (1) is a formal consequence of the
functoriality of E. Dually for (2).
The former part of (3) is immediate from (1) and (2). The latter part follows from
Corollary 3.32, since it implies (υA,A′)∗(S ∐ S
′) = (υC,C′)
∗(S× S′) by Lemma 4.7.

Remark 4.13. In the rest we will identify A⊕A′ = A∐A′ with A×A′ through the
isomorphism υA,A′ : A⊕A
′
∼=
−→ A×A′ in hC .
Also we put δ ⊕ δ′ = δ ∐ δ′ ∈ E(C ⊕ C′, A ⊕ A′). By the above identification
and Proposition 4.12 (3), we will often identify δ ⊕ δ′ with δ × δ′ = ϑ(δ ⊕ δ′). This
agrees with the one in (iii) of Definition 4.2 via the above identification.
Lemma 4.14. We have the following.
(1) For any δ ∈ E(C,A), we have
(4.4) (∇A)∗(δ ⊕ δ) = (∇C)
∗δ and (∆A)∗δ = (∆C)
∗(δ ⊕ δ).
(2) For any δk ∈ E(Ck, Ak), ak ∈ (hC )(Ak, A
′
k), ck ∈ (hC )(Ck, C
′
k) (k = 1, 2),
we have
(a1 ⊕ a2)∗(δ1 ⊕ δ2) = a1∗δ1 ⊕ a2∗δ2 and (c1 ⊕ c2)
∗(δ1 ⊕ δ2) = c
∗
1δ1 ⊕ c
∗
2δ2.
Proof. (1) This follows from Lemma 4.7 applied to the morphisms in Example 3.30.
(2) Take representatives δk = Sk, ak = ak (k = 1, 2). By the definition of ak∗Sk,
there are morphisms of exact sequences
ak(Dk)1Ck : Ak(Sk)Ck → A′k(ak∗Sk)Ck
for k = 1, 2. By Proposition 3.31, we have a morphism υCυ′ : S1 ∐ S2 → S1 × S2
in which, under the identifications in Remark 4.13, the morphisms υ ∈ C1(A1 ∐
A2, A
′
1 ×A
′
2) and υ
′ ∈ C1(C1 ∐ C2, C1 × C2) induce
υ = a1 ⊕ a2 = a1 ⊕ a2 ∈ (hC )(A1 ⊕A2, A
′
1 ⊕A
′
2),
υ′ = 1C1 ⊕ 1C2 = idC1⊕C2 ∈ (hC )(C1 ⊕ C2, C1 ⊕ C2)
in the homotopy category, thus implies
(a1 ⊕ a2)∗(δ1 ⊕ δ2) = υ∗(S1 ∐ S2) = υ
′∗(a1∗S1 × a2∗S2) = a1∗δ1 ⊕ a2∗δ2
by Lemma 4.7. Similarly for (c1 ⊕ c2)
∗(δ1 ⊕ δ2) = c
∗
1δ1 ⊕ c
∗
2δ2. 
Definition 4.15. For any δ1, δ2 ∈ E(C,A), define δ1 + δ2 ∈ E(C,A) by
δ1 + δ2 = (∇A)∗(∆C)
∗(δ1 ⊕ δ2).
Obviously this operation is commutative.
Proposition 4.16. Let δ ∈ E(C,A) be any element.
(1) For any pair of endomorphisms a, a′ ∈ EndhC (A) of A in hC , we have
(a + a′)∗δ = a∗δ + a
′
∗δ.
(2) For any pair of endomorphisms c, c′ ∈ EndhC (C) of C in hC , we have
(c+ c′)∗δ = c∗δ + c′∗δ.
Proof. (1) By Lemma 4.14, we have
a∗δ + a
′
∗δ = (∇A)∗(∆C)
∗(a∗δ ⊕ a
′
∗δ) = (∇A)∗(∆C)
∗(a⊕ a′)∗(δ ⊕ δ)
= (∇A)∗(a⊕ a
′)∗(∆C)
∗(δ ⊕ δ) = (∇A)∗(a ⊕ a
′)∗(∆A)∗δ
= (∇A ◦ (a⊕ a
′) ◦∆A)∗δ = (a + a
′)∗δ.
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Similarly for (2). 
In the following corollary, remark that hC is an additive category by definition,
hence there are −idA ∈ (hC )(A,A) and −idC ∈ (hC )(C,C).
Corollary 4.17. For any δ ∈ E(C,A), the following holds in E(C,A).
(1) δ + A0C = δ.
(2) δ + (−idC)
∗δ = δ + (−idA)∗δ = A0C.
In particular it follows that (−idC)
∗δ = (−idA)∗δ gives the additive inverse of δ.
Proof. This follows from Remark 4.11 and Proposition 4.16. 
Proposition 4.18. The following holds.
(1) For any A1, A2, C ∈ C0,
(4.5) ([1 0]∗, [0 1]∗) : E(C,A1 ⊕A2)→ E(C,A1)× E(C,A2)
is bijective.
(2) For any A,C1, C2 ∈ C0,
(
[1
0
]∗
,
[0
1
]∗
) : E(C1 ⊕ C2, A)→ E(C1, A)× E(C2, A)
is bijective.
Proof. (1) Let us denote the map (4.5) by F for simplicity. It suffices to show that
G : E(C,A1)× E(C,A2)→ E(C,A1 ⊕A2) ; (δ1, δ2) 7→
[1
0
]
∗
δ1 +
[0
1
]
∗
δ2
gives its inverse. G ◦ F = id follows from Proposition 4.16, since we have
[1
0
]
∗
[1 0]∗δ +
[0
1
]
∗
[0 1]∗δ = (
[1
0
]
[1 0] +
[0
1
]
[0 1])∗δ = (idA1⊕A2)∗δ = δ
for any δ ∈ E(C,A1 ⊕A2).
For any (δ1, δ2) ∈ E(C,A1)× E(C,A2), we have
[1 0]∗(δ1 ⊕ δ2) = [1 0]
∗δ1
by Proposition 3.31 applied to I : S1 → S1 and S2 → O. Thus by Lemma 4.14, we
obtain
[1 0]∗(
[1
0
]
∗
δ1 +
[0
1
]
∗
δ2) = [1 0]∗(∇A1⊕A2)∗(∆C)
∗(
[1
0
]
∗
δ1 ⊕
[0
1
]
∗
δ2)
= [1 0]∗(∇A1⊕A2)∗(∆C)
∗(
[1
0
]
⊕
[0
1
]
)∗(δ1 ⊕ δ2)
= (∆C)
∗
(
[1 0] ◦ ∇A1⊕A2 ◦ (
[1
0
]
⊕
[0
1
]
)
)
∗
(δ1 ⊕ δ2)
= (∆C)
∗[1 0]∗(δ1 ⊕ δ2) = (∆C)
∗[1 0]∗δ1 = δ1.
Similarly we have [0 1]∗(
[1
0
]
∗
δ1 +
[0
1
]
∗
δ2) = δ2, and thus F ◦ G((δ1, δ2)) = (δ1, δ2).
(2) can be shown dually. 
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Corollary 4.19. E(C,A) has a natural structure of additive group, whose addition
is given by Definition 4.15, with the zero element A0C. Moreover,
E : (hC )op × hC → Ab
becomes a biadditive functor.
Proof. This is a formal consequence of the functoriality of E : (hC )op × hC → Set ,
Corollary 4.17 and Proposition 4.18. 
4.3. External triangulation of hC .
Definition 4.20. Let A,C ∈ C0 be any pair of objects. For each δ ∈ E(C,A), take
any
S =
A B
O C
x //
i

y

j
//
such that δ = S, and put s(δ) = [A
x
−→ B
y
−→ C], where the equivalence class of
the sequences is the one in Definition 4.1. Well-definedness follows from Proposi-
tion 3.26.
Lemma 4.21. s is an additive realization of E.
Proof. Let us confirm the conditions (i),(ii),(iii) in Definition 4.2.
(i) This follows from Lemma 4.7.
(ii) Let A,C ∈ C0 be any pair of objects. Since A0C = AN
′
C , we have
s(A0C) = [A
iA−→ A ∐C
jC−→ C] = [A
[ 10 ]−→ A∐ C
[0 1]
−→ C].
(iii) Let δ = S ∈ E(C,A), δ′ = S′ ∈ E(C′, A′) be any pair of elements, with
S =
A B
O C
x //
i

y

j
//
and S′ =
A′ B′
O′ C′
x′ //
i′

y′

j′
//
.
By definition we have
s(δ) = [A
x
−→ B
y
−→ C], s(δ′) = [A′
x′
−→ B′
y′
−→ C′],
and δ ⊕ δ′ = S∐ S′ as in Remark 4.13. It follows
s(δ ⊕ δ′) = [A ∐ A′
x∐x′
−→ B ∐B′
y∐y′
−→ C ∐ C′] = [A⊕A′
x⊕x′
−→ B ⊕B′
y⊕y′
−→ C ⊕ C′].

Theorem 4.22. (hC ,E, s) is an extriangulated category.
Proof. (ET1) and (ET2) are shown in Corollary 4.19 and Lemma 4.21, respectively.
(ET3) follows from Proposition 3.7 and Lemma 4.7. Dually for (ET3)op. It remains
to show (ET4) and (ET4)op.
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Since (ET4)op can be shown dually, it is enough to show (ET4). Let δ = S ∈
E(D,A) and δ′ = S′ ∈ E(F,B) be any pair of elements given by the following exact
sequences.
S =
A B
O D
f //
i

z
❄❄
❄
❄
❄❄ f
′

j
//
ξ
η
, S′ =
B C
O′ F
g //
i′

z′
❄❄❄
❄
❄❄
g′

j′
//
ξ′
η′
By definition, we have s(δ) = [A
f
−→ B
f ′
−→ D] and s(δ′) = [B
g
−→ C
g′
−→ F ]. Since
f, g are ingressive, we may take a 2-simplex
A B
C
f //
h
❄
❄❄
❄❄
❄❄
❄
g

χ
in which h is ingressive by the definition of exact quasi-category. As in [B1, Re-
mark 3.2], h should appear as the fiber of some exact sequence as below.
S′′ =
A C
O′′ E
h //
i′′

z′′
❄❄❄
❄
❄❄ h
′

j′′
//
ξ′′
η′′
Put δ′′ = S′′. We have s(δ′′) = [A
h
−→ C
h′
−→ E] by definition. Applying Proposi-
tion 3.7 to S,S′′ and
T = (s0(h)\χ) =
A B
A C
f //
1A

h
❄❄❄
❄
❄❄
g

h
//
χ
s0(h)
we obtain a morphism of the form
1ACd =
[
s0(ξ
′′) Yf Zf
s0(η
′′) Yb Zb
]
=
A B
O D
A C
O′′ E
f //
i
$$❏❏
❏ f ′
$$❏❏
❏
j
//
1A

g

o

d

h //
i′′
$$❏❏
❏ h′
$$❏❏
❏
j′′
//
: S→ S′′.
By the dual of Lemma 3.11 (1), the square
P =
(
C|∆1×{1}×∆1
)t
=
B C
D E
g //
f ′

h′

d
//
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is a push-out. By Lemma 3.10, using this push-out we obtain a morphism of exact
sequences
f ′D1F =
[
X ′f Y
′
f s2(ξ
′)
X ′b s1(η
′) s2(η
′)
]
=
B C
O′ F
D E
O′ F
g //
i′
$$❏❏
❏ g′
$$❏❏
❏
j′
//
f ′
 h
′

1O′

1F

d //
i0
$$❏❏
❏ e
$$❏❏
❏
j′
//
: S′ → f ′∗S
′.
By the construction so far, we have a commutative diagram in hC
A B D
A C E
F F
f // f
′
//
g

d

h
//
h′
//
g′

e

 

satisfying s(f ′∗δ
′) = [D
d
−→ E
e
−→ F ]. Besides, the existence of C shows δ = d
∗
δ′′
by Lemma 4.7.
It remains to show f∗δ
′′ = e∗δ′. By Lemma 4.7, it suffices to show the existence
of a morphism fC
′
e : S
′′ → S′. Remark that we have cubes
[
Yf s0(ξ
′′) s0(η
′′)
Zf Zb Yb
]
=
A A
O O′′
B C
D E
1A //
i
$$❏❏
❏ i′′
$$❏❏
❏
o
//
f
 h
j

j′′

g //
f ′
$$❏❏
❏ h′
$$❏❏
❏
d
//
,
[
s2(η
′) s2(ξ
′) Y ′f
s1(η
′) X ′b X
′
f
]
=
B C
D E
O′ F
O′ F
g //
f ′
$$❏❏
❏ h′
$$❏❏
❏
d
//
i′
 g
′

i0

e

j′ //
1O′
$$❏❏
❏ 1F
$$❏❏
❏
j′
//
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as transpositions of C and D. As in Proposition 2.5, we obtain a map ∆1 ×∆1 ×
∆2 → C
A A
O O′′
B C
D E
O′ F
O′ F
1A //
i
$$❏❏
❏ i′′
$$❏❏
❏
o
//
f
 h
j

j′′

g //
f ′
$$❏❏
❏ h′
$$❏❏
❏
d
//
i′
 g
′

i0

e

j′ //
1O′
$$❏❏
❏ 1F
$$❏❏
❏
j′
//
compatibly with these cubes. Especially it contains 4-simplices
Θ =
A
B
C E
F
f
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
✮
$$■■
■■■
■
g
✯
✯✯
✯✯
✯✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
h′
//
;;✈✈✈✈✈✈✈✈✈✈✈
e
II✔✔✔✔✔✔✔
, Ξ =
A
O
D O′
F
i
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■■
■■■
■
j
✯
✯✯
✯✯
✯✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
i0
//
;;✈✈✈✈✈✈✈✈✈✈✈
j′
II✔✔✔✔✔✔
,
Φ =
A
B
D O′
F
f
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
$$■■
■■■
■
f ′
✯
✯✯
✯✯
✯✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
i0
//
;;✈✈✈✈✈✈✈✈✈✈✈
j′
II✔✔✔✔✔✔
, Ψ =
A
O
O′′ E
F
i
zz✉✉✉
✉✉✉


✕✕
✕✕
✕✕
✕✕
✕✕
✕
✮
✮✮
✮✮
✮✮
✮✮
✮✮
✮
$$■■
■■■
■
o
✯
✯✯
✯✯
✯
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
//
j′′
//
;;✈✈✈✈✈✈✈✈✈✈✈
e
II✔✔✔✔✔✔✔
such that S′′ = (d1d4(Ψ)\d1d4(Θ)),S
′ = (d0d2(Φ)\d0d3(Θ)) and
d2d3(Θ) = d2d2(Φ), d1d1(Θ) = d1d1(Ψ), d1d2(Ξ) = d1d2(Φ).
Applying Lemma 3.8 to d2(Ξ) and d3(Ψ), we obtain a 3-simplex µ such that d1(µ) =
d1d2(Ξ) and d2(µ) = d1d3(Ψ). If we put
C′ =
[
d3(Θ) s1d1d3(Θ) d1(Θ)
d2(Φ) µ d1(Ψ)
]
,
then this give a morphism fC
′
e : S
′′ → S′ as desired. 
Definition 4.23. Inspired from [S], we call topological any extriangulated category
which is equivalent to the homotopy category of an exact quasi-category.
Lemma 4.24. Let C be an exact quasi-category, and let D be a full subcategory
of C closed by homotopy equivalences of objects in C . Assume that D is extension-
closed in C , meaning that, D contains the zero objects of C and that, for any exact
sequence ASC in C with A,C ∈ D0, the middle term B also belongs to D0. Define
(D†)1 by considering those morphisms in D that are ingressive in C and for which
some cofiber belongs to D . (For n ≥ 2, we define (D†)n ⊆ (C†)n ∩ Dn to be the
subset consisting of n-simplices whose edges are in (D†)1. The face and degeneracy
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maps in D† are restrictions of those in D .) Define D
† dually. Then (D ,D†,D
†) is
an exact quasi-category.
Proof. Stability under (split) extensions implies that D is additive. To see that D†
is a subcategory, let
X
Y Z
f

g
//
h
❄
❄❄
❄❄
❄❄
❄
any 2-simplex in D in which f, g belong to (D†)1. Consider the diagram of ambi-
gressive push-outs
X Y Z
O Z ′ Y ′
O′ X ′
f // g //
  
// //
 
//
where Z ′ and X ′ belong to D by assumption. The bottom square is an exact
sequence, hence Y ′ also belongs to D . The outer upper rectangle shows that X
h
−→
Z belongs to D†. Dually, D
† is a subcategory of D . The remaining axioms readily
follow from those for C . 
Proposition 4.25. Every extension-closed full subcategory, containing zero, of a
topological extriangulated category is topological.
Proof. Let C be an exact quasi-category and let D be a full subcategory of hC that
we assume extension-closed. By [NP, Remark 2.18], D inherits an extriangulated
structure from that of hC . Define D to be the full subcategory of C given by D.
More explicitly, D is given by the pull-back, in the category of simplicial sets:
D C
N(D) N(hC )
//
 
//
Then D is extension-closed in C . Indeed, any exact sequence X → Y → Z in C
with X,Z ∈ D0 induce, by Theorem 4.22, an extriangle X ֌ Y ։ Z 99K in hC .
By assumption, we have Y ∈ D. We can thus apply Lemma 4.24: D is an exact
quasi-category. The claim follows since hD = D. 
We plan to investigate the following
Question 4.26. Is every topological extriangulated category equivalent to some
extension-closed full subcategory of a triangulated category?
Our next result is an elementary tool that might help answering Question 4.26.
Let F : C → D be an exact functor of exact quasi-categories [B1, Definition
4.1]. In other words, F is a map of simplicial sets that preserves zero objects,
ingressive morphisms, egressive morphisms, push-outs along ingressive morphisms
and pull-backs along egressive morphisms.
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Because F is a map of simplicial sets, it commutes to faces and degeneracies
and thus induces a functor hF : hC → hD which coincide with F on objects. It is
defined on morphisms by hF a = Fa.
Definition 4.27 ([B-TS, Definition 2.31]). A functor G : (C,E, s) → (D,E′, s′)
between extriangulated categories is exact (or extriangulated) if it is additive, and
if there is a natural transformation Γ: E ⇒ E′(Gop−, G−) such that, for any s-
triangle A
i
֌ B
p
։ C
δ
99K in C, its image GA
Gi
֌ GB
Gp
։ GC
ΓC,A(δ)
99K is an s′-triangle
in D.
Proposition 4.28. Let F : C → D be an exact functor of exact quasi-categories.
Then hF : hC → hD is an exact functor of extriangulated categories.
Proof. Because F preserves push-outs of ingressive morphisms, it preserves coprod-
ucts, and similarly for products. It follows that hF is additive. Define Γ as follows:
For any A,C ∈ C0, and any δ = S ∈ E(C,A), let ΓC,A(δ) = FS. The map ΓC,A is
well-defined since if aCc is a cube in C from S to S
′ with a = idA and c = idC in hC ,
then FaC
′
Fc = FC is a cube in D from FS to FS
′ with Fa = idFA and Fc = idFC
in hD . It remains to show that Γ = (ΓC,A) is natural. Let δ = S ∈ E(C,A) and let
a ∈ C1(A,A
′). Consider a cube
D =
A B
O C
A′ B0
O C
x //
i
$$❏❏
❏ y
$$❏❏
❏
j //
a

b0
1O

1C

x0 //
i0
$$❏❏
❏ y0
$$❏❏
❏
j
//
defining a∗S as in Lemma 3.10. In particular, the back square is a push-out, with x
ingressive. Since F preserves push-outs along ingressive morphisms, the cube FD
witnesses the fact that F (a∗S) = (Fa)∗FS. Dually, for any C
′ c−→ C, we have
F (c∗S) = (Fc)∗FS. Whence ΓC′,A′ ◦ c
∗a∗ = (hFc)
∗(hFa)∗ ◦ ΓC,A. 
4.4. Compatibility with the triangulation in stable case. In this subsection,
let C be a stable quasi-category, which is a particular case of an exact quasi-
category, as in [B1, Example 3.3]. In this case it is known that the homotopy
category hC can be equipped with a structure of a triangulated category ([L2]).
Let us show that the structure of an extriangulated category on hC obtained in
Theorem 4.22 is compatible with it.
First let us briefly review the construction of the shift functor. For any object
A ∈ C0, we choose an exact sequence
UA = (ηA\ζA) =
A OA
O′A ΣA
//
 
//
(
respectively, VA =
ΩA O′′A
O′′′A A
//
 
//
)
in which OA, O
′
A (resp. O
′′
A, O
′′′
A ) are zero objects.
If we put µA = UA ∈ E(ΣA,A) (resp. νA = VA ∈ E(A,ΩA)), then we have an
s-triangle
(4.6) A→ 0→ ΣA
µA
99K, (resp. ΩA→ 0→ A
νA
99K).
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Especially, as in [NP, Proposition 3.3] we obtain natural isomorphisms of functors
induced by the Yoneda’s lemma
(µA)♯ : (hC )(−,ΣA)
∼=
=⇒ E(−, A)
which assigns (µA)♯(c) = c
∗(µA) to each c ∈ (hC )(C,ΣA). Thus for any a ∈
(hC )(A,A′), there exists a morphism Σa ∈ (hC )(ΣA,ΣA′) uniquely so that
(hC )(−,ΣA) E(−, A)
(hC )(−,ΣA′) E(−, A′)
(µA)♯ +3
(Σa)◦−

a∗

(µA′ )♯
+3

becomes commutative. Then the correspondence
• for any object A ∈ hC , associate ΣA ∈ hC using the chosen UA,
• for any morphism a ∈ (hC )(A,A′), associate the morphism Σa ∈ (hC )(ΣA,ΣA′)
by the above
gives the endofunctor Σ: hC → hC . By Lemma 4.7, morphism Σa for a ∈ C1(A,A
′)
is equal to the one given by Σa = s where s ∈ C1(ΣA,ΣA
′) admits some morphism
aCs : UA → UA′ of exact sequences. Similarly for the functor Ω: hC → hC , which
gives a quasi-inverse of Σ.
Using these structures, we can complete any morphism z ∈ (hC )(C,ΣA) into a
triangle diagram of the form A → B → C
z
−→ ΣA compatibly with the external
triangulation in the following way. Indeed, this is how to relate triangulations with
external triangulations ([NP, Proposition 3.22]).
• For each z ∈ (hC )(C,ΣA), take
(4.7) s((µA)♯(z)) = [A
x
−→ B
y
−→ C]
to obtain A
x
−→ B
y
−→ C
z
−→ ΣA.
Remark 4.29. In fact, the existence of s-triangles of the form (4.6) is equivalent
to that the extriangulated category (hC ,E, s) admits a compatible triangulation.
Indeed, existence of such s-triangles is equivalent to that (hC ,E, s) is Frobenius
with trivial projective-injectives in the sense of [NP, Definition 7.1] and [ZZ, Sub-
section 3.3], and thus (hC ,Σ,△) becomes a triangulated category by [NP, Corol-
lary 7.6] or [ZZ, Example 3.15], in which △ is defined to be the class of triangles
isomorphic to those A
x
−→ B
y
−→ C
z
−→ ΣA obtained in the above way.
On the other hand, the distinguished triangles in the triangulation given in [L2]
are those isomorphic to A
x′
−→ B′
y′
−→ C
z
−→ ΣA which fits in some rectangle
(4.8) R =
[
X Y Z
]
=
A B′ OA
O′A C ΣA
x′ // //

y′
 
// z //
such that Rout = UA and that Rright is a pull-back. Thus to see the compatibility,
it is enough to show the following.
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Proposition 4.30. For any morphism z ∈ C1(C,ΣA) and any rectangle (4.8) in
which Rout = UA holds and Rright is a pull-back, we have s((µA)♯(z)) = [A
x′
−→
B′
y′
−→ C].
Proof. In the rectangle R, we see that S′ = Rleft is an exact sequence, and satisfies
s(S′) = [A
x′
−→ B′
y′
−→ C] by definition. Moreover, R gives a morphism of exact
sequences
1ACz =
[
s0(ζA) Z Y
s0(ηA) s1(ηA) X
]
: S′ → UA,
which shows (µA)♯(z) = (z)
∗UA = S
′ by Lemma 4.7. 
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