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Abstract
Linear periodicity of matrices in max-plus algebra is studied. It is proved that the linear
period of a matrix can be computed in O.n3/ time if the digraph of the matrix is strongly
connected. The general problem of deciding whether a given matrix is almost linear periodic
is shown to be NP-complete. © 2000 Published by Elsevier Science Inc. All rights reserved.
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1. Introduction
Discrete dynamic systems and related algebraic structures are often studied using
max-plus or max–min matrix operations and digraphs [5,18]. In the max–min ma-
trix theory, the convergence and periodicity of matrices were studied in [3,16] and
by other authors. The periodicity of powers of fuzzy matrices in connection with
finite fuzzy relations was investigated in [12,13]. Polynomial algorithms and NP-
completeness results for matrix and orbit periods in max–min algebra are presented
in [7–9].
Powers of matrices in max-plus algebra with applications to periodic graphs are
studied in [15]. For matrices with zero-weight cycles, polynomial algorithms for
computing the matrix period in max-plus algebra are described in [6,14].
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In this paper, we define a more general notion of a linear matrix period in max-
plus algebra, which makes sense for all matrices (with cycles of arbitrary weight).
We present an algorithm for computing the linear matrix period of a given matrix A
with strongly connected digraph G.A/. It is also shown that, in the general case, the
problem of linear periodicity of matrices in max-plus algebra is NP-complete.
2. Linear matrix period
In this section, we define the notion of the linear matrix period. For simpler no-
tation of index sets we shall use the convention by which any natural number n
is considered as the set of all smaller natural numbers, i.e. n D f0; 1; : : : ; n − 1g.
Particularly, the row and column indices in a square matrix n  n run from 0 to n − 1.
By N;NC we denote the set of all natural numbers and the set of all positive natural
numbers, respectively. The greatest common divisor and the least common multiple
of a set S  N are denoted by the abbreviations gcd S and lcm S, respectively. For
any infinite periodic sequence s of natural numbers, per.s/ will denote the minimal
period of s.
If G D .V ;E/ is a digraph (directed graph), then by a walk in G (from a vertex
w0 2 V to a vertex wr 2 V ) we mean a sequence w D .w0; : : : ; wr/ with r > 0, of
vertices in V, such that .wk;wkC1/ 2 E for all k 2 r . The number r is called the
length of w and it is denoted by jwj. If all vertices in w are distinct, then w is called
an elementary path. If w0 D wr , then w is called a cycle; if all vertices in a cycle
w are distinct (with exception w0 D wr ), then w is called an elementary cycle. A
single vertex is considered as a walk or a cycle of zero length. For walks w;w0 with
the same endpoints, we say that w0 is a cycle-extension of w, in notation w c w0, if
w0 is created from w by inserting a finite set of cycles.
By a strongly connected component of G we mean a subdigraphK D .K;E \
K2/ generated by a non-empty subset K  V such that any two distinct vertices
x; y 2 K are contained in a common cycle, and K is a maximal subset with this
property. The set of all strongly connected components of G is denoted by SCCG.
A strongly connected componentK is called non-trivial if there is a cycle of positive
length inK. In the opposite case (whenK contains only one vertex without a loop),
K is called trivial. By SCCG we denote the set of all non-trivial strongly connected
componentsK 2 SCCG. For anyK 2 SCCG, the period per.K/ is defined as gcd
of the lengths of all cycles inK. IfK is a trivial strongly connected component, then
per.K/ D 0.
Definition 2.1. Let .G;C;6/ be a divisible commutative linearly ordered group in
additive notation (the neutral element is denoted by o, or simply by 0, the inverse
of a is −a). The nth power of a 2 G is n  a D a C a C    C a (n summands),
0  a D o and .−n/  a D n  .−a/, for n 2 NC. The divisibility of G means that
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for any a 2 G and any n 2 NC, the equation n  x D a is solvable in G, with the
solution denoted by x D a=n.
The group G is extended to G D G [ f"g by adding a new element " =2 G, which
is minimal with respect to 6 and absorbing with respect to C, i.e. " 6 a and " C a D
a C " D " for every a 2 G. Sometimes, " is considered as an infinite element −1
and the elements from G are referred to as finite elements of G.
The algebraic structure .G;;⊗/ with two binary operations:  D max and
⊗ D C, is called max-plus algebra. For natural n > 0, G.n/ denotes the set of all
n-dimensional column vectors over G, and G.m; n/ denotes the set of all m  n
matrices over G. The matrix operations over G are defined formally in the same
manner (with respect to ;⊗) as the matrix operations over any field and will again
be denoted by  and ⊗.
Definition 2.2. Let A 2 G.n; n/. The digraph G.A/ is a weighted digraph G D
.V ;E; v/, with the vertex set V D n D f0; 1; : : : ; n − 1g, the arc set E D f.i; j/I
i; j 2 n; aij =D "g and with the weight function v V E ! G, v.i; j/ D aij . If G.A/ is
strongly connected, then the matrix A is called irreducible.
For any natural r and for any i; j 2 n, we denote by W.r/G.A/.i; j/ the set of all walks
in G.A/, of the length jwj D r , beginning in vertex i and ending in j. The union of
all W.r/G.A/.i; j/ for r 2 N will be denoted by WG.A/.i; j/. If w 2 W.r/G.A/.i; j/, then
the weight of the walk w is the value v.w/ D Pfv.wk;wkC1/I k 2 rg (for r D 0,
we have v.w/ D 0). If c is a cycle of positive length, then Nv.c/ D v.c/=r denotes
the mean weight of c. The maximal cycle mean weight in G.A/ is denoted by .A/.
Throughout the paper we assume that .A/ is finite, i.e. there is at least one cycle of
positive length in G.A/.
We say that two vertices i; j 2 n are highly connected, in notation: i h j if i; j
are contained in a cycle c with the maximal cycle mean weight Nv.c/ D .A/. The
subgraphs induced by the equivalence classes of h are called highly connected
components in G.A/, the set of all such components is denoted by HCCG.A/. A
componentK 2 HCCG.A/ is called trivial ifK contains no cycle of positive length
with cycle mean weight equal to .A/. The set of all non-trivial componentsK 2
HCCG.A/ is denoted by HCCG.A/. For any K 2 HCCG.A/, the high period of
K is defined as
hper.K/ D gcdfjcjI c is a cycle inK; Nv.c/ D .A/g:
IfK is a trivial highly connected component, then hper.K/ D 0.
Next lemma describes the powers of a square matrix A 2 G.n; n/ using walks
in the digraph G.A/.
Lemma 2.1 T5U. Let A 2 G.n; n/; r 2 NC; i; j 2 n. Then
.Ar/ij D max
n
v.w/I w 2 W.r/
G.A/
.i; j/
o
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It was proved in [1] (see also [4,5]) that the power sequence .A;A2; : : :/ of an
irreducible matrix A is almost linear periodic in the sense of the definitions below.
It was shown that the linear factor of A is the maximum cycle mean .A/ and an
upper bound for the linear matrix period lper.A/ was given. Nachtigall [15] described
the matrix power sequence as the maximum of 6 n almost linear periodic matrix
sequences and proposed an O.n6/ algorithm for computing them.
In Section 3, we describe the exact value of the linear matrix period and an O.n3/
algorithm for computing lper.A/ in the case when A is irreducible. The algorithm
uses the notion of highly connected components and high periods defined above.
In the general case, the situation is a bit more complicated. First, it may happen
that some strongly connected components in G.A/ contain no cycles with the mean
weight equal to .A/. Second, it may happen that A is not linear periodic and to
recognize this is an NP-complete problem (see Section 4).
For these two reasons, we cannot immediately apply the results from Section 3
and compute the linear matrix period of a reducible matrix using the highly connect-
ed components and their high periods in individual irreducible components. Com-
plete solution of the general case and a further NP-completeness result will be pre-
sented in [10].
Definition 2.3. We say that a sequence a D . a.r/I r 2 N / in G is almost linear
periodic if there are q 2 G; p 2 NC and R 2 N such that for every r > R
a.rCp/ D a.r/ C p  q:
The element q D lfac.a/ is called the linear factor of a and the smallest numbers
R D ldef.a/, p D lper.a/ with the above properties are called the linear defect and
the linear period, respectively, of a.
Definition 2.4. We say that a sequence A D . A.r/I r 2 N / of matrices in G.m; n/
is almost linear periodic if the sequence aij D . a.r/ij I r 2 N / is almost linear period-
ic, for all i 2 m; j 2 n. The matrix lfac.A/ D . lfac.aij /I i 2 m; j 2 n / is called
the linear factor matrix of A and the numbers ldef.A/ D maxfldef.aij /I i 2 m;
j 2 ng, lper.A/ D lcmflper.aij /I i 2 m; j 2 ng are called the linear defect and the
linear period of A, respectively.
Definition 2.5. We say that a square matrix A 2 G.n; n/ is almost linear period-
ic if the power sequence A D . ArI r 2 N / is almost linear periodic. The matrix
lfac.A/ D lfac.A/ is called the linear factor matrix of A and ldef.A/ D ldef.A/,
lper.A/ D lper.A/ are called the linear defect and the linear period of A.
The next example shows two matrices A;B 2 R.6; 6/. There is only a slight
difference between A;B, however, A is almost linear periodic and B is almost linear
non-periodic.
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Example 1.
A D
2
6666664
: : 0 0 : :
: : 1 : : :
: 1 : : : 0
: : : : 0 0
: : : 1 : :
: : : : : :
3
7777775
; B D
2
6666664
: 0 : 0 : :
: : 1 : : :
: 1 : : : 0
: : : : 0 0
: : : 1 : :
: : : : : :
3
7777775
:
For simplicity, the " values in A;B are replaced by dots and the 0 weights of arcs
in G.A/ and G.B/ are not indicated. Using Lemma 2.1, it is easy to see that, for
.i; j/ =D .0; 5/, the sequences aij and bij are of one of the following three types:
Type 1: Eventually constant value ".
Type 2: Eventually value " on even positions, finite values with constant increment
2 or 1 on odd positions.
Type 3: Eventually value " on odd positions, finite values with constant increment
2 or 1 on even positions.
Therefore, all sequences aij , bij with .i; j/ =D .0; 5/ are almost linear periodic
with linear factor 0 (type 1), or with linear factor 1 or 1=2 (types 2 and 3).
The sequence a05 is the maximum of two sequences a0; a00. The sequence a0 is
induced (according to Lemma 2.1) by walks from 0 to 5 visiting the vertex 2 and,
therefore, a0 has the linear factor 1, while the sequence a00 is induced by walks from
0 to 5 visiting the vertex 3 and has the linear factor 1=2. As both sequences are of
type 3, and lfac.a0/ > lfac.a00/, a0 eventually dominates a00 and, as a consequence,
a05 D max.a0; a00/ is almost linear periodic with linear factor 1.
Similarly, the sequence b05 is the maximum of two sequences b0; b00. The se-
quence b0 is induced by walks from 0 to 5 visiting the vertex 1 and, therefore, b0 has
the linear factor 1, while the sequence b00 is induced by walks from 0 to 5 visiting the
vertex 3 and has the linear factor 1=2. As the sequence b0 is of type 2, while the se-
quence b00 is of type 3, the maximum sequence b05 D max.b0; b00/ has a subsequence
with linear factor 1 on odd positions and a subsequence with linear factor 1=2 on
even positions. Therefore, b05 is almost linear non-periodic.
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3. Computing linear matrix period
In this section, we describe the linear factor matrix and the linear period of an
irreducible matrix A and we present a polynomial algorithm for computing the linear
factor and the linear period of A.
Theorem 3.1. Let A 2 G.n; n/ be a square matrix over a max-plus algebra G. If
A is irreducible; thenV
.i/ A is almost linear periodic;
.ii/ lfac.A/ D Q, with qij D .A/ for all i; j 2 n;
.iii/ lper.A/ D lcmfhper.K/I K 2 HCCG.A/g:
Proof. The case n D 1 is trivially true. If n > 1, then there is at least one cycle in
G.A/, since the digraphG.A/ is strongly connected, Therefore .A/ =D ", i.e. .A/ 2
G. We denote pK D hper.K/ for any K 2 HCCG.A/ and p D lcmfpKI K 2
HCCG.A/g. The rest of the proof follows from Lemmas 3.2 and 3.3. 
Remark 3.1. If we denote B D A ⊗ .−.A//, i.e. bij D aij − .A/ for all i; j 2 n,
then the digraphs G.A/;G.B/ are equal and their weight functions vA; vB differ by
constant value .A/. For any i; j 2 n, the sequence aij is almost linear periodic with
linear factor .A/ if and only if the sequence bij is almost linear periodic with linear
factor .B/ D 0. Moreover, lper.aij / D lper.bij /. Thus, we may assume in the proof
of the following two lemmas that .A/ D 0, without any loss of generality.
Lemma 3.2. For any i; j 2 n; the sequence aij is almost linear periodic; lfac.aij / D
.A/ and lper.aij /jp.
Proof. We shall assume .A/ D 0. Let i; j 2 n be arbitrary; but fixed. We denote by
W the set of all elementary paths from i to j. For any w 2 W; we define a sequence
aw by putting; for any r 2 N;
a.r/w D max
n
v.w0/I w0 2 W.r/G.A/.i; j/; w c w0
o
:
Claim 1.
aij D maxfawI w 2 W g:
Proof of Claim 1. Any walk w0 2 W.r/G.A/.i; j/ can be reduced by deleting cycles,
to an elementary path w 2 W; w c w0. Thus, in view of Lemma 2.1 we have, for
r 2 N;
a
.r/
ij Dmax
n
v.w0/I w0 2W.r/G.A/.i; j/; w c w0
o
Dmax
n
a.r/w I w 2 W
o
: 
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Claim 2. For any w 2 W; the sequence aw is almost linear periodic with lfac.aw/ D
.A/ and lper.aw/jp.
Proof of Claim 2. For any k 2 p we define
Wwk D

w0 2 W.r/G.A/.i; j/I w c w0; r  k mod p;
.9K 2 HCCG.A//K \ w0 =D ;

;
awk Dmaxfv.w0/I w0 2 Wwkg:
Any cycle-extension w0 2 W.r/
G.A/
.i; j/ can be created from w by consecutive in-
serting of elementary cycles. In the above definition of awk , it is sufficient to consider
only such cycle-extensions w0, in which every elementary cycle is used less than p
times. Otherwise, w0 could be reduced, by deleting p of occurrences of an ele-
mentary cycle, to a cycle-extension w00, w c w00 c w0 with jw0j  jw00j mod p,
v.w0/ 6 v.w00/. Thus, awk can be considered as a maximum of a finite set in G,
because the set of all elementary cycles in G.A/ is finite. As a consequence, awk is
well-defined in G, for every k 2 p.
Let k 2 p be arbitrary, but fixed. We shall consider two cases:
Case 1. Let Wwk =D ; and let w0 2 Wwk , v.w0/ D awk . Then there is K 2
HCCG.A/ such thatK \ w0 =D ; and w0 can be extended by combinations of zero-
cycles (i.e. cycles of weight zero) inK. The high period pK D hper.K/ is the gcd
of all such cycles, therefore, by a well-known theorem of number theory, any large
enough multiple of pK can be expressed as a linear combination with non-negative
coefficients, of the lengths of zero-cycles in K. Since pKjp, the same is true
for large enough multiples of p. By extending w0 by corresponding combination
of zero-cycles in K, we can create w00 2 W.r/G.A/.i; j/, w c w00, v.w00/ D v.w0/ D
awk for any large enough r 2 N , r  k mod p.
Case 2. Let Wwk D ;. Then there is no cycle-extension w0 2 W.r/G.A/.i; j/, w c
w0 with r  k mod p. Namely, if such a walk w0 exists, then, sinceG.A/ is strongly
connected, we could extend w0 by inserting a suitable cycle, to a cycle-extension w00
with K \ w00 =D ; for some K 2 HCCG.A/. Without any loss of generality, we
may assume that the length of the inserted cycle is a multiple of p (any cycle can
be repeated p times). Then jw00j  jw0j  k mod p, which leads to contradiction
with Wwk D ;. Thus, in case 2 we have a.r/w D " for all r 2 N , r  k mod p. On
the other hand, we have awk D " (the maximum of the empty set in G).
In both cases we have shown that a.r/w D awk holds true for all large enough r 2
N , r  k mod p. The Proof of Claim 2 is complete. 
The assertion of lemma follows from Claims 1 and 2. Namely, by Claim 2, any
sequence w 2 W is almost linear periodic with lfac.aw/ D .A/ and lper.aw/jp. In
other words, for every r large enough we have
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a.rCp/w D a.r/w C p  .A/:
As the set W is finite, we have also, for every r large enough,
a
.rCp/
ij D a.r/ij C p  .A/
because the sequence aij is by claim 1 equal to maxfawI w 2 W g. Therefore, aij is
also almost linear periodic with lfac.aij / D .A/ and lper.aij /jp: 
Lemma 3.3. For any K 2 HCCG.A/; i 2K; the sequence aii is almost linear
periodic with lfac.aii / D .A/ and lper.aii / D pK.
Proof. We shall assume .A/ D 0. Let K 2 HCCG.A/, i 2K be arbitrary, but
fixed. For any k 2 pK, we define
ak D max
n
v.w/I w 2 W.r/G.A/.i; i/; r  k mod pK
o
:
Analogously as in the proof of Lemma 3.2, we can prove that the values ak; k 2 pK
are well-defined and a.r/ii D ak holds true for all large enough r 2 N , r  k mod pK.
Therefore, the sequence aii is almost linear periodic with lfac.aii / D .A/ and lper
.aii /jpK. On the other hand, it is easy to see that
ak
D o if k D 0;
< o otherwise.
Namely, ak D o exactly when only zero-cycles are used in the definition of ak. This
is possible only for k D 0, i.e. for cycles of length r  0 mod pK, because pK is the
gcd of the lengths of all zero-cycles in K. Therefore, the value o can be found in
the sequence aii only on every pK-th position, i.e. lper.aii / cannot be smaller than
pK: 
The next two lemmas are a theoretical background for computing the linear period
lper.A/ for matrices with strongly connected digraph G.A/.
Lemma 3.4. Let A 2 G.n; n/ with .A/ D 0; letK 2 HCCG.A/. If an edge e in
K is contained in no zero-cycle, then the high period ofK will not be changed by
deleting the edge e; i.e. hper.K/ D hper.K− e/.
Proof. By deleting e, no zero-cycle inKwill be lost; therefore,K andK− e have
the same set of zero-cycles. 
Lemma 3.5. Let A 2 G.n; n/ with .A/ D 0; letK 2 HCCG.A/. If every edge
e inK is contained in some zero-cycle; then all cycles inK are zero-cycles.
Proof. Let c be a cycle in K, let e0; e1; : : : ; ek−1 be edges in K such that c D
e0e1 : : : ek−1. By the assumption that every edge in K is contained in some zero-
cycle, there are walks w0; w1; : : : ; wk−1 such that e0w0; e1w1; : : : ; ek−1wk−1 are
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zero-cycles. Clearly, the concatenation c0 D wk−1 : : : w1w0 is also a cycle in K.
Then we haveX
s2k
v.esws/ D
X
s2k
v.es/ C
X
s2k
v.ws/ D v.c/ C v.c0/ D 0:
By assumption, the maximal cycle mean is .A/ D 0; therefore c and c0 must be
zero-cycles. 
Theorem 3.6. There is an algorithm A which computes, for a given matrix A 2
G.n; n/ with strongly connected digraphG.A/; the linear matrix period lper.A/ in
O.n3/ time.
Proof. The algorithmA consists of five parts. In Part 1, the maximum cycle mean
.A/ is computed and the matrix B D A ⊗ .−.A// is created, with bij D aij −
.A/ for all i; j 2 n. By Remark 3.1, .B/ D 0 and lper.A/ D lper.B/. Part 1 uses
Karp’s algorithm [11] and requires O.n3/ time.
Part 2 computes the metric matrix of B, denoted as NB. For any i; j 2 n, the ele-
ment Nbij is the maximal weight of a walk from i to j ( NB is well-defined, in view of
.B/ D 0). The computation is made by Warshall’s algorithm [17] in O.n3/ time.
In Part 3, the highly connected components of the digraph G.B/ are computed.
The ordinary matrix sum C D NB C NBT indicates by zero elements cij D 0 the pairs
of highly connected elements, i.e. the pairs of elements i; j 2 n contained in a com-
mon zero-cycle in G.B/. Then, any highly connected componentK 2 HCCG.A/
containing a given vertex i 2 n can be found from values of the ith row in C as the
set KTiU D fj 2 nI cij D 0g. If the set KTiU contains only one single element i, then
K is non-trivial and there is a .A/-loop at i; if the set KTiU is empty, then K is
trivial and contains only the vertex i, without a .A/-loop. Part 3 is done in O.n2/
time.
Part 4 finds all edges .i; j/ in G.B/ that are contained in no zero-cycle. Such
edges are indicated by finite negative values " < dij < 0 in the ordinary matrix sum
D D B C NBT. Namely, if an edge .i; j/ is contained in a zero-cycle w in G.B/, then
w0 D w − .i; j/ is a walk from j to i with the weight v.w0/ 6 Nbji and we have
0 D v.w/ 6 bij C Nbji D dij 6 .B/ D 0;
which implies dij D 0. On the other hand, if the edge .i; j/ is contained in no zero-
cycle in G.B/, then the strong connectivity of G.b/ implies the .i; j/ is contained in
some cycle of negative weight and, therefore, " < dij < 0.
After computing D, the matrix B is modified to B 0 by deleting the indicated edges
fromG.B/, i.e. by replacing the value bij by ", for all i; j 2 n with " < dij < 0. The
computation in Part 4 requires O.n2/ time.
Part 5 uses Lemmas 3.4 and 3.5, by which the non-trivial highly connected com-
ponents in digraph G.B/ and the non-trivial strongly connected components in di-
graph G.B 0/ are generated by the same sets of vertices and hper.K/ D per.K0/
holds true if the componentsK 2 HCCG.B/ andK0 2 SCCG.B 0/ have the same
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vertex set. The component periods are computed by Balcer–Veinott’s condensa-
tion algorithm [2] in total O.n2/ time. Finally, in view of Theorem 3.1, the period
lper.A/ D lper.B/ is computed as lcm of all hper.K/ forK 2 HCCG.B/: 
The next simple example demonstrates the work of algorithmA.
Example 2. A matrix A 2 R.6; 6/ is given as the input of A. Part 1 finds the
value .A/ D 1 by Karp’s algorithm and creates the matrix B D A ⊗ .−.A// with
.B/ D 0.
A D
2
6666664
: 3 : : : :
: : 0 : 2 :
−1 : : −3 : :
4 : : : : :
: : : : : −4
: : : −1 6 :
3
7777775
;
B D
2
6666664
: 2 : : : :
: : −1 : 1 :
−2 : : −4 : :
3 : : : : :
: : : : : −5
: : : −2 5 :
3
7777775
:
For simplicity, the " values in A;B are replaced by dots. Both matrices have
identical digraphs with weight functions differing by 1.
Part 2 uses Warshall’s algorithm for computing the metric matrix NB, Part 3 com-
putes the matrix sum C D NB C NBT. From C, we conclude that there are two highly
connected componentsK0;K1 2 HCCG.B/, generated by sets K0 D f0; 1; 2; 3g
and K1 D f4; 5g, respectively.
NB D
2
6666664
0 2 1 −3 3 −2
−2 0 −1 −5 1 −4
−1 1 0 −4 2 −3
3 5 4 0 6 1
−4 −2 −3 −7 0 −5
1 3 2 −2 5 0
3
7777775
;
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C D
2
6666664
0 0 0 0 −1 −1
0 0 0 0 −1 −1
0 0 0 0 −1 −1
0 0 0 0 −1 −1
−1 −1 −1 −1 0 0
−1 −1 −1 −1 0 0
3
7777775
:
In Part 4, the matrix sum D D B C NBT is computed. The negative values in D
indicate that the edges .1; 4/; .2; 0/; .5; 3/ are contained in no zero-cycle in G.B/.
Matrix B 0 is created from B by replacing the corresponding values by ".
D D
2
6666664
: 0 : : : :
: : 0 : −1 :
−1 : : 0 : :
0 : : : : :
: : : : : 0
: : : −1 0 :
3
7777775
;
B 0 D
2
6666664
: 2 : : : :
: : −1 : : :
: : : −4 : :
3 : : : : :
: : : : : −5
: : : : 5 :
3
7777775
:
Finally, Balcer–Veinott’s algorithm is used in Part 5 for computing the periods
hper.K0/ D per.K00/ D 4, hper.K1/ D per.K01/ D 2 for strongly connected com-
ponentsK00;K01 2 SCCG.B 0/ generated by sets K0, K1, respectively. In our exam-
ple, the computation of component periods is trivial, since the componentsK00;K01
are cycles of lengths 4 and 2. Thus, we have lper.A/ D lper.B/ D lcmfhper.K0/;
hper.K0/g D lcmf4; 2g D 4.
Remark 3.2. The algorithm A in Theorem 3.6 also verifies, whether the digraph
G.A/ is strongly connected. This is the case, when all elements of the matrix C in
Part 3 are finite.
4. NP-completeness
The assertion of Theorem 3.1 substantially uses the assumption that the digraph
G.A/ of the considered matrix A is strongly connected. Example 1 shows that, in
general, a matrix may be linear periodic or non-periodic, and the difference between
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these two cases is very subtle. In this section, we show that the problem of deciding
this question is NP-complete.
Definition 4.1 (Matrix Linear Periodicity Problem (MLP)). Given a matrix A 2
G.n; n/ over a max-plus algebra G, decide whether A is almost linear non-pe-
riodic!
To show that MLP is an NP-problem, we shall use the following theorem by
Nachtigall [15].
Theorem 4.1 T15U. Let A 2 G.n; n/ be a matrix over a max-plus algebra G.
Then there are k 6 n almost linear periodic matrices . AlI l 2 k / with lper.Al/ 6 n,
ldef.Al/ 6 3n2 and lfac.Al/ 2 G for all l 2 k, such that for any r 2 N ,
Ar D maxfArl I l 2 kg:
This representation can be found in O.n6/ time.
Theorem 4.2. The problem MLP is an NP-problem.
Proof. If the matrix A is almost linear non-periodic, then there are i; j 2 n such
that the sequence aij is almost linear non-periodic. By Theorem 4.1, the sequence
aij is the maximum of k 6 n almost linear periodic sequences with linear periods
6 n, which implies that the lcm of their linear periods divides nW. Therefore, the
sequence aij is almost linear non-periodic if and only if it contains two equidistant
subsequences
a
.R0CmnW/
ij I m 2 N

and

a
.R1CmnW/
ij I m 2 N

;
which are almost linear periodic with different linear factors q0 =D q1.
Thus, a certificate showing that a given matrix A 2 G.n; n/ is almost linear non-
periodic can be given as a six-tuple .i; j; q0; q1; R0; R1/, where i; j 2 n, q0; q1 2 G
with q0 =D q1 and R0; R1 2 N , such that for all m 2 N the values a.R0/ij , a.R1/ij are
finite and the equations
a
.R0CmnW/
ij D a.R0/ij C .m  nW/  q0; a.R1CmnW/ij D a.R1/ij C .m  nW/  q1
hold true.
We show that the verification of the certificate conditions can be done in polyno-
mial time. By Theorem 4.1, there is an O.n6/ algorithm which finds almost linear
periodic matrices . AlI l 2 k/ fulfilling the conditions of the theorem. It is shown in
[15] that the algorithm computes also the values lper.Al/, ldef.Al/ and lfac.Al/ for
l 2 k. Then we define, for all l 2 k, the least natural numbers r.0; l/; r.1; l/ > 3n2
with r.0; l/  R0 mod lper.Al/ and r.1; l/  R1 mod lper.Al/. The above certifi-
cate conditions are satisfied if and only if there are l.0/; l.1/ 2 k such that lfac.Al.0//
D q0; lfac.Al.1// D q1, the values .Ar.0;l.0//l.0/ /ij , .Ar.1;l.1//l.1/ /ij are finite, and for any
l 2 k, the implications
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lfac.Al/ > q0 )

A
r.0;l/
l

ij
D "; lfac.Al/ > q1 )

A
r.1;l/
l

ij
D "
hold true. Clearly, this can be verified by computing at most 2k .3n2 C n/ powers of
n  n matrices, i.e. in a time polynomial with respect to n: 
Further, we shall need an NP-completeness result concerning the problem of
computing the period of the maximal sequence created from a finite set of periodic
sequences.
Definition 4.2 T9U. Let D be a finite set of finite sequences with values in a linearly
ordered set B. Then for any sequence s 2 D; of length d; we define an infinite
sequence Ns which is the infinite periodic extension of s: for any r 2 N; k 2 d;
r  k mod d ) Ns.r/ VD s.k/
and by sD we denote the infinite sequence which is the maximum of all infinite
periodic extensions of elements of D, i.e. for any r 2 N
sD.r/ VD max
s2D
Ns.r/:
The period of sD , which is the least p 2 NC such that sD.r/ D sD.r C p/ holds
true for all r 2 N , will be denoted by per.sD/.
Definition 4.3 (T9U Maximum Sequence Period Problem .MSP/).
.i/ Evaluation version: Given a finite set D of finite sequences, compute per.sD/.
.ii/ Recognition version: Given a finite set D of finite sequences and a natural number
k 2 N , decide whether per.sD/ > k.
Remark 4.1. The problem MSP was formulated in [9]. It was proved that even the
two-valued restriction, 2-MSP1, in which all the sequences have only two distinct
values and k D 1 is fixed, is NP-complete.
Theorem 4.3 T9U. The recognition version of the problem 2-MSP1 is NP-complete.
By Theorem 4.3, we can characterize the computational complexity of MLP in
the following way.
Theorem 4.4. MLP problem is NP-complete.
Proof. In view of Theorem 4.3, it is sufficient to prove that the recognition version
of 2-MSP1 polynomially transforms to MLP.
Let D be an instance of 2-MSP1, i.e. let D be a finite set of finite 0–1 sequences.
We denote by G the additive group of rationals. We shall define a square matrix A 2
G.n; n/ and show that A is almost linear non-periodic if and only if the maximum
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sequence period is per.sD/ > 1. In other words, we shall show that A is a yes instance
of MLP if and only if D is a yes instance of 2-MSP1.
Let D D .slI l 2 m/, let us denote by ml the length of the sequence sl for l 2 m.
Without any loss of generality we may assume that ml > 1 for all l 2 m. We put
n VD Pfml I l 2 mg C 4. Matrix A will be defined by describing the digraph G.A/.
The weighted digraph G.A/ D .V ;E; v/ consists of m disjoint cycles Cl , of
lengths ml , for all l 2 m, one cycle C of length 2 and two vertices x; y. The vertices
in each cycle Cl and in C are enumerated by natural numbers and will be referred to
as Cl.k/; k 2 ml , or as C.k/; k 2 2, respectively.
Besides the edges in cycles, G.A/ has edges .x; Cl.0// for l 2 m with ml D 2,
edges .x; Cl.2// for l 2 m with ml > 2, edges .Cl.k/; y/ for l 2 m; sl.k/ D 1, and
edges .x; C.0//, .C.0/; y/, .C.1/; y/. The two edges creating cycle C have weight
−1, all remaining edges in G.A/ have weight 0.
The figure shows the digraph G.A/ for values n D 9; m D 2; m0 D 2; m1 D 3
and D D .s0; s1/ with s0 D .0; 1/, s1 D .1; 1; 0/. In figure, the zero weights of edges
are not indicated.
In vertex order .C0.0/; C0.1/; C1.0/; C1.1/; C1.2/; C.0/; C.1/; x; y/, the corre-
sponding matrix A has the form
A D
2
6666666666664
: 0 : :
0 : : 0
: 0 : : 0
: : 0 : 0
0 : : : :
: −1 : 0
−1 : : 0
0 : : : 0 0 : : :
: : : : : : : : :
3
7777777777775
:
To make the structure of A clearer, the " values are replaced by dots and the "
values denoting the non-existing edges between cycles are completely omitted.
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Clearly, the above construction of matrix A is polynomial with respect to the size
of D. We shall prove that the instances A, D are equivalent.
Let i; j 2 n be a pair of vertices in G.A/. Using Lemma 2.1, it is easy to verify
that, for .i; j/ =D .x; y/, the sequence aij is of one of the following three types.
Type 1: Constant value ". This type occurs when there is no walk from i to j, e.g.
for .i; j/ D .x; x/, or for i D y; j 2 C.
Type 2: Almost linear periodic with lfac.aij / D 0 and lper.aij /jml for some l 2 m.
The sequences of this type correspond to pairs .i; j/ for which there is a walk w from
i to j visiting one of the cycles C0; : : : ; Cm−1. Clearly, if .i; j/ =D .x; y/, then w can
visit at most one of the cycles in G.A/.
Type 3: Almost linear periodic with lfac.aij / D −1 and lper.aij / D 1. The se-
quences of this type correspond to pairs .i; j/ for which there is a walk w from i to j
visiting the cycle C. If .i; j/ =D .x; y/, then w cannot visit any other cycle in G.A/.
For .i; j/ D .x; y/, the sequence axy is the maximum of m sequences al; l 2 m, of
type 2 with lper.al/jml , and one sequence a, of type 3. Every sequence al is induced
(according to Lemma 2.1) by walks from x to y, visiting the cycle Cl . Similarly, the
sequence a is induced by walks from x to y, visiting the cycle C. Moreover, for every
l 2 m, k 2 ml and for large enough r, r  k mod ml
a
.r/
l D

0 if sl.k/ D 1;
" if sl.k/ D 0:
If D is a yes instance of 2-MSP1, i.e. if per.sD/ > 1, then there are r 0; r 00 2 N
such that sD.r 0/ D 0 and sD.r 00/ D 1. Denoting m D lcmfmlI l 2 mg we get that
for any large enough r, r  r 0 mod m and for all l 2 m,
a
.r/
l D " and a.r/xy D a.r/
holds true. On the other hand, there is l 2 m such that, for any large enough r, r 
r 00 mod m, we have
a
.r/
l D 0 and a.r/xy D 0:
Therefore, the sequence axy contains two equidistant subsequences, which are al-
most linear periodic with different factors, −1 and 0. As a consequence, axy and the
matrix A as well, are almost linear non-periodic, i.e. A is a yes instance of MLP.
If D is a no instance of 2-MSP1, i.e. if per.sD/ D 1, then sD has constant value 0
or 1. In the first case, all sequences in D have constant value 0 and the vertex y is not
accessible from the cycles Cj . Then axy is almost linear periodic with linear factor
−1.
In the second case, sD has constant value 1, and for any r 2 N there is l 2 m such
that
a
.r/
l D 0 and a.r/xy D 0
holds true. Then axy is almost linear periodic with linear factor 0. In both cases, the
matrix A is almost linear periodic, i.e. A is a no instance of MLP. 
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