Abstract. Let f be a normalised new form of weight 2 for Γ 0 (N ) over Q and F , its base change lift to Q( √ −3). A sufficient condition is given for the nonvanishing at the center of the critical strip of infinitely many cubic twists of the L-function of F . There is an algorithm to check the condition for any given form. The new form of level 11 is used to illustrate our method.
Introduction
There has been a tremendous amount of recent research on the nonvanishing of L-functions. On GL (2) , the first results are due to Shimura [15] , who proved that a given L-function can be twisted by a character of finite order so that the twisted L-function does not vanish at a certain point. Shimura's nonvanishing results were generalized by Rohrlich [14] . The study of the nonvanishing of quadratic twists rather than arbitrary finite order twists was started by Goldfeld, Hoffstein and Patterson [7] for the CM case, and in greater generality by Waldspurger [16] . This was later complemented by the work of Bump, Friedberg and Hoffstein [2] , [3] , [5] using metaplectic Eisenstein series and the Rankin-Selberg method. Alternately, analytic number theoretic methods have been used by Murty and Murty [12] and by Iwaniec [10] to obtain nonvanishing results. The first results on the non-vanishing of cubic twists were obtained by Lieman [11] . He applied the theory of automorphic forms on the cubic cover of GL (3) to the L-series of the CM elliptic curve x 3 +y 3 = 1. In this way he obtained a non-vanishing result for cubic twists of the L-series of the automorphic form corresponding to the curve. However, because the curve has complex multiplication, the L-series in this instance is a GL(1) Hecke L-series with grossencharacter. It is this particular fact which made the GL(3) theory applicable.
In this paper we will give the first non-vanishing results for cubic twists of autmorphic L-series on GL(2) that are not lifts from GL (1) . In particular, we will show that if f is the new form of weight 2 and level 11, then infinitely many cubic twists of the L-series of f are non-zero at the center of the critical strip. It then follows as an immediate corollary that there are infinitely many cubic extensions K of Q( √ −3) such that the analytic rank of E = X 0 (11) over K is zero. Our approach gives a method of obtaining a similar result for any given GL (2) automorphic form. However, for reasons that will be described below, there is one step in the computation which can be verified for any given form, but which cannot yet be done in general.
Notation and preliminaries
We shall summarize a few basic facts about basis change of modular forms. The reference is S. Friedberg [6] .
Let f be a cusp form of weight 2 over Q for the congruence group Γ 0 (N ) with
be the integer ring of K. The different of K is the ideal (λ), where
Following S. Friedberg [6] , we have liftings of f over K. Let F = F α , α = 1, 0, −1, be a lifting of f on H. F has a Fourier expansion as follows:
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where
The coefficients a m are multiplicative and are given as follows:
In particular
It is easy to check [6] , page 8, we have, for γ ∈ Λ 0 (N ),
• be the cubic residue symbol; for its basic properties see [9] , page 112.
, the cubic Gauss sum is defined by
We summarise the basic properties of the cubic Gauss sum in the following proposition (see [4] , page 486 for details).
otherwise.
The following L-series appears naturally in the Fourier coefficients of the metaplectic Eisenstein series. Define
The residue of Ψ(s, µ) at s = 4/3 was established by Patterson [13] . Let us recall some specific results of Patterson [13] , page 160, and of Bump and Hoffstein [4] , page 487. Note that the function Ψ(s, µ) is Ψ(s, µ, 0) in [13] .
Proposition 1.2. i)
Res s=4/3 Ψ(s, µ) = C 0 τ(µ) |µ| 1/3 (1.9) where C 0 = (2π) 2 3 8 · 2 · ζ(2) σ V · Γ( 4 3 ) (2π) 4/3 , σ = 3 5 /4, V = 9 · √ 3 2 τ(µ) =                g(λ 2 , c) | d c | 3 n/2+2 if µ = ±λ 3n−4 cd 3 , n ≥ 1 , e −2πi 9 g(ωλ 2 , c) | d c | 3 n/2+2 if µ = ±ωλ 3n−4 cd 3 , n ≥ 1, e 2πi 9 g(ω 2 λ 2 , c) | d c | 3 n/2+2 if µ = ±ω 2 λ 3n−4 cd 3 , n ≥ 1, g(1, c) | d c | 3 (n+5)/2 if µ = ±λ 3n−3 cd 3 , n ≥ 0, 0 otherwise, (1.10) with c ≡ d ≡ 1 (mod 3), c, d ∈ O K and c square free. ii) Define a(µ) = g(1, f) | h f | if µ = f h 3 , f ≡ h ≡ 1(3), f sq free, µ ∈ O K , 0 otherwise. (1.11) If (µ, µ ) = 1, µ ≡ 1 (mod 3), µ ∈ O K , µ ∈ (λ −3 ), then we have τ (µµ ) = µ µ a(µ)τ(µ ).
The Eisenstein series and their expansion; Theta series
In this section, we will define some metaplectic Eisenstein series and compute their residues at the relevant poles.
Let Λ be the principal congruence subgroup modulo 3 of SL(2, O K ). For γ ∈ Λ, we define the Kubota symbol
• is the usual cubic residue symbol. Kubota observed that κ is a character of Λ.
If
Then it is easily checked that
It is clear from the term a 0 (s, y) that E 0 (z, s) has a simple pole at s = 2/3. The residue can be taken out at this point yielding the cubic theta function.
Define the theta series,
and C is a constant which we shall not need.
The coefficients τ (m) are those of Patterson's theta function and are described in (1.10). In (2.7) we make use of the following lemma.
Note that the residue in (2.8) has an extra condition (d, N ) = 1 when compared to Patterson's result (1.9). 
Proof of Lemma
2.2. For m ∈ (λ −3 ), definẽ A m (s) = d≡1(3) (d,N )=1 g(m, d) N d s ,B m (s) = d≡1(3) (d,N )=1 g(N 2 m, d) N d s , C m (s) = d≡1(3) (d,N )=1 g(N m, d) N d s ,(2.
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To compute v m , (m, N ) = 1, we start with
Using a similar technique for u m , w m , with (m, N ) = 1, we have a linear system
Solving this linear system, we have proved (2.8) for (m, N ) = 1. We have
Now write m = N j m , with (m , N) = 1. Then in each of the three cases j ≡ 0, 1, 2 (mod 3), we write the answer in terms of m first, using the previous result for (m , N) = 1, then write the answer in terms of m. We find the answers are the same as the right side of (2.8) in terms of m for all cases. This completes the proof of Lemma 2.2.
Using the multiplier J 3 (g, z), we can define a Eisenstein series:
This is a 3 × 3 matrix function satisfying
We will need the expansion of E 3 ∞ (z, s) at the cusp 0. We define
It transforms as follows:
It is easy to check that
(2.20)
We can see that E 3 0 (z, s) has a pole at s = 7/6. Let us define a new theta series
which is a 3-dimension row vector. Assembling the above information from (2.8) and (2.20), we have Proposition 2.4.
whereC is a constant which we shall not need.
Convolutions and their residues
In this section, we will define a convolution of F (z) with a metaplectic Eisenstein series. The convolution may be written as a product of a Dirichlet series with a convolution of Whittaker functions. Using the technique of [5] , we may express the Dirichlet series as a sum of weighted cubic twists L s, F ⊗ . Further we compute the residue of the convolution at the relevant poles.
Define a convolution as follows:
This is a well defined 3−dimensional integral. As one can easily verify, y −3 dx dy is an invariant volume element, and the integrand is invariant under the action of z −→ γz, for any γ ∈ Λ 0 (N ). Furthermore the integral converges if Re w, Re s are sufficiently large. This is because the Eisenstein series converges absolutely for those values of w and s.
Substituting for the Fourier expansion of F (z), E 0 (z, s) from (1.1) and (2.5) and "unfolding", we have
and both L (s, w), G(s, w) converge if Re w, Re s are sufficiently large.
We now apply the technique of [5] and interchange the order of summation to rewrite L(s, w):
Here p|m ⇒ p|d means that every prime factor of m is a prime factor of d. Then we have,
As a m is multiplicative, we have
Now, it is easily checked that the first summation in (3.8) is multiplicative. We have
with
Thus, we have Proposition 3.1.
L(s, w)
= d≡1(3) (d,N )=1 1 (N d) 2s B(d)L w, F ⊗ • d = d ≡ 1(3) (M, d 1 ) = 1, (M d 1 , N) = 1 p|M⇒ordp M ≡0(3) 1 (N M d 3 1 ) 2s D M · p t d 3 1D t (p)·L w, F ⊗ • M ,(3.
11)
whereD t (p) and D M are both functions of w and
Let us compute the residues of the convolution R (F, s, w) . Recall that E 0 (z, s) has a pole at s = 2/3, and its residue is θ(z), as computed in (2.7). Thus R (F, s, w) has a pole at s = 2/3. Let R 0 (F, s, w) = J · R (F, s, w) , with J = [0 1 0]. Then, we have Proposition 3.2.
the a m are the coefficients of F (see (1.2)), the τ (λ −1 m) are coefficients of θ(z), as given in (1.10), and
Proof. Using the "unfolding" trick and recalling (1.1), (2.7), we have
Note that (cf. I. Gradshteyn and I. Ryzhik [8] , page 716 (6.576) and page 1068 (9.122)),
This completes the proof of the proposition.
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To find the other residue of R(F, s, w), first changing variables z → ω N z, we have 
The functional equations
The purpose of this section is to find the functional equations for L(s). We start with computing the functional equations for the Eisenstein series defined in Section 2.
Let p be a cusp of Λ 0 (N ), Λ p = {γ ∈ Λ 0 (N )|γ(p) = p} . A cusp is called essential if the restriction of the Kubota map κ to Λ p is trivial. It is easily checked that Λ 0 (N ) has eight essential cusps, ∞, 0, 1, −1,
We may define the Eisenstein series at a essential cusp as follows:
Let us put all J · E 3 p (z, s) in the same order as in ∞, 0, 1, −1,
In particular the entry on the top is E 
Here ⊗ is the Kronecker product and
Proof. For reasons of space we omit this easy but lengthy computation. Basically, one gets the scattering matrices from the constant terms of the Fourier expansions of the Eisenstein series at the various cusps. A similar computation can be found in [13] . We will be using the functional equation of L(s) in Section 5 to compute L(2/3) under the assumption that L(s) has no pole at s = 2/3. Here we are going to find the exact functional equation of L(s). Let J be the row vector 0 1 0 . Then, (F, s, w) , and the residue of R 0 (F, s, w) involves L(s). Referring to Proposition 3.2, we have
In the above a 
In (4.5), we used an important fact that θ j (z) = Res s=2/3 E j (z, s) are in fact the same up to a scalar a 2j (7/6) at all eight cusps, similar to the case of S.J. Patterson [13] , page 152.
In a manner similar to the case of L(s), we can find the functional equation of L(s).
The Main Theorem and an example
It is a well known fact that the convolution of a cusp form with the quadratic theta series is analytic, i.e. the inner product of f with the product of the quadratic theta series and its conjugate is zero. But in the cubic case we are presently investigating this inner product might or might not be zero. It is highly probable that it is non-zero. In fact one could probably prove this by a very unpleasant computation of the inner product. However, we choose the simpler approach of simply checking both alternatives.
We are now in a position to state the theorem.
Theorem 5.1. Let f be a weight 2 newform of Γ 0 (N ) over Q, F be its lifting to
where a m and τ (m) are the Fourier coefficient of F and the cubic theta series θ(z) respectively. If under the assumption L(s) has no pole at 2/3, L(2/3) =L(2/3), then there are infinitely many cube free
Proof. Let us recall that in Proposition 3.2, we proved R 0 (F, s, w) has a pole at s = 2/3 with residue L(w + 1/6) · G(w + 1/6), and in Proposition 3.3, we computed that R 0 (F, s, w) has pole at s = 7/6 − w, with residue (−1) ·L(7/6 − w) · G(7/6 − w) · 3 4 · (7/6 − 2w). As an analytic function of two variables cannot vanish at an isolated point, we have
and G(s) is as given in (3.15) . Define
Changing variables z → ω N z, and because the residues of the Eisenstein series satisfy the same transformation formulas as the Eisenstein series itself, we have
If α = 0, then both L(s) andL(s) have simple pole at s = 2/3, and by taking residues on both side of (3.13) at w = 1/2, we have 
If, under the assumption thatL(s) and L(s) are both analytic at s = 2/3, (F, s, w) has a simple pole at s = 2/3, w = 1/2.
In both cases, R 0 (F, s, w) has poles at s = 2/3, w = 1/2. By (3.2), we know that L(s, w) has a pole at the same point. Now assuming Deligne's bound for the coefficients of holomorphic cusp forms, it is easily checked that the sum (over d 1 ) of all the terms with fixed M in (3.11) converges absolutely at s = 2/3, w = 1/2 and that the sum (over M ) of all the terms with the same cubic free part in (3.11) converges absolutely at the same point. Thus we conclude that there are infinitely many cubic free M , such that L 1/2, F ⊗ Here the functions σ 0 and |τ | are multiplicative. After computing the p−factors we can prove the following proposition. (
where L j (s) is as given in (4.6) and a j m are the coefficients of F at the cusp j. We will make use of the following lemma from T.M. Apostol [1] , page 281, Lemma 3. 
