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V 
Abstract 
Many binary classification algorithms produce real-valued predictions which are then 
thresholded to produce a binary classification. These real-valued predictions can often be 
viewed as a measure of confidence in classification. Recent techniques for the theoretical 
analysis of such algorithms in terms of the classification confidence ( or margin) have been 
dubbed margins analysis. This form of analysis has been shown to often yield more refined 
measures of classifier complexity and more real1stic measures of algorithm performance 
than is provided by the now classical VC theory. This thesis is concerned with the 
application of margins analysis to classifiers which can be represented as thresholded 
convex combinations. 
Firstly, by representing decision trees as thresholded convex combinations of leaf func-
tions, we apply margins analysis to prove theoretical upper bounds on the generalization 
error of decision trees and combinations of decision trees in terms of the proportion of 
training examples with small margin. The measures of classifier complexity suggested by 
these results can be significantly smaller than those suggested by VC theory. In related 
work, we describe a new type of classifier, the alternating decision tree, which generalizes 
decision trees, voted decision trees and voted decision stumps. This classifier combines 
the accuracy of voting methods with the interpretability of decision trees. We present a 
simple algorithm for constructing-alternating decision trees based on boosting and show 
that this algorithm is competitive with voted decision tree algorithms like C5.0 and yet 
produces classifiers which are far simpler and easier to interpret . 
Secondly, we examine the impressive empirical performance of voting methods (such as 
the popular AdaBoost algorithm) in terms of margins analysis . We begin by proving 
a theoretical upper bound on the generalization error of thresholded convex combina-
tions of classifiers involving general cost functions of the margin. We then describe an 
algorithm, DOOM, which adjusts the weights of a voted classifier in order to optimize 
the cost functions suggested by the theoretical analysis. Experimental results show that 
this procedure typically improves the generalization error. We then develop an abstract 
framework for understanding voting methods. Within this framework, many existing 
algorithms can be viewed as gradient descent optimizers of margin cost functions. For 
the general class of algorithms suggested by this analysis we provide convergence bounds 
showing they converge to the optimal cost. By combining this abstract framework with 
the theoretically motivated cost functions we obtain a new algorithm, DOOM II. Exper-
imental results show that DOOM II generally outperforms AdaBoost, particularly in the 
presence of label noise. 
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Introduction 
• • • 
Systems which can learn by example have applications in almost all fields 
of human endeavour. From financial prediction to face recognition, the 
practical importance of systems which can adapt to their specific en-
vironment cannot be understated. Machine learning is concerned with 
the study of such systems. This thesis is concerned with perhaps the 
simplest problem in machine learning, that of classification. The classi-
fication problem can be stated as : 
Given a set of objects which can be separated into several dis-
tinct classes and some measurements of these objects, produce 
a function which, given a new object's measurements, decides 
to which class the object belongs. 
Some examples of classification problems include : 
• Face recognition - An automated security system linked to surveil-
lance cameras. The system learns to recognize personnel by being 
trained using sample camera images of known personnel. The mea-
surements are an image of a person's face (most likely represented 
as a two-dimensional array of pixel values) while the classes are 
'known personnel' and 'intruder'. 
• Fraud detection - An automated customer analysis system used 
by a company to decide whether customers may be committing 
fraud. The system is trained using the transaction records of a set 
of customers known to be either fraudulent or not. The measure-
ments are the transaction records of a customer while the classes 
are 'fraudulent' and 'not fraudulent'. 
• Medical diagnosis - A diagnosis support system which decides, 
based on patient details ( such as height and weight) and medical 
observations (such as blood pressure), whether a person is at risk 
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of developing heart disease. The measurements are the patient details and medical 
observations while the classes are 'high risk' and 'low risk'. 
In recent times there has been considerable interest in the field, due largely to the impres-
sive practical performance of techniques such as neural networks, decision trees, support 
vector machines and voting methods. Understanding the empirical success of these al-
gorithms has been the driving force in theoretical machine learning over the last decade. 
The tools used in the theoretical analysis of these algorithms have reached a level of 
maturity that they can now be applied directly to the development of new algorithms 
which exhibit significantly improved performance. The current state-of-the-art in such 
analysis is described in several recent books [2, 20, 68, 69, 72]. This thesis is concerned 
with furthering the development of the theory and practice of these algorithms. 
1.1 Background material 
1.1.1 Classification model 
In order to be able to apply quantitative analysis, we need to formalize the classifica-
tion problem described above. The classical framework for this problem assumes that 
examples are independently and identically distributed according to a fixed, unknown 
probability distribution D on X x Y where X is a measurement space and Y is a label 
space. 
This simple assumption is actually much more restrictive than would appear at first 
glance. For example, time-series data fails to satisfy this condition since observations 
are usually dependent . Note however, that this model does not assume that there is 
necessarily some deterministic function f : X • Y generating class labels. This general 
model allows for both the measurements and the class labels to be subject to noise. There 
are many other possible models for classification which we do not consider here. These 
include models which assume that there exists a target function belonging to a particular 
class of functions [41, 66], relax the assumption of independently generated examples [1 , 
7], allow for drift in the generating distribution [4, 8, 33] and relax the assumption that 
there is a fixed relationship between measurements and class labels [6, 12, 39]. 
Typically, the measurement space X is taken to be some subset of ffi.n. For the sake of 
simplicity, we will almost exclusively deal with the problem of binary classification with 
Y = { ± 1}. The analysis is often significantly more elegant for the binary case than for 
the multi-class case (where IYI > 2) and most results obtained in the binary case can be 
easily extended to handle more than two labels. As we shall see shortly, the use of -1 
and 1 as class labels makes for simpler notation. 
In general, a classification learning algorithm is provided with a sequence S of m labelled 
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examples ((xi, Y1), (x2, Y2), ... , (xm, Ym)) . This sequence is generally called a training 
set. Since examples are assumed to be distributed according to D, the training set S is 
assumed to be distributed according to the product probability distribution nm. The 
learning algorithm uses the information contained in S to produce a function f : X --+ Y 
which can hopefully be used to classify new (as yet unseen) examples given only their 
measurements. For this reason, the function f is known as a classifier. Formally, we 
want to find an f such that P n(f (x) i= y) is small. We use Pn(A) here to denote the 
probability of choosing according to D an example (x, y) which satisfies a predicate A. 
That is, we want to choose f such that the probability of a new example being generated 
(according to D) which cannot be correctly classified by f is small. This quantity is 
known as the generalization error of f. 
Ideally we want to find what is known as the Bayes classifier f* defined by 
f* = argmin P n(f (x) i= y). 
f:X-+Y 
The problem of finding f* is known as Bayes' problem and the optimal error, PD (J* (x) i= 
y), is called the Bayes error. However, since Dis unknown, it is necessary to infer the 
properties of D from the training set S. In practice, this is often accomplished by finding 
a classifier f from a fixed class of classifiers :F such that P s (! ( x) i= y) is small. We use 
Ps (A) here to denote the proportion of S which satisfies a predicate A . This quantity is 
known as the training error of f. 
The question is then, what guarantees can we make about a classifier's generalization 
error given that we are trying to minimize its training error? 
As an example, consider two classifiers f A and f B · Classifier f A is chosen from the class 
of all possible classifiers f : X --+ Y. Classifier f B is chosen from the class consisting of 
the two constant classifiers which simply return either + 1 or -1 for all examples. For 
a particular training set, both f A and f B are chosen to minimize training error. Now 
suppose that the finite training set has zero measure under D and that P n(Y = 1) = 
PD (y = -1). Clearly, for any training set, f A can be chosen so that its training error is 
zero since the class of all possible classifiers f : X --+ Y includes the classifier which maps 
each training example to its corresponding class label. However, the generalization error 
of this classifier will be 0.5. Classifier f B's generalization error will also be 0.5, but its 
training error will converge to 0.5 as the size of the training set increases. The difference 
in the relationship between training and generalization error for these two classifiers is 
due to a difference in the complexity of the classes from which they are chosen. Since 
classifier f A essentially 'memorizes' the training set, the complexity off A increases with 
the size of the training set, while the complexity of classifier f B is constant. 
Intuitively, for any classifier chosen from a class which is not 'too complex', we expect 
the training error to be a close approximation of the generalization error, provided that 
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the training set is sufficiently large. To formalize this intuition, we firstly need to define 
precisely what we mean by the complexity of a class of classifiers. 
1.1.2 VC theory 
In the first part of this section we give some technical results which relate to the com-
plexity of general classes of functions . Later, we will see how these results can be applied 
to quantify the complexity of classes of classifiers. 
Definition 1.1 (Growth Function) 
The growth function II Ill ( m) of a class '¥ of functions 7/J : X x Y • IR. is defined by 
II'l'(m) = max {IW1sl : s ~XX Y, 1s1 = m}, 
where '¥1s = { (7/J(x1 , Y1) , ... ,'lj;(xm,Ym)) : 7/; E w} for S = ((x1,Y1), . . . , (xm,Ym)) . 
We note that this definition of the growth function is slightly unusual in that we allow 
functions in '¥ to be real-valued. When the functions in '¥ are restricted to be binary-
valued we obtain the usual definition of the growth function as a special case. 
We now state a powerful result due to Vapnik and Chervonenkis [70] in a slightly more 
general form . This result shows that if II Ill ( m) grows sub-exponentially, then with high 
probability over choice of S according to nm, the probability that the expected value 
of any function in '¥ is much larger than its sample average is small. We use PDm (A) 
here to denote the probability of choosing a sequence S of m examples according to nm 
which satisfies a predicate A. 
Lemma 1.1 
For any class '¥ of functions 7/J : X x Y • [-B, B] 
P Dm (37/; E '¥ : ED7/J(x , y) - Es7/J (x, y) > E) ::; 4II'l' (2m)e-mE2 / 2B 2 • 
The proof of this result essentially mirrors existing proofs for the case where the functions 
in '¥ are binary-valued. For example, the proof of Theorem 4.3 in [2] can be trivially 
extended to handle functions in '¥ with bounded range. The only real difference lies in 
the application of Hoeffding's inequality where the range {-1 , l} is replaced by [-B, BL 
replacing the constant 8 with 2B2 in the final result . Since we will make frequent use of 
Hoeffding's inequality we provide it below for reference. 
Lemma 1.2 (Hoeffding's Inequality [40]) 
L et X 1 , .. . , X N be independent bounded ran do m variables su ch that X i falls in the in-
terval [ai, bi] with pro babili ty one. Let SN = L~i X i. Th en for any E > 0 we have 
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that 
P (SN - E(SN) ~ E)::; e-2c2 /L~1(bi-ai) 2 
and 
P (E(SN) - SN~ c)::; e-2c2 /L~ 1(bi-ai) 2 _ 
Returning to Vapnik and Chervonenkis' result, for the specific case in which functions in 
'11 are binary-valued the following result can also be obtained. This result gives an upper 
bound with a faster rate of convergence on the probability that the expected value of any 
function in W is much larger than twice its sample average. 
Lemma 1.3 
For any class W of functions 'ljJ : X x Y -+ {O, 1} 
P Dm (3'1/J E W : ED'l/J(x, y) - 2Es'l/J(x, y) > E) ::; 4Ilw (2m)e-mc/B. 
Proof 
The result follows from the following result (Theorem 2.1 in [3]) due to Vapnik and 
Chervonenkis [71]. For any class W of functions 'ljJ : X x Y -+ { 0, 1} 
PDm (3'1/J E W: Ev'l/J(x_,y) - Es'l/J(x,y) > E) ::; 4Ih(2m)e-mc2 / 4. 
JEv'l/J(x, y) 
Following, for example, the proof of Corollary 7 (iii) in [5], suppose that E D'l/J ( x, y) -
Es'l/J(x, y) ::; cJEv'l/J(x, y) and consider the separate cases for which ED'l/J(x, y) < 4E2 
and ED'l/J(x, y) ~ 4E2 . In either case, ED'l/J(x, y) - 2Es'l/J(x, y) ::; 4E2 . • 
The last few results have been presented in terms of general classes of functions . For the 
remainder of this section we return to considering classes of binary classifiers. 
For a class :F of classifiers f : X -+ { ± 1}, the growth function of :F measures the 
maximum possible number of unique classifications of a set of examples of size m that 
can be made using classifiers from F. Clearly, for all m, II.r(m) ::; l:FI if :Fis finite and 
IT.r( m) ::; 2m. If classifiers from :F can produce all possible classifications of an example 
set S ~ X (i.e., IF1sl = 21 5 1), then we say that :F shatters S. 
Definition 1.2 (VC Dimension) 
The VC dimension VCdim(F) of a class F of classifiers f : X -+ { ±1} is defined by 
VCdim(F) = max {ISi : S ~ X and F shatters S} 
or oo if no maximum exists. 
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The VC dimension is the largest value of m for which II;:-(m) = 2m. That is, the size of the 
largest set of examples which can be arbitrarily classified using classifiers from F. Clearly, 
if :Fis finite then VCdim(F) ~ log2 (IFI). Since the VC dimension can be defined in terms 
of the growth function, these two quantities are clearly related. However, the following 
result gives another relationship between the growth function and the VC dimension. 
This result, independently discovered by Vapnik and Chervonenkis [70], Sauer [59], and 
Shelah [64), is generally referred to as Sauer's Lemma. 
Lemma 1.4 (Sauer's Lemma) 
Let d = VCdim(F), then 
d 
TIF(m) S ~ (7) < c;t , 
where the second inequality holds for m ~ d . 
The following result is the main theoretical motivation for finding classifiers which min-
imize training error. It provides a high probability upper bound on the generalization 
error of any binary classifier in a class F in terms of the classifier's training error and 
a complexity term which depends on the growth function of the class F and decreases 
with the training set size m. 
Theorem 1.5 (Vapnik and Chervonenkis [70]) 
There exists a constant f'i, such that with probability at least l - 5 over the random choice 
of S according to nm, every f E F satisfies 
P D(J(x) i= y) ~ Ps(J(x) i= y) + f'i, lnII;:-(2m) + ln(l/6) 
m 
Proof 
This result can be obtained directly from Lemma 1. 1 by choosing \JI = { 1 (J ( x) i= y) : 
J E F}, where, 1(·) denotes the indicator function which gives 1 when J(x) i= y and 
0 otherwise. After noticing that Ilq, = II;:-, the result is obtained by setting the upper 
bound in Lemma 1. 1 to be 6 and solving for E. • 
By applying Sauer's Lemma to bound the growth function in terms of the VC dimension 
we immediately obtain the following result involving the VC dimension of F rather than 
the growth function of F. 
Theorem 1.6 (Vapnik and Chervonenkis [70]) 
There exists a constant K, such that with probability at least l - 6 over the random choice 
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of S according to nm, every f E :F with VCdim(:F) = d satisfies 
Pn(J(x) =I= y) 5: Ps(J(x) =I= y) + ~ d ln(m/ d) + ln(l/ £5) 
m 
form~ d/2. 
Although these results hold for any value of the training set size m, the practical per-
formance exhibited by classification algorithms is generally much better than these theo-
retical results would suggest. However, these results are asymptotically close to the best 
possible since there are lower bounds of the same form [2, 21, 65]. 
One reason for this disparity between theory and practice is the generality of the results. 
Allowing for any distribution generating examples means that these results are necessarily 
considering worst-case distributions which may be unlikely to occur in practice. Another 
reason is that this theory ignores the important fact that many classifiers produce real 
values which are then thresholded to generate a classification. Often, the real-valued 
output can be interpreted as a measure of confidence in classification. Classifiers of this 
type include neural networks, support vector machines and combined classifiers produced 
by voting methods. This notion of 'classification confidence' is formalized by the margin 
of an example. 
Definition 1.3 (Margin) 
For a binary classifier of the form sign(! (x)), where f X • IR., the margin of an 
example (x,y) is defined to be yf(x) . 
The sign function sign : IR. • { ±1} maps a E IR. to 1 if and only if a > 0. It is easy to see 
that an example is correctly classified if y f (x) > 0 and that if we interpret the magnitude 
of f as 'confidence' in classification then the larger the margin the more confident the 
classification. 
Vapnik [67] first suggested that the margins of the training examples and the generaliza-
tion error were related. For classifiers which can be represented as thresholded real-valued 
functions, theoretical results have since been given by various authors giving bounds on 
the generalization error in terms of the margins of the training examples. Results for 
support vector machines [63], neural networks [5] and voted classifiers [60] give bounds 
which improve on those which can be derived from VC theory when most of the training 
examples are classified with a large margin. 
In the analysis used in all of these results, if a thresholded real-valued function classifies 
most training examples with a large margin, then we can approximate this classifier using 
a function from a simpler class ( and the larger the margin, the simpler the class). If we 
assume that f ( x) is continuous both in x and in the parameters that determine J then 
classifiers which exhibit large margins on the training examples are more 'reliable' in two 
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senses : 
• Slightly perturbing a training example with a large margin is unlikely to cause a 
change in its classification. 
• Slightly perturbing the classifier is unlikely to change the classification of training 
examples with large margins. 
Intuitively, a classifier which is more reliable on training examples is more likely to 
generalize well. In the following section we will see how formal analysis in terms of 
margins can be applied to voted classifiers. 
1.1.3 Voted classifiers 
Much recent work in machine learning has been concerned with the idea of combining 
many classifiers in order to improve performance. One way in which classifiers can be 
combined is by a weighted majority vote. In the binary case, a voted classifier is generally 
of the form sign(F(x)), where 
T 
F(x) = L Wtft(x) and ft: X • {±1}. 
t=l 
Each classifier in the combination is called a base classifier and is restricted to come 
from some fixed class :F. The class of linear combinations of T classifiers from :F will 
be denoted by linr(F), while lin(:F) will denote the class of linear combinations of an 
arbitrary (possibly countably infinite) number of classifiers from :F. Usually, we will also 
make the restriction that the combination be convex. That is, 
T L Wt = 1 and Wt ~ 0. 
t=l 
The class of convex combinations of T classifiers from :F will be denoted by cor ( :F), 
while co(:F) will denote the class of convex combinations of an arbitrary (again, possibly 
countably infinite) number of classifiers from :F. 
Nearly all of the algorithms for producing voted classifiers (hereafter referred to as voting 
methods) iteratively construct the combination one classifier at a time. As such we will 
denote the combination of the first t classifiers by Ft, while the final combination of T 
classifiers will simply be denoted by F. 
The remainder of this section is devoted to describing the most popular and successful 
voting method, AdaBoost . 
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AdaBoost 
Freund and Schapire's AdaBoost algorithm [35] is arguably one of the most important 
developments in practical machine learning in the past decade. Many studies [9, 22 , 
25, 34, 47, 55, 62] have demonstrated that AdaBoost can produce extremely accurate 
classifiers from base classifiers as simple as decision stumps or as complex as neural 
networks or decision trees . AdaBoost was originally developed as a method for solving the 
'boosting' problem first posed by Kearns and Valiant [43] . This problem essentially asks 
whether a 'weak' learning algorithm (which performs only slightly better than random 
guessing) can be 'boosted' into a 'strong' learning algorithm (which performs arbitrarily 
well) within Valiant's PAC learning model [66]. 
Pseudo-code for AdaBoost is shown in Algorithm 1.1. AdaBoost iteratively combines 
base classifiers from some class :F by repeatedly calling a base learner ,C, which returns 
classifiers from :F. The goal of the base learner is to return a classifier with small weighted 
error relative to a distribution D over training examples . That is, £ should choose a 
classifier f from :F such that 
L D(i) 
i: J (x i )-I-Yi 
is small. AdaBoost starts with a uniform distribution over training examples and in 
subsequent rounds adjusts the distribution to emphasize examples which are misclassified 
by the classifiers returned by £ . . The weight of the returned classifier in the combination 
is based upon its weighted error according to D. 
Freund and Schapire proved the following result bounding the training error of classifiers 
produced by AdaBoost in terms of the weighted errors of the base classifiers at each 
round. 
Theorem 1. 7 (Freund and Schap ire [35]) 
If AdaBoost generates a combined classifier F with each base classifier ft having weighted 
training error Et then, 
T 
Ps(sign(F(x)) i= y) ::; IT 2JEt(l - Et) , 
t=l 
(1.1) 
If Et ::; ~ - ,, for some fixed constant ,, then it is easy to see that the product term 
in ( 1. 1) is less than one. So, provided that the base classifiers perform a fixed amount 
better than random guessing (relative to the weighted training set) at each round, the 
training error will decrease to zero at an exponential rate as boosting proceeds . 
Although this result gives impressive performance guarantees for the training error, it says 
nothing about the generalization error. However, Theorem 1.6 can be directly applied 
10 1. Introduction 
Algorithm 1.1: AdaBoost (35] 
Require : 
• A class of base classifiers :F containing functions f : X -+ { ± 1}. 
• A training set S = ((x1,Y1) , ... , (xm,Ym)) with each (xi,Yi) EX x {±1}. 
• A base learner £(8, D) that accepts a training set Sand a distribution Don the train-
ing set and returns base classifiers f E :F with small weighted error Li: J(xi)#yi D(i). 
let Fo(x) := 0 
let D1(i) := 1/m for i = 1, ... , m 
fort:= 1 to T 
let ft:= £(S, Dt) 
let Et:= Li: ft(xi)hi Dt(i) 
if Et 2: ½ then 
return Ft-l 
let Wt:= ½ln((l - Et)/Et) 
let Ft := Ft-l + wtft 
let Zt := 2JEt(l - Et) 
let Dt+1(i) := Dt(i)exp(-yiwtft(xi))/Zt for i = 1, .. . , m 
return Fr 
after bounding the VC dimension of the class of combinations of classifiers in terms of 
the VC dimension of the class of base classifiers. Freund and Schapire (35] apply this 
technique to prove the following result . 
Theorem 1.8 (Freund and Schapire [35]) 
There exists a constant K, such that with probability at least 1 - <5 over the random choice 
of S according to nm, every F E linr(F) satisfies 
Pn(sign(F(x)) # y)::; Ps(sign(F(x)) # y) + K, dln(m/d) + ln(l/<5) 
m 
where d = TlnTVCdim(F) . 
The important thing to notice about this result is that the term inside the square root 
grows at least linearly with the number of classifiers in the combination. So the gener-
alization error should increase once the classifier achieves zero error on the training set 
(which is guaranteed to happen quickly by Theorem 1.7) . However, in practice this was 
often not seen to be the case (25, 55, 60] . This behaviour is illustrated in Figure 1.1 , 
which compares the training error to the error on an independent test set for AdaBoost 
(using decision trees as base classifiers) on the synthetic data set twonorm (see (14] for a 
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Figure 1.1: AdaBoost training and test error over 200 boosting rounds for the twonorm 
data set using decision trees as base classifiers. Notice that the test error 
continues to decrease even after the training error has converged to zero. 
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definition of this data set). Notice that the test error of AdaBoost decreases significantly 
throughout the entire run, even though the training error converges to zero after the first 
few rounds . 
Based upon earlier work due to Bartlett [5], Schapire et al. [60] gave the first theoretical 
justification of this behaviour. By applying the same techniques Bartlett used to analyze 
neural networks in terms of the margin they proved the following result. 
Theorem 1.9 (Schapire et at [60]) 
There exists a constant K, such that with probability at least 1 - 5 over the random choice 
of S according to nm, every FE co(.F) and 0 E (0, 1] satisfies 
. 1 (dln2 (m/d) ) PD(s1gn(F(x)) i= y) ::; Ps(yF(x) ::; 0) + K,~/ m 02 + ln(l/o) , 
where d = VCdim(.F). 
This result, like Theorem 1.8, bounds the generalization error using two terms. The first 
term, rather than depending on the training error, depends on the proportion of the 
training set with margin less than some value 0. The second term again depends on the 
VC dimension of the class of base classifiers, but this time with a penalty on the size 
of 0 (which prevents us taking 0 too small). Note, however, that the second term has 
no dependence on T, the number of classifiers in the combination. The bound holds for 
any choice of 0 and to obtain the best result 0 should be chosen to best balance the two 
terms. Intuitively, if the combined classifier attains large margins on the training set 
then Ps(yF(x) ::; 0) won't be much larger than Ps(yF(x) ::; 0), even for large values of 
0. Using a large value of 0 means that the second term is roughly jVCdim(.F)/m rather 
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than the JTVCdim(F)/m of Theorem 1.8. 
So, if AdaBoost produces large training margins, the behaviour exhibited in Figure 1.1 
can be explained using Theorem 1.9. Schapire et al. [60] proved the following generaliza-
tion of Theorem 1. 7 showing that AdaBoost does in fact produce large margins on the 
training set . 
Theorem 1.10 (Schapire et al. [60]) 
If AdaBoost generates a combined classifier F with each base classifier ft having weighted 
training error Et then for all 0 E (0, 1], 
T 
Ps(yF(x) ~ 0) ~ IT 2JEt8(l - Et)l+8 . (1.2) 
t=l 
If Et < ½ - 0 - 1 , for some fixed constant ,, then it can be shown that the product term 
in (1.2) is less than one and thus the proportion of training examples with margin larger 
than 0 decreases to zero at an exponential rate as boosting proceeds. 
1.1.4 Decision tree classifiers 
Decision tree classifiers have become extremely popular in recent years, particularly in 
commercial implementations of classification systems (such as Rulequest Research's C4.5 
and C5.0, Salford Systems' CART, SGI's MineSet and IBM's Intelligent Miner) . This 
popularity is due largely to three factors, efficiency, interpretability and accuracy. 
A decision tree classifier partitions the measurement space X ( which we assume to be 
a subset of ]Rn) into regions, each of which is associated with a classification label. A 
decision tree consists of a root node, a set of internal nodes (including the root node), a 
set of leaf ( or terminal) nodes, and a set of directed edges connecting nodes. 
Each node in the tree is associated with a region which is a subset of ]Rn. Every internal 
node is connected by edges to one or more child nodes which satisfy the following property. 
If an internal node is associated with the region A and its k child nodes are associated 
with the regions A1 , ... , Ak respectively, then A = A1 U · · · U Ak and Ai n Aj = 0 for all 
ii j . That is, the child nodes' regions form a partition of their parent's region. The root 
node is associated with the entire measurement space X. Thus, proceeding from the root 
of the tree, each node recursively subdivides the measurement space X into successively 
smaller regions. By associating each leaf node with a classification label every point in 
X is associated with a unique classification. The depth of a leaf is the number of edges 
from the root node to the leaf. 
In order to make such classifiers practical, the process of finding the region into which 
an example x = (x1, ... , xn) falls should be fast. Typically, this is accomplished by 
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using a simple splitting rule to define the partitions at each node. The most common 
splitting rule is a test of the form 'Is xi < a?'. In this case the partitions are formed using 
axis orthogonal hyperplanes and the partitions themselves are hyperrectangles. Decision 
trees of this type consist of internal nodes with exactly two children ( one corresponding 
to xi < a and one to xi 2:: a) and are generally known as binary decision trees. 
An example of a binary decision tree and its corresponding decision regions is shown in 
Figure 1.2. No_te that in this example X = [0,1) 2 and Y = {±1}. 
1 
(x1 > 0.5) 
F/ ~ 
-1 (x2 > 0.5) 
;/ ~ x2 
(x2 > 0.25) (x1 < 0.75) 
1~ 1~ 
-1 +1 -1 +l 
0 
0 XI 1 
Figure 1.2: A decision tree and its corresponding decision regions. 
In many of the experimental results presented in this thesis we will make use of a restricted 
form of the binary decision tree; the decision stump. This is simply a binary decision 
tree consisting of a single internal node with a split of the form 'Is xi < a? ' and two 
child nodes corresponding to xi < a and x i 2:: a. Since such a decision tree partitions X 
using a single axis orthogonal hyperplane, decision stumps are sometimes referred to as 
axis-orthogonal hyperplane classifiers. 
Returning to general decision trees , it is often the case that some measurements lie in a 
discrete set rather than in a real interval. In this case associating partitions with each 
possible value ( or subsets of values) of the discrete measurement can be more useful. In 
this case internal nodes can have more than two children .. Another less common splitting 
rule is a test of the form 'Is b1x 1 + • • • + bnxn < a?'. Partitions are then arbitrary 
convex polyhedra formed using hyperplanes. Of course, such splits are more expensive 
to evaluate than axis orthogonal hyperplanes. 
There is a vast body of literature on the design of decision trees and a description of 
available methods and their advantages and di_sadvantages is beyond the scope of this 
thesis. However, two seminal works should be mentioned. In [16}, Breiman et al. describe 
the CART ( Classification And Regression Thees) algorithm, and in [53] , Quinlan describes 
the ID3 algorithm which has since evolved into the C4.5 [54] and C5.0 algorithms (the 
latter of which combines a version of AdaBoost with C4.5) . 
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All of these algorithms use top-down induction to construct decision trees. Top-down 
induction is a two-phase procedure. In the first phase, starting from a root node, a split-
ting criterion is applied recursively. The criterion determines how a node's corresponding 
region should be partitioned. Reviews of the most popular splitting criteria can be found 
in [18, 30, 51]. Since this recursive splitting process is generally applied until the leaves of 
the tree contain only examples of a single class ( or no further useful splits are possible), 
the order in which nodes are split is irrelevant . 
The tree constructed from the first phase is likely to overfit ( as it will typically have zero 
training error) and so the second phase prunes the tree to reduce overfitting and improve 
generalization performance. A comparative analysis of the most popular methods can be 
found in (28]. The general idea of most pruning methods is to prune nodes of the tree 
which reduce some estimate of the generalization error. Typically, these estimates are 
based on either performance on a held-out pruning set, a cross-validation estimate, or a 
penalized version of the training error. 
1.2 Contributions of this thesis 
In Chapter 2 we show that existing techniques for analyzing thresholded convex com-
binations of classifiers in terms of the margin can be more widely applied. Firstly, we 
prove a slight generalization of Theorem 1.9 allowing the base classifiers to come from 
several different classes rather than a single class. Then, by representing a decision tree 
as a thresholded convex combination of leaf functions, we derive an upper bound on the 
generalization error of decision trees . Existing bounds derived from VC theory indicate 
that the complexity of a decision tree depends on the total number of leaves in the tree. 
Our bound uses a different notion of complexity involving the distribution of training 
examples over leaves. For decision trees which classify most of the training examples 
using only a few leaves, our bound can be considerably smaller than those suggested by 
VC theory. Experimental results on a selection of data sets from the UC Irvine repos-
itory demonstrate that decision trees generated by algorithms like C4.5 often use small 
numbers of leaves to classify most examples. 
In Chapter 3 we derive an upper bound on the generalization error of classifiers which 
can be represented as thresholded convex combinations of functions which are themselves 
thresholded convex combinations. Such classifiers include single hidden-layer threshold 
networks and voted combinations of decision trees. The derived bound depends on the 
proportion of training examples with margin less than some threshold and the average 
complexity of the combined classifiers (where the average is over the weights assigned to 
each classifier in the convex combination) . The complexity of the individual classifiers 
in the combination depends on their closeness to threshold. Following the representation 
of decision trees described in the previous chapter we apply this result to bound the 
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generalization error of combinations of decision trees in terms of the margin of the classi-
fier and the average complexity of the individual decision trees. The complexity of each 
decision tree depends on a similar notion of complexity to that described in the previous 
chapter. Previous bounds depend on the complexity of the most complex decision tree in 
the combination, where the complexity of each decision tree depends on the total number 
of leaves. 
Combinations of decision trees constructed using voting methods have been shown to 
produce very accurate classifiers. Unfortunately, these classifiers are often large, complex 
and difficult to interpret. Chapter 4 describes a new type of classifier, the alternating 
decision tree, which is a generalization of decision trees, voted decision trees and voted 
decision stumps. We present a simple algorithm for constructing alternating decision 
trees that is based on AdaBoost. Experiments on data sets in the UC Irvine repository 
show that the alternating decision tree algorithm is competitive with boosted decision 
tree algorithms such as C5.0, and generates classifiers that are usually smaller in size and 
far easier to interpret. 
In Chapter 5 we derive an upper bound on the generalization error of thresholded convex 
combinations of classifiers in terms of a sample average of general cost functions of the 
margin. This result can be seen to be a generalization of Theorem 1.9 which uses a 
threshold cost function of the margin. For a particular choice of cost function, upper 
bounds can be obtained which improve on existing results and can be considerably smaller 
than those suggested by VC theory. 
In Chapter 6 we present a new algorithm, DOOM, for directly optimizing a piecewise-
linear family of cost functions satisfying the conditions of the main result of the previous 
chapter. Experiments on several of the data sets in the UC Irvine repository are presented 
in which AdaBoost was used to generate a set of base classifiers and then DOOM was 
used to find the optimal convex combination of those classifiers. Generally, the convex 
combination generated by DOOM improves on the test error of AdaBoost's convex com-
bination. In many cases DOOM achieves these lower test errors by sacrificing training 
error, in the interests of reducing the new cost function. Several authors [14, 15, 38] have 
interpreted Theorem 1.9 to mean that the success of voting methods is due to their ability 
to maximize the value of the minimum training margin (provided that the complexity of 
the class of base classifiers is fixed). Graphs of the training margin distributions gener-
ated using DOOM suggest that the value of the minimum margin is not a critical factor 
in determining generalization performance. 
In Chapter 7 we describe a general class of gradient descent _algorithms, AnyBoost, for 
choosing linear combinations of elements of an inner product space so as to minimize 
some cost functional. Each component of the linear combination is chosen to maximize 
a certain inner product. We provide convergence results for this class of algorithms with 
a convex cost functional, showing that with a particular choice of the step size, if each 
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component of the linear combination maximizes the inner product then the algorithm 
converges to the global minimum of the cost functional. 
We then examine a special case of Any Boost, MarginBoost, for choosing a combination of 
classifiers to optimize the sample average of a cost function of the margin. MarginBoost 
performs gradient descent in function space, at each iteration choosing a base classifier 
to include in the combination so as to maximally reduce the cost function. The idea of 
performing gradient descent in function space in this way is due to Breiman [14]. It turns 
out that, as in AdaBoost, the choice of the base classifier corresponds to a minimization 
problem involving weighted classification error. That is, for a certain weighting of the 
training data, the base classifier learning algorithm attempts to return a classifier that 
minimizes the weight of misclassified training examples. 
We then show that this general class of algorithms includes as special cases a number of 
popular and successful voting methods, including Freund and Schapire's AdaBoost [35], 
Schapire and Singer's extension of AdaBoost to combinations ofreal-valued functions [61], 
Breiman's ARC-X4 [15] and Friedman, Hastie and Tibshirani's LogitBoost [37]. That is, 
all of these algorithms implicitly minimize some cost function of the margin by gradient 
descent . 
In Chapter 8 we examine a restriction of the MarginBoost algorithm, DOOM II, designed 
to iteratively construct a convex combination of classifiers which minimize the sample 
average of a cost function of the margin which is qualitatively similar to the theoretically 
motivated cost functions derived in Chapter 5. Experiments on several data sets from 
the UC Irvine repository demonstrate that DOOM II generally outperforms AdaBoost , 
especially in high noise situations. Graphs of the training margin distributions generated 
by DOOM II verify that the algorithm is willing to 'give up' on examples which are too 
hard in order to avoid overfitting. We also show that the overfitting behavior exhibited 
by AdaBoost can be quantified in terms of our proposed cost function . 
We present conclusions and outline potential future work in Chapter 9. 
Threshold margin bounds for 
decision trees 
• • • 
For decision tree classifiers, results from VC theory suggest that the 
amount of training data should grow at least linearly with the size of 
the tree [27, 29] . However, recent empirical results suggest that this is 
not always necessary [52, 73]. For example, Murphy and Pazzani [52] have 
observed that the generalization error is not even always a monotonically 
increasing function of the tree size. 
To see why the size of a tree is not always a good measure of its complex-
ity, consider two trees, A with TA leaves and. B with TB leaves, where 
TB « TA. Thus, size-wise, A is more complex than B. However, in a 
case where most of the classification in A is carried out by very few leaves 
and the classificc\tion in B is equally distributed over the leaves, intuition 
suggests that A is actually much simpler than B, since tree A can be 
approximated well by a small tree with few leaves . 
In this chapter, we formalize this intuition by deriving upper bounds on 
the generalization error of decision trees in terms of a new complexity 
measure which depends on the distribution on the leaves that is induced 
by the set of training examples. These bounds are qualitatively different 
from the bounds obtained from VC theory, which depend on the total 
number of leaves in the tree, and can be considerably smaller. 
Our results build on previous results which give bounds on the general-
ization error of convex combinations of classifiers in terms of the margin. 
In fact, in Section 2.1, we derive a refinement of Theorem 1.9 for voted 
combinations of classifiers, in which the base classifiers can come from 
several classes of different complexity, and the VC dimension of the class 
of base classifiers is replaced by the average ( over the voting weights) of 
the VC dimensions of these classes. 
In Section 2.2, we extend these results to decision trees by considering a 
decision tree as a thresholded convex combination of the leaf functions 
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(the Boolean functions that specify, for a given leaf, which examples reach that leaf). We 
can then apply the generalization error bounds for such classifiers. The resulting bounds 
depend on the distribution of training examples over the tree's leaves. In Section 2.3, 
we show that, by making certain assumptions on the form of this distribution, our result 
can be considerably smaller than the results given by VC theory. Finally, in Section 2.4, 
we demonstrate that these assumptions often hold in practice by examining the decision 
trees generated by C4.5 for a selection of data sets from the UC Irvine repository. 
2.1 Combinations of classifiers 
Let us consider a voted combination of classifiers defined by sign ( F ( x)), where 
T 
F(x) = L wtft(x) 
t=l 
with ~'[= 1 Wt= l, Wt~ 0 and ft : X-+ {±1} . 
(2.1) 
Theorem 1.9 gives an upper bound on the generalization error of such classifiers in terms 
of the proportion of training examples with margin less than some threshold and a com-
plexity term which involves the VC dimension of the class of base classifiers. In using this 
bound for a particular convex combination of classifiers the complexity term necessarily 
depends on the complexity of the most complex classifier, even if this classifier has a low 
voting weight and hence little effect on the combination. This is due to the fact that 
all of the base classifiers ft in the convex combination F are elements of a single class 
:F with bounded VC dimension. The following theorem generalizes this result to the 
case in which the base classifiers may be chosen from any of r classes, :F1 , . . . , :Fr, which 
can have different VC dimensions. That is, ft E :F nt for nt E { 1, . .. , r} . The bound 
in the theorem depends on the proportion of training examples with margin less than 
some threshold and on a complexity term which involves the average VC dimension of 
the classes of base classifiers (where the average is in terms of the voting weights assigned 
to each of the base classifiers in the convex combination) . 
Theorem 2.1 
There exists a constant K, such that with probability at least l - c5 over the random choice 
of S according to nm, every F E co (LJ~=l :Fn) , 0 < 0 ~ l satisfies 
Pn(yF(x) ~ 0) ~ Ps(yF(x) ~ 0) 
fT ( l ) 1/2 +K,y-;;;, 02 (v + In r) In (m02 /v) + ln(l/c5) 
where v = ~i=I Wt 1nII;:-nt(2m). 
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By applying Sauer's Lemma to bound the growth function in terms of the VC dimension 
we immediately obtain the following result involving the VC dimension rather than the 
growth function . 
Theorem 2.2 
There exists a constant K such that with probability at least 1 - J over the random choice 
of S according to nm, every F E co (U~=l Fn), 0 < 0 ~ l satisfies 
P n(yF{x) ~ 0) ~ Ps(yF(x) ~ 0) 
(T ( 1 ) 1/2 +Ky-;;;_ 02 (µ In m + In r) In (m02 / µ) + ln(l/5) 
. T . 
where µ = I::t=l Wt VCd1m(Fnt) . 
Proof (Theorem 2.1) 
The proof closely follows the proof of Theorem 1.9 (which is given in [60]) . 
We define an approximating class for co(LJ~=l Fn) by 
9=LJ9z where 9z={j;jtgi:giE:F1,} and l=([i, .. . ,lN)-
i=l 
Given F(x) = I::t Wtft(x) where ft E Fnt we define a distribution over 9 via P(gi = 
ft) = Wt . Note that if 9i = ft then li = nt, The probability of randomly choosing a 
G E 9 according to this distribution which satisfies a predicate A will be denoted by 
Pc(A) while the expected value over random choice of G will be denoted by Ee . 
In order to reduce the inequality in the theorem to a standard structural risk minimization 
result we require the following lemma. Here, l(A) denotes the indicator function of a 
predicate A. 
Lemma 2.3 
For all FE co(LJ~=l Fn), N > 0, x EX, y E {±1} and 0 E (0, 1] 
Proof 
(a) l(yF(x) ~ 0) ~ Ecl(yG(x) ~ 0/2) + e-NB2 / 8 
{b) Ecl(yG(x) ~ 0/2) ~ l(yF(x) ~ 0) + e-NB2 / 8 
(a) Clearly the inequality holds for yF(x) > 0. If yF(x) ~ 0 then we need 
1 - Pc(yG(x) ~ 0/2) ~ e-N°2 l 8 • 
Since yF(x) ~ 0, l - Pc(yG(x) ~ 0/2) ~ Pc(yG(x) - yF(x) > 0/2), which can in turn 
be bounded above by e-NB2 /B using Hoeffding's inequality. 
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(b) Clearly the inequality holds for yF(x) :s; 0. If yF(x) > 0 then we need 
Pc(yG(x) :s; 0/2) :s; e-N°2 l8 • 
Since yF(x) > 0, Pc(yG(x) :s; 0/2) :s; Pc(yF(x) - yG(x) > 0/2), which can in turn be 
bounded above by e-N°218 using Hoeffding's inequality. • 
We are now going to bound Pn(yF(x) :s; 0) in terms of Ps(yF(x) :s; 0) and a complexity 
term c. By suitable choice of c we will obtain the result. 
P Dm ( 3F E CO C0l :F n) , N > 0, 0 E (0, 1] : 
PD(yF(x) :SO) >Ps(yF(x) s;0)+Eac+2e-N82 / 8 ) 
< P nm (3F, N, 0: EcEnl(yG(x) :s; 0 /2) > P s(yF(x) :s; 0) + Ecc + e-N°218 ) 
[by applying Lemma 2.3(a)] 
< P nm (3F, N, 0: EcEnl(yG(x) :s; 0 /2) > EcEs(yG(x) :s; 0 /2) + Ecc) 
[by applying Lemma 2.3(b)] 
< Pnm(3N,0,G E Q: Pn(yG(x) :s; 0/2) > Ps(yG(x) :s; 0/2) + c) 
Pnm(3N,0,l,G E YL : PD(yG(x) :s; 0/2) > Ps(yG(x) :s; 0/2) +c) 
This can be bounded above by 
00 
2)N + l)rN ~~x P nm (3G E 91 : P n(yG(x) :s; 0 /2) > P s(yG(x) :s; 0 /2) + c) (2.2) 
N=l ' 
by repeated application of the union bound over N, 0 and l . Since G is the sum of N 
{ ±1 }-valued functions there are only N + l values of 0 which make any difference to the 
probability. Also, each of the N values of li are chosen from {1, ... , r }. 
To bound this last probability in (2.2) we apply Lemma 1.1 with \JI= {l(yG(x) :s; 0/2): 
G E 91}. For this choice of \JI, II'11(m) is bounded above by the product of the growth 
functions of the N choices of functions from the :F1i . Hence, (2.2) is bounded above by 
oo N 
~ (N + l)rN max4ITII.r1. (2m)e-mc2 / 8 • ~ 0 l 1 
N=l ' i=l 
(2.3) 
2. Threshold margin bounds for decision trees 21 
Now letting 
( 
N ) 1/2 
c = If ln(N(N + 1)) + ln(N + 1) + N lnr + ln4 + ~ lnII.r,,(2m) + ln(l/8) 
implies that (2.3) is equal to ~c;/=1 N7 J + n 5 = 5. By application of Jensen's inequality, 
Eac:::; If ( ln(N(N + 1)) +ln(N + 1) +Nlnr+ln4 
) 
1/2 
+ N ~ Wt In II.rn, (2m) + ln(l/ 8) . 
Finally, substituting for 
N = r_±_ I m02l 
02 n ' 0 V 
where v ~ ~t Wt InITFnt (2m), and simplifying gives 
2 11 ( 1 ) 1/ 2 Ecc + 2e-N° /s ::; KV-;;;, 02 (v + In r) ln(m02 /v) + ln(l/5) 
for some constant K . • 
2.2 Decision trees 
Theorem 2.1 gives bounds on the generalization error of classifiers which can be repre-
sented as thresholded convex combinations of binary functions . The key technique we 
use in the remainder of this chapter is to represent a decision tree as such a convex 
combination. As we shall see, we have some freedom in choosing the convex coefficients, 
and this choice affects both the error estimate Ps(yF(x) ::; 0) and the average growth 
function v . We will then attempt to choose the coefficients and the margin 0 so as to 
optimize the resulting bound on generalization error. 
Given a decision tree with T leaves, let at E { ±1} denote the label associated with leaf t 
and Lt(x) be the {O, 1}-valued function producing 1 if and only if x reaches leaf t . Then 
for any sequence of Wt such that Wt > 0 and I:J=l Wt = l the output of the tree for an 
example x can be written as 
sign (twiatLt(x))-
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Now setting ft ( x) = O'tLt ( x) . gives that the output of the tree for an example x can be 
written as sign(F(x)) where F(x) is defined as in (2.1) . 
Denoting the depth of leaf t by dt and the maximum depth of leaves in the tree by d we 
define the average depth d of the tree relative to leaf weights Wt by 
T 
d= Lwtdt . 
t=l 
We now define a weighting {Pt} over leaves via Pt= Ps(Lt(x) = 1 /\CJ't = y). Thus Pt 
is simply the proportion of training examples which are classified correctly using leaf t. 
Note that this is not a probability distribution over leaves since we are only considering 
the examples which are correctly classified. 
We are now ready to apply Theorem 2.1. The following result bounds the generalization 
error of any decision tree in terms of the training error and two complexity terms which 
depend on the weighting {Pt}, the average depth d, and the VC dimension of the class 
U of node decision functions. 
Theorem 2.4 
There exists a constant fi, such that with probability at least 1 - 8 over the random choice 
of S according to nm, every decision tree represented as sign(F) as defined above and 
every 0 E (0, 1] satisfies 
T 
P D(sign(F(x)) =/: y) ::; Ps(sign(F(x)) =/: y) + L Ptl(wt::; 0) 
t=l 
(1 ( 1 ) 1/2 +fi,y-:;;;, 02 (v ln m + ln d) ln (m02 /v) + ln(l/8) 
where v = dVCdim(U) and Wt is any sequence such that Wt > 0 and "Z,,f=l Wt = 1. 
Proof 
Setting r = d (recalling that d is the maximum depth of leaves in the tree), for each 
n = 1, . .. , r we define the class Fn by 
Fn = {O'L: CJ' E {±1}, LE Bn}, 
where Bn is the class of leaf functions for leaves up to depth n defined by 
Bn = {L: L = u1 I\ u2 I\ · ·· I\ uvlv::; w,u1, ... ,uv EU}, 
where U denotes the class of node decision functions. So we are separating the leaf 
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functions into d classes according to their depth. Hence, 
IT.rn(m) = max { I{ (aL(xi), ... ,aL(xm)) : a E {±1}, LE Bn }I: xi, ... , Xm EX} 
:S 2 fr max { I { ( u( X1), ... , u( Xm)) : u E U} I : XJ, ... , Xm E X} 
l=l 
= 2 (IIu(m)t 
and thus v from Theorem 2.1 satisfies 
T 
V = L Wt ln (II.rnt (2m)) 
t=l 
T 
:s; 2 L Wtdt lnIIu(2m) 
t=l 
= 2dln Ilu(2m) 
:s; 2dVCdim(U) ln(2em) . 
(2.4) 
(2.5) 
The first inequality follows from (2.4) since dt denotes the depth of leaf t, while the last 
inequality follows from application of Sauer's Lemma. 
We also note that 
Ps(yF(x) :S 0) = Ps (11 t WtatLt(x) :::; 0) 
:::; Ps(sign(F(x)) # y) + Ps ( 0 < y t WtatLt(x) :::; 0) 
= Ps(sign(F(x)) -=I= y) + Ps(wt :s; 0 I\ at= y) 
[where for each x, tis such that Lt(x) = 1] 
T 
= Ps(sign(F(x)) -=I= y) + L Ptl(wt :s; 0), 
t=l 
(2.6) 
where 1 ( ·) denotes the indicator function. The second last equality follows from the fact 
that for each value of x, Lt(x) = 0 for all values oft except the one corresponding to the 
leaf which is used to classify x . 
The final result follows after substituting (2.5) and (2.6) in the statement of Theorem 2.1 
and simplifying. • 
We now consider how this result compares to existing VC bounds for decision trees. After 
bounding the VC dimension of the class of decision trees (see, for example, Chapter 21 
in [20]) we can apply Theorem 1.6 directly to show that roughly (ignoring constants and 
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log terms), 
PD(F(x) # y)::; Ps(F(x) # y) + ✓TVCdim(U). (2 .7) 
In comparison, our result is roughly ( again ignoring constants and log terms), 
T 
P D(F(x) # y) ::; P s(F(x) # y) + ~ Pt'l(wt ::; 0) + ✓ d VCd~r:!(U) . 
In this result we want to choose 0 as large as possible ( to minimize the third term on the 
right hand side) while ensuring that ~Z=l PtI ( Wt ~ 0) is close to zero. If we assume that 
the decision tree is not too asymmetric, the depth of the tree is roughly the logarithm 
of the number of leaves. In this case, we are comparing T in the VC bound to (ln T) / 02 
in our result. If the decision tree uses a small number of leaves to classify most training 
examples (i.e., the weighting { Pt} is skewed) then it will be possible to choose a large 
value of 0 (as ~;=1 PtI(wt ~ 0) will be small even for large 0) and our result will be 
significantly smaller than the VC bound. 
2.3 Optimizing the bound 
Different choices of the WtS and 0 in Theorem 2.4 will yield different upper bounds on 
the generalization error of the tree. We will now see that, by making assumptions on 
the form of the weighting {Pt}, we can actually optimize over choice of the WtS and 0 to 
minimize the resulting upper bound. 
The bound in Theorem 2.4 is bounded above by 
PD(sign(F(x)) # y)::; Ps(sign(F(x)) # y) + tPt'l(wt::; 0) + i/!;,, (2.8) 
t=l 
where B = K, ( (v ln m + ln d) ln ( m02 /v) + ln(l/ 5)) for some constant K,. 
Notice that choosing the WtS amounts to choosing which of the P/ s are included in the 
sum in the second term on the right hand side of (2.8) . We firstly assume (without loss 
of generality) that the P/s and WtS are ordered so that Pt ::; PI ::; · · · ::; Pj,. In this 
case, to minimize (2.8) over choice of the WtS, we should choose a value l E {1, . .. , T} 
and should set Wt ~ 0 fort= l, .. . , land Wt > 0 fort= l + l, .. . , T. Since ~Z=l Wt = l 
and Wt > 0, for each t such that Wt ~ 0 we should set Wt = 1 , where I is some constant 
arbitrarily close to zero. So, for the first l leaves we should set Wt = 1 . We should then 
set Wt= (1- Z,)/(T- l) for the remaining T- l leaves. Since Wt > 0 for these leaves, we 
should set 0 = (l - Z,)/(T - l) - 1. For these choices, (2.8) reduces to being arbitrarily 
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close to 
Pn(sign(F(x)) # y) ~ Ps(sign(F(x)) # y) + tPt + (T- l)f!, (2.9) 
We have thus reduced the problem of choosing the WtS and 0 to minimize (2.8) to the 
problem of choosing a leaf index l to minimize (2.9). By making assumptions on the 
form of the cumulative correct leaf weight function, I:~=l Pt, we can find closed form 
solutions for this new minimization problem. 
For instance, if we assume that I:~=l Pt is bounded above by the function c/ (T - l)2, for 
some constant c, then we obtain the following result by optimizing over the choice of l. 
In the next section, we will see that this not an unreasonable assumption and can often 
be satisfied in practice. 
Theorem 2.5 
There exists a constant "" such that with probability at least l - 6 over the random choice 
of S according to nm, every decision tree whose cumulative correct leaf weight function, 
I:~=l Pt, is bounded above by c/ (T - l)2, for some constant c, satisfies 
PD (sign(F(x)) -/= y) ~ P s(sign(F(x)) -I= y) 
· ( C ) 1/3 +"" m ( ( v In m + In d) In ( m02 / v) + In ( 1 / 6)) 
where v = dVCdim(U). 
Proof 
Since I:~=l Pt is bounded above by c/(T - l)2, then for any l E {O, ... , T - 1}, Equa-
tion (2.9) is bounded above by 
2.25c f!:B P D(sign(F(x)) -/= y) ~ P s(sign(F(x)) -/= y) + - 2- + z -, z m (2.10) 
where z E [T - l - ½, T - l + ½]. We can now optimize over choice of the continuous 
parameter z by simply differentiating (2.10) with respect to z and equating to zero. This 
gives an optimal upper bound for (2.9) of 
( 
18cB) 1/ 3 P D(sign(F(x)) -I= y) ~ P s(sign(F(x)) -/= y) + -:;;;:- (2.11) 
Substitution for B then gives the required result . • 
As before, provided the decision tree is not too asymmetric, J is roughly In T and then 
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the result in Theorem 2.5 is roughly (ignoring constants and log terms), 
p n(F(x) # y) :S Ps(F(x) # y) + ('nTV~im(U)) 1/3 
Comparing this result to the VC bound in (2. 7) we see that although our result will 
always be worse asymptotically (the rate in mis -1/3 compared to -1/2), it can be still 
be considerably smaller than the VC result for small m . 
If we make stronger assumptions on the form of the cumulative correct leaf weight func-
tion (like it being exponential in l), then we can obtain stronger upper bounds on the 
generalization error with rates in m closer to the -1/2 of the VC result. However, our 
experimental results in the next section suggest that stronger assumptions may be dif-
ficult to guarantee in practice (at least when using traditional decision tree algorithms 
like C4.5). 
2.4 Experiments and results 
To examine the practical form of the cumulative correct leaf weight function , L~=l Pt, we 
ran experiments on a collection of 10 data sets taken from the UC Irvine repository (11]. 
We restricted our attention to binary classification problems only. The data sets examined 
are listed in Table 2.1. 
Data Set Examples Features 
ionosphere 351 34 
votel 435 16 
credit 690 15 
breast-cancer 699 9 
pima-indians 768 8 
hypothyroid 3163 25 
sick-euthyroid 3163 25 
splice 3190 60 
kr-vs-kp 3198 36 
dis 3772 29 
Table 2.1: Summary of examined data sets . 
To build decision trees for these data sets, we used Quinlan's C4.5 algorithm (54] with 
default options and pruning enabled. Since the leaf weights are a function of the training 
examples, and we were not interested in the generalization error, we used the entire data 
set for training purposes in each case. 
For six of the data sets (breast-cancer, sick-euthyroid, credit, hypothyroid, dis 
and vote1), we obtained decision trees whose cumulative correct leaf weight functions 
were well-fitted by upper bounds of the form c/ (T - l) 2 . The distributions for these data 
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sets (and their corresponding upper bounds with constant c minimized) are illustrated 
in Figure 2.1. Notice that, for all of these data sets, the optimal constants for the upper 
bounds are quite small and the upper bound is close to the cumulative correct leaf weight 
function. 
This is not the case for the remaining four data sets (kr-vs-kp, splice, pima-indians 
and ionosphere). The cumulative correct leaf weight functions for the decision trees 
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Figure 2.1: Cumulative correct leaf weight functions for decision trees generated using 
C4.5forthebreast-cancer,sick-euthyroid,credit,hypothyroid,dis 
and vote1 data sets. Upper bounds on the cumulative functions of the form 
c/(T- l) 2 are also shown for comparison. The constant c is chosen in each 
case to minimize the upper bound. 
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Figure 2.2: Cumulative correct leaf weight functions for decision trees generated using 
C4.5 for the kr-vs-kp 1 splice pima-indians and ionosphere data sets. 
The cumulative functions for the trees generated for these data sets are 
not well-fitted by functions of the form c/ (T - l) 2 • 
generated for these data sets are illustrated in Figure 2.2 . The cumulative correct leaf 
vveight functions for these data sets increase much more slowly than functions of the form 
c/ (T - l) 2 . For these data sets, upper bounds of this form would have prohibitively large 
constants. 
2.fi Discussion 
The theoretical bounds derived in this chapter indicate that. for good generalization 
performance, a decision tree should have small training error and a cumulati, e correct 
leaf weight function L~=l Pt which grows slowly. The experimental results presented 
in this chapter demonstrate that in many cases C4 . 5 does build decision trees with 
cumulative correct leaf weight functions which satisf} this proper y. Future work should 
involve a more detailed experimental study of the relationship between training error 
generalization error and the rate of growth of the cumula ive correc leaf weight function. 
Following this the goal would be to develop new algorithms which attempt to construct 
deci ion tree which balance the minimiza ion of training error with the minimiza ion of 
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the rate of growth of the cumulative correct leaf weight function . 

Threshold margin bounds for 
combinations of decision trees 
• • • 
In Chapter 2 we used existing techniques for the analysis of thresholded 
real-valued classifiers to bound the generalization error of a decision tree 
by representing the tree as a thresholded convex combination of leaf func-
tions. The resulting bounds depended on the training error and on a 
complexity term related to the distribution of training examples over 
leaves. 
In Section 3.1 of this chapter we use similar techniques to derive an upper 
bound on the generalization error of any thresholded convex combination 
of functions which are themselves thresholded convex combinations of 
functions in terms of the margin and the average complexity of the com-
bined function_s. The complexity of each of the combined functions in 
this result depends on the proportion of examples which are close to 
threshold. 
Then, in Section 3.2, using the representation of a decision tree from 
Chapter 2, we apply our general result of Section 3.1 to derive an upper 
bound on the generalization error of any voted combination of decision 
trees in terms of the proportion of training examples with small margin 
and the average complexity of the decision trees ( where the average is 
in terms of the voting weights). This improves on Theorem 1.9 for the 
special case of voted decision trees in two key ways. Firstly, the complex-
ity of a single tree in the combination depends on a quantity which can 
be significantly smaller than the VC dimension of the class of decision 
trees. Secondly, instead of depending on the complexity of the most com-
plex decision tree in the combination, the bound depends on the average 
complexity of all of the combined decision trees . Although this result 
can be considered to be, in some ways, a combination of Theorems 1.9 
and 2.4, the proof is considerably more involved. Proofs are presented in 
Section 3. 3. 
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3.1 Combinations of combinations 
Within this chapter we restrict our attention to binary classifiers of the form sign ( F(x)) 
where 
T 
F(x) = L wt sign (ft(x)) (3.1) 
t=l 
and 
Tt 
ft(x) = L Vtsets(x), (3.2) 
s=l 
with L,;=l Wt = l , Wt ~ 0, L,;~ 1 Vts = l, Vts ~ 0 and ets E Ents . Here nts E {1, . .. , r} 
and £1 , ... , Er are classes of real-valued functions that map from X to [-b, b] for some 
b E IR. Expressing functions in this way allows us to calculate the complexity of the class 
of intermediate functions ft in a refined manner. Instead of dealing with a single complex 
class of these functions, we can choose to consider several simpler classes. We denote the 
class of functions F of the form defined above by F. Recall that , for a classifier which is 
a thresholded function from F, the margin of an example (x, y) is yF(x) . 
The following theorem bounds the generalization error of any function in F in terms of 
the proportion of training examples with small margin (less than some 00 ) and the average 
of the complexity of the functions ft. The complexity of each function ft is related to 
the proportion of training examples near threshold (within some 0t of threshold) . 
Theorem 3.1 
There exists a constant K such that with probability at least l - 5 over random choice of 
the sample set S according to nm, every F E F , 00 E (0 , 1] and 0t E (0, 1] satisfies 
Pn(yF(x):::; 0) :::; 2Ps(yF(x):::; 0o) 
+< [ l~r (t Wt min(C1, C2) + C3) + ln(l/0)] , 
where 
C1 b
2 
In( m/ Bo) ( ln(rTt) + t Vts In Ilen,, (2m)) + :~PS (1ft (x) I < Bt) ' 
Tt 
C2 Tt ln(rm) + L lnII£ntJ2m) , 
s=l 
C3 (
Tb2 ln(m/0o)) In 2 . mint 0t 
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Due to its involved nature, the proof of this result is deferred to Section 3.3.1. The 
general idea is to use two random approximating functions, one approximating F by a 
random combination of ft and one approximating the first approximation by approximat-
ing each of the ft by a random combination of ets . Using these random approximations 
we can bound the probability of large generalization error by a probability depending 
only on the second approximation, which we then bound using a standard structural risk 
minimization result. 
Theorem 3.1 provides a bound on generalization error which depends on two terms. The 
first term depends on Ps(yF(x) ~ Bo), the proportion of training examples with margin 
less than some threshold Bo (which we are free to choose) . The second term depends on 
the average complexity of each ft in the combination (where the average is in terms of 
the weight Wt assigned to each ft) divided by 05 (which means we should choose 00 as 
large as possible). So to minimize the bound over choice of 00 we want to choose 00 as 
large as possible while ensuring that P s (yF(x) ~ 00 ) is as small as possible (i.e., as close 
as possible to the training error Ps(yF(x) ~ 0)). If most training examples are classified 
with a large margin, then we can choose a large value of 00 and Ps(yF(x) ~ 00 ) will 
still be close to P s (y F ( x) ~ 0). So, provided the classifier attains large margins on the 
training examples, we can optimize over Bo to give a reasonable result. 
Turning now to the complexity~ of each ft, we see that it is essentially the minimum of 
two alternative measures of complexity, C1 and C2 . Dealing with the simpler case first, 
the value of C2 is roughly proportional to the sum of the complexities of the functions 
ets which make up ft - the complexities of these functions are measured by the growth 
function. The complexity measure C1 depends on two terms. One term depends on 
Ps(lft(x)I < Bt), the proportion of training examples within some distance Bt (which we 
are free to choose) of the threshold of ft. The other term is roughly proportional to the 
average of the complexities of the functions ets divided by Br (which means we should 
choose Bi as large as possible). So to minimize the value of C1 over choice of Bt we want 
to choose Bt as large as possible while ensuring that P s (1ft (x) I < Bt) is as close to zero 
as possible. If the output of ft is far from threshold for most training examples, then we 
can choose a large value of Bt and Ps(lft(x)I < Bt) will still be small. In this case, C1 can 
be considerably smaller than C2 • On the hand, if the output of ft is close to threshold 
on many training examples then, irrespective of the choice of Bt, C2 will most likely be 
smaller than C1 . Of course, since the bound depends on the average complexity of the 
ft, the values of C1 and C2 are only relevant for those ft which have significant weight 
in the combination. 
So to obtain good bounds over choice of 00 and the Bt we need our classifier to satisfy 
two conditions. Firstly, the classifier must classify most examples with a large margin. 
Secondly, the output of most of the functions ft with large weight in the combination 
should be far from threshold on most training examples. In the following section we 
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shall see that when these two conditions are satisfied this bound can be applied to give 
significant improvements on existing results for voted combinations of decision trees . 
A similar result to Theorem 3.1 can be obtained with 2Ps(yF(x) ~ 00 ) replaced by 
P 5 (yF(x) ~ 00 ) at the expense of an exponent of one half on the term decreasing with 
m. Also, considering that Theorems 1.9 and 2.4 for general convex combinations of 
classifiers have no dependence on the number of classifiers T in the combination, it seems 
likely that the logarithmic dependence on T in this result is an artifact of the analysis. 
3.2 Combinations of decision trees 
In this section, we apply the theorem obtained in Section 3.1 to the problem of bounding 
the generalization error of a convex combination of decision trees. We first represent a 
decision tree as a thresholded convex combination of Boolean functions. As in Chapter 2, 
this can be accomplished in the following manner. 
Given a decision tree with Tt leaves, let ats E { ±1} denote the label associated with leaf 
s and Lts (x) be the {O, 1 }-valued function producing 1 if and only if x reaches leaf s. 
Then for any sequence of Vts such that Vts > 0 and I::;~1 Vts = l the output of the tree 
for an example x can be written as 
sign ( t Vt 5 at5 Lt5 (x) )-
Now setting ets (x) = atsLts (x) gives that the output of the tree for an example x can be 
written as sign(ft(x)) where ft(x) is defined as in (3.2). 
We now define, for each tree t, a probability distribution Pt = { Pts} over leaves via 
Pts = Ps(Lt8 (x) = 1). Thus Pts is simply the proportion of training examples which are 
classified using leafs of tree t . 
Denoting the depth of leaf s in tree t by dts and the maximum depth of leaves in tree t 
by dt we define the average depth dt of tree t relative to leaf weights Vts by 
Tt 
dt = L Vtsdts· 
s=l 
The following theorem extends the main result of Chapter 2 to handle the case where 
multiple decision trees are combined as a thresholded convex combination. In this case 
the bound is in terms of the proportion of examples with small margin and the average 
complexity of the individual decision trees. 
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Theorem 3.2 
There exists a constant "" such that with probability at least l -5 over random choice of the 
sample set S according to nm, every convex combination F of decision trees, Bo E (0, 1] 
and Bt E (0, 1] satisfies 
where 
C1 
C2 
C3 
Pn(yF(x) ~ 0) ~ 2Ps(yF(x) ~ Bo) 
+< [1~; (twtmin(C1,C2)+C3) +ln(l/J)] , 
( ) 
B n ln m Bo - m o ( { ) dt VCdim(U) ln m + ln(Tt max dz) + -
1 
-L Ptsl(Vts < Bt), 
Bt l nm s=l 
Tt ( VCdim(U) ln m + ln(mfx dz)) , 
(
T ln(m/0o)) ln 2 . mint et 
where U denotes the class of node decision functions and l ( Vts < 0t) is l if Vts < 0t and 
0 otherwise. 
The proof of this result is presented in Section 3.3.2. To understand the significance of this 
result let us first consider existing results for voted combinations of decision trees. After 
bounding the VC dimension of the class of convex combinations of decision trees (see, 
for example, Chapter 21 in [20]) we can apply a standard VC result ( using a comparable 
rate to that of Theorem 3.2) to show that roughly (ignoring constants and log terms) 
VCdim(U) PD ( y F ( x) ~ 0) ~ 2P s ( y F ( x) ~ 0) + __ T mf< Tt . 
By applying Theorem 2.2 for the specific case of combined decision trees we can obtain 
a result which is roughly (again ignoring constants and log terms) 
VCdim(U) T Pn(yF(x) ~ 0) ~ 2Ps(yF(x) ~ 0o) + __ /)2 L wtTt . (3.3) 
0 t=l 
Note that Theorem 1.9 implies a similar result with LZ=l WtTt replaced by maxt Tt . 
In the bound in (3.3) we want to choose 00 as large as possible (to minimize the second 
term on the right hand side) while ensuring that Ps(yF(x) ~ 0o) is not much larger 
than Ps(yF(x) ~ 0). If we choose 00 in this way then we are comparing Tmaxt Tt in 
the VC bound to LZ=l WtTt/05 in the bound in (3.3) . If the combined classifier attains 
large margins on the training examples then it will be possible to choose a large value of 
00 and in this case the bound in (3.3) will be significantly smaller than the VC bound. 
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Returning to Theorem 3.2, let us consider the case when C1 ~ C2 for all t. In this case 
the result is roughly ( again ignoring constants and log terms) 
P n(yF(x) ~ 0) 
l T Tt 
< 2Ps(yF(x) ~ 0o) + 00 LwtLPtsl(Vts < 0t) 
t=l s=l 
T -VCdim(U) ~ dt + In Tt 
+ 02 ~ Wt 02 . 
m O t=l t 
To minimize this bound, we want to choose 0o in exactly the same way as for the bound 
in (3.3) . However, we also want to choose the 0t as large as possible (to minimize the third 
term on the right hand side) while ensuring that I:::~~1 Ptsl(vts < 0t) is close to zero. If we 
assume that the decision trees are not too asymmetric, the depth of a tree is roughly the 
logarithm of the number of leaves. In this case, we are comparing I:::[=1 WtTt in the bound 
in (3.3) to I:::[=1 Wt ln Ttf 0[ in our result. If each decision tree in the combination uses a 
small number of leaves to classify most training examples (i.e., the distribution {Pts} is 
skewed) then it will be possible to choose large values of 0t (as L~~1 Ptsl(vts < 0t) will 
be small even for large 0t) and our result will be significantly smaller than the bound 
in (3 .3) . Any trees in the combination which do not satisfy this assumption will have 
C2 < C1 (because we cannot choose 0t large enough) and in this case the complexity is 
roughly Tt and we do no worse for these trees than the bound in (3.3). 
3.3 Proofs 
3.3.1 Proof of Theorem 3.1 
Proof 
In what follows, all random choices are independent. We define a random approximating 
function for F E :F using 
l N 
G(x) =NL sign (h(x)) 
i=l 
where the li are chosen randomly with P(li = z) = Wz. The class of such functions for a 
particular F and N will be denoted by 9. From this we define a random approximating 
function for G E 9 using 
where 
l N 
H(x) = NL sign (hi(x)) 
i=l 
{ 
1 Nii 
h;(x) = Nz L ez,m,; (x) 
l J=l 
h(x) 
if >.ti = 1 
if >.ti = 0 
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where the mij are chosen randomly with P(mij = z) = vziz and Ali E {0, 1}. The At allow 
us to specify which of the ft are approximated randomly. The class of such functions 
for a particular F, N, li, ... , lN, Nz 1 , ••• , NzN and A[i, ... , AzN will be denoted by H. The 
probability of choosing a G E Q randomly which satisfies a predicate A will be denoted 
by Pc(A) and similarly P H(A) will denote the probability of choosing a random HE 1{ 
satisfying A. Similarly, Ee and EH will denote expectation with respect to random 
choice of G and H respectively. In order to simplify what follows we define the following 
indicator functions. Here, l(A) denotes the indicator function of a predicate A. 
T 
R = 1(yF(x) ~ 400 V I)wt: lft(x)I < 50tAt} > 0o/2), 
t=l 
Y 1 = 1 ( yG ( x) ~ 0o V ¾ I{ i : I h ( x) I < 0zi Azj I > 0o) , 
<P1 = 1 (yH(x) ~ 200 V ¾l{i: lhi(x)I < 20zJdl > 0o), 
<P2 = 1 (yH(x) ~ 200 V ¾l{i: lhi(x)I < 40ziAdl > 0o), 
Y2 = 1(yG(x) ~ 300 V ¾l{i: lh(x)I < 50ziAdl > 0o)-
To prove the result we require the following lemma which allows us to relate the proba-
bility of the event in the theore!ll to a standard structural risk minimization result. 
Lemma 3.3 
For all F E F, N > 0, G E 9_, Nt > 0, x EX, y E {±1}, At E {0, 1}, 0o E (0, 1] and 
0t E (0, l] 
(a) EH<P1 2: Y1 - 2I:I:1 Azie-01 /Nz)2b
2 
{b) EH<P2 ~ y 2 + 4 I:I:1 Ali e-01/ N1)2b2 
For all FE F, N > 0, x EX, y E {±1} and 0o E (0, 1] 
Proof 
{c) EcY1 2: l(yF(x) ~ 0) - e-002 Nf2 
{d) EcY2 ~ R + 2e-002 Nf2 
( a) We need to show that 
PH (yH(x) ~ 200 V ¾l{i: lhi(x)I < 20ziAtJI > 0o) 
N 
2: 1 (yG(x) ~ 0o V ¾l{i: lh(x)I < 0ziAtJI > 0o) - 2 L Azie-01/N1)2b2. 
i=l 
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Clearly the inequality holds if the first term on the right hand side is zero. We consider 
separately the two cases when it is one. If yG(x) ~ 0o and ¾l{i: lh(x)I < 0t),zJI ~ 0o 
we then need 
N 
1 - PH (yH(x) ~ 200 V ¾I{ i: lhi(x)I < 20t),zJI > 0o) ~ 2 2=:-~lie- 01 / Nz)2b2 • (3.4) 
i=l 
Now 
1 - PH(yH(x) ~ 200 V ¾l{i: IHi(x)I < 20ti-XzJI > 0o) ~ PH(yH(x) > 200) 
and 
PH(yH(x) > 200) ~ PH(yH(x) -yG(x) > 0o) 
as yG(x) ~ 00. Hence 
PH(yH(x) > 200) ~ PH(¾l{i: sign(yhi(x)) > sign(yfdx))}I > Bo) 
~PH (:3i: sign(yhi(x)) = 1 /\ yfdx) ~ -0ti-XLJ 
[since ¾l{i: lh(x)I < 0ti-Xdl ~ Bo] 
N 
~ L AziP H(sign(yhi(x)) = 1 /\ yfdx) ~ -0zi-XtJ 
i=l 
[by applying the union bound] 
N 
~ L AtiP H(y(hi(x) - h (x)) ~ 0ti-XtJ 
i=l 
N 
~ L Alie -0zi 2 Nzi /2b2 
i=l 
by applying Hoeffding's inequality. If ¾l{i: lh(x)I < 0ti-XzJI > 0o we again need (3.4) 
to hold. Now 
1 - PH(yH(x) ~ 200 V ¾l{i: lhi(x)I < 20ti-XzJI > 0o) 
and 
~PH( ¾I{ i: lhi(x)I < 20ti-XzJI ~ Bo) 
PH(¾l{i: lhi(x)I < 20zi-XzJI ~ 0o) ~ PH(:3i: lhi(x)I ~ 20tiAti !\ lh(x)I < 0tiAtJ 
[as ¾l{i: lh(x)I < 0ti-Xdl > 0o] 
~ PH(:3i : lhi(x)l - lh(x)I > 0ti-XtJ 
~ PH(:3i: lhi(x) - h(x)I > 0ti-XtJ 
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N 
::; 2 L Azie-01/ Nz)2b2 
i=l 
by applying the union bound and Hoeffding's inequality. 
(b) We need to show that 
PH (yH(x)::; 200 V ¾l{i: lhi(x)I < 40zi>..dl > 0o) 
N 
::; 1 (yG(x)::; 300 V ¾l{i: lh(x)I < 50zi>..zJI > 00) +4 L>..zie-0z/Nz)2b2. 
i=l 
We only need to consider the case when the first term on the right hand side is zero, 
since the bound is trivial otherwise. If yG(x) > 300 and ¾ I{ i : lh (x) I < 50zi >..zJ I ::; 0o 
we then need 
N 
P H(yH(x) ::; 200 V ¾l{i: lhi(x)I < 40zi>..zJI > 00) ::; 4 L Azie- 01 /N1) 2b2. 
i=l 
In order to bound this probability we apply the union bound and bound the two resulting 
probabilities separately. Since yG(x) > 300 , if yH(x) ::; 200 then yG(x) -yH(x) > 0o , so 
P H(yH(x) ·::; 200) ::; P H(yG(x) - yH(x) > 0o) 
N 
::; L Azie-01/N1)2b2 
i=l 
by following the same argument as in the first case of part (a) using the fact that ¾ I { i : 
lh(x)I < 50zi>..zJI::; 0o and thus ¾l{i: lh(x)I < 0zi>..zJI::; 0o . The second probability is 
PH(¾l{i: lhi(x)I < 40zJdl > 0o)::; PH(:3i : lhi(x)I < 40ziAzi !\ lh(x)l 2: 50zi>..zJ 
[as ¾l{i : lh(x)I < 50zi>..di::; 0o] 
::; PH(:3i: lh(x)I - lhi(x)I > 0zi>..zJ 
N 
::; 2 L Azie-01/N1)2b2 
i=l 
by the same argument as that in the second case of part (a). 
( c) We need to show that 
Pc (yG(x) ::; 0o V ¾l{i: lh(x)I < 0zi>..zJI > 0o) 2: 1 (yF(x) ::; 0) - e-002 N/2. 
If yF(x) ::; 0 we then need 
1 - Pc(yG(x) ::; 0o V ¾l{i : lh(x)I < 0zi>..zJI > 00) ::; e-0o2N/2. 
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Now 
1- Pc(yG(x):::; 0o V ¾l{i: lh(x)I < 0tiAzJI > 0o):::; Pc(yG(x) > 0o) 
and Pc(yG(x) > 0o) :::; Pc(yG(x) - yF(x) > 0o) as yF(x) :::; 0. Hoeffding's inequality 
implies that 
Pc(yG(x) - yF(x) > 0o):::; e- 002 Nl2 • 
( d) We need to show that 
Pc (yG(x):::; 300 V ¾l{i: lh(x)I < 50tiAzJI > 0o) 
~ 1 (yF(x) ~ 400 V t{w1: lf1(x)I < 501.\1} > 00/2) + 2e-00'Nf2. 
If yF(x) > 400 and I::;=1 {wt: lft(x)I < 50tAt}:::; 0o/2 we then need 
Pc(yG(x):::; 300 V ¾l{i: lh(x)I < 50tiAzJI > 00):::; 2e-002 N/2 . 
Once again we bound this probability by applying the union bound and bounding the two 
resulting probabilities separately. The first probability is bounded above by Pc(yF(x) -
yG(x) > 00 ) as yF(x) > 400 . Hoeffding's inequality implies that 
Pc(yF(x) - yG(x) > 0o) :::; e-002 N/ 2 . 
The second probability is 
Pc(¾l{i: lh(x)I < 50tiAzJI > 0o) 
T ~ Pa (;~1{ i: IA (x)I < 501,AtJI > ~ { Wt : lf1(x)I < 501.\1} + 0o/2) 
since 
T 
I)wt: lft(x)I < 50tAt}:::; 0o/2. 
t=l 
Hoeffding's inequality shows that this probability is no more than e-002 N/2 . • 
We are now going to bound P D(yF(x) :::; 0) in terms of Es(R) and a complexity term c 
( to be defined later), and then by suitable choice of the At obtain the result. 
PDm(3F E :F,N > O,N* > 0,0 < Nt < N* , At E {0,1},0o E (0,1J,0t E (0,1]: 
P D(yF(x) :::; 0) > 2Es(R) + EcEHc + 5e-e5N/2 + EclO I::~1 Alie-01 /N1J 2b2 ) 
:::; P nm ( 3F, N, N*, Nt, At, 0o, 0t : 
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EnEcY1 > 2EsR + EcEHc + 4e-0lN/2 + EclO I:{:1 Azie-0z/Nz)2b2 ) 
[by applying Lemma 3.3(c)] 
< Pnm(3F,N,N*,Nt,At,Bo,Bt: 
EnEcY1 > 2EsEcY2 + EcEHc + EclO I:~1 Azie-0z/Nz)2b2 ) 
[by applying Lemma 3.3(d)] 
< Pnm(3F,N,N*,Nt,G E Q,At,Bo,Bt: 
N -0 2 N /2b2 ) EnY1 > 2EsY2 + EHc + 10 Li=l Azie zi zi 
< Pnm(3F,N,N*,Nt,G,At,Bo,Bt: 
N -0 2 N /2b2 ) EnEH<I>1 > 2EsY2 + EHc + 8 Li=l Azie zi zi 
[by applying Lemma 3.3(a)] 
< p nm ( 3F, N, N*' Nt, G, At, Bo, Bt: EnEH<I>1 > 2EsEH<I>2 + EHC) 
[by applying Lemma 3.3(b)] 
< P nm (3F, N, N*, Nt, G, At, HE 1-l, Bo, Bt : En<I>1 > 2Es<I>2 + c) 
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Pnm(3N,N*,li,Nti,Ati,mij,ntis,H' E 1-l',Bo , Bti: En<I>1 > 2Es<I>2 +c) , (3 .5) 
where, for fixed N, li, Nzi, Azi, mi_j, nzis, 1-l' denotes the class of functions of the form 
N 
H'(x) = ~ L sign(h;(x)), 
- i=l 
where 
{ 
1 Nzi 
h;(x) = Ni L e!,m,i (x) 
l J=l 
"'Tzi I I 
L..Js=l Vziselis(x) 
if Azi = 1 (3.6) 
if Azi = 0, 
where e'z -m-. E Enz . .. for Az . = 1 and e'z . E Enz . for Az . = 0. So the only thing varying l l] l ml] l l S l S l 
over this class is the particular choices of the e'z -m .. and e~ .5 (the classes they are chosen l l] l 
from are fixed) and the vLs which are restricted so that vLs E [O, 1] and I:~~1 vLs = l. 
The probability (3.5) can in turn be bounded above by 
oo oo N LL TNN*N2N max Il(rTzY'1iN1ir(l->.,i)Tii2(N+2) -~ax B, (3.7) li,N1 .,>., . . m1;,n1is,0o N=l N·=I l l i=l 
where 
B = Pnm(3H' E 1-l',Bzi: En<I>1 > 2Es<I>2 +c) . (3.8) 
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Equation (3 . 7) follows from repeated application of the union bound over N, N*, li, Nzi, 
Ali, m i j , nzis and 0o. The argument for the number of possible choices for each of these 
variables is as follows. There are N values of li and Nzi to choose from {1, ... , T} and 
{1, ... , N*} respectively. The Azis can be chosen in 2N ways. For each i such that Azi = l, 
the set of mijS can be chosen in Tz~1i ways and the set of nzimii s can be chosen in rN1i 
ways. For each i such that Azi = 0, the set of nziss can be chosen in rT1i ways. The rest 
of the mijS and nziss make no difference. Since H' E 1-l' is the sum of N { ±1 }-valued 
variables there are only 2(N + 2) values of 0o that make any difference in the definitions 
of <I>1 and <I>2 . 
In order to bound B and at the same time make the result uniform over choice of the 0zi 
we use a quantization trick similar to that of Proposition 8 in [5] . Let us now suppose 
that c is a non-increasing function c( 01 1 , ••• , 0zN) of the 0z i. Our final choice of c will 
ensure that this is true. Note that No denotes the set of non-negative integers. 
P nm (3H' E 1-l' , 0zi E (0, 1] : En<I>1 > 2Es<I>2 + c) 
P nm ( 3H' E 1-l' , 0zi E (0, 1] : 
where 
En(l(yH'(x ):::; 200 V ¾J{i: Jh~(x)J < 20zi>.dJ > 0o)) 
> 2Es(l(yH'(x):::; 200 V ¾J{i : Jh~(x)J < 40zi>.zJJ > 0o)) + c) 
P nm (3H' E 1-l' : S E u U 
q=lJqElq 
{ En(l(yH'(x):::; 200 V ¾J{i: Jh~(x )J < 20zi>.dJ > 0o)) 
> 2Es(l(yH'(x):::; 200 V ¾l{i : lh~(x)I < 40zi>.zJJ > 0o)) 
(lJi+l l]i]}) +c( 0z 1 , • , • , 0zN) : 0z i E 2 , 2 , 
lq = { ~o 
if Atq = l 
if Azq = 0 
Notice that the probability is independent of the value of 0zi when Azi = 0. Hence, the 
value of jq is not important when Azq = 0. In such cases, we fix jq = l. Using the fact 
that c is a non-increasing function, this last probability is no more than 
P nm (3H' E 1-l' : S E u LJ 
q= l JqE l q 
{ En(l(yH' (x) :::; 200 V ¾l{i: lh~(x) I < 2 f i>.d l > 0o)) 
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> 2Es(l(yH'(x) ~ 200 V -kl{i: lh~(x)I < 4 t+ 1 -\di> 0o)) 
( 1)1 l)N) }) +c 2 , · · ·, 2 
N 
< L L P nm ( 3H' E H' : 
q=ljqElq 
En (1 (yH' (x) ~ 200 V -kl{ i : lh~(x) I < ½ji-l -\di > 0o)) 
. 1 
> 2Es(l(yH'(x) ~ 200 V -kl{i: lh~(x)I < ri- -\di> 0o)) 
( 1)1 l)N)) +c 2 ,. · ·, 2 · (3.9) 
In order to bound this last probability we now apply Lemma 1.3 with 
'11 = { 1 (yH'(x) ~ 200 V -kl{i: lh~(x)I < ½ji-l -\di> 0o) : H' EH'}. 
For this choice of '11, Ilq,(m) is certainly no more than Ilq, 1 (m)Ilq, 2 (m) where 
'111 = {1 (yH'(x) ~ 200) : H' EH'} 
and 
{ ( 
1 · - , 1 Ji -1 ) 1 1} 
'112 = 1 N I { i : I hi ( x) I < 2 -\d I > Bo : H E 11, . 
Furthermore, I1'l1 1 ( m) is bound~d above by the product of the growth functions for each 
of the N thresholded h~s. For each i such that ,\zi = 1, the growth function is bounded 
above by the product of the growth functions of the Nzi choices of functions from Enz.m • .. 
i i; 
For each i such that ,\zi = 0, the growth function is bounded above by the product of the 
growth function of a fixed-threshold perceptron with It inputs and the product of the 
growth functions of the 7t choices of functions from En, ·s. This gives, 
i 
N ( Nz . ) >.., . ( Tz . ) (l->..z.) 
Il,i, 1 (m) '.,'. !] J1 Ilcn,,m,; (m) , (em)Ti, g Ilcn,,, (m) , , 
where we have used Theorem 13.9 in [20] and Sauer's Lemma to bound the growth 
function of a fixed-threshold perceptron. Ilq, 2 (m) is bounded similarly, except it only 
depends on the product of the growth functions of the thresholded h~s such that ,\zi = 1. 
For i such that ,\zi = 0, lh~l 1- ½Ji-l ,\zi. Hence, we can bound the growth function of '11 
by 
N ( Nz . ) 2>..z . ( Tz . ) (l->..1 . ) 
Il,i, (m) '.,'. !] J1 Ilcn,,m,; (m) , (em)Ti, g Ilcn,,, (m) , (3.10) 
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Combining Equations (3. 7), (3.8), (3.9) and (3.10) with Lemma 1.3 gives 
Pnm(:3F E :F,N > 0,N* > 0,0 < Nt:::; N*,>.t E {0,1},0o E (0,l],0t E (0,1]: 
T 
Pn(yF(x):::; 0) > 2Ps(yF(x):::; 400 V 1)wt: lft(x)I < 50t>.t} > 00/2) 
t=l 
+EcEHc + 5e-05N/2 + EclO L~1 Atie-01/N1)2b2) 
oo oo N 
:::;L LTNN*N2N max I1(1tr)>.1iN1ir(l->.ii)Tii2(N+2) max 
Li ,N1 · ,>.1 · . ffiij ,n1 ·s ,0o N=l N•=l 1 1 i=l i 
N ( N1 . ) 2>.1. ( T1 . ) (1->.i-) 
· 4 g n Il;;",,m;j (2m) , (2emf1, TI IT;;n,,, (2m) , 
N (lh liN) 
. L L e-mc 2 , .. . ,2 /8_ 
q=l }qElq 
Now if we set 
c = ! ( ln(N(N + 1)) + ln(N*(N* + 1)) + N lnT + N lnN* + N ln2 
N 
+ L [ AtiNli ln(rTtJ + (1 - >.tJTti ln r] + ln(2(N + 2)) + ln4 
i=l 
N [ N1 . T1 . ] 
+ ~ 2A1, t In IT;;",,m,i (2m) + (1 - Ai;)~ ( ln(2em) + In IT;;n,,, (2m)) 
+ ln(l/0) + lnN - In ( t(01,/2)'1,)) (3.11) 
then 
( lh liN) e-mc 2 , ... ,2 /8 = 
1 1 N 1 
-------T-N N*-NrN Il(rT. .)->.1iN1ir-(l->.1)T1i ---
N(N + 1) N*(N* + 1) i=l Li 2(N + 2) 
N ( N1 . )-2>.1 . ( T1 . )-(l->.1 .) 
¼ g n Il;;",,m,j (2m) , (2emf1, TI IT;;n,,, (2m) , . 
N 
• J_ ~ 1_>-1i(ji+l)C, 
N~2 ' 
i=l 
so we obtain 
Pnm (3F E :F,N > 0, N* > 0, 0 < Nt:::; N*,>.t E {0, 1},0o E (0 , 1J,0t E (0, 1]: 
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T 
Pn(yF(x) ~ 0) > 2Ps(yF(x) ~ 400 V L{wt: lft(x)I < 50tAt} > 0o/2) 
t=l 
+EcEHc + 5e-05N/2 + EclO °I:f:1 Azie-01/N1)2b2) 
oo oo N N 
< ~ 1 ~ 1 ~ ~ 1 ~ 1..Xz.(ji+l) ~ N(N + 1) ~ N*(N* + 1) ~ .~ N ~ 2 1 o 
N=l N*=l q=l JqElq i=l 
o. 
Now setting 
N=r]:_l 5ml N=rb21 lONmlAt 02 n 8 ' t 02 n 8 
0 t 
and N* = maxNt, 
t 
gives that with probability at least 1 - o over choice of the sample set S every F E :F, 
At E {0,1}, 0o E (0,1] and 0t E (0,1] satisfies 
T 
Pn(yF(x) ~ 0) ~ 2Ps(yF(x) ~ 400 V L{wt: lft(x)I < 50t;\t} > 0o/2) 
Notice that 
16 
+EcEHc+-. 
m 
t=l 
( 
N ) N N 
- In ~ (01)2)>.,, ?: - ~ In ( ( 01,/2)>.,,) = ~ At, In (2/0t;), 
(3.12) 
where the first inequality follows from the fact that the sum of a sequence of (0, 1]-valued 
variables is always larger than the product of those variables. By observing that 
N T 
EcEH L Ati In (2/0zJ =NL WtAt In (2/0t), 
i=l t=l 
N T 
EcEH L [ AziNzi In(rTzJ + (1 - ;\zJTzi In r] =NL Wt [ AtNt In(rTt) + (1 - At)Tt In r] 
i=l t=l 
and 
N [ N, . Tz. ] 
EaEH ~ 2A1, f Inllt:",,m,; (2m) + (1 - A1,) ~ ( In(2em) + In Ile",,, (2m)) 
T [ Tt Tt ] 
= N ~ Wt 2AtNt ~ Vts In I1en,, (2m) + ( 1 - At) ~ ( In(2em) + In I1en,, (2m)) , 
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we obtain 
EaEHc :S ! ( ln(N(N + 1)) + ln(N*(N* + 1)) + NlnT + NlnN* + Nln2 
T 
+NL w{,\tNt In(rTt) + (1 - At)Tt In r] + ln(2(N + 2)) + ln4 
t=l 
T [ Tt 
+ N ~ Wt 2AtNt ~ Vts In lli:n,, (2m) 
TI ] +(1-At) ~ (!n(2em) + lnIIen,, (2m)) 
+ ln(l/0) + lnN + N t wtAtln (2/0t) )-
Substituting for N, Nt and N*, collecting terms and simplifying gives 
EcEHc::; K,_!_ [ln ;n ( In (Tb2 l~(m~00)) 
m 00 mmt 0t 
T [ b2 ln(m/0o) ( Tt ) +~Wt At Of ln(rTt) + ~ Vts lnIIen,, (2m) 
+(1 - At) ( Tt ln(rm) + t lnIIen,,(2m))]) + ln(l/0)], (3.13) 
for some constant K,. Some of the simplifications applied to obtain (3.13) means that the 
result only holds for b 2: 1, T > 1 and m > 1. All of these are trivial restrictions. 
Decomposing the first term on the right hand side of (3.12) via the union bound gives 
T 
2Ps(yF(x)::; 400 V L{wt: lft(x)I < 50t.-\t} > Bo/2) 
t=l 
T 
< 2Ps(yF(x)::; 400) + 2Ps(L{wt: lft(x)I < 50t.-\t} > Bo/2) 
t=l 
4 T 
< 2Ps(yF(x)::; 400) + 0 L WtPs(lft(x)I < 50t.-\t), O t=l 
(3.14) 
where we have used Markov's inequality (P(Z > a) ::; E(Z)/a for a nonnegative random 
variable Z) to bound the second term. 
Hence, there exists a constant K: such that with probability at least 1 - o over random 
choice of the sample set Severy FE F, At E {0,1}, 00 E (0,1] and Bt E (0,1] satisfies 
Pn(yF(x)::; 0) ::; 2Ps(yF(x)::; 400) 
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+x: ! [ I~; (t wt(AtC1 + (1 - A1)C2) + C3) + ln(l/8)] , 
where 
C1 b
2 
ln(7:1-/ Oo) (ln(rTt) + t Vts In Ilt:n,, (2m)) + :~PS (lft(x)I < 501), 
Tt 
C2 Tt In(rm) + L In II£ntJ2m) , 
s=l 
(
Tb2 ln(m/0o)) C3 = In . 02 . mmt t 
Finally, in order to obtain the smallest bound over choice of the At we set At = 0 when 
C1 > C2 and At = l otherwise. Substituting 0o/4 for Bo and 0t/5 for 0t then gives the 
required result. D 
There are two things to note about this proof. Firstly, in order to simplify the details of 
the argument, little effort was made in optimizing the choice of constants. In particular, 
the choice of constants in R could be improved so that the both uses of 00 are arbitrarily 
close to being within a factor of 2, at the expense of worse constants in the exponential 
terms in Lemma 3.3. Secondly, to improve the readability of the final result , some of the 
log terms are larger than they need to be. 
3.3.2 Proof of Theorem 3.2 
Proof 
Recall that 
Tt 
ft(x) = L VtsatsLts(x), 
s=l 
and that ets(x) = atsLts(x) . Setting r = maxtdt (recalling that dt is the depth of tree 
t), for each n = l , . .. , r we define the class En by 
En = { a L : a E { ± 1}, L E Bn} , 
where Bn is the class of leaf functions for leaves up to depth n defined by 
Bn = {L : L = u1 I\ u2 I\ ··· I\ uvlv s; w, u1, .. , , Uv EU}, 
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where U denotes the class of node decision functions as before. So we are separating the 
leaf functions into d classes according to their depth. Hence, 
II;;n(m) = max {I{ (aL(xi), .. . , aL(xm)): a E {±1},L E Bn }I: X1, .. . , Xm EX} 
'.'o 2 fr max { I { (u(x1), . .. , u(xm)) : u EU} I : xi, . .. , Xm EX} 
l=l 
= 2 (Ilu(m)t 
and thus 
Tt Tt L Vts In (IIEnts (2m)) ::; 2 L Vtsdts In IIu (2m) = 2dt ln Ilu (2m), (3 .15) 
s=l s=l 
since dts denotes the depth of leaf s in tree t. 
The proof follows that of Theorem 3.1 until (3.10) where we give an upper bound on 
II'l!(m) for 
W = { 1 (yH'(x) ::; 200 V kl{i: lh~(x)I < ½Ji-l Adi > 0o) : H' E 1-l'} . 
For the special case when h~ is a decision tree we can do considerably better than (3.10) . 
As before, we note that II'l!(m) is bounded above by II'1! 1 (m)II'1! 2 (m) where 
'111 = {1 (yH'(x) ::; 200) : H' E 1-l'} 
and 
'112 = { 1 ( k I { i : I h~ ( x) I < f i - l AtJ I > 0o) : H' E 1-l'} . 
Again, II '11 1 ( m) is bounded above by the product of the growth functions for each of the 
N thresholded h~s . For each i such that Ali = l, the growth function is bounded above by 
the product of the growth functions of the Nzi choices of functions from £n1imii. However, . 
for each i such that Azi = 0, we notice that the growth function of the thresholded h~ is 
simply the growth function of a decision tree with TL leaves. This gives, 
N ( N, . ) >..z . ( ) (1-,\z.) 
ILi,l (m) '.'o }] rt IT;:n,,m,; (m) ' (ITu(m) + 2)271,-1 ' , 
where U denotes the class of node decision functions . We have bounded the growth 
function of a decision tree by the product of the growth functions of the 2T,,i - 1 nodes 
(made up of T,, i { ±1}-valued leaves and T,,i - 1 internal nodes whose decisions come from 
some class U) . This gives an upper bound on the growth function since we can represent 
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a decision tree by listing, in breadth-first order, the node functions and leaf labels. Now, 
applying the same upper bound for Ilw 2 ( m) as before gives that the growth function of 
w is bounded by 
N ( Nii ) 2>.,i ( ) (1->., .) 
Ilq,(m) :C:::: D B Ilt:"l;m;; (m) (Ilu(m) + 2) 2'Il,-l ' . 
We now proceed exactly as in the proof of Theorem 3.1 except 
T1i 
(1- ,,\zJ L (ln(2em) + lnIIEnz .s (2m)) 
t 
s=l 
is replaced with 
(1 - .-\zJ(27t - 1) ln (IIu(2m) + 2) 
in (3.11) where we choose c. From this we obtain the following result . There exists a 
constant K, such that with probability at least 1 - 5 over random choice of the sample set 
S, every convex combination F of decision trees, 0o E (0, 1] and 0t E (0, 1] satisfies 
where 
C1 
C2 
C3 
Pn(yF(x)::; 0) ::; 2Ps(yF(x)::; 0o) 
+ 1< ~ [ l~r (t Wt min(C1, C2} + C3) + ln(l/J)] , (3.16} 
ln(m/Bo) (ln(Ti mfx di) + t Vts In (IIt:n,, (2m})) + :~ P s (lfi(x) I < Bi) , 
Ti ( ln(mfxdt) + ln (IIu(2m) + 2)) , 
ln (T ln_(m/~o)) . 
mmt 0t 
To obtain this result we have set b = 1 (which follows from the definition of the En) and 
substituted for r = maxl dt . Lastly, we note that by definition of ft, 
Ps(lft(x)I < 0t) Ps ( t VtsatsLis(x) < Bi) 
P s ( Vts < 0t for the s such that Lts ( x) = 1) 
Tt L Ptsl(Vts < 0t) , 
s=l 
(3.17) 
where, for a predicate A, l(A) = 1 if A is true and O otherwise. The second equality 
follows from the fact that for each value of x, Lt8 (x) = 0 for all values of s except the 
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one corresponding to the leaf which is used to classify x . 
To complete the proof we substitute (3 .15) and (3 .17) into (3 .16), apply Sauer's Lemma 
to bound IIu ( m) in terms of VCdim(U) and simplify. O 
3.4 Discussion 
Although we only applied our general result of Section 3.1 to give upper bounds on the 
generalization error of voted combinations of decision trees, there are other classes of 
classifiers to which this result can easily be applied. We mention two such classes here. 
By considering a single hidden-layer threshold network as a convex combination of single 
perceptrons we can obtain a bound on the generalization error of such networks in terms 
of the margin and the average complexity of the perceptrons (where the average is in 
terms of the perceptron weights in the network). The complexity of each perceptron 
in this result is related to the proportion of training examples which are close to the 
perceptron threshold. The measure of complexity suggested by existing VC bounds for 
threshold networks (see, for example, [10]) is related to the number of weights in the 
network. If a network classifies most examples with a large margin and the network's 
perceptrons have few examples close to threshold, then our measure of complexity can 
be considerably smaller. For details see [50] . 
A binary mask perceptron, as introduced by Kowalczyk and Ferra in (45), is a thresholded 
combination of functions which consist of products of {O, 1 }-valued decision functions 
from some class U . We can thus apply our general result to obtain a bound on the 
generalization error of a voted combination of binary mask perceptrons in terms of the 
margin and the average complexity of the mask perceptrons (where the average is in 
terms of the voting weights assigned to the mask perceptrons) . The complexity of each 
mask perceptron in this result is related to the to the proportion of training examples 
which are close to the mask perceptron threshold. For details see [49] . 
The alternating decision tree 
• • • 
Part of the popularity of algorithms for constructing decision trees (such 
as CART [16] and C4.5 [541) is due to the fact that they produce classifiers 
which are highly accurate, yet still admit simple interpretation. The 
application of voting methods, particularly the AdaBoost algorithm, to 
the construction of voted combinations of decision trees has proven to 
be remarkably successful [13, 34, 37, 55] . Although these classifiers are 
generally significantly more accurate than a single decision tree, they are 
typically far more complex and difficult to interpret. 
In Chapters 2 and 3 we showed that existing techniques for the analysis · 
of thresholded real-valued classifiers can be applied further afield. By 
representing a decision tree as a thresholded convex combination of leaf 
functions we derived upper bounds on the generalization error of decision 
trees and voted combinations of decision trees . 
In Section 4.1 of this chapter we show that by representing a decision 
tree as a more general sort of voted combination we can obtain a new 
type of classifier, the alternating decision tree, which provides a natural 
generalization of decision trees and voted combinations of decision trees. 
We then show that alternating decision trees, by virtue of their represen-
tation as a voted combination, can be constructed directly using existing 
voting methods. In particular, in Section 4.2 we present an algorithm 
for learning alternating decision trees based upon Schapire and Singer's 
real-valued extension of AdaBoost [61 ]. 
Despite their generality, alternating decision trees can be interpreted us-
ing the same simple techniques that are applied to interpret single de-
cision trees and voted combinations of decision stumps. In Section 4.3 
we demonstrate these · techniques by analyzing the alternating decision 
tree generated using our algorithm for a data set from the UC Irvine 
repository. 
Finally, in Section 4.4 we present some experiments using our algorithm 
on a selection of data sets taken from the UC Irvine repository. These 
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experiments show that our algorithm for building alternating decision trees is competitive 
with algorithms for building voted combinations of decision trees, such as C5.0. 
4.1 Generalizing decision trees 
We begin this section by describing a new representation for decision trees and then 
show how this representation can be extended to describe alternating decision trees. 
In Chapters 2 and 3 we showed that a decision tree can be represented as a voted 
combination of its leaf functions . In a similar manner, we will show how alternating 
decision trees can also be represented as a voted combination of simple functions . 
e e 
F 
T F 
Figure 4.1: Tree-based classifiers: a decision tree (left) , the same decision tree repre-
sented as an alternating decision tree (middle), and a general alternating 
decision tree (right) . 
Let us consider the simple decision tree shown in the left of Figure 4.1. This tree has 
two decision nodes and three leaves. We call these leaf nodes prediction nodes because 
they are used to give the output prediction of the tree, a notion we will generalize 
for alternating decision trees. The tree maps a measurement ( a, b) E ~ 2 to either + 1 
or -1. An alternative representation of this decision tree is shown in the middle of 
Figure 4.1. This tree also has two decision nodes, but has five prediction nodes, which 
are not all leaves and are now associated with a real-valued number rather than + 1 
or -1 . In these sort of diagrams we will use squares to denote decision nodes and 
ellipses to denote prediction nodes. For the tree shown in the middle of Figure 4.1, 
a measurement is classified like a decision tree, by following the path in the tree from 
the root to one of the leaves corresponding to the evaluation of decision nodes along 
the way. However , unlike a decision tree, the classification is not the label of the leaf. 
Instead, the classification is t he sign of the sum of the values of the prediction nodes 
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along the path from the root to the leaf. For example, the classification of ( a, b) = (0, 0) 
is sign(0.5 - 0. 7 - 0.2) = sign( -0.4) = -1. It can easily be verified that this tree gives 
the same output as the previous decision tree. It is also clear that many different trees 
of this new type can represent the same decision tree. 
We call this new type of tree an alternating decision tree because it consists of alternating 
layers of prediction nodes and decision nodes. As stated in Chapter 1, a decision tree 
defines a partition of the measurement space into disjoint regions . Most decision tree 
algorithms recursively subdivide the measurement space by splitting existing nodes. In 
a decision tree nodes can be split at most once. No such requirement exists for an 
alternating decision tree. This multiple splitting corresponds, in an alternating decision 
tree, to a prediction node with more than one child decision node. Consider our example 
alternating decision tree shown in the middle of Figure 4.1. Each prediction node in this 
tree has at most one child decision node. By adding two extra decision nodes to this tree 
we obtain the general alternating decision tree shown in the right of Figure 4.1. 
In this general alternating decision tree a measurement is classified by following a multi-
path in the tree from the root to the leaves. As in a decision tree, when a measurement 
reaches a decision node it passes to the child node corresponding to the outcome of the 
decision associated with that node. However, when a measurement reaches a prediction 
node it passes to all of the child decision nodes. Thus, the path becomes the union of a 
set of paths or a multi-path. As before, the final classification is the sign of the sum of 
the values of all of the prediction nodes visited. For example, for the tree shown in the 
right of Figure 4.1, the classification of (a, b) = (0, 0) is sign(0 .5 - 0.7 - 0.2 + 0.1 - 0.6) = 
sign(-0.9) = -1. 
We now give a more formal definition of an alternating decision tree as a voted combina-
tion of decision node functions. We define a base condition to be a Boolean predicate over 
elements of X . We use /\ to denote conjunction, -, to denote negation and T to denote 
the constant predicate which always evaluates true. We use C to denote a set of base 
conditions. For our purposes we only consider C to consist of tests of the form 'is xk > a' 
for x E IRn, k E {1, . . . , n} and a E R Tests associated with decision nodes correspond 
to base conditions. We define a precondition to be a conjunction of base conditions and 
negations of base conditions. Sequences of tests along a path in the tree correspond to 
preconditions. 
An alternating decision tree classifier is a function sign(fo + ~r=l ft(x))' where Jo is a 
real constant and ft is defined by 
{
O'.t 
ft(x) = :t 
if x satisfies Pt /\ Ct 
if x satisfies Pt /\ •Ct 
if x satisfies •Pt 
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where Cit and f3t are real constants, Pt is a precondition and Ct is a base condition in C. 
The constant Jo corresponds to the value associated with the root prediction node. Each 
ft corresponds to a decision node in the tree where Pt represents the sequence of tests 
along the path from the root to the node and Ct represents the test associated with the 
node. The constants Cit and f3t are the values associated with the true and false child 
prediction nodes respectively. 
For the alternating decision tree defined in this way to be valid each decision node ft must 
satisfy the following property: for every t, either Pt = T, or for some s =/- t, Pt = Ps /\ Cs 
or Pt= Ps /\ ,cs. If Pt = T, then ft corresponds to a decision node which is a child of the 
root prediction node. If Pt = Ps /\ Cs, then ft corresponds to a decision node which is a 
child of the true child prediction node of the decision node corresponding to f s • Similarly, 
if Pt = Ps /\ ,cs, then ft corresponds to a decision node which is a child of the false child 
prediction node of the decision node corresponding to fs • 
As an example, let us consider the alternating decision tree shown in the middle of 
Figure 4.1. For this tree, Jo = 0.5 and the two decision nodes are represented as 
r -7 if T /\ ( a < 4.5) h(x) = :0.2 if T /\,(a< 4.5) 
if ,T 
and 
r-4 if (a< 4.5) /\ (b > 1) h(x) = ~0.2 if (a< 4.5) /\ ,(b > 1) . 
if ,(a < 4.5) 
From these definitions it can be seen that Pl = T , c1 = (a < 4.5), P2 = (a < 4.5) and 
c2 = (b > 1). The output from this tree is then sign(Jo + Ji (x) + h(x)) . 
From our description it is clear that the alternating decision tree is a generalization of 
the decision tree. The alternating decision tree also generalizes voted combinations of 
decision stumps and voted combinations of decision trees. Voted combinations of decision 
stumps can be represented by an alternating decision tree with exactly three layers: a 
root prediction node, a set of decision nodes, and the prediction nodes associated with 
these decision nodes. Voted combinations of decision trees can be obtained by restricting 
the alternating decision tree so that only the root prediction node has more than one 
child decision node. 
The alternating decision tree described in this section is similar to the option tree first 
described by Buntine in [17] and further developed by Kohavi et al. in [44] . Option 
trees were shown to provide significant improvements in generalization error compared 
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to single decision trees. The results reported in [44] are comparable to voted combinations 
of decision trees generated by Bagging [13]. As we shall see in Section 4.4, the algorithm 
we describe in the next section for building alternating decision trees achieves better 
performance levels, comparable to voted combinations of decision trees generated by 
AdaBoost. 
4.2 Algorithm 
In the previous section we gave a formal definition of the alternating decision tree as a 
voted combination of decision node functions . Given this representation, it is a simple 
matter to modify an existing voting method so that it can be used to construct alternating 
decision trees. The only unusual feature of the resulting algorithm is that the class of 
base classifiers consists of the possible decision nodes ( and their child predictions) which 
can be added to the tree. This means that the class of base classifiers grows as the tree 
is constructed. 
Since our predictions are real-valued, instead of using the original AdaBoost algorithm de-
scribed in Chapter 1, we use Schapire and Singer's real-valued extension of AdaBoost [61]. 
Like the original, the real-valued version maintains a probability distribution Dt over 
training examples at each round. However, instead of selecting base classifiers at each 
round to minimize the weighted· training error relative to Dt, the algorithm chooses base 
classifiers at each round to minimize 
m L Dt(i)e-Yilt(xi) . (4.1) 
i=l 
As show_n in the previous section, each decision node ft in the tree can be viewed as a real-
valued classifier which partitions the measurement space into three regions corresponding 
to Pt I\ Ct (examples which evaluate true at the decision node), Pt I\ ,ct (examples which 
evaluate false at the decision node) and 'Pt (examples which do not reach the decision 
node). The first two of these regions are associated with the real-valued classification 
corresponding to the true and false child prediction node values respectively, while the 
last region is associated with a prediction of zero. 
For base classifiers which partition the measurement space, Schapire and Singer give for-
mulas for calculating the best ·predictions for a given partition in order to minimize ( 4.1). 
In our case, these formulas reduce to choosing ft at each round to minimize 
2 ( Jwt (pt/\ Ct)wt-(Pt /\ Ct) + Jwt(Pt /\ -.ct)wt-(Pt /\ 7 Ct)) + Wt(-.p), ( 4.2) 
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and choosing predictions for the regions corresponding to Pt /\ Ct and Pt /\ ,ct to be 
l ln ( W/ (Pt /\ Ct) ) 
2 Wt-(pt /\ Ct) 
and 
l ln ( W/ (Pt I\ ,ct) ) 
2 wt- (pt I\ ,ct) 
respectively. Here we use Wt ( c) to denote the total weight (relative to Dt) of training 
examples which satisfy a predicate c. Similarly, W/ ( c) and wt-( c) denote the total 
weight of training examples which satisfy c and are labelled + 1 and -1 respectively. 
Hence, Wt(c) = W/(c) + wt-(c). 
Algorithm 4.1: ADTree 
Require : 
• A training set S = ((x1,yi), . .. , (xm,Ym)) with each (xi,Yi) E !Rn x {±1}. 
• A set of base conditions C (tests of the form 'is xk > a' for x E !Rn, k E {1, ... , n} 
and a E IR). 
let D 0 (i) := 1/m for i = 1, .. . , m 
let f := ! ln (wo+(T)) 0 2 W0-(T) 
let Fo := Jo 
let A:= {T} 
fort:= l to T 
let Dt(i) := Dt-1(i)exp(-Ydt-1(xi))/Zt for i = 1, . . . ,m (where Zt normalizes Dt) 
let (Pt,ct) = argmin 2(✓w/(p/\c)Wt-(p/\c) 
(pEPt ,cEC) 
+✓W/(p J\ -,c)W1-(p J\ -,c)) + Wt(-,p) 
l In (W/(pt I\ Ct)) 
2 wt- (pt I\ ct) 
1 (W/(pt I\ ,ct)) 
-In 2 Wt-(pt I\ 1 Ct) 
let ft(x) := 
0 
let Ft := Ft-1 + ft 
let Pt+1 := Pt U {pt I\ Ct,Pt I\ ,ct} 
return Fr 
if x satisfies Pt I\ Ct 
if x satisfies Pt I\ ,ct 
if x satisfies 'Pt 
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The resulting algorithm for building alternating decision trees, ADTree, is shown in 
Algorithm 4.1. The algorithm starts by finding the best constant prediction for the 
entire training set. This prediction is placed at the root of the tree. The algorithm then 
iteratively adds decision nodes ( and their child predictions) to the tree. 
The algorithm maintains a set Pt of preconditions at each round. The preconditions in 
this set represent the paths of all of the prediction nodes in the tree at round t. At each 
round, the algorithm evaluates ( 4.2) for every possible split ( as represented by elements 
of C) of every prediction node currently in the tree (as represented by elements of Pt) 
and chooses the split with smallest value. The decision node corresponding to this split 
of this prediction node is then added to the tree. The distribution over training examples 
is then updated to emphasize examples which the newly added decision node classifies 
incorrectly. 
In [42], Kearns and Mansour analyze decision tree learning algorithms in terms of boost-
ing. Their analysis suggests an algorithm similar to the one presented here. 
4.3 Interpreting alternating decision trees 
In this section we demonstrate how alternating decision trees can be interpreted using the 
same techniques that are applied to interpret decision trees and voted decision stumps. 
The question of improving the comprehensibility of trained classifiers has been previously 
studied by several authors [19, 24, 36, 48] . In particular, in [36], Friedman describes 
several techniques for interpreting voted combinations of decision trees . 
Throughout this section we will refer to the alternating decision tree shown in Figure 4.2 
which was generated for the cleve data set. This data set consists of medical diagnostics 
for a selection of patients tested for heart disease. Positive output corresponds to 'healthy' 
and negative to 'sick'. This tree was generated using the ADTree algorithm described in 
the previous section. The alternating decision tree consists of six decision nodes and has 
an average test error of 17%. As we shall see later, the voted combination of decision 
trees generated by C5.0 for this data set has an average test error of 20% and consists of 
over 400 decision nodes! 
The fact that the alternating decision tree is so much smaller already makes for easier 
interpretation. However, the main reason that alternating decision trees are easy to 
interpret is that the contribution of each decision node in the tree can be understood in 
isolation. The sum of these contributions gives the prediction and hence the classification. 
For example, for the tree in Figure 4.2, the sex = female decision node indicates that 
being female is a strong indicator against heart disease (since it gives a large positive 
contribution to the prediction) . On the other hand, the number-vessels-colored = 0 
decision node indicates that having colored vessels is a strong indicator for heart disease 
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l : thal = nonnal 2: number-vessels-colored = 0 3: chest-pain-type is asymptomatic 4: oldpeak < 2.45 
T T T 
5: cholesterol < 240.5 
F 
Figure 4.2: An alternating decision tree for the cleve data set (negative numbers 
correspond to 'sick' and positive to 'healthy'). 
(since it gives a large negative contribution to the prediction) . All of the decision nodes 
in the tree can be similarly interpreted. 
After understanding the contribution of the decision nodes in isolation we can also analyze 
the interactions between the decision nodes. Parallel decision nodes, such as the four 
nodes in the first level, are essentially independent. For example, if the thal = normal 
decision node evaluates to true then it gives a positive contribution to the final prediction 
irrespective of whether the chest-pain-type is asymptomatic decision node evaluates 
true or false. This relationship is the same as that represented by nodes in a voted 
combination of decision stumps. This sort of relationship could be represented by a 
standard decision tree, but the tree would need many more decision nodes. 
In contrast to the parallel decision nodes in the first level, the decision nodes in the second 
level depend on the evaluation of their ancestral nodes. For example, the cholesterol < 
240. 5 decision node depends on the number-vessels-colored = 0 decision node evalu-
ating true. This indicates that it is only worthwhile to check a patient's cholesterol level 
when they have colored vessels. The same reasoning holds for the sex = female deci-
sion node in relation to the chest-pain-type is asymptomatic decision node. This 
relationship is the same as that represented by nodes in a decision tree. This sort of 
relationship cannot be represented by a voted combination of decision stumps. 
In our example the root node always contributes 0.062. This small positive number 
indicates that, according to this training set, there were slightly more 'healthy' cases 
examined than 'sick' cases. This implies that before testing anything we could predict 
'healthy' with low confidence. We associate a low level of confidence with this prediction 
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because the absolute value of the prediction is small. If we evaluated further and any 
node in the tree were to contribute even a small negative value the classification would 
change. 
The final prediction is the sum of the contributions of all of the decision nodes, and this 
prediction is thresholded to give the classification. By testing the conditions for each 
decision node in the tree in a serial fashion we can view this process as the accumulation 
of evidence for or against heart disease as we proceed. If at some point during this 
process we have a sum whose absolute value is large, and the total contribution of all of 
the untested nodes is small, then we don't need to continue - the current sign of the sum 
cannot change. Although this situation is not likely to occur in our small example tree, 
it is a common occurrence in larger trees . Even if it is possible for the sign to change, 
it may require that most of the future contributions are the opposite of the sign of the 
current sum, which is unlikely. 
The fact that each decision node has a limited influence can be exploited in practice. In 
many situations we cannot evaluate all of the decision nodes, either due to some feature 
values being unknown (a common occurrence in real data) or due to time restrictions. In 
these situations we can simply consider only the reachable decision nodes whose associ-
ated predictions are large. This should not reduce the classifier's accuracy significantly 
since the nodes which are ignored have little influence on the classification. The indic_es 
printed in the left side of the decision nodes in Figure 4.2 indicate the boosting iteration 
on which the nodes were added. In general, lower indices correspond to more influential 
nodes that were added earlier in the boosting process. 
4.4 Experiments and results 
To examine the practical performance of the AD'Iree algorithm described in Section 4.2 
we ran experiments on a collection of 19 data sets taken from the UC Irvine reposi-
tory [11]. We restricted our attention to binary classification problems only. 
We compared the performance of four types of classifiers : single decision trees, voted 
combinations of decision trees, voted combinations of decision stumps and alternating 
decision trees. Single decision trees and voted combinations _of decision trees were con-
structed using the C5.0 algorithm. For voted combinations of decision trees we restricted 
C5.0 to use 10 rounds of boosting. Voted combinations of decision stumps and alternating 
decision trees were constructed using the AD'Iree algorithm of Section 4.2 . For the voted 
combinations of decision stumps AD'Iree was simply restricted to generate alternating 
decision trees with a single layer of decision nodes. 
As can be seen in Figure 4.3, AD'Iree quickly overfits for smaller data sets such as the 
cleve data set. This occurs when AD'Iree is used to build either voted combinations 
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of decision stumps or full alternating decision trees. For this reason we had to carefully 
choose when to stop the boosting process. To choose the number of boosting rounds 
we did 10-fold cross validation within the training set in each of our experiments. That 
is, each training set was randomly subdivided into 10 subsets and each subset was used 
individually for validation purposes with the remaining 9 subsets used for training pur-
poses. The results from this were then averaged. We chose as the stopping time the 
round for which the average error on the validation set was minimized. We then reran 
the algorithm on the whole training set and stopped it at the chosen iteration. 
Because of this time-consuming method for choosing the stopping iteration we tested 
ADTree using 3 runs of 10-fold cross validation. That is, each data set was randomly 
subdivided into 10 subsets and each subset was used individually for test purposes with 
the remaining 9 subsets used for training purposes. This was repeated 3 times and all of 
the results from this were averaged. We tested C5.0 by averaging over 10 runs of 10 fold 
cross-validation. 
Figure 4.3 shows two typical situations for the variation in training and test error as a 
function of boosting round for ADTree and AdaBoost decision stumps. For the cleve 
data set both algorithms reach their best performance after less then 10 boosting rounds. 
As the number of rounds increases the training error continues to decrease but the test 
error increases. To overcome this overfitting behavior, early stopping of the boosting 
algorithm is critical. The kr-vs-kp data set is much larger, which is probably the reason 
that there is almost no difference between the training and test errors. Here we see that 
ADTree reaches a very small error after about 50 rounds while the error of AdaBoost 
decision stumps remains large even after 200 iterations. This is a case in which the 
general structure of the alternating decision tree gives it an advantage. 
Table 4.1 summarizes the average size of the generated classifier for each of the four 
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Figure 4.3: Average training and test error over 200 rounds of ADTree and AdaBoost 
decision stumps on the cleve and kr-vs-kp data sets . The average stop-
ping points for ADTree and AdaBoost decision stumps are marked with 
solid vertical lines and dashed vertical lines respectively. 
4. The alternating decision tree 
Examples C5.0 AdaBoost 
Data Set & C5.0 with decision ADTree 
Features boosting stumps 
labor 57: 16 4.3 61.0 27.6 43.3 
promoters 106 : 57 16.6 134.6 133.8 309.5 
hepatitis 155 : 20 9.8 197.8 47.9 42.5 
sonar 208 : 60 14.3 197.7 463.1 338.1 
cleve 303 : 13 27.2 446.8 9.2 5.5 
ionosphere 351 : 34 13.8 216.8 51.3 299.3 
house-votes-84 435 : 16 5.8 292.2 9.1 10.2 
votel 435 : 16 10.9 360.8 19.6 9.1 
credit 690 : 15 18.3 770.2 31.1 160.3 
breast-cancer 699 : 9 12.4 346.3 48.3 135.7 
pima-indians 768: 8 22.4 821.8 56.8 14.5 
kkn 1000 : 16 7.0 50.1 10.1 5.3 
hypol 2514 : 29 6.9 235.4 33.0 23.0 
hypothyroid 3163 : 25 6.6 567.9 58.7 6.5 
sick-euthyroid 3163 : 25 13.3 1153.0 34.2 49.7 
splice 3190 : 60 109.5 2637.0 94.8 318.8 
kr-vs-kp 3198 : 36 29.2 849.4 141.4 96.3 
dis 3772 : 29 14.2 629.4 129.0 118.4 
agaricus-lepiota 8124 : 22 22.0 51.7 42.4 14.8 
Table 4.1: Summary of average classifier sizes for C5.0, C5.0 with boosting, AdaBoost 
decision stumps and ADTree on all of the examined data sets . 
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Figure 4.4: Comparisons of the average classifier sizes for _ C5.0 with boosting and Ad-
aBoost decision stumps compared to AD'Iree on all of the examined data 
sets. 
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algorithms over the 19 data sets tested. For each data set the number of examples and 
features is listed along with the average size of the generated classifier for each algorithm 
tested. For C5.0 without boosting, the size is the average of the total number of decision 
nodes, while for C5.0 with boosting, the size is the average of the total number of decision 
nodes summed over the 10 voted decision trees. For AdaBoost decision stumps and 
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ADTree, the size is simply the average number of boosting rounds which is equal to the 
number of decision nodes. 
Comparing the size of the classifiers we find that, in all but three cases, the classifiers 
generated by ADTree are much smaller then those generated by C5.0 with boosting. 
In fact, in more than half of the data sets tested, the classifier generated by ADTree 
is 5-10 times smaller than the classifier generated by C5.0 with boosting. A graphical 
comparison of the average classifier sizes for C5.0 with boosting, AdaBoost decision 
stumps and ADTree are summarized as two scatter plots in Figure 4.4. 
Table 4.2 summarizes the average test error (with standard error) for each of the four 
algorithms over the 21 data sets tested. One interesting feature of these experimental 
results is that, in general, when C5.0 performed significantly better than AdaBoost deci-
sion stumps, so did ADTree and when AdaBoost decision stumps performed significantly 
better than C5.0, so did ADTree. This demonstrates the ability of alternating decision 
trees to represent both voted combinations of decision stumps and decision trees . 
Surprisingly, in some of the data sets the best method was C5.0 without boosting. This 
is true for the house-votes-84 , hypo1, hypothyroid, sick-euthyroid and dis data 
sets and for all of these data sets the tree size is small. We have no explanation for this 
behaviour. 
C5.0 AdaBoost 
Data Set C5.0 with decision ADuee 
boosting stumps 
labor 19.9 ± 0.8 15.6 ± 0.8 13.2 ± 1.0 16.4 ± 3.4 
promoters 22.4 ± 1.1 9.5 ± 0.8 12.9 ± 1.8 11.8 ± 2.1 
hepatitis 21.0 ± 0.4 17.0 ± 0.4 17.3 ± 0.3 20.2 ± 0.6 
sonar 25.6 ± 0.8 19.3 ± 0.7 18.5 ± 2.2 19.2 ± 0.6 
cleve 27.2 ± 0.5 20.2 ± 0.5 16.5 ± 0.8 17.0 ± 0.6 
ionosphere 10.3 ± 0.3 6.7 ± 0.2 7.1 ± 0.6 6.8 ± 0.3 
house-votes-84 3.3 ± 0.1 4.0 ± 0.1 4.4 ± 0.3 3.7 ± 0.2 
votel 4.9 ± 0.2 4.3 ± 0.1 3.7 ± 0.3 4.3 ± 0.2 
credit 14.3 ± 0.3 13.5 ± 0.2 15.4 ± 0.5 15.8 ± 0.0 
breast-cancer 5.4 ± 0.1 3.9 ± 0.1 4.2 ± 0.7 4.7 ± 0.5 
pima-indians 25.5 ± 0.2 25.3 ± 0.3 25.6 ± 0.2 26.6 ± 0.2 
kkn 0.1 ± 0.0 0.1 ± 0.0 0.3 ± 0.1 0.3 ± 0.2 
hypol 0.2 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 0.4 ± 0.0 
hypothyroid 0.7 ± 0.0 0.9 ± 0.0 1.1 ± 0.0 0.8 ± 0.0 
sick-euthyroid 2.0 ± 0.0 2.3 ± 0.0 2.6 ± 0.1 2.4 ± 0.1 
splice 4.2 ± 0.0 3.7 ± 0.0 6.0 ± 0.1 4.1 ± 0.1 
kr-vs-kp 0.6 ± 0.0 0.4 ± 0.0 3.2 ± 0.0 0.4 ± 0.1 
dis 1.0 ± 0.0 1.1 ± 0.0 1.6 ± 0.0 1.2 ± 0.1 
agaricus-lepiota 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
Table 4.2: Summary of test errors (with standard error) for C5.0, C5.0 with boosting, 
AdaBoost decision stumps and ADTree on all of the examined data sets . 
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For easier comparison, the average test errors for C5.0 with boosting, AdaBoost decision 
stumps and ADTree are summarized as two scatter plots in Figure 4.5. From these plots 
it can be seen that all three algorithms are competitive, with C5.0 with boosting having a 
slight advantage. In the larger data sets C5.0 with boosting and ADTree both outperform 
AdaBoost decision stumps. In the smaller data sets, AdaBoost decision stumps generally 
outperforms both C5.0 and ADTree, probably because it is less prone to overfitting. 
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Figure 4.5: Comparisons of the average test errors for C5.0 with boosting and Ad-
aBoost decision stumps compared to ADTree on all of the examined data 
sets. 

General margin bounds for 
combined classifiers 
• • • 
In previous chapters we have seen that the generalization error of voted 
combinations of classifiers can be bounded in terms of the proportion 
of training examples with margin less than some value 0, Ps(yF(x) :::; 
0), and a complexity term depending on 1/02 and the VC dimension of 
the class of base classifiers. One way to think of these results is as a 
technique for adjusting the effective complexity of the class of combined 
classifiers by adjusting the parameter 0. Large values of 0 correspond to 
low complexity and small values to high complexity. For a large value of 0, 
Ps(yF(x) :::; 0) cannot be used to make fine distinctions between convex 
combinations in the class and consequently the effective complexity of 
the class is reduced. If we can find a convex combination in the class 
which has a small value of P s(yF(x) :::; 0) for a large value of 0, then the 
complexity term in the bound will be small and we will obtain a good 
bound on the generalization error of F. If we are forced to use a small 
value of 0 in order to reduce Ps(yF(x) :::; 0) then the complexity term 
will be large (as 0 is small) and the VC bounds will give better results . 
Since Ps(yF(x) :::; 0) = Esl(yF(x) ::; 0) , these bounds can be stated in 
terms of the sample average of l(yF(x) ::; 0), a threshold cost function 
of the training margins. From a practical standpoint, we can view these 
bounds as depending on a parameterized family of cost functions of the 
training margins. The family of cost functions is {l(yF(x) ::; 0) : 0 E 
(0, 1]}, parameterized by 0, and illustrated in Figure 5.1. To obtain 
the best possible bound for any particular convex combination F, we 
should choose the cost function by optimizing over choice of 0 in order to 
minimize the bound. In this chapter we are concerned with upper bounds 
on the generalization error involving the sample average of more general 
cost functions of the training margins. 
In Section 5.1, we give general conditions on parametrized families of 
cost functions that ensure that they can be used to give error bounds 
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Figure 5.1: Cost functions l(a ~ 0) (for 0 = 0.25, 0.5 and 0. 75) compared to the 
function l(a ~ 0) . Smaller values of 0 correspond to closer approximations 
to l(a ~ 0) . 
for convex combinations of classifiers. These cost functions are all defined as the sample 
average of some function of the margin of an example. We then prove that, with high 
probability, the generalization error of a convex combination of classifiers is no more than 
the sample average of the cost function plus a complexity term involving a complexity 
parameter and the VC dimension of the class of base classifiers. The proof uses similar 
ideas to previous proofs ( especially [60]), but is simpler. 
Then, in Section 5.2, we examine a particular family of cost functions which give improved 
upper bounds compared to existing results for convex combinations of classifiers. 
5.1 Main result 
In this section, we derive upper bounds on the generalization error of a thresholded 
convex combination of classifiers, in terms of the sample average of certain functions of 
the margin, which we call margin cost functions . These are functions mapping from the 
interval [-1 , 1] to JR+ . 
The general result derived in this section involves a family of margin cost functions, 
indexed by an integer-valued parameter N, which measures the resolution at which we 
examine the margins. A large value of N ( corresponding to high resolution and high 
effective complexity of the convex combination) gives a margin cost function that is close 
to the threshold function 1 (yF(x) ~ 0), which takes value 1 when the margin is no 
more than 0 and 0 otherwise. In this case, the sample average of the cost function is 
a close approximation of the training error. A small value of N ( corresponding to low 
resolution and low effective complexity of the convex combination) gives a larger margin 
cost function. There is a trade-off between the effective complexity (as measured by N) 
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and how much larger the margin cost function is than the function l(yF(x) ::::; 0). 
The following definition gives suitable conditions on the family of margin cost functions 
that ensure this trade-off is not violated. The particular form of this definition is not 
important; it arises from the proof technique that is used for the main theorem. In 
particular, the functions W N are only used in the analysis, and will not concern us later. 
Definition 5.1 
A family { C N : N E N} of margin cost functions is B-admissible for B 2:: 0 if for all 
N E N there is a function W N : [-1, 1] --+ [-B, B] that satisfies 
l(a::::; 0)::::; Ez~QN,a (wN(Z))::::; CN(a) 
for all a E [-1, 1], where Ez~QN,a (-) denotes the expectation when Z is chosen randomly 
as Z = (1/N) L~i Zi with Zi E {±1} and P(Zi = 1) = (1 + a)/2 . 
In the following section we show that the family of threshold cost functions defined by 
CN(a) = l(a ::::; 0) + 2e-N°2 !8 is an example of a suitable parametrized family, with 
N growing roughly as 1 / 02 . For this particular family the main result of this chapter 
reduces to Theorem 1.9. However, we shall see that better choices are possible giving 
upper bounds that improve on Theorem 1.9. 
The following theorem is the main result of this chapter and provides, for any B-
admissible family of margin cost functions, an upper bound on the generalization error 
of any convex combination of classifiers. For any choice of margin cost function C N (a) in 
the family, the bound depends on _the sample average of the chosen margin cost function 
and on a complexity term which increases with N . 
Theorem 5.1 
For any B-admissible family { C N : N E N} of margin cost functions , there exists a 
constant K, such that with probability at least 1 - 5 over the random choice of S according 
to nm, every F E co(.r) and every N > 0 satisfies 
PD(yF(x)::::; 0)::::; EsCN(yF(x)) 
+ Kif (NB2 VCdim(F) In m + ln(N(N + 1)) + ln(l/6))112 . 
Proof 
We define an approximating class for co(.r) by 
Q =:= { f1 t 9i : 9i E F} · 
t=l 
Given F(x) = Lt wtft(x) where ft E .r we define a distribution over Q via P(gi = ft) = 
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Wt. The probability of randomly choosing a G E 9 according to this distribution which 
satisfies a predicate A will be denoted by P a(A) while the expected value over random 
choice of G will be denoted by Ea. Let QN,o: be the distribution of the average of N 
independent draws from {±1} with P(Z = 1) = (1 + a)/2, as in Definition 5.1. Then 
for any fixed x and y, the distribution of yG(x) is Q N,yF(x) when G is chosen randomly 
according to the distribution defined above. 
We are now going to bound P n(yF(x) ::; 0) in terms of EsCN(yF(x)) and a complexity 
term c. By suitable choice of c we will obtain the result . 
Pnrn(:3F E co(F),N > 0: Pn(yF(x)::; 0) > EsCN(yF(x)) + Eac) 
< Pnm(:3F, N,: EnEz~QN,yF(x/wN(Z)) > EsCN(yF(x)) + Eac) 
[by the B-admissibility condition] 
P nm (:3F, N,: EaEnWN(yG(x)) > EsCN(yF(x)) + Eac) 
< p nm (:3F, N,: EaEnW N(yG(x)) > EsEz~QN,yF(x) (w N(Z)) + Eac) 
[by the B-admissibility condition] 
P nm(3F, N,: EaEnWN(yG(x)) > EaEsWN(yG(x)) + Eac) 
< Pnm(3N, GE 9: En\l!N(yG(x)) > Es\l!N(yG(x)) + c) 
This can be bounded above by 
00 L Pnm(:3G E 9: EnWN(yG(x)) > EsWN(yG(x)) + c) 
N=l 
by application of the union bound over N. 
(5.1) 
We bound this last probability in (5.1) using Lemma 1.1 with '11 = {wN(yG(x)) : GE 9}. 
For this choice of W, because w N is a fixed function, Ilw ( m) is bounded above by the 
product of the growth functions of the N choices of functions from F. Hence, (5.1) is 
bounded above by 
oo N 
4 LIT II;:-(2m)e-mc2 /2B2 . (5.2) 
N=l i=l 
Now letting 
fiii2 ( N ) 1/2 
c = y-:;;;: ln(N(N + 1)) + ln4 + ~lnII;=(2m) + ln(l/J) 
implies that (5.2) is equal to Lc:rJ=1 N( J..i. n b = b. By application of Jensen's inequality, 
fiiji 
Eac ~ y-:;;;: (ln(N(N + 1)) + ln4 + N ln I1;:-(2m) + ln(l/ 5)) 1/ 2 . 
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Finally, bounding the growth function of F via Sauer's lemma and simplifying gives the 
required result. 
• 
5.2 Cost functions 
As mentioned earlier, by appropriate choice of margin cost function we can derive The-
orem 1.9 as a specific case of Theorem 5.1. Let us consider the margin cost function 
CN(a) = l(a ~ 0) + 2e-N0 2 /8 _ 
It is straightforward to show that this family is B-admissible for B = 2 using 
W N(Z) = l(Z ~ 0 /2) + e-N0 2 /8. (5.3) 
The proof of B-admissibility essentially reduces to a proof of Lemma 2.3. This is identical 
to the requirement for the proof (from [60]) of Theorem 1.9. Theorem 1.9 is then directly 
obtained from Theorem 5.1 by using this B-admissible family and setting 
I 4 m02 l · 
N = I 05 ln VCdim(F) 
We can obtain an immediate improvement on the result of Theorem 1.9 by instead 
choosing 
CN(a) = Ez~QN,a (wN(Z)) (5.4) 
with W N(Z) defined as in (5.3). With this motivation we now consider the family 
CN(a) = Ez~QN,a ( 1 ( Z ~ J(lnN)/N)) . (5.5) 
This is essentially equivalent to using (5.4) with 0 chosen roughly as ✓(lnN)/N. We 
drop the exponential term because it is absorbed into the complexity term in the final 
result. 
Figure 5.2 compares the threshold cost function l(a ~ 0) to the cost functions CN(a) 
defined by (5.5). Notice that, for larger values of N, the cost functions CN are closer to 
the threshold function 1 ( a ~ 0), which measures training error. As N is decreased, the 
cost function CN(a) moves away from the step function, and when we use it to compare 
functions in co(F), fine distinctions become more blurred. 
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Figure 5.2: Cost functions CN(a.) (for N = 15, 50 and 200) compared to the function 
l(a. ~ 0). Larger values of N correspond to closer approximations to 
l(a.::; 0) . 
5.3 Discussion 
In this chapter we derived an upper bound on the generalization of convex combinations 
of classifiers which depends on the sample average of general cost functions of the margin 
and on a complexity term involving the complexity of the cost function and the VC 
dimension of the class of base classifiers. 
~ 
In following chapters we will investigate the practical utility of these bounds by devel-
oping and evaluating new voting methods which attempt to produce voted classifiers 
which optimize the theoretically motivated cost functions of the margin suggested by the 
analysis of this chapter. 
DOOM - Direct optimization 
of margins 
• • • 
Theorems 1.9 and 2.2 give upper bounds on the generalization error of 
voted combinations of classifiers in terms of Ps(yF(x) ~ 0), a thresh-
old cost function of the training margins. Even though voting methods 
do not explicitly minimize Ps(yF(x) ~ 0), Theorem 1.10 shows that 
AdaBoost implicitly minimizes such a cost function. Recall that Theo-
rem 1.10 guarantees that Ps(yF(x) ~ 0) decreases to zero exponentially 
quickly as boosting proceeds, provided that each base classifier generated 
by AdaBoost has weighted error smaller than ½ - 0- 1 , for some positive 
constant,. 
In Chapter 5 we presented an upper• bound on the generalization error of 
voted combinations of classifiers in terms of more general cost functions 
of the training margins. Given that AdaBoost implicitly optimizes a cost 
function of the training margins and -generalizes so well, it is natural to 
consider whether we can do better by explicitly optimizing some cost 
function of the margin. This is the main subject of the present chapter. 
In particular, we address the question: how useful are the theoretically 
motivated cost functions of Chapter 5 as error estimates? 
In this chapter we investigate the problem of minimizing these cost func-
tions by choosing an optimal set of classifier weights for an existing voted 
combination of classifiers. To overcome some severe computational dif-
ficulties, instead of considering the family described in Chapter 5, we 
consider a related family of piecewise linear cost functions . Section 6.1 
describes DOOM, a gradient descent algorithm for this purpose. In Sec-
tion 6.2, we describe experimental results with this algorithm on a se-
lection of data sets from the UC Irvine repository. These results show 
that using DOOM to adjust the weights of a voted classifier generated 
using AdaBoost typically improves the generalization performance. Cu-
mulative margin distribution plots show that in many cases the algorithm 
achieves these lower errors by sacrificing training error, in the interests of 
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reducing the new cost function . The margin distributions also suggest that the value of 
the minimum margin is not a critical factor in determining generalization performance. 
6.1 Algorithm 
We now consider how to select convex coefficients w1, ... , wr for a sequence of binary clas-
sifiers fi, . .. ,fr so that the combined classifier sign(F(x)), where F(x) = ~;'=1 Wtft(x) 
has small generalization error. At this point we do not supply a procedure for also se-
lecting the base classifiers. In all experiments we simply used the classifiers provided by 
AdaBoost, since the aim of the experiments was to investigate how useful are the error 
estimates provided by the cost functions of the previous chapter. In the next chapter, 
by considering voting methods within a more general framework, we develop procedures 
for choosing both the base classifiers and their weights in an iterative fashion. 
If we take Theorem 5.1 at face value and ignore log terms, the best error bound is obtained 
if the weights w1 , ... , wr and the complexity parameter N are chosen to minimize 
m 
,k ~ CN(YiF(x;)) + Kf!I, (6.1) 
where K, is a constant and { C N} is the family of cost functions shown in the left of 
Figure 6.1. However, there are two main difficulties with optimizing (6.1) directly. Firstly, 
the cost functions CN are very flat for negative margins, which makes things difficult for 
local methods such as gradient descent. Secondly, although Theorem 5.1 provides an 
expression for the constant K,, in practical problems this will almost certainly be an 
overestimate and so our penalty for even moderately complex models will be too great. 
To solve the first problem we bound CN above by a monotone decreasing function and 
use this upper bound as our margin cost function. We considered the use of a sigmoid as 
a bounding cost function, but the existence of local minima at ±oo caused difficulties for 
gradient descent approaches. Instead, we use the piecewise linear family of cost functions 
defined by 
{
(1.2 - ,) - ,a. for -1 :=:;a.:=:; 0 
Ca(a) = (1.2 - ,) - (1.2 - 2,)a./0 for 0 <a.:=:; 0 
,/(1 - 0) - ,a./(1 - 0) for 0 <a.:=:; 1 
for 0 E (0, 1) (as shown in the right of Figure 6.1). Note that the parameter 0 plays the 
role of the complexity parameter N in Theorem 5.1, only in this case smaller values of 0 
correspond to higher complexity classes. For all experiments, , was fixed at 0.1. 
To solve the second problem, instead of optimizing the average cost of the margins plus 
0 
u 
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Figure 6.1: Theoretically motivated cost functions CN(a) (for N = 15, 50 and 200) 
from Chapter 5 compared to piecewise linear upper bounds Ce(a) on the 
functions CN(a). Larger values of N and smaller values of 0 correspond 
to closer approximations to 1 ( a s 0). 
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a penalty term over all values of the parameter 0, we instead estimate the optimal value 
of 0 using an independent validation set. That is, for fixed values of 0 in a discrete but 
fairly dense set we select weights minimizing 
m 
¼ L Ce(Yd(xi)) (6.2) 
i=l 
and then choose the solution with smallest error on .. an independent validation set. 
Unfortunately, even with the restriction to piecewise linear cost functions, the problem 
of optimizing (6.2) is still difficult: Fortunately, the nature of this cost function makes it 
possible to find successful heuristics (which is why we chose it). 
The algorithm we have devised to optimize (6.2) is called DOOM, for Direct Optimization 
OJ Margins. DOOM is basically a form of gradient descent, with two complications: we 
have to take account of the fact that our cost function is not differentiable at O and 0, and 
we have to ensure that the weight vector lies on the unit ball in l1. Both these problems 
are addressed in DOOM, the pseudo-code of which is shown in Algorithm 6.1. 
In order to help avoid problems with local minima we actually allow the weight vector 
to lie within the l1-ball throughout optimization rather than on the l1-ball. Since an 
increase in the li-norm of the weight vector generally corresponds to a decrease in the 
value of the cost function, the weight vector tends to naturally approach the surface of 
the li-ball as the optimization proceeds. If the weight vector reaches the surface of the 
l1-ball and the update direction points out of the l1-ball, it is simply projected back to 
the surface of the l1-ball. 
To understand the algorithm's operation, firstly observe that the gradient of (6.2) is a 
constant function of the weights w = ( w 1, ... , wr) provided no example (xi, Yi) 'crosses' 
one of the discontinuities at O or 0 (i.e., provided the margin YiF(xi) of an example does 
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not cross O or 0) . Examples cannot cross the discontinuities at ±1 because the weight 
vector is constrained to lie within the l1-ball. Hence, the central operation of DOOM is 
to step in the negative gradient direction (g in Step 6) until the margin of one or more 
examples hits one of the discontinuities . The update direction g is projected where neces-
sary (Step 7) to ensure that the weight vector lies within the l1-ball. When the margin of 
one of more examples is O or 0 (i.e., when A=/= 0 in Step 4), the gradient vector becomes 
multi-valued (generally two-valued, but if more than one point hits a discontinuity simul-
taneously then 2N -valued where N is the number of points). Each of the possible gradient 
directio~s is then tested by taking a small step in that direction (Steps 13-17) . If there 
Algorithm 6.1: DOOM 
Require : 
• A set of base classifiers {f 1, . .. , fr} with each ft : X • { ± 1}. 
• A training set S = ((x1,Y1), . . . , (xm,Ym)) with each (xi,Yi) EX x {±1}. 
• A complexity parameter 0. 
• Maximum number of active constraints M. 
• E = 2 x machine precision. 
1. procedure DOOM(w, E, reset) 
2. let FW(xi) := ~r=l Wtft(xi) for i = 1, .. . , m 
3. let cost(w):= ~(xi,Yi)ES\E C0(YiFw(xi)) 
4. let A := {(xi,Yi) E S\E : Yifw(xi) = 0 or 0} 
5. if A = 0 then 
6. let g := -V wcost(w) 
7. call PROJECT(w,g, E) 
8. else 
9. let B := A 
10. .if IAI > M then 
11 . let B be a random subset of A of size M 
12. let N := IB I 
13. for each (b1, ... , bN) E { ±1 }N 
14. let g(bi , ... ,bN) := -V~1 ,···,bN)cost(w), where V~1 ,·· ·,bN) means take the left 
or right derivative at the i th example in B, according as bi is + 1 or -1 
15. call PROJECT( w, g, E) 
16. let c(bi , ... ,bN) := cost(w + Eg) - cost(w) 
17. end 
Continued overleaf .. . 
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Algorithm 6.1 continued: DOOM 
let (bi, ... , bN) := argmax(bi , ... ,bN) { c(b 1 , ••• ,bN)} 
let c := c(bi , ... ,biv) 
let g := g(bi , ... ,biv) 
if c > 0 then 
let E :=EU A 
call PROJECT( w, g, E) 
end 
end 
if jgj <Ethen 
if reset = FALSE then 
call DOOM(w,0, TRUE) 
else 
return 
else 
let 81 := argmin0 { 8: 3(xi, Yi) E S \ (EU A) : Yipw+og (xi) = 0 or 0} 
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18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
27. 
28. 
29. 
30. 
31 . 
32. 
33. let 82 be the distance to the closest face of the l 1 - ball to w, in the direction 
g (ignoring those faces which already intersect w) 
34. 
35. 
36. 
call DOOM(w + min(81 , 62)g, E, FALSE) 
end 
37. procedure PROJECT(w, g, E) 
38. Project g onto { v E ~T: \/(xi, Yi) EE, ··z}='l Vtht(Xi) = 0} 
39. Project g onto all faces of the l1-ball intersecting w 
are too many gradient directions to be tested, a random subset of them are evaluated 
(Steps 10-11). The gradient direction corresponding to the maximum decrease in cost 
(Step 18) is then used as the next update direction g. If none of the directions tested lead 
to a decrease in the cost (Step 21), the examples whose margins lie on discontinuities of 
the cost function are added to a constraint set E (Step 22). In subsequent iterations the 
same stepping procedure above is followed except that the step direction is modified to 
ensure that the examples in E do not move (i.e., they remain on the discontinuity points 
of the cost function). This is achieved for a constraint set E = {(x1, Y1), ... , (xk, Yk)} 
by projecting any update direction onto the orthogonal subspace of the space spanned 
by the vectors {(fi(x1), . . . , jy(x1)), ... , (Ji(xk), ... , fr(xk))} where Ji, ... , fr are the 
base classifiers . The procedure PROJECT performs this projection (Step 38) whilst also 
ensuring that the update direction lies along a face of the li-ball (Step 39). If no progress 
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is made in any iteration, the constraint set E is reset to zero. If still no progress is made 
the procedure terminates. 
For each of the experiments reported in the next section, to increase the chance of finding 
the glo~al minimum, the DOOM algorithm was called with 1000 random initial weight 
vectors and the solution with minimum cost was selected. 
6.2 .Experiments and results 
For the experiments presented in this section we used a selection of data sets from the 
UC Irvine repository (11]. Only binary classification problems were considered, and due 
to the computational complexity of the DOOM algorithm we restricted our attention to 
the smaller UCI data sets. All of the experiments were repeated 10 times with 80%, 10% 
and 10% of the examples randomly selected for training, validation and test purposes re-
spectively. The results were then averaged over the 10 repeats . For all of the experiments 
we used a base learner which exhaustively produces decision stumps. This ensured that 
the complexity of the base classifiers was constant. 
Each experiment consisted of the following steps. Firstly, AdaBoost was run on the 
training data to produce a sequence of base classifiers and their corresponding weights. 
The number of classifiers in the combination was chosen by running AdaBoost for a 
large number of iterations and then choosing the combined classifier from the iteration 
corresponding to minimum error on the validation set . DOOM was then run on the 
classifiers produced by AdaBoost for a large range of 0 values and 1000 random initial . 
weight vectors for each value of 0. The weight vector (and 0 value) with minimum error 
on the validation set was chosen as the final solution. 
Figure 6.2 shows cumulative training margin distribution graphs for the pima-indians, 
hepatitis, credit and cleve data sets for both AdaBoost and DOOM (with optimal 0 
chosen using an independent validation set). For a given margin the value on the curve 
corresponds to the proportion of training examples with margin less than or equal to 
this value. The test errors for both algorithms are also shown for comparison, as short 
horizontal lines at margin 0. 
There are several things worth noting about the margin distributions generated using 
DOOM as compared to those generated using AdaBoost . Firstly, they show that the 
value of the minimum training margin has no real impact on generalization performance. 
The idea of maximizing the minimum margin has been examined by Breiman (15] and 
Grove and Schuurmans (38]. Breiman presented several voting methods which provably 
maximize the minimum margin, while Grove and Schuurmans maximized the minimum 
margin explicitly by linear programming. In both cases a maximization of minimum 
margin at the expense of all other margins generally gave worse generalization perfor-
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Figure 6.2: Cumulative training margin distributions for both AdaBoost and DOOM 
for the pima-indians, hepatitis, credit and cleve data sets. The test 
errors for AdaBoosf and DOOM are marked as short horizontal lines at 
margin 0. 
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mance than AdaBoost . As can be· seen in Figure 6.2, the generalization performance of 
the combined classifier produced by DOOM can be significantly better than that of the 
classifier produced by AdaBoost, despite having dramatically worse minimum training 
margin. This clearly demonstrates that the minimum margin is not a critical factor in 
determining generalization performance. 
"' 0 
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Figure 6.3: Plot of cost¾ I"::~1 C0(yd(xi)), training and test error against 0 for both 
AdaBoost and DOOM for the hepatitis data set. 
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Secondly, the margin distributions show that there is a balance to be found between 
training error and complexity (as measured by 0). DOOM is willing to sacrifice training 
error in order to reduce complexity and thereby obtain a better training margin dis-
tribution. For instance, DOOM's training error is more than twice AdaBoost's for the 
hepatitis data set in Figure 6.2. Despite sacrificing this training error, DOOM's test 
error is more than 3% lower than that of AdaBoost 's. The reason for this success can be 
seen in Figure 6.3, which illustrates the changes in the cost function, training error, and 
test error as a function of 0. Based on the error on the validation set, the optimal value 
of 0 was 0.425. This choice of a large value of 0 indicates that the optimal complexity 
for this data set is low. For this data set, a reduction in complexity is more important 
to generalization error than a reduction in training error. The relationship between the 
cost function, training error, and test error for the cleve data set is shown in Figure 6_.4. 
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Figure 6.4: Plot of cost rk I:~1 C0(yd(xi)), training and test error against 0 for both 
AdaBoost and DOOM for the cleve data set. 
A graphical representation of the difference in test error between AdaBoost and DOOM is 
shown in Figure 6.5. The improvement in test error exhibited by DOOM over AdaBoost 
(with standard error bars) is shown for each data set . These results show that DOOM 
generally outperforms AdaBoost . 
6.3 Discussion 
In this chapter we described the DOOM algorithm, which adjusts the classifier weights 
of an existing convex combination of classifiers in order to minimize the sample average 
of a certain piecewise linear family of margin cost functions . Experiments on several of 
the data sets in the UC Irvine repository demonstrated that using DOOM to adjust the 
weights of an existing voted classifier (generated by AdaBoost) generally improved the 
generalization performance. 
The family of margin cost functions optimized by DOOM is qualitatively similar to the 
family suggested by the theoretical result of Chapter 5. The demonstrated improvement 
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Table 6.1: Summary of test errors for a single decision stump, AdaBoost decision 
stumps and DOOM decision stumps on ten UCI data sets. The best test 
error for each data set is displayed in bold face. Note that since DOOM uses 
an independent validation set to choose the cost function parameter 0, we 
are comparing it to a version of AdaBoost modified to use an independent 
validation set for early stopping. 
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Figure 6.5: Summary of average test error advantage (with standard error bars) of 
DOOM over AdaBoost on ten UCI data sets. These results are averaged 
over 10 repeats . 
in generalization performance which was obtained suggests that the cost functions of 
Chapter 5 are useful error estimates. Ho·wever , DOOM only provides a method for 
choosing the classifier weights, not the base classifiers themselves. In our experiments 
the set of base classifiers was provided by AdaBoost. It seems likely that the set of 
base classifiers generated by AdaBoost will be suboptimal insofar as minimizing our cost 
function is concerned. 
In Chapter 7 we will show that many existing voting methods can be viewed as gradient 
descent optimizers of margin cost functions within a suitable inner product space. As 
part of this new understanding of existing voting methods we will present a general 
algorithm for iteratively constructing a voted classifier ( choosing both the base classifier 
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and its weight at each iteration) to minimize the sample average of any cost function of 
the training margin. 
Then, in Chapter 8 we describe and evaluate a new algorithm, DOOM II, which is 
based on the general algorithm of Chapter 7. DOOM II iteratively constructs a voted 
combination of classifiers in order to minimize the sample average of a family of margin 
cost functions qualitatively similar to those suggested by the analysis of Chapter 5. 
A gradient descent view of 
voting methods 
• • • 
In Chapter 5 we presented improved upper bounds on the generaliza-
tion error of a voted classifier in terms of the average over the training 
data of a certain cost function of the margins. Then, in Chapter 6, we 
described experiments with an algorithm which directly minimizes a sim-
ilar cost function ~hrough the choice of weights associated with each base 
classifier. This algorithm exhibited performance improvements over Ad-
aBoost, which suggests that these margin cost functions are appropriate 
quantities to optimize. 
In this chapter, we present a general algorithm, MarginBoost, for choos-
ing a combination- of classifiers to optimize the sample average of any 
. 
cost function of the margin. MarginBoost performs gradient descent in 
function_ space, c~oosing a base classifier to include in the combination 
at each iteration so as to maximally reduce the cost function. The idea 
of performing gradient descent in function space in this way is due to 
Breiman [15]. It turns out that, as in AdaBoost, the choice of the base 
classifier corresponds to a minimization problem involving weighted clas-
sification error. That is, for a certain weighting of the training data, 
the base classifier learning algorithm attempts to return a classifier that 
minimizes the weight of misclassified training examples. 
There is a simpler and more abstract way to view the MarginBoost algo-
rithm. In Section 7.1, we describe a class of algorithms (called Any Boost) 
which are gradient descent algorithms for choosing linear combinations 
of elements of an inner product space so as to minimize some cost func-
tional. Each component of the linear combination is chosen to maximize 
a certain inner product. (In MarginBoost, this inner product corresponds 
to the weighted training error of the base classifier.) 
In Section 7.2, we show that this general class of algorithms includes as 
special cases a number of popular and successful voting methods, includ-
ing Freund and Schapire's AdaBoost [35], Schapire and Singer's extension 
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of AdaBoost to combinations of real-valued functions [61], and Friedman, Hastie and Tib-
shirani's LogitBoost [37]. That is, all of these algorithms implicitly minimize some margin 
cost function by gradient descent. 
In Section 7.3, we give convergence results for AnyBoost and its derivatives. For Margin-
Boost with a convex cost function, these results show that, with a particular choice of 
the step size, if the base classifier minimizes the appropriate weighted error then the 
algorithm converges to the global minimum of the cost function. 
7.1 Optimizing cost functions of the margin 
Although the abstract algorithms of the following section apply to many different ma-
chine learning settings, our primary interest in this chapter is the construction of voted 
combinations of classifiers of the form sign(F(x)), where 
T 
F(x) = L Wtft(x), 
t=l 
ft : X --+ { ± 1} are base classifiers from some fixed class F and Wt E IR are the classifier 
weights . 
Given a training set S = ((x1 ,yi), .. . , (xm,Ym)) of m labelled examples generated ac-
cording to D we wish to construct a voted combination of classifiers of the form described 
above so that the generalization error, Pn(sign(F(x)) -=/= y), is small. In this chapter we 
take the approach of finding voted classifiers which minimize the sample average of some 
cost function of the margin. That is , for a training set S we want to find F such that 
1 m 
C(F) = - L C(yiF(xi)) 
m i=l 
(7.1) 
is minimized for some suitable cost function C : IR --+ IR. Note that we are using the 
symbol C to denote both the cost function of the real margin yF(x), and the cost 
functional of the function F . The intended interpretation should always be clear from . 
the context. 
This choice of optimization problem is motivated by the main theorem of Chapter 5 
and the experimental results of Chapter 6. The m_ain theorem of Chapter 5 provided an 
upper bound on the generalization error of convex combinations of classifiers in terms 
of the sample average of some cost function of the margin. The experimental results of 
Chapter 6 showed that generalization error typically improved after using the DOOM 
algorithm to modify the weights of an existing voted classifier so as to minimize the 
sample average of some cost function of the margin. 
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7.1.1 AnyBoost 
One way to produce a weighted combination of classifiers which optimizes (7.1) is by 
gradient descent in function space, an idea first proposed by Breiman [15]. Here we 
present a more abstract treatment that shows how many existing voting methods may 
be viewed as gradient descent in a suitable inner product space. 
At an abstract level we can view the base classifiers f E :F and their combinations F as 
elements of an inner product space (X , (·, ·) ). In our case, Xis a linear space of functions 
that contains lin(:F), the set of all linear combinations of functions in :F, and the inner 
product is defined by 
1 m 
(F, G) := - I: F(xi)G(xi) 
m i=l 
(7.2) 
for all F, G E lin(:F). However, the Any Boost algorithms defined in this section and 
their convergence properties studied in Section 7.3 are valid for any inner product. For 
example, they will hold in the case (F, G) := J x F(x)G(x)dP(x) where Pis the marginal 
distribution on the input space generated by D . 
Now suppose we have a function F E lin( :F) and we wish to find a new f E :F to add to F 
so that the cost C(F + Ej) decreases, for some small value of E. Viewed in function space 
terms, we are asking for the 'direc;:tion' f such that C(F + Ej) decreases most rapidly. 
Viewing the cost C as a functional on lin(:F), the clesired direction is simply -VC(F), 
the negative of the functional derivative of C at F. Here, V C ( F) is the unique function 
(up to trivial translations by f EX such that 11111 = 0) such that for any f E X 
C(F + j) = C(F) + (VC(F) , f) + o(l lf 11). (7.3) 
If we assume that C is differentiable everywhere then 
VC(F)(x) := 8C(F + alx) I Ba , 
a=O 
(7.4) 
where lx is the indicator function of x. Since we are restricted to choosing our new 
function f from :F, in general it will not be possible to choose f = -VC(F) , so instead 
we search for an f with greatest inner product with -VC(F). That is , we should choose 
f to maximize 
- (VC(F), j) . 
This can be motivated by observing that (7.3) implies that, to first order in E, 
C(F + Ej) = C(F) + E (VC(F) , j) 
and hence the greatest reduction in cost will occur for the f maximizing - (VC(F), !). 
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The preceding discussion motivates Algorithm 7.1, an iterative algorithm for finding 
linear combinations F of base classifiers in F that minimize the cost C ( F). Note that 
we have allowed the base classifiers to take values in an arbitrary set Y, we have not 
restricted the form of the cost or the inner product, and we have not specified what 
the step sizes should be. Appropriate choices for these will be made when we apply the 
algorithm to more concrete situations. Note also that the algorithm terminates when 
- ('v'C(Ft_i), ft) ~ 0. That is, when the base learner[, returns a base classifier ft which 
no longer points in the downhill direction of the cost function C ( F). Thus, the algorithm 
terminates when, to first order, a step in function space in the direction of the base 
classifier returned by [, would increase the cost . This corresponds to reaching a local 
minimum of the cost functional. 
At this point we note that from a gradient descent viewpoint, we should strictly be 
choosing f to maximize - (VC(F), f /IIJII) and then choosing an appropriate step size 
for f . However, for the inner product (7.2), the induced norm, llf 11 2 = (!, !), is co~stant 
in the classification case. For the regression case ( or more general inner products), the 
convergence proofs of Section 7.3 require that the induced norm is bounded if we are 
choosing f to maximize - (V C ( F), J). 
Algorithm 7.1: AnyBoost 
Require : 
• An inner product space (X, (·, ·)) containing functions map.ping from X to a set Y 
with bounded induced norm llf 11 2 = (!, !). 
• A class of base classifiers F where lin(F) ~ X . 
• A differentiable cost functional C: lin(F) -+ JR. 
• A base learner £(F) that accepts F E lin(F) and returns f E F with a large value 
of - (VC(F), !) . 
let Fo(x) := 0 
fort:= 1 to T 
let ft := £(Ft_i) 
if - (VC(Ft_i), ft) ~ 0 then 
return Ft-l 
Choose Wt 
let Ft:= Ft-1 + wtft 
return Fr 
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7.1.2 AnyBoost.L1 
The AnyBoost algorithm can return an arbitrary linear combination of elements of the 
class of base classifiers. Such flexibility has the potential to cause overfitting. Indeed, 
Theorem 5.1 provides guaranteed generalization performance for certain classes of cost 
functions, provided the algorithm returns elements of co(.r), that is, convex combina-
tions of elements from the class of base classifiers. This consideration motivates Algo-
rithm 7.2-AnyBoost.L1 -a normalized version of Any Boost that only returns functions 
in the convex hull of the class of base classifiers .r. For convenience, we will assume that 
the class .r contains the zero function, or equivalently, that co(.r) denotes the convex 
cone containing convex combinations of functions from .r and the zero function . 
Notice that the stopping criterion of Any Boost.Li is - (VC(Ft_i), ft - Ft-1) ::; 0, rather 
than -(VC(Ft-i),ft)::; 0. To see why, notice that at every iteration Ft must lie in 
co(.r). Hence, in incorporating a new component ft, we update Ft-1 to (1- a.)Ft-1 + a.ft 
for some a E [O, l]. Hence, Ft = Ft-l + a.(ft - Ft-i) which corresponds to stepping in 
the direction corresponding to ft - Ft-l · Geometrically, - ("v C ( Ft-l), ft - Ft-l) ::; 0 
implies that the change Ft - Ft-l associated with the addition of ft is not within 90° of 
-VC(Ft-1) . 
Algorithm 7.2: AnyBoost.L1 
Require : 
• An inner product space (X, (·, •)) containing functions mapping from X to a set Y 
with bounded induced norm 11/11 2 = (J, !). 
• A class of base classifiers .r where lin( .r) ~ X. 
• A differentiable cost functional C: co ( .r) -+ Ill 
• A base learner L(F) that accepts F E co(.r) and returns f E .r with a large value 
of - (VC(F), !). 
let Fo(x) := 0 
fort:= 1 to T 
let ft := L(Ft-1) 
if - (V C(Ft-1), ft - Ft-1) ::; 0 then 
return Ft-1 
Choose Wt 
1 F Ft-1 + wtft et t := t 
I:s=l lws I 
return FT 
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7.1.3 AnyBoost.L2 
AnyBoost.L1 enforces an L1 constraint on the size of the combined classifiers returned 
by the algorithm. Although for certain classes of cost functionals we have theoretical 
guarantees on the generalization performance of such algorithms (see Chapter 5), from 
an aesthetic perspective an L2 constraint is more natural in an inner product space 
setting. In particular, we could then ask our algorithm to perform gradient descent on a 
regularized cost functional of the form 
C(F) + AIIFll 2 , 
where A is a regularization parameter, without needing to refer to the individual weights 
in the combination F (contrast with AnyBoost.L1) . 
With an L 2 rather than L1 constraint, we also have the freedom to allow the base learner 
to return general linear combinations in lin(F), instead of single classifiers in F. While 
we could modify AnyBoost .L1 so that the base learner was allowed to return general 
convex combinations in co(F), the optimal direction in which to move for AnyBoost.L1 
is in fact always a pure direction in F.- The following lemma shows that, provided F is 
negation closed (i.e. , f E F ==} - f E F), no element of co(F) will be closer to the 
negative gradient direction than the closest element of F. 
Lemma 7.1 
. 
If F is negation closed, at any iteration t of AnyBoost.L1 , for any g E co(F), 
Proof 
sup - (VC(Ft-d, f) ~ - (VC(Ft-d , g) . 
JE:F 
For any g E co(F) we can write g = Ls Vsgs for some Vs > 0 such that Ls Vs = 1. Hence, 
- (VC(F),g) = - (VC(F), Ls Vsgs) 
= - Lvs(VC(F),gs) 
s 
::; - Lvs inf (VC(F),f) 
JE:F s 
. 
= sup - (VC(F), f) . 
JE:F • 
So a base learner that produces combinations will be no more powerful than a base learner 
returning a single classifier in the L1 case. This is not true for the L2 case. In general, 
a linear combination F E lin(F) will be closer to the negative gradient direction than 
any single base classifier , hence stepping in the direction of F should lead to a greater 
reduction in the cost function , while still ensuring the overall classifier constructed is an 
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element of lin(:F). 
A base learner £ that accepts a direction G and attempts to choose an f E :F maximizing 
( G, f) can easily be converted to a base learner that attempts to choose an H E lin(:F) 
maximizing (G, H) via a procedure we call Inner Boost; the details are given in Algo-
rithm 7.3. The algorithm essentially works by iteratively combining classifiers from :F 
in order to fit the residual difference between the current combination and the target 
direction G. The output of Inner Boost would then be substituted for the output of£ in 
the AnyBoost algorithm. 
Algorithm 7.3: InnerBoost 
Require : 
• An inner product space (X, (,)) (with induced norm IIFll 2 :- (F, F)) containing 
functions mapping from X to a set Y. 
• A class of base classifiers :F where lin(:F) ~ X. 
• A differentiable cost functional C: lin( :F) --+ Ill 
• A base learner £( G) that accepts a 'direction' G E X and returns f E :F with a large 
value of (G, !). 
• A starting function Ft E lin( :F). 
let Go : = - \7 C (Ft)/ I I \7 C (Ft) 11 
let Ho:= 0 
for t' : = 1 to T' 
let Gt, := Go - Ht'-1 
let ht, := £(Gt,) 
let Ht' := aHt'-1 + f3ht', with the constraints II Ht, II = 1 and (Ht', Gt') is maximal 
if f3 = 0 then 
return Ht, 
return Hy, 
7.1.4 AnyBoost and margin cost functionals 
Since the main aim of this chapter is optimization of margin cost functionals, in this 
section we specialize the AnyBoost and AnyBoost.L1 algorithms of the previous two 
sections by restricting our attention to the inner product (7.2), the cost (7.1), and Y = 
{ ±1 }. In this case, 
v'C(F) (x) = { :yiC' (yi F (xi)) 
if X -::/ Xi, i = 1 ... m 
if X = Xi, 
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where C'(z) is the derivative of the margin cost function with respect to z. Hence, 
1 m 
- (VC(F), f) = --2 Lyd(xi)C'(yiF(xi)). 
m i=l 
Any sen·sible cost function of the margin will be monotonically decreasing and hence 
-C'(yiF(xi)) will always be positive. Dividing through by -~ I:~1 C'(yiF(xi)), we 
see that finding an f maximizing - (VC(F), f) is equivalent to finding an f minimizing 
m C'(yiF(xi)) 
-L y;f(xi) I:~1 C'(yiF(x;' .. 
i=l 
(7.5) 
Since Y = {±1}, yd(xi) is either 1 if f(xi) = Yi o~ -1 if /(xi)-/= Yi· Hence (7.5) can be 
rewritten as 
L D(i) - L D(i) = 2 L D(i) - 1, 
i:f(xi)#yi i:f(xi)=yi i:f(xi)#yi 
where D(l), ... , D(m) is the distribution on {1, ... , m} defined by 
D(i) := ~~'(~i-~(x_;)) __ . 
So finding an f maximizing - (VC(F), f) is equivalent to finding f minimizing the 
weighted error 
L D(i). 
i: f(xi)#yi 
Making the appropriate substitutions in AnyBoost yields Algorithm 7.4, MarginBoost. 
Similarly, making the appropriate substitutions in AnyBoost.L1 yields Algorithm 7.5, 
MarginBoost.L1 . 
7.2 Understanding existing voting methods 
Many of the most successful voting methods are, for the appropriate choice of cost func-
tion and step size, specific cases of the AnyBoost algorithm described above (or its 
derivatives) . 
The interpretation of AdaBoost as an algorithm which performs a gradient descent opti-
mization of the sample average of some cost function of the margins has been examined 
by several authors [15, 26, 31, 37, 56]. To see that the AdaBoost algorithm (as shown in 
Algorithm 1.1) is in fact MarginBoost using the cost function C(a) = e-a we need only 
verify that the distributions and stopping criteria are identical. From Algorithm 1.1, the 
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distribution Dt+l from AdaBoost can be written as 
IT!=l e-YiWsfs(xi) 
m IT!=l Zs 
Since Dt+l is a probability distribution then 
t m t 
m IT Zs = :z:= IT e-YiWsfs(xi) 
s=l i=l s=l 
and clearly 
t IT e-YiWsfs(xi) = e-yiFt(xi). 
s=l 
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(7.6) 
(7.7) 
(7.8) 
Substituting (7. 7) and (7.8) into (7.6) gives the MarginBoost distribution for the cost 
function C(a) = e-a. From Algorithm 1.1, the stopping criterion of AdaBoost is 
1 :z:= Dt(i) 2: 2. 
i: ft(xi)f:yi 
Algorithm 7.4: MarginBoost 
Require : 
• A differentiable cost function C: IR. --+ IR.. 
• A class of base classifiers F containing functions f : X --+ { ± 1}. 
• A training set S = ((xi, Yi), ... , (xm, Ym)) with each (xi, Yi) EX x {±1}. 
• A base learner .C(S, D) that accepts a training set Sand a distribution Don the train-
ing set, and returns base classifiers f E F with small weighted error Zi: J(xi)f:yi D ( i). 
let F0 (x) := 0 
fort:= 1 to T 
. C' (yiFt-1 (xi)) . let Dt(i) := ~m '( . . ) for i = 1, .. . ,m L...ri=l C YiFt-1 (x,i) 
let ft := .C(S, Dt) 
if Z~1 Dt(i)Ydt(xi) ~ 0 then 
return Ft-1 
Choose Wt 
let Ft:= Ft-1 + wtft 
return FT 
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This is equivalent to 
L Dt(i) - L Dt(i) ::; 0, 
i : ft(xi)=Yi i: ft(xi)#Yi 
which is identical to the stopping criterion of MarginBoost. 
Given that we have chosen ft we wish to choose Wt to minimize 
m L C(yiFt-1 (xi) + YiWtft(xi) ). 
i=l 
Differentiating with respect to Wt, setting this to O and solving for Wt gives 
_ 1 l ( I:i:ft(Xi)=Yi Dt ( i)) Wt - 2 n '°' . . 
' wi:ft(xi)#Yi Dt(i) 
This is exactly the setting of Wt used in the AdaBoost algorithm. So for this choice of 
cost function it is possible to find a closed form solution for the line search for optimal 
step size at each round. Hence, AdaBoost is performing gradient descent on the cost 
functional 
C(F) = ~ f e~y,F(x;) 
m 
i=l 
Algorithm 7.5: MarginBoost.L1 
Require: 
• A differentiable cost function C: ffi. • ffi.. 
• A class of base classifiers F containing functions f : X • { ± 1}. 
• A training set S = ( (xi, Y1), . .. , (xm, Ym)) with each (xi, Yi) E X x { ±1 }. 
• A base learner £(S, D) that accepts a training set Sand a distribution Don the train-
ing set, and returns base classifiers f E F with small weighted error I:i: f(xi)i=Yi D ( i). 
let Fo(x) := 0 
fort := 1 to T 
. C' (yiFt-1 (xi)) . let Dt(i) := m ( ) for i = 1, .. . ,m 
I:i=l C' YiFt-1 (xi) 
let ft := £(S, Dt) 
if I:~1 Dt ( i)yi [ft(xi) - Ft-1 (xi)] ::; 0 then 
return Ft-1 
Choose Wt 
1 t F ·- Ft-1 +wtft e t .- t 
I:s=l lwsl 
return Fr 
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with step size chosen by a line search. 
Schapire and Singer [61] examine AdaBoost in the more general setting where classifiers 
can produce real values in [-1, 1] indicating their confidence in { ±1 }-valued classifica-
tion. The general algorithm they present is essentially AnyBoost with the cost function 
C(yF(x)) = e-yF(x) and base classifiers f: X • [-1, 1]. They also present a base learn-
ing algorithm for decision trees which directly optimizes the exponential cost function 
of the margin at each iteration. This variant of boosting does not reduce to a gradient 
descent optimization. 
Breiman introduced the ARC-X4 algorithm [15] as an alternative to AdaBoost which 
uses an entirely different distribution over training examples. The combined classifier 
update in ARC-X4 is Ft = (Ft-l + ft) /t, while the distribution over training examples 
is approximately ( within an additive constant) 
(
t-1 ) 4 
Dt(i) = ~(1 - Yds(x;))/2 /Zt, 
where Zt is a normalization factor used to ensure that Dt is a probability distribution. 
We can rewrite this distribution as 
( 
t-1 ) 4 
Dt(i) = (t - 1) - Yi~ ~s(x;) /Zt 
(
. t-1 ) 4 
= 1 ~ ·yi L t~ifs(xi) /Zt 
s=l 
= (1 - YiFt-1 (xi) )4 / Zt , 
where Zt is appropriately redefined at each step to normalize the resulting distribution. 
This is exactly the same distribution assigned by MarginBoost for a cost function C (a) = 
(1 - a)5 . Thus, ARC-X4 is essentially MarginBoost.L1 with the cost function C(a) 
(1 - a) 5 and a constant step size of 1. 
Friedman et al. [37] gave an interpretation of AdaBoost as an approximation to maximum 
likelihood. From this viewpoint they developed a more direct approximation, LogitBoost, 
which exhibits similar performance. LogitBoost is essentially AnyBoost with the cost 
function C(a) = log2 (1 + e-2a) and step size chosen via a single Newton-Raphson step. 
In [46], Lee et al. describe an iterative algorithm for constructing convex combinations 
of basis functions to minimize a quadratic cost function. They use a constructive ap-
proximation result to prove the rate of convergence of this algorithm to the optimal 
convex combination. This algorithm is very similar to a special case of AnyBoost, with 
a quadratic cost function C(a) = (1 - a) 2 and step size decreasing at the rate 1/t. The 
difference lies in the fact that, rather than adding the basis function corresponding to 
92 7. A gradient descent view of voting methods 
Algorithm Cost function Step size 
AdaBoost [34] e-yF(x) Line search 
ARC-X4 [13] (1 - yF(x)) 5 1 
Confidence-rated AdaBoost (61] e-yF(x) Line search 
LogitBoost (37] ln(l + e-2yF(x)) Newton-Raphson 
Constructive NN algorithm (46) (1 - yF(x)) 2 1/t 
Table 7.1: Summary of existing voting methods which are essentially identical to spe-
cial cases of the Any Boost algorithm and its derivatives . 
the gradient direction at each round, the Lee et al. algorithm adds the basis function 
which actually minimizes the quadratic cost directly for a fixed step size. 
Table 7.1 summarizes the cost function and step size choices for which AnyBoost and its 
derivatives reduce to algorithms which are essentially identical to existing voting methods. 
7.3 Convergence results 
In this section we prove convergence results for the abstract algorithms AnyBoost and 
AnyBoost.L1, under quite weak conditions on the cost functio!1al C. The prescriptions 
given for the step sizes Wt in these results are for convergence guarantees only: in practice 
they will almost always be smaller than necessary, hence fixed small steps or some form 
of line search should be used. 
Throughout this section we are interested in the limiting behaviour of Any Boost ( and its 
derivatives) and thus assume that the algorithms do not terminate after some fixed num-
ber of iterations T ( although the algorithms can terminate due to internal termination 
conditions) . 
7.3.1 Convergence of AnyBoost 
The following theorem supplies a specific step size for Any Boost and characterizes the 
limiting behaviour with this step size. 
Theorem 7.2 
Let C: lin(F) -+ JR be any lower bounded, Lipschitz differentiable cost functional (that is, 
there exists L > 0 such that ll"vC(F) - "vC(F') II :s; LIIF- F'II for all F, F' E lin(F)}. Let 
Fi , F2, ... be the sequence of combined classifiers generated by the AnyBoost algorithm, 
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using step sizes 
(v7C(Ft-d, ft) 
Wt:= Lllftll 2 (7.9) 
Then AnyBoost either terminates at some iteration t with - (v7C(Ft-d, ft) ::; 0, or C(Ft) 
converges to some finite value C*, in which case 
lim (v7C(Ft-d, ft) = 0. 
t• oo 
Proof 
First we need a general lemma. 
Lemma 7.3 
Let (X, (,)) be an inner product space with squared norm IIFll 2 := (F, F) and let C: X • 
~ be a differentiable functional with IIVC(F) - v7C(F')II ::; LIIF-F'II for all F, F' EX. 
Then for any w > 0 and F, G E X , 
Lw2 C(F + wG) - C(F)::; w (v7C(F), G) + - 2-IIGll
2
• 
Proof 
Define g: ~ • ~by g(w) := C(F: + wG). Then g'(w) = (VC(F + wG), G) and hence 
lg'(w) - g'(0)I = l(v7C(F + wG) - v7C(F), G)I 
Thus, for w > 0, 
which implies 
:s; llv7C(F + wG) - v7C(F) 11 IIGII by Cauchy-Schwartz 
::; LwllGll 2 by Lipschitz continuity of v7C. 
g'(w) ::; g'(0) + LwllGll 2 = (VC(F), G) + LwllGll 2 
g(w) - g(O} = law g'(a}da 
'.': law ('vC(F} , G) + LallGll 2 da 
= w ('vC(F), G) + L;
2 
IIGll2 . 
Substituting g(w) = C(F + wG) on the left hand side gives the result. 
Now we can write: 
C(Ft-d - C(Ft) = C(Ft-d - C(Ft-1 + wtft) 
• 
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Lwrll!tll 2 ~ -Wt (v'C(Ft_i), ft) - .. by Lemma 7.3 . 
If llftll = 0 then (v'C(Ft-i), ft) = 0 and Any Boost will terminate. Otherwise, the 
greatest reduction occurs when the right hand side is maximized. That is, when 
Wt= 
(v'C(Ft-i), ft) 
Lllftll 2 
which i~ the step size in the statement of the theorem. Thus, for our stated step size, 
C(Ft_i) - C(Ft) ~ (v'C(Ft-d, ft)2 
2Lllftll 2 (7.10) 
If - (v'C(Ft-i), ft) :::; 0 then Any Boost terminates. Otherwise, since C is bounded below, 
C(Ft_i)-C(Ft) • 0 which implies (v'C(Ft-d, ft) /llftll • 0. Since our norm is bounded 
this implies that (v'C(Ft-d, ft) • 0. • 
The next theorem shows that if the base learner can always find the best base classi-
fier ft E F on each round of Any Boost, and if the cost functional C is convex, then 
any accumulatio~ point F of the sequence F1 , F2, ... generated by Any Boost with step 
sizes given by (7.9) is guaranteed to be a global minimum. It is convenient to assume 
that the class of base classifiers F is negation closed, which means f E F implies 
- f E F. In this case, a function ft that maximizes - (v'C(Ft-d, ft) always satisfies 
- (v'C(Ft-d, ft) ~ 0. For ease of exposition, we have assumed that rather than ter-
minating when - (v'C(Ft-d, ft) == · 0, Any Boost simply continues to return Ft for all 
subsequent iterations t. 
Theorem 7.4 
Let C: lin( F) • IR be a convex cost functional with the properties in Theorem 7. 2, and let 
F1, F2,... be the sequence of combined classifiers generated by the AnyBoost algorithm 
with step sizes given by (7.9). Assume that the class of base classifiers F is negation 
closed and that on each round the AnyBoost algorithm finds a function ft maximizing 
- (v'C(Ft_i), ft). Then the sequence Fi, F2, . .. satisfies 
lim sup - (v'C(Ft), f) == 0, 
t• oo JE:F 
and any accumulation point F of Ft satisfies 
C(F) = inf C(G). 
GElin(:F) 
Proof 
(7.11) 
(7.12) 
Equation (7.11) follows immediately from Theorem 7.2. For the proof of (7.12) we need 
the following more general lemma: 
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Lemma 7.5 
Let C be a differentiable convex cost functional on an inner product space ( X, (,)) with 
norm IIFll 2 = (F, F). Let M be any linear subspace of X and let M1- denote the perpen-
dicular subspace to M (M1- ={GE X: (G,F) = 0 VF EM}). If FEM satisfies 
'JC(F) E M1-
then 
C(F) = inf C(G). 
GEM 
Proof 
Consider G E M. By the convexity of C, for all O ~ E ~ 1, 
C((l - E)F + EG) ~ ((1 - E)C(F) + EC(G)). 
This can be rewritten as 
C ( F + E ( G - F)) ~ C ( F) + E ( C ( G) - C ( F)), 
which implies that, by definition of VC(F), 
C(F) + E (G - F, 'JC(F)) + o(IIE(G - F)II) ~ C(F) + E(C(G) - C(F)). 
Dividing through by E and taking the limit as E -+ 0 yields, 
(G - F, 'JC(F)) ~ C(G) - C(F) . 
Since G - FEM and 'JC(F) E M1-, this implies C(G) ~ C(F). • 
Now let F be an accumulation point of Ft. By Lipschitz continuity of VC(F) and (7.11), 
sup - (VC(F), J) = 0, 
JE:F 
which by the negation closure of :F implies ('JC(F), J) = 0 for all f E :F, hence 'JC(F) E 
lin(:F)J_. Thus F E lin(:F) and 'JC(F) E lin(:F)J_, which by Lemma 7.5 implies (7.12). D 
7.3.2 Convergence of AnyBoost.L1 
The following theorem supplies a specific step size for Any Boost.Li and characterizes the 
limiting behaviour under this step size regime. 
Theorem 7.6 
Let C be a cost function as in Theorem 7. 2. Let F 1 , F2 , . . . be the sequence of combined 
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classifiers generated by the AnyBoost.LI algorithm, using step sizes 
Wt:= Lllft - Ft-Ill 2 + ('v'C(Ft_i), ft - Ft- I). 
- ('v'C(Ft_i), ft - Ft-I) (7.13) 
Then AnyBoost.LI either terminates at some iteration t with - ('v'C(Ft_i), ft - Ft-I) :s; 
0, or C(Ft) converges to some finite value C*, in which case 
lim ('v'C(Ft_i), ft - Ft-I) = 0. 
t-+oo 
Proof 
Note that the step sizes Wt are always positive. In addition, if the Wt are such that 
I:!=I w 8 < 1 for all t then limt• oo Wt = 0 and clearly the second case above will apply. 
So without loss of generality assume I:!::i w 8 = 1. Applying Lemma 7.3, we have: 
C(Ft_i) - C(Ft) = C(Ft_i) - C (Ft-I +wtft) 
1 +wt 
= C(Ft_i) - C (Ft-I + ----3!!..!_ (ft - Ft-I)) 1 +wt 
[ ] 
2 Wt L Wt 2 ~ ---('v'C(Ft-i),ft - Ft-I) - - -- 11ft - Ft-Ill . 1 + Wt 2 1 + Wt (7.14) 
If - ('v'C(Ft-I), ft - Ft-I) :s; 0 then the algorithm terminates. Otherwise, the right hand 
side of (7.14) is maximized when 
-:- ('v'C(Ft_i), ft - Ft-I) 
Wt= 
Lllft - Ft-I 11 2 + ('v'C(Ft_i), ft - Ft-I) 
which is the step size in the statement of the theorem. Thus, for our stated step size, 
C(F, ) _ C(F,) > ('v'C(Ft-I), ft - Ft-I) 2 
t-I t - 2Lllft - Ft-I 11 2 ' 
which by the lower-boundedness of C implies ('v'C(Ft-I), ft - Ft-I) /llft - Ft-I II • 0. 
Since our norm is bounded this implies that ('v'C(Ft_i),ft - Ft-I) • 0. D 
The next theorem shows that if the base learner can always find the best base classi-
fier ft E :F on each round of Any Boost.LI, and if the cost function C is convex, then 
Any Boost.LI is guaranteed to converge to the global minimum of the cost. As with Theo-
rem 7.4, we have assumed that rather than terminating when - ('v'C(Ft-i), ft - Ft-I) :s; 
0, AnyBoost.LI simply continues to return Ft for all subsequent iterations t. 
Theorem 7.7 
Let C be a convex cost function with the properties in Theorem 7. 2, and let Fi, F2, ... 
be the sequence of combined classifiers generated by the AnyBoost.LI algorithm using the 
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step sizes in (7.13) . Assume that the class of base classifiers :F is negation closed and 
that on each round AnyBoost.Li finds a function ft maximizing - (VC(Ft_i), ft - Ft-i). 
Then 
lim sup - (VC(Ft), f - Ft) = 0, 
t-+oo JE:F 
and any accumulation point F of the sequence Fi, F2, . . . satisfies 
C(F) = inf C(G), 
GEco(:F) 
where co(:F) is the set of all convex combinations of classifiers from :F. 
Proof 
(7.15) 
(7.16) 
Equation (7.15) follows immediately from Theorem 7.6. Now let F be an accumulation 
point of Ft. By (7.15) and continuity of VC(F), for all f E F, 
(VC(F), f - F) = 0, 
or equivalently (VC(F), J) = (VC(F), F) for all f E F. Using the same argument as in 
the proof of Lemma 7.5, any G E_co(F) has 
(G - F, VC(F)) ~ C(G) - C(F). 
But because :Fis negation closed, we can write G = LWdi where all Wi are positive and 
LWi = 1. Then 
(G - F, VC(F)) = L wi (Ji, VC(F)) - (F, VC(F)) = 0. 
It follows that C(G) 2 C(F). • 
7.4 Discussion 
In this chapter we presented an abstract gradient descent algorithm, AnyBoost, for gen-
erating linear combinations of elements of an inner product space which optimize a cost 
functional, and a related algorithm, Any Boost.Li, for generating convex combinations. 
For convex cost functionals, we gave prescriptions for the step sizes in these algorithms 
guaranteeing convergence to the linear or convex combination corresponding to the global 
minimum of the cost functional. For cost functionals which are nonconvex, like those mo-
tivated by the main result of Chapter 5, these results only guarantee convergence to a 
local minimum. 
For cost functions depending only upon the margins of the classifier on the training 
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set, AnyBoost and AnyBoost.L1 become MarginBoost and MarginBoost.L1. We showed 
that many existing algorithms for combining classifiers can be viewed as special cases of 
MarginBoost.L1; each algorithm differing only in its choice of margin cost function and 
step size. In particular, AdaBoost is MarginBoost.L1 with e-o: as the cost function of 
the margin a, and with a step size equal to the one that would be found by a line search. 
In the next chapter we examine the performance of a new algorithm, DOOM II, which 
combines the margin cost functions suggested by the theoretical result of Chapter 5 with 
a derivative of the MarginBoost.L1 algorithm. 
DOOM II 
• • • 
In Chapter 5, we presented a result bounding the error of a convex com-
bination of classifiers in terms of the sample average of certain cost func-
tions of the margin. The cost functions suggested by this result are sig-
nificantly different from the cost functions that are implicitly minimized 
by the voting methods described in Section 7.2. 
In this chapter we describe a new algorithm, DOOM II, which combines 
the gradient descent optimization procedures of Chapter 7 with the cost 
functions suggested by the main theoretical result of Chapter 5. The 
details of the DOOM II algorithm are presented in Section 8.1, while 
in Section 8.2 we present experimental results showing that DOOM II 
typically outperforms AdaBoost, and that this is especially true with 
. 
label noise. In addition, we show that the theoretically motivated cost 
functions provide . good estimates of the error of AdaBoost, in the sense 
that they can be used to predict its overfitting behaviour. 
8.1 Algorithm 
Given the theoretical motivations described in Chapters 5 and 7 we pro-
pose a new algorithm, DOOM II; the details are given in Algorithm 8.1. 
DOOM II is essentially a derivative of MarginBoost.L1 using the cost 
function C(o:) = (1 - tanh(.\o:))/2, where,\ is an adjustable parameter 
of the cost function. This family of cost functions (parameterized by ,\) 
is qualitatively similar to the family CN(o:) (parameterized by N) which 
was suggested by the main theoretical result of Chapter 5. These families 
are shown in Figure 8.1. We do not use the functions CN(o:) directly as 
our cost functions because in practice they may cause difficulties for the 
gradient descent procedure as they are very flat for negative margins. 
Using the family of sigmoid cost functions alleviates this problem. 
DOOM II can thus be viewed as procedure for gradient descent optimiza-
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tion of 
1 m 
- 2)1 - tanh(,,\yiF(xi)))/2, 
m 
(8.1) 
i=l 
where F is restricted to be a convex combination of classifiers from some base class F . 
Henceforth we will refer to (8.1) as the normalized sigmoid cost function (normalized 
because the .weights are normalized so Fis a convex combination) . 
Choosing a value of,,\ corresponds to choosing a value of the complexity parameter Nin 
Theorem 5.1. It is a data dependent parameter which measures the resolution at which 
we examine the margins. A large value of,,\ corresponds to a high resolution and hence 
high effective complexity of the convex combination. Thus, choosing a large value of 
,,\ amounts to a belief that a high complexity classifier can be used without overfitting. 
Conversely, choosing a small value of ,,\ corresponds to a belief that a high complexity 
classifier can avoid overfitting only if it has large margins. 
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u 
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Figure 8.1: Theoretically motivated cost functions CN(a) (for N = 15, 50 and 200) 
from Chapter 5 compared to the sigmoid cost functions (1 - tanh(.-\a))/2 
(for .,\ = 2, 5 and 15) used in DOOM IL Larger values of N and .,\ corre-
spond to closer approximations to 1 ( a ~ 0) . 
AdaBoost had been perceived to be resistant to overfitting even though it can produce 
combinations involving very large numbers of classifiers. However, recent studies have 
shown that this is not the case, even for base classifiers as simple as decision stumps. 
Grove and Schuurmans [38] demonstrated that running AdaBoost for hundreds of thou-
sands of rounds can lead to significant overfitting. Also, a number of authors [9, 22, 47, 57] 
showed that, by adding label noise , overfitting can be induced in AdaBoost even with 
relatively few classifiers in the combination. 
Figure 8.2 compares the sigmoid cost function of DOOM II with the exponential cost 
function of AdaBoost and the logit cost function of LogitBoost . Notice that unlike the 
exponential and logit functions, the sigmoid function is nonconvex and for large negative 
margins is significantly smaller. The value of the sigmoid cost function will not increase 
significantly when an example with a large negative margin has its margin decreased. 
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Figure 8.2: Comparison between the sigmoid, exponential and logit cost functions. 
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This allows DOOM II, unlike both AdaBoost and LogitBoost, to 'give up' on examples 
with large negative margins ( and thus be more robust to label noise). This conclusion is 
supported by the experimental results presented in Section 8.2. 
In the implementation of DOOM II described we are using a fixed small step size E (for 
all of the experiments E = 0.05). In practice the use of a fixed E could be replaced by a 
line search for the optimal step size at each round. 
It is worth noting that since the li-norm of the classifier weights is fixed at 1 for each 
iteration and the cost function _has the property that C(-a) = 1 - C(a), the choice 
of>. is equivalent to choosing the Li-norm of the weights while using the cost function 
C(a) = (1 - tanh(a))/2 . . 
Given that the normalized sig:rrioid cost function is nonconvex the DOOM II algorithm 
will suffer from problems with local minima. In fact, the following result shows that for 
cost functions satisfying C(-a) = 1 - C(a), the MarginBoost .L1 algorithm will strike a 
local minimum at the first step. 
Lemma 8.1 
Let C: R • R be any cost function satisfying C(-a) = 1-C(a) . If MarginBoost.L1 can 
find the optimal base classifier Ji at the first time step, it will terminate at the next time 
step, returning h . 
Proof 
Let us assume without loss of generality that C'(0) < 0. With F0 = 0, (VC(Fo), J) = 
C'(0)¾ I:~1 yif(xi) and so by assumption, Ji will satisfy 
m m 
L, Yd1 (xi) = inf L, yd (xi) 
i=l /E:F i=l 
and F1 = Ji . Now C(-a) = 1 - C(a) ===} C'(-a) = C'(a), and since Ji only takes 
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Algorithm 8.1: DOOM II 
Require: 
• A class of base classifiers F containing functions f : X • { ± 1}. 
• A training set 8 = ((xi, Y1), ... , (xm, Ym)) with each (xi, Yi) EX x {±1}. 
• A base learner £(8, D) that accepts a training set 8 and a distribution Don the train-
ing set, and returns base classifiers f E F with small weighted error Li: J(xi)=I-Yi D(i). 
• A fixed small step size E. 
• A complexity parameter A. 
Let Fo := 0 
fort:= 1 to T 
L D ( .) ·- 1 - tanh
2 (AyiFt+1(xi)) 
et t 2 .- m 2 
Li=l (1 - tanh (AyiFt+1 (xi))) 
Let ft:= £(8, Dt) 
for i = 1, ... , m 
if :Z::::~1 Dt(i)[ydt(xi) - YiFt-1 (xi)] :S O then 
return Ft-1 
Let Wt:= E 
L D Ft-1 +wtft et rt:= -~t---
Ls=l lwsl 
return Fr 
values in { ±1 }, we have for any f: 
m 
(VC(Fi), f - F1) = C'(l)¾ LYi(J(xi) - h(xi)). 
i=l 
Thus, for all f E F, - (VC(F1), f - Fi) :S O and hence MarginBoost.L1 will terminate, 
returning Ji. • 
A simple technique for avoiding this local minimum is to apply some notion of randomized 
initial conditions to the gradient descent procedure. Either the initial margins could be 
randomized or a random initial classifier could be chosen from F. Initial experiments 
showed that both these techniques are somewhat successful, but could not guarantee 
avoidance of the single classifier local minimum unless many random initial conditions 
were tried ( a computationally intensive prospect). 
A more principled way of avoiding this local minimum is to remove Ji from F after 
the first round and then continue the algorithm returning Ji to F only when the cost 
goes below that of the first round. Since Ji is a local minimum the cost is guaranteed 
to increase after the first round. However, if we continue to step in the best available 
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direction (the flattest uphill direction) we should eventually 'crest the hill ' defined by 
the basin of attraction of the first classifier and then start to decrease the cost . Once 
the cost decreases below that of the first classifier we can safely return the first classifier 
to the class of available base classifiers. Of course, we have no guarantee that the cost 
will decrease below that of the first classifier at any round after the first. In practice, 
however, this is not a problem except for very small values of,\ where the cost function 
is almost linear over [-1, 1] (in which case the first classifier corresponds to a global 
minimum anyway) . 
8.2 Experiments and results 
To compare the performance of DOOM II and AdaBoost a series of experiments were 
carried out on a selection of data sets taken from the UC Irvine repository [11] . We only 
considered binary classification problems. All of the experiments were repeated 100 times 
with 80%, 10% and 10% of the examples randomly selected for training, validation and 
test purposes respectively. The results were then averaged over the 100 repeats . For all 
of the experiments we used a base learner which exhaustively produces decision stumps. 
This fixed the complexity of the class of base classifiers and thus avoided any problems 
with the complexity of the combined classifier being dependent on the actual classifiers 
produced by the base learner. · 
. 
For AdaBoost, the validation set was used to perform early stopping. AdaBoost was run 
for 2000 rounds and then the combined classifier was chosen from the round corresponding 
to minimum error on the validation set . For DOOM II, the validation set was used to 
set the data dependent complexity parameter ,\ . DOOM II was run for 2000 rounds 
with ,\ = 2, 4, 6, 10, 15 and 20 and the optimal ,\ was chosen to correspond to minimum 
error on the validation set after 2000 rounds. The typical behaviour of the test error as 
DOOM II proceeds is shown in Figure 8.3 for various values of ,\ . For small values of 
,\ the test error converges to a value much worse than AdaBoost's test error. As ,\ is 
increased to the optimal value the test errors decrease. In the case of the sonar data set 
used in Figure 8.3 the test errors for AdaBoost and DOOM II with optimal,\ are similar. 
Of course, with AdaBoost's adaptive step size it converges much faster than DOOM II 
(which uses a fixed step size). 
AdaBoost and DOOM II were run on nine data sets to which varying levels of label noise 
had been applied. A summary of the experimental results is provided in Table 8.1. The 
attained test errors are shown for each data set for a single decision stump, AdaBoost 
applied to decision stumps and DOOM II applied to decision stumps with 0%, 5% and 
15% label noise. A graphical representation of the difference in test error between Ad-
aBoost and DOOM II is shown in Figure 8.4. The improvement in test error exhibited 
by DOOM II over AdaBoost (with standard error bars) is shown for each data set and 
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Figure 8.3: Test error for the sonar data set over 10000 rounds of AdaBoost and 
DOOM II with A = 2, 4 and 10. 
noise level. These results show that DOOM II generally outperforms AdaBoost and that 
the improvement is generally more pronounced in the presence of label noise. 
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18.0 12.1 29.7 12.4 26.4 
17.5 9.0 27.9 8.6 13.9 
17.0 8.0 27.9 7.1 12.1 
25.1 20.3 34.2 21.0 31.1 
25.1 18.6 33.3 18.3 22.2 
24.7 17.6 33.1 17.1 20.3 
Table 8.1: Summary of test errors for a single decision stump, AdaBoost decision 
stumps and DOOM II decision stumps with varying levels of label noise 
on nine UCI data sets. The best test error for each data set is displayed in 
bold face. Note that since DOOM II uses an independent validation set to 
choose the cost function parameter >., we are comparing it to a version of 
AdaBoost modified to use an independent validation set for early stopping. 
The effect of using the normalized sigmoid cost function rather than the exponential cost 
function is best illustrated by comparing the cumulative margin distributions generated 
by AdaBoost and DOOM II. Figure 8.5 shows comparisons for two data sets with 0% 
and 15% label noise applied. For a given margin, the value on the curve corresponds to 
the proportion of training examples with margin less than or equal to this value. These 
curves show that in trying to increase the margins of negative examples AdaBoost is 
willing to sacrifice the margin of positive examples significantly. In contrast, DOOM II 
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Figure 8.4: Summary of average test error advantage (with standard error bars) of 
DOOM II over AdaBoost with varying levels of noise on nine UCI data 
sets. These results are averaged over 100 repeats. 
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'gives up' on examples which have a large negative margin in order to reduce the value 
of the cost function. 
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Figure 8.5: Cumulative training margin distributions for both AdaBoost and DOOM II 
with 0% and 15% label noise for the breast-cancer and splice data sets. 
Given that AdaBoost suffers from overfitting and minimizes an exponential cost function 
of the margins, this cost function certainly does not relate to test error. How does the 
value of our proposed cost function correlate with AdaBoost's test error? The theoretical 
bound suggests that for ·the 'right' value of the data dependent complexity parameter .,\ 
our cost function and the test error should be closely correlated. Figure 8.6 shows the 
variation in the normalized sigmoid cost function, the exponential cost function and the 
test error for AdaBoost for four UCI data sets over 10000 rounds. As before, the values 
of these curves were averaged over 100 random train/validation/test splits. The value of 
.,\ used in each case was chosen by running DOOM II for various values of.,\ and choosing 
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the ,\ corresponding to minimum error on the validation set. These curves show that 
there is a strong correlation between the normalized sigmoid cost (for the right value of 
-\) and AdaBoost's test error. In all four data sets the minimum of AdaBoost's test error 
and the minimum of the normalized sigmoid cost very nearly coincide. In the sonar and 
labor data sets AdaBoost 's test error converges and overfitting does not occur. For these 
data sets both the normalized sigmoid cost and the exponential cost converge, although 
in the case of the sonar data set the exponential cost converges significantly later than 
the test error. In the cl eve and vote 1 data sets AdaBoost initially decreases the test 
error and then increases the test error (as overfitting occurs). For these data sets the 
normalized sigmoid cost mirrors this behaviour, while the exponential cost converges to 
zero. 
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Figure 8.6: AdaBoost test error, exponential cost and normalized sigmoid cost over 
10000 rounds of AdaBoost for the sonar, cleve, labor and vote1 data 
sets. Both costs have been scaled in each case for easier comparison with 
test error. 
To verify that the choice of step size has little effect on the generalization performance 
of these gradient descent procedures we compare AdaBoost to a modified version using 
fixed step sizes, called c:-AdaBoost. In c:-AdaBoost, the first classifier is given weight 1 
and all others thereafter are given weight c. A comparison of the test errors of both of 
these algorithms for various values of c is shown in Figure 8. 7. As expected, changing 
the value of the fixed step size c simply translates the test error curve on the log scale 
and does not significantly alter the minimum test error. 
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Many authors have recently described other techniques for directly optimizing margins 
(and related quantities). In [57], Ratsch, Onoda and Miiller show that versions of Ad-
aBoost modified to use regularization are more robust for noisy data. Friedman, Hastie 
and Tibshirani [37] and Friedman [36] describe general additive models for regression 
and classification using various cost functions and present specific cases for voted deci-
sion trees. Duffy and Helmbold [26] have developed two algorithms ( GeoLev and GeoArc) 
which attempt to produce combined cl~sifiers with ·uniformly large margins on the train-
ing data. In [32], Freund describes a boosting algorithm which uses example weights 
similar to those suggested by the main theoretical result of Chapter 5. Ratsch et al. [58] 
have developed two algorithms (RoBoost and v-ARC, based on AdaBoost and Breiman's 
ARC-GV [15] respectively) which attempt to optimize a margin cost function on all but 
a fixed proportion of the training data. 

Discussion and Conclusions 
• • • 
The work in this thesis can be divided into two main areas . 
Firstly, we have derived new upper bounds on the generalization error of 
several popular classes of classifiers which can be represented as convex 
combinations, including general voted combinations of classifiers, deci-
sion trees and voted combinations of decision trees. These bounds are 
qualitatively different from those that follow from existing VC theory 
and depend on the distribution of the margins of the training examples. 
These bounds can be considerably smaller than existing results when 
most training examples are classified with a large margin. This shows 
that existing structural complexity measures for classifiers (such as the 
number of nodes- in a decision tree or the number of classifiers in a voted 
combination) are not always the most appropriate in determining their 
generalization error, and that measures of complexity that depend on the 
training ·data can sometimes provide a more accurate measure of classifier 
performance. These bounds may further help to explain the qualitative 
performance of classifiers which can be represented as convex combina-
tions. 
Secondly, we have presented a new understanding of voting methods and 
developed new algorithms which outperform existing techniques for pro-
ducing voted combinations of classifiers. By viewing voting methods 
within an abstract framework for performing gradient descent on cost 
functionals within an inner product space, we have seen that many exist-
ing voting methods are gradient descent optimizers of margin cost func-
tions. In particular, the popular AdaBoost algorithm can be viewed as 
a procedure for producing voted classifiers which minimize the sample 
average of an exponential cost function of the training margins. Al-
though AdaBoost is remarkably successful in practice, it can suffer from 
overfitting, particularly in high noise situations. AdaBoost 's exponen-
tial cost function often places too much emphasis on examples with large 
negative margins. The new algorithms we have presented attempt to 
optimize more sensible cost functions motivated by our new bounds on 
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the generalization error of convex combinations of classifiers. Experimental results have 
demonstrated that these algorithms generally outperform AdaBoost, particularly in the 
presence of label noise. 
9.1 Further work 
This work leaves several interesting questions unanswered. 
Bounds on the generalization error of combined classifiers 
Although the theoretical bounds derived help to explain the empirical performance of 
voting methods, the actual performance is still much better than these bounds would 
suggest . Proving tighter bounds is an important open problem. 
It seems likely that the techniques used in Chapter 5 to derive upper bounds for convex 
combinations of classifiers in terms of general cost functions of the margin could be 
applied to specific classes of base classifiers. In particular, the results of Chapters 2 
and 3 for decision trees and combinations of decision trees could perhaps be simplified 
and generalized in terms of more general cost functions of the margin. 
Obtaining lower bounds on the generalization error of convex combinations of classifiers 
in terms of general cost functions of the margin would provide further evidence that these 
bounds are capturing the important factors which govern generalization error. 
Multi-class classification and regression 
The theoretical results discussed in Chapters 2, 3 and 5 deal only with binary classifica-
tion. Extensions of these results to the multi-class case can be obtained using techniques 
similar to those described in [60). It seems likely that these results can be further gener-
alized to handle general cost functions on the distribution ( other than the generalization 
error) as well as general cost functions on the training set . 
The general Any Boost algorithm described in Chapter 7 makes no restrictions on the 
label set Y and as such can be applied to multi-class classification and even regression. 
Suitable choices for cost functions in these more general settings is an open problem. For 
interesting work in this area see [36, 37). 
Decision trees 
A better understanding of the complexity of decision trees is still required, the ultimate 
goal being development of new algorithms which take advantage of these new measures 
9. Discussion and Conclusions 111 
of complexity. Further analysis of the distribution of training examples over leaves in 
practical experiments may provide new insights. Theoretically, the analysis seems weaker 
than it could be. The representation of decision trees as thresholded convex combinations 
of leaf functions is convenient, but somewhat artificial. 
An alternative approach to understanding decision trees in terms of boosting is presented 
in [23, 42]. 
Alternating decision trees 
There is much work to be done before alternating decision trees can be considered a 
practical alternative to existing methods. Firstly, the method of construction is cur-
rently very computationally intensive. Friedman et al. [37] describe a technique called 
weight trimming for reducing the size of the training set used at each iteration of the 
AdaBoost algorithm. This technique, combined with methods for using sub-optimal 
splits and cached splits could easily be applied to the algorithm to give significant speed 
improvements. Secondly, the generalization performance of alternating decision trees is 
not as good as might be expected. It seems that the voting method used may not be 
taking full advantage of the power of the class of alternating decision trees . Applying 
the MarginBoost algorithm with alternative cost functions to the building of alternating 
decision trees may give improved results . 
AnyBoost 
The optimization of the nonconvex margin cost functions suggested by the theoretical 
analysis of Chapter 5 has proven to be difficult. Whether such effort is worthwhile 
is unclear. An extensive experimental comparison of MarginBoost with various cost 
functions (both convex and nonconvex) and other regularized voting methods [32, 57, 58] 
is needed to answer this question. 
The AnyBoost.£2 algorithm is only briefly discussed in this work. Obtaining theoret-
ical results for the case where the combination of classifiers has an £ 2 rather than L1 
constraint would be worthwhile given that the £ 2 constraint is more natural in an inner 
product space setting. One important practical advantage of an L2 constraint is that it 
allows for base learners to return general linear combinations of base classifiers at each 
iteration. In Chapter 7 we described the InnerBoost algorithm, which converts a base 
learner returning a single base classifier to a base learner returning linear combinations 
of base classifiers. Further experimental analysis is needed to evaluate whether this gives 
any significant improvement in convergence time. 
The generality of the AnyBoost algorithm means that it can be applied to any inner 
product space, not just spaces of functions. This opens up the possibility of applying 
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boosting techniques to many other machine learning problems. 
Complexity of the base classifiers in voted combinations 
All of the voting method experiments presented in this thesis used decision stumps as base 
classifiers. Recent results (15] have shown that using more complex base classifiers (such 
as decision trees) can significantly affect the relative performance of voting methods. 
Understanding the possible interactions between a voting method and its class of base 
classifie~s is an important open problem. 
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