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ABSTRACT 
The usual formula for the rth difference of f(X), at intervals of h, may introduce an error of 2re, 
where e is" tlSe ierror[ in f(X). When f(X) is either an exact polynomial of the nth degree, or 
very closely approximated by one within a finite interval, say [-1, 1], the rth difference, at 
X = X0, is expressible as ~.n a i f(Xi), where for certain points X i within [-1, 1], depending 1 
upon (X0, h), Y.n+11 lail may be very much less than 2 r. Nodes X i that minimize Y.n +11 ]a i] are 
said to provide "minimal error difference formulas". For very small h, close approximations to
them are obtainable from similar derivative formulas. For other combinations (X 0, h), non-min- 
imal formulas for equally spaced Xi's, with ai's precomputed to higher accuracy than that in 
f(X), greatly reduce ~n+l l  [a i[ from 2 r, ensure its approach to zero with , and in many cases 
also yield more decimals and significant figures than the direct differencing of f(X). For r = 1, 
simple conditions for the non-existence of any expression ~n+ll  a i f(Xi), which improves 
Y.n+ll lail to be <2, are given for (X 0, h), expressed ash ~ h 0 which depends upon X 0 and 
extrema of Chebyshev polynomials. 
1. INTRODUCTION 
It is widely known that the lerrorl in the r th advanc- 
ing difference of f(X), at X = X 0, for intervals of h, 
namely, 
Ahf(X0) = ~=0 (-1)r-J Cr, jf(X0 + jh), (1) 
when obtained by either successive differencing, or 
from (1) directly, could be 2re, where  = U. B. for 
the lerrorl in fj -= f(X 0 + j h). It does not seem to be 
generally known that, when f(X) is an n th degree 
polynomial Pn(X), in any interval [a, b], here nor- 
malized to [-1, 1] and containing X 0 + j h, j=0(1)r, 
for many combinations (X0, h), 
A~ f(X0 ) = y n+l i=1 aiPn (Xi)' (2) 
where Xi, i=l(1)n+l, may be selected within [-1, 1] 
so that ]gn+ 1 lail s much less than 2 r.Of course, i=1 
when the function f(X) is known explicitly, Arh f(X0) 
is computable toany accuracy. The point here is that 
to apply (2), all that we need know are numerical 
values of Pn(X) and just its degree n,not its explicit 
expression. The choice of a i and X i which minimizes 
y. n + 11 ail is said to give a "minimal error difference i=l 
formula". The existence of a i and Xi, in (2) for 
i= 1 (1)m, m ~ n+ 1, where ~m=llail = max I~P(X0) I  
for [Pn (X)[ ~ 1 within [-1, 1], which is a lower bound 
for 2;n+11 Jail in (27, is a special case of a theorem of 
Rivlin and Shapiro on functionals of polynomials [1]. 
When f(X) = Pn(X), the (n+ 1)-point Lagrange inter- 
polation formula for ~ = Pn(X0 + j h), for the nodes 
X i, is 
Pn(XO + jh) = Z n+IA! n) i=1 (X0 + j h) Pn (Xi)' (3) 
where 
A!n)(x) = 11 n+l (X- /rl n+l k=l, k#i Xk) -k=l ,  k~i(Xi- Xk )" 
(4) 
Then from (1) and (3), 
arh Pn (Xo)= Zr (-l)r-Jcr,j zn--+ll A!n) (Xo + J h)Pn(Xi ) j--O = 
zn+l  r r-j A~ n) +jh)} = i=1 {Ej=0(-1) Cr, j (X0 Pn(Xi) 
= En+li=l {zx~ A! n) (X0)} Pn (Xi) . (5) 
(*) H. E. Salzer, 941 Washington Avenue, Brooklyn, New York 11225, USA. 
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We can minimize Nn+l  Jail in (2) by finding the 
. . . . .  n+ r n 
X i s, t= 1 (1) n + 1, Much mmmuze Y~i=l t a h A~ )(X0)]. 
This is an optimization problem that is readily pro- 
grammed and solved numerically, even without any 
knowledge of a theoretical solution. It is apparent 
from (5) that in general, with comparatively rare 
exceptions, Gn+ 1 lai[ decreases with h, and it always i=l 
approaches zero with h. We may denote the minimal 
Gn+l [a i  ] i= l  for (X 0, h) by -X0'~r'n h " Then there will be 
an X 0 = X* giving a least pr, n which may be 
~X0,h 
denoted bY~h .~otakeuseof~h forX 0~ X*, 
translate the nodes to X i" = X i + X 0 - X* . 
The present article is concerned with a simple and 
n+l  ai ] in (2) con- practical device to reduce the Zi= 1 [ 
siderably below 2 r, even though not to the theoretical 
~-,r~ n minimum ~X0 ' h" We take advantage of a full tabula- 
tion or ready knowledge, for X in [-1, 1], of the values 
of f(X) which is either Pn(X7 or closely approximated 
by some Pn(X). Also, in using (2), for smaller values of 
h, we can show that there is often a reduction in the 
loss of significant figures that may occur in (1). We 
note at the end, for r= l ,  some negative results, for 
Pn (X) in general and X0, which are given by explicit 
expressions for an h 0 for which Z n=?ll]ai[ < 2 is impos- 
sible whenever h ~ h O. 
2. f(X) NOT AN EXACT POLYNOMIAL 
When f(X) :4: Pn (X), but is closely approximated by 
l°n (X) to within an ]error] of e I (truncating error 7, the 
error estimate in (2) requires further examination. 
Assuming 
f(X) = Pn (X) + e I (X), (6) 
first suppose that we tabulate Pn(X), and the 
Iroundoff error[ < e 2. Because (2) is not exact when 
f(X7 4Pn(X), we cannot circumvent an additional pos- 
sible lerrorl of 2re I in ar h f(X0) besides the 
• Z n+t  a t The reason is that from (6) 2 i=1 i" 
ar h f(Xo) = Ar h unrounded Pn(XO) 
+ (error of abs. val. < 2re1 ), (7) 
and from (27 
ar h unrounded Pn (Xo) 
= zn+l  ai [rounded Pn(Xi) + e 2 (Xi)], (8) i=1 
so that 
[errorl in (2) = ]a~ f(X0) - zn211ai • rounded Pn(Xi)l 
Z n+l  lai]. (9) < 2re l  + e2 i=1 
Next suppose that instead of Pn(X), we round f(X) it- 
self to within an ]error] of e 2, so that from (6), 
tabulated rounded f(X) = true f(X) - e2(X ) 
= Pn (x)  + q(x )  - e2(x).  (10) 
From (2), (7) and (10), 
ar h true f(X0)= zn211 a i Pn (Xi) + (error of abs. val. <2re17 
= l~n+i=11 ai [tabulated rounded f (X i ) -  e I (Xi) + e2(Xi)] 
+ (error of abs. val. < 2re1), (11) 
so that 
n+ la tabulated rounded f(Xi)l ]a~truef (Xo) -  i=1 i" 
~2re 1 + (e I + e2) l~n:ll  Jail , (12) 
which is rather similar to (97 . 
When e 1 is so much smaller than e 2 that 2re1 is small 
n+l  by comparison with e 2 ~ i=1 Jail' whenever 
~n+l  [ai[< 2r (9) and (127 give practically the same 
i=1 
error bound °f  e2 ZP~I  I ai I--,:=l= for (2), which is the same 
as for f(X) = Pn (X). 
When e I ~ e 2, (2) cannot assure any reduction in error. 
This means that the approximating Pn(X) for f(X) must 
be of higher degree than that necessary for obtaining 
f(X) to the number of tabulated places, in order that 
e I e e 2. E.g., if f(X) ~ P4(X) to 5D, and we employ 
(2) with f(Xi) in place of Pn(Xi) to 5D, to reduce the 
U. B. for that part of the [error] which is 
2 re l ;2  r .@.10  -5=2 r -1 .10  5 ' 
we need to know that f(X) is approximated by some 
P4 + m (x) which gives considerably more than 5D, 
and apply (2) for n = 4 + m. In general, since it is not 
necessary to know Pn+ m (X) explicitly, it is safe to 
just replace n in (2) by some n + m, say for m = 3. 
3. h VERY SMALL 
From the well-known relation 
A~ f(X0) = h r f(r) (X0) + 0 (h r + 1), (13) 
when h is very small, the minimizing Xi's and ai's in 
(2) should be closely approximated by the nodes and 
h r x the weights in the corresponding optimally stable 
Lagrangian umerical differentiation formulas for 
f(r)(x0). For obtaining a near-minimal (27, we may 
use the Xi's for f(r)(x0). However, we must calculate 
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to high • • r precision a h A! n) (X0) based on those Xi's 
because the r lation ai's - h r x the weights is good 
• . n + l  . . for estimating 2;i= 1 ]ail' but is not sufficlently ac- 
curate for computing 6~ f(X0). The solution to the 
f(r) (X0) problem is known explicitly for X 0 in 
certain regions of [-1, 1] and implicitly in the remain- 
ing regions [2]. Also, equally spaced nodes 
Xi'= X i + X 0 - X, i = 1 (1)n + 1, and weights in 
small-error difference formulas for very small h, for 
the first and second differences, are obtainable from 
tables of ~,, the argument in [-1, 1] for most stable 
Lagrangian differentiation when the Xi's are equally 
spaced [3, pp. 1111-1112]. These restricted X i's are 
not as good as the X i's from [2], except for some 
isolated coincidences, but their use requires less com- 
putational work. 
To illustrate how much reduction is possible, con- 
sider z~ h P4 (0). For the derivative P4" (0) the weights 
for the nodes -1 (~-) 1, namely, 1/6,-4/3,  0,4/3, -1/6, 
have the minimal absolute sum of 3 [3, p. 1109], so 
that for very small h, from (13), ~1,4 z,0, h - 3h, which 
is very much less than 2. 
n + 1 tai l, Xi EQUALLY SPACED 4. REDUCING i = 1 
For a specified X 0 and h, a good general and simple 
rule that gives vast improvement over 2 r, even though 
it does not give 5~ r, n -X  0 , h' when the rounded Pn(X) is 
known at equally spaced arguments in [a, b], is to 
choose Xi= X 1 + ( i -1)H,  X l=a,  H= (b-a) /n,  
i = 1(1) n + 1, which covers the full range for which 
numerical values of P (X) are available. It is then 
convenient to norma~tze [a, b] to [-1, 1] where 
X 1 = -1 and H = 2/n. The idea is to make h/H as small 
as possible by choosing H as large as possible and con- 
sistent with having known rounded values of either 
Pn(Xi), or f(Xi) which is approximated by Pn(Xi) 
with the requisite closeness (cf. section 2). 
The computation of ai= A~ A~ n) (X 0) from (4)is 
perfectly straightforward. For the smaller values of h 
it is unlikely that we can save the work of precomput- 
ing A~ n) (X 0 + j h), j = 0(1) r, for the nodes Xi, by 
using any of the various published tables of Lagrangian 
interpolation coefficients, where the argument cor- 
responding to any X is almost always the tabular frac- 
tion p, usually given by p = (X - X[n/2 ] + 1)/m, so 
that here we might write pj = (X 0 + j h -X[n/2 ] + 1)/H• 
The reasons are loss of significant figures in 
A~ A! n) (X0) for the smaller values of h and incon- 
venience of the generally non-decimal arguments pj 
(e.g., the tables in [4] are limited to 10 D and decimal 
arguments). 
r We always have r~ n, since for r > n, z~ h Pn (X0) 
vanishes identically. For r = n, 
Y ni=l + X lait for X i at intervals of H= (h/H) n 2; n+l lai j  
for X i at intervals o fh  = (h/H) n • 2 n . (14) 
To prove (14) we note that the Lagrange coefficients 
in the z~ A!n) (x0  ) in (5) are polynomials of the n th 
degree in p j, for X at intervals of h, or p at intervals 
of h/H, whose n th differences are (h/H) n x the con- 
stant n th derivatives. For r < n, as h/H, the interval 
in p, decreases with increasing H, as a general rule 
z~ A! n) (X0)decreases, exceptions being possible for 
slight decreases in h/H. But when h/H approaches 
zero, so does a~ A!n) (x0  ). 
There is an ambiguity in the notation in (4), since 
A! n) (X) is actually a function of the n + 2 variables X
and X i, i = 1 (1)n+1, which becomes a function o fp  
say ~,i (n) (p), when the Xi's are equally spaced. alone, 
When H changes, the differences in (5), for the same 
functions of p at the changed interval of h/H, are for 
a usually different initial argument P0' namely 
(X 0 - X[n/21 + 1)/H, unless the Xi's are always 
chosen so that either Xjn/2 ] + 1 coincides with X 0, or 
(X 0 - X[ n/2 ] + 1) / H remains unchanged. 
To employ the Xi's at intervals of H for any (X 0' h), 
it should be convenient to have precomputed values of 
a~ A! n) (X0) for various values of H. By choosing 
X[n/2] + 1 to coincide with X0, or P0 = 0, there is 
likely to be some advantage in locating X 0 more 
centrally with respect o the Xi's. But what is far 
more important, we then have 
4"/CXo/= x n/co/, 
so that now we could facilitate various choices of H, 
by precomputing to very high accuracy the functions 
a~/H ~.~n)(0), which are independent of both X 0 and 
h, for r= l (1)n,  i= l(1)n +1, n = 1(1)n 1, say for 
n I - 10, for various ratios h/H. 
Besides reduction of the error factor of 2 r in 
r 
a h f (X0), there is the more surprising property that 
from a table to a £Lxed number of decimals, where 
a~ f(X0) for small h, when found by (1) might have 
very few or even no significant figures, the applica- 
tion of (5), for the Xi's at intervals of H ~, h, with 
accurately precomputed weights as given by (15), 
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r f(X0 ) to considerably more decimals often yields a h 
and significant figures. The simplest illustration of 
this principle, for n = 1, is in PI(X) = X/3, to 5D, at 
intervals of 10 -5 in [-1, 1], where 
a10_5 PI(0) is 0.00000 to 5D. Applying (5) to the 
5Dtable, forX 0=0,  X 1=-1,  X 2=1, H=2, 
p = (X + 1)/2, pj = (O.O0001j + 1)/2, 
po = 0.500000, Pl = 0.500005, we have 
PI(X) = (1-P)P I ( -1)  + p PI(1), so that 
a10-5  P1 (0) = -5 .10  -6 (-0.33333) + 5.10-6(0.33333) 
= 0.00000 33333, 
correct o 10D and 5S. Another simple illustration, 
whose details are omitted, it to apply (5) for 
X i =-1(1)  1 to compute ah X4' for h = 0.001, at 
X 0 = 0. Applying (1) to any N-decimal table of X 4, 
where N < 11, at intervals of 0.001, we get 
a0.001 X 4 [ X = 0 = 0 to N decimals. But for H = 1 
2 '  
employing A}4)(0) and A~4)(h/H) = A~4)(0.002), 
i = 1(1)5, precomputed to 12D, using just N = 4 
which gives exact values of X?, we obtain the 12D 
10 -12" exact value of a0.001 X 4 [ X = 0 = In this 
particular case, it happens that X5 fail, which to 6D 1=1 
~1,4 (cf. is 0.003005, is very near the minimum Z,O,O.O01 
section 3, second paragraph). More interesting and 
less obvious applications of this principle can be 
obtained by taking higher order differences and mak- 
ing use of just the fixed number of decimals in nu- 
merous published tables of higher mathematical func- 
tions which are polynomials, e.g., Legendre, Laguerre, 
Hermite, Chebyshev, etc. 
5. WHEN Er, n 2 r -Xo,  h IS NEVER ' (  
Since for IVn(X)I 1 in [-1, 11, •n+l lait ;~ la~Pn(X)l, i=1 
E l ,n  the following result is apparent for r = 1 : _Xo,h < 2 
is impossible when for some particular combination of 
(v, m, s), v=1(1)m+1, m =1(1)n, 
s = 0, 1 . . . . .  (X 0, X 0 + h) may be transformed by 
av, m, s, ± X + bv, m,s, ± into (Xv±(2s + 1),m, Xv, m) 
where Xv, m = -cos [(v - 1)zr/m] are the extreme 
points of the Chebyshev polynomials 
Tm(X ) = ~os (m arc cos X) (i.e., Tm(Xv, m) = _+ 1), 
provided that lay, m, s, + X + by, m, s, ± [ < I whenever 
IX] ~ 1. It follows that a necessary condition for im- 
_n+l .  . 
proving upon 22i= 1 lail = 2 for some set of nodes X i, 
i = 1(1)n + 1, is that for every such combination of 
(v, m, s), lay, re, s, ± X i + bv, m,s,±l > 1 for at least 
one value of i. A necessary and sufficient condition 
for lay, m, s, ±X + by, m, s, +1 < 1 when X < 1 is that 
[av, m,s,±l + Ibv, m,s,_+[ < 1. (16) 
For the special case of m= n and (Xv_l, n, Xv, n )-= (Xv_l,Xv) 
we can readily obtain some non-improvement conditions 
on (X 0' h). Dropping the subscripts from a and b, the 
transformation 
aX 0+ b=Xv_  1, a(X 0÷ h)+b=X v, (17) 
gives 
a=(X v-xv_l)/h, b=Xv_ 1-x0(x v-xv_l)/h. 
(18) 
_n+l  
From (16), for no improvement over 25i= 1 lai = 2, 
Ix ,-x ,_xl ÷ Ihxv_ 1 -X0(Xv-Xv_ I ) I  < h. (19) 
Consider first n > 3. For Xv_ 1 > 0 and X 0 < 0, we 
may drop the bars in (19) to obtain 
h/> h 0 = (X v - Xv_l) (1 + Ix01 ) / (1 - Xv_l). (20a) 
A simple special case of (20a) is for X 0 = 0, n even, 
v = 1 n + 2, h 0 = sin(n/n), which for n = 10 is around 
2 
0.31. For Xv_l> 0 and X 0 > 0, we interchange v - 1 
and v in (17), and get, for X v e 1, 
h i> h 0 = (X v - Xv_l) (1 + Ix01)/(1 -xv). (20b) 
For Xv_ 1 < 0 and X 0 ~ 0, we find, for Xv_ 1 =# - 1, 
h >/h 0 = (X v -  Xv_l) (1 + Ix01 ) / (1 + Xv_l). (20c) 
A simple special case of (20c) is for X 0 = 0, n odd, 
v = 1 (n + 3), h 0 = 2 sin (rt/2n)/[1-sin (rc/2n)], 
which for n = 9 is around 0.42. For Xv_ 1 < 0, also 
X v < 0, and X 0 < 0, we interchange v-1 and v in (17) 
to obtain 
h>/h 0=(x  v -X  v_1) (1+ IX01/ (1+ Xv). 
(20d) 
However for Xv_ 1 < 0, but X v > 0, and X 0 < 0, we 
cannot remove the bars from (19) to derive an h 0. 
For n = 1, equations (20a) -(20d), without any excep- 
tion, do not hold, since from (18), a = 2/h, b = -1 - 2X0/h 
and ]a[ + lbl ; 1, the = being only for X 0 =-1 and 
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Reduction of Z~'=I. ]ail from 2 is possible in h 2. 
all other cases where X 0 and X 0 + h are in [-1, 1], 
since 
Ah PI (Xo) = (h/2) [PI(1) - PI(-1)], (21) 
where 
]g2=l tail = h < 2. 
For n = 2 and (Xv_ 1, Xv) = (0,1), t al + I bt = (1 + tx01)/h, 
h 0 = 1 + Ix01, which agrees with (20a) when X 0 ~: 0. 
For (Xv_I, XV) = (-1,0), for X 0/> 0, 
la l+ Ibl= l /h+ I1+ X0/h l> 1, so that (20c) isnot 
applicable for two reasons. For X 0 < 0, all that can 
be shown from the condition 1/h + t-1 + tX0t/ht ,a 1, 
is that there is no improvement for X 0 =-1,  h a, 1, 
which is unrelated to (20d). 
Although (20a)-(20d) give various expressions for h 0 
which are upper bounds for h where improvement 
over ~;+11 lai I =  = 2 is possible, we still do not know 
the least upper bound which may be considerably less 
than those h0's, and probably decreases as n increases. 
For ,x~ f(X0) , r > 1, we might obtain similarly some 
upper bounds for h where £n+l la i l  < 2 r is possible, i=1 
by applying transformations of the form 
Y=arXr+ a 1Xr - l+ . . .+  a 0, (22) 
r -  
that convert X 0 + sh, s = 0(1)r, into (r +l)yv's which 
are extreme points of Tm(Y ) that alternate in sign as 
s increases (they do not have to be ordered with s), for 
some m ~; n/r in order that the degree ofTm(y ) in X 
does not exceed n. To insure lyl ¢ 1 for [XI ~ 1, it 
suffices that larl + lar_ll + ... q la01 ~; 1. But that is 
obviously far from necessary, as seen from the large 
coefficients of  Tr(X ) when r > 1. Since m ~ r, we can 
apply this non-existence condition to Pn(X) only for 
n ~ r 2. Obtaining h0's in this manner for r > 1 may be 
harder, with results more scattered, by comparison 
with (19) and (20a)-(20d) for r = 1. 
REFERENCES 
2. 
RIVLIN, T. J. and SHAPIRO, H. S. : "A unified approach 
to certain problems of approximation and minimization", 
J. Soc. indust. Appl. Math., vol 9, 1961, pp. 670-699. 
RIVLIN, T.J. : "Optimally stable Lagrangian numerical 
differentiation", SIAM J. Niam. Anal., vol. 12, 1975, pp. 
712-725. 
3. 
4. 
SALZER, H. E. : "Some problems in optimally stable 
Lagrangian differentiation", Math. Comput., vol. 28, 1974, 
pp. 1105-1115. 
NATIONAL BUREAU OF STANDARDS, Tables of La- 
grangian interpolation coefficients, Columbia Univ. Press, 
New York, 1944, xxxvi + 392 pp. 
Journal of  Computational nd Applied Mathematics, volume 3, no 4, 1977. 267 
