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 本論文は、下記の 4つの章で構成されている。 
 
 第 1 章は序論であり，災害現場におけるマルチロボットの必要性や問題点を
述べ，強化学習を適用する利点を述べ，研究の目標を述べている． 
 第 2 章では，マルチロボットに関する研究と強化学習の定義や概要を述べ，
様々な利点や解決しなければならない問題点について，予備実験を通して考察
する． 
















































めには，2 次元地図の構築や 3 次元地図の構築などを必要とする．近年、
Simultaneous Localization and Mapping (SLAM)に関する様々な方法論が提案され
ている。基本的に、画像情報や距離情報を用いて地図構築がなされるが、高速か
つ、精度の高い地図構築を行うためには、環境状況に依存した情報計測が必要に






































「エージェントはある環境をセンサである受容器 (detector) を用いて知覚し 














































































































































図 2.3. マルチエージェントロボットシステムと関連研究[24] 
 
2.3. 強化学習 
















図 2.4 強化学習の枠組み 
 







(3) 時刻 t を t+1 に進めてステップ 1 へ戻る． 

























・ 適切な温度係数の調整： exploration - exploitation 問題 















って変化させる。それにより、学習した Q 値の変化に関する考察を行う． 
 
















典型的な Q-Learning を用いて，100 エピソードの学習を学習率，割引率を変
化させて学習の変化を確認した． 
 
パラメータ：温度係数 T=0.3，学習率 G=0.9，割引率 W=0.97 
 
図 2.5 予備実験 1-1 





図 2.6 予備実験 1-2 
 
上記の予備実験結果より，予備実験結果 2 において，Q 値の値が下がり，ゴー
ルから遠ざかるほど Q 値の値が少なくなりすぎている． 
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パラメータ T=0.3 ，G=0.9， W=0.9 
 
図 2.7 予備実験 1-3 
 





て Q 値の変化を確認した． 
 
パラメータ T=0.3 G=0.9 W=0.97 
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パラメータ T=0.5 G=0.9 W=0.97 
 





パラメータ T=0.9 G=0.9 W=0.97 
 

































環境変化前の 100 エピソードと変化後の 100 エピソードについて各セルの訪
問回数を 3次元グラフとして表示することで，環境変化への対応を可視化した． 
 
パラメータ T=0.3 G=0.9 W=0.97 
 
図 2.13 予備実験 3-1 （環境変化前：100 エピソード） 
（X 軸はセルの x 軸、Y 軸はセルの y 軸、Z 軸はセルの訪問回数） 
 
 







パラメータ T=0.7 G=0.9 W=0.97 
 
図 2.15 予備実験 3-2（環境変化前 100 エピソード） 
 
 



























すると，もう一方の地点を B 地点とし，A 地点から B 地点への移動，B 地点か
ら A 地点への移動というような問題が対象となる．ここでは，ゴールからスタ




図 2.18 予備実験 4 シングルロボットとマルチロボット強化学習の比較 
 
 



















第 3章 マルチロボットを用いた環境適応型強化学習 
3.1．環境適応型強化学習の定式化 





















= 1- a( )Q(st ,at ) +a rt +1 + gV(st+1)[ ]
   (3.1) 
  V(st+1) = max
aÎA





マン選択（Soft-max 選択）を用いる．状態 stにおける行動 a の Q(st, a)に基づく
選択確率は，以下のように計算される． 
  p (st ,a) = Pr at = a | st{ } =
exp Q(st ,a) /T( )
exp Q(st ,b) /T( )
bÎA
å


















 ここでは，環境変化に関する議論を行うために，図 3.1 に示すような二つの環
境条件を対象とし，これらの環境条件間での変化に伴う強化学習の学習状況に
ついて検討する．図 3.1 の右の左上を A 地点，右下を B 地点として， A 地点か
ら B 地点への移動，B 地点から A 地点の往復移動を扱う．ここで，Case 1 とし







図 3.1 二つの環境条件 
 
3.2.1．Case 1：環境条件 1から環境条件 2への変化 










(a) A 地点から B 地点への移動  (b) B 地点から A 地点への移動 




(a) A 地点から B 地点への移動  (b) B 地点から A 地点への移動 
図 3.3 学習中期（環境変化直後） 
 







(a) A 地点から B 地点への移動  (b) B 地点から A 地点への移動 
図 3.4 学習後期 
 






3.2.2．Case 2：環境条件 2から環境条件 1への変化 





(a) A 地点から B 地点への移動  (b) B 地点から A 地点への移動 







(a) A 地点から B 地点への移動  (b) B 地点から A 地点への移動 








21         150    300 episodes 




比較可能な 20 エピソード以降のステップ数を示す．黒い線が直近の 20 エピソ
ードの平均ステップ数を示し，グレーの線が，ステップ数の変化を示し，緑色の
直線は，温度の変化を示す．ただし，8000 ステップ以上のステップ数は，標示




その後，再学習が行われているが，1 エピソードあたり 8000 以上のステップ数
をたびたび必要としている．また，3 台のロボットの 21 エピソード以降の総ス
テップ数は，109 万以上になっている．環境変化後に，右上方向に探索を行う必











に高くする exploration モードを導入し，このモードへの遷移確率を peで与える
こととする． 
 ここでは，ランダムな探索と環境変化に対し，迅速に局所学習を実現するた
め，学習係数=0.8，温度係数 T=0.8 とする．表 3.1 に示すような異なる 4 種類
の設定パラメータを用いた実験結果を図 3.8 から図 3.11 に示す．各ステップに
おける遷移確率が非常に小さく，確率的な偏りもあるため，実際の遷移回数は，





– exploration 間のトレードオフの問題は，ここでも生じうる． 
 
表 3.1 Case 1 における各種設定パラメタと実験結果 
 遷移確率 pe 探索回数 総ステップ数 
Case 1-1  0.0001 300 回固定 1043359 
Case 1-2 0.0001 直近 20 エピソードの 
平均ステップ数×3.0 
1066264 
Case 1-3 0.0002 直近 20 エピソードの 
平均ステップ数×10.0 
1134369 











21            150   300 episodes 
(c) エピソードにおける意思決定回数の変化 









21            150   300 episodes 
(d) エピソードにおける意思決定回数の変化 









21            150   300 episodes 
(e) エピソードにおける意思決定回数の変化 









21            150   300 episodes 
(f) エピソードにおける意思決定回数の変化 












(a) Case 2-1 ステップ数（従来手法，=0.4） 
 





(d) Case 2-2 ステップ数（提案手法，=0.3） 
 
(e) Case 2-3 ステップ数（従来手法，=0.2） 
 
(f) Case 2-3 ステップ数（提案手法，=0.2） 
 
(g) Case 2-4 ステップ数（従来手法，=0.1） 
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(h) Case 2-4 ステップ数（提案手法，=0.1） 
図 3.12 エピソードにおける意思決定回数の変化 
 
図 3.12 に，学習率を変化させた場合の従来手法と提案手法の比較を示す．また，
表 3.2 に，21 エピソード以降の 3 台のロボットの総ステップ数の比較を示す． 
 
表 3.2 総ステップ数の比較 
 提案手法 従来手法 
学習率（=0.4） 816116 1097080 
学習率（=0.3） 881696 1250147 
学習率（=0.2） 1191062 1215361 


















(a) A 地点から B 地点への移動   (b) B 地点から A 地点への移動 
図 3.13  Case 2-4 学習後期（従来手法，学習率（=0.1）） 
 
 
(a) A 地点から B 地点への移動   (b) B 地点から A 地点への移動 




























体的には，時々刻々と変化する動的環境では， Exploration (探索 ) と 
Exploitation (搾取) 問題を扱う必要があり，動的環境に適応させるため,一定の
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