Abstract -The present paper considers an open problem of setting hyperparameters for convolutional neural networks aimed at image classification. Since selecting filter spatial extents for convolutional layers is a topical problem, it is approximately solved by accumulating statistics of the neural network performance. The network architecture is taken on the basis of the MNIST database experience. The eight-layered architecture having four convolutional layers is nearly best suitable for classifying small and medium size images. Image databases are formed of grayscale images whose size range is 28 × 28 to 64 × 64 by step 2. Except for the filter spatial extents, the rest of those eight layer hyperparameters are unalterable, and they are chosen scrupulously based on rules of thumb. A sequence of possible filter spatial extents is generated for each size. Then sets of four filter spatial extents producing the best performance are extracted. The rule of this extraction that allows selecting the best filter spatial extents is formalized with two conditions. Mainly, difference between maximal and minimal extents must be as minimal as possible. No unit filter spatial extent is recommended. The secondary condition is that the filter spatial extents should constitute a non-increasing set. Validation on MNIST and CIFAR-10 databases justifies such a solution, which can be extended for building convolutional neural network classifiers of colour and larger images.
I. AN OPEN PROBLEM OF SETTING HYPERPARAMETERS
FOR CONVOLUTIONAL NEURAL NETWORKS Convolutional neural networks (CNNs) are a kind of statistical approximators intended for high-resolution image recognition. Encompassing both image classification and object detection, image recognition is a pivot of machine learning exploration and applications. As of October 2016, CNNs are the most popular deep learning architectures in computer vision [1] - [4] .
A CNN architecture is formed by a stack of distinct layers that transform the input volume into the output volume. The transformation is executed through differentiable functions [5] - [7] . The output holds scores of the classes [8] - [10] . For creating CNN classifiers, a few distinct types of layers are commonly used [2] , [3] , [8] , [9] . They are convolutional layers (ConvL), rectified linear unit layer (ReLU), average pooling layer * Corresponding author e-mail: romanukevadimv@gmail.com (AvPL), max pooling layer (MaxPL), fully connected layer (FCL), softmax layer (SML) and dropout layer (DOL) [1] - [3] , [8] , [10] , [11] .
ConvL is a core building block of the CNN. A ConvL is a set of learnable filters (or kernels), which process portions of the input volume. These portions are called receptive fields [2] , [9] , [10] - [13] . A filter is commonly a V H D   matrix, where V is height of the filter (size by vertical axis), H is its width (size by horizontal axis), and D is the filter depth [2] , [9] , [11] , [12] . The filter depth of the first ConvL is equal to the number of colour channels in the input image [11] . The filter depth of a successive ConvL is equal to the number of filters of the antecedent ConvL [8] , [9] , [11] , [13] - [15] . If a total number of filters are K then a number of biases are K because each filter has a single bias [1] , [2] , [4] , [8] , [10] , [11] , [16] . Additionally, a stride and a pad are given along with a learning rate and weight decay [11] , [17] , [18] .
The filter has a small receptive field, but extends through the full depth of the input volume. During the forward pass, each filter is convolved across the width and height of the input volume, computing the dot product between the entries of the filter and the input. A separate 2-dimensional activation map of that filter is produced therein. Stacking the activation maps for all filters along the depth dimension forms the full output volume of the ConvL [2] , [11] , [16] , [19] , [20] .
The size of the output volume of the ConvL is controlled by five hyperparameters [11] , [12] , [21] - [23] . They are V and H defining the size of the receptive field, depth of the output volume defined by K , the stride and zero-padding. For images having a lot of various oriented edges or blobs of colour, number K should be naively assigned greater [11] , [24] , [25] . Stride controls how depth columns around the spatial dimensions (width and height) are allocated. When the stride is 1, a new depth column of neurons is allocated to spatial positions only 1 spatial unit apart. This leads to ultimately overlapping receptive fields between the depth columns, producing ultimately large output volumes. The higher stride makes the receptive fields overlap less and the resulting output volume will have smaller dimensions [10] , [11] , [15] , [17] . Zero-padding is used to exactly preserve the spatial size of output volumes. This helps easily aggregate the CNN architecture with integer V and H for all the filters in
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53 ConvLs, and also with integer vertical and horizontal size of input volumes for AvPLs and MaxPLs. Besides, zero-padding preserving information about image borders may improve performance [10] , [11] , [16] , [26] , [27] .
Those hyperparameters are assigned exploiting experience. However, the existing experience of CNNs is not enough for such a variety of image classification and object detection problems. Moreover, adjusting the ConvL hyperparameters is harder for recognising images of a bigger size.
II. BASIC RESEARCH AND MOTIVATION
CNNs are very sensible to variation in their hyperparameters [8] - [11] , [16] , [21] , [23] . Some heuristics allow setting them pretty effectively, but they concern narrow types of recognition problem [2] , [3] , [9] , [28] , [29] . There is no unified rule for setting CNN hyperparameters issuing from only image size and number of classes (categories).
Receptive fields are predominantly square, i.e., the spatial extent F V H   in all ConvLs [11] , [16] , [30] . Since feature map size decreases with CNN depth, ConvLs near the input tend to have fewer filters while ConvLs higher up have much more [11] , [16] , [31] , i.e., the number of filters ordinarily increases for the next ConvLs. For preserving the information about the input image, the total number of activations (number of feature maps times number of pixel positions) is argued [1] , [2] , [8] , [9] , [11] , [13] - [16] , [18] , [19] , [25] , [27] , [28] , [30] , [32] - [34] to be non-decreasing from one layer to the next (or, severer, to be roughly constant across layers). Capacity of CNN is deeply connected with the number of feature maps. This number is also dependent on the number of available examples and the complexity of the problem.
As of November 2017, selection of the ConvL hyperparameters is mostly an art rather than science [2] , [10] , [11] , [21] , [24] . Particularly, the appropriate selection of filter size is a principal task for completing the CNN architecture. Configuration of ConvLs along with AvPLs, MaxPLs, ReLUs, FCLs, DOLs, SMLs in designing the CNN architecture is a much more difficult task. This task starts with the appropriately selected spatial extent of filters.
III. THE RESEARCH AIMS AND TASKS TO BE ACCOMPLISHED
Since selecting filter size for CNNs is an open topical problem, it should be approximately solved by some fixed CNN architecture. This architecture is expected to be roughly the best for a range of image classification problems. The numbers of filters will be constant. The other hyperparameters of CNN will be invariable as well. The criterion of selection is the CNN performance.
Tasks to be accomplished designate the research structure. They are the following:
1. To embody a range of the input image size in an image classification problem. The images should rather be as simple as possible for acquiring the research results faster.
2. To form an image database. The database must include three sets of images intended for training, validation and testing.
3. To substantiate a definite CNN architecture that is nearly best suitable for classifying images in the embodied range. Except for the filter spatial extents, the rest of CNN hyperparameters are unalterable, but they are chosen scrupulously based on rules of thumb. 4. To generate a sequence of possible filter spatial extents. Then, having evaluated the CNN performance, to find a subsequence that contains those filter spatial extents at which the performance is the best.
5. To formalize the rule of selecting the best filter spatial extents.
6. To validate the selected filter spatial extents on an appropriate benchmark. Validation sets will be done by changing the input image size within a range, including the range intended for the research before.
7. To discuss the research and validation results. A place of the suggested technique of adjusting the ConvL hyperparameters for the current CNNs is to be explicitly shown.
This list of the research tasks is a conceptual framework of solving an optimisation problem of CNNs. The solution is always near the optimality mode because the image range tasked to be used cannot encompass all the image forms and details. However, the framework is a CNN optimisation scheme, and it should be extended over other image classification problems requiring more complex CNN architectures.
IV. A RANGE OF SIZE FOR INPUT IMAGES TO BE CLASSIFIED
Many explorations in CNNs use grayscale images [2] , [8] , [9] , [16] , [35] , [36] . Even for RGB images in some datasets for classification, colour is revealed to be a low-level cue [37] . The image object identity in those datasets is invariant to changes in the intensity and colour of the illumination [11] . Therefore, images intended for the research will be grayscale.
Not considering the colour channels, input images are mostly resized to square form. Denote their size by N N  . Based on the known datasets (databases) MNIST and CIFAR-10/100 [11] , [16] , [25] , the range of the size is assigned 28 28  to 64 64  . Let the step within the range be 2. Thus, the range of size for input grayscale images to be classified is 28 28  , 30 30  , 32 32  , ..., 62 62  , 64 64  .
For acquiring the research results faster, let the image be the enlarged English alphabet capital letter (EEACL) [30] , [38] , [39] . Constituting 26 classes, these images are featured with horizontal and vertical lines, squares, circles, crossings, diagonals, curves, serpentine lines, etc. This is simultaneously simple and useful to accumulate CNN statistics in the fastest way [16] , [38] , [40] , [41] .
V. DATABASE OF INPUT IMAGES FOR TRAINING, VALIDATION AND TESTING
An image database includes three sets of images intended for training, validation and testing. It is quite enough to have 2,000 images representing a class (Fig. 1) . The training, validation and testing sets may be divided equally. In a general algorithmic way, a class pure representative is taken and distorted with scaling, rotation and shift [13] , [38] , [39] . 
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then the current image is taken into the training set. Otherwise, if
then the current image is taken into the validation set, and it is taken into the testing set by 
or about that. Let us take (5) in our algorithm for making those sets, whereupon roughly a half of all images are included into the training set, and the rest of the database is roughly divided equally between validation and testing sets.
VI. CNN ARCHITECTURE BASED ON THE MNIST DATABASE CLASSIFICATION PROBLEM
CNNs have achieved an error rate of 0.23 % (as an ensemble of 35 networks) on the MNIST database [10] , which as of February 2012 is the lowest one that has been achieved on the database having 10 classes (categories). The corresponding successful CNN architecture is
which is shortly written as
The MNIST database (Mixed National Institute of Standards and Technology database) is a large database of handwritten digits that is widely used for training and testing in the field of machine learning [8] , [42] , [43] . The MNIST database contains 60,000 training images and 10,000 testing images [42] . If necessary, it can be expanded into a set containing a few times more images using additional displacement (shift), scaling, rotation, etc. Usually, the MNIST image size is reshaped into 28 28  map. Hence, the architecture (6) is nearly best suitable for classifying images in the range (1) .
The spatial extent F will be varied in each ConvL, and the rest of hyperparameters for (6) are chosen based on rules of thumb that allow achieving 0.23 % error rate on the MNIST database. In this way, the zero-padding is set to zero everywhere. The stride in all ConvLs is equal to 1. The stride in MaxPLs is 2, whose 2 2  filters perform, thus, a downsampling operation by 2 along the spatial dimensions, discarding 75 % of activations of the input volume.
Denote by l K the number of filters in the l -th ConvL,
. Based on MNIST database classification problem, the numbers   
respectively. In the last (fourth) ConvL, 4 26 K  accordingly to the number of classes of EEACLs in our database.
VII. SEQUENCE OF POSSIBLE FILTER SPATIAL EXTENTS
Having chosen those strides and zero-padding, the size of a 2-dimensional activation map at the output of the l -th ConvL is
by the size l N of the input volume for the l -th ConvL and filter spatial extent l F in this ConvL. The architecture (6) implies that the size of a 2-dimensional activation map of a filter in the first and second ConvLs is divisible by 2. Hence,
is the output size of the first ConvL and
is the input size of the second ConvL. As number (10) must be integer, number (9) should be even. This is true for the range (1) along with an odd 1 F . Thus, a minimal value of the filters' size of the first ConvL is ( 1 1 ) and the maximal one is
Obviously, the range of (11) to (12) is tried to be covered with the step equal 2.
The range of the filter size of the second ConvL is 2 2 F  to 2 2 F N  by (10) . This range is tried to be covered with the step equal 1. As
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is the input size of the third ConvL by
then number (14) should be even. The range of the filter size of the third ConvL is 3 2 F  to 3 3 F N  by (13) . Again, this range is tried to be covered with the step equal 1.
The input size of the fourth ConvL
coincides with the filter spatial extent in this layer:
Thus, a set of filter spatial extents
( 1 7 ) is made at the i -th iteration of the algorithm (8)- (16), where
of possible filter spatial extents calculated for N N  database is successively generated by the algorithm with formulae (8)- (16) . The iteration starting points are (11), 2 The total number   B N of possible filter spatial extents increases as N increases. The increase resembles an exponential law (Fig. 2) .
The CNN performance will be evaluated on each element of those 19 sequences. There are going 7,052 evaluations (CNNs) to be done altogether. For each sequence, a subsequence of filter spatial extents producing the best performance of CNN is expected to be. It would be ideal that those subsequences for all sizes in (1) have a common factor. 
However, the normed performance
is more convenient for comparison [44] - [46] . (Fig. 3) .
When the image size is 42 N  and bigger, there are such combinations of filter spatial extents that the CNN training falls out of convergence. Number of such training-unfavourable combinations dramatically increases as N increases from 48 up to 64. They are mostly situated to the right of the abscissa axis, where integer F 1 increases. Even at this stage of analysis, this implies that selection of an exaggerated spatial extent of the first ConvL filter increases a likelihood of the total fail or hang. In some cases, derangement becomes not just after the first epoch, but after the second or later. These cases for 48 N   correspond to ordinates whose values are about between 0.3 and 0.9.
A common factor for those polylines in Fig. 3 is that some their parts are like a trough. It is seen that starting from the image size 36 N  , these parts recur quasi-periodically. Global troughs unifying local troughs are also seen. The "trough" subsequences are surely diverse, but those vertices whose ordinates are close to minimum are notable for their smoother distribution of filter spatial extents  
Specifically, no "trough" subsequence has the unit spatial extent. 40  50  60  70  80  90  100  110  120  130  140  150  160  170  180  190  200  210  220  230  240  250  260  270  280  290  300  310  320  330 1   10  20  30  40  50  60  70  80  90  100  110  120  130  140  150  160  170  180  190  200  210  220  230  240  250  260  270  280  290  300  310  320  330  340  350  360  370  380 80  100  120  140  160  180  200  220  240  260  280  300  320  340  360  380  400  420  440  460  480  500  520  540  560  580  600 80  100  120  140  160  180  200  220  240  260  280  300  320  340  360  380  400  420  440  460  480  500  520  540  560  580  600  620  640  660  680  700 60  80  100  120  140  160  180  200  220  240  260  280  300  320  340  360  380  400  420  440  460  480  500  520  540  560  580  600  620  640  660  680  700  720  740  760  780 1   20  40  60  80  100  120  140  160  180  200  220  240  260  280  300  320  340  360  380  400  420  440  460  480  500  520  540  560  580  600  620  640  660  680  700  720  740  760  780  800  820  840  860  880  900 Another distinct feature of the "trough" subsequences is that distribution of filter spatial extents   taken as minimal as possible. But as the three inequalities (22) are hardly satisfied, the difference (23) is a host condition. Instead of (22), therefore, the number of cases of
is counted up, and this number is to be rather great, up to 6. The best filter spatial extents for 28 28  images is (see Fig. 4 , which is a zoom of the first icon-like view from Fig. 3)     ( 2 6 ) roughly satisfy them, making up 3 cases of (24) . Among those sets of filter sizes, producing almost a minimal error rate, most sets nearly minimise (23) and maximise the number of cases of (24) . This confirms that these conditions are crucial for setting filter spatial extents.
IX. VALIDATION ON MNIST AND CIFAR-10 DATABASES
The set (25) is fit for training on the MNIST database, even without the training data expansion [2] , [10] , [11] , [16] , [43] . Only the filter numbers   1  2  3 20, 50, 500
are taken instead of the integers (7) that is expected to improve performance. Figure 6 shows comparison of the performance of CNN by the almost optimal set (25) (25) is clear making up about 2.85 times better performance before the derangement (after the 30-th epoch). The performance under set (25) continues its improving farther to the 128-th epoch. 
59
Training on the CIFAR-10 database is much harder. It has also 10 classes, but its 32 32  images are more diverse. In fact, Figure 7 shows comparison of the CNN performance on the resized MNIST dataset by the almost optimal set     The advantage of set (27) is clear making up about 1.82 times better performance on average. In the same case, for CIFAR-10, along 16 epochs, the advantage of set (27) is 18 %.
Eventually, with a purpose to improve the latest error rate on the MNIST database, filter numbers     1  2  3  4 50, 100, 500, 1000
are taken, implying an additional ConvL and a MaxPL by the additional four DOLs and four ReLUs. Filter spatial extents are set according to the stated conditions. Training for 74 epochs the seven corresponding CNNs (having 17 layers) on the expanded training data [27] , [42] , the result is 0.27 % error rate that outstrips the current result of the best single neural network (0.35 %). The best CNN obtained in such a way is used in boosting for reducing the MNIST error rate even more [43] . . A distribution of filter spatial extents, which are nearly minimising (23) and maximising a number of cases of (24) , is compared to a distribution where the filter size of the fourth ConvL is 1 (this one is the last in the ordered sequence). Every comparison result is similar to that one in Fig. 6 -the smoother "almost" non-increasing distribution outstrips the unsmoothed, although its sizes decrease (down to 1). Hypothetically, too sharp filter "focusing" is destructive.
X. DISCUSSION
It is apparent that selection of a unit filter spatial extent is a poor practice (although it may happen for the ending ConvLs). That was just a reason for starting with (11), and not with 1 1 F  that had been never seriously experienced before. For a CNN having L ConvLs, validation on MNIST and CIFAR-10 databases justifies the solution to the problem of selecting filter size by minimising difference
and maximising a number of cases of
It appears perfect if this number is   
Although architecture (6) is fixed, it seems that the same solution result holds for more complicated architectures having much more hyperparameters. It should also hold for colour and larger images. The stated procedure is a quasi-optimisation framework based on statistical observations. It is self-evident that statistical approximators can be optimised by statistics (for an additional reference, see [39] ). The optimum expressed here with the perfect distribution (30) and minimal difference (28) is approximate. One of its practical explanations is that nonincreasing filter size fits best due to the fact that the size of activation map decreases with CNN depth. The decrement, if any, must not be abrupt.
The criterion of saving disk space and memory consumption was not considered. It would have made sense for CNN architectures intended to classify bigger images of a few hundred categories like the ImageNet database [11] . The quasioptimisation directly on such a huge database is nonetheless unreasonable. The sense is just in the extension from a lighter and faster database classification problem, which actually is the range (1) for input grayscale images. Thus, the range (1) may be used for adjusting the ConvL hyperparameters for current CNNs in three steps. Firstly, the statistics is accumulated on a set of versions of the hyperparameter. Secondly, a subset of that set maximising the CNN performance (or, maybe, using other criterion) is extracted. After all, the subset selection is formalized similarly to that (28)- (30) , allowing one to extend the quasi-optimum beyond.
XI. CONCLUSION
The present paper suggests a method of selecting optimally square receptive fields of ConvLs using statistical observations. The criterion is purely the CNN performance for as-smooth-aspossible non-increasing set of filter size. This is expressed with minimising difference (28) , which is the host condition. Distribution (30) being the secondary condition is sometimes unattainable, so maximisation of cases of (29) is forced instead.
To apply this CNN optimisation scheme, a sequence of possible filter spatial extents is generated. From the very beginning, the sequence should not include unit spatial extents.
Then a set of   1 L l l F  is selected for which difference (28) is minimal. It is likely that a few such sets can be selected, so a unique one is finally assigned for which the number of cases of (29) is maximal. For larger images, these rules may be violated. Thus, an appropriate set of filter spatial extents should be selected from the beginning of the sequence.
Further research must be tied with ascertaining how many filters at each ConvL are required for a definite classification problem. Moreover, strides and zero-padding are complementary open topical problems. Designing the CNN architecture, number and positions of ConvLs, ReLUs, MaxPLs (or AvPLs), DOLs, and FCLs are to be scientifically decided on.
