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Abstract— Learning to efficiently navigate an environment
using only an on-board camera is a difficult task for an
agent when the final goal is far from the initial state and
extrinsic rewards are sparse. To address this problem, we
present a self-supervised prediction network to train the agent
with intrinsic rewards that relate to achieving the desired final
goal. The network learns to predict its future camera view
(the future state) from a current state-action pair through
an Action Representation Module that decodes input actions
as higher dimensional representations. To increase the repre-
sentational power of the network during exploration we fuse
the responses from the Action Representation Module in the
transition network, which predicts the future state. Moreover,
to enhance the discrimination capability between predictions
from different input actions we introduce joint regression and
triplet ranking loss functions. We show that, despite the sparse
extrinsic rewards, by learning action representations we achieve
a faster training convergence than state-of-the-art methods with
only a small increase in the number of the model parameters.
I. INTRODUCTION
Visual navigation based on first-person vision is important
for task-oriented as well as exploratory applications, such as
a drone searching for an object or a robot entering an unseen
environment. Reinforcement Learning (RL) is a promising
approach that uses the experience collected by the agent
(robot) for sequential decision making for navigation [1],
[2], [3] and manipulation [4], [5]. For visual navigation,
the agent is trained to perform actions to reach, from the
current camera view (state), the final goal state. Since the
goal state can be several sequential actions (steps) away, a
reward explicitly given only in the final state is too sparse
to effectively train the agent.
Training the agent to collect experience about the environ-
ment through exploration is still a challenging task in deep
RL. Conventional strategies rely on heuristics, such as the
-greedy approach that chooses the action that most likely
generates a long-term effect [6] or noise-based exploration
that generates different actions from the same state [7].
Imitation learning [8] is widely used to acquire skills from
expert demonstrations and to learn policies with behavioural
cloning [8], [9], [10] or inverse reinforcement learning [11],
[12], [13]. Other approaches reshape an original reward
function to encourage the agent to obtain intrinsic rewards
that relate the most to the achievement of the final goal [14],
[15], [16], [17], [18].
Intrinsic motivation, e.g. the difference between predicted
(future) state and ground truth, encourages the agent to
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Fig. 1: Self-supervised visual exploration with intrinsic re-
wards, rit. The agent reaches the new state, st+1, based on
an input action, at, determined by the policy network. The
proposed Action Representation Module generates higher
dimensional representations of at enabling an effective pre-
diction of st+1 through the feature space φ¯(·).
explore novel states given the current state and action [17].
The input action is generally a simple one-hot encoding [1],
[3], [17], [19], [20], which allows one to describe categorical
variables as vectors. Examples are (1, 0, 0), (0, 1, 0), and
(0, 0, 1) to encode turn left, move forward and turn right,
respectively. However, combining a one-hot code after the
feature of the current state restricts the influence of the input
action in predicting the future state during training. In fact,
with first-person view, the distribution among future states
from different input actions can be extremely different. We
thus argue that the network should be able to describe various
input actions to predict the state, which has not been handled
in previous works [1], [3], [17], [19], [20].
In this paper, we propose a self-supervised prediction
network for the agent to learn from sparse extrinsic rewards
as well as to manage intrinsic rewards. While previous
works designed intrinsic rewards [14], [15], [16], [17], we
introduce a deep network that learns features for effective
self-supervised visual exploration. In particular, we explicitly
increase the dimensions of the input action with a decoding
process. This higher dimensional representation is then fused
in the state transition network to predict the future state
(Fig. 1).
The main contributions of this paper are as follows. We
propose an Action Representation Module for efficient RL
that can be easily integrated with existing convolutional neu-
ral network (CNN) architectures. This module expands the
dimensions of an input action to improve the representational
power of the network during training. We use joint regression
and triplet ranking loss functions to predict the future state
while discriminating predictions from different actions to
encode meaningful features effectively during training. The
proposed module equipped with these losses has a faster
training convergence than state-of-the-art methods with only
a 0.5% increase in the total number of parameters. Our
approach is generic and, in this work, we evaluate it using
as state a first-person view (camera view).
II. RELATED WORK
This section covers the main approaches to address the
problem of sparse extrinsic rewards: imitation learning, self-
supervised learning, and curiosity-driven exploration.
An agent (robot) can learn behaviours from expert demon-
strations with imitation learning, which is used for au-
tonomous driving [21], [22], drone navigation [23], [24],
locomotion [25], and manipulation [11], [26]. Imitation
learning methods can be classified as behavioural cloning
or inverse reinforcement learning. Behavioural cloning con-
sists in directly learning a policy through state-action pairs
provided by an expert, without the robot interacting with the
environment during training [8], [9], [10]. Inverse reinforce-
ment learning consists in receiving state-action pairs from an
expert and in learning to estimate a reward function that leads
to expert actions [24]. The reward function is used to infer an
imitation policy combined with RL [11], [12], [13]. Imitation
learning has good performance, but the expert supervision is
labour intensive, prone to bias, and needed for each new task.
When expert supervision is unavailable or insufficient to
learn features with a deep neural network, self-supervision
can be used [27]. A common approach is to train a network
with a proxy task that relates to the final goal of the task
itself [27], [28], [29]. Self-supervised strategies can also be
used to address the problem of sparse extrinsic rewards in
RL [5], [20], [30], [31]. As the robot moves sequentially,
the future state and action can be naturally obtained without
supervision. Therefore a prediction model can be used to
estimate, based on the current state-action pair, the future
state [20], [30] or action [31], which relates to the final goal
for manipulation [5], [20], [30] or navigation [17], [20].
Finally, curiosity-driven exploration reshapes the orig-
inal reward function by designing intrinsic rewards that
encourage the agent to explore unseen areas of the en-
vironment [32], [33]. An alternative is to maximise the
information gain for the agent and to reduce the uncertainty
about the environment [14], [16]. For exploration, a robot
can use state visitation counts [15], [34], [35] or the error
between predicted and real future states [17], [36]. While the
above-mentioned methods proposed the design of intrinsic
reward functions, we focus on the design of a model to
effectively learn meaningful features during exploration to
facilitate navigation in unknown environments. Our work
is inspired by a curiosity-driven exploration with prediction
error [17], but we investigate the model and loss functions
for exploration.
III. PROBLEM FORMULATION
Let an agent interact with an environment over a number
of discrete time steps. At each time step, t, the agent receives
a state, st, the image from its first-person view, and selects an
action, at, from a set of possible actions according to a policy
pi : st → at. In return, the agent receives the next state, st+1,
and a reward, rt. The goal of the agent is to maximise the
expected reward from each state st. This process ends when
the agent reaches its goal or a maximum predefined number
of time steps. During training, the process is repeated until
the number of steps reaches a predefined value.
If θP represents the parameters of the neural network
that comprises the policy to determine the action, the goal
is to maximise the expected sum of rewards during T
steps by optimizing a parameterised policy, pi (st; θP ), as
follows [37], [38]:
max
θP
Epi(st;θP )
[∑T
t=0
rt
]
. (1)
A challenge for this optimization is that the agent can learn
from extrinsic rewards only when it succeeds to reach the
final goal state. In the real world, the agent may operate in
an environment where there are no extrinsic rewards or where
extrinsic rewards are sparsely distributed. To address this
challenge, self-supervised approaches for RL equip the agent
with intrinsic rewards that closely relate to the understanding
of the environment in order to reach the final goal [14], [15],
[16], [17].
IV. ACTION REPRESENTATIONS FOR SELF-SUPERVISED
EXPLORATION
The proposed model for exploring unseen environments
relies on the theory of curiosity-driven exploration [17],
where the agent undertakes a systematic exploration to unveil
unseen regions. We encode the input image (state) and an
action into CNNs with two models (see Fig. 2). A Forward
Model predicts the future state from the current state-action
pair, providing a prediction error as an intrinsic reward to the
agent. Here we introduce an Action Representation Module
that decodes an input action for an effective prediction of the
state. To effectively train the Forward Model, we use joint
regression and triplet ranking loss functions. The Inverse
Model classifies the action performed to become a future
state from a current state. This action classification task
enables the features from the Forward Model to encode
information to determine the action.
A. Forward Model
Given a state-action pair (st, at) at time t, the Forward
Model f (·) predicts st+1 as a high-level feature representa-
tion φ¯ (st+1) to constrain the state transition and to encode
information more efficiently:
φ¯ (st+1) = f (st, at; θA, θF ) , (2)
where the network parameters θA and θF are learned for
the Action Representation Module and the state transition
network, respectively.
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Fig. 2: The proposed architecture for self-supervised visual exploration. The Forward Model, which consists of a state
transition network combined with an Action Representation Module, estimates the feature of the (future) state φ¯ (st+1) from
an input state-action pair (st, at). The one-hot code of an input action passes through three convolution layers (Conv*) with
Exponential Linear Unit (ELU) to generate decoded responses that are then concatenated to an intermediate response of the
state transition network. The concatenated responses estimate the feature of the future state after subsequent convolutions
(Conv) and fully connected (FC) layers. The Inverse Model classifies the action a¯t that should be performed to reach the
future state from the current state.
The proposed Action Representation Module consists of
three convolutional layers with nonlinear activations (Ex-
ponential Linear Unit or ELU) [39]. The input action at,
represented as a one-hot code, passes through three convolu-
tional layers and ELUs to generate a decoded response that
has a higher dimensionality than the input one-hot vector
representing the action code. Then the output of the Action
Representation Module is concatenated with an intermediate
response of the state transition network and fused to predict
the state in the higher dimensionality feature space, φ¯(st+1),
which is more expressive for the training. This solution
considerably differs from previous works that represented an
input action as a one-hot code that was simply concatenated
with the response from the fully-connected (FC) layers of
the state transition network [1], [3], [17], [19], [20].
In training, the parameters from the Action Representation
Module are implicitly learned from the input actions without
an explicit loss function related to this module, which derives
higher dimensional features from one-hot action codes. Fig. 3
shows a sample response generated by each action code.
To learn the Forward Model effectively, we use joint
regression and triplet ranking loss functions. The regression
loss function, LF1 , minimises the prediction error:
LF1
(
φ¯ (st+1) , φ (st+1)
)
=
∥∥φ¯ (st+1)− φ (st+1)∥∥22 , (3)
where φ (st+1) is the feature representation from the image
(state) st+1. LF1 ensures that the predicted state from an
input state-action pair is close to the future state. As the
prediction of the state without any actions is the current state
itself, st+1 can be encoded into a feature representation as:
φ (st+1) = f (st+1, at+1 = ∅; θA, θF ) , (4)
(a) (b) (c) (d)
Fig. 3: Sample responses from the Action Representation
Module for (a) move forward, (b) turn right, (c) turn left,
and (d) no action. These responses have a higher dimen-
sionality than the original one-hot vectors representing the
four actions.
where at+1 = ∅ denotes no action.
The triplet ranking loss function [40], LF2 , pushes
φ¯ (st+1) to be far from a prediction from st with a different
input action, which we define as φ¯ (s˜t+1) (see Fig. 4), while
maintaining the property of (3), in the form:
LF2
(
φ¯ (st+1) , φ (st+1) , φ¯ (s˜t+1)
)
= max
{
0,m+∥∥φ¯ (st+1)− φ (st+1)∥∥22 − ∥∥φ¯ (st+1)− φ¯ (s˜t+1)∥∥22},
(5)
where m is a margin. Here an action, different from the
current action at, is randomly chosen.
The Forward Model can be explicitly trained to discrim-
inate among the features generated from the same state but
with different actions. Therefore, we define the final loss
function for the Forward Model as LF = LF1 +γLF2 , where
γ controls the effect of the triplet ranking loss function and
LF1 can be seen as a regulariser for training LF2 .
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Fig. 4: The elements of the triplet ranking loss function for
the self-supervised prediction network. φ¯ (st+1) and φ¯ (s˜t+1)
receive the same input state with different actions, thus
having closer distance than φ (st+1) in the observation space.
The loss function LF2 aims to encode φ¯ (st+1) and φ (st+1)
close in the prediction feature space, while pulling φ¯ (st+1)
away from φ¯ (s˜t+1) to discriminate the predictions from
different actions.
B. Intrinsic Reward
We estimate rit, the intrinsic reward at time t, in a feature
space rather than in the raw camera view [17]. We made
this choice to enable the network to focus on action-relevant
information during the self-supervised learning. We employ
LF1 as r
i
t as [17]:
rit = η
∥∥φ¯ (st+1)− φ (st+1)∥∥22 , (6)
where η is a scaling factor. The larger the prediction error,
the larger rit, thus the agent is encouraged to explore unseen
areas.
C. Inverse Model
The Inverse Model learns to recognise an actual action at
from input states st and st+1 and then generates a predicted
action a¯t to change from φ (st) to φ (st+1) as:
a¯t = g (φ (st) , φ (st+1) ; θI) , (7)
where θI denotes the network parameters of the Inverse
Model. The loss function LI (a¯t, at) we use for the Inverse
Model is a soft-max as the problem in (7) generates a discrete
action label, which can be considered as a classification
among several possible discrete actions.
Based on the Forward and Inverse models, the overall
optimization for training the agent is:
−Epi(st;θP )
[∑k
t=0
rt
]
+ βLF + (1− β)LI , (8)
where rt = ret + r
i
t, and r
e
t and r
i
t are extrinsic and intrinsic
rewards, respectively; the hyper-parameter β controls the
weight between the Forward and Inverse models; and k,
which can vary for each episode but is upper bounded, is
the number of time steps when the agent has moved.
The rationale behind training for navigation with (8) is
that, in the early stage of training, the agent focuses on
learning features by pursuing intrinsic rewards since it takes
time to get to the final goal where the extrinsic reward is
obtained. Therefore the action at sampled from the policy
Fig. 5: Sample first-person views (states) from the VizDoom
MyWayHome environment. The agent explores the environ-
ment until it finds the armour (see the bottom-right view)
that triggers an extrinsic reward.
tends to move the agent where a higher prediction error is
generated so as to receive a higher intrinsic reward. This en-
ables the agent to explore unseen portions of the environment
rather than remaining in previously experienced states. As the
training progresses, the intrinsic rewards decrease with the
forward loss function LF1 and the relative importance of the
extrinsic reward increases, thus enabling the agent to move
to maximise the extrinsic reward.
V. RESULTS
A. Simulation Setup
We compare our model, AR4E (Action Representations
for Exploration), with another self-supervised network, ICM
(Intrinsic Curiosity Module) [17], and a network that only
considers extrinsic rewards in training, A3C (a vanilla Asyn-
chronous Advantage Actor-Critic) [38]. Both ICM and AR4E
are built on A3C.
For a fair comparison, we follow the same architecture
for the state transition network, except for AR4E, which
has the three convolutional layers with ELUs for the Action
Representation Module. This additional module only slightly
increases the number of model parameters (+0.5%). Table I
shows the details of the network configuration.
All agents are trained using visual inputs (images) con-
verted to grey scale and resized to 42 × 42 pixels [38]. To
train the networks, sixteen workers are used to perform RL
following the asynchronous training protocol in A3C [38].
The feature from the Forward Model, φ (st), is fed into a
long short term memory (LSTM) network with 256 units.
Two separate FC layers are exploited to estimate the value
function and the action at from the LSTM networks. We use
the ADAM solver [42] with 10−4 as learning rate.
B. Scenario
We compare the performance of the networks and validate
AR4E with a first-person view navigation task in the Viz-
Doom MyWayHome environment (see Fig. 5). The goal here
is to reach an armour, which gives an extrinsic reward [43],
[44].
TABLE I: Details of the configuration of the networks. The Action Representation Module decodes the responses by setting
stride to 2 [41]. ‘Concat’ denotes a concatenation that fuses two responses.
Forward Model Inverse Model
State Transition Network Action Representation Module Action Classification Network
Layer Filter (stride) Layer Filter (stride) Layer Filter (stride)
Conv1+ELU 32× 1× 3× 3 (1) Conv∗1+ELU 4× 4× 3× 3 (2) Concat -
Conv2+ELU 32× 32× 3× 3 (1) Conv∗2+ELU 8× 4× 3× 3 (2) FC∗1+ELU 256× 512× 1× 1 (1)
Concat - Conv∗3+ELU 8× 8× 3× 3 (1) FC∗2 4× 256× 1× 1 (1)
Conv3+ELU 40× 40× 3× 3 (1)
Conv4+ELU 32× 40× 3× 3 (1)
FC1+ELU 288× 256× 1× 1 (1)
FC2 256× 256× 1× 1 (1)
We consider three settings, namely dense, sparse, and
extremely sparse extrinsic rewards [17]. With the dense
setting, the agent is randomly spawned in 17 locations (some
of which are near the goal). In the sparse and extremely
sparse settings, the agent takes at least 270 and 350 steps
(actions) to reach the goal state, respectively. Episodes are
terminated when the agent reaches the armour or when 2100
time steps are completed.
The agent can perform four discrete actions: move for-
ward, at = (1, 0, 0, 0); turn right, at = (0, 1, 0, 0); turn left,
at = (0, 0, 1, 0); and no action, at = (0, 0, 0, 1). For efficient
training, we set the action to be repeated four times [38].
Unless otherwise stated, the total number of steps taken by
all workers is 20M, and the values of the hyper-parameters
are β = 0.4, γ = 1.0, η = 10, and m = 3× 10−5.
C. Navigation with Sparse Extrinsic Rewards
Fig. 6 shows that with dense setting, A3C, ICM, and
AR4E have good performance, whereas with sparser rewards
the proposed model has good performance while the per-
formance of the other models degrades. In settings with
sparse and extremely sparse extrinsic rewards, the A3C agent
fails to perform navigation as it has insufficient feedback
to improve itself during training and the policy cannot be
trained efficiently. The ICM agent has good performance
with sparse rewards, but it has slow convergence in the envi-
ronment containing extremely sparse rewards. As the sparsity
of the extrinsic rewards increases, AR4E outperforms the
other models, indicating that our model effectively learns
the features for exploration.
D. Navigation without Extrinsic Rewards
To quantify the benefits of using intrinsic rewards, we
perform transfer learning to evaluate if the model learned
by self-supervised training encodes meaningful information
for navigation. First, we train a model learning features from
intrinsic rewards only (i.e. in a self-supervised manner). Then
we fine-tune this pre-trained model in VizDoom with sparse
extrinsic rewards. In the fine-tuning stage, we set η = 1 to
decrease the influence of the intrinsic rewards and to force
the network to focus on the extrinsic rewards.
Table II shows the results by changing the total number
of steps in pre-training. Compared to training from scratch,
the performance decreases when the steps for pre-training
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Fig. 6: Extrinsic rewards for an agent trained with AR4E,
A3C, and ICM in an environment with (a) dense, (b) sparse,
and (c) extremely sparse extrinsic rewards. As the sparsity
of the extrinsic rewards grows, the relative improvement of
AR4E with respect to the other models increases.
TABLE II: Success ratios when fine-tuning pre-trained mod-
els in VizDoom with sparse setting. Success refers to the
agent achieving the goal during trials within 20M steps.
Pre-training total steps Success ratio (%)
0 (from scratch) 94.45± 22.87
0.5M 91.89± 27.28
2M 92.01± 26.08
10M 96.32± 18.89
TABLE III: Success ratios with different loss functions and
their combinations in the Forward (Fwd) and Inverse (Inv)
models. Success refers to the agent achieving the goal during
trials within 20M steps.
Model Success ratio (%)
Fwd Inv Dense Sparse Extremely Sparse
- LI 7.87±26.93 0.01±1.12 0.06±2.50
LF - 9.12± 28.79 0.44± 6.60 0.09±2.96
LF1 LI 96.78± 17.63 91.33±28.13 87.10±33.51
LF2 LI 8.13± 27.33 0.0006± 0.00 11.25± 3.35
LF LI 96.06 ± 19.43 94.45± 22.87 87.13± 33.48
are 0.5M and 2M as self-supervision is insufficient in these
cases. The model trained from scratch is outperformed by
the pre-trained model with 10M steps as self-supervision
produces meaningful features for navigation.
E. Ablation Study
To investigate the contribution of the components within
the proposed network, we conducted an ablation analysis by
training the agent with different loss functions and computed
the success rate during 20M total steps.
Table III shows a good performance when both LF1 and
LI are used and that the performance decreases when ex-
trinsic rewards become sparse. When the network is trained
with LF2 , the agent is unable to perform the navigation task,
because the triplet ranking loss can be influenced not only by
the direction of the feature vector but also by its magnitude.
A common approach to avoid this problem is to normalise
the feature vector [40], [45].
VI. CONCLUSION
We proposed an Action Representation Module that ex-
pands the dimensions of one-hot codes of input actions,
which are then fused with the state-transition network. The
network can predict the future state efficiently in an explo-
ration task. Moreover we train the Forward Model with joint
regression and triplet ranking loss functions, enabling the
network to discriminate predictions from different actions.
As the sparsity of the extrinsic rewards increases, the
training of the proposed network converges faster than
previous networks [17], [38]. However, similarly to these
other networks, our model may repeatedly turn left and right
during navigation: in our future work we will investigate
loss functions to handle this problem and we will transfer
our model to a mobile robot for visual exploration in the
real world.
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