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1. INTRODUCTION 
Schoenberg [7] has defined a generalization of the Bernstein polynomials, 
by associating withf(x), defined on [0, 11, the spline function of degree k > 0, 
j--k: 
where A = {xi}:==0 (0 = x0 < x1 < ... < x, = 1) and where the nodes tj 
and the functions Nj(x) depend on k and A. These functions are known as 
B-splines. 
Recently Marsden [5] has extended the definition to generalized splines 
defined by means of extended Tchebycheff systems (see [2] and [3]); these 
splines will be referred to as Tchebycheffian B-splines. Marsden has obtained 
many results on uniform approximation of functions in C[O, l] using B- 
splines and Tchebycheffian B-splines; and also on the approximation 
properties of the corresponding derivatives. The last part of Marsden’s paper 
is devoted to some conjectures of Voronovskaya type on the asymptotic 
behavior of the remainder. However, there are no results on the form of the 
remainder for fixed k and A. We shall represent he remainder by means of a 
generalized ivided difference and estimate the rate of convergence associated 
with the B-splines to a given function. 
We shall follow the notation of Marsden [5]. 
2. THE TCHEBYCHEFFIAN B-SPLINFZS 
Let m be a positive integer and let w,.(x) (1 < i < m) be real-valued 
functions satisfying 
q(x) E f?+y- co, co) and 
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Define the two systems (~~(x)}E;l and {vi(t)]E:1 by 
%(X) = 1, 
and 
where w,,(x) = W-~(X) = 1. 
It is known that each of these systems is an extended complete Tchebycheff 
system (for detailed discussion see [2]). 
Let [a, b] be a finite interval, let k = m - 1 be positive and let A = {x~}~=~ 
be a set of points in [a, b] satisfying 
a = x0 -=c x1 < x2 < **. < x,-~ < x, = b, 
Xi&k < Xi 3 k<i<n. 
(2.1) 
Following Marsden [5] we extend this set by letting 
xj = a j=-k -1 ,.-a, and xj = b j = n + l,..., n + k. 
Then let N,(x) (-k <j < n - 1) be the functions defined by Marsden [S] 
(8.4) and let & (-k < j < n - 1) be the nodes defined by [5] (9.2). It was 
proved by Marsden (see [5] (9.3)) that 
and 
a = <PI, < (L,, < *-* < .fnel = b, 
n-1 
1 N,(x) = 1, a < x < b, 
j=-k 
n-1 
(2.2) 
(2.3) 
J, u&j) N,(x) = d4 a e x G b, (2.4) 
where N-,(a) is defined to be N-,(a+). 
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Further, with a function f(x) defined on [a, b] let us associate the 
Tchebycheffian B-spline 
n-1 
Then the following was proved by Marsden [5]. 
THEOREM M. A sufJicient condition that 
lim Tdkf(x) = f(x) uniformIy in [a, b] 
for every f E C[a, b] is that 
lim k 11 LI /j = 0, (2.5) 
where II LI /I = max,Gi<n (xi+1 - xi). 
For a functionf(x) defined on [a, b], define the divided difference of order 
~2 off(x), with respect o the function ZQ(X), by 
J&o > tJ = Lf(to) - f(tNbdto) - MdL to f tl, a G to 9 tl G b, 
and 
fu,(to 7 h 3 62) = K&o 3 t1) -L&1 3 b.wMto> - m2)l~ to # 4 f t, 9 
to f t2 , a d to , tl , t2 d b. 
The function f(x) is called convex, non-concave, polynomial, nonconvex, 
or concave with respect o uI(x) if the divided difference of order 2 off(x) is 
positive, nonnegative, zero, non positive, or negative, respectively, for all 
triples to , t, , t2 of different points in [a, b]. 
For the function q(x) = x, the above divided difference coincides with 
the ordinary divided difference and the definitions of convexity etc. coincide 
with the ordinary definitions. 
3. MAIN RFBULTS 
Letf(x) be defined in [a, b] and denote the remainder in the approximation 
off(x) by TAYW, by 
Our main result is 
&llcf(X) = f(x) - ~&lkf(x). (3.1) 
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THEOREM 1. For$xed k > 0 and A satisfying (2.1) and any x, a < x < b, 
there are three dlfirent points in [a, b] ri = TJk, A, x), i = 0,2, 3, such 
that for every continuous function f E C[a, b], 
hkff(x) = &ke2Wfu,(To , 71 , T%), 
where the function e2 satis$es ez(x) = [u~(x)]~. 
(3.2) 
Theorem 1 for the special case of the Bernstein polynomials was proved 
by Aram& [l] (see also [4]). 
We shall need some preparatory results which are interesting by themselves. 
Let A’ be the set of points in [a, b] which is obtained from A by inserting a 
new partition point x’ different from x0 ,.,., x, , and denote by Nj’(x) and 
&’ the corresponding Ni(x)‘s and &‘s. We first prove 
THEOREM 2. Let f (x) be defined on [a, b] and let A and A’ be two sets of 
points in [a, b] with A satisfying (2.1) and A’ is obtainedfrom A by inserting 
x’, x, < x’ < x7+1 . Then 
T~lcfC-4 - Ti,f(x) = i aFfil,(Ll , Sj’, 6) Nj’(x), (3.3) 
j=-7c+r+1 
where aj2 = [z&J - u,(&‘)][u,(&‘) - u&,)] > 0 -k + r f I < j ,( r. 
Proof. Let us start by expressing the N,(x)‘s by means of the N,‘(x)‘s. 
Evidently 
N&Y) = N,‘(x), -kSj-k+r-I, (3.4) 
and 
N,(x) = Ni+dx>, r+l<j<n-I. (3.5) 
Now for -k + r < j < r, Nj(x) is a Tchebycheffian spline of degree k over 
the knots of A’ whose support lies in [xj , ~~+~+r]. The functions Nil(x) form 
a basis for these splines (see [5], Theorem 5) and in fact it follows by [5] 
Theorem 5 that 
Nj(X) = oljNf’(X) -- pj+,N;+,(x) j = -k + r,..., r (3.6) 
for some constants acj and /3j+l .
In order to find 01~ and pi+l j = -k + r,. .., r we employ the technique 
used by Marsden [5]. By (2.3) and (3.4) through (3.6) 
-k+r-I 
- Br+l~;+lw + i N,‘(x). 
j=r+2 
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Hence by the unique representation of 1 by the N,‘(x)‘s it follows that 
ol-k+r = 1, aj-pj = 1, -k+r+l <j<r, /3r+l= -1. (3.7) 
Also by (2.4) (3.4)-(3.6) and (3.7) 
n-1 
t c Ul(&) ~;+l(x) 
j=r+l 
-k+r 
= jck u&3 Ni(x) + j=-$r+l bPl(5d - (“j - 1) Ul(&J Iv-i’(x) 
+ i 4L) Nj’W. 
j=r+1 
Hence by the uniqueness of the representation of ul(x) by the iV,‘(x)‘s it 
follows that 
Therefore 
Ul(&‘) - 4L) 
% = asi) - GL) ’ 
-k+r+l <j<r. (3.8) 
In addition we see that 
& = &‘, -k <j < -k + r, and gj=gi+l, r<j<n-I, 
(3.9) 
which could also be proved directly. 
By (3.7) and (3.8), (3.6) now takes the form 
N.(x) = Ul(‘s7 - %(L) N,‘(x) + U&j;.+l) - ~,<g;+,> 3 a3 - GL) u,(gj+l) - ul(gj) Ni+1(x)9 
(3.10) 
-k+r<j<r. 
Combining the above formulae, (3.3) is evident. 
In order to complete the proof we need only show that 
ul(&) > u,(&‘) and u&i’) > u,(L), -k + r + 1 < j < r. (3.11) 
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Now it follows by the definition of the &‘s and the f$“s that for 
-k+r+l <j<r, 
(see [5] (8.1) and (8.5); also a similar result on top of p. 27 there). Letting t 
tend to x’ we get 
The other part of (3.11) is proved similarly. This completes our proof. 
The following is an immediate consequence (see also [5, Theorem 131 and 
the preceding lemma there). 
COROLLARY 1. Let A and A’ be two sets of points in [a, b] with A satisfying 
(2.1) and A’ is obtainedfrom A by inserting x’, a < x’ < b dzfirent from the 
knots of A. Then if f (x) is convex, nonconcave, polynomial, nonconvex, or 
concave with respect to ul(x), then TAkf (x) is greater, not less, equal, not greater, 
or less than Tt,f (x), respectively. 
Proof of Theorem I. Let k > 0 and A satisfying (2.1) be given and 
construct a sequence A, of sets of points in [a, b] with the following 
properties. A, = A and for m 3 1, A, is obtained from A,-, by inserting 
an additional point a < xn’ < b different from the knots of A,-, in such a 
way that limmem /j A, I/ = 0. Obviously each A, satisfies (2.1) and so by 
Corollary 1 if f (x) is a convex function with respect o uI(x), then 
T:J(x> > T:m+,f (xl> m = 0, 1, 2 ,.... 
Also by Theorem M, iff(x) is continuous in [a, b], then 
& T$,,f(x) = f 6). 
Consequently if f (x) is a continuous function in [a, b], which is convex with 
respect o z+(x), then T,kmf (x) decreases to f (x) and thus 
R,‘f (4 = f(x) - T,‘f (4 f 0, 
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for every continuous function f(x), convex with respect o z+(x). Now our 
result follows by Popoviciu [6, Theorem 51. In conclusion let us remark that 
&lcf(x) has the degree of exactness 1 (see [6, Section 251) since by (2.3) and 
(2.4) Rdkf(x) vanishes for the functions 1, U&C). 
The following is an immediate consequence of Theorem 1. 
COROLLARY 2. Zf the function g(x) = f(u;‘(x)) is twice continuously 
dlxerentiable in (a, b), then for anyfixed k > 0 and A satisfying (2.1) and any x, 
a < x < b, there exists r = T(k, A, x) such that 
Rdkf(x) = $RAke2(x) g”(T). 
When ul(x) = x the Tchebycheffian B-splines reduce to the B-splines that 
were introduced by Schoenberg [7]. For these splines we can establish an 
integral representation of the remainder. Applying Popoviciu [6, (84)] and 
the fact that R,,lcf(x) is of degree of exactness 1we get 
THEOREM 3. For k > 0 and A satisfying (2.1) and every function f(x) 
twice continuously d@rentiable in [a, b], we have 
where 
Wf (4 = f (4 - s2f (4 = j.” W4tWf “(t) 4 a 
MC) = (x - t + I x - t o/2 
and where Sdkf (x) denotes Schoenberg’s B-spline (see [7] or [5]). 
4. ESTIMATE OF THE REMAINDER FOR B-SPLINES 
We give here some estimates of the remainder in the approximation of 
functions belonging to some subclasses of C[a, b], using Schoenberg’s B-splines. 
We use some estimates of Rokez(x) (here of course ez(x) = x2) due to Marsden 
[5]. Since, in this case ul(x) = x, let us denote the ordinary divided difference 
of order 2 by f (T,, 71 , TJ. 
THEOREM 4. Let f E C[a, b] have a bounded ordinary divided dfirence of 
order 2. Then for k > 0 and A satisfying (2.1), 
I Wf(x)l < min t (b - a)2 k ” A ‘I2 2k , 2 i sup 1 f(70 , 71 ) T2)\ 3 (4.1) 
where the sup is taken over all T,, , r1 , r2 three different points in [a, b] 
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Proof. By [5] (4.1), 
Our result follows now by Theorem 1. 
COROLLARY 3. If f(x) is twice continuously differentiable in [a, b], then 
for k > 0 and A satisfying (2.1) 
1 / Rdlcf(x)I < - max j f “(?)I min 2 o<t<b i 
(b - 4” , k IIf II2 1. 
2k (4.2) 
In view of the above results it seems that finding estimates of R$e,(x) 
would be useful in characterizing when TAkf (x) approximates f (x). Marsden 
[5] (9.7), however, gives an estimate of E(x) = TAku,(x) - u,(x) and uses 
this (see Theorem M in §2 here) to obtain a sufficient condition for T,y (x) to 
approximate f (x). 
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