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Abstract
In this paper we introduce precedence–inclusion patterns, which are sets with a strictly partially
ordered set of strict partial orders, along with some additional structure. The deﬁnition of these
structures reﬂects howmultiple partial orders interact in a number of situations such as in text, images,
and video. In particular, precedence–inclusion patterns generalize constituent structure trees familiar
to computational linguists. Our interest in these objects was initially sparked by their connection with
problems of relational learning.We develop the general mathematical theory of precedence–inclusion
patterns, we show that each ﬁnite set of ﬁnite precedence–inclusion relations has a minimal most
speciﬁc generalization that is unique up to isomorphism, and we explain how this result relates to
relational learning.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Our aim here is to present a theory of patterns where the patterns are based on multiple
interacting strict partial orders. These patterns will be sets possessing a strictly partially
ordered set of strict partial orders that obey axioms we call interactive transitivity and in-
teractive irreﬂexivity, along with some additional structure relating to associating attributes
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to elements of a pattern.We believe these ideas, based on ubiquitous examples of interacting
orders, point to new directions for the study of ordered structures, while, at the same time,
holding the promise of signiﬁcant applications.
For instance, a pattern extracted from a video may have as its elements some picture
elements occurring in the individual frames of the video. There are four natural strict partial
orders relating those elements: elements may be ordered by the ordering of the frames in
which they occur, and elements within a single frame may be above one another, to the left
of one another, and included within one another. Other examples come from parsing text,
where linguistic entities in a parse tree may precede one another or they may contain one
another. In fact, categories ofwhatwe call 2-patterns include among their objects constituent
structure trees, as they are normally deﬁned in computational linguistics.
Extraction of structured information from text (see [3] for a survey article), based on
inductive learning, is the down-to-earth motivation for the work described in this paper. For
instance, one may wish to learn a pattern that enables one to search text for other instances
of the overdose(drug, symptom) relation from the example sentences (facts found in [8])
Symptoms of erythromycin overdose include nausea.
Other symptoms of Prozac overdose may include restlessness and agitation.
which themselves contain three instances of the overdose (drug, symptom) relation. In
addition to the extraction of information from text, this work has possible application to
1. the generalization of taxonomies such as hierarchies for the classiﬁcation of email,
documents, or webpages,
2. ﬁnding patterns in nucleotide sequences, and
3. discovering relationships between geometric objects in a scene.
However, those are still only goals. This paper is concerned with new mathematical foun-
dations for such applications.
Today the ﬁeld of inductive learning is dominated by two general principled approaches:
one statistical and the other logical. On one hand, statistical machine learning (e.g., see
[4] or [11]) provides mathematical techniques for the solution of a vast array of prac-
tical problems. On the other hand, while inductive logic programming (ILP) (e.g., see
[2]) has not had the practical impact of statistical methods, it possesses considerable
generality, thus having possible application to problems not amenable to statistical
approaches.
The approach to inductive learning that we are taking does not have a name, so we will
call it category–theoretic inductive learning. Like ILP, the category–theoretic approach is
symbolic, so in that sense it is as distinct from statistical methods as is ILP. Let us consider
the parallels and differences with ILP, while at the same time motivating category–theoretic
inductive learning. In category–theoretic inductive learning, for each problem area, we
expect to identify a suitable category, roughly playing the role of a background theory in ILP.
We will focus on the semantics as opposed to the syntax, with primary attention paid to the
objects of the category instead of to the logical formulae describing the objects. Nonetheless,
the objects—at least the ﬁnite ones—should havemanageable representations.As inmuchof
mathematics, the category, once chosen, will enable the development of methods speciﬁc to
that category. Instead of addressing pattern generalization through proofs that one formula is
implied by another, in the category–theoretic approachwewill show that there is amorphism
from one object to another. Since there is usually no a priori bound on the lengths of
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proofs, our expectation is that the construction of such morphisms between ﬁnite, explicitly
deﬁned objects, informed by the deﬁnition of the category, will bemore straightforward than
theoremproving. Finally, in support of learning fromexamples, category–theoretic inductive
learning replaces ILP’s rather loose notion of least general generalizations, ﬁrst identiﬁed
in [9], with objects known as minimal most speciﬁc generalizations that, in the ﬁnite case,
are often small, are readily computable, and are uniquely deﬁned up to isomorphism. With
these comparisons in mind, one might say that category–theoretic inductive learning is a
companion to logical approaches to inductive learning. In this paper, the sort of inductive
learning problems we wish to consider are problems of relational learning, by which we
mean the induction from examples of some number of assertions that certain elements
x1, x2, · · · of a structure S are in some particular relation R(x1, x2, · · ·) to one another
when the structure S is a speciﬁc instance of a more general pattern. Moreover, we wish
to deal only with pattern generalization in the context of precedence–inclusion patterns,
to be deﬁned below. But, this is still a very large area, and it is relevant to many speciﬁc
problems such as the extraction of information from text. Since the general properties of
precedence–inclusion patterns involve quantiﬁcation over operator symbols and over sets
of operator symbols, the theory of precedence–inclusion patterns is not axiomatizable in
ﬁrst-order logic. (However, to be fair, by ﬁxing in advance all the components of a pattern
signature —see Section 3—as speciﬁc ﬁnite objects, one can give a ﬁrst-order deﬁnition
of a -pattern by the explicit replacement of each higher-order universal quantiﬁcation by
a possibly large conjunction of ﬁrst-order formulae.)
The main technical content of this paper is an investigation of the mathematical prop-
erties of precedence–inclusion patterns. After giving some motivating problems in Sec-
tion 2, we give the basic deﬁnitions for precedence–inclusion patterns in Section 3. That
constituent structure trees in computational linguistics do indeed give examples of ﬁnite
precedence–inclusion patterns is the subject of Section 4. The properties as patterns of
inﬁnite treelike sets of intervals based on ordinal numbers are discussed in Section 5.
Section 6 discusses acyclicity in patterns, while Section 7 deals with well-foundedness and
co-well-foundedness. Nonempty power set constructions for precedence–inclusion patterns
are given in Section 8. The properties of pattern-preservingmaps and the category–theoretic
properties of patterns are the subjects of Sections 9 and 10. Section 11 presents a associativ-
ity theorem relating tensor products of patterns and hom.An interesting aspect of Section 11
is that illustrates how a study of a class of objects in category–theoretic terms can bring out
ﬂaws in an original deﬁnition that are not superﬁcially apparent. In this case, we see how
categories of nonempty patterns have much nicer properties than categories that include an
empty pattern. Connected components of patterns are taken up in Section 12. Section 13
considers relational learning in the setting of ﬁnite patterns, and introduces the idea that
retractions are key elements in constructing small generalizations of pairs of examples. The
central result for ﬁnite patterns, Theorem 14.3, is presented in Section 14. It states that, in
a category of precedence–inclusion patterns, each ﬁnite set of ﬁnite precedence–inclusion
patterns has a minimal most speciﬁc generalization that is unique up to isomorphism. This
best possible generalization can be readily computed, and we will make clear how this
construction directly contributes to relational learning. Thus, we will have shown that the
categories of precedence–inclusion patterns have the mathematical properties needed to
support category–theoretic inductive learning.
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We have tried to write this paper so that it would be of interest to mathematically sophis-
ticated readers, as well as to those who are less well-schooled mathematically. In particular,
we want the paper to be of some use to people who might build relational learning systems
without being mathematicians. The key parts of the paper for those building implementa-
tions are the ﬁrst four sections, the deﬁnition of pattern-preserving maps in Section 9, the
deﬁnition of the product of patterns in Section 10, and, ﬁnally, the examples and algorithmic
parts of Sections 13 and 14. The other parts can be skimmed by implementers, with the idea
of returning to them when or if needed.
In this paper, we do not deal with pattern construction based on both excluding nega-
tive examples and generalizing from positive examples. This may be a subject for future
research, or it may turn out that there is nothing better to do than to simply create a sep-
arate “negative pattern” from the negative examples and to require that any instance of
that negative pattern necessarily not be taken to exemplify the particular relation under
consideration.
Also,wewill not tackle the problemsof deﬁning thenotionof an approximate instantiation
of a pattern, of how to generalize in the presence of erroneously labeled examples, and of
how to avoid overﬁtting the data. Currently, only statistical approaches to machine learning
address these kinds of issues, and it is unclear how to marry statistics to our symbolic
approach.
2. Motivating problems
Here is an example of the kind of generalization situation that motivates us. The pattern
shown by the sentence
(A) (Mary went (to the store).)
is found in
(B) (Mary went (to the store) today.)
and is also found in
(C) (Mary went quickly (to the store).)
but that pattern is not found in
(D) (Mary went (to the movies) (after the store closed).)
To precisely explicate generalization in the above sense, we need a theory of pattern gener-
alization that goes beyondword order, and that canmake use of the results of partial parsing,
but that does not necessarily require that sentences be fully parsed. The partial parsing of
the sentences above is indicated by the matched pairs of parentheses inserted into the sen-
tences. Each matched pair indicates an element of the pattern to which linguistic properties
are assigned. Individual words are pattern elements, too, and properties, such as parts of
speech, are assigned to them. Note that some linguistic elements precede other elements,
while some elements include other elements. The approach we have in mind would say
that there are pattern-preserving maps from (A) to (B) and from (A) to (C), but there is no
pattern-preserving map from (A) to (D).
It will come as no surprise to computational linguists that what might be called the proto-
typical category of precedence–inclusion patterns serves to generalize constituent structure
trees. See Theorem 4.1. However, it may come as some surprise that precedence–inclusion
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patterns are truly more general. By small changes in the axiomatic deﬁnition of constituent
structure trees, we obtain structures supporting a signiﬁcant theory of pattern generaliza-
tion, an element that is missing from constituent structure trees by themselves. In fact, we
claim that in general one cannot express the generalization of two constituent structure
trees as a tree. A detailed example of this is given in Section 13. In the example sentences
above, (A) is very close to representing the minimal most speciﬁc generalization of (B)
and (C). The reason that (A) is not exactly the minimal most speciﬁc generalization of
(B) and (C) is that (B) and (C) both share a structural property that (A) lacks. Speciﬁ-
cally, in each of (B) and (C) there is an adverb—“today” (a nominal adverb) in (B), and
“quickly” in (C)—following the verb “went”, but there is no such adverb in (A). The min-
imal most speciﬁc generalization of (B) and (C) should reﬂect the need for an adverbial
presence in the right place; one cannot write it down as a sentence or even display it as
a constituent structure tree because one cannot pin down a single place where the adverb
must go.
As for a motivating problem for our approach to relational learning, the fact is that
geometric examples are the most accessible, while at the same time they provide easily
stated problems with nonobvious solutions. Also, geometric examples serve to demon-
strate that precedence–inclusion patterns have a potential use in extracting information from
images.
So, consider the arrangements of picture elements shown in Figs. 1 and 2. In both of
these patterns, the dimensions of the picture elements do not matter. The arrangement of
the elements is what counts. Speciﬁcally, we are interested in whether or not an element
a strictly precedes another one b (notation: a≺b) by being entirely to the left of it in
one of the ﬁgures, or whether or not a strictly includes b (notation: ab). (The theory
has no trouble supporting multiple relations of precedence and inclusion. Thus, in two-
dimensional pictures, a second precedence relation, that of being entirely above might be
present, but in the interest of simplicity we chose not to instantiate this relation in the present
examples.) Also, we pay attention to the gross properties of picture elements. In this case,
these properties state whether an element is circular or rectangular, and if it is rectangular,
whether its boundary is a dashed line or a solid line. In each of X and Y, two elements are
identiﬁed as being in the relation R to one another. The problem is this
On the basis of the evidence provided by X and Y , can we claim in a principled way
that another instance of the relation R occurs in the pattern Z shown in Fig. 3?
To answer this question, the methods presented later in this paper enable us to compute the
patternM, represented in Fig. 4, from X and Y . In the patternM, the relation R(m2,m5)
holds, and M is a minimal most speciﬁc generalization of X and Y . Why do we even say
that M is a generalization of, say, X? The reason is that there is a pattern-preserving map
from M into X. Think of it as a movement and distortion of picture elements. This is a
mapping that preserves the gross properties of picture elements and that does not break any
precedence or inclusion relations present inM . In this case, the mapping is not one-to-one.
(A fairly trivial way in which a more general pattern may be constructed from a given one
is simply by deleting elements from the given one to obtain a smaller, more general pattern.
The analog in logic is to obtain a more general formula from a conjunction by deleting
conjuncts. When the general pattern is constructed in this way, it is trivially true that all of















Fig. 3. The pattern Z. Does R(a, b) hold for a, b ∈ Z?
the structure in the more general pattern can be found in the more speciﬁc one that gave
rise to it. To ﬁnd a common generalization of two patterns, one might then think of deleting
from one pattern all those elements that were somehow incompatible with the second one.
However, becauseM has more elements than either X or Y ,M cannot be obtained in this
simplistic way.) By constructing a pattern-preserving map from (a pattern essentially the
same as)M into Z that sends m2 to z4 and m5 to z6, we can assert that R(z4, z6) holds on
the basis of generalizing from X and Y . However, generalization from X and Y does not
permit us to assert R(z2, z4) because there is no pattern-preserving map that sends m2 to
z2 and m5 to z4. Also, because there is no pattern-preserving map that sends m2 to z2 and
m5 to z6, we do not assert that R(z2, z6) holds on the basis of X and Y .






Fig. 4. The patternM , in which R(m2,m5) holds.
3. Basic deﬁnitions
At a high level, precedence–inclusion patterns can be described in three sentences:
1. Precedence–inclusion patterns nontrivially lift the concept of a strictly partially ordered
set to a set with a system of interacting strict partial orders.
2. Precedence–inclusion patterns are sets labeled by elements of a bounded complete poset
(usually a ﬁnite meet-semilattice, in practice).
3. Precedence–inclusion patterns support the marking of elements of a pattern as being
related according to whatever single relation is of interest in some discussion.
All three aspects of precedence–inclusion patterns are signiﬁcant, and, if any of the three
aspects were omitted, the theory would be much simpler, but it would be handicapped with
respect to eventual applications.
In this section we will lay out basic deﬁnitions in proper detail, as well as establish some
notation.
At the outset, we assume the existence of a set A and a single A-ary relation , called
the relation of interest, which is a relation deﬁned over the set of objects that may appear
in structures exemplifying patterns, whatever those objects, structures and patterns may be.
The idea is that we want to learn a pattern that is present in several structures in which the
relation  is exempliﬁed, so that new instances of the same pattern can be found.
The setA is a set of argument names, each of which names an argument for , the single
relation of interest. In relational learning, we wish to determine which constituents of a
structure are related by the speciﬁc relation when that structure is an instance of a general
pattern. We propose to do this by mapping elements of A to elements of the structure, thus
instantitating the relation of interest. Our approach will be consistent with the idea that, in
a single piece of text or of data, the relation  may be instantiated in multiple ways, albeit
each instantiation will be represented by a different precedence–inclusion pattern based on
the same text or data.
In an extreme case, it may be thatA is empty, in which case  is a logical constant (either
true or false). It is still possible for some structures to instantiate an empty relation,
say true, while others do not, in the sense that speaking of which structure instantiates
F.J. Oles / Theoretical Computer Science 342 (2005) 262–315 269
true serves to distinguish the members of a class from its complement. In this case, the
examples with which we start are the prototypical members of some class, and the aim is
to come up with a pattern that delimits the class based on the members given. Identifying
which speciﬁc elements of a structure that are actually related to one another is a moot
question whenA is empty, but this discussion does show how ordinary supervised learning,
i.e., learning the deﬁnition of a class from identiﬁed examples of the class, can be viewed
as a special kind of relational learning.
A poset is bounded complete if every subset bounded above has a least upper bound.
This is equivalent to the condition that every nonempty subset of the poset has a greatest
lower bound. Thus, a nonempty ﬁnite bounded complete poset is exactly the same as a
ﬁnite meet-semilattice with⊥. The collection of labels (perhaps think of sets of properties)
that pattern elements can have will be assumed to be a bounded complete poset. Bounded
completeness ensures the existence of nonempty products in categories of precedence–
inclusion patterns (Theorem 10.2). (Finite products of ﬁnite patterns will not be just of
theoretical interest. They will be important computationally because they are the beginning
point for our algorithm for computing minimal most speciﬁc generalizations.)
The following deﬁnition offers a nontrivial extension of the concept of a transitive, binary
relation to an ordered pair of binary relations. Let us say that an ordered pair 〈,≺〉 of
binary relations on a set P is interactively transitive if both  and ≺ are transitive and, for
all x, y, z ∈ P,
1. x≺y and yz implies x≺z, and
2. yx and y≺z implies x≺z.
The intuitive content of these conditions emerges by reading  as “strictly includes” and
≺ as “strictly precedes.” In fact, as alternatives to saying the ordered pair 〈,≺〉 of binary
relations is interactively transitive, we may also say that
1.  plays the role of strict inclusion with respect to ≺, or
2. ≺ plays the role of strict precedence with respect to .
The fact that we are dealing here with an ordered pair of binary relations instead of an
unordered set of two binary relations is part of the subtlety since the axioms read differently
if the two relations are interchanged.
The interactive transitivity relation on the collection of transitive relations on a set is itself
not a transitive relation. While, if one looks, it is easy to come up with particular examples
of this fact, a general class of such examples is presented at the very end of Section 8. One
abstract view of precedence–inclusion patterns would be to see them as structures in which
one knows circumstances in which the transitivity of interactive transitivity holds.
A single transitive relation has the property that its converse is also transitive. What
can be said along these lines for interactively transitive pairs of binary relations is con-
tained in the following proposition, whose proof is clear. While the proposition is elemen-
tary, it suggests that precedence–inclusion patterns may lack the kind of functorial duality
possessed by partially ordered sets. See the comments before Proposition 6.3 for more
discussion.
Proposition 3.1. If the ordered pair 〈,≺〉 of binary relations on a set P is interactively
transitive, then the ordered pair of relations 〈,〉 is also interactively transitive, where
 is the converse of ≺.
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Wewill have a lot to say about irreﬂexive, transitive binary relations, but that phrase does
not trip lightly off the tongue, so we will term such relations strict partial orders. By a
strict total order we mean a strict partial order whose reﬂexive closure is a total ordering.
Those well-schooled in ordered structures may think our preference for strict partial orders
instead of partial orders is a bit odd. Rest assured that we know what we are doing: these
are the relations that must be preserved by pattern-preserving maps. The intuition is that
identifying common separated similar parts is an important part of generalizing from a set
of examples.
Precedence–inclusion patterns will be strictly partially ordered sets, and normally there
will be multiple strict partial orders on the same set. In general, we do not want to ﬁx
the number of strict partial orders that may be present among the elements of a structure
exemplifying a pattern. As we have seen, patterns based on parsed sentences might involve
two strict partial orders called strict precedence and strict inclusion (or strict dominance),
but patterns based on reconnaissance photos or terrain maps might employ three strict
partial orders, such as saying w is north of x, y is west of x and x strictly contains z (from
which—by reﬂecting on the interactive transitivity axioms above—it should follow that
w is north of z and y is west of z). If our patterns were based on the frames of a video,
and the elements of patterns were occurrences of visual elements in single frames, then the
ordering of the frames could be used to deﬁne a precedence ordering on visual elements
and elements within a frame could be related by three relations similar to those used for
two-dimensional images such photos. If our patterns were taxonomies, then there might
be only one relation, normally called (strict) subsumption, and the notion of interactive
transitivity would be irrelevant. In fact, one might have patterns that have no strict partial
orders at all, but these are just sets whose elements are labeled with properties. And, just to
make things interesting, there are examples (such as among some of the four strict partial
orders on picture elements in a video—more generally, see Theorems 8.2 and 10.4) in which
a strict partial order can play the role of strict precedence with respect to one relation and
play the role of strict inclusion with respect to another.
We also wish to have a notion of irreﬂexivity that applies to multiple interacting binary
relations. We will say that a nonempty ﬁnite sequence of binary relations ≺1,≺2, . . . ,≺n
on a set P is interactively irreﬂexive if their composition
≺n ◦ · · · ◦ ≺2 ◦ ≺1
is irreﬂexive, i.e., if there does not exist a sequence x1, x2, . . . , xn of elements of P such
that
x1 ≺1 x2 ≺2 x3 ≺3 · · · ≺n−1 xn ≺n x1.
Amajor novelty in the deﬁnition of precedence–inclusion patterns is that the set of relation
symbols used to denote strict partial orders is itself a strictly partially ordered set, which
will tell us how the strict partial orders are required to interact with one another:
1. when  < , then the ordered pair of interpretations 〈≺,≺〉 must be interactively
transitive, and
2. the sequence of interpretations arising from a ﬁnite ascending chain of relation symbols
must be interactively irreﬂexive.
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With the completion of these preliminaries, our formal discussion of precedence–
inclusion patterns and their use in relational learning then starts in the style of universal
algebra.
Deﬁnition. A pattern signature an ordered triple  = 〈O,L,A〉 in which
1. O, the order symbol set of, is a strictly partially ordered set of binary relation symbols,
each of which is intended to be interpreted as a strict partial order (i.e., an irreﬂexive,
transitive relation) on a set,
2. L, the property poset of , is a nonempty bounded complete poset of labels that may be
attached to elements of structures.
3. A, the argument name set of , is a set whose elements name the arguments for some
A-ary relation of interest, instances of which may be found in patterns.
There is no reason to assume that any of the components of  are ﬁnite sets. However,
because it is the simplest case that shows the complexity of precedence–inclusion patterns,
much of the time the strictly partially ordered set O of binary relation symbols will have
two elements: O = 2 = {0, 1} with 0 < 1.
The elements of property poset L intuitively correspond to the sets of properties that an
entity in a structure may possess, with the minimal element (whose existence is guaranteed
as the greatest lower bound of all of L) being assigned to entities to which no properties
are attributed.
Note that the relation of interest  does not appear in a pattern signature . From a very
formal point of view, we can dispense with  for the following reasons:
1. At no point in our work do we use any information about the logical properties of the
relation .
2. Only the set A enters into the deﬁnition of a precedence–inclusion pattern.
Nonetheless, keeping  in the back of our mind serves to remind us that, in any structure
containing objects associated with the various argument names, those objects are usually
supposed to be related by a known speciﬁc relation , which is of some special interest.
However, we did say “usually.” Sometimes, the relation may be unknown except for the
recognition of examples at hand, and the whole point of generalizing from the examples
might be to come up with a good abstract deﬁnition of the relation based on those examples.
From this point of view, it is not at all surprising that  does not appear in a pattern
signature .
Now we are ready for the main deﬁnition.
Deﬁnition. Let  = 〈O,L,A〉 be a pattern signature. We will say a set P is a -pattern
when every  ∈ O has an intepretation ≺ as a strict partial order on P , along with a total
function L : P → L, called the labeling function, and a partial function P : A→˙P ,
called the argument naming function, such that
1.  <  implies that the ordered pair of relations 〈≺ ,≺〉 is interactively
transitive,
2. for every ﬁnite nonempty ascending chain of relation symbols 1 < 2 < · · · <
n, the sequence of strict partial orders ≺1 , ≺2 , . . . , ≺n is interactively
irreﬂexive.
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When no confusion can arise, we will call a -pattern simply a precedence–inclusion
pattern or even just a pattern.
Wewant our theory of precedence–inclusionpatterns to be consistentwith the aimof using
relational learning for template ﬁlling, i.e., extracting speciﬁed kinds of information from,
say, text to ﬁll records. An example might be recording executive changes in corporations
reported in news stories inwhich theremight be record ﬁelds for the name of the corporation,
the title of the position, the incoming executive, the outgoing executive, the effective date
of the change, etc. The point is that not all of the information might be present in a given
news story. Thus, we would like to support partial template ﬁlling at a conceptual level.
Dealing with examples in which a relation is only partially instantiated is one reason that the
argument naming function P : A→˙P may be partial.A mathematical reason for argument
naming functions to be partial is that this convention enables us to say that the decomposition
of a pattern into its connected components is a coproduct decomposition (Proposition 12.1).
Also, permitting partial functions facilitates talking about stripped patterns and stripping
functors in Section 13.
A good argument can be made that patterns should additionally be required to be non-
empty, but the reasons for this are subtle enough that they do not emerge until Sections 11 and
12. Consequently, we permit empty patterns in order eventually to appreciate the problems
they cause.
Those precedence–inclusion patterns for which O = 2 will be called 2-patterns. For a
2-patternP , we will often write eitherP or for≺0,P , which we will call strict inclusion,
while we will write either ≺P or ≺ for ≺1,P , which we will call strict precedence. Those
precedence–inclusion patterns for whichO = 1 = {0}, i.e., patterns based on a single strict
partial order, can be termed 1-patterns.
When L is degenerate (i.e., a one-element bounded complete poset), then patterns will
be based purely on the relations of precedence and inclusion, and no other properties of the
elements of structures will be relevant to pattern generalization except those that relate to
instantiating the relation of interest. Thus, we introduce the following concept:
Deﬁnition. When the property poset L is degenerate, we will call a precedence–inclusion
pattern purely positional.
When A is empty, we gave an earlier analysis of how problems of classiﬁcation relate to
problems of relational learning.
Deﬁnition. We will say a precedence–inclusion pattern is a classiﬁcation pattern if the set
of argument names A is empty.
Clearly, for a purely positional pattern P, the labeling function P need not be given
explicitly, because there is no choice in its deﬁnition. Similarly, for a classiﬁcation pattern
P, the argument naming function P need not be given explicitly.
Example. Striving for simple nontrivial examples of precedence–inclusion patterns, con-
sider purely positional classiﬁcation 2-patterns. For instance, based on a string s = 〈a, b, c,
d, e〉 of length ﬁve, we can—in this case rather arbitrarily—deﬁne a ﬁve-element purely
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positional classiﬁcation 2-pattern
Z = {〈a, b, c〉, 〈a〉, 〈b, c〉, 〈b〉, 〈d, e〉}.
The order of the elements of S = 〈a, b, c, d, e〉 and the fact that each string in Z has a
unique occurrence as a substring of S determines both the strict precedence relation on Z,
which is given in detail by
〈a, b, c〉≺〈d, e〉, 〈a〉≺〈b, c〉≺〈d, e〉, 〈a〉≺〈b〉≺〈d, e〉
and the strict inclusion relation on Z, which is given in detail by
〈a, b, c〉〈a〉, 〈a, b, c〉〈b, c〉〈b〉.
The pattern Z is somewhat special in that, by inserting parentheses into the string s, we
could have described the pattern Z quite compactly in a single line as
Z = ((a)((b)c))(d e),
where each matched pair of parentheses deﬁnes an element of the pattern.
The generalization of the ideas above to inﬁnite strings is the subject of Section 5.
Particular ﬁnite geometric examples of precedence–inclusion patterns are given in detail
in Section 13. General methods of constructing one pattern from another can be found
throughout this paper.
We close this section on basic deﬁnitions with a discussion of subpatterns. First, we need
to establish some notation: if f : X→˙Y is a partial function from a setX to a set Y , then we
denote the domain of deﬁnition of f by dom f , i.e., dom f = {x ∈ X | f (x) is deﬁned}.
Letting  = 〈O,L,A〉 be a pattern signature, we say that a -patternQ is a -subpattern
of a -pattern P provided that
1. as sets,Q ⊆ P ,
2. a ∈ dom Q iff a ∈ dom P and P (a) ∈ Q, and
3. for all x, y ∈ Q, for all binary relation symbols  ∈ O, and for all argument names
a ∈ dom Q,
(a) x ≺,Q y iff x ≺,P y,
(b) Q(x) = P (x), and
(c) Q(a) = P (a).
When the signature is clear from context, we just say Q is a subpattern of P . The reader
should not regard the deﬁnition of subpattern as entirely routine. At this stage, another
deﬁnition replacing biconditionals by implications is not unreasonable. The actual deﬁnition
given is the right deﬁnition for stating the results of Sections 13 and 14, as well as for the
next proposition.
Proposition 3.2. The collections of subpatterns of a pattern P are in bijective correspon-
dence with the set of subsets of the underlying set of P.
Proof. This is clear once we observe there is a unique way to provide a pattern structure
for each subset Q of the underlying set of a pattern P so that Q becomes a subpattern
of P . 
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4. Constituent structure trees
As we will see in Theorem 4.1, constituent structure trees give examples of classiﬁcation
patterns. Since the deﬁnitions of the two concepts bear some similarity, it is worth looking
at the differences.
As a reference onmathematical concepts in computational linguistics, see [7].With slight
notational modiﬁcation, we will take our deﬁnition of constituent structure tree from that
source. Given a ﬁnite set Q of labels, a constituent structure tree is a ﬁnite set T together
with a strict partial order≺ (the precedence relation) on T , a partial order⊇ (the dominance




(∀x)(∀y)((x≺y or y≺x)↔ (x ⊇y and y ⊇x)).
Nontangling Condition:
(∀w)(∀x)(∀y)(∀z)((w≺x and w⊇y and x⊇z)→ y≺z),
where r, x, y, z, and w range over T . The Single Root Condition just says a constituent
structure tree has a single root. The Exclusivity Condition says that any two nodes of
constituent structure tree exhibit either the dominance relation or the precedence relation
between one another, and not both. TheNontanglingCondition that when one node precedes
another one, then the same relation of precedence holds between nodes that those two nodes
dominate. For more discussion, see [7].
There is nothing corresponding to , the A-ary relation of interest, in the preceding
deﬁnition. Also, in computational linguistics, constituent structure trees are not considered
as objects of a category, as far as we know. However, the following important, but fairly
obvious, theorem holds.
Theorem 4.1. Every constituent structure tree gives rise to a classiﬁcation 2-pattern by
keeping the precedence relation as what we have called strict precedence, by taking the
strict inclusion relation to be the dominance relation minus the identity relation (i.e., the
strict part of the dominance relation), by letting L be the power set of Q, and by letting
(x) = {(x)}.
Remark. There are other possible choices for L in Theorem 4.1. A more conservative
choice might be to use the ﬂat nonempty bounded complete poset consisting of the set of
all singleton subsets of Q together with the empty set, partially ordered by inclusion. If
one had a proper notion of a consistent set of labels, then one might take all the consistent
subsets ofQ, partially ordered by inclusion.
It is worth reﬂecting on the small differences between the deﬁnitions of classiﬁcation
patterns and constituent structure trees, and on the fairly large consequences of those
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differences:
1. Dominance is a partial order, whereas the deﬁnition of a pattern requires strict inclusion
to be a strict partial order. This is just a nit.
2. Constituent structure trees are required to be ﬁnite, but patterns do not have such a
requirement. Letting precedence–inclusion patterns be inﬁnite is needed to clearly relate
categories of patterns to the category of sets (Theorem 10.1), as well as to understand
properly which properties of patterns are inherently connected to ﬁniteness.
3. Constituent structure trees have a ﬁnite set of labels, as opposed to an arbitrary nonempty
bounded complete poset of properties. For patterns, the poset of properties comes into
its own when analyzing when one pattern is a generalization of another, a consideration
that seems not to have arisen for constituent structure trees.
4. Constituent structure trees are rooted, but there is no analogous requirement on patterns.
Removing the Single Root Condition results in the existence of arbitrary coproducts in
categories of classiﬁcation patterns (Theorem 10.3).
5. This is the most subtle difference: only the left-to-right implication in the biconditional
Exclusivity Condition holds in general for patterns (see Proposition 6.1). This loosens
things up greatly by permitting patterns with a geometric ﬂavor even if our primary
interest is in patterns based on parsing text. The relaxation of the Exclusivity Condition
is key to being able develop our theory of pattern generalization.
6. Finally, there is nothing in the deﬁnition of constituent structure trees that hints at inter-
active irreﬂexivity. In the setting of computational linguistics, it is not explicitly needed
because of the upcoming Corollary 6.2.
There is a similarity between precedence–inclusion patterns and constituent structure
trees: the Nontangling Condition for constituent structure trees is basically the same as
what we earlier termed interactive transitivity.We like our term better because a pattern can
satisfy this condition while still being fairly tangled, as evidenced by the patternM shown
in Fig. 4.
5. Treelike sets of intervals
In this section, we give our ﬁrst examples of inﬁnite patterns. Our starting point is the
obvious fact that parse trees—an important class of 2-patterns—are constructed on top of
a ﬁnite sequence of tokens, which is really a labeling function from a ﬁnite ordinal number
to the set of all tokens. Then each node of a ﬁnite parse tree covers the image of a convex
subset of the ﬁnite ordinal number. In this section, we extend this view of ﬁnite ordered
trees to structures based on arbitrary ordinal numbers.
By a (possibly inﬁnite) string over an alphabet S, we mean a function s : os → S, where
os is an ordinal number called the length of the string. Note that each nonempty convex
subset of the well-ordered set os is an interval of the form
[	, 
) = { | 	 < 
os},
where	 and  are ordinal numbers that are uniquely determined.An s-interval is a restriction
of the function s to a nonempty convex subset of os . If t is an s-interval and the domain of
t is [	, 
), then we write start(t) = 	 and end(t) = 
, so that always start(t) < end(t). An
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s-interval t is not a string if start(t) = 0, but an s-interval t may always be said to be an
occurrence of the string
(t) : (end(t)− start(t))→ S
given by
(t)() = s(+ start(t)).
We would like to generalize to inﬁnite strings the idea of deﬁning sets of occurrences of
substrings by the insertion of balanced sets of parentheses. IfZ is a set of s-intervals, where
s is a possibly inﬁnite string s, then we say Z is treelike if, for all t1, t2 ∈ Z, the domains
of t1 and t2 either are disjoint or else one of them is a subset of the other one. Note that a
treelike set of intervals need not have a distinguished element that acts as a root, so they are
a bit more general than trees even in the ﬁnite case. For such a set Z, we can make Z into
a purely positional, classiﬁcation 2-pattern by deﬁning, for all t1, t2 ∈ Z,
1. t1≺t2 iff end(t1)start(t2), and
2. t1t2 iff the domain of t2 is a proper subset of the domain of t1.
Of course, in the preceding deﬁnitions we have not actually used the full deﬁnition of s,
i.e., how s assigns alphabet elements to ordinal numbers, but we would expect that patterns
based on strings formore elaborate signatures than purely positional classiﬁcation 2-patterns
would take this assignment into account.
So, assume thatZ is treelike.There is a binary relation onZ that comes, if pattern elements
were marked by the insertion of pairs of parentheses in the usual way, from “the order of
the leading parentheses.” Thus, one can say that, for t1, t2 ∈ Z, t1 strictly parenthetically
leads t2 if either
1. start(t1) < start(t2), or
2. start(t1) = start(t2) and end(t2) < end(t1).
If Z is ﬁnite and actually is an ordered tree, strictly parenthetically leading corresponds to
what is commonly called a pre-order traversal of the tree.
A arbitrary binary relation ≺—not just a strict partial order, but the deﬁnition applies
in that case, too—on a set P is well-founded if there is no inﬁnite sequence of elements
x1, x2, x3, . . . of P such that
x1  x2  x3  · · · .
Dually, ≺ is co-well-founded if there is no inﬁnite sequence of elements x1, x2, x3, . . . of
P such that
x1 ≺ x2 ≺ x3 ≺ · · · .
Clearly, ≺ is co-well-founded iff its converse  is well-founded.
For any 2-pattern P , let the strictly leading relation  on P be deﬁned by
 = (≺ ∪)+,
i.e.,  is the transitive closure of union of the relations of strict precedence and strict
inclusion on P. In Theorem 6.4, we will prove  is always a strict partial order.
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Proposition 5.1 ties the orders deﬁned in this section together. One reason this fairly
elementary proposition revolves around when its conclusions do not hold: it provides an
easily checkable condition on≺ and (namely, that their unionnotbe a strict total order) that
can be used to demonstrate that a given 2-pattern cannot be obtained by putting parentheses
into any string at all in a way that obeys the usual constraints. (More precisely, then the given
pattern is not isomorphic to—see Section 9—any treelike pattern of intervals in a string.)
In particular, it can be used to show that a ﬁnite pattern cannot be represented by a ﬁnite
ordered tree. But, also, Proposition 5.1 should be seen as a precursor to results obtained in
Sections 6 and 7.
Proposition 5.1. Let s be a possibly inﬁnite string, and let Z be a treelike set of s-intervals.
Then
1. both strict precedence ≺ and strict inclusion  on Z are well-founded,
2. the relation of strictly parenthetically leading is a strict total order on Z,
3. the relation of strictly parenthetically leading is the same as , and
4.  = ≺ ∪.
5.  is well-founded.
Proof. (1) The ﬁrst claim is implied by the fact that the < relation on an ordinal number
is well-founded. (2) It is straightforward to check directly from the deﬁnition that strictly
parenthetically leading is a strict total order. (3) Also, from the deﬁnitions, it is easy to see
that t1 strictly parenthetically leads t2 iff either t1≺t2 or t1t2. Since a strict total order is
transitive, we see strictly parenthetically leading is the same as, which is the third claim.
(4) From these observations, the fourth claim is obvious. (5) The last claim now follows
from the ﬁrst one and the fourth one. 
6. Acyclicity in patterns
Certainly, cycles can be present in some patterns. For instance, on a map of the USA,
Illinois is entirely north of all of Mississippi (as measured by the longitudes of every pair
of points of which one component is in Illinois and the other is in Mississippi), Mississippi
is west of Maine (according to latitude), Maine is north of Kansas, and Kansas is west of
Illinois. But some acyclicity is implied when strict partial orders are interactively transitive,
as the next proposition shows. Proposition 6.1 should be compared with the Exclusivity
Condition given in Section 4.
Proposition 6.1. If 〈,≺〉 is an interactively transitive ordered pair of strict partial orders
on a set P, then
 ∩ ≺ = ∅ and  ∩  = ∅,
i.e., for all x, y ∈ P , x≺y → y x, x≺y → x y, xy → y ≺x, and xy → x ≺y.
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Proof. Suppose both x≺y and yx. The ﬁrst axiom for interactive transitivity then implies
x≺x, contradicting the irreﬂexivity of ≺. This proves  ∩ ≺ = ∅. Similarly,  ∩  = ∅
can be shown by using the second axiom for interactive transitivity. 
Corollary 6.2. If 〈,≺〉 is an interactively transitive ordered pair of strict partial orders
on a set P, then the sequence of relations 〈,≺〉 is interactively irreﬂexive.
Proof. Clear. 
With the aid of Proposition 3.1, Corollary 6.2 implies that for 2-patterns, we can get
another 2-pattern by replacing ≺1 by its converse 1. Actually, the more general Proposi-
tion 6.3 holds. The patternP ∗ that results from the construction given in Proposition 6.3 can
differ in important ways from P (see Proposition 7.1.) Also, after we consider categories
of -patterns, it will be obvious that this construction is not generally functorial. Thus, this
construction is a rather poor duality, even though P = P ∗∗. This is why we call P ∗ the
weak dual of P . Still, it is a useful means of constructing examples.
Proposition 6.3. Consider a pattern signature  = 〈O,L,A〉. For each -pattern P, we
get a -pattern P ∗ by
1. letting, for all maximal  ∈ O, ≺,P ∗ = ,P , and
2. letting the rest of the -pattern structure of P ∗ be the same as that of P.
Proof. Use Proposition 3.1 to prove the requisite ordered pairs of strict partial orders are
interactively transitive. Suppose the requisite irreﬂexivity fails. Then there is an integer
n1 and there are sequences x0, x1, . . . , xn−1, xn of elements of P ∗, and 1,2, . . . ,n
of relation symbols in O, such that n is maximal and such that
x = x0 ≺1,P ∗ x1 ≺2,P ∗ · · · ≺n−1,P ∗ xn−1 ≺n,P ∗ xn = x.
Then, in P , we have
x = x0 ≺1,P x1 ≺2,P · · · ≺n−1,P xn−1 n,P xn = x.
From 1 < n, x ≺1,P x1, and x ≺n,P xn−1, we see from the second interactive
transitivity axiom that x1 ≺n,P xn−1. Combining this with 2 < n, x1 ≺2,P x2, we see
x2 ≺n,P xn−1. Continuing in thismanner, eventuallywe get xn−1 ≺n,P xn−1, contradicting
the irreﬂexivity of ≺n,P . Hence, P ∗ is a -pattern. 
From the next theorem, it follows that the relation  on any 2-pattern is always a strict
partial order. In the second claim of the following theorem, we will actually present a more
general acyclicity result. First, we need to generalize the deﬁnition of. Let = 〈O,L,A〉
be a pattern signature. For any subset S of O, denote the transitive closure of the union of
the corresponding relations on a -pattern P by
S = (∪{≺ |  ∈ S})+.
Just to be clear about it, if S = ∅, then S is the empty relation. Note that the third claim
in Theorem 6.4 generalizes Proposition 6.1.
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Theorem 6.4. Let  = 〈O,L,A〉 be a pattern signature, let C be a totally ordered subset
of O, and let P be a -pattern.
1. If xCx′, then there exists a positive integer n and a sequence of elements
x0, x1, . . . , xn−1, xn
of P such that there is a unique ﬁnite ascending chain 1 < 2 < · · · < n of relation
symbols in C satisfying
x = x0 ≺1 x1 ≺2 · · · ≺n−1 xn−1 ≺n xn = x′.
2. The binary relation C is a strict partial order on P.
3. If
C = D ∪ E, where D ∩ E = ∅,
then
D ∩E = ∅ and D ∩E = ∅
Proof. The case C = ∅ is trivial, so assume C is nonempty.
For the ﬁrst claim, suppose xCx′. Let n be the smallest integer such that there is a
sequence of elements x0, x1, . . . , xn−1, xn of P and a sequence 1,2, . . . ,n of relation
symbols in C, satisfying
x = x0 ≺1 x1 ≺2 · · · ≺n−1 xn−1 ≺n xn = x′.
If, for any i, i = i+1 then we could use the transitivity of i to get a shorter sequence of
elements of P , contradicting the minimality of n, so no two consecutive relation symbols in
the sequence are the same. If there is an integer i such that 0 < i < n such that i > i+1,
then
xi−1 ≺i xi ≺i+1 xi+1,
which by interactive transitivity gives
xi−1 ≺i xi+1,
again contradicting the minimality of n. SinceC is totally ordered, the sequence is therefore
an ascending chain 1 < 2 < · · · < n. For the uniqueness part of the claim, note that
because C is totally ordered, then Proposition 6.1 implies that for at most one  ∈ C is it
possible for xi ≺ xi+1.
For the second claim, the relationC is transitive by deﬁnition, andC is irreﬂexive by
the ﬁrst claim combined with interactive irreﬂexivity of the sequence of interpretations of
a nonempty ﬁnite chain of relation symbols.
For the third claim, suppose that D ∩ E = ∅. Then by the ﬁrst claim, there exist
x, y ∈ P such that there are nonnegative integers n and m, sequences x1, x2, . . . , xn and
y1, y2, . . . , ym of elements ofP , an ascending sequence 1 < 2 < · · · < n+1 of elements
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of D, an ascending sequence 1 < 2 < · · · < m+1 of elements of E such that
x ≺1 x1 ≺2 x2 ≺3 · · · xn ≺n+1 y,
x ≺1 y1 ≺2 y2 ≺3 · · · ym ≺m+1 y
and such that n + m is minimal. Since C is totally ordered, either 1 < 1 or 1 < 1.
If 1 < 1, then, by the second axiom for interactive transitivity, x1 ≺1 y1. Similarly,
if 1 < 1, then y1 ≺1 x1. In any case, the minimality of n + m is contradicted. Thus,
D ∩E = ∅.
The proof of the other equality in the third claim is simpler. Suppose there exist x, y ∈ P
such that xDy and xEy. SinceD andE are subsets ofC, xCy and yCx, from which
readily follows a contradiction to the second claim that C is a strict partial order. Hence,
D ∩E = ∅. 
Let  = 〈O,L,A〉 be a pattern signature, let C be a totally ordered subset of O, let
W ⊆ O and let P be a -pattern. Deﬁne the binary relation WC on P by
WC =
⋃{≺n ◦ · · · ≺2 ◦ ≺1 | 1 < 2 < · · · < n is a chain in C and n ∈ W }.
The next proposition says that any partition of the set of relation symbols induces a decom-
position of the strictly leading relation for each chain of relation symbols. The second claim
of Proposition 6.5 generalizes the last claim of Proposition 5.1.
Proposition 6.5. If  = 〈O,L,A〉 is a pattern signature, C is a totally ordered subset of
O,W ⊆ O and P is a -pattern, then
1. WC is a strict partial order, and
2. C = WC ∪O−WC .
Proof. Just to be clear about the degenerate case, ifW = ∅, thenWC is the empty relation,
and the proposition is trivial in this case.
For the ﬁrst claim, note that, due to interactive irreﬂexivity, WC is irreﬂexive. We claim
WC is transitive. It is enough to will prove by induction on n+m that if
x ≺1 x1 ≺2 · · · ≺n−1 xn ≺n y
and
y ≺1 y1 ≺2 · · · ≺m−1 ym ≺m z,
where 1 < 2 < · · · < n and 1 < 2 < · · · < m are chains in C and n, m ∈ W , then
xWC z. For the base case of n = m = 1, we have x ≺1 y and y ≺1 z, which breaks into
two cases:
1. If 1 < 1, then x ≺1 y ≺1 z shows xWC z.
2. If 1 < 1, then, by interactive transitivity, x ≺1 z which shows xWC z.
This ﬁnishes the base case. Now we carry out the induction step.Again, there are two cases.
1. If n < 1, then the fact that 1 < 2 < · · · < n < 1 < 2 < · · · < m is a chain in
C shows xWC z.
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2. Otherwise, n > 1, and we use interactive transitivity to conclude xn ≺n y1, thereby
cutting y out of the picture. Then we can apply the induction hypothesis to xWC y1 and
y1WC z to obtain xWC z.
This shows WC is transitive, and, hence, is a strict partial order.
The second claim follows directly from Theorem 6.4. 
For any strictly partially ordered set O, let C(O) be the set of nonempty totally ordered
subsets of O, which itself is strictly partially ordered by
C < D iff (∀ ∈ C)(∀ ∈ D)( < ),
where C,D ∈ C(O). (Note that, because the deﬁnition above uses < instead of  , no
chain in C(O) is longer than a chain in O, so this is not a way to make deeper strictly
partially ordered sets—but this is the right deﬁnition to make Theorem 6.6 true.) SinceO is
order-isomorphic to {{} |  ∈ O}, which has the strict partial order it inherits as a subset
of C(O), we can regard C(O) as an extension ofO. For a pattern signature  = 〈O,L,A〉,
deﬁne the chain expansion of  to be the pattern signature
C() = 〈C(O), L,A〉.
As an application of Theorem 6.4, we have Theorem 6.6 which provides a way to regard a
-pattern as a C()-pattern.
Theorem 6.6. Let = 〈O,L,A〉 be a pattern signature and let P be a-pattern. Then the
-pattern structure on P can be extended to make P a C()-pattern by interpreting each
nonempty totally ordered subset C of O as C .
Proof. First, observe that, for each  ∈ O, ≺ = ≺{}, which means that purported
C()-pattern structure on P matches the given -pattern structure on P via the embedding
 → {}.
Suppose C,D ∈ C(O) and C < D. We must show that the ordered pair 〈C,D〉 of
strict partial orders is interactively transitive. Let x, y, z ∈ P . There are two axioms to
check:
1. Suppose xDy and yCz. By Theorem 6.4, there exist ﬁnite ascending chains
1 < 2 < · · · < n
and
1 < 2 < · · · < m
of relation symbols in D and C, respectively, such that, for some x1, x2, . . . , xn−1 ∈ P
and for some y1, y2, . . . , ym−1 ∈ P ,
x ≺1 x1 ≺2 · · · ≺n−1 xn−1 ≺n y
and
y ≺1 y1 ≺2 · · · ≺n−1 xm−1 ≺m z.
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From C < D, we see m < 1. By the ﬁrst interactive transitivity axiom, we get
successively
xn−1 ≺n y1, xn−1 ≺n y2, . . . , xn−1 ≺n ym−1, xn−1 ≺n z.
Therefore, xDz.
2. A similar argument using the second interactive transitivity axiom gives that yCx and
yDz implies xDz.
Hence, 〈C,D〉 is interactively transitive.
Second, suppose thatC1 < C2 < · · · < Cn is a nonempty ﬁnite chain of nonempty totally
ordered sets of relation symbols inO.Weneed to show that the sequenceC1 ,C2 , . . . ,Cn
is interactively irreﬂexive. Observe thatC = ∪{Ci | 1 in} is also a nonempty totally or-
dered subset ofO, so, by Theorem 6.4,C is irreﬂexive. SinceCn ◦· · ·◦C2 ◦C1 ⊆ C ,
it follows that C1 ,C2 , . . . ,Cn is interactively irreﬂexive. 
7. Well-foundedness and co-well-foundedness
This is the proper point to consider how about chains of relation symbols relate to well-
foundedness and co-well-foundedness in patterns. These ideaswill be useful in an upcoming
nonempty power set construction (Theorem 8.3).
In order to have abundant examples of inﬁnite patterns towhich future theorems apply, we
want to establish that there aremany inﬁnite patternswhose strict partial orders are amixture
of well-founded and co-well-founded strict partial orders. The following proposition shows
these are provided by weak duals of the pattern structures given earlier for treelike sets of
intervals. Proposition 7.1, via comparison with Proposition 5.1, highlights the differences
between that pattern structure of a treelike set of intervals and its weak dual.
Proposition 7.1. Let  = 〈2, {⊥},∅〉, and let s : os → S be a string of length os , and let Z
be a treelike set of s-intervals given a -pattern structure as laid out in Section 5. Consider
the weak dual -pattern Z∗ as deﬁned in Proposition 6.3.
1. ≺0,Z∗ (strict inclusion) is well-founded.
2. ≺1,Z∗ (strict succession) is co-well-founded.
3. 2,Z∗ = ≺0,Z∗ ∪ ≺1,Z∗ .
4. 2,Z∗ is a strict total order.
5. If ≺0,Z∗ is not co-well-founded, then 2,Z∗ is not co-well-founded.
6. If ≺1,Z∗ is not well-founded, then 2,Z∗ is not well-founded.
Remark. Just to be clear about it, by deﬁnition,
2,Z∗ = (≺0,Z∗ ∪ ≺1,Z∗)+.
Proof. (1, 2) The ﬁrst two claims are immediate from Proposition 5.1(1) and the deﬁnition
of Z∗.
(3) Suppose x 2,Z∗ y. We will assume that neither x ≺0,Z∗ y, nor x ≺1,Z∗ y. Then,
by Theorem 6.4(1), there is some z such that x ≺0,Z∗ z ≺1,Z∗ y. By Theorem 5.1(2) and
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Theorem 5.1(3), 2,Z is a strict total order on Z and
2,Z = ≺0,Z∗ ∪ 1,Z∗ .
There are two cases. On one hand, if x 2,Z y, then x 1,Z∗ y, which we put together with
our assumption about the existence of z to get x ≺0,Z∗ z ≺1,Z∗ y ≺1,Z∗ x, contradicting
the known irreﬂexivity of2,Z∗ . On the other hand, if y 2,Z x, then y ≺0,Z∗ x, which we
again put together with our assumption about z to get x ≺0,Z∗ z ≺1,Z∗ y ≺0,Z∗ x, again
contradicting the irreﬂexivity of 2,Z∗ . Hence,
2,Z∗ = ≺0,Z∗ ∪ ≺1,Z∗ .
(4) That 2,Z∗ is a strict total order follows from the preceding claim and from the fact
that
2,Z = ≺0,Z∗ ∪ 1,Z∗
is a strict total order.
(5, 6) The last two claims are clear. 
In the preceding theorem, if we bound intervals by the insertion of parentheses in the
usual way, it is not too hard to see that 2,Z∗ is the converse of the order of the trailing
parentheses.
Proposition 7.2. Let  = 〈O,L,A〉 be a pattern signature. Suppose P is a -pattern and
1 < 2 < · · · < n,
where n > 0, is a ﬁnite ascending chain of relation symbols in O.
1. If ≺n is well-founded, then the composition ≺n ◦ · · · ◦ ≺2 ◦ ≺1 is well-founded.
2. If≺n is co-well-founded, then the composition≺n ◦· · ·◦≺2 ◦≺1 is co-well-founded.
Remark. Note that the composition≺n ◦ · · · ◦≺2 ◦≺1 is not necessarily a strict partial
order. Recall that we deﬁned “well-founded” and “co-well-founded” for arbitrary relations,
and not just for strict partial orders. One reason was to be able to state this theorem.
Proof. Without loss of generality, assume n > 1. Let C = {1,2, . . . ,n−1} be the chain
in O consisting of the ﬁrst n − 1 of elements of the given chain. Then D = {n} is also a
chain, C < D in C(O), and, by Theorem 6.6, the pair 〈C,D〉 is interactively transitive,
Since the strict partial orders ≺n andD are the same, the pair 〈C,≺n〉 is interactively
transitive.
Suppose ≺n is well-founded, and suppose there exists an inﬁnite descending sequence
x1(1 ◦ 2 ◦ · · · ◦ n)x2(1 ◦ 2 ◦ · · · ◦ n)x3(1 ◦ 2 ◦ · · · ◦ n) · · ·
of elements of P . Then there exists an inﬁnite sequence y1, y2, y3, . . . such that, for all
i > 0,
xi+1 C yi ≺n xi .
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By rearranging things, for all i > 0,
yi+1 ≺n xi+1 C yi.
By interactive transitivity,
y1 n y2 n y3 n · · · ,
contradicting the well-foundedness of ≺n . Hence, ≺n ◦ · · · ◦ ≺2 ◦≺1 is well-founded.
The second half of the proposition is proved similarly. 
If  = 〈O,L,A〉, then a -pattern P has ﬁnitely limited chains whenever, for each
relation symbol  ∈ O, the strict partial order ≺,P is well-founded or co-well-founded.
Obviously, all ﬁnite patterns have ﬁnitely limited chains. By Propositions 5.1 and 7.1,
treelike 2-patterns of intervals in inﬁnite strings and their weak duals also have ﬁnitely
limited chains.
Proposition 7.3. Let  = 〈O,L,A〉 be a pattern signature, let P be a -pattern having
ﬁnitely limited chains, let
W = { | ≺,P is well-founded}
and let
W ′ = { | ≺,P is co-well-founded}.
If C is a ﬁnite totally ordered subset of O, then
1. C = WC ∪W
′
C .
2. WC is well-founded
3. W ′C is co-well-founded.
Proof. The ﬁrst claim follows from Proposition 6.5.
Next, we claim that WC is well-founded. Suppose, to the contrary, that there exists an
inﬁnite descending sequence
x1 WC x2 WC x3 WC · · ·
of elements of P . For each  ∈ C, letD() = { ∈ C |  < }. From the deﬁnition ofWC ,
for all i > 0, there exists yi ∈ P and i ∈ C such that ≺i is well-founded satisfying
1. xi+1 = yi ≺i xi , or
2. xi+1 D(i ) yi ≺i xi
Since the totally ordered set C is ﬁnite, there exists a largest element  appearing inﬁnitely
often in the sequence 1,2,3, . . . . Again because C is ﬁnite, there is some integer m
such that  = m and, for all i > m,  < i .Without loss of generality, we can takem = 1.
Using Theorem 6.4, if  ∈ C and  < , then (≺ ◦D()) ⊆ D(). Thus, for all i > 0,
we have one of three possibilities
1. xi+1 = yi ≺ xi , or
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2. xi+1 D() yi ≺ xi , or
3. xi+1 D() xi .
Using the transitivity of D(), we may forget about the last condition, i.e., there is a
nondecreasing function i → j (i), such that, for all i > 0,
1. xj (i+1) = yi ≺ xj (i), or
2. xj (i+1) D() yi ≺ xj (i).
Hence, for all i > 0,
1. yi+1 ≺ xj (i) = yi , or
2. yi+1 ≺ xj (i+1) D() yi .
Since D() < {} in C(O) and ≺ = ≺{}, Theorem 6.6 enables us to use interactive
transitivity to conclude
y1  y2  y3  · · · ,
contradicting the well-foundedness of . Hence, WC is well-founded.
The proof that W ′C is co-well-founded is similar. 
8. Nonempty power set constructions
How can we make the set of subsets of a pattern into a pattern? In this section, we will
give three different ways (Theorems 8.1–8.3) of making the set of nonempty subsets of a
pattern into a pattern. (When the deﬁnitions are spelled out, it will be clear that the empty
set does not mesh well with these constructions.) One way is fairly obvious, and, each of
the other ways are related to a different ways of adding relation symbols to the signature
of the original pattern. These constructions also show that the strict partial ordering on the
relation symbols of a pattern can be arbitrarily deep.
For any set X, let N (X) be the collection of nonempty subsets of X. The following
theorem describes the canonical -pattern structure on N (P ) for a -pattern P .
Theorem 8.1. Let P be a -pattern. Then the following deﬁnitions make N (P ) into a
-pattern: for all X, Y ∈ N (P ), and for all binary relation symbols  ∈ O,
1. X≺,N (P ) Y iff (∀x ∈ X)(∀y ∈ Y )(x ≺,P y),
2. N (P )(X) =
∧{P (x) | x ∈ X},
3. dom N (P ) = dom P , and
4. for all a ∈ dom P , N (P )(a) = {P (a)}.
Moreover, if P has ﬁnitely limited chains, then N (P ) also has ﬁnitely limited chains.
Proof. This is routine, but the reader should note that the proof that  <  implies that the
corresponding pair of interpretations is interactively transitive depends upon the fact that
all the sets inN (P ) are nonempty. Moreover, the deﬁnition ofN (P )(X) only makes sense
when X is nonempty. 
For any set X, we can always ﬁnd an element ⊥X ∈ X. However, following the usual
convention in studies of ordered structures, we will suppress the subscript on ⊥X when
introducing a nonmember of a set, leaving the reader to ﬁgure outwhich set⊥ is supposed not
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to be a member of. That said, if  = 〈O,L,A〉 is a pattern signature, let ⊥ = 〈O⊥, L,A〉
and O⊥ = O ∪ {⊥}, i.e., O⊥ is the strictly partially ordered set O with a new bottom
element added.
There is nothing to stop us from using the following result over and over again, getting
relation symbol sets that are arbitrarily deep.
Theorem 8.2. If P is a -pattern, and N (P ) is regarded as a -pattern in the canonical
way, then we can make N (P ) into a ⊥-pattern by additionally letting, for all X, Y ∈
N (P ),
X≺⊥,N (P ) Y iff X ⊃ Y.
Proof. That the required interactive transitivity axioms hold is clear. Suppose there is a
ﬁnite ascending chain of relation symbols ⊥ < 1 < 2 < · · · < n, where n > 0, such
that the corresponding sequence of interpretations onN (P ) is not interactively irreﬂexive.
Then there exists X ∈ N (P ) and a sequence of elements X1, X2, . . . , Xn ∈ N (P ) such
that
X ≺⊥ X1 ≺1 X2 ≺2 · · · ≺n−1 Xn ≺n X.
Since X1 is nonempty, there is some x1 ∈ X1. For every xi ∈ Xi , 2 < in, and for every
x ∈ X,
x1 ≺1 x2 ≺2 · · · ≺n−1 xn ≺n x.
But X1 ⊂ X, which leads to
x1 ≺1 x2 ≺2 · · · ≺n−1 xn ≺n x1,
in contradiction to the interactive irreﬂexivity of the sequence of interpretations on the
-pattern P corresponding to 1 < 2 < · · · < n. From this, the required interactive
irreﬂexivity property follows. 
Earlier, we informally described the pattern structure for two-dimensional images based
on the three relations of “is above”, “is to the right of”, and “includes.” Theorem 8.2 can be
used to see how this pattern structure arises.One startswith the two strict partial orders on the
points of an image (a rectangular region) that are induced by the two strict total orders on its
vertical and horizontal axes. No interactive transitivity axioms hold for those two relations.
Then Theorem 8.2 describes how to jack up that structure into a pattern structure on the
sets of nonempty subsets of the image to which we have added the strict inclusion relation,
and for which appropriate interactive transitivity and interactive irreﬂexivity axioms hold.
(This only goes so far: in an application, we think it likely that whatever labeling and
argument naming functions are desired for nonempty subsets of an image region would
only be indirectly related or even unrelated to whatever labeling and argument naming are
present for individual points in the image.)
Also, by putting together Theorem 8.2 and Proposition 3.2, we see that any set of
nonempty subsets of a strictly partially ordered set deﬁnes a 2-pattern. An example of
this is the 2-pattern structure we deﬁned for a set of nonempty s-intervals for an inﬁnite
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string s satisfying the usual parenthesization constraints: it comes from applying Theo-
rem 8.2 and Proposition 3.2 to the 1-pattern deﬁned by the strict total order< on the ordinal
number os .
After discussing coproducts, a way of making the depth of the strict partial order on the
relation symbols of a pattern signature arbitrarily deep by adding new tops will be given in
Theorem 10.4.
How does the construction in Theorem 8.2 relate to having ﬁnitely limited chains? It is
fairly obvious that the construction does not makeN (P ) a ⊥-pattern with ﬁnitely limited
chains if the pattern P with which one starts is inﬁnite. But the example of a set of intervals
satisfying the usual parenthesization constraints shows that an inﬁnite subpattern ofN (P ),
where P is inﬁnite, can give have ﬁnitely limited chains.
Let  = 〈O,L,A〉 be a pattern signature. Let 2·O be the strict partial order whose
underlying set is the Cartesian product of the underlying sets of 2 and O and where we
equip 2·O with the strict partial order given by
〈i,〉 <2·O 〈j, 〉 iff ij and  <O 
for all i, j ∈ 2 and for all ,  ∈ O. We consider 2·O to be an extension of O via the
embedding e : O → 2·O given by e() = 〈0,〉, for all  ∈ O. Since the image of
O under the canonical embedding e is a downwards closed subset of 2·O, this particular
construction of 2·O from O serves to extend O upwards, somewhat like the construction
of O⊥ serves to extend it downwards, it does not extend it upwards very much because no
chains get longer. Let
2· = 〈2·O,L,A〉.
The deﬁnition of the strict partial orders in the following theorem are reminiscent of
the deﬁnition of the Plotkin partial order on the convex sets of a partially ordered set. In
particular, it applies to ﬁnite patterns. The last sentence of the theorem, while easy to prove,
is important because it means the construction given below can be iterated.
Theorem 8.3. Let  = 〈O,L,A〉 be a pattern signature and let P be a -pattern having
ﬁnitely limited chains. ThenN (P ) can bemade into a (2·)-pattern in away that extends the
canonical-pattern structure onN (P ) by deﬁning, for all  ∈ O and for allX, Y ∈ N (P ),
X ≺〈0,〉,N (P ) Y iff X ≺,N (P ) Y
(where X ≺,N (P ) Y was deﬁned in Theorem 8.1), and
X ≺〈1,〉,N (P ) Y iff
{
(∀x ∈ X)(∃y ∈ Y )(x ≺,P y) and
(∀y ∈ Y )(∃x ∈ X)(x ≺,P y).
Moreover, if the -pattern P has ﬁnitely limited chains, then the (2·)-pattern N (P ) also
has ﬁnitely limited chains.
Proof. WhenO is empty, then so also is 2·O, making the theorem is trivial in this case, so
assume O is nonempty.
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First, we will show that the relations deﬁned above are strict partial orders. Let  ∈ O.
That each relation≺〈0,〉,N (P ) is a strict partial order follows fromTheorem 8.1. Transitivity
of ≺〈1,〉,N (P ) is easy to check. Suppose X ≺〈1,〉,N (P ) X. Let x be an element of the
nonempty set X. Repeatedly using the ﬁrst clause in the deﬁnition of ≺〈1,〉,N (P ) gives an
inﬁnite sequence x ≺,P x1 ≺,P x2 ≺,P · · · of elements of P , and repeatedly using
the second clause gives an inﬁnite sequence x ,P y1 ,P y2 ,P · · · of elements
of P . The existence of one or the other of these contradicts the well-foundedness or the
co-well-foundedness of ≺,P . Consequently, ≺〈1,〉,N (P ) is irreﬂexive, and also is a strict
partial order.
Next we must show that the deﬁnitions given do indeed makeN (P ) into a (2·O)-pattern
by verﬁty the axioms of interactive transitivity and of interactive irreﬂexivity.
Interactive transitivity: Suppose 〈i,〉, 〈j, 〉 ∈ 2·O satisfy 〈i,〉 <2·O 〈j, 〉. We need
to check the interactive transitivity of corresponding pair of strict partial orders. There are
three cases requiring slightly different arguments:
1. i = j = 0, and  <O . Then
〈≺,N (P ),≺,N (P )〉
is interactively transitive by Theorem 8.1.
2. i = j = 1, and  <O . Then the reader can check that the interactive transitivity of
〈≺,P ,≺,P 〉 implies the interactive transitivity of
〈≺〈1,〉,N (P ),≺〈1,〉,N (P )〉.
3. i = 0, j = 1, and  <O . Since all the sets in N (P ) are nonempty, X ≺,N (P ) Y
implies X ≺〈1,〉,N (P ) Y . Thus, we can use the second case to see that
〈≺,N (P ),≺〈1,〉,N (P )〉
is interactively transitive.
Interactive irreﬂexivity: Every nonempty ﬁnite ascending chain in 2·O has the form
〈0,1〉 < 〈0,2〉 < · · · < 〈0,m〉 < 〈1,m+1〉 < 〈1,m+2〉 < · · · < 〈1,n〉,
where n1 and 1 < 2 < · · · < n is a nonempty ﬁnite ascending chain in O. Let
!N (P ) be the composition
!N (P ) = ≺〈1,n〉,N (P ) ◦ · · · ◦ ≺〈1,m+1〉,N (P ) ◦ ≺〈0,m〉,N (P ) ◦ · · · ◦ ≺〈0,1〉,N (P )
and let!P be
!P = ≺n,P ◦ · · · ◦ ≺m+1,P ◦ ≺m,P ◦ · · · ◦ ≺1,P .
To verify interactive irreﬂexivity means we need to show !N (P ) is irreﬂexive. Sup-
pose, to the contrary, that there exists some X ∈ N (P ) and a sequence of elements
X1, X2, . . . , Xn−1 ∈ N (P ) such that
X ≺〈0,1〉 X1 ≺〈0,1〉 · · · ≺〈0,m〉 Xm ≺〈1,m+1〉 · · · ≺〈1,n−1〉 Xn−1 ≺〈1,n〉 X.
Therefore, there exist inﬁnite sequences x1, x2, x3, . . . and y1, y2, y3, . . . of elements of X
such that x1 "P x2 "P x3 "P · · · and y1 !P y2 !P y3 !P · · ·. This contradicts the
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fact that, by Proposition 7.2,!P is either well-founded or co-well-founded because≺n,P
is either well-founded or co-well-founded. Having reached a contradiction, we conclude
that!N (P ) is irreﬂexive, and that the deﬁnitions given do indeed makeN (P ) into a (2·O)-
pattern.
That the construction transfers the having limited chains property from P to N (P ) is
clear. 
The constructions presented in this section cannot be mixed willy–nilly with the expec-
tation of still obtaining a precedence–inclusion pattern. To see this, let  = 〈2, {⊥},∅〉 and
let P be a -pattern having ﬁnitely limited chains. Consider the three strict partial orders
on N (P ) given by, for X, Y ∈ N (P ),
X ≺0,N (P ) Y iff X ⊃ Y,
X ≺1,N (P ) Y iff (∀x ∈ X)(∀y ∈ Y )(x ≺0,P y), and
X ≺2,N (P ) Y iff
{
(∀x ∈ X)(∃y ∈ Y )(x ≺1,P y) and
(∀y ∈ Y )(∃x ∈ X)(x ≺1,P y).
By Theorem 8.2, the ordered pair 〈≺0,N (P ),≺1,N (P )〉 is interactively transitive, and, by
Theorem 8.3, the ordered pair 〈≺1,N (P ),≺2,N (P )〉 is interactively transitive. However, if
there exist x, y, z ∈ P such that
x ≺1,P y ≺1,P z,
then the ordered pair 〈≺0,N (P ),≺2,N (P )〉 is not interactively transitive, as is shown by
{x, y} ≺2,N (P ) {y, z} ≺0,N (P ) {y} and {x, y} ≺2,N (P ) {y}.
We get this example of the failure of interactive transitivity to be transitive even though the
ordered pair 〈≺0,N (P ),≺2,N (P )〉 is interactively irreﬂexive.
9. Pattern-preserving maps
The concept of a morphism between -patterns is the basis of understanding pattern
generalization. Let P and Q be -patterns. When there is a morphism from P to Q,
then we may say P is a generalization of Q. A morphism from a pattern P to a pattern
Q describes how to ﬁnd all the parts of P within Q in a structurally consistent way. A
morphism between patterns is also called a pattern-preserving map. It will be obvious that
the functional composition of pattern-preserving maps is pattern-preserving, so for each
pattern signature , we will form the category , whose objects are -patterns and whose
morphisms are pattern-preserving maps. we will let
hom(P,Q)
denote the set of pattern-preserving maps from a -pattern P to a -patternQ.
For the formal deﬁnition of a morphism, if dom P ⊆ dom Q, then there are no mor-
phisms from P to Q. If dom P ⊆ dom Q, then a morphism h : P → Q from P to Q is
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a (total) function from P to Q satisfying, for all x, y ∈ P , for all binary relation symbols
 ∈ O and for all a ∈ dom P ,
1. x ≺,P y implies h(x)≺,Q h(y),
2. P (x)Q(h(x)), and
3. h(P (a)) = Q(a).
A less artful deﬁnition of morphism might have replaced the third clause above by
P (x) = Q(h(x)),
but this would not be what wewant. The deﬁnition as given implies that ifQ is more speciﬁc
than P, then not only must the elements of Q that correspond to elements of P have all
the relevant properties of corresponding elements of P , but elements ofQ are permitted to
have other properties, too. Moreover, with the different deﬁnition, we would not be able to
prove that even binary products exist in categories of precedence–inclusion patterns (see
Theorem 10.2)—and products are a key part of the theory of pattern generalization (see
Theorem 13.1).
Of course, when P is a subpattern of Q, the inclusion map  : P → Q is a pattern-
preserving map, which is consistent with the idea that one way of generalizing a pattern is
simply to focus on subpattern.
Asusual,wedeﬁne an isomorphism to be a bijective pattern-preservingmapwhose inverse
is pattern-preserving, an endomorphism to be a pattern-preserving map from a pattern to
itself, and an automorphism is both an endomorphism and an isomorphism.
A bijective pattern-preserving map is not necessarily an isomorphism. We will give an
example in Section 13. This is not really so weird, since it should remind us of the sim-
ilar situation in topological spaces, where a bijective continuous map is not necessarily a
homeomorphism. However, we do have the following easy proposition that applies to ﬁnite
patterns. Along the road to the proof of Theorem 14.3, it is used several times.
Theorem 9.1. Abijective endomorphismof a ﬁnite pattern is necessarily an automorphism.
Proof. Let P be a ﬁnite -pattern, and let h : P → P be a bijective endomorphism of
P . Since P is ﬁnite, the group of all bijective maps (including those that are not pattern-
preserving) from P onto P is also ﬁnite. Hence, there exists an integer n2 such that
hn = 1P , where 1P is the identity map on P . Therefore, when we write h−1 = hn−1, we
are expressing the inverse of h as a composition of pattern-preserving maps. Therefore, h−1
is pattern-preserving, and h is an automorphism. 
Also as usual, a pattern-preserving map h : P → Q is a monomorphism if it is left
cancellable, i.e., if, for all patterns S and for all pattern-preserving maps f, f ′ : S → P ,
h◦f = h◦f ′ implies f = f ′, and is an epimorphism if it is right cancellable, i.e., if, for all
patternsS and for all pattern-preservingmapsf, f ′ : Q→ S,f ◦h = f ′◦h impliesf = f ′.
Clearly, an injective pattern-preserving map is a monomorphism, and a surjective pattern-
preserving map is an epimorphism, because injectivity and surjectivity by themselves entail
the appropriate cancellation properties. By using a pattern with a single point, labeled by
⊥ ∈ L and with no argument names, for S in the deﬁnition of monomorphism, it is easy to
check that every monomorphism is injective.
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However, it is possible for an epimorphism to fail to be surjective.
Proposition 9.2. For a pattern signature  = 〈O,L,A〉, the following are equivalent:
1. A = ∅.
2. Every epimorphism in  is surjective.
Proof. Suppose A = ∅, and let h : P → Q be an epimorphism. As sets, let S = Q × 2,
and make S into a -pattern as follows:
1. for all  ∈ O, for all x, y ∈ Q, and for all i, j ∈ 2,
〈x, i〉 ≺,S 〈y, j〉 iff x ≺,Q y,
2. for all x ∈ Q, and for all i ∈ 2,
S〈x, i〉 = Q(x).
For each subset T ⊆ Q, there exists a pattern-preserving map fT : Q → S deﬁned by,
for all x ∈ Q,
fT (x) =
{ 〈x, 0〉 if x ∈ T ,
〈x, 1〉 it x ∈ T .
Another pattern-preserving map f ′ : Q → S is given by f ′(x) = 〈x, 0〉, for all x ∈ Q.
Take T = h(P ). Then fh(P ) ◦ h = f ′ ◦ h, and so fh(P ) = f ′, from which it follows that
h(P ) = Q, which then shows that h is surjective.
Now assume A = ∅. We will produce an epimorphism that is not surjective. Let Q be a
-pattern whose argument naming function Q has a nonempty domain of deﬁnition. (One
can even take Q = A, use a → ⊥ for labeling, and use the identity function for argument
naming.) Consider the subpattern P = Q− dom Q. Because there is no freedom in where
elements of dom Q are sent by a pattern-preserving maps f, f ′ : Q → S, the inclusion
map i : P → Q is an epimorphism, but it is clearly not surjective. 
Finally, we note in the last proposition of this section that pattern-preserving maps pre-
serve the strictly leading relation. Recall that C() is the chain expansion of , which was
deﬁned prior to Theorem 6.6.
Proposition 9.3. Let  = 〈O,L,A〉 be a pattern signature. Suppose P and Q are both
-patterns, and h : P → Q is a pattern-preserving map.
1. For all totally ordered subsets C ⊆ O and for all x, y ∈ P,
xCy implies h(x)Ch(y).
2. hom(P,Q) = homC()(P ,Q).
Proof. Clear. 
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The following corollary to Proposition 9.3 is indicative of one way in which patterns
derived by placing parentheses into ﬁnite strings are special, and, in fact, somewhat rigid.
Corollary 9.4. The identity map is the sole endomorphism of a ﬁnite treelike set of intervals
in a possibly inﬁnite string.
Proof. By Proposition 5.1 (or by Proposition 7.1 when considering the weak dual pattern
structure for a treelike set of intervals), the strictly leading relation makes a ﬁnite treelike
set of intervals into a ﬁnite chain. By Proposition 9.3, any endomorphism of such a pat-
tern must preserve the strictly leading relation, but the only order-preserving map from
a ﬁnite chain into itself is the identity map, so the identity map is the only such endo-
morphism. 
10. Categories of patterns
The reader mostly interested in techniques for relational learning and unfamiliar with
category theory can read this section and the next one lightly. That reader should be aware
that products of objects in category theory are abstractions of Cartesian products of sets
and that coproducts of objects in category theory are abstractions of disjoint unions of sets.
Such abstractions help us understand how structurally similar arguments occur over and
over again in technically different areas of mathematics, and they help us comprehend how
different mathematical subjects—different categories—relate to one another.
While the results in this section are very important—particularly as they relate to the
existence of products and coproducts—their proofs are all routine and consequently are
omitted.
By the empty pattern signature, we mean the pattern signature
0 = 〈∅, {⊥},∅〉.
Let Set denote the category of sets. Ways in which Set relates to an arbitrary category 
of -patterns are given by the next two propositions. Informally, the next proposition says
that the pattern freely generated by a set is just the set itself, regarded as a pattern.
Proposition 10.1. Let  be a pattern signature.
1. The categories Set and 0 are isomorphic.
2. 0 is a full coreﬂective subcategory of .
The construction of nonempty products in  is straightforward: using the fact that the
poset of labels is bounded complete, just add the obvious structure to the Cartesian product
of the underlying sets. The reason why terminal objects (empty products) do not generally
exist does not hinge only on the possible lack of a maximum label. It also reﬂects the
fact that, in the category of strictly partially ordered sets (i.e., , where  = 〈1, {⊥},∅〉),
there is no order-preserving map 2 → 1. The construction of equalizers in Set also works
for .
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Theorem 10.2. Let  = 〈O,L,A〉 be a pattern signature.
1. If P = {Pi | i ∈ I } be a nonempty I-indexed collection of -patterns, then a product
of P in  can be constructed so that its underlying set is
{Pi | i ∈ I },
the Cartesian product of the underlying sets of P .
2. Equalizers exist in .
3.  has a terminal object iff O is empty and L has a maximum element.
In light of the last theorem, we can say  is nonemptily complete, by which we mean that
all nonempty diagrams have limits.
When coproducts of patterns exist, they can be constructed as disjoint unions. This is
always possiblewhen the set of argument names is empty, i.e., for categories of classiﬁcation
patterns.Amoment’s reﬂection shouldmake clear that theremay be an obstacle to deﬁning a
pattern structure on a disjoint union of patterns when the set of argument names is nonempty
because theremaybe toomany constraints onwhere an argument namemust bemapped.The
ultimate obstruction to coproducts is shown by trying to form the coproduct of patterns P
andQ such that P (a1) ≺,P P (a2) and Q(a2) ≺,Q Q(a1).Although some coproducts
pop up in all categories of patterns, they just do not exist universally. However, for every
pattern signature , the empty set, regarded as a -pattern in the only way possible, is an
initial object (i.e., empty coproduct) in .
Theorem 10.3. Let  = 〈O,L,A〉 be a pattern signature and let P = {Pi | i ∈ I } be an
I-indexed collection of -patterns.
1. A coproduct of P exists in  iff if the domains of deﬁnition {dom Pi | i ∈ I } of the
argument naming functions are mutually disjoint.
2. If a coproduct of P exists in , then a coproduct of P in  can be constructed so that its
underlying set is
⊕{Pi | i ∈ I },
a disjoint union of the underlying sets of P .
3. If A = ∅, then arbitrary coproducts of patterns exist in .
If we have a coproduct of a set of patterns indexed by a strictly partially ordered set,
we can create a pattern with a deeper signature. To this end, if  = 〈O,L,A〉 is a pattern
signature, let% = 〈O%, L,A〉 andO% = O∪{%}, i.e.,O% is the strictly partially ordered
setO with a new top element added. As was the case with Theorem 8.2, there is nothing to
stop us from using the following result repeatedly to getting relation symbol sets that are
arbitrarily deep.
Theorem 10.4. Supposed I is a set strictly partially ordered by <I , and the disjoint union
P = ⊕{Pi | i ∈ I }
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is a coproduct of an I-indexed collection {Pi | i ∈ I } of -patterns.
1. We can make P into a %-pattern by additionally letting, for all x, y ∈ P ,
x ≺%,P y iff j <I k, where x ∈ Pj , y ∈ Pk.
2. If<I is either well-founded or co-well-founded, and the -pattern P has ﬁnitely limited
chains, then the %-pattern P also has ﬁnitely limited chains.
The construction of Theorem 10.4 describes the generation of the pattern structure on the
picture elements in the frames of a video (or, for that matter, on the ﬁgures on the pages of a
book).We have already seen how Theorem 8.2 gave three interacting strict partial orders on
picture elements in individual frames. Assuming we can form the coproduct of the patterns
coming from the individual frames (which can always be done if the set of argument names
is empty, by Theorem 10.3), Theorem 10.4 tells how to use the ordering of the frames to
get a fourth interacting strict partial order on the disjoint union of all the sets of picture
elements. Thus, we get a precedence–inclusion pattern P for picture elements in a video.
Note that the weak dual P ∗ of P is the pattern that corresponds to running the video in
reverse.
We cannot assert the general existence of coequalizers in categories of patterns. Even
in strictly partially ordered sets, the two order-preserving maps f, g : 1 → 2 given by
f (0) = 0 and g(0) = 1 do not have a coequalizer, because there is no h : 2 → P at all
such that h ◦ f = h ◦ g.
11. Tensor products and internal Hom functors
Let  = 〈O,L,A〉 be an arbitrary pattern signature. Generally having only nonempty
products leads to a slight awkwardness in constructing an internal hom functor for. If P is
a nonempty-pattern, andQ is any -pattern, then the set of all functions (not just pattern-
preservingmaps)QP , regarded as product ofP copies ofQ, is a-pattern. Moreover, since
hom(P,Q) ⊆ QP , we get a satisfactory -pattern structure for hom(P,Q). This gives
a functor
hom−(·, ·) : (−)op × → ,
where the exponent op indicates passage to the opposite category whose arrows are reversed
andwhere− is the full subcategory of obtained by removing the empty pattern.However,
there are many ways to extend hom−(·, ·) to a functor
hom(·, ·) : op × → .
Supposing that we interpret all the relation symbols inO as empty strict partial orders, and
that we use the empty partial function for argument naming, then, for each l ∈ L, if we
label each empty map e : ∅ → Q as
hom(∅,Q)(e) = l,
we get a way to extend hom−(·, ·) to hom(·, ·). Only when L has a maximum element% could we make the choice of l = % to obtain an extension of hom−(·, ·) to hom(·, ·).
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This would be consistent with the clear way to proceed when  has actually has a terminal
object, because, in this case, using hom(∅,Q) = Q∅, if e : ∅ → Q is the empty map,
then
hom(∅,Q)(e) = %.
This also shows why making l = ⊥ as a canonical choice would be problematic. While
one might have taken these considerations as reasons to insist in the deﬁnition of a pattern
signature that L have a maximum element (i.e., that L be a complete lattice), this would be
a weak argument. By Theorem 10.2, such an assumption would not even always give us the
existence of terminal objects, and we did not want to require that an inconsistent element
(%) be added to an otherwise perfectly good bounded complete poset of properties that
just happened to lack a maximum element, so we decided to use the deﬁnition of pattern
signature as given.
The fact that the internal hom functor for in general has no single compelling deﬁnition
(even though hom(∅,Q) is a one element set!) illustrates how badly behaved the empty
pattern is. In a moment we will see that empty patterns cause even more problems.
While we think Theorem 11.2 is important, on a ﬁrst reading, anyone unfamiliar with
symmetric monoidal closed categories (see [5, p. 180], for a deﬁnition) could skip the rest
of this section because the following sections do not depend upon it. A monoidal closed
category is one equipped with a unit object 1 and a binary functor ⊗ (termed a tensor
product) for which there are natural isomorphisms
1⊗ PPP ⊗ 1,
(P ⊗Q)⊗ RP ⊗ (Q⊗ R)
and such that there is a natural isomorphism
hom(P ⊗Q,R)hom(P, hom(Q,R)).
This last isomorphism is referred to as the adjoint associativity of tensor and hom.When
the unit object is actually a terminal object and the tensor product is actually a product in the
ordinary category–theoretic sense, then a monoidal closed category is said to be cartesian
closed, and then the category can be used as a model for a typed lambda calculus.When the
tensor product of a monoidal closed category is commutative up to natural isomorphism,
i.e.,
P ⊗QQ⊗ P,
then the category becomes a symmetric monoidal closed category.
We wish to consider how to generalize a construction that, at ﬁrst glance, fails to gen-
eralize. The category of strictly partially ordered sets (i.e.,  = 〈1, {⊥},∅〉) is almost a
symmetric monoidal closed category. To see this, take P ⊗Q to be the Cartesian product
of P andQ, strictly partially ordered by
〈x, y〉 <P⊗Q 〈x′, y′〉 iff (xP x′ and y <Q y′) or (x <P x′ and yQy′).
296 F.J. Oles / Theoretical Computer Science 342 (2005) 262–315
Observe that, for all strictly partially ordered sets P,Q,R, there are natural isomorphisms
1⊗ PPP ⊗ 1,
P ⊗QQ⊗ P,
(P ⊗Q)⊗ RP ⊗ (Q⊗ R).
After ordering the hom sets pointwise, there is not a natural isomorphism
hom(P ⊗Q,R)hom(P, hom(Q,R)).
The problem is due to the empty set. Observe that
hom(2⊗ ∅, 2) hom(2, hom(∅, 2)).
However, as can be readily checked, the full subcategory of nonempty strictly partially
ordered sets, with the functors deﬁned as above, is a symmetric monoidal closed category.
All of this suggests that we should begin to focus more on − instead of , and we will do
this in the rest of this section. For −, restricting and corestricting
hom−(·, ·) : (−)op × → 
gives an entirely straightforward deﬁnition of an internal hom functor
hom−(·, ·) : (−)op × − → −.
The only earlier places in the exposition that essentially use the empty set as a pattern
are in Proposition 10.1 and in Theorem 10.3 (where the empty pattern provides an empty
coproduct). The argument could be made that empty patterns should have been precluded
at the outset, but it is informative to highlight exactly where the presence of empty patterns
causes difﬁculties.
Still, we cannot prove in general that the category − is a symmetric monoidal closed
category because the observed fact about nonempty strictly partially ordered sets being a
symmetric monoidal closed category fails to generalize, in part because in more general
settings the obvious way to interpret binary relation symbols on P ⊗Q fails to satisfy the
interactive transitivity axioms. What we will now explain is how close − actually is to
being a symmetric monoidal closed category by giving a nonstandard version of the adjoint
associativity of tensor and hom. In this case, the thing to do when interactively transitivity
gets in the way is to forget about it (in just the right sort of way, of course). Thus, consider
a pattern signature  = 〈O,L,A〉. Let |O| be the discretized version of O, i.e., |O| is the
underlying set ofO equipped with the empty strict partial order, and let || = 〈|O|, L,A〉.
Then  is full subcategory of ||. Suppose now that the poset of L of labels is a bounded
complete lattice, which just adds the assumption of the existence of ﬁnite suprema in L to
the assumption of L’s bounded completeness. Extending some of the observations made
about the category of strictly partially ordered sets, we can deﬁne a tensor product
⊗|| : || × || → ||,
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where for ||-patterns P and Q, P ⊗|| Q has as its underlying set the Cartesian product
of the underlying sets of P andQ, the interpretation of the relation symbols is given by, for
all  ∈ |O|,
〈x, y〉 ≺,P⊗||Q 〈x′, y′〉 iff


(x ≺,P x′ and y ≺,Q y′) or,
(x = x′ and y ≺,Q y′) or,
(x ≺,P x′ and y = y′),
the labeling function is given by
P⊗||Q〈x, y〉 = P (x) ∨ Q(y),
the domain of deﬁnition of the argument naming function is
dom P⊗||Q = dom P ∩ dom Q,
and, for all a ∈ dom P ∩ dom Q,
P⊗||Q(a) = 〈P (a), Q(a)〉.
When we consider 1 = {0} as a -pattern, all relation symbols are interpreted as empty
relations, the labeling function is given by 1(0) = ⊥, the domain of deﬁnition of the
argument naming function is dom 1 = A, and, for all a ∈ A, 1(a) = 0. Observe that
for all ||-patterns P , P ⊗|| 1P . Note that the tensor product of nonempty patterns is
nonempty, so that ⊗|| can be cut down by restriction and corestriction to
⊗||− : ||− × ||− → ||−,
It is then easy to verify the claims of Theorem 11.1.
Theorem 11.1. Let = 〈O,L,A〉 be a pattern signature inwhichL is a bounded complete
lattice.
1. ||, with ⊗|| and 1 as given above, is a symmetric monoidal category.
2. For all nonempty ||-patterns P, Q and R, there is a natural isomorphism
f → fˆ : hom||−(P ⊗||− Q,R))→ hom||−(P, hom||−(Q,R)),
given by, for all x ∈ P and for all y ∈ Q,
fˆ (x)(y) = f 〈x, y〉,
so that ||− is a symmetric monoidal closed category.
While − does not appear to be a symmetric monoidal closed category, even when L is
a bounded complete lattice, we do have the following associativity theorem for tensor and
hom. It is an immediate consequence of the preceding theorem, combined with the fact that
− is full subcategory of ||−. In Theorem 11.2, note the -pattern structure on
hom||−(P ⊗||− Q,R))
comes from its existence as a subset of a product in − of P ⊗||− Q copies of R.
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Theorem 11.2. Let = 〈O,L,A〉 be a pattern signature inwhichL is a bounded complete
lattice. For all nonempty -patterns P, Q and R, there is a natural isomorphism
f → fˆ : hom||−(P ⊗||− Q,R))→ hom−(P, hom−(Q,R)),
given by, for all x ∈ P and for all y ∈ Q,
fˆ (x)(y) = f 〈x, y〉.
We cannot say much about our tensor product construction for patterns, except for the
fact that it enables us to prove these adjoint associativity results. We regard the existence of
this adjoint associativity as an indication that the categories of patterns have mathematical
depth, and in this respect resembles other important categories such as the category of
abelian groups or the category of sets, the latter being simply cartesian closed. Finally,
there is no single abstract category–theoretic deﬁnition of tensor product, but we would say
that you should not call a construction a tensor product unless you have some sort of adjoint
associativity result to go with it. However, not everyone would agree with this last point.
12. Connected components
In this section, we consider the structure of hom(P,Q), the collection of pattern-
preserving maps from a -pattern P to a -patternQ in terms of the structures of P and of
Q. The theorems of this section are easy, but the following point is really important from
a practical standpoint: “it would be hard to overstate the importance of these results when
trying to write programs to construct generalizations of patterns or when searching for a
pattern-preservingmap from one pattern to another. Such programs can bemademuchmore
efﬁcient if one pays careful attention to reducing questions about pattern-preserving maps
to questions about connected components.” Even when one starts with connected patterns,
and this may be a little surprising, patterns that are not connected often turn up because, as
wewill see in amoment, the product of two connected patterns is not necessarily connected.
Let∼ be the least equivalence relation on a-patternP containing∪{≺,P |  ∈ O}. The
equivalence classes of elements of P with respect to∼ are called the connected components
ofP.We say a pattern is connected is it has atmost one connected component. To explain the
wording “at most,” rather than “exactly one,” we note that the set of connected components
of the empty pattern is empty, so that the deﬁnition given entails that the empty pattern
is connected. As we remarked above, the product of connected patterns is not necessarily
connected. For instance, consider the product of the strictly partially ordered set 2 with
itself, and observe that 2× 2 has three components.
Even though coproducts of patterns do not necessarily exist when the set A is nonempty,
the following proposition holds without such a restriction.
Proposition 12.1. Let  = 〈O,L,A〉 be a pattern signature. Then every -pattern is a
coproduct of the set of its connected components.
Proof. This is clear from Theorem 10.3. 
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The following proposition says that connected components patterns behave with regard
to pattern-preserving maps like connected components of topological spaces behave with
regard to continuous maps.
Proposition 12.2. Let  = 〈O,L,A〉 be a pattern signature. If P and Q are -patterns,
C is a connected component of P and h : P → Q is a pattern-preserving map, then there
exists a unique connected component D of Q such that h(C) ⊆ D.
Proof. This is clear from the deﬁnitions. 
Putting the last two propositions together, we immediately get the following corollary.
Corollary 12.3. Let  = 〈O,L,A〉 be a pattern signature. If P and Q are -patterns, P is
nonempty and connected, and D is the collection of connected components of Q, then there
is a -pattern isomorphism
f → f ′ : hom(P,Q)→⊕{hom(P, Y ) | Y ∈ D},
where f ′ is the corestriction of f to the connected component of Q containing the image
of f. The isomorphism is natural in P.
We put this all together in the following theorem, which shows howmost studies of—and
certainly enumerations of—pattern-preserving maps between two patterns can be reduced
to the consideration of pattern-preserving maps between connected patterns that arise as
connected components.
Theorem 12.4. Let  = 〈O,L,A〉 be a pattern signature, let P and Q be -patterns with
P nonempty, and let C and D be, respectively, the sets of connected components of P and
Q. Then there is a -pattern isomorphism
f → 〈f ′X〉X∈C : hom(P,Q)→ {⊕{hom(X, Y ) | Y ∈ D} | X ∈ C},
where f ′X is the pattern-preserving map obtained
1. by restricting f to a connected component X of P to get
fX : X → Q,
and then
2. corestricting fX to the connected component Y of Q such that fX(X) ⊆ Y to obtain
f ′X : X → Y.
Proof. Combine Proposition 12.1 with Corollary 12.3. 
The only case not covered by Theorem 12.4 is when P is empty, but then there is exactly
one pattern-preserving map from P toQ, namely, the empty map.
The slight awkwardness of Corollary 12.3 and Theorem 12.4 in regard to the empty
pattern, as well as having to deﬁne a connected pattern as one having at most one connected
300 F.J. Oles / Theoretical Computer Science 342 (2005) 262–315
component, are additional arguments in favor of an alternative deﬁnition of -pattern that
requires patterns to be nonempty.
13. Pattern generalization
At the start of Section 9, we explained that, for -patterns P and Q, saying P is a
generalization ofQmeans there exists a pattern-preserving map f : P → Q. Now suppose
I is an index set and Q = {Qi | i ∈ I } is an I -indexed set of -patterns. Then we say
that P is a generalization of Q if there exists an I -indexed set of pattern-preserving maps
{fi : P → Qi | i ∈ I }. This asserts all of the structure found in P can be found in each
of the patternsQi. The case of an empty index set is not a very interesting situation, so we
generally take our index sets to be nonempty from this point on. A generalization P ofQ is
a most speciﬁc generalization of Q if every generalization of Q is also a generalization of
P . For nonempty I , that most speciﬁc generalizations always exist in categories of patterns
is taken care of by the Theorem 13.1, which is essentially obvious from the deﬁnition of a
product.
Theorem 13.1. Let  = 〈O,L,A〉 be a pattern signature. If I is a nonempty index set and
P = {Pi | i ∈ I } is an I-indexed set of -patterns, then a product of P in  is a most
speciﬁc generalization of P .
While Theorem 13.1 guarantees the existence of most speciﬁc generalizations, they are
by no means unique up to isomorphism. For instance, in a category of classiﬁcation patterns
(so that, by Theorem 10.3, coproducts exist) then a coproduct of any number of copies of
a most speciﬁc generalization of a set of patterns is also a most speciﬁc generalization of
that set of patterns.
Onemight then think that the product of a set of patterns, given that products in a category
are unique up to isomorphism, is the best generalization of a set of patterns, but this would
be wrong, because in general we can do much better! We can get a minimal most speciﬁc
generalization:
Deﬁnition. Let  = 〈O,L,A〉 be a pattern signature, and let P = {Pi | i ∈ I } be an
I -indexed set -patterns where I be an index set. A minimal most speciﬁc generalization
of P is a most speciﬁc generalizationM of P such that no proper subpattern ofM is a most
speciﬁc generalization of P .
This concept will be illustrated by an example, and will be given additional mathematical
substance in Theorem 14.3.
Consider two 2-patterns X = {x1, x2, x3, x4} and Y = {y1, y2, y3, y4}, based on the
pictures shown in Figs. 5 and 6. Here precise dimensions do not matter, and each pattern
consists of two rectangular elements andof two circular elements.Thus,we take our property
poset
L′ = {∅, {}, {◦}}
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x1 x3
x2 x4
Fig. 5. The pattern X, in which R(x2, x4) holds.
to be the set of proper subsets of the two-element set {, ◦} where each of the eight picture
elements is assigned by the appropriate labeling function  either the singleton set {} or
the singleton set {◦}, according to its shape. (Note that we have avoided taking {, ◦} as an
element of L′ in order to reﬂect the fact that we know there are no rectangular circles.) In
all of the geometric patterns in this section, strict precedence a≺b means picture element
a is entirely to the left of picture element b, while strict inclusion ab means b is entirely
within a. For example, x1≺Xx3 and y2Y y3. We could have described these particular
patterns as partial parses of strings in various ways. For instance, X, to the extent that we








which can be viewed as a decorated parse of a string of length four, in which names
for elements exponentiated with their labels immediately follow the appropriate leading









Of course, not every geometric pattern is susceptible to this kind of linearization. We will
also use these examples to illustrate relational learning, so suppose in patternX,R(x2, x4) is
true, and that in pattern Y ,R(y3, y4) is true. The idea here is thatR(a, b) holds for elements
of a geometric pattern if a and b have the right properties and reside in the correct places
in a pattern that is a specialization of a suitable generalization of X and Y , such as X × Y,
the product of X and Y . However, based on the examples, we have the strong feeling that
R(a, b) should imply that both a and b are labeled as circular and that a strictly precedes b.
To complete the formal deﬁnition of the patterns X and Y , let us name the ﬁrst and second
arguments of R, respectively, a1 and a2, so that A′ = {a1, a2}. Then X(a1) = x2 and
X(a2) = x4, while Y (a1) = y3 and Y (a2) = y4. If we chose to present these patterns as
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y1 y2
y3 y4
Fig. 6. The pattern Y , in which R(y3, y4) holds.
In formal summary, our discussion has made clear that our examples X and Y are ′-
patterns for the speciﬁc pattern signature
′ = 〈2, L′, A′〉, where L′ = {∅, {}, {◦}}, A′ = {a1, a2}〉.
By a stripped pattern, we mean a pattern P for which the partial function P is empty. Of
course, when working in a category of classiﬁcation patterns, all of the objects are stripped
patterns. This concept proves to be more useful in categories of patterns in which the set A
of argument names is nonempty. In relational learning, the examples on which the learning
is based are fully analyzed and unstripped (i.e., not stripped), such as X and Y above.
However, the patterns to which we want to apply what is learned are stripped, and if an
instance of the relation of interest is found in one of them, then an unstripped pattern can be
created. For a pattern P, let P † be the stripped pattern formed by replacing the argument
















Actually, what we are deﬁning here is the stripping functor
(·)† :  ′ →  ′′,
where the pattern signature ′′ is given by
′′ = 〈2, L′,∅〉.
For a pattern-preserving map f : P → Q in  ′ f † = f . The inclusion functor of the full
subcategory  ′′ into  ′ is left adjoint to the stripping functor, which shows that  ′′ is a full
coreﬂective subcategory of  ′.








This is a stripped pattern. A question we would like to address is whether or not R(z2, z3)
holds inZ, on the basis of the unstripped examplesX andY . (Actually, the phrase “R(z2, z3)
holds in Z” does not formally make sense because the argument naming function for Z
is known to be empty. We should instead say “R(z2, z3) holds in Z′, where Z′ satisﬁes
(Z′)† = Z.” With this explanation, we intend to use the shorter, but technically inaccurate
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z1 z4
z2 z3
Fig. 7. The stripped pattern Z. Does R(z2, z3) hold?.
phrase, where the true meaning is clear.) We do see that both z2 and z3 are circular, and
z2 certainly strictly precedes z3. However, a careful study of X and Y shows us that in
both cases the second circle is strictly preceded by a rectangle, and this does not happen
in Z. So we conclude that R(z2, z3) does not hold in Z, at least on the basis of informal
generalization from our two examples.
At this point we are in a position to appreciate the inadequacy of attempting to construct
a best generalization by removing elements from one pattern, sayX, based on some sort of
inconsistency with features of a second pattern, say Y . Just think about
1. You cannot remove either circle x2 or circle x4 if your goal is to learn the relation R.
2. Removing the rectangle x1 causes loss of the property that, in both X and Y, the second
circle is strictly preceded by a rectangle. This was the very fact used to resolve negatively
the question of whether or not R(z2, z3) holds in Z.
3. Removing the rectangle x3 causes loss of the property that, in both X and Y, the second
circle is strictly included in a rectangle.
Parallel reasoning indicates that you cannot get away with only removing properties of
elements instead of removing the element completely. The bottom line is that constructing
a best generalization cannot be done by removal of parts from a pattern, as one might have
conjectured from the linguistic example presented early in Section 2.
A trickier situation is given by the stripped pattern T , displayed in Fig. 8 and possessing










Here the question is whether or not R(t3, t5) holds in T . We claim that we should con-
clude that R(t3, t5) holds in T because we will show that there is a minimal most speciﬁc
generalizationM of X and Y such that
1. the domain of the argument naming function M is all of A′ = {a1, a2}, which in
conjunction with a pattern-preserving map f : M† → T enables us by replacing the
empty function T with T ′ = f ◦ M to create from T an unstripped pattern T ′ such
that (T ′)† = T and such that f : M → T ′—that is the same f as before—is a pattern-
preserving map, and
2. inspection of T ′ shows R(t3, t5) holds in T ′.
The ﬁrst step in identifyingM is to look closely at the productX×Y ofX and Y. It cannot
be depicted pictorially in the manner of the other patterns of this section, nor does it have
a linear representation via a disciplined insertion of parentheses into a string. Theorem 6.4
implies that each ′-pattern can be represented by a edge-labeled directed acyclic graph,
where the graph represents the relation and each edge is labeled by one of or≺. (It turns




Fig. 8. The stripped pattern T . Does R(t3, t5) hold?.
Fig. 9. Directed acyclic graph representation of X.
out that ﬁnite patterns have unique minimal representations, but it is not yet clear if that is
always the most computationally advantageous representation of a pattern.) To construct
the graphical representation, we start by considering similar representations of X and Y,
shown in Figs. 9 and 10, respectively. In these graphs, we are using thin arrows to indicate
strict precedence and double-headed thick arrows to indicate strict inclusion. In these graphs
every ordered pair in both relations is depicted by an arrow. Using these two graphs, we
can now depict X × Y, as shown in Fig. 11. In the graph, labels and argument names are
placed at the vertices, with a bullet placed for those elements that have the empty set of
labels and no argument names. Just in case the distinction between thin arrows and thick,
double-headed arrows is unclear, there are only four ordered pairs in the strict inclusion
relation on X × Y :
〈x1, y2〉 X×Y 〈x2, y3〉,
〈x1, y2〉 X×Y 〈x2, y4〉,
〈x3, y2〉 X×Y 〈x3, y3〉,
〈x3, y2〉 X×Y 〈x3, y4〉.
This all looks pretty complicated, but there is a particular kind of pattern-preserving map
that helps us reduce the complexity of X × Y in small steps. If P is a pattern, a retraction
of P is an idempotent endomorphism r : P → P, i.e., for all x ∈ P, r(r(x)) = r(x). A
subpattern of P that is the image of a retraction, which is the same as being the set of ﬁxed
points of the retraction, is known as a retract of P . We use the phrases “R is a retract of P ”
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Fig. 10. Directed acyclic graph representation of Y .
Fig. 11. Directed acyclic graph representation of X × Y .
and “P has a retract R” interchangeably to express the fact that there is a retraction of P
whose image is R. A retract of P is a proper retract if it is a proper subpattern of P . This
concept is modeled on the similarly named concepts found in topology (see [6, p. 216])
and in domain theory (see [10] or [1], p. 344). Proposition 13.2 tells why we like retracts
of patterns.
Proposition 13.2. Let  = 〈O,L,A〉 be a pattern signature. Let R be a retract of a -
pattern P.
1. By composing with the corestriction of a retraction that deﬁnes R, we see that every
generalization of P is a generalization, too, of R.
2. By composing with the inclusion map from R to P, we see that every pattern that is
generalized by P is also generalized by R.
Proof. Clear. 
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Before constructing retracts, we need to understand some of their theory. For instance,
the next proposition says being a retract is transitive.
Proposition 13.3. Let = 〈O,L,A〉 be a pattern signature. If Q is a retract of a-pattern
P, and if R is a retract of Q, then R is a retract of P.
Proof. Suppose Q is the image of the retraction f : P → P and R is the image of the
retraction g : Q→ Q. Deﬁne the pattern-preserving map r : P → P by r(x) = g(f (x)),
for all x ∈ P . ClearlyR is the image of r . Each point in the image of r is inQ, and hence is a
ﬁxed point of f.Therefore, since g is idempotent, for each x ∈ P, r(r(x)) = g(f (r(x))) =
g(r(x)) = g(g(f (x))) = g(f (x)) = r(x). Thus, R is a retract of P . 
Proposition 13.4, which gives a practical, important way of discovering retracts, is really
a corollary to Theorem 12.4.
Proposition 13.4. Let C and D be two different connected components of a -pattern P. If
there exists a pattern-preserving map f : C → D, then P − C, the complement of C in P,
is a proper retract of P.
Proof. Using Theorem 12.4 to show that r is pattern-preserving, deﬁne a retraction r :
P → P by
r(x) =
{
f (x) if x ∈ C,
x otherwise.
Then the image of r is P − C. 
It might look like the concept of a retract is overkill because perhaps the image Q of
an arbitrary endomorphism f : P → P might serve the same purpose as a retract of P .
However, at least for ﬁnite patterns P, Proposition 13.5 shows that each endomorphism is
closely connected to a retraction. Theoretically, just ﬁnding an endomorphism of a ﬁnite
pattern whose image is a proper subset of the pattern leads directly to a proper retract of
the pattern. (As a practical matter of programming, it is often better to proceed the other
way, i.e., postulate that a set of points is a set of ﬁxed points and look for the corresponding
retraction.) See the remark after Theorem 14.4 to see why the ﬁniteness assumption in
Theorem 13.5 cannot be omitted.
Proposition 13.5. If f : P → P is an endomorphism of a ﬁnite -pattern P, then there
exists a positive integer n such that f n : P → P , the composition of f with itself n times, is
a retraction.
Proof. With the convention that P = f 0(P ), consider the sequence of images of iterates
of f : f 0(P ) ⊇ f 1(P ) ⊇ f 2(P ) ⊇ f 3(P ) ⊇ · · · Since P is ﬁnite, there exists a least
integer m such that f m(P ) = f m+1(P ). Let
h : f m(P )→ f m(P )
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be obtained by restricting and corestricting f to f m(P ). Then h is onto. Since the domain
and codomain of h are the same set f m(P ) and this set is ﬁnite, h is also one-to-one. Thus, h
is a bijective endomorphism of f m(P ). By Theorem 9.1, h is an automorphism of f m(P ).
Since the automorphism group of f m(P ) is ﬁnite, each element of the group has ﬁnite order.
Therefore, there exists a positive integer i such that hi = 1fm(P ), where
1fm(P ) : f m(P )→ f m(P )
is the identity map. Let n = mi. Let x ∈ P . Since f n(x) = f m(f n−m(x)), we see
f n(x) ∈ f m(P ), the domain of the identity map hi . Then
f n(f n(x)) = (f i)m(f n(x)) = (hi)m(f n(x)) = f n(x).
Thus, f n : P → P is a retraction. 
A proper retract of the product X × Y of our two example patterns will have the desired
generalization properties that are possessed by X × Y : (1) it will generalize both X and Y,
and (2) any generalization of both X and Y will be a generalization of it. And, even better,
it will be smaller! How small can it be? This, in a sense, is answered by Proposition 13.6,
which ﬁrst needs a deﬁnition: a patternM is fully retracted ifM has no nontrivial retraction
(i.e., 1M : M → M is the only retraction ofM). When we do speak of a minimal retract of
a pattern P , we mean a retract of P that is fully retracted, and hence, by Proposition 13.3
properly contains no proper retract ofP . Note that these deﬁnitions apply to inﬁnite patterns
as well as ﬁnite patterns. The proof of Proposition 13.6 is clear.
Proposition 13.6. For every ﬁnite -pattern P, there is a retraction r : P → P whose
image is a minimal retract of P.
Proof. Combine ﬁniteness with Proposition 13.3. 
Using a sequence of retractions each of which moves only one point, we can obtain
the retract M of X × Y that is shown in Fig. 12. One can get the sequence started by
observing that X × Y has ﬁve connected components, four of which have only one point,
and we can get rid of them one at a time by using Proposition 13.4. (Getting a sequence of
one-point-moving retractions that results in a minimal retract seems to happen regularly in
examples, and it strikes us as somewhat remarkable, but we do not know how to delimit the
phenomenon yet. However, it does not happen necessarily.) Starting with the observation
that the elements ofM that have argument names attached to them are ﬁxed points of every
endomorphism of M , it is easy to see that M has no endomorphism except the identity
function. Therefore, M is a minimal retract of X × Y . It is also easy to see that M meets
the deﬁnition of a minimal most speciﬁc generalization of X and Y .
In seeking to learn if a pattern P has all the structure common to both X and Y , it is
vastly simpler to carry out a direct check for the existence of a pattern-preserving function
h : M → P, as opposed to a direct check for the existence of a pattern-preserving function
g : X × Y → P, even though the existence of the one function is logically equivalent to
the existence of the other.
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Fig. 13. The minimal retractM, in which R(m3,m5) holds.
It is possible to give a verbal description of the generalization M, which is a little sur-
prising in light of the complexity of X × Y . It reads something like this
There is a rectangle that strictly precedes a rectangle that strictly includes a circle that
is the second argument toR and which is preceded by a circle that is the ﬁrst argument
to R, which is strictly contained in a rectangle.
In spite of this simple recital, we would like to note thatM cannot be described as a parse
structure on a string, even though X and Y could be so described. To see this, one need
only recall Proposition 5.1 and observe that the strictly leading relation onM is not a strict
total order. This example suggests why constituent structure trees are defective as a carrier
for a theory of generalization in computational linguistics.
The patternM has geometric representation as an arrangement of circles and rectangles,
as shown in Fig. 13, where we let
m1 = 〈x1, y1〉, m2 = 〈x1, y2〉, m3 = 〈x2, y3〉, m4 = 〈x3, y2〉, m5 = 〈x4, y4〉.
Now consider the stripped patternM†. The function f : M† → T given by
m1 → t2, m2 → t1, m3 → t3, m4 → t4, m5 → t5
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is a pattern-preserving map (and, by the way, is an example of a bijective pattern-preserving
map that is not an isomorphism, as is clear from the pictures of the patterns). Therefore, if
we extend T to an unstripped pattern T ′ by deﬁning the argument naming function T ′ as
T ′ = f ◦ M, then f : M → T ′ becomes a pattern-preserving map. Hence we conclude
that R(t3, t5) holds in T , as desired.
Moreover, because there is no pattern-preserving map h : M† → Z, we can say that on
the basis of this formal analysis that R(z2, z3) does not hold in Z based on generalizing
from X and Y alone.
14. The theory of generalization
Much of the theory has already been laid out in the course of presenting the example in
Section 13. Here we will pull it together by providing results that show that, for ﬁnite sets of
ﬁnite patterns, there is only one minimal most speciﬁc generalization, up to isomorphism,
and that any ﬁnite most speciﬁc generalization, not just a product of a set of patterns, can
be used as a starting point in constructing a minimal most speciﬁc generalization.
Isolating the next lemma serves to simplify the proof of Theorems 14.2 and 14.3.
Lemma 14.1. Let P be a-pattern and let M be a ﬁnite, fully retracted-pattern. Suppose
there are pattern-preserving maps f : M → P and g : P → M . Then
1. f has a pattern-preserving left inverse f l : P → M such that f l ◦ f = 1M ,
2. g has a pattern-preserving right inverse gr : M → P such that g ◦ gr = 1M ,
3. f ◦ f l : P → P is a retraction of P whose image is ﬁnite.
Proof. For the ﬁrst two claims, note that g ◦f : M → M is an endomorphism ofM . Since
M is ﬁnite, if the image of g ◦ f were properly contained in M, then, by Theorem 13.5,
M would have a proper retract, contrary to assumption. Thus, g ◦ f is a surjection. Again
sinceM is ﬁnite, a surjective self-map, such as g ◦ f , must be a bijection. By Theorem 9.1,
g ◦ f is an automorphism of M . The automorphism group of M is ﬁnite, so there exists
an positive integer n such that (g ◦ f )n = 1M, the identity map on M . Thus, the pattern-
preserving map f l = (g ◦ f )n−1 ◦ g is a left inverse for f and the pattern-preserving map
gr = f ◦ (g ◦ f )n−1 is a right inverse for g.
For the last claim, observe that (f ◦ f l)2 = f ◦ f l ◦ f ◦ f l = f ◦ 1M ◦ f l = f ◦
f l, which shows f ◦ f l is a retraction. Since M is ﬁnite, the image of f ◦ f l must be
ﬁnite. 
Note that in Theorem 14.2, we do not assume that the individual patterns Pi are ﬁnite,
nor that the index set I is ﬁnite. It actually is possible for an inﬁnite set of inﬁnite patterns to
have a ﬁnite most speciﬁc generalization. (Consider an inﬁnite setP of ordinary inﬁnite sets
considered as -patterns, i.e., with empty strict precedence and strict inclusion relations.
Then any singleton subset, regarded as a-pattern, again with empty relations, is a minimal
retract of the product of P in , and it is a most speciﬁc generalization of P . This should
not be surprising because pattern generalization is mostly, but not exclusively, about having
relations that must be present, so having no relations can lead to trivial generalizations.)
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Theorem 14.2. Let I be an index set and let P = {Pi | i ∈ I } be an I-indexed set of
-patterns. Suppose there is a ﬁnite -pattern Q that is a most speciﬁc generalization
of P .
1. There is a retract M of Q such that M is ﬁnite, fully retracted, and a most speciﬁc
generalization of P .
2. If N is any fully retracted pattern that is also a most speciﬁc generalization of P , then
M is isomorphic to N.
Remark. Note that N is not assumed to be ﬁnite, but this comes out in the wash.
Proof. The ﬁrst claim can be obtained by combining Propositions 13.2 and 13.6.
For the second claim, because M and N are both most speciﬁc generalizations of P,
there exist pattern-preserving maps f : M → N and g : N → M . By the third claim of
Lemma 14.1, ifN were inﬁnite, it would have a proper retract, contrary to assumption. Thus,
N, too, is a ﬁnite minimal retract.We can now employ the ﬁrst two claims of Lemma 14.1—
both claims being applied to f—to see that f has both pattern-preserving left and right
inverses, f r and f l, respectively. It is then easy to see that these two inverses are equal, and
consequently that f is an isomorphism. 
We now give Theorem 14.3, the main goal of this section. For the ﬁnite case, it covers
the existence and uniqueness of the minimal most speciﬁc generalization, and, implicitly,
tells how to compute it.
Theorem 14.3. Let  = 〈O,L,A〉 be a pattern signature. Let I be a nonempty ﬁnite index
set and let P = {Pi | i ∈ I } be an I-indexed set of ﬁnite -patterns.
1. There exists a minimal most speciﬁc generalization M of P .
2. M is ﬁnite and fully retracted.
3. Any minimal most speciﬁc generalization of P is isomorphic to M.
4. Any ﬁnite most speciﬁc generalization Q of P has a retraction r : Q→ Q whose image
is isomorphic to M.
Proof. For the ﬁrst claim, the product of P is a ﬁnite pattern, and by Proposition 13.1, is
a most speciﬁc generalization of P . Then the ﬁrst claim of Theorem 14.2 tells us there is
a subpattern M of the product of P that is ﬁnite, is fully retracted, and is a most speciﬁc
generalization of P . Suppose S is a subpattern of M that is a most speciﬁc generalization
of P . Then there are pattern-preserving maps f : M → S and g : S → M . By Proposi-
tion 13.6, there exists a retract S′ of S that is a minimal retract. Since S is a most speciﬁc
generalization of P, so also is S′. (Warning: We cannot say “S′ ⊆ S ⊆ M implies S = M
because M is a minimal retract.” Remember that the deﬁnition of minimal retract is “has
no proper retraction.”) By the second claim of Theorem 14.2, S′ is isomorphic to M, and
consequently has the same ﬁnite number of elements. Therefore,M = S andM is aminimal
most speciﬁc generalization of P .
The second claim follows from the proof of the ﬁrst claim.
For the third claim, let N be a minimal most speciﬁc generalization of P . Then there
are pattern-preserving maps h : M → N and k : N → M . By Lemma 14.1, h has
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a pattern-preserving left inverse hl : N → M and
h ◦ hl : N → N
is a retractionwhose rangeR is ﬁnite. ThenR is amost speciﬁc generalization ofP . SinceN
is a minimal most speciﬁc generalization, N = R. Thus, h is surjective, and, consequently,
h is an epimorphism. Therefore, h ◦ hl ◦ h = h ◦ 1M = 1N ◦ h implies h ◦ hl = 1N . This
shows h is an isomorphism.
For the last claim, Proposition 13.6 tells us thatQ contains a retract R that is a minimal
retract, which is necessarily a most speciﬁc generalization of P . The second claim of
Theorem 14.2 then shows R is isomorphic toM . 
From Theorem 14.3, we can see clearly that the example patternM constructed in Sec-
tion 13 is indeed a minimal most speciﬁc generalization. The last claim in Theorem 14.3
might have interesting computational implications in particular settings. It says that, when
I is ﬁnite and the patterns Pi are all ﬁnite, we do not need to start with the product of
P = {Pi | i ∈ I } for computing a minimal most speciﬁc generalization. Any ﬁnite most
speciﬁc generalization will sufﬁce.
We end with the explicit description of the very simple procedure used in Section 13 that
is guaranteed to return the minimal most speciﬁc generalization of a nonempty ﬁnite set
{P1, P2, . . . , Pn} of ﬁnite patterns:
Minimal most speciﬁc generalization procedure
M := P1 × P2 × · · · × Pn;
while there exists a proper retractQ ofM
doM :=Q;
returnM;
Theorem14.3 guarantees that the result of the nondeterministic procedure above is unique
up to isomorphism. The last claim in Theorem 14.3 is signiﬁcant. It says that, in the proce-
dure, we do not need to start with the product of {P1, P2, . . . , Pn} for computing a minimal
most speciﬁc generalization. Initialization using any other ﬁnitemost speciﬁc generalization
will sufﬁce.
By the way, it is clear that, if one really did want ﬁnd a minimal most speciﬁc gen-
eralization of, say, three patterns P1, P2, P3, then one would not, as a practical matter,
start by forming the product P1 × P2 × P3. Instead, in order to reduce the dimensions
of the computational problem, one would ﬁrst order the patterns by size smallest ﬁrst,
thereby obtaining a sequence 〈P ′1, P ′2, P ′3〉, then ﬁnd a minimal most speciﬁc generaliza-
tion M1 of P ′1 and P ′2, and then ﬁnd a minimal most speciﬁc generalization M2 of M1
and P ′3.
Finally, we show that even reasonably well-behaved inﬁnite patterns do not have the nice
properties in regard to retracts that ﬁnite patterns have.
Theorem 14.4. There exists a well-founded and co-well-founded inﬁnite strictly partially
ordered set that has no minimal retract.
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Fig. 14. A pattern P =⋃j∈ Pj that has no minimal retract.
Proof. As usual, let  be the set of natural numbers. Let
P = {〈i1, i2〉 ∈ ×  | i < j}.
Make P into a strictly partially ordered set by deﬁning 〈i1, i2〉≺〈j1, j2〉 to be i1 < j1 and
i2 = j2. The pattern P is shown in Fig. 14. Observe that for each positive integer j,
Pj = {〈i, j〉 | i ∈ }
is a connected component ofP of cardinality j . Under≺,Pj is a chain of length j .All chains
in P are ﬁnite, so the strict partial order on P is both well-founded and co-well-founded.
Let P ′ be a pattern and let h : P → P ′ be a pattern-preserving map. Then the image
h(Pj ) of Pj under h has cardinality j . Since h(P ) =⋃{h(Pj ) | j ∈ }, we conclude that
any pattern-preserving map whose domain is P must have an inﬁnite image. In particular,
any retract of P must be inﬁnite.
We claim that, ifQ is an inﬁnite subpattern of P, thenQ has a proper retract. To see this,
letQ be a subpattern of P and, for each positive integer j, letQj = Q∩Pj . The collection
of those setsQj that are nonempty is the set of the connected components ofQ. Let n be a
natural number such thatQn has the smallest cardinality of all sets in {Qj | Qj = ∅}, and
then, under strict precedence,Qn is a chain of length at most n. SinceQ is inﬁnite, there is a
positive integerm = n such thatQm is nonempty. BecauseQm is, under strict precedence,
a chain not shorter than that of Qn, there exists a pattern-preserving map f : Qn → Qm.
Thus, by Proposition 13.4,Q has a proper retract.
Since we have shown that every retract of P is inﬁnite, and every inﬁnite subpattern of
P has a proper retract, we conclude that P has no minimal retract. 
Remark. Note that the example constructed in the proof of Theorem 14.4 has many non-
trivial endomorphisms, such as the mapping 〈i1, i2〉 → 〈i1 + 1, i2 + 1〉, that show that the
ﬁniteness assumption of Theorem 13.5 cannot be relaxed.
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15. Open questions
As this paper comes to a close, we would like to list some problems that strike us as
important for future research. We list the problems approximately in the order of their
concreteness.
1. For ﬁnite patterns P and Q, what is the computational complexity of determining if
there is pattern-preserving map from P toQ?
2. For ﬁnite patterns P andQ, what is the computational complexity of ﬁnding a minimal
most speciﬁc generalization of P andQ?
3. Is there an identiﬁable class of ﬁnite patterns such that, for P and Q in the class, the
computation of the minimal most speciﬁc generalization of P and Q can be accom-
plished using a sequence of simple (e.g., one-point moving) retractions?
4. How does one generalize in the presence of other relations in addition to the relation of
interest? Or, to put it another way, how do we elegantly handle the labeling of certain
ordered n-tuples in a pattern in addition to labeling individual elements, where this
labeling provides additional context information that may be useful for learning how
to recognize the relation of interest? Is there anything more to this than much more
complicated notation? (This may be an important problem in extracting information
from text when there may be additional relationships between the nodes of a parse tree
beyond just precedence and dominance.)
5. What can be said about pattern uniﬁcation, deﬁned as the dual of generalization?
6. Can other aspects of arrangements of geometric objects be melded with the notion of
precedence–inclusion pattern? Here we are thinking, on one hand, of distance con-
straints between pattern elements, and, on the other hand, using transformations such
as rotations to bring patterns into alignment with one another.
7. Can interesting results be obtained by additionally assuming that the strict partial or-
ders of a pattern have additional structure, e.g., that each corresponding partial order
makes the pattern a lattice? Are there any interesting examples of this
situation?
8. Can interesting results be obtained by placing a lattice structure on the strictly partially
ordered of relation symbols?
9. Is there an interesting theory of metapatterns, i.e., patterns where a pattern structure is
imposed on the set of relation symbols?A starting pointmight be to revisit Theorem8.3.
There, in addition to < which was deﬁned on 2·O, we could also deﬁne 〈i,〉〈j, 〉
iff i > j and  = , with the result that 〈, <〉 is an interactively transitive ordered
pair of strict partial orders on 2·O. This makes 2·O a 〈2, {⊥},∅〉-pattern. Moreover,
we have a different interpretation instead of interactive transitivity for: 〈i,〉〈j, 〉
implies ≺i, ⊃ ≺j,.
10. For a ﬁxed pattern signature , how do limits and topologies mesh with -
patterns?
11. Beyond the consideration of limits in the patterns themselves, can any sense bemade of
the presence of limits of relation symbols in a pattern signature?While we have shown
that patterns exist for pattern signature with arbitrarily long ﬁnite chains of relation
symbols, are there any natural examples of pattern signatures with an inﬁnite chain of
relation symbols?
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12. Are there logics with multiple kinds of implication that obey axioms somehow con-
sistent with interactive transitivity?What about categories with multiple kinds of mor-
phisms?
16. Summary
Beyond what was presented here, we have done additional work on validating our be-
lief that ﬁnite precedence–inclusion patterns are computationally tractable. We have im-
plemented in Java code for computing minimal most speciﬁc generalization of pairs of
2-patterns, as well as for detecting when one such pattern instantiates a more general one.
However, a report on that work would be premature, and it does not ﬁt within the scope
of this paper, which was meant to give a clean exposition of the motivations for and the
mathematical theory of precedence–inclusion patterns.
In summary, in this paper, based on the notion of a pattern signature, we introduced the
concept of a precedence–inclusion pattern, which is basically a set with a strictly partially
ordered set of strict partial orders and which is meant to formally describe how strict par-
tial orders interact in many settings. We gave examples of precedence–inclusion patterns
that came from ﬁnite and inﬁnite ordered trees as well as from geometric arrangements of
objects. We also gave a variety of general constructions for creating ever more complicated
patterns.We investigated the notions ofwell-foundedness and its dual, co-well-foundedness,
in the context of precedence–inclusion patterns. The category–theoretic properties of pat-
terns were analyzed. The decomposition of a pattern into its connected components was
introduced as a practical means of reducing the complexity of computational questions
about the existence of pattern-preserving maps. Finally, we focused on ﬁnite precedence–
inclusion patterns and their connection with relational learning. This culminated with a
proof that every ﬁnite set of ﬁnite precedence–inclusion patterns has minimal most speciﬁc
generalization that is unique up to isomorphism alongwith amethod for computingminimal
most speciﬁc generalizations. Thus, we have shown that categories of precedence–inclusion
patterns have a rich theory and also have the requisite mathematical structure to support
a theory of pattern generalization in line with category–theoretic inductive learning as set
forth in the Introduction.
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