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Abstract
Resistivity and thermal conductivity measurements on heavy-fermion
superconductors in rotating magnetic fields
Dissertation by
M. Sc. Hugo Abdiel Vieyra Villegas
CeCu2Si2 was the first heavy-fermion compound showing signatures of bulk super-
conductivity (Tc ∼ 0.5 K). Further observations have put in evidence the corre-
lations between superconductivity, magnetic order, Kondo physics, and quantum
critical phenomena. In spite of the interest generated, a systematic study of such
correlations was hampered by strong sample dependences. Fortunately, the inherent
complexity associated to the stoichiometric composition has been recently under-
stood. The availability of single-crystals with well-defined properties have thus
reignited the interest in CeCu2Si2 as a window to novel phenomena, such as uncon-
ventional superconductivity.
The present work summarizes the results of my doctoral research. It exemplifies
the importance not only of high-quality materials, but also of suitable experimen-
tal techniques. A first step in this project involved the design of angle-dependent
techniques in the milli-kelvin range, namely: electrical resistivity and thermal con-
ductivity. It comprised the development of a rotational stage, the construction of
sample holders, and the implementation of controlling and measuring components.
In the second part of the project, electrical- and thermal-transport measurements on
CeCu2Si2 were performed. Power-law behavior below Tc in the thermal conductivity
suggests the presence of lines of nodes in the gap function. Also, the non-vanishing
extrapolated residual terms (κ00/T ) support the presence of a residual density of
states. The nodes are broadened by potential scattering, which appears to be sig-
nificant in CeCu2Si2. The scattering hinders the determination of the symmetry
of the order parameter and might be responsible for the observed isotropic angle
dependence of the thermal conductivity.
In contrast, angle-dependent measurements of the upper critical field exhibit a four-
folded behavior, which also points towards the presence of nodes. By comparing
with a weak-coupling model including the effects of Pauli limiting and anisotropic
Fermi velocity, the results point towards a dxy-wave symmetry of the order param-
eter. Such results represent the first angle-dependent measurements supporting a
d-wave symmetry in CeCu2Si2.
A mi madre y a los que como
a ella llevo siempre en mi corazón.
Es ist nicht genug zu wissen,
man muß auch anwenden;
es ist nicht genug zu wollen,
man muß auch tun.
– J. W. von Goethe
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4.1 Thermal transport in conventional and unconventional superconductors. . . . . . 52
5.1 Superconducting parameters in A/S-type CeCu2Si2. . . . . . . . . . . . . . . . . 77
5.2 Superconducting parameters in S-type CeCu2Si2. . . . . . . . . . . . . . . . . . . 81
xi
LIST OF TABLES
xii
Symbols and
Abbreviations
~a, ~b, ~c Crystallographic directions
A Cross-section area
C Specific heat
D(E) Density of states per energy unit
EF Fermi Energy
~E Electric field
Fa0 , F
s
1 Antisymmetric and symmetric Landau Pa-
rameters
G Geometric factor
G(Ψ) Gibbs free energy
h∗ Reduced upper critical field
~H Magnetic field
Hc1 Lower critical field
Hc2 Upper critical field
HP Pauli limiting field
I Current
J Exchange integral
~je Electric current density
~jQ Thermal current density
kB Boltzmann constant
kF Fermi wavenumber
l Mean free path, sample length
~L Total orbital momentum
L0 Lorentz number
m∗ Effective mass
m0 Bare electron mass
N Number of electrons, demagnetization factor
N(E) Density of states
~Q SDW propagation vector
Q̇ Heat flow rate
R Resistance
~S Total spin
t Reduced temperature
Tc Superconducting critical temperature
TH Hot reservoir temperature
TK Kondo temperature
TL Cold reservoir temperature
TRKKY Characteristic RKKY temperature
U Voltage drop
V Volume
vF Fermi velocity
V~k~k′ Pairing interaction
α Maki parameter
γ Sommerfeld coefficient
Γ Irreducible representation, impurity concen-
tration, anisotropy factor
δ Control parameter, phase shift
∆ Superconducting gap
κ Thermal conductivity
κGL Ginzburg-Landau parameter
λ Penetration depth
λSO Spin orbit scattering
µ Chemical potential
µB Bohr magneton
µ0 Free space permeability
τ Characteristic time scale
~τ Nesting vector
ξ Characteristic length scale
ξ0 Superconducting coherence length
ρ Electrical resistivity
φ0 Quantum fluxoid
χ Magnetic susceptibility
Ψ Superconducting order parameter
∇T Temperature gradient
AC Alternate current
AFM Antiferromagnetism
AMM Anisotropic mass model
BCS Bardeen-Cooper-Schrieffer
BPT Brandt-Pesch-Tewordt
xiii
SYMBOLS AND ABBREVIATIONS
CEF Crystal electric field
DOS Density of States
e-ph electron-phonon
FFLO Fulde-Ferrell-Larkin-Ovchinnikov
FS Fermi surface
GL Ginzburg-Landau
HF Heavy-Fermion
IVC Internal vacuum chamber
LFL LandauFermi liquid
NFL Non-Fermi liquid
OP Order parameter
PPMS Physical property measurement system
QCP Quantum critical point
QP Quasiparticle
QPT Quantum phase transition
RKKY Ruderman-Kittel-Kasuya-Yosida
SC Superconductivity, superconducting
SCES Strongly correlated electronic systems
SDW Spin-density wave
WF Wiedemann-Franz
WHH Werthamer-Helfand-Hohenberg
xiv
1
Introduction
Útasi no kurhankusinka. ¿Né na úa pari
no xáni kókuani eratsekua mót’akuni?
(I still have doubts. How to prevent
knowledge from aging so fast?)
—Purépecha poem
T he long-standing many-body problem remains one of the most challenging in solid-state
physics. In particular, the interactions arising from the strong local repulsion between elec-
trons keep defying both experimental and theoretical efforts. The so-called strongly correlated
electronic systems (SCES) exhibit novel collective phenomena emerging from the interplay be-
tween charge, spin, orbital, and crystal-lattice degrees of freedom. Heavy-fermion systems,
high-temperature superconductors, iron pnictides, Mott insulators, quasi-low-dimensional ma-
terials, colossal magnetoresistive materials, and many others are examples of the variety of
interesting ground states in highly correlated systems.
Superconductivity is one of the most interesting and intriguing collective quantum phe-
nomena of our time. It is a beautiful and counterintuitive example where collective interactions
lead to an attractive potential between electrons. The consequences of such a quantum be-
havior are astonishing, namely: the zero resistance to an electric current and the expulsion of
magnetic fields. No less impressive is the later description of the superconducting state made
by J. Bardeen, L. N. Cooper, and J. R. Schrieffer (BCS theory), which is indeed one of the
major highlights in contemporary physics.
In spite of the triumph of the BCS theory, new challenges have forced us to re-evaluate the very
basis of our understanding in superconductivity. In this process, the family of intermetallic
compounds nowadays known as heavy-fermion (HF) systems has played a key role. The
physics of the heavy-fermion state is based on the localized magnetic moments arising from
the partially-filled f shells of the rare-earth and actinide elements. The interplay between the
long-range magnetism promoted by the so-called Ruderman-Kittel-Kasuya-Yosida (RKKY) in-
teraction and the non-magnetic Kondo interaction, eventually leads to the formation of a singlet
ground state with strongly renormalized effective masses.
1
1. INTRODUCTION
Among many HF systems with a variety of interesting properties, the discovery of supercon-
ductivity in CeCu2Si2 by Steglich and co-workers (1979) became a milestone in the field and a
reference point in the discussion about unconventional superconductivity. Indeed, decades
of research had settled down magnetism and superconductivity as irreconcilable antagonists.
It became clear that magnetic impurities effectively suppress the superconducting phase. The
fact that in CeCu2Si2 magnetism seemed rather an ally of superconductivity certainly chal-
lenged the available experimental evidence. CeCu2Si2 rapidly ignited the interest in fields such
as heavy-fermion physics and unconventional superconductivity, which extends to the present
day. It became also a model system for other interesting phenomena such as non-Fermi-liquid
behavior and quantum criticality.
It is nowadays clear that CeCu2Si2 is just one example of a bigger family of unconventional
superconductors. Along the way, many other HF superconductors have been found, such as
CeCoIn5 or UPt3, to name a few. Whole prominent families such as the organic supercon-
ductors and the cuprates have also emerged exhibiting unconventional behavior. Parallel to
the discovery of new intriguing systems, new mechanisms beyond BCS-like superconductivity
(such as magnetic-mediated pairing) are also being explored. However, in spite of many years
of intense research, the underlying mechanism of unconventional superconductivity is far from
being settled. CeCu2Si2 itself is a good example of the complexity determining the physical
properties of the superconducting ground state: first, poor sample quality have often yielded
misleading results. And second, the lack of suitable experimental tools have also hampered the
determination of such properties.
The present dissertation summarizes the main results of my doctoral project. It aims to
enrich the current discussion on unconventional superconductivity, specially that related to the
symmetry aspects of superconductivity. The symmetry of the order parameter, the nodal
gap structure and the pairing mechanism, are all aspects intimately related which char-
acterize a particular superconducting state. The determination of such properties towards a
complete understanding of unconventional superconductivity is an ongoing task in solid-state
physics, and the main motivation for the present project. Due to the dimensions of the field
and the huge variety of materials exhibiting unconventional behavior, it is reasonable to focus
efforts on a particularly interesting system, such as the aforementioned HF compound. It is
particularly advantageous the fact that large high-quality CeCu2Si2 single crystals with well-
controlled ground-state properties have become recently available.
Two main goals were settled in this project. The first one was the implementation of two
novel experimental techniques in our laboratory: angle-dependent thermal conductivity and
angle-dependent electrical resistivity. Both techniques have proved successful in determining
the symmetry of the order parameter. Accordingly, the second goal was the application of such
techniques in order to obtain information about the nodal structure in CeCu2Si2.
The results of my research are organized as follows:
Chapter 2 offers an introduction to the theoretical framework necessary to understand the
physics behind the experiment. Such background information also comprises a description of
the system under analysis: CeCu2Si2.
Chapter 3 deals with the important experimental aspects. The present doctoral project
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has been conceived, planned and carried out from an experimental perspective. The techniques
used, as well as the experimental set-up designed ad hoc are hereupon described.
Chapter 4 presents thermal-conductivity measurements. The temperature and field de-
pendences give important information about the superconducting state, in particular about the
nodal quasiparticles and the impurity-scattering processes.
Chapter 5 gives an overview of the angle-dependent properties of the upper critical field.
The particular question of the symmetry of the order parameter is addressed using angle-resolved
resistivity measurements.
Chapter 6 summarizes the principal ideas and provides some concluding remarks on the
unconventional nature of superconductivity in CeCu2Si2.
3
1. INTRODUCTION
4
2
Theoretical Background
E ach one of the concepts sketched in the introductory chapter possesses a solid theoretical
foundation. In the following, an introduction to such a theoretical framework is given. Briefly,
the physics of heavy-fermion systems, superconductivity, and transport phenomena is discussed.
Further details can be followed in their respective references. As an example where such con-
cepts can be applied, a survey of the main characteristics of the heavy-fermion superconductor
CeCu2Si2 is also presented.
2.1 Landau-Fermi-liquid Theory
Much of the modern understanding of simple metals is based on the so-called free electron
model, where non-interacting electrons move freely in a positively charged background [1]. In
spite of its simplicity, such a model was able to describe many metallic transport properties long
before the development of the quantum theory. In fact, Drude was able to derive expressions
for Ohm- and Wiedemann-Franz laws based solely on the above hypotheses (see §2.5 and §3.3)
[2]. Further developments made by Sommerfeld led to the so-called Fermi-gas model. Here, the
electrons are treated as quantum particles governed by the Schrödinger equation. Moreover, the
gas of non-interacting electrons obeys the Fermi-Dirac statistic. Following the Pauli-exclusion
principle, the electrons fill up the available states up to the Fermi energy, E
F
= }
2
2mk
2
F
, which
is represented in k-space by the so-called Fermi surface. For a three-dimensional Fermi gas of
N electrons and volume V , the density of states (DOS), or the number of one-particle states
per unit energy, is given by [1]
D(E) ≡ dN
dE
=
V
2π2
(
2m
}2
)3/2√
E. (2.1)
In real metals, however, particles do interact with each other. The inherent complexity
arising from a large number of particles (N ∼ 1023) is the unsolved problem of many-body
physics. With astonishing simplicity, such a problem was successfully addressed by Landau in
the limiting case of low temperatures and low-excitation energies [3, 4]. In his theory of Fermi
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liquids, a system of interacting fermions can be approximated by a simple Fermi gas of non-
interacting quasiparticles. Here, the single-particle excitations of the interacting system develop
continuously (in a one-to-one correspondence) from such quasiparticles once the interactions
are “turned on” adiabatically. The central concept of “quasiparticles” contains the information
about the interactions and represents the motion of the whole liquid. However, since they are
not solutions of the interacting system, such elementary excitations decay due to scattering
processes. Thus, the quasiparticle idea is only meaningful if its lifetime τ is long. The latter is
fulfilled only at low temperatures and near the Fermi surface (τ ∝ 1E−E
F
).
Formally, the interactions are introduced via the so-called Landau parameters F . For instance,
the quasiparticle mass m∗ is re-normalized as
m∗
m0
= 1 +
F s1
3
, (2.2)
where m0 is the bare electron mass and F
s
1 a symmetric Landau parameter. The mass re-
normalization is accordingly reflected in the thermodynamic and transport properties of the
system. The theory of Landau-Fermi liquids (LFL) predicts
C
LFL
T
= γ
LFL
=
m∗k
F
k2
B
3}2
, χ
LFL
=
µ
0
µ2
B
m∗k
F
π2}2
1
1 + F a0
, ρ
LFL
= ρ
0
+AT 2, (2.3)
for the specific heat, the magnetic susceptibility, and the resistivity, respectively. Here, F a0
is an antisymmetric Landau parameter, γ
LFL
the renormalized Sommerfeld coefficient, ρ0 the
residual resistivity and A ∝ γ2
LFL
. Thus, the Sommerfeld coefficient gives an experimental
estimate of the effective mass m∗ and is also proportional to the density of states at the Fermi
energy γ
LFL
∝ N(E
F
)2. The latter is given by1
N(E
F
) =
m∗k
F
π2}2
. (2.4)
Since2 γ, A, and also χ are proportional to the density of states at the Fermi level, some
important relations containing such parameters hold. These are the so-called Sommerfeld-
Wilson ratio R [5] and the empirical Kadowaki-Woods ratio [6]
R =
πk2
B
3µ
0
µ2
B
χ
γ
=
1
1 + F a0
,
A
γ2
≈ 10−5. (2.5)
Landau-Fermi-liquid theory is the basic tool for the study of simple metals. It also holds even in
extreme cases such as some heavy-fermion systems and high-Tc superconductors, where much
stronger electronic correlations are present.
1Note how the concepts of the Fermi gas are translated to the Fermi liquid with effective mass m∗.
2In the following, I shall omit the subscript “LFL” without loss of generality. Landau-Fermi-liquid theory
holds unless otherwise stated.
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In 1976, Andres et al. first reported on the intermetallic compound CeAl3 [7]. Linear specific-
heat capacity, constant paramagnetic susceptibility and quadratic resistivity behavior at low
temperatures were observed. Such properties followed a LFL behavior (Eq. 2.3), but with effec-
tive masses ∼ 1000 times larger than the bare electron mass. CeAl3 was the first member of a
family of compounds with strongly renormalized parameters nowadays known as heavy-fermion
systems (HF).
Heavy-fermion compounds contain lanthanide (Ce, Yb) or actinide (U, Np) elements, whose
principal characteristic is the presence of partially-filled f -electron shells [8]. In Ce-based com-
pounds, for instance, Ce3+ (4f1) ions are present. From Hund’s rules it follows J = |L− S| =
5/2, and magnetic behavior is expected. Remarkably, the small radius of the f shells prevents
f − f overlap and the present magnetic moments are strongly localized [9].
At high temperatures, the physical properties of HF systems resemble that of simple metals
with weakly interacting localized magnetic moments and conduction electrons [10]. Paramag-
netic behavior and incoherent scattering off the magnetic moments are observed. Surprisingly,
as the temperature is lowered the f electrons hybridize with the surroundings and tend to
delocalize. In some cases, a crossover to a coherent-scattering regime is observed. Highly en-
hanced Sommerfeld coefficients (γ > 400 mJ/f-atom mol K2), enhanced T -independent Pauli
susceptibilities and, consequently, strongly renormalized masses (100 − 1000m0) characterize
the low-temperature HF regime. Accordingly, an enhancement in the density of states at the
Fermi energy is expected.
The physics of the heavy-fermion state has been successfully describe in terms of the Kondo-
lattice model3. The model is nothing but a dense-lattice analogue of the well-known single-ion
Kondo effect.
2.2.1 Kondo Physics
Single-ion Kondo Effect
The problem of magnetic impurities embedded in a sea of conduction electrons has been studied
long before the discovery of HF systems. In the 1930s, the observed resistance minimum at low
temperatures in metals like Au or Ag containing Fe impurities posed a three-decade puzzle to
scientists [11]. Remember that in normal metals the resistivity decreases monotonically with
temperature due to vanishing phonon-dominated scattering. Such a “paradoxical” resistivity
upturn was finally understood by Kondo as due to scattering off individual magnetic impurities
[12]. Using perturbation theory, Kondo studied the interaction of a 1/2 impurity spin4 ~S with
a Fermi gas of free electrons ~s via an exchange integral J . The associated Hamiltonian (in
essence the s− d model [13]) can be written as
3Although it is widely used, the Kondo lattice model has not yet been solved.
4The solution given by Kondo stands not only for a single magnetic impurity, but also for several impurities
within the dilute regime. In analogy to the dilute gas, the approach is valid as long as interactions among
impurities can be neglected.
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H
K
=
∑
k,σ
εkc
†
kσckσ − J~s · ~S, (2.6)
where the first term describes the kinetic energy of the itinerant electrons and the second one
their interaction with the magnetic moment. As a result, a logarithmic term to the resistivity
is obtained, which combined with the T 5-term due to phonon scattering accounted for the ob-
served minimum at low temperatures.
The log T term, however, solved only partially the problem. In the limit T → 0 (for an anti-
ferromagnetic interaction J < 0) the resistivity diverges. Such an unphysical result constituted
the so-called Kondo problem. The solution came when Wilson advanced the theory of numerical
renormalization group [5], which included the scaling concepts developed by Anderson [14]. For
temperatures below a characteristic Kondo temperature, T
K
, spin-flip scattering off an impurity
progressively screens its magnetic moment. Therefore, the final ground state at T → 0 con-
stitutes a non-magnetic singlet state5 [5, 15]. Such a Kondo singlet results from the complete
compensation of the magnetic moments by the built-up “cloud” of electrons (see Fig. 2.1a).
The antiferromagnetic coupling constant J is proportional to the hybridization matrix V of the
impurity spin and the conduction electrons [16]. In 4f systems for instance, J = −V
2
s−f
|ε4f | , with
ε4f the binding energy of the impurities. The characteristic energy scale of the interaction is
given by the Kondo temperature6 with
k
B
T
K
∼ 1
N(E
F
)
exp
(
− 1
|J |N(E
F
)
)
. (2.7)
Physically, T
K
characterizes the formation of the singlet state. This, however, does not rep-
resent a phase transition as no large-scale cooperative phenomena occurs. It should be rather
understood as a broad crossover regime centered at T
K
[17]. For T >> T
K
the system behaves
as a normal metal with free magnetic moments following a Curie-Weiss behavior. Around
T
K
, the progressive screening of the magnetic moments starts. Thus, the moments become
strong scattering centers, which explains the observed resistivity minimum. Upon screening, a
temperature-independent Pauli susceptibility sets in for T << T
K
and the resistivity saturates.
Indeed, well below the Kondo temperature the system recovers a LFL regime with strong renor-
malized masses [18]. Also, the Kondo effect modifies the electronic states near the Fermi energy.
The strong spin-flip scattering leads to the formation of a resonance level (the singlet-bound
state) at E
F
. Such an enhancement of the density of states has a width ∼ k
B
T
K
and is know
as the Abrikosov-Suhl (Kondo) resonance [19, 20].
Wilson’s approach allowed not only the solution of the Kondo problem using the s− d model,
but also with the more general Anderson model [8, 21]. Solutions for several physical properties,
such as thermodynamic ones, were soon calculated [22, 23, 24]. In particular, the similitude be-
tween the Kondo effect and the emerging HF-systems opened an extensive research field where
such theoretical tools have proved successful.
5Formally, the divergences associated to uncompensated spins are removed.
6In fact, TK marked the temperature at which physical quantities diverged due to logarithmic terms.
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The Kondo Lattice
Heavy-fermion compounds exhibit characteristics which reminded that of Kondo dilute systems.
The absence of a magnetic ground state in spite of the present 4f moments and the development
of LFL behavior at low-temperatures were particularly similar. However, rather than a dilute
system, magnetic moments are densely present in HF systems. Boldly, Doniach advanced the
idea of a Kondo lattice: a periodic dense array of weak-interacting magnetic moments at crystal
positions [25]. The Kondo-lattice Hamiltonian reduces to [26]
H
KL
=
∑
k,σ
εkc
†
kσckσ − J
∑
i
~si · ~Si, (2.8)
with ~Si the local impurity spins and ~si the itinerant electron spins. Considering that every
magnetic moment undergoes a Kondo effect, Doniach proposed that the Kondo lattice might
eventually exhibit a second-order phase transition from antiferromagnetic to a Kondo-singlet
ground-state.
Figure 2.1: a) Schematic representation of the Kondo effect. A non-magnetic singlet ground-
state is promoted by the continuous screening of the magnetic moments (T << TK ). b) Variation
of the RKKY exchange interaction JRKKY as a function of distance. Long-range magnetic order
with either antiferromagnetic or ferromagnetic coupling is possible.
However, another interaction mechanism comes into play for densely-packed magnetic mo-
ments. It is well known that a magnetic moment immersed in a sea of conducting electrons
polarizes the electron spin density [27]. Such perturbation results in a charge oscillation (Friedel
oscillation) which decays as a function of position r as
∼cos(2k
F
r)
|k
F
r|3 . If a second magnetic moment
is introduced, it couples to such oscillation. Thus, even if the direct interaction between 4f mo-
ments in the lattice can be neglected due to strong localization, they still interact indirectly via
the polarization of the electron cloud. In such a way, the so-called RKKY interaction promotes
long-range magnetic order and can be described via [26, 28, 29]
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H
RKKY
= J
RKKY
(~r − ~r′)~S(~r) · ~S(~r′), (2.9)
J
RKKY
(~r − ~r′) ∼ −J2N(E
F
)
cos(2k
F
|~r − ~r′|)
(k
F
|~r − ~r′|)3
, (2.10)
which add up to Eq. 2.8. We note that the RKKY exchange interaction J
RKKY
changes
alternatively sign as a function of position (see Fig. 2.1b). Thus, anti- and ferromagnetic
couplings are possible. For typical inter-site distances occurring in HF systems, AFM ordering
is usually found7. The characteristic energy scale of the RKKY interaction is given by
k
B
T
RKKY
∼ J2N(E
F
). (2.11)
Ultimately, the physics of the heavy-fermion state is summarized in the complex interplay
between the long-range magnetic order (RKKY interaction) and the non-magnetic singlet state
(Kondo interaction). Such a competition is usually visualized in the so-called Doniach diagram,
which depicts the characteristic temperatures T
K
and T
RKKY
(Fig. 2.2) [25, 34]. As a function
of the hybridization strength J , a variety of ground-states are expected.
Figure 2.2: The Doniach diagram exemplifies
the competition between the Kondo (TK ) and the
RKKY (TRKKY ) interactions. As a function of the
coupling strength, either a magnetic ground state
|J | < |Jc| or a Landau-Fermi liquid |J | > |Jc| might
develop at low temperatures.
For small couplings |J | < |Jc|, the RKKY-
interaction dominates and magnetic order
develops. Consequently, AFM ordering ap-
pears below the so-called Neel temperature
T
N
. As the hybridization increases, the or-
dering temperature T
N
is continuously sup-
pressed to zero at Jc. It is here, in the
vicinity of the magnetic instability, where
Kondo and RKKY interactions are compa-
rable.
If the coupling is further increased |J | >
|Jc|, the Kondo physics dominates the
scenario and a paramagnetic LFL with
strongly renormalized masses is thereupon
realized. In contrast to dilute Kondo sys-
tems, however, the paramagnetic ground-
state of the Kondo lattice develops phase
coherence. Since the magnetic moments
are fixed to the lattice sites, they do obey
the translational symmetry of the crystal,
which allows for the formation of coherent
Bloch states. The resulting resonant elastic scattering leads to the formation of the heavy-
electron band with highly renormalized quasiparticles.
Typical examples lying on the weak-coupling regime (|J | < |Jc|) are CeAl2 [35] and U2Zn17 [36],
7Nevertheless, ferromagnetism does occur. For instance in YbNiSn [30], CeRu2Ge2 [31], UGe2 [32] and
CeRuPO [33].
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where magnetic ordering is found down to the lowest temperatures. On the large-coupling side
(|J | > |Jc|), CeAl3 [7] and CeNi2Ge2[37] exemplify the non-magnetic ground-state. In this way,
Doniach’s picture gives a handy phenomenological description of the heavy-fermion physics.
However, one has to bear in mind the limitations of such a model, specially when compared to
the large variety of phenomena observed experimentally (commensurate vs. incommensurate
magnetic ordering, meta-magnetic transitions, valence fluctuations, Kondo insulators, etc., cf.
Ref [38]). Of particular interest are the break-down of the Fermi-liquid picture [39], the occur-
rence of quantum critical phenomena around Jc [40], and the appearance of superconductivity
[41].
2.2.2 Non-Fermi-Liquid Behavior
It is easy to see that, in contrast to typical metals, strongly correlated electronic systems often
exhibit radically new properties. Many HF systems are extreme cases where such properties can
still be described within the Fermi-liquid picture. This works, however, only to some extent.
Deviations from the LFL behavior in Kondo alloys were observed early in the 1990s [39]. Up to
date, there are several examples of such a behavior in HF [42, 43] and other SCES such as the
cuprates [44]. Deviations from Eq. 2.3 include weak power laws and logarithmic divergences
observed in the so-called non-Fermi liquids (NFL)8. Up to date, no theory uniquely describes
the observed deviations. Nevertheless, there exist useful models which describe routes to NFL
behavior.
A possible mechanism is the multi-channel Kondo effect [46, 47, 48]. Multiple degenerate bands
of conduction electrons might couple with the same exchange integrals to the magnetic impurity
(over-screened moment). Hence, the symmetry of the problem forbids the formation of a singlet
state favoring any of the bands. As a consequence, a NFL state develops (C/T ∝ −a lnT + b,
χ ∝ − lnT , ρ ∝ 1− cT 0.5; a, b, and c are constants).
The so-called Kondo disorder model has been also proposed [49]. Basically, distortions in the
lattice of magnetic moments might lead to a broad distribution of local energy scales. Therefore,
the moments with smaller T
K
remain unquenched (C/T ∝ − lnT+a, χ ∝ − lnT+b, ρ ∝ 1−cT ).
Disorder can also lead to the formation of Griffiths phases [50], where magnetic clusters coexists
with a paramagnetic phase. The RKKY interaction leads to magnetic ordering within the
clusters, while the Kondo interaction quenches the moments in the metallic paramagnetic phase
(C/T ∝ T−1+λ, χ ∝ T−1+λ; λ < 1) [51].
Of particular interest for HF systems are the models based on quantum critical behavior close
to a magnetic instability. Here, strong quantum fluctuations in the vicinity of a critical point
are responsible for the observed NFL state. Such models are briefly described in the next
subsection.
8For an overview of the actual temperature dependences of ρ, C/T and χ see Refs. [42, 45].
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2.2.3 Quantum Phase transitions
Antiferromagnetism and superconductivity are typical examples of second-order phase transi-
tions9. Such transitions reflect spontaneously broken symmetries which can be characterized
via a microscopic order parameter (OP) [52, 53]. As the system approaches the phase boundary,
thermal fluctuations of the order parameter drive the system into the lower-symmetry phase.
As T → 0 such fluctuations freeze out (see Fig. 2.3). This, however, does not prevent phase
transitions from occurring. The system may still undergo a quantum phase transition (QPT)
at T = 0 where quantum, rather than thermal fluctuations10, drive the material into a new
phase [54]. To undergo such a quantum phase transition the system must be brought towards
the transition point or quantum critical point (QCP). This is done via a control parameter δ,
which is usually experimentally accessible with pressure, iso-electronic substitution or magnetic
field, for instance.
Figure 2.3: Phase transitions in the vicinity to
a quantum critical point. At T = 0 a quantum
phase transition between the ordered- (AFM) and
quantum-disordered (QD) phases occurs at δc. Be-
tween the thermally disordered phase (TD) and the
AFM region, a classical phase transition occurs due
to thermal critical fluctuations (TC). Signatures of
quantum fluctuations are observed in the quantum
critical region (QC) where NFL behavior appears.
In both classical and quantum phase tran-
sitions, fluctuations are correlated over a
characteristic length scale ξ. In the case of
QPT, two main characteristics are present.
First, such a correlation length diverges at
the QCP. Second, fluctuations occur not
only in space, but also in imaginary time
[55]. Both conditions can be summarized
as
ξ ∝ |δ − δc|−ν , τ ∝ ξz ∝ |δ − δc|−νz,
(2.12)
where δc is the critical parameter at the
QCP, and ν and z are critical exponents.
Therefore, the correlation time τ is cou-
pled dynamically to ξ and also diverges
(“critical slowing-down”). A QPT ap-
plies to the case of the magnetic instability
present in the Doniach diagram for heavy-
fermion compounds (§2.2.1). The scenario
around such an antiferromagnetic QCP is
presented in Fig. 2.3. A classical phase
transition from the thermally disordered (TD) paramagnetic phase into the ordered AFM phase,
and vice-versa, is driven by thermal fluctuations (dark grey area). In turn, by tuning the control
parameter δ, the system varies continuously over the QCP between the ordered magnetic phase
and the disordered LFL state at T = 0. Such transitions are driven by quantum fluctuations.
9I shall concentrate the description of both classical and quantum phase transitions to those of the 2nd-order
type.
10Quantum fluctuations rely on the uncertainty principle and therefore do exist even at T = 0.
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In practice, however, only finite temperatures are accessible. In the vicinity of a QCP, the
fluctuations driving phase transitions might have either thermal or quantum character depend-
ing on whether its thermal energy k
B
T is larger or smaller than a quantum energy scale }ωc.
Bearing this in mind, a quantum critical crossover region is found between the magnetically
ordered and the paramagnetic phase, fulfilling k
B
T ≈ }ωc ∝ |δ− δc|−νz. Here, reminiscences of
the quantum critical ground state dominate the physical properties (light grey area). Therefore,
the identification of a QCP is based on the role quantum fluctuations have on such properties.
One clear signature is the non-Fermi-liquid behavior [56].
The main characteristics of the quantum critical region have been enclosed into two theo-
retical scenarios. The most common description of the LFL breakdown is given by the so-called
spin-density-wave (SDW) scenario [40, 57, 58, 59, 60, 61]. Here, the QCP is a SDW instability
of the Fermi surface, and therefore, the ordered phase exhibits spatial oscillations of the spins
at a wave vector ~Q. NFL behavior develops from the scattering off quantum critical SDW fluc-
tuations. Within this framework, a d-dimensional quantum system at T = 0 can be treated as
a D = d+ z dimensional classical system. For example, in a 3-dimensional AFM system z = 2
and D = 5. Direct comparison with experiments can be done using the models of Hertz-Millis
(C/T ∼ γ0 − aT 1/2, χ ∝ T 3/2, ρ ∝ T 3/2) [40, 58], Moriya (C/T ∼ γ0 − aT 1/2, χ ∝ T−3/2,
ρ ∝ T 3/2) [60], and Lonzarich (C/T ∼ γ0 +aT 1/2, χ ∝ T−3/2, ρ ∝ T 3/2) [61]. For AFM systems
with 2-dimensional fluctuations, logarithmic divergences are rather expected11. In spite of the
itinerant character of the model, the SDW scenario describes the quantum critical behavior in
several HF systems, for instance in CeNi2Ge2 [62] and CeCu2Si2 [63].
Deviations from the SDW itinerant model have been observed in systems such as CeCu6−xAux
[64, 65] and YbRh2(Si1−xGe2)2 [66, 67]. In particular, they show stronger-than-logarithmic
divergence of the effective mass at the QCP and ωT -scaling behavior. This has led to the
development of the so-called local or Kondo-breakdown scenario [68, 69, 70, 71]. Here, the
Kondo-singlet states are critically destroyed at the QCP via fluctuations of the magnetic order
parameter. While in the SDW scenario itinerant f electrons are present on both sides of the
QCP, in the local scenario a transition from local to itinerant occurs at the QCP. Accordingly, a
discontinuous reconstruction of the Fermi surface (volume and topology) across the local QCP
is also observed [70, 72].
2.3 Superconductivity
Zero resistance on lead and mercury was first reported by Onnes in 1911 [73]. More than
20 years later, Meissner and Ochsenfeld observed the expulsion of magnetic fields in such a
superconductor [74]. Both properties, which were fully unexpected based on classical theories,
characterize the superconducting ground state. As discussed in the previous section, a phase
transition can be understood via the evolution of an order parameter which is zero in the
symmetric phase (above a critical temperature Tc), and non-zero in the less symmetric phase
(below Tc). Such an order parameter is a physical quantity. In the case of superconductivity, it
is related to the coherent wave function describing the macroscopic condensate. The OP is the
11For a comprehensive list of such predictions see cf. Ref. [42]
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starting point for the phenomenological Ginzburg-Landau theory [75] and a central concept in
the microscopic description made by Bardeen, Cooper, and Schrieffer [76].
2.3.1 BCS Superconductivity
Ginzburg-Landau Theory
The superconducting transition is accompanied by a spontaneous symmetry breaking, which is
characterized by a complex order parameter Ψ. Within the phenomenological Ginzburg-Landau
(GL) model, the associated relevant physical quantity is |Ψ|2 or the density of superconducting
charge carriers. Close to Tc, the Gibbs free energy G(Ψ) can be expanded as a local function
of the OP which might be coupled to an external magnetic field ~H. Thus, a set of coupled
differential equations (GL equations) determining the properties of the SC state are obtained
by minimizing the free energy with respect to Ψ and ~A 12.
The spatial variation of the OP is given by the coherence length, ξ0
13. Outside the supercon-
ductor Ψ = 0 and increases continuously towards the bulk value within a distance ξ0. A second
important length scale is the penetration depth, λ, which represents the distance at which an
external magnetic flux penetrates the superconductor. Particularly useful is the GL parameter
κ
GL
defined as
κ
GL
=
λ
ξ0
{
< 1√
2
Type-I superconductors
> 1√
2
Type-II superconductors
(2.13)
In type-I superconductors, the external magnetic field is completely expelled (χ = −1) until
the field reaches its normal state above a critical-field value, Hc. The change in internal energy
between the normal, Gn, and superconducting state, Gs, also known as condensation energy, is
given by
∆G = Gs(T,H)−Gn(T,H) =
µ0(H
2 −Hc(T )2)
2
. (2.14)
Clearly, in the absence of an external field H = 0 and below the critical field Hc, the super-
conducting state is favored (for a certain temperature T ≤ Tc). As the external field increases,
the free energy of the superconducting state grows and the normal state becomes energetically
favorable.
Type-II superconductors, in turn, also exhibit a Meissner-phase where the field is completely
expelled up to a lower critical field, Hc1. Above this limit, the field penetrates the material
forming filamentary vortices inside of which the normal state has been reached [78]. Such a
mixed-state is finally replaced by the normal state above the upper critical field, Hc2. The
vortices exhibit a characteristic radius of the order of ξ0. Moreover, the upper critical field, the
coherence length, and the magnetic flux quantum, φ0, are related as
12 ~A is the vector potential given by ~B = ~∇× ~A [77]. In the following I will adopt ~B = µ0 ~H
13Strictly speaking, the coherence length ξGL defined in the GL theory differs from the one defined in the
BCS theory ξ0. The latter is a measure of the Cooper pair itself, while ξGL is the smallest length within which
the Cooper pair density can vary. For the purposes of this thesis, I shall use ξ0. Clearly, the density of Cooper
pairs cannot vary within a smaller distance than the average extension of a Cooper pair (ξGL ≥ ξ0).
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Hc2 =
φ0
2πξ20
. (2.15)
The Bardeen-Cooper-Schrieffer (BCS) Theory
Due to the Coulomb interaction, a repulsive potential between two electrons is always present.
However, under certain circumstances an attractive potential between electrons might develop.
Cooper showed that the Fermi sea is unstable against the formation of a bound pair (the Cooper
pair) if such interaction exists, regardless of its strength [79]. Furthermore, only Cooper pairs
with zero momentum ~K = ~k1 + ~k2 = 0 are likely to form, that is, if electrons with opposite
momentum ~k = ~k1 = −~k2 pair up. Such states are restricted to an energy thickness }ωD (ωD
the Debye frequency) above E
F
.
Based on the Cooper instability, Bardeen, Cooper, and Schrieffer advanced their microscopic
theory of superconductivity [76]. Consider the scattering events between zero momentum
Cooper pairs with spins σ1 and σ2. A simplified mean-field Hamiltonian
14 can be obtained
by introducing the pair amplitude15 (BCS “off-diagonal” mean-field)
Ψ~kσ1σ2 ≡ 〈ĉ−~kσ1 ĉ~kσ2〉. (2.16)
Such pair amplitude might also be interpreted as the order parameter. It is easy to show
that Ψ vanishes in the normal state and is not invariant under global gauge transformations
(U(1)-gauge symmetry) Ψ
U(1)−−−→ Ψeiα 6= Ψ [77]. The so-called gap function ∆ is defined as
∆~kσ1σ2 = −
∑
~k′;s1s2
V~k~k′;σ1σ2s1s2Ψ~k′s1s2 , (2.17)
where V~k~k′ is the attractive potential promoting the Cooper-pair formation. Note that the gap
function possesses the same symmetry as the order parameter. The quasiparticle spectrum can
be obtained by diagonalizing the mean-field Hamiltonian via a Bogoliubov transformation. The
quasiparticle energy is then given by
E~k =
√
ε2~k
+ |∆~k|2, (2.18)
where ε~k is measured relative to the chemical potential µ. Finally, the temperature dependence
of the OP in the ordered state might be calculated self-consistently form the (gap-) equation
Ψ~kσ1σ2 =
1
Z
Tr [e−βHBCSΨĉ−~kσ1 ĉ~kσ2 ], (2.19)
where β = (k
B
T )−1 and Z is the partition function.
So far, the discussion has been kept for a general interaction, V~k~k′ , between two electrons in
quantum states |~k, σ1〉 and | − ~k, σ2〉. Bardeen, Cooper, and Schrieffer considered the special
case where the origin of the attracting potential is the electron-phonon (e-ph) interaction [81].
Here, an electron deforms the lattice of positive ions in its vicinity, therefore exciting a phonon.
The associated increase in positive charge density has an attractive effect on a second electron
14The original approach made by BCS was a variational method though.
15A detailed calculation of the quasiparticle spectrum can be followed, for instance, in Ref. [77] and [80].
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which absorbs that phonon. In such a case, V~k~k′ = V0, where V0 is a measure of the e-ph
coupling. The rotational invariance of the e-ph potential demands Cooper pairs with vanishing
angular momentum (L = 0). The latter and the asymmetry of the Cooper-pair wavefunction
(Pauli principle) forces a spin singlet state (S = 0). Thus, the ground state proposed in the
BCS theory is given by
|Ψ
BCS
〉 =
∏
~k
{u~k + v~k ĉ
†
~k↑
ĉ†
−~k↓
}|0〉, (2.20)
where |~k, ↑〉 and | − ~k, ↓〉 are the quantum states of the pair, |0〉 is the electron vacuum and
|u~k|
2 + |v~k|
2 = 1. The formation of such a coherent state is accompanied by the opening of a
gap in the excitation spectrum, where the excitation energy of the QP is given by Eq. 2.18
E~k =
√
ε2~k
+ ∆2 (the gap takes a constant value ∆ for L = S = 0). Thus, at T = 0 an energy
E = 2∆(T = 0) = 2∆0 is needed to break a Cooper-pair. This can be understood by looking
at the QP DOS given by
N(E) = N0
{
E√
E2−∆2 for |E| > ∆
0 for |E| ≤ ∆.
, (2.21)
The DOS is shown in Fig. 2.4. Note how an energy gap Eg = 2∆ is present in the QP-spectrum.
In turn, the self-consistent gap equation (Eq. 2.19) yields
∆ = −V0
∑
~k
∆
2E~k
tanh
(
E~k
k
B
T
)
⇒
{
k
B
Tc = 1.14εce
− 1|V0|N0 for T → Tc
∆0 = 2εce
− 1|V0|N0 for T → 0.
(2.22)
Figure 2.4: The superconducting transition is ac-
companied by the opening of a gap in the density
of states (Eq. 2.21).
Eq. 2.22 shows two limiting cases of the
gap equation: T → Tc and T → 0. The
ratio of such limiting cases yields
2∆0
k
B
Tc
≈ 3.53, (2.23)
one of the most celebrated predictions
of the BCS theory. The cut-off energy
εc is related to the characteristic Debye
frequency, which is much smaller than
the Fermi energy. Thus, the attractive
interaction is present only close to the
Fermi surface with a constant density of
states N0. Eq. 2.22 is valid in the
so-called weak-coupling regime, where the
pair attraction is small |N(E
F
)V~k~k′ | 
1.
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2.3.2 Unconventional Superconductivity
Electron-phonon interaction is not the only possible pairing mechanism. Shortly after the
appearance of the BCS theory alternative mechanisms were explored, especially within the
context of 3He superfluidity where L 6= 0 [82, 83, 84]. Indeed, the short-ranged Coulomb
interaction might be avoided if the orbital angular momentum L > 0. Again, I shall follow
the discussion on the generalized BCS theory which does not invoke any particular pairing
mechanism. Due to the Pauli principle, the pair amplitude (Eq. 2.16) must be antisymmetric
under momentum and spin exchange as Ψ−~kσ2σ1 = −Ψ~kσ1σ2 . If the order parameter is separated
into an orbital and a spin part, Ψ = φ(~k)χσ1σ2 , then a classification in terms of parity and spin
rotational symmetry can be done. The antisymmetric conditions can be summarized as
φ(−~k) = φ(~k), χσ1σ2 = −χσ2σ1 , for L = 0, 2, 4, ..., S = 0, (2.24a)
φ(−~k) = −φ(~k), χσ1σ2 = χσ2σ1 , for L = 1, 3, 5, ..., S = 1. (2.24b)
Here, parity is given as (−1)L. Thus for even parity (even L) a spin-singlet state is realized
(S = 0), whereas for odd parity the spin-triplet16 channel is available. In analogy to the
hydrogen atom, even-parity states are termed as s, d, g,..., while spin-triplet states are labelled
p, f,.... Moreover, for a given L, 2L+1 degenerate states are possible. Clearly, the conventional
BCS ground state (also known as s wave) corresponds to the most symmetric case L = 0, S = 0.
All the remaining possibilities are termed unconventional states.
The gap function possesses the same symmetry as the OP. In general, ∆~k is a 2 × 2 matrix.
Following the above discussion, the gap function for the singlet and triplet states is given by
∆̂~k =
(
∆~k↑↑ ∆~k↑↓
∆~k↓↑ ∆~k↓↓
)
=
{
iσ̂yψ(~k) for S = 0
i
(
~d(~k) · σ̂
)
σ̂y for S = 1,
(2.25)
where ψ(~k) is an scalar function such that ψ(~k) = ψ(−~k), ~d(~k) a vector function fulfilling
~d(~k) = −~d(−~k), σ̂y the y-Pauli matrix and σ̂ the Pauli vector. It follows from Eq. 2.18 that
the energy dispersion of the QP excitations obeys
E~k =

√
ε2~k
+ |ψ~k|2 for S = 0√
ε2~k
+ |~d(~k)|2 ± |~d∗(~k)× ~d(~k)|, for S = 1.
(2.26)
Clearly, |∆~k|
2 = |ψ~k|
2 and |∆~k|
2 = |~d~k|
2 ± |~d∗(~k) × ~d(~k)| for singlet and triplet17 states, re-
spectively. The gap is in turn related to the pairing interaction V~k~k′ (Eq. 2.17). Pairing
mechanisms beyond electron-phonon-like lead, by definition, to unconventional states. Over
the years, several mechanisms have been proposed: Friedel oscillations [85], excitons [86, 87],
16The “singlet” spin configuration is given by χ = 1√
2
[| ↑, ↓〉 − | ↓, ↑〉]. In the triplet case, three spin
configurations are possible: χ1 = | ↑↑〉, χ2 = 1√
2
[| ↑, ↓〉+ | ↓, ↑〉], and χ3 = | ↓↓〉.
17States in which ~q = i~d∗(~k) × ~d(~k) 6= 0 are called non-unitary and are only present in the triplet case.
Intrinsic spin polarization and broken time-reversal symmetry are associated to such states. For the rest of the
present work, however, I shall focus mainly on singlet states.
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Γ ψ(~k) Γ ~d(~k)
A1g 1 A1u x̂kx + ŷky
A2g kxky(k
2
x − k2y) A2u ŷkx − x̂ky
B1g k
2
x − k2y B1u x̂kx − ŷky
B2g kxky B2u ŷkx + x̂ky
Eg {kxkz, kykz} Eu {ẑkx, ẑky} {x̂kz, ŷkz}
Table 2.1: Irreducible representations for the symmetry group Ģ = D4h ⊗K ⊗U(1) with strong
spin-orbit coupling. The allowed basis functions for even, g, and odd, u, parities in the singlet
and triplet cases are shown.
exciton-polariton [88], valence-mediated SC [89, 90], spin fluctuations [91, 92], etc.
Perhaps, a more robust definition of unconventional superconductivity is given in terms of group
theory. The associated Hamiltonian to a pairing potential obeys certain symmetry operations.
To its symmetry group Ģ belong the point symmetry group of the lattice, G0, the spin-rotation
group, SU(2), the time-reversal symmetry group, K, and the gauge symmetry group, U(1),
Ģ = G0 ⊗ SU(2)⊗K ⊗ U(1). (2.27)
A superconducting transition implies the spontaneous U(1)-symmetry breaking, as occurs in
normal SC. In an unconventional SC, however, additional symmetries must be broken.
The Hamiltonian transforms with the basis functions of the irreducible representations Γ of Ģ.
The latter is a very useful tool. Hence, the symmetries of the order parameter can thereupon
be obtained from the possible subgroups of Ģ with respect to which the OP remains invariant18
[93, 94]. Consider, for example, a superconductor with tetragonal symmetry D4h and with
strong spin-orbit coupling. In this case, the spins are “frozen” to the lattice and the spin
rotation symmetries are included in the point symmetry group. Strictly speaking, the spin
rotational symmetry is broken and the spin is no longer a good quantum number. However,
due to Kramers degeneracy a classification in terms of pseudo-spin can still be done [95]. Thus,
even without information about the pairing interaction, the possible symmetries of the order
parameter can be classified and are shown in Table 2.1.
Consider the (pseudo) spin-singlet states B1g and B2g in the above case. These symmetries are
two of the possible d-wave states (L = 2)
ψ(~k) ∝ k2x − k2y, dx2−y2 symmetry (2.28a)
ψ(~k) ∝ kxky, dxy symmetry. (2.28b)
The dx2−y2 state is nowadays widely accepted as the underlying symmetry in cuprates [96]
and some heavy-fermion superconductors such as CeCoIn5 [97]. Figure 2.5a presents both the
dx2−y2 and dxy symmetries in the kx–ky plane compared to the isotropic s-wave one. Both
states are qualitatively similar with a 45◦ shift between them. Remarkably, it becomes evident
18The classification in terms of the irreducible representations can be done within the GL formalism, where
the free energy F must be invariant under all the operations of Ģ.
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Figure 2.5: a) Schematic representation of the dx2−y2 and dxy symmetries in k-space. The
isotropic s wave is also presented. Note that for anisotropic symmetries the order parameter
vanishes along certain nodal directions. b) The QP DOS for a d-wave superconductor. Note how
non-vanishing DOS exists for |E| < |∆m| in contrast to the s-wave case. Adapted from [98].
that the order parameter vanishes for certain directions in k space. In the dx2−y2 case, ψ(~k)
has nodes along the lines ±kx = ±ky while the dxy symmetry presents lines of nodes along
kx = 0 and ky = 0. The presence of nodal points and/or nodal lines is a signature of many
unconventional symmetries and largely affects the physical properties in the superconducting
state (see §4). For instance, consider the quasiparticle density of states which is given by
N(E) = N0〈
E√
E2 − |∆mg~k|2
〉~k,FS, (2.29)
where the anisotropic gap, ∆~k, has been expressed as the product of a maximum value ∆m and
a ~k-dependent factor |g~k| ≤ 1. Also, 〈...〉~k,FS represents the angular average over the Fermi
surface (FS). The DOS in this case depends on the topology of the anisotropic gap. Figure 2.5b
shows the density of states for a d-wave superconductor with line nodes, where clear differences
with the DOS in the isotropic case are observed. First, the singularity at ∆m is replaced by a
cusp. Second, in-gap states appear for |E| < |∆m|, which radically changes the thermodynamic
properties of the superconductor. Lastly, the DOS follows a linear (quadratic) behavior for line
(point) nodes at small energies E/∆.
The critical temperature can also be obtained from the linearized gap equation. For the singlet
case it reads19
− λψ(~k) = −N0〈V~k~k′ψ(~k
′)〉~k′,FS, (2.30)
which leads to k
B
Tc = 1.14εce
− 1λ . Note that the temperature dependences of ∆ in s- and
d-wave cases are very similar (inset Fig. 2.5b).
19This is in fact an eigenvalue problem. Again, the eigenfunctions belong to the irreducible representations
of the corresponding symmetry group.
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2.3.3 Superconductivity and Magnetism
In contrast to normal superconductors, there is strong evidence that magnetism and super-
conductivity are intimately related in many unconventional systems. The rich variety of the
T − δ phase diagrams coincide in the appearance of a superconducting dome in the vicinity of
a magnetic ordered phase (see Fig. 2.6).
Figure 2.6: Schematic representation of generic phase diagrams for unconventional supercon-
ductors where both AFM and SC are present a) Phase diagram of a cuprate (δ = x) [99] b)
Competition between AFM and SC (δ = x, p). Note how the SC dome appears in the vicinity to
a QCP (c. f. CeIn3 [100]). c) Coexistence of AFM and SC (c. f. CeRhIn5 [101]).
In systems such as the cuprates, for instance, independent AFM and superconducting regions
appear as a function of doping (Fig. 2.6a) [99]. The symmetry of the OP has been determined
as dx2−y2 [96]. Regarding the pairing mechanism, the debate persists on whether spin fluctua-
tions [102] or the so-called resonating valence bond RVB (a state where the spins form a singlet
liquid) [103, 104] is responsible for the formation of the SC state.
In iron-based superconductors, neighboring SC and AFM phases are present (Fig. 2.6b) [105].
An s± order parameter is –allegedly– found in such systems, where the extended s-wave OP
changes sign on different parts of the FS [106]. However, evidence for d-wave superconductivity
have been also reported [107].
In turn, several heavy-fermion superconductors have shown evidence of the competition between
AFM and SC (Figs. 2.6b) [108]. Also coexistence between SC and AFM has been observed (cf.
UPt3 [109] and CeRhIn5 [101]). Furthermore, the superconducting dome is found in the vicinity
to a QCP where critical fluctuations have been proposed as the pairing mechanism [110]. Thus,
under the experimental evidence of such interplay, spin-fluctuation-mediated superconductiv-
ity has been often invoked [91, 92, 111, 112]. Remarkably, the same spin fluctuations which
counteract superconductivity in conventional SC [113] might be responsible for an attractive
paramagnon exchange interaction [114]. Such a model seems to apply in several systems such
as CePd2Si2, CeIn3 [110], CeCoIn5 [115, 116] or CeCu2Si2 [117].
The exchange of paramagnons, or spin fluctuations, is not the only magnetic pairing mecha-
nism. Also magnetic excitons might yield Cooper-pairing [118, 119, 120]. Excitons are bosonic
modes whose origin is the collective crystal-electric-field CEF excitations [119]. Such a scenario
might apply to U-based HF systems, where the Kondo-lattice picture seems to fail explaining
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the QP formation [121, 122]. In systems such as UPd2Al3 such pairing mechanism might be
realized [118, 123].
2.4 The Heavy-Fermion Superconductor CeCu2Si2
The rich physics of the heavy-fermion system CeCu2Si2 exemplifies many of the already dis-
cussed theoretical aspects. As many other 122 compounds, CeCu2Si2 crystallizes in the tetrag-
onal ThCr2Si2 crystal structure (see Fig. 2.7a) [9]. Uncompensated magnetic moments of the
Ce3+ ions are strongly localized and dominate the physical properties at high temperatures
where Curie-Weiss behavior (µ ≈ 2.6µ
B
) is observed [124, 125]. As the temperature is lowered,
the 4f band hybridizes with the s− d conduction bands. As an archetypal Kondo lattice with
T
K
≈ 10 K [126, 127], the competition between Kondo and RKKY interactions determine the
fate of the ground state at low temperatures. In addition, superconductivity was also reported
(Tc ≈ 0.6 K) [41].
Figure 2.7: a) The tetragonal crystal structure of CeCu2Si2 belonging to the I4/mmm space
group. b) Schematic phase diagram for CeCu2Si2 showing the main possible ground states: Mag-
netic phase (A-type), superconducting phase (S-type) and competition between the last two (A/S-
type). Adapted from [117].
The strongly renormalized Sommerfeld coefficient, γ0 ≈ 1 J/mol·K2, evidenced the presence of
heavy quasiparticles, m∗ ∼ 500m0 [128]. The large specific-heat jump at Tc correlates to the γ
coefficient implying that the Cooper pairs are formed out of such QP. The presence of SC in
spite of the magnetic moments, the fact that the electron-phonon interaction is not retarded
(v
F
∝ 1m∗ , vF /vph ≈ 1) [129] and the suppression of the superconducting state by introducing
non-magnetic impurities [130], made CeCu2Si2 the first “non-conventional” SC. However, early
reports on CeCu2Si2 suffered of strong sample dependences, which prevented its satisfactory
characterization. It was only in the mid-1990s that systematic studies on the actual composition
of the system yielded samples with well-defined characteristics. It was then shown that, within
a narrow homogeneity range, several ground states are realized [131, 132]. A slight Si excess
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stabilizes the magnetic phase (A-type), whereas Cu excess favors superconducting samples (S-
type). In turn, the stoichiometric 1:2:2 composition yielded samples with both magnetic and
superconducting phases. The corresponding phase diagram is shown in Fig. 2.7b [133], where
the control parameter might be hydrostatic pressure, p, or chemical substitution, x [134, 135].
In Ce-based compounds, external pressure induces a volume decrease which tends to stabilize
the non-magnetic Ce4+ state20 [136, 137]. Iso-electronic substitution, for instance with Ge at
the Si sites, produces the opposite effect. The larger atomic size of Ge acts as negative pressure
which stabilizes the magnetic phase [135].
One of the peculiarities of CeCu2Si2 is that all possible ground states are accessible at am-
bient conditions. Also, very low pressures and/or substitutions can tune the system across
the different ground states. Therefore, CeCu2Si2 is a prime system to study, for instance,
superconductivity in the vicinity of a QCP.
2.4.1 The A phase
CeCu2Si2 orders antiferromagnetically below TN ≈ 0.85 K with small magnetic moment, ∼
0.1µ
B
per formula unit [138, 139, 140]. The type of ordering was proposed to be a spin-density
wave SDW [133].
Figure 2.8: a) Neutron-intensity maps around ~q = (0.21, 0.21, 1.45) corresponding to the prop-
agation vector ~Q. A magnetic peak is clearly resolved for T < TN . b) The renormalized Fermi
surface for the heavy QPs. The nesting vector τ also coincides with ~Q. Adapted from [141].
Indeed, recent neutron-diffraction experiments have fully established the nature of the A phase
as an incommensurate SDW with propagation vector ~Q = (0.215, 0.215, 0.53) at T = 0.05 K
[141, 142]. The diffraction experiments showed that, while no magnetic response is observed
above TN , clear magnetic Bragg peaks appear at T = 0.05 K (see Fig. 2.8a). A lock-in transition
is also observed at T ∼ 0.3 K, below which the propagation vector becomes temperature
independent. The corresponding Fermi surface was obtained via renormalized band-structure
20In Yb-based systems the opposite effect is observed upon external pressure.
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calculations (Fig. 2.8b) [141]. Warped Columns parallel to the c∗ axis conform the relevant
heavy QP sheet. Based on such calculations, it was also concluded that an instability of the
Fermi surface leads to the formation of the AFM phase, since the nesting wave vector is almost
identical to the position of the observed satellite peak. Indeed, the nesting vector ~τ of the
renormalized FS is very similar to the magnetic propagation vector ~Q.
2.4.2 The A/S phase
Stoichiometric A/S-type CeCu2Si2 exhibits the competition between AFM and SC. Long-range
magnetic order develops below TN ∼ 0.7 K, whereas a superconducting transition occurs at
lower temperatures (Tc ∼ 0.55 K) [143]. Remarkably, the same QP are involved in the formation
of both AFM and SC phases [41]. The available neutron-scattering and µSR measurements
revealed no microscopic coexistence of both phenomena [144, 145]. Instead, upon cooling,
superconductivity “pushes” the AFM-phase out, which disappears at a 1st-order transition.
Furthermore, phase separation into superconducting and antiferromagnetic volumes seems to
occur, where the first one grows at expense of the second one [145, 146]. The ordered phase is
characterized by the same propagation vector as in the A-type case. However, in contrast to
the latter, the magnetic intensity disappears inside the superconducting phase for T < 0.4 K
(see Fig. 2.9) [147, 148].
Figure 2.9: Integrated intensities of the magnetic Bragg peaks around ~Q for a) A-type and
b) A/S-type CeCu2Si2. In the purely magnetic phase the intensity increases with decreasing
temperature, whereas in the A/S case the response is rapidly suppressed below Tc. Adapted from
[148].
Indirect proof of a dx2−y2 symmetry has been reported based on specific-heat measurements
[149]. Further information on the nature of the superconducting phase is, nevertheless, still
missing.
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2.4.3 The S phase
The S-type is well characterized. Here, superconductivity (Tc ≈ 0.65 K) appears in the vicinity
to a QCP, whereas no long-range magnetism is observed.
Figure 2.10: a) Inelastic neutron scattering spec-
tra as a function of energy transfer }ω at vector
~Q in the normal (open circles) and superconduct-
ing states (full circles). Note the opening of a spin
gap in the SC state. b) Wave-vector dependence of
the magnetic response for several energy transfers.
Dispersive modes are thereupon observed (inset).
Adapted from [117].
Non-Fermi-liquid behavior is found in the
normal-state properties, which supports
the SDW scenario with three-dimensional
critical fluctuations [133, 134]. Re-
cently, the critical slowing down of the
normal-state magnetic response, as well
as scaling behavior were observed, fur-
ther supporting the SDW-instability pic-
ture [150].
Neutron-scattering measurements performed
in S-type crystals have shown an inelas-
tic magnetic response in the supercon-
ducting state at the same AFM vec-
tor ~Q as in A- and A/S-type cases
(Fig. 2.10a). Thus, the same in-
commensurate wave vector is associated
to long magnetic order (A- and A/S-
type) as well as magnetic fluctuations.
The inelastic line results from the open-
ing of a spin-excitation gap (}ωgap ≈
0.2 meV ≈ 3.9k
B
Tc) removing spec-
tral weight from lower to higher en-
ergy transfers [117]. Such an inelas-
tic line is rather broad compared to the
sharp signals observed in CeCoIn5 [116]
or YBa2Cu3O7 [151]. The spin dynam-
ics of the system shows overdamped dis-
persive paramagnon modes as displayed
in Fig. 2.10b. The resulting mode ve-
locities imply a retardation of the in-
teraction between the quasiparticles and
the spin excitations [117, 150]. The
calculated magnetic exchange-energy sav-
ing turned out to be more than one or-
der of magnitude larger than the conden-
sation energy. All these results imply
that the formation of the superconduct-
ing state is indeed driven by spin excita-
tions.
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The superconducting phase in CeCu2Si2 extends to a broad region into the T − p phase
diagram [152, 153]. As shown in Fig. 2.11, the maximum value of Tc does not correspond to
the position of the QCP (∆p = 0), but to a rather high-pressure value. Such anomalous shape
at high pressure was connected to a valence instability of the Ce ions [152].
Figure 2.11: Phase diagram for CeCu2Ge2 as
a function of Ge-substitution (x = 0.1: circles,
x = 0.25: squares). The pressure pc1 denotes the
value at which AFM is suppressed. Note how two
superconducting regions develop at low and high
pressures. In CeCu2Si2 (dashed and dotted lines) as
well as in CeCu2Ge2 (solid line), both domes merge
into a single superconducting region. Adapted from
[154].
Also, the homologue CeCu2Ge2 showed an
anomalously broad superconducting region
[137]. By substituting Ge at the Si sites,
it was possible to observe the decompo-
sition of the superconducting region into
two separate domes [154]. The phase di-
agram for CeCu2(Si1−xGex)2 (x = 0.1)
exhibits a superconducting dome in the
vicinity of the QCP, thus falling into the
generic phase diagram in Fig. 2.6b, where
paramagnon-mediated SC occurs. A sec-
ond high-pressure dome associated to a
first-order valence instability of Ce was also
reported [154, 155]. Being also of un-
conventional nature, the Cooper formation
in the high-pressure regime has been pro-
posed to be mediated by valence fluctua-
tions [90, 156].
In spite of the recent advances, the sym-
metry of the order parameter has not been
yet unambiguously determined. In the
paramagnon-mediated regime, Eremin et
al. proposed a dx2−y2 symmetry of the OP
[157, 158]. Specific-heat measurements under pressure hinted towards a transition from dx2−y2
in the A/S-type into dxy in the high-pressure regime [149]. Further specific-heat measurements
on S-type samples remained inconclusive showing both dx2−y2 and dxy signatures [159]. So far,
no angular dependent or phase-sensitive experiments have been reported.
2.5 Transport Theory
Transport phenomena in a material are established by the influence external fields and tem-
perature gradients have on the charge carriers. Consequently, those charge carriers suffer from
several hindering scattering processes (charge carriers, impurities, phonons, etc.), which in turn
affect the transport properties. The Boltzmann equation balances such contributions and the
diffusion processes in the system. Consider a local concentration –ensemble– of carriers f~k(~r)
in the state ~k and in a region ~r. Thus, if all contributions are balanced, the net rate at which
such a distribution function changes in time fulfills [160]
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(
∂f~k(~r)
∂t
)
diff.
+
(
∂f~k(~r)
∂t
)
field
+
(
∂f~k(~r)
∂t
)
scatt.
= 0 (2.31)
Such is the definition of a steady state21. Lets consider the case when a constant external
electric field ~E and a constant temperature gradient ∇rT are present (cf. Refs. [160, 162]).
In order to solve the Boltzmann equation some approximations must be done. The first is the
relaxation time approximation, where one assumes that the scattering processes are described
by a relaxation time τ(~k)22. Such is the time in which the system relaxes towards its equilibrium
state f0~k (~r)
23 and hence
(
∂f~k(~r)
∂t
)
scatt.
= −
(
f~k(~r)−f
0
~k
(~r)
τ(~k)
)
. Also, if the distribution does not
depart very far from equilibrium (low fields and small gradients), Eq. 2.31 can be linearized by
approaching f → f0, yielding(
∂f0~k (~r)
∂E
)
~v(~k) ·
{
E~k − µ
T
∇rT − e
[
~E− 1
e
∇rµ
]}
=
f~k(~r)− f
0
~k
(~r)
τ(~k)
, (2.32)
where ~v(~k) is the velocity of the charge carriers and µ the chemical potential24. Eq. 2.32 de-
scribes the out-of-equilibrium state of the distribution function. In order to study the transport
properties of the system, Eq. 2.32 can be combined with the definitions of the electronic-current
density ~je and the heat-current density ~jQ to give
~je =
2e
8π3
∫
~v(~k)f(~k)d~k = e2K0~E−
eK1
T
∇rT (2.33a)
~j
Q
=
2e
8π3
∫
~v(~k)|E − E
F
|f(~k)d~k = eK1~E−
K2
T
∇rT, (2.33b)
where the so-called transport integrals Kn have the form
Kn = −
1
4π3}
∫
~v(~k)2τ(~k)(E~k − µ)
n
(
∂f0~k (~r)
∂E
)
d~k. (2.34)
Eqs. 2.33 show the correlation between electronic and thermal transport. Clearly, an electric
(heat) current can be generated both with an electric field and/or a temperature gradient.
2.5.1 Electrical conductivity
In the case ∇rT = 0, Eq. 2.33a reduces to the well known Ohm’s law ~je = σ̂~E (see §3.3.1).
In general, the electrical conductivity σ̂ is a tensor. In the simplest case of isotropic systems25
and comparing to Eq. 2.34, the electrical conductivity is given by
21In a stationary or steady state the system exchanges energy and/or matter with its surroundings at a
constant rate [161].
22Physically, τ might coincide, for instance, with the time between collisions. However, one must bear in
mind that such an approximation might not be always valid.
23In the case of electrons (fermions), the natural equilibrium distribution is the Fermi-Dirac distribution
f0(E~k) = [exp(
E~k−µ
k
B
T ) + 1]−1.
24In metals EF ≈ µ. Strictly EF = µ(T = 0).
25Also valid for crystal symmetries where the tensor can be diagonalized.
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σ = e2K0 =
e2
12π3}
∫
E=E
F
ledSE , (2.35)
integrated over the Fermi surface and with the mean free path le = vτ(EF ). Obviously, only
states near k
F
contribute to the electrical conductivity. Furthermore, if a parabolic band is
assumed, Eq. 2.35 reduces to the simple Drude model (Eq. 3.1).
In general, if several scattering mechanisms are present, each one would be described by inde-
pendent relaxation times, τi, such that
1
τ =
∑
i
1
τi
. The latter is known as the Matthiessen’s rule,
which assumes the independence of the scattering mechanisms. Translated into conductivity
terms, 1σ =
∑
i
1
σ i
must hold, with i ∈ {e-e scattering, e-imp scattering, e-ph scattering, ...}.
2.5.2 Thermal conductivity
In the absence of an electric current ~je = 0, Eqs. 2.33 can be solved to obtain the law of
heat conduction ~j
Q
= −κ̂∇rT (see §3.3.2), where the thermal conductivity κ̂ is also a tensorial
quantity. In the isotropic case it yields
κ =
K2 −K1K−10 K1
T
' K2
T
, (2.36)
since for metals K1K
−1
0 K1 can be neglected
26. Again, if Matthiessen’s rule holds, κ =
∑
i
κi
with i ∈ {e, ph, imp, ...}.
It can be also shown that not all the transport integrals are independent. In fact, K2 =
(πk
B
T )2
3 K0(EF ). Thus, combining Eqs. 2.35 and 2.36, the electronic thermal conductivity is
related to the electrical conductivity via the Wiedemann-Franz law
κe
σ
=
π2
3
(
k
B
e
)2
T = L0T, (2.37)
where L0 = 2.45 × 10−8 V2/K2 is the so-called Lorenz number27. The above result is valid if
the electric and thermal relaxation rates are equal, that is, for elastic scattering. Therefore, in
general, the Wiedemann-Franz law must hold for a Fermi liquid in the T → 0 limit. If inelastic
scattering is present, deviations do occur LL0 < 1.
Finally, by assuming a spherical Fermi surface, the kinetic gas theory relates the electronic
thermal conductivity to the electronic specific heat Ce as [1]
κe =
1
3
v
F
leCe. (2.38)
In a similar fashion, the lattice thermal conductivity can also be expressed in terms of the
phononic specific heat Cph as κph =
1
3vphlphCph. A more sophisticated approach involves the
solution of Eq. 2.36 based on the Debye model. Hence
26The complete expression reads κ = K2
T
− eSK1, with S the Seebeck coefficient, which in metals is orders
of magnitude smaller that the Lorenz number L0 [162].
27More accurately, L0 is the Sommerfeld constant, while L/L0 is the Lorenz ratio.
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κph =
k
B
2π2vph
(
k
B
}
)3
T 3
ΘD
T∫
0
τph(x)
x4ex
(ex − 1)2
dx, (2.39)
with ΘD the Debye temperature. If the temperature dependence of the relaxation time τph ∝ Tn
is known28, the temperature dependence of the dominating phonon contribution can also be
extracted from the kinetic formula 2.37 (subindex e replaced by ph) as κph ∝ Tn. For example,
in normal metals a κph ∝ T 3 behavior is expected at low temperatures, which is basically the
temperature dependence of the Debye heat capacity (T  ΘD)29.
28In the most general case, the phonon contribution comes from normal and Umklapp processes 1
τph
=
1
τ
N
+ 1
τ
U
. Eq. 2.38 assumes τN  τU , which holds for T  ΘD.
29A T-independent phononic mean free path is reached at the lowest temperatures, due to the so-called
“size-effect”, i.e., phonon scattering off grain boundaries or another sample dislocations.
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Experimental Techniques
According to the theory of quantum mechanics, the ground state of a system is that with the
smallest possible energy [163]. Strictly speaking, the energy of a system at T = 0 equals the
so-called zero-point energy. If the temperature of the material is continuously reduced, its en-
tropy will decrease and eventually its thermal energy becomes comparable to that of the ground
state. Consequently, the quantum nature of the system emerges and striking many-body effects
might arise. Superfluidity, superconductivity, and quantum criticality, among many others,
are examples of such quantum behavior in correlated systems. Such phenomena become only
accessible as very low temperatures are reached.
Determining the ground-state properties of a system is intimately related to a constant im-
provement and development of suitable experimental techniques. Superconductivity is a prime
example. Indeed, the liquefaction of 4He by Kammerling Onnes in 1908 became the key factor
for his later discovery of zero resistance in 1911 [164]. It should come as no surprise that an im-
portant part of the present work has been dedicated to the implementation of novel techniques
in the milli-kelvin range.
In the present chapter, I discuss the details of the experimental tools developed during the
course of my doctoral project. In brief, two basic techniques were used in order to study the
superconducting phase of CeCu2Si2, namely: electrical and thermal transport at low temper-
atures. Furthermore, when aiming to study the symmetry of the order parameter, an angle-
dependent probe is obligatory. The implementation of a rotational stage to a 3He-4He dilution
refrigerator which allowed us to measure at low temperatures and under rotating magnetic fields
is, undoubtedly, a highlight of this project. A sample holder for thermal transport measure-
ments completes the experimental set-up. Test results are also presented to help illustrating
the complete measuring procedure, from calibration to the final data analysis. Finally, a brief
description of the Physical Property Measurement System (PPMS) used for measurements at
higher temperatures is also included.
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3.1 Cryostat
All measurements at low temperatures were performed in a commercial 3He-4He dilution re-
frigerator30. The operation principle of such a device is based on the different thermodynamic
properties of the 3He and 4He isotopes (details can be found elsewhere [165]). The available
temperature range spans from ∼ 20 mK to 4 K and a high temperature stability can be reached
over long periods of time due to continuous cooling power.
A built-in 2-axis magnet system31 generates mutually perpendicular fields. The primary super-
conducting magnet is a split-pair, which reaches fields up to 4 T. A secondary solenoid produces
small transversal fields up to 0.4 T.
A resistive RuO2 thermometer
32 is directly anchored to the mixing chamber of the dilution
refrigerator within the so-called “compensated zone”. In this region, the magnetic field can be
considered negligible (B ≤ 5 mT) and magnetoresistive effects are, therefore, minimized. The
compensated-zone thermometer has been calibrated in the whole temperature range according
to Oxford Instruments standards, and was used as (zero-field) reference for further measure-
ments. In order to determine and control the temperature of the aforementioned thermometer,
an AC resistance bridge33 has been used. The latter offers advantages such as different resis-
tivity ranges and excitation levels, PID control, and low-noise measurements.
3.2 Rotor
Since the superconducting order parameter might exhibit nodes for certain directions over the
Fermi surface, an angle-dependent technique is desirable. It is known that a rotational external
magnetic field ~B represents a suitable directional probe to study the symmetry of the OP (see
§4.1). During this doctoral project a complete rotational set-up for our dilution fridge was
developed34. The resulting state-of-the-art uniaxial rotor is shown schematically in figure 3.1
and can be divided into two main components: a fixed external stage and a rotational stage.
3.2.1 Fixed Stage
The main part of the 3He-4He dilution fridge (Fig. 3.1) has been placed onto an external stage
which is mechanically isolated from the rotational part of the system. Thus, the fridge remains
fixed with respect to the reference frame of the laboratory, as well as the sample which lies
within the fridge.
The sliding seal protecting the dilution fridge is the only part coming into direct contact with
movable parts. By carefully aligning the seal parallel to the rotation axis, friction has been
minimized. A fixed lubricated rubber ring has been placed directly at the interface to further
minimize friction and misalignment. In practice, small angular velocities were always used to
30Kelvinox 100, Oxford Instruments.
31NbTi/Cu. Cryomagnetics, Inc.
32RX-202A-CD. Lake Shore Cryotronics, Inc.
33Model 370. Lake Shore Cryotronics, Inc.
34In cooperation with IngenieurBüro Lesky.
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3. EXPERIMENTAL TECHNIQUES
prevent both, excessive sample heating due to vibrations, and erosion.
3.2.2 Rotational Stage
The rotational stage supports the dewar containing the superconducting magnets. It represents
the heaviest part of the whole experimental set-up (∼ 100 kg). Such a rotational stage rotates
the split magnet around the fixed sample. In order to rotate in small reproducible steps, a
powerful and accurate motor35 has been installed. The servo actuator has a maximum torque
of 9 Nm and runs at different tunable angular speeds (1◦/h to 200◦/h). Feedback signals drive
the positioning of the motor, yielding a one-way positioning accuracy of 0.03◦.
The system rotates freely from 0◦ to 180◦ and the angular position is determined using a linear
encoder system. As can be seen in Fig. 3.1a, a gold-coated steel strip36 is attached to the side
of the rotational stage. The stripe has 20 µm graduations serving as a scale for an optical read-
head37, which in turn translates the linear measurement into angular position. High accuracy
is reached thank to the good linearity of the stripe (±3 µm/m). Considering the total length
of the metallic band (∼ 1 m), an ideal uncertainty of ±0.001◦ is expected.
In its present state, the rotor is fully controlled via software38. All angular measurements were
performed at an angular speed of 100◦/h. Test results and subsequent measurements showed
an absolute error of ±0.001◦ even at different speeds. A systematic discrepancy between input
position and read-head readout has been observed, the latter being 0.03◦ smaller than the
input. Such a discrepancy is of no importance as it remained constant during the measurements
performed in this project.
3.2.3 Center of Field
Once the rotational stage is installed, one expects changes in the distance between the bottom
of the mixing chamber and the center of the magnetic field. Since the homogeneity range of
the magnet is rather small (0.5% over 1 cm volume in the case of the split pair), a careful
determination of the center of the field is important.
A Hall sensor has been used in order to determine the position of the maximum field with
respect to the mixing chamber (the same tool can be also used to investigate the orientation
of the sample holders with respect to the external field). Figure 3.2a shows the results of the
center-of-field calibration. A maximum in the Hall voltage is clearly observed and corresponds
to a distance of 25.65±0.03 cm with respect to the base of the mixing chamber. This translates
into a difference of 3 mm with respect to the original set-up, a difference corrected with the
sample holders.
In a second step, the field was rotated around the Hall sensor. Figure 3.2b shows the signal
intensity of the Hall sensor with respect to the external-field orientation. The maximum and
minimum intensities correspond to the orientations where the field is perpendicular to the sensor
35Model FHA-14C-30-D200. Harmonic Drive AG.
36Model RGS20-S. Renishaw.
37Model RGH22. Renishaw.
38TESTPOINT v2.4.
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Figure 3.2: a) Determination of the center of the field as the maximum Hall voltage as a function
of distance. b) Angular dependence of the Hall signal revealing the 0◦ and 180◦ positions. The
solid lines correspond to sine fits.
surface. Such positions are labeled as 0◦ and 180◦ and must be determined for each sample
holder independently, as they might differ from the end-positions of the rotor. A sine function
describes the aforementioned behavior and shows, for this particular case, a ∼ 3◦ shift with
respect to the rotor end-positions. The best fit yielded a phase of 181.5 ± 0.1◦. The small
difference to the ideal 180◦ phase might be due to the sensor anisotropy or to a very small
misalignment.
3.3 Measuring Principles
3.3.1 Electrical Transport in Metals
As discussed in Chapter 2, the free-electron model gives a reasonable description of the electronic
transport properties in a metal. Consider a solid under the influence of an external electric field
~E. The electrons respond by accelerating and eventually colliding against the heavier fixed
positive ions, being the damping effect of such collisions the only interaction considered. If a
steady-state is reached, the electric-current density ~je can be determined from the solution of
the equation of motion, yielding the well-known Ohm’s law
33
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~je =
ne2τ
me
~E = σ0~E, (3.1)
where n, e and me are the electron density, charge, and mass, respectively. The electrical
conductivity, σ0 ≡ ne
2τ
me
, is intimately related to the so-called relaxation time, τ , the average
time between successive collisions. Assuming that the average velocity of the electrons is 〈v〉,
the mean-free path, le, can be defined as:
le = 〈v〉τ. (3.2)
In practice, the electrical resistivity, ρ = 1/σ, is determined experimentally by using an AC four-
point technique (see Fig. 3.3). An AC current, I, is injected into the material via the current
contacts. Consequently, a potential difference, V , develops and is measured independently at
the V contacts. Compared to a simple two-point configuration, a four-point measurement is
independent of the resistance of the wires RW and contact resistances RC . Provided that the
voltmeter has a high input impedance, the voltage drops at RW and RC are negligible and the
measured voltage is essentially the voltage drop across the sample’s resistance RS .
Figure 3.3: Four-point contact configuration. A
current source delivers an AC excitation and the
voltage drop at the sample’s resistance RS is mea-
sured at the V leads. Such configuration minimizes
wire RW and contact RC resistances
If the V leads are separated by a distance
l and the sample has a cross section A,
the electrical resistivity is then determined
from Eq. 3.1 as
ρ =
A
l
V
I
. (3.3)
In order to obtain good electrical contacts,
the surface of the sample is fine-polished
and thoroughly cleaned with a solvent.
Four gold wires (d = 25 µm) are then con-
tacted using a commercially available silver
paste39 and cured at 100◦C for about an
hour. Finally, the sample is coupled me-
chanically and thermally with the sample
holder by using a special low-temperature
glue40, which is an electrical insulator. A
lock-in amplifier41 is used both as a current
source to provide the AC excitation and as
a voltmeter to record the voltage difference
at the V contacts. Two low-temperature
impedance-matching transformers42 are a very important part of our electrical set-up, as they
have been implemented in order to improve the signal-to-noise ratio.
39DuPont 4922N.
40GE low-temperature varnish.
41Model 7265. EG&G.
42Model LTT-h. CMRdirect.
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3.3.2 Thermal Transport in Metals
Similar to the electric-field case, a thermal gradient ~∇T induces a thermal current. In a sim-
ple picture [162], the velocity of an electron relates to the temperature of the place where it
suffered the most recent collision. The so induced thermal-current density ~j
Q
is described by
the Fourier’s law of heat conduction [166] which states that the heat flow is proportional to the
temperature gradient, i.e.,
~j
Q
= −κ~∇T, (3.4)
where κ is defined as the thermal conductivity of the sample. If the material is placed between
two reservoirs at different temperatures TH > TL a heat flow, Q̇, is established.
Figure 3.4: Typical thermal-conductivity mea-
surement arrangement. The temperature gradient
establishes a heat flow, Q̇, to the cold reservoir T0.
Two different temperatures TH and TL are recorded
at different points over the sample.
If the sample has a cross section A, length
l and a steady state is reached, the ther-
mal gradient ∇T = ∆T/l. Thus, κ can be
calculated from Eq. 3.4 as
κ =
l
A
Q̇
∆T
. (3.5)
Experimentally, a thermal-conductivity
measurement consists of a DC technique
with a generic two-thermometer one-heater
configuration43. In analogy to the elec-
tronic case, a “four-contact” configuration
is used (see Fig. 3.4). Each one of the
inner contacts is connected to a thermome-
ter, one of the outer contacts to the heater,
and the remaining outer “contact” is the
mechanical coupling to the sample holder.
Thus, the heater delivers a heat input to
one end of the sample while the other end is coupled to the cold reservoir at T0. The so gener-
ated gradient (TH − TL) is measured at the thermometers positions.
Good contacts are again a critical issue. Clearly, good thermal contacts are desired since ther-
mal decoupling might lead to erroneous results (especially at the lowest temperatures). It has
been observed that thermal contacts are improved by 50 % simply by adding a thin layer of
gold between the sample and the wire [167]. Four thin-film gold stripes (∼ 30 nm thick) were
deposited over the sample surface via electron-beam evaporation at high vacuum. Gold wires
were attached using silver paste directly over the gold stripes. Finally, the sample is thermally
coupled to the sample holder first by gluing it with silver paste and then tightly clamping it
with a screw.
43This is not the only possible configuration, though. See [165].
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3.4 Thermometry and Heat Transfer
Some considerations regarding the involved components are very important when designing a
new thermal-conductivity set-up. In spite of its apparent simplicity, a thermal-conductivity
measurement is more complex and challenging than its resistivity counterpart, simply because
more components are involved. Some of such considerations are summarized in the following.
3.4.1 Thermometers
For both electrical and thermal transport, the thermometer used for temperature stabilization
is the one attached directly to the mixing chamber. While in the electrical resistivity set-up
this is the only thermometer involved, the thermal resistivity measurements demand two more
sensitive thermometers. As a matter of fact, from the experimental point of view, a good
measurement of κ is nothing but an accurate determination of the temperature gradient.
Among many options, resistive RuO2 chips have shown many advantages when used in the
temperature range from 10 mK to 4.2 K. Some of such advantages and drawbacks are listed in
the following:
• The main advantage is the monotonic increase in the chip resistance R as the temperature
decreases. The resistance of our thermometers44 spans from ≈ 2 kΩ at room temperature
to ≈ 20 kΩ at 50 mK. In practice, R is straightforwardly determined by a normal four-
point technique using a low-temperature resistance bridge.
Figure 3.5a exemplifies the typical resistive behavior of a RuO2 thermometer from 1 K
down to lowest temperatures. An increases in R of almost a factor of 5 can be observed.
Accordingly, good sensitivity is achieved in such a regime where the so-called sensitivity
function − 1R
dR
dT changes the most (see Fig. 3.5b). In contrast, −
1
R
dR
dT tends to flatten out
as the temperature increases making such thermometers unreliable for high-temperature
applications. Indeed, from 5 K up to room temperature R changes only by a factor of 2
or less.
• Even if a large slope dRdT is an advantage, the sensitivity of the thermometers can be
affected by other factors. in fact, the thermometers are only weakly thermally coupled
to the reservoir in order to minimize heat losses (see §3.4.3). Therefore, self-heating
due to large excitation currents can lead to inaccurate resistance measurements. As
Joule heating equals RI2, highly resistive chips can actually become disadvantageous.
Therefore, a compromise has to be always made in order to obtain reliable results.
• Another key factor is the reproducibility of the chip resistance upon thermal cycling.
There is evidence for relative shifts45 in RuO2 thermometers as good as ∆R/R ≤ 10−3
[168]. In our experience, small but detectable changes were observed, most probably due
to mechanical stress at the contacts or vibrations. In order to minimize this source of
error, in situ calibrations were performed for each measurement. Thus, all thermometers
44Model R= 600. Scientific Instruments.
45The relative shift ∆R = Rmeas −R0, that is, the difference between the measured and nominal resistance.
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Figure 3.5: a) Typical resistive behavior of a RuO2 thermometer below 1 K. b) The sensitivity
function for the same thermometer below 1 K.
are carefully calibrated against the reference one located in the compensated zone. Fur-
thermore, the drifting of each thermometer is also monitored during each run and stability
criteria are imposed (see section 3.6).
• Field-dependent measurements are at the core of our research. Therefore, it is important
to investigate how the thermometer resistance behaves in a magnetic field, specially upon
rotation. Figure 3.6a shows the magnetoresistance of a RuO2 thermometer for fields up
to 4 T at different temperatures. Even though no simple behavior can be identified, some
important features can be observed: For temperatures above 400 mK, the relative shift
∆R/R increases monotonically as a function of field. Meanwhile, for temperatures below
200 mK, ∆R/R shows a minimum in the low-field regime (B < 1 T).
Non-monotonous behavior is also observed in the relative shift as a function of temperature
for a given field (Fig. 3.6b). A maximum shift is observed for T ∼ 0.4 K and decreases
towards the high-temperature regime.
Figure 3.6c shows the angular dependency of ∆R/R. A small jump ∼ 0.3% occurs as soon
as the rotor is operated most likely due to electronic noise. Nevertheless, one can observe
that the relative shift is small and remains fairly isotropic 0.3±0.1% in the whole angular
range. Resistance isotropy is indeed very important for any kind of angular-dependent
37
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Figure 3.6: a) Relative shift of the magnetoresistance for a RuO2 thermometer at different
temperatures. Note the local minima for T ≤ 0.2 K and in the low-field regime B < 1 T. b) Non-
monotonous behavior of the resistance relative shift ∆R/R with temperature for a fixed magnetic
field. c) Angular dependence of the relative shift at 50 mK and B = 0.5 T.
measurements.
Even though the error is small, special care has to be taken when measuring in magnetic
fields. Experimentally, field scans presented higher uncertainty compared to temperature
scans (compare Figs. 3.6a and 3.6b). Calibrating the system for each field would reduce
the uncertainty. However such calibrations are not practical since the measuring time
largely increases.
• Their small size, relatively low cost and straightforward mounting make RuO2 chips the
simplest choice for our applications. Finally, their low heat capacity makes them suitable
for our low-temperature purposes as the thermal equilibrium is rapidly achieved.
3.4.2 Heater
An accurate reading of the input heat is as important as the temperature gradient. Analogously
to the thermometers case, a resistive heater is the best choice. If a known current is applied,
the heater power can be simply calculated as Joule heating P = RHI
2, with RH the heater
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resistance. In the absence of heat leaks, P = Q̇ in Eq. 3.5 (see next subsection). A chip46 with
a nominal resistance of about 11 kΩ has been installed and coupled to a high-precision current
source47 to supply the desired excitation.
Ideally, a temperature-independent resistance is needed to accurately determine the applied
power. In practice, however, a weak temperature dependence might be present. In order to
reduce the uncertainty associated to the heater resistance, we measure the voltage drop U at
the resistance RH by using a nanovoltmeter
48. Thus, the input heat can be simply determined
as
Q̇ = UI. (3.6)
3.4.3 Heat Transfer
It is very important, especially for thermal-conductivity measurements, to carefully analyze
the heat transfer in our set-up. Notice, for instance, that Eq. 3.5 is valid in the absence of
heat leaks in the system. Such heat losses have different origins depending on the heat-transfer
mechanism, such as convection, radiation, or conduction.
Convection losses between the sample and its surroundings are possible if some helium gas is
present. In such a case, the transfer rate for two concentric cylinders is given by
Q̇He = 2.1a0AP∆T, (3.7)
with a0 the accommodation coefficient, A the area of the inner cylinder, P the helium pressure
and ∆T the temperature difference in Kelvin [169]. Basically, we can safely neglect convection
losses as long as a good vacuum is kept in the region where the sample holder is, namely the
internal vacuum chamber (IVC). Pressures of the order of 10−6 mbar are typical in our IVC.
Taking a = 0.5 for clean surfaces, ∆T = 4.2 K between the sample and the IVC, and assuming a
cylindrical sample (A ∼ 1×10−5 m2) one estimates Q̇He ∼ 10−9 W. This value becomes orders
of magnitude smaller if we consider that the IVC contains an inner radiation shield directly
attached to the mixing chamber, in such a case ∆T ranges in the order of milli-Kelvin.
As a matter of fact, all the components in the set-up do radiate. The transfer rate in this
case can be estimated using the Stefan-Boltzmann law
Q̇rad = εσA(T
4
H − T 4L), (3.8)
where ε is the emissivity coefficient (ε = 1 for a black body), σ the Stefan-Boltzmann constant,
A the area of the emitting body, and TH and TL the body and surroundings temperatures,
respectively [169]. Since the area of the heater is very small A = (2.5 mm×5 mm) its radiation
is negligible. Radiation is important for the large surfaces of the inner shield. However, since
it is always attached to the mixing chamber the term (T 4H − T 4L) is very small, thus minimizing
radiation losses.
46Model 0303 thin film on Si resistor. State of the art, Inc.
47Model 224, Keithley Instruments Inc.
48Model 2182A, Keithley Instruments Inc.
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Conduction is the main source of heat leaks. All the components such as thermometers,
heater, and the sample holder itself are either in direct contact to each other or coupled via
wires. Additionally, each component possesses a certain thermal resistance allowing heat to
flow at a certain rate. Figure 3.7 shows schematically the main thermal resistances in our
thermal-conductivity set-up.
Figure 3.7: Detail of the thermal resistances W for the different components in our experimental
set-up. Heat flows preferentially through those components with the smallest thermal resistances.
Clearly, the couplings sample-cold-reservoir and sample-hot-reservoir must be as good as pos-
sible. Therefore, the thermal resistances sample-mixing chamber WSMC and sample-heater
WSH must be minimized. The combination of silver paste and mechanical pressure yields a
good coupling between the sample and the sample holder [170]. On the other hand, the heater
is directly connected to the sample with a 25 µm gold wire, such that WSH is as small as the
resistance of gold plus the contact resistance.
A similar argument follows for the hot (WSTH) and cold (WSTL) thermometers, where a good
coupling with the sample is desired. As discussed above, contact resistances are well improved
by using gold-stripe-like contacts. From our own experience, spot-welding or soldering contacts
provide smaller contact resistances when compared to silver paint.
The heater and the thermometers are not isolated components, they are coupled to the mix-
ing chamber in two ways: Mechanical stabilization and electrical connections. For Q̇ to flow
across the sample and accurately determine WS , the thermal resistances WHMC , WTHMC , and
WTLMC must be maximized. Accordingly,
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WHMC ,WTHMC ,WTLMC >> WS +WSMC +WSH +WSTH +WSTL (3.9)
must hold. For the mechanical stabilization of the components (or how they are attached to
the frame) one of the best ways to fulfill Eq. 3.9 is by using thermal insulating materials such
as plastics [165]. In analogy to the electrical resistance, the thermal resistance can be defined
as
W =
l
A
1
κ
. (3.10)
It can be easily recognized that a material with small thermal conductivity and a small cross
section is the best choice. For instance, it is known that at the lowest temperatures (0.2 -
0.8 K) the thermal conductivity of nylon follows κ(T ) = 2.6 × 10−5T 1.75 W/cmK [171]. For
comparison, the thermal resistance of a lead sample (l/A = 64 cm−1) at 0.2 K is W ∼ 3× 105
K/W while for a thin nylon wire (l/A = 630 cm−1) W ∼ 4 × 108 K/W. Furthermore, all the
electrical wiring between the aforementioned components and the sample holder was made using
superconducting NbTi wires (Tc ∼ 9.2 K). One of the main characteristics of a superconductor
is that well below Tc its heat conduction is exponentially small. Therefore, the use of the nylon
threads together with NbTi wiring ensures that the heat will flow through the sample with
negligible losses.
3.5 Sample Holders
The sample holder is the key part of the experimental set-up. It provides a way to mechanically
fix our sample with high stability, and at the same time, thermally couple it to the cold reservoir
(mixing chamber). Furthermore, the sample holder contains some (all) of the components
involved in the measurement arranged in the best possible way.
3.5.1 Sample holder ρ
Figure 3.8a shows the sample holder for resistivity measurements. It consists of a U-shaped
silver plate which is coupled to the base of the mixing chamber through a gold-bathed silver
rod. The length of such a rod is set to match the center of the field at the sample position.
The constituting materials, silver and gold, exhibit high thermal conductivities which become
advantageous since they provide good thermal connections as well as fast cooling down to the
lowest temperatures. In all cases, all the parts are thermally coupled by tightly clamping them
together using screws.
In the normal configuration (Fig. 3.8b), the external magnetic field (split pair) lies in the same
plane as the base of the sample holder, such that upon rotation the field ~B remains always
co-planar to the current ~je across the sample. Alternatively, it is also possible to turn the
U-plate by 90◦ such that ~B ⊥ ~je (Fig. 3.8c). Even though this second configuration adds
extra flexibility for the orientation of the sample with respect to the field, one must be careful
to prevent excessive out-of-plane misalignments. Finally, it is worth to mention the fact that
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Figure 3.8: a) Complete sample-holder arrangement for resistivity measurements. b) Normal
configuration of the U-shaped sample holder with respect to the external field ~B. c) Alternative
sample-holder orientation for which ~B ⊥ ~je.
with this resistivity set-up two samples can be measured simultaneously by using independent
current excitations. This allows a direct comparison between different samples and/or different
configurations.
3.5.2 Sample holder κ
As discussed above, one of the major challenges in any thermal conductivity design is to in-
tegrate all its components in such a way that heat losses are reduced. Based on a previous
successful design [170], we have developed a new sample holder for our 3He-4He refrigerator.
Figure 3.9a depicts the aforementioned sample holder together with its gold-bathed rod. The
main part (Fig. 3.9b) consists of a massive silver piece bathed in gold. A “cold finger” and a
frame are the two main features one can easily identify in the design. The sample is directly
glued with silver paste and then clamped mechanically onto such a finger assuring a good ther-
mal contact to the cold reservoir (see Fig 3.9c). The rest of the components (both thermometers
and the heater) are glued to small gold-bathed silver plates and suspended to the frame with
fine nylon threads. All electrical connections between the sample and the small plates are made
with gold wires. By contrast, all connections leading into the sample holder are made with
NbTi filaments (see §3.4.3).
The field configuration is such that ~B ⊥ ~jQ for all angles (for instance, in Fig. 3.9c the field
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Figure 3.9: a) Complete sample-holder arrangement for thermal-conductivity measurements. b)
The sample holder with respect to the external magnetic field. Note that the sample is attached to
the cold finger. c) Detail of the actual sample holder depicting the thermometers and the heater,
as well as the electrical connections.
points towards the page). Misalignments might occur mainly due to uneven clamping of the
sample to the finger.
3.6 Calibration and Test Measurements
After the successful installation of the rotational stage (§3.2) basic test measurements for both
techniques were performed. The reliability and resolution of the experimental set-up were there-
upon established.
3.6.1 Resistivity Set-up
• General Considerations
Electrical resistivity at low temperatures is a common technique and a successful outcome
resides mainly in the ability to make good contacts. In spite of that, some care must be
taken when choosing the input current, since rather high values might cause Joule heating
and misleading results.
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In our set-up, both temperature and field scans are possible. The temperature is always
monitored and controlled at the compensated-zone thermometer T0 via PID settings. Sta-
tistical stability criteria for the temperature values must be fulfilled in order to measure
a data point. Such criteria demand a drift (T −Tsetpoint)/Tsetpoint ≤ 0.2% and a temper-
ature stability or standard deviation less than ≤ 0.5%. Field steps are also set using PID
tuning and are always taken in persistent mode to avoid extra noise.
• Test Results
We have tested our resistivity set-up directly on two CeCu2Si2 A/S-type samples, which
resistivity behavior is well established [172]. The single crystals have been grown and cut
such that the current direction corresponds to the a and c axis, respectively. Figure 3.10a
exemplifies the effect of increasing input current on the electrical resistivity of a ~j ‖ ~a
sample for an overcritical field (B = 2 T).
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Figure 3.10: a) Heating effects due to increasing input currents in the resistivity of a A/S-type
CeCu2Si2 (B = 2 T). b) Resistivity measurements on the same type of samples showing typical
superconducting transitions at Tc ∼ 0.6 K.
Clearly, rather small currents (I ≤ 50 mA) yield consistent results. Typical magnitudes
of the resistivities and superconducting critical temperatures for two different samples
(~j ‖ ~a and ~j ‖ ~c) under optimal performance of the electrical set-up, are shown in Fig.
3.10b.
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Two different criteria can be used in order to extract the upper critical field Hc2 from our
resistivity data, namely the 50% criteria and the first derivative (inflexion point). Figure
3.11 exemplifies such criteria. In the first case, the beginning of the transition is taken as
soon as the data departs from a linear fit (T(100%)). Then, 50% of such a value is used to
determine Tc
49. In contrast, the first derivative dρdT helps determining the inflexion point
of ρ(T ), which is thereafter associated to the transition temperature (inset Fig. 3.11).
Both criteria give in general similar results.
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Figure 3.11: Extraction of the critical temperature using the 50% criteria and the first derivative
(inset). 10% and 90% positions are also depicted. Note the definition of the uncertainty δT for
our experimental data.
Alternative experimental criteria involve the 10-90% values of the superconducting tran-
sition, or the point at which the system reaches zero resistivity. None of the later will be
used in this work.
• Resolution
The quality of the data strongly depends on the characteristics of the measuring devices.
Here, a summary of the capabilities of our set-up is presented [173]:
- AC-resistance bridge: Resolution of 0.1 Ω for a 100 mK measurement. In general, an
accuracy of ±0.05% is expected.
- Lock-in amplifiers: 2 nV maximum sensitivity. A resolution of ±0.001 µV in the 300
µV range applies. As for the output current, an accuracy of ±0.005% is expected.
49A similar criteria is used in order to determine Hc2 for field-dependent measurements
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- Magnet power supply: ±0.0001 T resolution.
For a typical measurement like those in Fig. 3.10, the observed uncertainties (for a
measurement at 50 mK) are: temperature T0±0.05%, voltage V ±1%, geometrical factor
G± 10%, field B ± 0.0002 T. From Eq. 3.3, we observe that the error in ρ is mainly the
error we have on determining the geometrical factor G. As for the upper critical field,
the associated uncertainties δT, δH reflect the width of the transition and correspond to
the separation between successive experimental points (a measure of the resolution in
the specific experimental run, see Fig. 3.11). It is, however, different from the so-called
full width at half maximum (FWHM) from the derivative method which yields rather
high uncertainties. In summary, a resistivity measurement in our set-up is no worse than
ρ± 1.5%.
3.6.2 Thermal-Conductivity Set-up
• General Considerations and Calibration Procedure
Thermal conductivity measurements are more complex. Noticeable differences in the
temperatures readouts TC and TH for different measuring cycles have been observed
(specially when a field is present, see §3.4.1). To minimize such an error source we have
opted for in situ calibrations of the two thermometers against the thermometer in the
compensated-zone to further process the obtained data. A least-squares fit to a 9th-order
polynomial function of the form
log Ti =
9∑
n=0
an(logRi)
n (3.11)
has been used. Figure 3.12a presents a typical (zero field) in situ calibration for an AS-
type sample. The fits correspond in both cases to Eq. 3.11 with i = H,L. Note that TL
and TH data are quite similar as expected for similar chip thermometers.
For our discussion, the residual shifts (Tfit−Ti)/Ti for both thermometers (Figs. 3.12b,c)
are more interesting. Important here is to ensure that for both thermometers a good fit
could be obtained (within 0.1 %). One observes that only at the lowest temperatures
the scattering becomes significant. A poor fit might turn into a major error source while
processing the data (remember that the temperature gradient is only ∆TT ≤ 2%). In
some cases the solution is simply to fit separately the high- and low-temperature regimes
allowing for some overlap.
• Test Results
As in the case of electrical resistivity, the temperature is controlled at the compensated-
zone thermometer and stability criteria for all thermometers apply. Typical criteria in-
volve temperature stability ≤ 0.2% and drift ≤ 0.2%. For a single temperature set-point
T0 at the mixing chamber six different currents steps I1...I6 were applied, and conse-
quently six different temperature gradients ∆T1T0 ...
∆T6
T0
were measured. In practice, the
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Figure 3.12: a) Calibration plot depicting logR vs. log T for the three thermometers. b) and c)
Residual plots for the polynomial fits of the hot and cold thermometers, respectively. Note how a
deliberate bad fitting routine shown in c) might lead to large errors.
first and last steps are actually zero-current measurements, which serve as a measure of
the reproducibility of the thermometers and also provide the data for the in situ calibra-
tion.
Figure 3.13a shows the evolution of a measurement as a function of time for each cur-
rent step In. Note how when the mixing chamber is stabilized at T0 = 50 mK, both
cold and hot thermometers record an increase in temperature for each step. Therefore,
rather than the mixing chamber temperature T0 one should consider a mean temperature
Tmean(I) =
Thot(I)+Tcold(I)
2 when defining the measuring-point temperature. The selec-
tion of the temperature gradient (currents) must be careful. While large gradients improve
the resolution of the measurement, the associated temperature uncertainty increases;
whereas small temperature gradients are more accurate but rather difficult to measure.
Figure 3.13b depicts the typical evolution of temperature gradients Thot(In)−Tcold(In)Tmean(In) with
time for a final 4 % gradient. Note that if a small difference between the two zero-current
measurements appears, the offset gradient must be subtracted from all data points. Using
the input power from Eq. 3.6 and the geometrical factor G = l/A, one deduces the ther-
mal conductivity κ (Eq. 3.5) for each step. Finally, a linear regression of all five points is
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Figure 3.13: a) Time evolution of a typical thermal-conductivity measurement. Note the dif-
ferent current steps involved. b) Evolution of the temperature gradient as a function of time. c)
Determination of the thermal conductivity κ as a linear regression of the data obtained in each
current step.
performed and assigned to an average temperature value T = 14
4∑
n=1
Tmean(In), as shown
in Fig. 3.13c.
In order to validate the experimental set-up, a test measurement were performed on a high-
purity (99.999%) lead sample. It is well known that lead (Pb) is a strong-coupling type-I
superconductor below Tc = 7.2 K [175]. Its thermal properties below Tc resemble that of
a BCS superconductor where below the opening of the superconducting gap the electronic
contribution to the thermal conductivity κe rapidly vanishes. Thus, the thermal transport
well below Tc (T ≤ 0.1Tc) is expected to be governed only by boundary scattering of
phonons κph which follow a ∼ T 3 dependence [162]. Indeed, a rough κ = AT 3 has been
reported between 0.4 K and 1 K [174].
Figure 3.14a presents our experimental data for Pb below 1 K in a double-logarithmic
scale. For comparison, the data of Olsen & Renton has been scaled and is also presented.
The observed behavior is best described by the power law κ = 3.36T 3.24 in the whole
temperature range. An alternative way to visualize the data is presented in the inset as
κ vs. T 3. The solid line follows the ideal T 3 behavior. One can observe that deviations
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Figure 3.14: a) Thermal conductivity of Pb below 1 K. Note the agreement with the scaled data
of Olsen & Renton [174]. Inset: κ vs. T 3 in a double-log representation. b) Effect of electronic
noise in the measurements and the improvement obtained with Π low-pass filtering.
are present mainly at the lowest temperatures, which might indicate the presence of a
second scattering mechanism such as phonon scattering at dislocations (in such a case
κph ∝ T 2)[176]. Finally, Fig. 3.14b shows the difference between two κ measurements
under different noise conditions. Noise is inherent to any electronic system, and becomes
an important issue specially under our experimental conditions (low temperatures, high
fields, rotation...). In order to avoid misleading results such as the upturn in κ(T ), Π low-
pass filters are used for every connection in the very low-temperature regime (T ≤ 0.2
K).
• Resolution
Similar resistance bridges are used to control the cold and hot thermometers (see §3.6.1).
Additionally, the resolutions of the remaining devices are:
- Current source: ±0.001 µA resolution in the lowest (10 µA) range.
- Nanovoltmeter: ±1 nV resolution (10 mV range), but rather a 35 nV sensitivity for a
10 KΩ load.
A typical measurement at 50 mK, as shown in Fig. 3.13, presents the following uncertain-
ties: T0 ± 0.2% (note the worsening when compared to the electrical set-up), TH ± 0.2%,
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TL ± 0.15%, G± 10%, P ± 0.05%. Such uncertainties get substantially larger as the tem-
perature is increased. To get an estimation of the overall uncertainty for κ turns out to
be more complicated. A rough estimation of an upper limit can be obtained by simply
adding the associated uncertainties for the quantities in Eq. 3.5 (except δG) and the
relative errors in the fitting procedures. The latter yields κ ± 2.4%. In practice, uncer-
tainties ranging from ±1% for T > 100 mK, to 2.5% below 100 mK, have been observed.
Lower contact resistances, the use of low-pass filters, as well as further isolation of the
refrigerator from mechanical vibrations, might improve the overall resolution of the set-up.
3.7 Physical Property Measuring System (PPMS)
For measurements at higher temperatures (T > 4 K) a reliable and fast option is the use of the
commercial Physical Property Measuring System (PPMS). Such a device offers a wide range
of measuring capabilities such as resistivity, heat capacity, and thermal conductivity, among
others. The available temperature range spans from 4.2 K up to room temperature with the
possibility to extend it down to 0.4 K by using the so-called 3He option50. Regarding the
available magnetic field, a maximum of 14 T can be reached. Briefly, the following options have
been helpful in order to complement our low-temperature measurements (further details can be
found elsewhere [177]):
• Resistivity measurements can be performed with the AC-transport option. A typical 4-
point configuration is used, which incorporates a high-precision current source (0.02 µA
resolution) and a voltmeter. Good measurement sensitivity is obtained due to digital-
filtering capabilities. The sample must be mounted and contacted onto a special puck (25
µm gold wires and silver paste have been used). The 3He insert allows for measurements
down to 0.4 K with the drawback that different pucks are needed for the high- and low-
temperature ranges.
• The heat-capacity option offers specific-heat measurements at constant pressure CP down
to 0.4 K (3He option). The heat capacity measures the amount of heat dQ required to
change the sample temperature by dT , that is CP = (
dQ
dT )P . The so-called relaxation
method is used: the sample is heated for a fixed time thus raising its temperature by dT ,
and then allowed to relax exponentially down to the initial temperature.
• The thermal-transport option (TTO) offers, among others, thermal-conductivity mea-
surements down to 4.2 K. A two-thermometer one-heater configuration is used where
the response to a square heat pulse is monitored at the thermometers. The heat flow
is controlled via software and heat losses can be dynamically corrected. Relatively large
samples are desirable as contact “shoes” must be attached in order to mount the sample
to the puck, which is a drawback with small samples such as CeCu2Si2. A high-vacuum
option is also available.
50The 3He option is not available for all techniques though. Unfortunately, thermal conductivity is one of
them.
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Thermal Conductivity: Nodal
Superconductivity
M easurements of heat transport yield valuable information regarding the characteristic ex-
citations of a material. Charge carriers, phonons, spin excitations, and other quasiparticles
contribute to the thermal conductivity of a solid [162]. Moreover, additional information –and
complexity– arise from the scattering mechanisms of such quasiparticles, which can also be
probed via thermal-conductivity measurements.
Unlike electrical resistivity, the thermal conductivity, κ, of superconductors can be followed
even below Tc. Thus, the fate of the conduction electrons upon Cooper-pair formation can be
determined. As a matter of fact, thermal transport together with specific-heat measurements
have been recently proposed as powerful tools in order to study unconventional superconductiv-
ity (cf. Refs. [178, 179]). Intrinsic differences between conventional and unconventional states
arise in the quasiparticle density of states at very low temperatures (see §2.3.2). Furthermore,
the position of the nodes of the gap function might also be determined via angular-dependent
measurements of κ. In the present chapter, thermal-conductivity measurements in the super-
conducting phase of CeCu2Si2 are presented.
4.1 Thermal Properties of Nodal Superconductors
4.1.1 Conventional Superconductors
As seen in section §2.1, the specific heat of a Fermi liquid at low temperatures follows a linear
behavior in T (Eq. 2.3). In general, the specific heat of a metal can be described as the sum
of an electronic and a phonon contribution C = γT + AT 3. Since the thermal conductivity is
proportional to the specific heat (Eq. 2.38), one expects a dominant role of the electronic part
∼ T over the phononic contribution ∼ T 3 in a metal at very low temperatures (T << Θ
D
) in
both C and κ.
In a superconductor, however, the opening of an energy gap strongly modifies its thermodynamic
behavior at low temperatures (T << Tc). A jump in the electronic specific heat at T = Tc
51
4. THERMAL CONDUCTIVITY: NODAL SUPERCONDUCTIVITY
indicates the (second-order) transition to the superconducting state [77]. Due to the full gapping
of the Fermi surface, the specific heat and the thermal conductivity follow an activated behavior
[165, 180]:
Ce,S = 1.34γTc
(
∆(0)
k
B
T
)3/2
exp (−∆(0)/k
B
T ) , (4.1a)
κe,S ∝ T exp (−∆(0)/kBT ) . (4.1b)
Thus, C and κ go exponentially to zero with T for T << Tc. Such a behavior reflects the
number of quasiparticles thermally excited across the gap.
4.1.2 Unconventional Superconductors
As discussed in section §2.3.2, the presence of nodes in a superconductor dramatically modi-
fies the quasiparticle DOS. In particular, the appearance of in-gap states and the power-law
behavior of the DOS (NS(E)/N0 = (E/∆0)
n) are directly reflected in quantities such as the
London penetration depth (λ), the spin-lattice relaxation rate (T−11 ), the specific heat and also
the thermal conductivity [94]. Such quantities can thereupon be used in order to study uncon-
ventional states. Furthermore, impurity scattering broadens the present nodes and leads to a
finite residual DOS even at zero energy. Such fundamental differences between fully gapped
and nodal superconductors are very useful for their characterization (see Table 4.1). For the
purpose of the present chapter I will concentrate mainly on the case of the thermal conductivity
as a probe to the superconducting state51.
As mentioned before, the thermal conductivity decreases exponentially well below Tc in a con-
ventional superconductor. Clearly, in the limit T → 0 the residual electronic part κ00/T = 0.
The latter implies that there can be no thermally excited quasiparticles carrying heat. In con-
trast, nodal superconductors exhibit power laws κe,S ∝ Tn, where n depends on the topology
of the nodes. For point nodes n = 3 is expected, while n = 2 holds for line nodes. In addition,
due to the finite residual DOS, unconventional systems also possess non-vanishing residual heat
conduction at low T , that is, κ00/T > 0 [178]. Both, the power-law dependences and non-zero
residual conductivities are, in general, a robust proof for unconventional superconductivity.
However, complications arise if strong impurity scattering is present. Such effects might, in
extreme cases, destroy the power-law behavior expected in clean systems [178, 182].
Table 4.1: Thermal-transport properties for conventional and unconventional superconductors
Property Conventional Unconventional
DOS 0 for E < ∆ ∝ En−1 for E << ∆
κ(T ) ∝ exp (−∆(0)/k
B
T ) ∝ Tn
κ00/T (T → 0) 0 > 0
Residual DOS exponential in H ∝
√
H for line nodes
κ(H) exponential in H ∝
√
H for line nodes
51Similar concepts apply to the case of specific heat. See cf. [178, 181].
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Of particular interest is the behavior of superconductors in a magnetic field. It is well known
that in conventional superconductors the only quasiparticle states present at low temperatures
are those associated with vortices. Such states are localized to the vortex core and, for small
fields, are far apart from each other and do not contribute to the thermal transport. As
the field increases, a slow growth in the conduction is observed due to tunneling processes.
For high fields, the vortices are close to each other, the quasiparticle states overlap and the
thermal conductivity increases exponentially [183]. In sharp contrast, the thermal transport in
unconventional superconductors is governed by contributions from the delocalized quasiparticle
states of the nodal regions. Volovik first realized that quasiparticle states can exist outside the
vortex cores and thermal transport can occur out of the vortex through the nodal points or lines
(Volovik effect) [184, 185]. Here, the dominant effect of an external magnetic field is the so-
called Doppler shift of the quasiparticle spectrum generated by the presence of a superfluid flow
(supercurrents) around the vortices [178, 185]. In order to understand this effect, remember
that the gap function vanishes at the vortex cores, which leads to quasiparticle scattering.
In turn, the singular phase of the gap function generates the circulating currents around the
vortices and also Aharonov-Bohm scattering off them [186]. Thus, the quasiparticles feel not
only the external field, but also the spatially varying field of the supercurrents which effectively
shifts the quasiparticle energy ε(~k) as
ε(~k)→ ε(~k)− }~k · ~vS , (4.2)
where ~k is the quasiparticle momentum and ~vS the superfluid velocity. In such a case, a magnetic
field is much more effective in activating thermal carriers. It can be shown that the average
Doppler shift is proportional to
√
H [178]. Therefore, the residual DOS in the presence of line
nodes is expected to be also proportional to
√
H. Consequently, the same field dependence is
observed in the thermal conductivity and the specific heat as sketched in Fig. 4.1.
Figure 4.1: a) Thermal conductivity and b) specific heat as a function of field for a conventional
s-wave superconductor and a d-wave unconventional state. Note how both κ and C follow a
√
H
behavior up to the critical field Hc2. Adapted from [178].
Power laws reflect the anisotropy of the gap, whereas the Volovik effect describes the nodal
quasiparticles in field. Both measurable properties can give information about the generic form
of the gap. However, in order to determine the exact position of the nodes and, therefore,
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Figure 4.2: a) Fermi surfaces with four vertical lines perpendicular to the basal plane. b) Doppler
shift for a nodal dxy superconductor. Note how depending on the field direction all four nodes
(field in the antinodal direction) or only two (field along nodal directions) contribute to the DOS.
c) The variations of the DOS as a function of field angle. Adapted from [178].
the exact symmetry of the gap, additional information is required. It becomes evident from
Eq. 4.2 that the population of the quasiparticles excited by the Doppler shift depends on the
direction of ~H with respect to the position of the nodes [187]. Therefore, one would expect
that upon field rotation the density of states oscillates. Indeed, such oscillations are directly
observed in angle-dependent thermal-conductivity [97, 188, 189] and specific-heat measurements
[190, 191, 192], and have become a powerful tool determining the position of the nodes in a
superconductor. Consider for instance the case of a dxy symmetry which exhibits four lines of
nodes over the Fermi surface as depicted in Fig. 4.2. For simplicity, assume also that the field
is aligned within the basal plane (the nodal lines are perpendicular to it). When the field is
applied along the nodal directions the product }~k ·~vS = 0 at two of the nodes and the Doppler
shift vanishes there. In turn, if the field is applied in the antinodal directions }~k ·~vS 6= 0 for all
four nodes and the Doppler shift reaches a maximum. Therefore, the DOS shows a minimum
for the nodal directions and it becomes maximum at the antinodal positions. Rigorously, such
oscillations correspond to the position of the nodes only in the clean limit. Again, if strong
impurity scattering is present the analysis is not straightforward. In general, the anisotropy
of the transport coefficients depends on the variations of the DOS and the angle-dependent
scattering. The latter is not fully understood. In some extreme cases even the position of the
maxima and minima can be reversed [178].
4.2 Thermal Conductivity in CeCu2Si2
In the last section I described the characteristics of thermal-transport measurements which
help determining the unconventional nature of a superconductor. Such measurements are a
powerful tool, but also experimentally challenging. In the following, the results of the thermal-
conductivity measurements on the heavy-fermion superconductor CeCu2Si2 are presented.
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CeCu2Si2 single crystals
52 were grown in Al2O3 crucibles using a Cu-flux Bridgman technique
as described elsewhere [193]. The crystals are characterized by powder X-ray diffractometry
revealing the ThCr2Si2 structure. Laue-diffraction technique was used to orient the single
crystals within an accuracy of 2◦. For the thermal-conductivity measurements, two plate-like
rectangular samples were tailored (∼ 4 mm × 1 mm × 0.2 mm). The first one, an A/S crystal
(Tc = 0.67 K), was oriented along the a axis and contacted in such a way that the heat
current flows also along the [100] direction. In such a case and according to the experimental
configuration shown in Fig. 3.9, the magnetic field is perpendicular to the heat current ~H ⊥
~j
Q
, [100]. The second sample, the S-type (Tc = 0.64 K), was oriented along the c direction
and fulfills ~H ⊥ ~j
Q
, [001]. Before analyzing the superconducting phases, and in order to cross-
check the validity of the new experimental set-up, I start the discussion with the validity of the
Wiedemann-Franz law.
4.2.1 Wiedemann-Franz law
We have seen already that the Wiedemann-Franz law (WF) is a useful tool to study the dom-
inating scattering mechanism of the conduction electrons. In general, if only elastic scattering
is present, the ratio of the thermal and electrical conductivities (Eq. 2.37) tend to the univer-
sal value L0 at very low temperatures (strictly, it holds at T = 0). In contrast, the WF law
does not hold for inelastic scattering (L/L0 < 1)
53. Hence, the WF law holds as long as the
quasiparticle concept is valid, that is, for a Landau-Fermi liquid.
Figure 4.3a presents the overcritical (normal state, H = 1.9 T) thermal, w, and electrical, ρ,
resistivities for the A/S-type sample. The thermal resistivity was calculated as
w = L0
T
κ
, (4.3)
such that ρ/w = L/L0 recovers the WF law for elastic scattering (ρ0 ≡ w0 for T → 0). The
geometric factor has been preserved for both measurements. However, an important difference
arises from the measurement techniques: while w(T ) was measured in the dilution fridge, ρ(T )
was measured in the PPMS. This imposes a limitation to the temperature range for the ρ
measurement, which goes down only to 0.4 K. In order to compare both w and ρ below 0.4 K,
I have approximated the electrical resistivity by scaling the ρ(T ) curve to that of sample AS-1
used in the Hc2 measurements of the next chapter (see §5.2.2). A 5% error coming from such
scaling is represented by the error bars below 0.4 K in Figs. 4.3a,b. Under the same conditions,
Fig. 4.4a presents the overcritical (H = 2.1 T) thermal and electrical resistivities for the S-type
samples.
The ratio L/L0 is also presented for both samples in Figs 4.3b and 4.4b as calculated from
Eq. 2.37. In the vicinity of 0.4 K, L equals L0. Below 0.4 K a maximum in L/L0 is observed,
most probably due to deviations coming from the scaling procedure (no additional carriers are
expected). Below T ∼ 0.15 K, the ratio L/L0 drops dramatically below 1, yielding an apparent
52Similar crystals (same batch) were used for the thermal-conductivity and the upper-critical-field measure-
ments presented in the next chapter.
53Violations of the WF law occur also in the case of L/L0 > 1. For instance, if scattering off charge-less
excitations (e. g. spins) is present.
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Figure 4.3: a) The electrical, ρ, and thermal, w, resistivities for the A/S-type crystal. The ther-
mal resistivity is calculated from the thermal-conductivity data, whereas the electrical resistivity
was measured in the PPMS. Note that below 0.4 K the electrical resistivity has been extrapolated
using the data of a different sample from the same batch. The uncertainty of such extrapolation is
represented by the error bars. b) The ratio L/L0 as calculated using the Wiedemann-Franz law.
Note how L is close to the Lorenz number.
violation of the WF law at the lowest temperatures. This, however, is not the case. In contrast
to systems like YbRh2Si2 which violate the WF law due to the concept of Kondo breakdown
of the quasiparticles [194], no violation is expected for SDW-type systems such as CeCu2Si2
54.
Furthermore, previous studies on polycrystalline CeCu2Si2 samples followed the expected WF
behavior below Tc [197]. The reason for such a downturn is the thermal decoupling of phonons
and electrons [198, 199]. Similar anomalous behavior has been observed in thermal conductivity
measurements in cuprates [200, 201, 202], for instance. The present effect can be understood
as the result of a heat current “bottleneck” at the thermal contacts. A reduction of the heat-
transfer rate from the phonons to the electrons hinders the thermal equilibrium between both
of them (see below). As pointed out by Smith et al. [198], such an effect is critical in order
to extract information about the nodal topology. Finally, the ratio L/L0 for the A/S sample
54Nonetheless, CeCoIn5 was reported to violate WF law along the c direction [195]. The latter and the
existence of a SDW QCP are still under debate [196].
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Figure 4.4: a) The electrical, ρ, and thermal, w, resistivities for the S-type crystal. As in the
A/S case, ρ and w are very similar for temperatures around T = 0.4 K. This hints towards an
electronic-dominated thermal transport. b) The ratio L/L0 as calculated using the Wiedemann-
Franz law. Note how L is close to the Lorenz number.
above Tc is larger than one, which could be explained as the strong contribution of phonons to
the thermal transport [197]. The effect is not observed in the S case, though.
Strictly, the WF law holds for T → 0. The thermal decoupling at the contacts makes, however,
such extrapolation difficult. Nevertheless, within the experimental error (≤ 5%), the WF law
roughly holds for the discussed temperature range, which together with previous reports, hints
towards dominating elastic scattering down to the lowest temperatures. Also, it becomes evident
that in the same temperature range electronic charge carriers dominate the thermal transport
[197]. As a final remark, the present measurements validate the experimental set-up.
4.2.2 Zero-Field Thermal Conductivity
One can proceed now to analyze the temperature dependence of the electronic thermal conduc-
tivity as described in §4.1.2. Based on the WF law we have argued that the thermal transport
is dominated by the electrons. In the boundary scattering limit, where the phonon mean free
path, lph, is of the order of the sample dimension, one can calculate an upper bound to the
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phonon contribution based on the Debye model and the simple kinetic formula for κph (see
§2.5.2)
Cph =
12
5
π4R
(
T
ΘD
)
(4.4a)
κph =
1
3
Cph〈vph〉lph. (4.4b)
Using ΘD = 200 K [203] and vph = 6000 m/s
55 an estimate of the phonon contribution is
presented in Fig. 4.5a compared to the zero-field thermal conductivity of the A/S sample.
At Tc, the calculated phononic contribution amounts to only 5% of the measured thermal
conductivity. At even lower temperatures one can assume that the thermal conductivity is only
electronic.
Figure 4.5b presents the κ/T zero-field data in a double-logarithmic scale. The inset compares
the latter with the calculated phononic contribution. Compared to the κ vs. T plot, the κ/T
vs T reveals interesting features. Around Tc = 0.67 K, κ(T )/T exhibits an upturn and reaches
a maximum around 0.42 K. Such a maximum is associated to the superconducting transition
and has been observed in several systems such as CeIrIn5, CeCoIn5 and YBa2Cu307−δ, to name
a few [204, 205]. The origin of such maxima might have two possible explanations: first, an
enhancement of the lattice heat conduction due to the reduced phonon scattering by electrons,
as these suddenly pair up at around Tc [205, 206]. The second possibility has an electronic origin,
specifically, it is due to the strong suppression of the quasiparticle-quasiparticle scattering rate
(increase of the quasiparticle lifetime) [204, 205, 207]. In the case of CeCu2Si2, the electronic
contribution dominates the transport around Tc (95%). Thus, the origin of the maximum is
more likely to be electronic.
Below 0.3 K, κ(T )/T follows a power law close to a linear function in T . Below ∼ 150 mK,
κ(T )/T suddenly drops towards zero at T = 0. For comparison, in the range 150 mK < T < 300
mK, κ/T changes by around 20%, whereas for 50 mK < T < 150 mK a 70% decrease is observed.
Such a decrease can hardly have a physical origin related to the superconducting phase of
CeCu2Si2. Furthermore, it would violate the WF law [200]. In our experimental setup, both
electrons and phonons carry the heat from the heater into the sample via the contacts. For a
large contact resistance Rc, the heat is brought into the sample mainly by phonons. Thus, the
electrons in the sample contribute to the heat flow only if they come into thermal equilibrium
with the phonons. If the ratio of the contact to sample resistance r ≡ Rc/Rs is large, such
thermalization process fails (decoupling of phonons and electrons), which translates into a drop
of κ/T as observed in the present measurements [198, 199]. For the moment let us concentrate
on the region 150 mK < T < 300 mK. Figure 4.5b presents the best fit to the aforementioned
range. Such a fit yields the linear relation κ/T (0.15−0.3 K) = 0.117+0.322T . For comparison,
a quadratic fit is also shown. The quadratic term is, however, negligible. Thus, κ(T )/T is
likely to be linear in T [197]. The most important remark is the presence of a residual term
55This value is roughly the Fermi velocity for CeCu2Si2, see next chapter.
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Figure 4.5: a) The thermal conductivity as a function of temperature. The solid red curve
is an estimate of the phonon contribution. b) κ/T as a function of temperature in a double
logarithmic scale. The solid blue line and the dashed orange line are two different fits in the range
150 mK < T < 300 mK. The inset shows the same data in a linear scale compared to the phonon
contribution. Note the downturn at the lowest temperatures due to deficient thermalization at
the contacts.
in the limit T → 0. This hints towards the presence of a residual normal fluid due to nodal
quasiparticle states.
Figure 4.6 presents similar results for the S-type sample. One can immediately see that the
overall thermal conductivity is substantially smaller than for the A/S-type case. Also, the
calculated contribution of the phonons becomes significant, especially above 1 K. Around Tc =
0.64 K the phonon contribution amounts to ∼ 10% of the measured conductivity. Therefore,
the electronic part still dominates well below Tc. The κ/T vs. T plot reveals a less-pronounced
maximum in the vicinity of Tc and a larger range where κ/T appears to be linear in T (150 mK <
T < 400 mK). Indeed, κ/T = 0.092 + 0.0654T fits the data quite well. Remarkably, a small
residual term is obtained pointing towards a residual (nodal) DOS. Below 150 mK, a similar
downturn as for the A/S sample is observed. Note that even for independent measurements
the temperature at which this anomaly occurs remains roughly the same (similar sample and
contacts preparation).
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Figure 4.6: a) The thermal conductivity as a function of temperature for the S-type crystal
together with the estimate of the phonon contribution. b) κ/T as a function of temperature in a
double-logarithmic scale. The solid blue line and the dashed orange line are two different fits in the
range 150 < T < 400 mK. The inset shows the same data in a linear scale compared to the phonon
contribution. Note the downturn at the lowest temperatures due to deficient thermalization at
the contacts.
4.2.3 Discussion Zero-Field
The present results of the thermal conductivity in CeCu2Si2 are very interesting. In spite of
the observed downturn at very low temperatures one can still extract some information about
the superconducting state. First, an upturn and subsequently a maximum in the thermal
conductivity around Tc is observed in both samples. Such maxima have most probably an
electronic origin due to a decrease of the electron-electron scattering rate. In the case of the
A/S-type sample, the maximum is more clear and pronounced, probably due to the suppression
of scattering off magnetic fluctuations when the AF order becomes expelled by the SC phase at
T < Tc. This agrees with the less pronounced maximum observed in the S case. Following the
maximum one finds a linear region κ/T = a + bT . The linear behavior of κ(T )/T is a strong
hint towards an unconventional order parameter.
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Figure 4.7: The thermal conductivity in the su-
perconducting state normalized by the one in the
normal-state for A and A/S-type samples. For
comparison the thermal conductivity of a polycrys-
talline sample is also presented. Note how all cases
deviate from the expected behavior of a conven-
tional superconductor. Adapted from [208].
In Fig. 4.7 a direct comparison of the
present experimental data and a conven-
tional BCS model is presented [208, 209].
Note the strong deviation from the expo-
nential behavior expected for s-wave sym-
metries. Also for comparison, the thermal-
conductivity data measured by Steglich et
al., on a polycrystalline CeCu2Si2 sample
is shown [208]. The behavior of the three
samples is qualitatively similar. Also re-
vealing is the fact that by taking the ratio
κS(T )/κn(T ) the downturn is no longer ob-
served (the anomalies in both curves cancel
each other). This further supports the hy-
pothesis that such anomaly must have an
extrinsic origin.
The observation of a residual term in the
limit T → 0 implies the presence of a resid-
ual electronic fluid as a consequence of im-
purity scattering. This is also the point where one must be careful, since the strength of the
impurity potential might change the exponents in the power laws and lead to inconsistencies
about the gap structure [94].
Impurity effects are characterized by the scattering phase shift related to the impurity poten-
tial strength [94]. The limit of a weak impurity potential (small phase shift) is known as the
Born limit. The opposite case is the unitary limit, where the potential is infinitely strong and
the phase shift is δ0 = π/2. The immediate effect of impurity scattering in the DOS of a
polar superconducting state is presented in Fig. 4.8 [182]. Note how for increasing scattering
concentrations Γ/∆0 (Γ is the impurity concentration) a non-vanishing residual DOS appears.
It has been shown that in the Born limit even small concentrations of impurities destroy the
power laws for states with line nodes [182, 210]. Also, the Born limit seems unlikely to occur in
heavy-fermion systems [94]. In general, impurity scattering is better addressed in the unitary
limit. An energy scale γ, the bandwidth of quasiparticle states bound to impurities, provides
a crossover energy between the regime where the transport is dominated by the quasiparticle
excitations (above γ) and the regime dominated by bound states on the impurity sites. Such
a crossover energy depends on the impurity concentration and the phase shift [211, 212]. The
bound states on the impurity sites lead to a linear in T contribution to κ. In fact, Graf et al.
calculated the electronic contribution to the thermal conductivity and found that in the limit
T → 0 and for states with line nodes, κ/T reaches a universal value independent of the impurity
concentration [212]. Such a universal limit results from the compensation between the normal
fluid due to increasing impurity scattering and the reduction in the mean free path.
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Figure 4.8: The density of states for different im-
purity concentrations Γ/∆0 in an unconventional
polar state (unitary limit, c = 0). Note how a resid-
ual density of states at zero energy develops with
increasing impurity scattering. The inset presents
the low-energy variation with c = cot δ0. Taken
from [182].
In fact, it was shown that for a supercon-
ductor with line nodes the electrical con-
ductivity has also a universal limit [213].
The correction to the thermal conductivity
at higher temperatures for a dx2−y2 yields
κ(T ) ' π
2
3
T
2N0v
2
F
πµ∆0
(
1 +
7π2
15
a2T 2
γ2
)
,
(4.5)
where N0 is the normal DOS, vF the Fermi
velocity, µ the slope of the gap at the node,
and a is a constant depending on the phase
shift. Lets compare qualitatively Eq. 4.5
with our experimental results. For both
samples, the linear-T term can be associ-
ated to a residual electronic fluid due to
the presence of nodes. However, the cu-
bic term present in Eq. 4.5 would be so
small that it would imply unrealistic impu-
rity concentrations γ. As discussed above,
a fit of the form κ/T = a+ bT seems more
likely. Here, two remarks are pertinent. The first one is that γ should then be comparable to
or less than the lowest temperature in this range (150 mK). Unfortunately, the presence of the
downturn below 150 mK does not allow to discern whether or not a crossover in κ(T )/T occurs
(universal limit). Assuming that the universal limit applies, one can calculate the electronic
mean free path from [214]
κ00
T
=
(
4
π
}Γ
∆0
1
µ
)
κn
T
, (4.6a)
}Γ
∆0
' πξ0
2le
. (4.6b)
Using the fit parameters, µ = 2 (d-wave), the data from Figs. 4.10 and 4.11 in the next section
and the coherence lengths listed in Tables 5.1 and 5.2, one obtains le ∼ 230 Å in the A/S case
and le ∼ 270 Å in the S-type. The latter values would imply that CeCu2Si2 lies in the clean
limit.
The second remark is the fact that in CeCu2Si2, κ(T ) ∼ T 2, as expected for a superconduc-
tor with line nodes. In fact, superconductors such as CeCoIn5 [204, 215], CeIrIn5 [204, 216],
CePt3Si [214] and Sr2RuO4 [217, 218], all of them believed to have line of nodes (some of them
also showing universal behavior), exhibit a T 2 dependence in κ(T ). Such observations have been
understood theoretically in terms of states with line zeros within the unitary limit [210, 219].
62
4.2 Thermal Conductivity in CeCu2Si2
0 . 0 0 . 1
0 . 0
0 . 1
0 . 2
0 . 3
a )
A / S - t y p e  j Q | | a
 0  T
 S m i t h  e t  a l
 
 
 
T  ( K )
0 . 0 0 . 1
0 . 0 0
0 . 0 5
0 . 1 0
κ/T
 (W
/m
K2 )
b )
S - t y p e  j Q | | c
 0  T
 S m i t h  e t  a l
κ/T
 (W/mK
2)
 
 
T  ( K )
Figure 4.9: The calculated downturn in thermal conductivity for the a) A/S- and the b) S-type
samples as proposed by Smith et al. [198]. A decoupling of phonons and electrons at the contacts
is responsible for such an anomaly.
In the lowest temperature range of the measurements (T < 150 mK), a sudden downturn in
the thermal conductivity is observed. As discussed above, this results from a decoupling of
electrons and phonons at the contacts. The effect on the electronic part of the conductivity can
be well described by [198, 199]
κe
T
= α
1
1 + rr(T/TD)4
, (4.7)
where α describes the electronic thermal conductivity of the sample, r is the relative thermal
resistance and TD is the downturn temperature. Figure 4.9 shows the modeling of the zero-field
experimental data for the A/S- (r = 3.9, TD = 80 mK) and S-type (r = 15, TD = 95 mK)
samples. In both cases the model describes well the observed downturns. Note the large contact
resistance for the S case, which might also contribute to its low thermal conductivity.
In summary, the zero-field measurements confirm the presence of an unconventional supercon-
ducting state. The observed power laws and the residual terms hint towards nodal contributions.
A linear T dependence in κ/T seems plausible in the range 150 mK < T < 400 mK but unfor-
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tunately cannot be followed to lower temperatures due to bad thermalization at the contacts.
Such ambiguity has been also observed in specific-heat measurements [159, 208]. A statement
about the nature of the nodes cannot be easily drawn, especially because of the lack of infor-
mation about the impurity scattering in CeCu2Si2. In either case, the observed results could
be attributed to a line of nodes.
4.2.4 In-Field Thermal Conductivity
Field-dependent thermal conductivity measurements might yield further information about the
gap structure and the impurity concentration. I proceed now to present the field-dependent
results for both CeCu2Si2 samples. Field-cooled conditions apply in each case.
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Figure 4.10: (a) Thermal conductivity of the A/S-type sample for different values of the external
field. (b) κ/T for different field values. Note how the downturn is present in all cases.
Figure 4.10 presents the measurements at different fields for the A/S sample, both κ(T,H) (a)
and κ(T,H)/T (b). One observes that the downturn in κ/T is present even for fields close
to the upper critical field. A weak field response is observed for low and high temperatures,
whereas for intermediate temperatures the largest change occurs.
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Figure 4.11: (a) Thermal conductivity of the S-type sample for different values of the external
field. (b) κ/T for different field values.
For the S-type crystal, the thermal conductivity (κ(T,H) and κ(T,H)/T ) is presented in Fig.
4.11. For the sake of clarity, only a few field scans are presented in the κ(T,H)/T vs. T plot
since the data scattering is larger than for the A/S case. This might be due to the poorer
quality of the contacts. Qualitatively, a similar behavior is observed. The downturn at the
lowest temperatures show up even above the critical field, ruling out an intrinsic effect.
In order to get a better idea about the field dependences, one can extract the residual conduc-
tivities by performing linear fits to the field data, as was done in the zero-field case. Such a fit
is possible in the range 150 mK < T < 400 mK. The residual term and its field dependence can
yield important information about the field response of the nodal quasiparticles and, eventually,
the nodal structure itself. Figure 4.12 presents the residual terms normalized by the normal-
state term as a function of the reduced field H/Hc2 for S and A/S samples. For comparison,
typical examples of a conventional s-wave (Nb [183]) and nodal d-wave (Tl2Ba2CuO6+δ [220])
superconductor, as well as of the heavy-fermion superconductor UPt3 [221] are also presented.
The aforementioned behaviors become clearer in this plot. For sample A/S, a rather weak
field response of κ00/T with a local minimum is observed below 0.3Hc2. This is followed by a
strong increase up to 0.5Hc2. Saturation towards the normal state value occurs then for higher
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fields. In contrast, the residual conductivity for the S sample monotonically increases with field
towards the normal state. Striking differences between CeCu2Si2 and other compounds are
observed.
4.2.5 Discussion Field Dependence
The observed field dependence of the residual term κ00/T for CeCu2Si2 presents several inter-
esting features. First of all, it does not resemble the behavior of a conventional superconductor
where the localized quasiparticle states in the vortex core yield the observed exponential increase
with increasing field.
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Figure 4.12: The extracted field dependence of
the residual term, κ00/T , normalized to the normal-
state value. The data has been extracted from Figs.
4.10 and 4.11 via a linear fit. For comparison, the
field dependence of the residual thermal conductiv-
ity for Nb, Tl2Ba2CuO6+δ and UPt3 are presented.
The present data clearly demonstrates that
CeCu2Si2 is an unconventional supercon-
ductor. In this sense, it is also interesting
that neither A/S- nor S-type CeCu2Si2, re-
garded as a d-wave superconductors, follow
the predicted
√
H dependence, as found
in the case of Tl2Ba2CuO6+δ. A pos-
sible explanation is that strong impurity
scattering “hides” such a behavior. By
simply looking at the zero-field values of
(κ00/T )/(κn/T ) the contrast with other su-
perconductors becomes obvious, namely:
the residual terms for CeCu2Si2 are very
large. Since such a hindering comes from
the broadening of the nodes, the direct con-
clusion is that the potential scattering must
be large. Therefore, a direct interpretation
of the data by trying to associate it with
a specific symmetry might be misleading.
On a comparative basis, the field depen-
dence κ(H) of S-type CeCu2Si2 resembles
that of CeIrIn5, which is also monotonically
increasing with a convex curvature [179]. Very recently, the gap structure of CeIrIn5 has been
established via angle-dependent specific-heat measurements as dx2−y2 (in fact, the whole family
CeMIn5 seems to share this same symmetry) [222]. This might hint towards a d-wave symmetry
in CeCu2Si2 even if the
√
H behavior is not observed. Nevertheless, one has to keep in mind
that (κ00/T )/(κn/T ) ∼ 0.2 for H = 0 in CeIrIn5, whereas in CeCu2Si2 it amounts to ∼ 0.6.
The A/S-type sample exhibits a very different behavior. Again on a qualitative basis, it can be
compared to the one of both PrOs4Sb12 and PrRu4Sb12 also showing an “S-shaped” dependence
in (κ00/T )/(κn/T ) vs. H/Hc2 [223]. In those cases, multi-band superconductivity has been
invoked. Features such as the plateau at higher fields can be explained in that way. However,
no evidence of multi-gap superconductivity has been reported up to date in CeCu2Si2. Also
the minimum observed in the low-field region is intriguing. It is believed that in the regions
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where κ(H) increases with field the DOS dominates. In the regions with decreasing κ(H) field-
enhanced scattering plays the key role [178]. Using again the values of Fig. 4.12 in Eq. 4.6a
one can get a rough idea of the impurity scattering rate. One obtains }Γ/∆0 ≈ 1 for the S-type
and }Γ/∆0 ≈ 0.7 for A/S-type56. For comparison, in systems such as CePt3Si }Γ/∆0 ≈ 0.16
[214], PrOs4Sb12 }Γ/∆0 ≈ 0.07 [223], Sr2RuO4 }Γ/∆0 ≈ 0.02− 0.06 [218], and Tl2Ba2CuO6+δ
}Γ/∆0 ≈ 0.18 [220] (cf. Fig. 4.8). Therefore, the influence of the impurity scattering cannot
be neglected and surely affects the observed field dependence. Therefore, the universal limit –if
it exists for CeCu2Si2– might lie at temperatures below the measured temperature range. As
a final remark, one has to keep in mind that in CeCu2Si2 Cu and Si atoms can be exchanged.
Within the homogeneity range, such an exchange is limited to about 1%. This contribution,
however, leads to an intrinsic potential scattering. The lower scattering rate of the A/S-type
agrees with the fact that this sample is nearly stoichiometric.
In summary, both the power-law behavior and the non-vanishing residual thermal conductivities
point towards nodal superconductivity in CeCu2Si2.
4.2.6 Angle-Dependent Thermal Conductivity
For completeness, preliminary angle-dependent thermal-conductivity measurements have been
performed on sample S (150 mK, 2 T, field-cooled).
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Figure 4.13: Angular dependence of the thermal
conductivity for sample S. The data was taken at
150 mK and 0.2 T. Within the experimental error
the data are isotropic.
The obtained results show no anisotropy
upon field rotation within the basal plane,
as displayed in Fig. 4.13. As discussed
in the last section, this might be due to
the presence of an intrinsic potential scat-
tering. The main effect of scattering in a
nodal superconductor is that it tends to av-
erage the gap over the Fermi surface [224].
The angular dependence is a combined ef-
fect of the DOS and scattering. The latter
might acquire the same n-fold symmetry
of the DOS, but depending on the scatter-
ing strength, the symmetry can be different
[178]. In general, the effects of such poten-
tial scattering are still not fully understood.
Furthermore, the expected amplitude of
the oscillations at zero energy ranges from
3% to 10%, but decreases rapidly at finite
energy to the order of a few percent due
to the broadening of the nodes. This is al-
ready comparable with the resolution of the set-up (∼ 2.5%). Furthermore, even though the
56This is indeed a very rough estimate. A scattering rate similar to the gap energy would eventually de-
stroy superconductivity, at least substantially suppress Tc. For some systems such as CePt3Si, }Γ/∆0 ∼
(κ00/T )/(κn/T ). For CeCu2Si2 this would mean }Γ/∆0 ≈ 0.5− 0.6, which is still substantial.
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samples are of good quality, the presence of ordinary potential scattering is intrinsic.
Impurity scattering and the small expected amplitudes make angle-dependent thermal-
conductivity measurements unlikely to yield definitive results in the present state. In the next
chapter, an alternative way is presented.
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Upper Critical Field in CeCu2Si2:
Order Parameter
O riginally, resistivity measurements were the first experimental probe of the superconducting
state. Indeed, vanishing resistivity marks the onset of superconductivity in a material. Physi-
cally, the zero-resistivity phenomena is a signature of the quantum nature of superconductivity.
As the system undergoes the superconducting transition, its electrons pair up and condense into
a macroscopic quantum state [76, 79]. Phase coherence on a macroscopic scale arises and the
condensate can move coherently without being scattered off by phonons or defects [225, 226].
As many other experimental probes, resistivity is sensitive to an external magnetic field ~H. In
particular, resistivity measurements help determining the so-called upper critical field, Hc2, the
field at which the material recovers its normal state. In the following, we discuss some charac-
teristics of Hc2 and the information it provides about the superconducting state. Furthermore,
we analyze the angular dependence, Hc2(θ), for the heavy-fermion superconductor CeCu2Si2
and the implications of such measurements towards the determination of the symmetry of the
order parameter.
5.1 Pair-Breaking Mechanisms and Critical Fields
The influence of an external magnetic field on a superconductor became a central question ever
since the discovery of the Meissner effect [74]. In fact, both the zero resistivity and perfect
diamagnetism are equally fundamental properties in order to define the superconducting state
at T = 0 [77, 227]. By applying a magnetic field the superconducting state is destabilized and
eventually suppressed by effective Cooper-pair breaking. For example, in type-II superconduc-
tors, the magnetic flux penetrates the material in the form of quantized vortices which contain
normal-state cores. As the field approaches the upper critical field, the vortices overlap and
finally a transition to the normal state occurs.
During the last century, the characteristics and theoretical description of Hc2 for type-II su-
perconductors were well established. The seminal contributions of Ginzburg and Landau [75],
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Abrikosov [78], and Gor’kov [228, 229] laid the basis for the study of Hc2 in the vicinity of Tc (GL
theory). Further extensions to arbitrary temperatures in the dirty limit were later developed by
Maki [230] and de Gennes [231]. In the early 1960s, Clogston and Chandrasekhar first realized
the paramagnetic (Pauli) limitation of Hc2 [232, 233]. Years later a remarkable generalization
to include scattering off impurities, Pauli limiting, and spin-orbit effects yielded the so-called
Werthamer-Helfand-Hohenberg (WHH) model [234, 235, 236]. Such a model has proven suc-
cessful and stands as our current knowledge of Hc2. Further extensions to the WHH model have
been made in order to account for strong-coupling effects, Fermi-surface anisotropies, arbitrary
scattering rates, retardation effects, etc. [237, 238, 239, 240].
In general terms, the destruction of the Cooper pair may occur via two different physical mech-
anisms: orbital and Pauli pair breaking.
5.1.1 Orbital Pair Breaking
The orbital (diamagnetic) pair-breaking mechanism involves the effect of the Lorentz force on
the moving electrons in the Cooper pair. Remember that any charged particle moving in the
presence of a magnetic field ~H, experiences a force [241]
d~p
dt
= q
∣∣∣~v × ~H∣∣∣ , (5.1)
with q the particle charge and ~v its velocity. Thus, since the electrons in the Cooper pair have
opposite momentum, the magnetic field splits them apart.
In the vast majority of the cases, the orbital effect is fully responsible for the suppression of the
superconducting state. Within the frame of the WHH model, the zero-temperature limit of the
orbital critical field Hoc2(T ) can be directly related to its initial slope at T = Tc as
Hoc2(0) = LTc
∣∣∣∣∂Hoc2∂T
∣∣∣∣
T=Tc
, (5.2)
where the constant L varies between 0.69 for dirty superconductors to 0.72 in the clean limit.
5.1.2 Pauli Pair Breaking
An external magnetic field also tends to align the spins of the electrons in a material. The
so-called Pauli or spin pair breaking mechanism is related to such Zeeman coupling. Here, the
spin ~s of the electron couples to the external field ~H with an energy
Ez = gµBµ0~s · ~H, (5.3)
where g ≈ 2 is the spin g-factor. Therefore, the Cooper pair splits if the energy Ez becomes
comparable to the energy gap ∆0.
The critical field associated to the Pauli-breaking mechanism is the so called Pauli-limiting
field57 H
P
. For an s-wave SC, it is given by [232, 233]
57Also called Clogston-Chandrasekhar limit.
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H
P
=
√
2∆0
gµ
B
= 1.83Tc [T/K] . (5.4)
One can identify in Eq. 5.4 that the Pauli-limiting field already contains some information
about the gap structure, namely the gap energy ∆0. As discussed in §2.3.1, ∆0 = 1.76kBTc
for a weak-coupling s-wave SC, but it might differ if nodal SC are considered. For a d-wave
symmetry, for instance, the gap energy can be approximated as ∆0 = 2.14kBTc [98, 242, 243],
in which case the Pauli-limiting field is
Hd
P
= 2.25Tc [T/K] . (5.5)
The so-called Maki parameter α measures the degree to which Pauli paramagnetism lowers the
upper critical field [244]
α ≡
√
2
Hoc2
H
P
. (5.6)
While typical type-II superconductors are in general not Pauli limited, systems regarded as
unconventional such as heavy-fermion [9, 245] and organic superconductors [246, 247] often
exhibit strong Pauli paramagnetic effects. As a matter of fact, whether a superconductor is
Pauli limited or not gives some useful information regarding the parity of the system. The
spin susceptibility χ of a spin-singlet superconductor is expected to vanish in the limit T = 0,
thus favoring Pauli-limiting effects. In turn, the susceptibility at T = 0 in spin-triplet systems
is generally non-zero or anisotropic, and no Pauli limiting is expected [95]. Such a criteria is,
nevertheless, not universal. Exceptions might arise, for instance, if strong spin-orbit coupling
is present.
5.2 The H-T Phase Diagram
As in the case of thermal-conductivity measurements, one would expect signatures of the
anisotropic gap in properties such as the upper critical field. Indeed, nodal superconductors
with total spin S = 0 and S = 1 would behave differently in a magnetic field and their signature
can be followed in the pair-breaking mechanism.
With the discovery of p-wave-like superfluidity in 3He [248] and specially after the first ev-
idence of superconductivity in heavy fermions [41], the theoretical interest in other types of
symmetries increased. In particular, many descriptions of Hc2(T ) for unconventional supercon-
ductors appeared [249, 250, 251, 252, 253, 254, 255, 256]. Ignited by the interest on high-Tc
superconductors, d-wave states were also studied. An enhancement of Hc2(T ) was expected
in such cases [254, 256, 257, 258]. However, it became clear that the dependence of Hc2(T )
for nodal systems resembled closely that of conventional superconductors (see inset Fig. 2.5b).
Nevertheless, there exist notable examples where anomalies in the H − T phase diagram un-
doubtedly hint towards unconventional superconductivity. Such are the cases, for instance, of
the anomalous curvature of Hc2(T ) near Tc in UPt3 [259, 260], and the possible FFLO state in
CeCoIn5 [261, 262, 263].
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In the following we analyze the behavior of Hc2(T ) for CeCu2Si2. Both A/S- and S-type samples
were studied and compared to ordinary s-wave models.
5.2.1 Geometrical Considerations
Single crystals of the A/S- and S-type were grown and oriented based on fixed geometric consid-
erations regarding the orientation of the electric current ~je and the magnetic field ~H. Keeping
in mind the tetragonal structure of CeCu2Si2, the geometrical conditions are summarized in
Figure 5.1.
Figure 5.1: Geometrical arrangement of the measured samples. a) With the current flowing
along the [100] direction (~je ‖ ~a) and b) along the [001] direction (~je ‖ ~c). In both cases ~H and
~je are coplanar. c) Alternatively, by turning the sample holder 90
◦ for either configurations one
obtains ~H ⊥ ~je.
Consider for instance the A/S-type crystals58. The first sample, in the following referred as to
AS-1, is oriented with its longest dimension along the [100] direction (Fig. 5.1a). The electrical
contacts were made such that the current also flows along [100] (~je ‖ ~a). In our experimental
set-up, the field is restrained to the ab plane and upon rotation the c direction acts as the
rotation axis (the so-called in-plane rotation).
In turn, sample AS-2 is oriented along the c axis and thus the current fulfills ~je ‖ [001] (Fig.
5.1b). Here the b axis is the rotation axis and the field rotates from [001] towards [100], i.e.,
out of the basal plane (out-of-plane rotation).
58The same conditions apply for the S-type samples.
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Eventually, the sample holder can be rotated by 90◦ yielding for both samples the constraint
~H ⊥ ~je, or transversal configuration (Fig. 5.1c). Such a configuration is useful, for example, to
study anisotropic effects in the same sample.
5.2.2 H-T Diagram: A/S-type
Nearly stoichiometric A/S-type CeCu2Si2 exhibits the competition between magnetic and su-
perconducting phases in the vicinity of a quantum critical point. A complete characterization
of the system, in particular the superconducting phase, is still an ongoing problem.
Figure 5.2: Transitions into the superconducting state as recorded via resistivity measurements.
a) Temperature and b) field sweeps for the AS-1 sample. Analogously for AS-2 in c) and d).
Figure 5.2 presents typical resistive transitions into the superconducting state for the AS-1
and AS-2 samples. Both temperature, ρ(T ), and field, ρ(H), sweeps have been recorded for
fixed values of field and temperature, respectively. Field-cooled conditions applied in all cases.
The external field ~H was applied along the main axis defining the orientation of the sample59.
59Subsequent angular-dependent measurements showed that θ = 15◦ rather than 0◦ (see Fig. 5.9 and §5.3.1).
This, however, does not affect the general conclusion.
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Sharp transitions are present, especially for the ~je ‖ ~a direction, which exhibits transition
widths ∆T10−90% ∼ 20 mK and ∆H10−90% ∼ 75 mT for T and H sweeps, respectively. Such
widths are taken by comparing 90% to 10% of the transition height. In the ~je ‖ ~c case,
broader transitions ∆T10−90% ∼ 70 mK and ∆H10−90% ∼ 390 mT are observed. The residual
resistivities ρ0a = 9.9±0.3 µΩcm (ρ300K/ρ0a = 6.5) and ρ0c = 7.5±0.3 µΩcm (ρ300K/ρ0c = 8.2)
are similar to those reported in the literature and are representative of the best sample quality
obtained up to date [193, 264]. The critical temperatures are straightforwardly calculated out
of the zero field data using the 50% criteria (see §3.6.1). For the AS-1 crystal T ac = 0.667±0.003
K, whereas T cc = 0.573± 0.005 K for the AS-2 sample.
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
a )
H/H
c2
 
 
H/H
c2
T / T c
 A / S - 1  H ,  j | | a
 ~ 1 - T 2
 ~ 1 - T 4 . 9 4
T / K 3.1 6=
cTd T
d H
0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0
0 . 0
0 . 2
0 . 4
0 . 6
0 . 8
1 . 0
b ) T / K 8.9=cTd T
d H
 A / S - 2  H ,  j | | c
  ~ 1 - T 3 . 0 3
 
 
 
T / T c
Figure 5.3: H − T phase diagram for the a) A/S-1 and b) A/S-2 samples as obtained from the
data in Fig. 5.2. In both cases, the best fit of the data to a power law H ∼ 1− Tn was calculated
(see text for details). The respective slopes near Tc are also shown.
The complete H − T phase diagrams for both samples can be thoroughly constructed by ana-
lyzing the field-dependent data (also here the 50 % criteria was used). Figure 5.3 presents such
phase diagrams expressed in the reduced parameters t = T/Tc and h = H/Hc2. At this point
the slope of the upper critical field in the vicinity of Tc can be determined. The obtained values
are
∣∣∣dHac2dT ∣∣∣
Tc
= 16.3 ± 0.8 T/K and
∣∣∣dHcc2dT ∣∣∣
Tc
= 9.8 ± 0.5 T/K for the AS-1 and AS-2 samples,
respectively. The temperature dependence Hc2(T ) can be modeled in the simplest way with
the BCS-like equation [77]
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Hc2(T ) = Hc2(0)
[
1−
(
T
Tc
)n]
. (5.7)
For example, type-I superconductors are usually well described with n = 2, which is shown
for comparison in Fig. 5.3a. Such a simple model enables us to obtain by extrapolation the
upper critical field in the T → 0 limit. The best fit of the ~je ‖ ~a data yields n = 4.94 and
Hac2(0) = 1.84 ± 0.01 T. For the ~je ‖ ~c case, n = 3.03 and Hcc2(0) = 1.64 ± 0.02 T. Such large
values of Hc2 and
dHc2
dT have been attributed to the pairing of the heavy quasiparticles [41, 265].
The orbital predictions of the WHH model in the dirty limit (Eq. 5.2) yield Hoac2 = 7.5 T
and Hocc2 = 3.8 T, which are 3 to 4 times larger than the measured values. In contrast, the
Pauli-limiting fields (Eq. 5.4) Ha
P
= 1.22 T and Hc
P
= 1.04 closely resemble the experimental
data. This suggests a strong paramagnetic limitation of the upper critical field in CeCu2Si2 as
reported by Rauchschwalbe et al. [245, 265]. The corresponding Maki parameters αa = 8.7
and αc = 5.3 characterize the lowering of the critical field.
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Figure 5.4: a) Anisotropy of the upper critical field for sample AS-2 with the field along ~a (solid
squares) and ~c (open squares). Note how H⊥~ac2 < H
‖~a
c2 . b) Scaling of the H
⊥(T ) and H‖(T ) curves
for sample AS-2 and their contrast to sample AS-1.
Let us now turn our attention to the anisotropy of the upper critical fields. Here, it results
quite useful to turn the sample holder 90◦ into the transversal configuration, such that the field
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direction changes for the same set of samples (Fig. 5.1c). Consider the AS-2 crystal originally
oriented as ~je, ~H ‖ ~c. After turning the sample holder the current remains ~je ‖ ~c, but now
~H ⊥ ~c. Figure 5.4a presents the phase diagram for both configurations. A clear anisotropy
of ∼ 17% was observed, where the critical fields fulfill Habc2 < Hcc2 for ~H ⊥ ~c and ~H ‖ ~c,
respectively. Such anisotropy is similar to previous reported ones (∼ 20%) [172, 245]. It can be
seen in Fig. 5.4b how both curves of AS-2 scale when plotted in the reduced parameters t vs.
h. This is corroborated by the similar fitting exponents n‖ = 3 and n⊥ = 2.7. For comparison,
the data for the AS-1 sample (~je, ~H ‖ ~a) is also shown. Note, however, that the AS-1 and AS-2
phase diagrams do not scale.
In a superconductor the coherence length ξ0 is of particular interest. Within the GL theory
for a tetragonal anisotropic superconductor, the upper critical fields Habc2 and H
c
c2 are closely
related to the coherence lengths ξab0 and ξ
c
0 as (compare to Eq. 2.15) [77]
Habc2 =
φ0
2πξab0 ξ
c
0
, (5.8)
Hcc2 =
φ0
2π(ξab0 )
2
, (5.9)
where φ0 is the flux quantum. Furthermore, the anisotropy of the upper critical field can be
related to the anisotropy of the coherence length and to the mass anisotropy Γ as
Γ =
m∗c
m∗ab
=
(
ξab0
ξc0
)2
=
(
Habc2
Hcc2
)2
. (5.10)
For the specific case of sample AS-2:
m∗c
m∗ab
= 0.68± 0.04, ξab0 = 141± 1.7 Å, and ξc0 = 170± 6 Å.
In the case of the AS-1 sample, no additional anisotropy data was recorded. Assuming a 20%
anisotropy as for AS-2, the coherence lengths are estimated as ξab0 = 119±4 Å, and ξc0 = 148±8
Å.
Several parameters can also be calculated (in the dirty limit) based solely on Hc2 and
dHac2
dT .
The Fermi velocity v
F
, the superconducting Fermi surface Ss, the Fermi wave vector kF , the
effective mass m∗, the total elastic mean free path ltr, the Ginzburg-Landau parameter κGL
and the thermodynamic critical field Hc are given by [77, 245, 265, 266]:
ξ0 =
0.1804}v
F
k
B
Tc
, (5.11)
∣∣∣∣dHc2dT
∣∣∣∣
Tc
=
(
1.18× 1035Tm
2K2
J2
)
γ2
N
Tc
S2s
+
(
4490
Tm2K
ΩJ
)
γ
N
ρ0, (5.12)
∣∣∣∣dHc2dT
∣∣∣∣
Tc
'
(
7.95× 1032Tm
2K2
J2
)
γ
N
Tc
k4
F
+
(
4780
Tm2K
ΩJ
)
γ
N
ρ0, (5.13)
m∗ =
}k
F
v
F
, (5.14)
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κ
GL
=
(
529
K2m3/2
J1/2T
) ∣∣dHc2
dT
∣∣
Tc
γ
1/2
N
, (5.15)
Hc2 =
√
2κ
GL
Hc, (5.16)
where γ
N
is the normal-state specific heat-coefficient. A summary of the characteristic param-
eters obtained for the A/S-type CeCu2Si2 samples is presented in Table 5.1
60. Such values
give us a good picture of the properties of the superconducting state and are consistent with
previous reports on CeCu2Si2 [245].
Table 5.1: Superconducting parameters in A/S-type CeCu2Si2
Property AS-1 AS-2
ρ0 9.9± 0.3 µΩcm 7.5± 0.3 µΩcm
Tc 0.667± 0.003 K 0.573± 0.005 K
Habc2 (0) 1.84± 0.01 T 1.36± 0.02
Hcc2(0) ∼ 2.3 T 1.64± 0.02 T
H ′c2(Tc) 16.3± 0.8 T/K 9.8± 0.5 T/K
Hoc2 7.5± 0.4 T 3.8± 0.2 T
HP (s-wave) 1.22± 0.01 T 1.04± 0.01 T
HP (d-wave) 1.5± 0.01 T 1.29± 0.01 T
α 8.7 5.3
γ0 20178 JK
−2m−3 20019 JK−2m−3
ξab0 ∼ 119± 4 Å 141± 1.7 Å
ξc0 ∼ 148± 8 Å 170± 6 Å
vabF 5760 m/s 5863 m/s
vcF 7164 m/s 7069 m/s
Ss 20.9× 1020 m−2 29.7× 1020 m−2
kF 1.28× 1010 m−1 1.53× 1010 m−1
m∗ab 257 me 302 me
κGL 60.7 36.6
Hc 0.02 T 0.03 T
5.2.3 H-T Diagram: S-type
In a similar way, two superconducting S-type samples were also analyzed. Characteristic re-
sistivity measurements on samples S-1 (~je ‖ ~a) and S-2 (~je ‖ ~c) as recorded via temperature-
and field-dependent measurements are presented in Fig. 5.5. The striking difference between
these samples becomes evident. While sample S-1 presents sharp transitions into the super-
conducting state (∆T10−90% ∼ 40 mK, ∆H10−90% ∼ 77 mT), sample S-2 shows multi-stepped
broad transitions (∆T10−90% ∼ 257 mK, ∆H10−90% ∼ 968 mT). Such steps suggest poor sam-
ple quality, probably exhibiting inhomogeneities and/or grains with different Tc. Oddly, the
60The zero-temperature specific-heat coefficient γ0 has been used for the calculations.
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Figure 5.5: a) Temperature- and b) field-dependent resistivity measurements for the S-1 sample
(analogously for S-2 in c) and d)). Note the poor quality of sample S-2 compared to S-1.
first step at high fields does not seem to recover the normal state with temperature since no
broadening is evident. In turn, the lower step seems to evolve towards the normal state with
increasing temperature (Fig. 5.5d). Therefore, the lower transition was used for the extraction
of Tc and Hc2. For sample S-1 (ρ0a = 18.1 ± 0.5µΩcm, ρ300K/ρ0a = 3.65), the analysis of
the resistivity measurements yields a critical temperature Tc = 0.672 ± 0.004 K. Sample S-2
(ρ0a = 13.16± 0.6µΩcm, ρ300K/ρ0a = 7.4) yields Tc = 0.559± 0.007 K.
The complete analysis of the field- and temperature-dependent data yields the H − T phase
diagrams shown in Fig. 5.6. Due to the quality of the sample, large uncertainties were associated
for sample S-2. A similar analysis based on the simple formula Eq. 5.7 can be applied in order
to extract the upper critical fields in the limit T → 0. From a least-squares analysis one obtains
n = 5.1 and Hc2 = 1.96 ± 0.02 T for the ~je ‖ ~a case, whereas n = 4.1 and Hc2 = 2.15 ± 0.08
T for ~je ‖ ~c. The slope of the upper critical field
∣∣dHc2
dT
∣∣
Tc
was thereafter obtained from the
low-field region close to Tc. Quite similar values to those of the A/S-type case were obtained:
17± 0.8 T/K and 9.7± 0.7 T/K for S-1 and S-2 samples, respectively.
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Figure 5.6: H − T phase diagram for the a) S-1 and b) S-2 samples. The solid lines are a
least-squares fit to Eq. 5.7.
Comparing to the predictions of the WHH model (Eq. 5.2), the orbital critical fields Hac2(0) =
7.88 ± 0.4 T (~je ‖ ~a) and Hcc2(0) = 3.78 ± 0.3 (~je ‖ ~c) are again 2 to 4 times larger than the
measured fields. Once more, the orbital fields as well as the Pauli-limiting fields (S-1: H
P
= 1.23
T, S-2: H
P
= 1.02 T) point towards strongly paramagnetic-limited critical fields.
The anisotropy of the upper critical fields was also studied for the S-type case. This time,
the configuration ~je ‖ ~a (S-1) has been measured, since it is clearly a better sample. Figure 5.7
shows the resulting phase diagrams before ( ~H ‖ ~a) and after turning the sample holder into the
transversal configuration ( ~H ⊥ ~a). According to Fig. 5.7a, a small anisotropy ∼ 12% is present
in sample S-1. Again, both curves lie on top of each other in the scaled parameters t vs. h, as
expected from the similar fitting exponents (n‖ = 5.1, n⊥ = 4.9). Apparently, both curves also
scale with crystal S-2 data (Fig. 5.7b), but due to the quality of the latter no clear statement
can be done.
The mass anisotropy for sample S-1 (Eq.5.10) equals Γ = 0.78± 0.04 with characteristic coher-
ence lengths ξab0 = 121± 2 Å, and ξc0 = 138± 5 Å. Similar parameters as in the A/S-type case
(Eqs. 5.11-5.16) were calculated and are summarized in Table 5.2.
5.2.4 Discussion
The temperature dependence of the upper critical field, Hc2, for both A/S- and S-type CeCu2Si2
samples has been studied. The results here presented are in good agreement with previous
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Figure 5.7: Anisotropy of the upper critical field for sample S-1. a) Phase diagrams for the cases
~H ‖ ~a and ~H ⊥ ~a. b) Scaling of the phase diagrams and comparison to sample S-2.
studies of Hc2 [172, 245, 265]. Also, the upper critical field and its slope present large values
which are comparable to other values reported for heavy-fermion systems (cf. [267]).
Our results point towards a superconducting state characterized by strong Pauli limitation of
the upper critical field. Maki parameters as large as α = 8.7 were hereby calculated. It has been
proposed that for strongly Pauli-limited systems the superconducting transition would change
from 2nd to 1st order below a characteristic temperature T0 [230, 268, 269]. Gruenberg and
Leon generalized such idea by stating that for α ≥ 1.8 and below T0 = 0.55Tc an FFLO state
would be realized [262, 263, 270]. So far, only CeCoIn5 has shown evidence of 1
st-order phase
transitions and is intensely debated the possibility of FFLO state below 0.3 K [243, 261, 271].
In A/S-type CeCu2Si2 the transition from antiferromagnetism to superconductivity is indeed
of 1st order [144]. However, no evidence for a crossover from 2nd to 1st order nor an FFLO
state has been reported in CeCu2Si2, even when the condition α ≥ 1.8 is fulfilled. One possible
explanation might be based on the presence of impurity and spin-orbit scattering [244, 270].
Spin-orbit coupling of the f electrons plays an important role in heavy-fermion systems [8, 272].
Here, the rotational symmetries of the spin and angular degrees of freedom are broken [272].
It is possible to get an estimate of the spin-orbit coupling constant λ
SO
by means of the WHH
model [273]. In the dirty limit and in the presence of spin-orbit and Pauli-limiting effects, the
temperature dependence of the upper critical field can be expressed as [236]
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Table 5.2: Parameters S-type CeCu2Si2
Property S-1 S-2
ρ0 18.1± 0.5 µΩcm 13.6± 0.6 µΩcm
Tc 0.672± 0.004 K 0.559± 0.007 K
Habc2 (0) 1.96± 0.02 T ∼ 1.72± 0.08
Hcc2(0) 2.22± 0.02 T 2.15± 0.08 T
H ′c2(Tc) 17± 0.8 T/K 9.7± 0.7 T/K
Hoc2 7.88± 0.4 T 3.78± 0.3 T
HP (s-wave) 1.23± 0.01 T 1.02± 0.01 T
HP (d-wave) 1.51± 0.01 T 1.25± 0.01 T
α 9± 0.4 5.3± 0.3
γ0 19483 JK
−2m−3 19145 JK−2m−3
ξab0 121± 2 Å 123± 5 Å
ξc0 138± 4 Å ∼ 155± 10 Å
vabF 5901 m/s 4989 m/s
vcF 6730 m/s 6288 m/s
Ss 50× 1020 m−2 35× 1020 m−2
kF 2× 1010 m−1 1.6× 1010 m−1
m∗ab 392 me 371 me
κGL 64.4 37
Hc 0.02 T 0.04 T
ln
1
t
=
∞∑
ν=−∞
 1|2ν + 1| − 1|2ν + 1|+ h̄t + (αh̄/t)2|2ν+1|+(h̄+λso)/t
 , (5.17)
where t = T/Tc and
π2
4 h̄ =
Hc2
|dHc2/dT |Tc
≡ h∗. Figure 5.8 summarizes the numerical calculations
for the A/S- and S-type crystals. In all cases, λ
SO
was chosen as the fitting parameter to match
the critical field in the T → 0 limit.
The WHH numerical calculations yielded spin-orbit constants falling into the range λ
SO
=
0.1 − 0.3, in good agreement with the findings of Tachiki (0.25 [273]), Fenton (0.23 [274]) and
Rauchschwalbe (0.36 [275], 0.4-0.761 [245]). The numerical results also reveal some interesting
features of the physics of the superconducting state. It is clear that Pauli paramagnetism
strongly suppresses Hc2 (compare the curves α = 0 and α 6= 0 in Fig. 5.8a). However, only
the effect of Pauli pair breaking does not account for the observed upper critical field (compare
curves with λ
SO
= 0 and λ
SO
6= 0). It is known that the Pauli limit limit can be enhanced if
spin-orbit coupling is present. Such an effect can be described as [276]
Hc2,SO(0) = 0.602
(
}
kBTcτSO
)1/2
H
P
(0), (5.18)
where τ
SO
is the characteristic spin-orbit scattering time as obtained from [236]
61The values of CeCu2Si2 are nevertheless smaller that those of UBe13 reported in the aforementioned works
(λSO = 30− 60).
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Figure 5.8: Numerical results of the WHH model. a) Comparison of different calculations for the
AS-1 sample. The full line represents the best fit to the WHH model. The dotted line represents
the pure orbital contribution (no spin-orbit). Dashed line has been taken only with Pauli-limiting
effects but no spin-orbit coupling. Best fits for b) AS-1, c) AS-2, d) S-1, and e) S-2 are presented
with their respective parameters.
λ
SO
=
2}
3πkBTcτSO
. (5.19)
Consider, for instance, the sample S-1 where λ
SO
= 0.26 was found. It follows from Eq. 5.19
and the values in table 5.2 that one should rather expect λ
SO
= 1.48, that is, a spin-orbit
constant almost 6 times larger than the value obtained from the WHH fit. One obvious reason
for such an inconsistency might be the fact that CeCu2Si2 is an unconventional superconduc-
tor. Remember that for a d-wave superconductor an enhancement of Hc2 due to the symmetry
of the OP is also expected [254, 256]. Simply by considering the Pauli field Hd
P
for a d-wave
superconductor (Eq. 5.5), the expected spin-orbit constant decreases to λ
SO
= 0.9.
The predicted transition from 2nd to 1st order would only occur in samples within the clean-
limit regime [269, 270]. Interestingly, the electronic mean free path is expected to decrease
if strong Pauli limiting is present [269]. On the other hand, it was suggested that unconven-
tional superconductivity may only arise in clean materials [110]. Following Orlando [266], an
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approximate of the elastic mean free path ltr is given by (cgs units)
ltr =
1.0096× 10−12
ρ0ξ0γNTc
[cm]. (5.20)
Consider for example the best 2 samples AS-1 and S-1. Using the values in Tables 5.1 and
5.2, the mean free paths are 63 Å (AS-1) and 35 Å (S-1). Thus, the mean free path satisfies
ltr < ξ0 and both samples would lie in the dirty limit regime. If one considers the orbital
limit rather that the Pauli limit (Eq. 5.2) much shorter coherence lengths develop (∼ 60 Å)
and the mean free paths are enhanced to 115 Å and 100 Å, respectively. Thus, the clean
limit is reached [277]. Yuan et al. reported similar dirty-limit characteristics on Ge-substituted
CeCu2(Si1xGex)2 samples [278]. They also pointed out several error sources which might lead
to such small values of ltr. In particular, the spin-orbit characteristic length lSO is much larger
than the mean free path. One can estimate l
SO
from [245]
l
SO
=
7.77× 10−26Ss
λ
SO
γ
N
, (5.21)
yielding l
SO
= 402 Å and 766 Å for samples AS-1 and S-1, respectively. Impurities should
diminish not only the electronic mean free path but also the spin dynamics via spin-orbit
scattering [279]. The fact that l
SO
> ξ0 might imply that indeed ltr is also larger, at least in
the superconducting regions.
Another characteristic feature of the CeCu2Si2 H − T phase diagram is the local maximum
around 0.2 K and the subsequent decrease of Hc2 towards lower temperatures. This can be
understood as a signature of Pauli paramagnetism which flattens out the critical field at the
lowest temperatures [245]. This is reproduced by the WHH model as shown in Fig. 5.8.
Such local maximum is clearly observed in the S samples and the effect smears out for the
A/S crystals. As discussed before, the presence of strong Pauli paramagnetism makes very
improbable the existence of triplet states in CeCu2Si2 [95, 245].
Finally, an estimate of the energy gap in CeCu2Si2 (S-1) can be obtained from the values of the
critical fields. Within the conventional BCS theory (Eq. 2.23) ∆0 = 1.76kBTc = 0.101 meV,
whereas for d-wave behavior [98, 242] ∆0 = 2.14kBTc = 0.123 meV. If one assumes no orbital
field but only Pauli-limiting field, then from Eq. 5.5 ∆0 = 2µBHc2(0)/
√
2 = 0.16 meV. For
comparison, the most recent neutron experiments reveal a gap ∆0 = 3.9kBTc = 0.2 meV [117].
5.3 Angular Dependence of Hc2: Out-of-plane Rotation
This section describes the angular measurements performed in order to further study the
anisotropy of the critical fields. Measurements of Hc2(θ) date back to the investigations on
anisotropic superconductors such as layered structures. It was then observed that, within the
GL theory, the anisotropy of Hc2(θ) can be well described by the so-called anisotropic mass
model (AMM) [280, 281, 282, 283]. Formally, a mass tensor is introduced in order to describe
the anisotropy of the coherence length ξ0 [280]. In the following, the results for both A/S- and
S-type CeCu2Si2 crystals with the field rotating outside the basal plane are presented.
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5.3.1 Hc2(θ): A/S-type
Field scans of sample AS-2 in the geometrical configuration of Fig. 5.1b were recorded for a
fixed temperature (40 mK) as a function of angle. As before, the 50% criteria was used in
order to extract the angular dependence of the upper critical field, Hc2(θ). Figure 5.9 shows
the resistivity measurements as well as the full angular dependence of Hc2.
Figure 5.9: a) Resistivity measurements as a function of field and angle ρ(H, θ) at 40 mK. b)
Out-of-plane angular dependence of Hc2 as extracted from the resistivity data via the 50% (circles)
and first derivative (squares) criteria. Note the 15◦ shift with respect to the rotor zero position.
For comparison, the same set of data has been analyzed extracting the value at the inflexion
point. Clearly, both criteria give similar results. A smooth behavior is observed, where Hc2(θ) is
maximum for the [001] direction and reaches its minimum when the field is parallel to the a axis.
Almost a 20% anisotropy characterizes the angular dependence outside the basal plane. As an
experimental remark, one can see that the first measured point made at the zero position of the
rotor in reality corresponds to θ = 15◦. Such an error does not affect neither qualitatively nor
quantitatively the present results62. It rather exemplifies the difficulty controlling the position
of the sample with respect to the external field (see §3.2.3). The anisotropy factor Γ can be
easily extracted from the data in Fig. 5.9b, namely Γ =
(
Habc2
Hcc2
)2
=
(
1.36 T
1.68 T
)2
= 0.65 ± 0.03
[284].
62As a consequence, the analysis made in §5.2.2, though valid, applies for Hc2(T, θ = 15◦).
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5.3.2 Hc2(θ): S-type
Analogously, the angular dependence of the upper critical field for the S-2 sample has been
extracted from the corresponding resistivity data (see Fig. 5.10).
Figure 5.10: a) Resistivity measurements as a function of field and angle ρ(H, θ) at 40 mK for
sample S-2. b) Out-of-plane angular dependence of Hc2 as extracted from the resistivity data.
Note the larger error bars due to the poor sample quality.
Even when the quality of sample S-2 is not as good as for the rest of the samples, a similar
evolution of Hc2(θ) as in the case of the A/S crystal is observed. Here, the data yield a
13% anisotropy between the c and a directions with an anisotropy factor of Γ =
(
1.89 T
2.17 T
)2
=
0.76± 0.08.
5.3.3 Critical Slope dHc2(θ)
dT
Measurements of the critical slope dHc2(θ)dT near Tc are also an alternative to estimate the
anisotropy of Hc2. The main advantage is that close to Tc a negligible Pauli-limiting effect
is expected. Experimentally, a slightly different approach as in the previous cases was followed.
The samples were measured as a function of field and angle: for a fixed angular position and
field strength, the critical temperature of the samples was recorded (Fig. 5.11a). The fields
ranged from 0 to 0.5 T in steps of 0.05 T. The critical slope as a function of the angle was
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then calculated from a linear regression of the data points (assuming they lie within the linear
region close to Tc).
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Figure 5.11: a) Angular dependence of the critical temperature for different external fields in
sample AS-2. b) Angular dependence of the slope dHc2(θ)
dT
near Tc. The slope was calculated from
all the field points at a fixed angle.
Figure 5.11 presents the obtained results for sample AS-2. It is evident that the critical temper-
ature Tc(H, θ) follows a similar behavior as in the case of H(T, θ), where Tc reaches a minimum
upon crossing the basal plane. The anisotropy of the critical slope turns out to be ∼ 21%.
In the S-type case, we have seen that sample S-2 (the one with similar configuration to AS-2)
has poor quality. Therefore, sample S-1 was measured instead. This implied the rotation of
the experimental set-up to the transversal ~H ⊥ ~je configuration. Figure 5.12 presents the angle
dependence of Tc at different fields and the obtained angular dependence of the slope. By
comparing Figs. 5.11 and 5.12, a weaker response upon rotation is observed for sample S-1
(barely 7%). Indeed, for small fields Tc is almost angle-independent (Fig. 5.12a). However,
from the previous results on the angular dependence of the critical field we know that S and AS
samples show similar behavior. Remember that Hc2 and
dHc2
dT can be related via Eq. 5.2. Some
possible explanations to such a discrepancy will be addressed in detail in the next subsection.
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Figure 5.12: a) Angular dependence of the critical temperature for different external fields in
sample S-1. Note the weak dependence upon rotation. b) The angular dependence of the critical
slope dHc2(θ)
dT
as calculated from the Tc(θ) data.
5.3.4 Discussion
As mentioned before, the so-called anisotropic mass model has been successful describing the
angular dependence of the critical field in anisotropic systems. This phenomenological approach
is based on a mass-tensor description, i.e., one assumes that the electrons have different effective
masses for different crystal directions [280, 282]. For a tetragonal structure, the mass tensor
has the form
mij =
 mab 0 00 mab 0
0 0 mc
 , (5.22)
and since ξ0 ∝ 1/m1/2, the coherence length also acquires a tensorial character. Within this
framework, the angular dependence Hc2(θ) follows the ellipsoidal form
Hc2(θ) =
Hcc2√
cos2 θ + Γ−1 sin2 θ
. (5.23)
By applying Eq. 5.23 to the Hc2(θ) data shown in the last subsection, using Γ as the only fit
parameter, one obtains the curves shown in Fig. 5.13 (dotted lines). Hence, the description
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given by the AMM shows a qualitative agreement for both samples with anisotropy factors
Γ = 0.65 (AS-2) and Γ = 0.76 (S-2). Such factors agree with the previous results in §5.2.
Nevertheless, the overall agreement of data and model is rather poor.
Figure 5.13: Out-of-plane angular dependence of Hc2 as extracted from the resistivity data via
the 50% criteria for a) the A/S-type sample and the b) S-type sample. Lines are fits to Eqs. 5.23
and 5.24. See text for more details.
In order to explain such a disagreement one can explore some possibilities. The first one is
the presence of a possible anisotropic Pauli-limiting effect [284]. For comparison, I show in
Fig. 5.13 the AMM calculations for slightly larger values of Γ (full lines). One can observe
that this improves the agreement with the experimental data except in the vicinity of the [100]
direction. This might imply that the Pauli-limit effect is anisotropic, being weaker along the
[100] direction where otherwise a stronger suppression of Hc2 would be expected. With this in
mind, a correction to the mass-tensor model can be introduced [285] to account for the effect
of Pauli limiting. In such a case, the angular dependence of the critical field is given by
Hc2(θ) =
Hc2c√
cos2 θ + Γ−1 sin2 θ
ψ(α(θ))
ψ(αc)
, (5.24)
where the function ψ has the same form introduced by Gruenberg and Gunther to extract the
critical field in the presence of paramagnetic limiting and FFLO state [270]. Such a function
was numerically calculated in Ref. [285]. The Maki parameter α is now angular dependent and
describes the anisotropy of the orbital and Pauli fields as
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α(θ) = αa
√
Γ(αc/αa)2 cos2 θ + sin
2 θ
Γ cos2 θ + sin2 θ
. (5.25)
The anisotropy of the orbital part can be extracted from the initial slopes. However, in the
case of the paramagnetic part I assumed the same anisotropy as in the experimental values
Hc2(T → 0). The resulting fits are also shown in Fig. 5.13 (dashed lines). Clearly, no substantial
improvement with respect to the AMM is observed except for a renormalization of the anisotropy
factor Γ. Smaller values Γ = 0.5 (AS-2) and Γ = 0.6 (S-2) are thereupon obtained. Thus, the
Pauli-limiting correction reduces to a renormalization of the anisotropy factor (masses) but still
no satisfactory agreement is reached [284].
Figure 5.14: Schematic representation of a plate-
like sample rotating in an external magnetic field.
Stronger demagnetization effects are present when
the sample is placed transversally with respect to
the field (leftmost sketch) compared to the parallel
case (rightmost sketch). Adapted from [286]
The second possibility arises from strong
shape effects. Remember that the exter-
nally applied field and the field inside a ma-
terial might differ, depending on the shape
of the sample. The effective field is thus
given by [77]
Heff =
Hext
1−N
, (5.26)
where N is the so-called demagnetization
factor and depends on the specific geome-
try of the material. Such a description is
strictly valid only in the Meissner phase,
i.e., for an ideal diamagnet. As a first ap-
proximation and for the sake of simplic-
ity, I assume it applies also for the present
case63. An approximation for non-trivial
shapes can be obtained by assuming a gen-
eral ellipsoid with semi-axis x ≥ y ≥ z ≥ 0 [77, 287]. The corresponding demagnetization
factors Nx, Ny, and Nz can be extracted from the tables and graphs in Ref. [287]. For the
geometry of our experiment (Fig. 5.1b), and with typical sample dimensions 2.7 × 0.9 × 0.2
mm, the demagnetization factors along x = 1.35 and y = 0.45 are (c and a axis): Nx = 0.035
and Ny = 0.18. It is worth mentioning that the present experimental arrangement minimizes
demagnetization effects. Consider for instance the transversal case in Fig. 5.14, where the ex-
ternal field is parallel to the smallest axis. In such a case the demagnetization factor along the
z direction would be Nz = 0.78 and stronger effects upon rotation can be expected. Moreover,
the corrected angular dependence can be expressed as [288, 289]
Heff =
Hext√
cos2 θ
(1−Nx)2 +
sin2 θ
(1−Ny)2
. (5.27)
63This is clearly not the case. The present measurements where carried out at the boundary between the
mixed phase and the normal state.
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Figure 5.15: Angular dependence of the upper critical field corrected for demagnetization effects
in the a) A/S-case and b) S-case. The original data is also presented (light grey). Note the
enhancement of the anisotropy due to shape effects. Solid curves are fits to the AMM.
Using Eq. 5.27 and the calculated demagnetization factors, the effective angular dependences
of Heffc2 were obtained. The resulting fits, as well as the original data, are shown in Fig. 5.15.
- 9 0 0 9 0
H c2
(θ)
θ
 3 D
 2 D
Figure 5.16: Angular dependence of Hc2 for 2D
(dotted line) and 3D (solid line) superconductors.
Note that Hc2(θ) is a continuous differentiable func-
tion in 3D systems.
Clearly, the correction for shape effects
translates into a ∼ 10% enhancement of
the field anisotropy. Therefore, the overall
anisotropy of Hc2 between the ab plane and
the c axis amounts to almost 30% rather
than the reported 20%. Moreover, the
corrected data reaches an almost perfect
agreement with the AMM with Γ = 0.49
(AS-2) and Γ = 0.56 (S-2). The out-of-
plane angular dependence of the upper crit-
ical field provides also a hint of the dimen-
sionality of the system [290]. Within the
frame of the anisotropic GL theory, Hc2(θ)
is a continuous differentiable function for
3D systems (AMM) [290, 291]. In contrast,
in systems with strong 2D character dHc2dθ
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is discontinuous and cusp-like behavior appears, as in the case of the cuprates (see Fig. 5.16)
[292]. In the case of CeCu2Si2 smooth angular dependences with no sign of cusp-like behavior
are observed. This points towards a strong three-dimensional character. Such a result also
implies the existence of Abrikosov-type vortices in the whole angular range [290], which can be
thoroughly probed via upper-critical-field measurements.
Figure 5.17: Corrected angular dependence of the critical slope. Solid lines are fits to the AMM
for a) sample AS-2 and b) sample S-1. Note the small deviations around the basal plane (90◦).
Figure 5.17a shows the angular dependence of dHc2dT for the AS-2 sample after shape-effect
corrections. Again, the AMM was used to model the data yielding an anisotropy factor Γ =
0.43. The latter value is slightly smaller than the value obtained from the corrected Hc2(θ)
measurements Γ = 0.49. Such a difference might be due to the absence of Pauli limiting which,
as seen in §5.2.4, renormalizes the Γ value. In turn, sample S-1 exhibits larger demagnetization
effects due to the transversal configuration (Fig. 5.14). The latter explains the flattening effect
in the Tc(H, θ) curves (Fig. 5.12a). As mentioned above, the calculated demagnetization factor
along z is Nz = 0.78. However, if such a value is used, Eq. 5.27 leads to physically unrealistic
values (Tc = 150 mK at 50 mT or Γ = 0.07). In order to make a realistic comparison, I have
used Nz = 0.33, a value which matches the anisotropy of the upper critical field in Fig. 5.15b.
The resulting angular dependence is shown in Fig. 5.17b, also modeled by the AMM (Γ = 0.56).
Around 90◦, small deviations from the mass-tensor model were observed. The origin of such
deviations is not clear, but it might be related to the absence of Pauli limiting. A fair question
91
5. UPPER CRITICAL FIELD IN CECU2SI2: ORDER PARAMETER
0 . 6 4 4
0 . 6 4 6
0 . 6 4 8
0 . 3  T
 
 
 S - 1  j | | a
0 . 6 3 6
0 . 6 3 8
0 . 6 4 0
0 . 5  T
 
 
 
0 . 6 1 8
0 . 6 2 1
0 . 6 2 4
0 . 7  T
 
 
T c
 (K
)
0 . 5 8 5
0 . 5 9 0
0 . 5 9 5
0 . 9 7  T
 
 
 
 
0 3 0 6 0 9 0 1 2 0 1 5 0 1 8 00 . 5 4
0 . 5 5
0 . 5 6
1 . 2 5  T
θ  ( o )
 
 
0 3 0 6 0 9 0 1 2 0 1 5 0 1 8 0 0 . 3 9
0 . 4 2
0 . 4 5
1 . 5 2  T
  
 
Figure 5.18: Details of the angular dependence of the critical temperature for different external
fields in sample S-1 (from Fig. 5.12a). The anomaly at 90◦ is continuously suppressed with
increasing field strength and disappears at around 1.52 T.
is why such deviations are only observable in H ′c2(θ) but not in Hc2(θ). Further information
might be available by analyzing Fig. 5.18. Here, the angular dependence of Tc –without shape
corrections– is plotted for increasing values of the field (sample S-1). An anomaly around 90◦
is present in almost all the measured curves but smears out continuously as the field increases.
For fields larger than 1.52 T the anomaly disappears. Such a field coincides with the onset of
the Pauli field in a d-wave superconductor (Eq. 5.5), that is, HdP = 1.51 T. Even when the
curves in Fig. 5.18 are not corrected for shape effects, the characteristic shape of the AMM is
easily recognized at higher fields, which recovers the behavior of Hc2(θ).
Finally, let us turn to the temperature dependence of the anisotropy Γ(T ). Figure 5.19a
presents the angular dependence of Hc2 for sample AS-2 at two different temperatures: 40 mK
and 450 mK. Clearly, the anisotropy of the critical field becomes larger at higher temperatures.
To further analyze such a behavior, the Γ value as a function of temperature has been extracted
out of the phase diagrams (Figs. 5.4a and 5.7a)64. The so-obtained temperature dependence
of the anisotropy Γ(T ) for samples AS-2 and S-1 is shown in Fig. 5.19b.
The S-type sample shows a nearly temperature-independent anisotropy in the whole tempera-
ture range. In contrast, the anisotropy factor in the AS crystal remains constant up to ∼ 0.5Tc
64Since the same anisotropy factors Nx and Ny apply in all cases, one can ignore shape effects in the analysis
without loss of generality.
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Figure 5.19: a) Angular dependence of Hc2 at 40 mK (circles) and 450 mK (squares). A
clear enhancement is observed at higher temperatures b) The anisotropy factor Γ as a function
of temperature. Note how in S-type CeCu2Si2 the anisotropy is temperature independent. c)
Deviations from the AMM for the fitted curves in Fig. 5.15 compared to the case of the two-band
SC MgB2.
and then decreases with increasing temperature. Similar behavior was observed in the archety-
pal two-band superconductor MgB2 [293, 294]. In that case, the anisotropy decrease has its
origin in the presence of two superconducting energy gaps [294, 295, 296, 297]. It was also shown
that in MgB2 (Tc = 39 K) the presence of two different gaps leads to small deviations from the
AMM [294]. Such deviations become evident by plotting the ratio A =
[
Hc2(θ)/H
GL
c2 (θ)
]
as
a function of cos2(θ), as shown in Fig. 5.19c. Following the discussion of Rydth et al. [297],
MgB2 departs from the AMM for as much as 8% at 12.1 K (dotted line), and the disagreement
increases with increasing temperature (∼16% at 25 K). Analogously, A/S-type CeCu2Si2 shows
deviations ≤6% at 40 mK but no significant increase is observed at higher temperatures. It is
worth mentioning that, even when a temperature-dependent Γ factor hints towards multicom-
ponent superconductivity, this is not a universal feature. Some other systems such as the iron
silicide Lu2Fe3Si5 show two-gap signatures [298] but present 1) a temperature-independent Γ,
and 2) its angular dependence Hc2(θ) is well described by the mass-tensor model [299]. Fur-
thermore, no report of multi-gap SC in CeCu2Si2 exists up to date.
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An alternative explanation to the observed results might come from the complex interplay
between superconductivity and magnetism in CeCu2Si2. As shown in §2.4.1, the pronounced
nesting features of the FS (Fig. 2.8b) leads to the formation of a SDW ground state. The latter
is unstable upon the formation of a SC phase in the A/S-type case. Thalmeier and collaborators
have studied the interplay between the SDW and superconducting (d-wave) order parameters
[300]. They reached the conclusion that the magnetic phase is continuously expelled within a
finite temperature range below Tc (See Fig. 5.20a). Such a prediction has been corroborated
via neutron-diffraction experiments (Fig. 2.9b and 5.20b).
Figure 5.20: a) The calculated temperature dependence of the SDW and SC order parameters
in A/S-type CeCu2Si2. Note how both phenomena coexists in a very narrow temperature range.
b) Integrated neutron-diffraction intensity for A/S-type CeCu2Si2. Note how the magnetic signal
appears at Tc reaches a maximum and vanishes within the superconducting phase. Adapted from
[300].
A magnetic Bragg-peak is observed for 0.4 K < T < 0.7 K and completely vanishes below
0.57Tc. This agrees with the crossover temperature of the Γ factor (Fig. 5.16b). The latter sug-
gests that the observed temperature dependence of the upper-critical-field anisotropy maps the
crossover from a low-temperature superconductivity dominated phase into a high-temperature
magnetic regime. Moreover, it supports the validity of upper-critical-field measurements to
probe the structure of the superconducting phase at the characteristic vortex length scale ξ0.
5.4 Hc2(θ) as a Probe to the Order Parameter
As discussed before, there exist evidence supporting the presence of nodes in CeCu2Si2. In par-
ticular, Cu-NQR measurements strongly suggests a d-wave symmetry of the gap function. The
main arguments are first, the absence of the Hebel-Slichter peak below Tc in the spin relaxation
rate (often seen in weak-coupling s-wave superconductors), and second, the observed power-law
behavior 1/T1 ∼ T 3 [301, 302]. Nevertheless, the exact symmetry of the order parameter in
CeCu2Si2, as well as in many other heavy-fermion superconductors, is still an open question.
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Based on symmetry arguments, the possible gap functions for a tetragonal structure can be
constructed [93]. In the case of CeCu2Si2, spin-orbit effects must also be considered (§5.2.4). In
such a case, the resulting singlet and triplet states coincide with those in Table 2.1. Moreover,
due to Pauli-limiting effects, triplet states can also be neglected. This narrows the possible
unconventional states down to four, being dx2−y2 and dxy among them. In practice, however,
the determination of the gap symmetry is not a simple task. First of all, the order parameter
does not correspond to the expectation value of any physical observable. Instead, its symmetry
becomes “visible” via the effects on other physical properties. Angle-dependent techniques, for
instance, map the nodal structure by studying the angular variations of such physical quanti-
ties. Among such angle-resolved techniques, specific heat C(θ) [190], thermal conductivity κ(θ)
[178], and upper critical field Hc2(θ) have recently proven to give detailed information about
the gap symmetry.
Soon after the discovery of heavy-fermion superconductivity, the anisotropy of the upper critical
field was proposed as a viable tool in order to determine the symmetry of the order parameter.
Seminal works on unconventional superconductors described the anisotropy of Hc2 for cubic,
tetragonal and hexagonal structures [303, 304, 305] with p- and d-wave symmetries [253, 306].
In particular, with the occurrence of d-wave superconductivity in the cuprates, several theo-
retical efforts were made to describe the in-plane angular dependence of Hc2 in such materials
[98, 255, 256].
In CeCu2Si2, the basal plane is the less-anisotropic one. Indeed, within the GL theory no
anisotropy is expected in the basal plane of s-wave superconductors (effective mass approxima-
tion) [280]. In turn, a four-fold symmetry has been often predicted for the d-wave counterpart,
which motivated the following measurements.
5.4.1 Hc2(θ): In-plane Rotation
Already in the mid-1980s, the first angle-dependent measurements within the basal plane of
CeCu2Si2 were reported [307, 308]. Single crystals exhibiting only pressure-induced supercon-
ductivity were analyzed. The authors ultimately reported no anisotropy of the critical slope
dHc2(θ)
dT within their experimental error ∼ 8%. The experimental findings I shall present in
this section have two main advantages compared to such previous works: single crystals with
well-defined ground-state properties –showing superconductivity at ambient pressure– and a
higher resolution of the experimental set-up.
Both crystals, AS-1 and S-1, were measured in the geometrical configuration of Fig. 5.1a. Thus,
the magnetic field was constrained to rotate within the basal plane. As in §5.3.1 and §5.3.2, the
upper critical field was obtained as the 50% of the superconducting transitions (the derivative
criteria yields similar results but with larger data scattering). Figures 5.21a and 5.22a show the
resistivity measurements on the AS-1 and S-1 samples, respectively. In each case, field scans
for different angles were performed. As in the previous measurements, both samples exhibit
sharp transitions into the superconducting phase.
Compared to the out-of-plane cases in §5.3.1 and §5.3.2, weaker dependences upon rotation are
clearly observed for both samples. Such small amplitudes (∼ 20 mT) become more evident by
looking at the corresponding in-plane Hc2(θ) data in Figs. 5.21b (AS-1) and 5.22b (S-1). Of
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Figure 5.21: a) Resistivity measurements as a function of angle for the in-plane rotation in
sample AS-1. All measurements were performed at 40 mK in field-cooled conditions. b) The
corresponding angular dependence of the upper critical field within the basal plane. The data
obtained with the 50% and the derivative criteria are shown.
particular interest is the difference in shape between the A/S- and S-type angle dependences:
while the AS-1 sample exhibits a two-fold sine dependence (full curve Fig. 5.21b), the S-1
crystal presents a clear four-fold component (full curve Fig. 5.22b). As mentioned above, a
four-fold modulation would be expected for a nodal superconductor with d-wave symmetry.
The latter prediction motivated the further exploration of the consequences the present results
might have regarding the symmetry of the OP in CeCu2Si2.
5.4.2 Symmetry of the Order Parameter
First of all, it should be clear that a four-fold dependence of Hc2 might have different origins
besides an unconventional gap function. It might for instance, reflect the symmetry of the
tetragonal CeCu2Si2 structure or simply arise from shape effects. The latter arguments can be
qualitatively disproved by observing that both samples (AS-1 and S-1) possess the same crystal
structure and very similar shapes, and yet their angular dependences differ. A quantitative
analysis is somewhat more difficult. Eq. 5.27, which describes the shape effects used in the
out-of-plane analysis, yields unrealistic approximations (∼ 300 mT anisotropy). A possible
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Figure 5.22: a) Resistivity measurements as a function of angle for the in-plane rotation in sample
S-1 at 40 mK. Field-cooled conditions were present. b) The corresponding angular dependence of
the upper critical field within the basal plane. Note the appearance of a 4-fold term as compared
to the A/S-case.
explanation is that the simple ellipsoidal approximation might be no longer valid. Nevertheless,
demagnetization effects have been reported having a simple two-fold dependence which would
not account for the observed behavior in Fig. 5.22b [288]. In a qualitative way, the S-1
experimental data can be fitted as the sum of a four-folded term plus a 2π-period component.
Overall, the in-plane dependence accounts for 0.65% of the upper critical field. The two-folded
component would amount only to 0.1% ofHc2. This points towards a small possible contribution
of shape effects to the leading four-fold term. Conversely, such a two-fold component might be
also correlated to a 5◦ out-of-plane misalignment [277, 309].
Now, let us assume that the observed angular dependence has an intrinsic origin, i.e., the
presence of nodes over the Fermi surface. Several approaches have been developed in order to
study the upper critical field with unconventional order parameters. Among them, the method
developed by Luk’yanchuck and Mineev for p-wave symmetries [253] and further explored by
Sun and Maki for d-wave symmetries, has given information about the angular dependence of
Hc2 in systems such as the cuprates [98, 256], CeCoIn5 [309, 310], and PrOs4Sb12 [311]. The
same model will be described and followed for the case of CeCu2Si2 [277].
The general idea behind our theoretical approach is to determine the upper critical field by
solving the linearized gap equation for the appropriate order parameter [253]. More specifically,
the model applies within the weak-coupling regime. The ratio of the specific-heat jump at
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Tc compared to the γ-value
∆C
γNTc
= 1.43 denotes the weak-coupling limit for conventional
superconductors. Such ratio might become smaller for nodal superconductors as in the case
of CeCu2Si2, where
∆C
γNTc
∼ 1.16. The latter value is close to the prediction for a 2D weak-
coupling d-wave superconductor [312]. We will also assume a cylindrical Fermi surface (a rough
approximation to the belly-shaped pillars of the heavy-fermion sheet, see below) and a clean-
limit sample. Both orbital and Pauli limits are also taken into account. The proposed ansatz
to the order parameter is that the vortex state can be expanded as
|Ψ〉 = cos(2φ)
[
1 + C
(
a†
)2] |0〉 , (5.28)
where |0〉 is the Abrikosov state for an s-wave superconductor [78], a† the raising operator of
the Landau wave function and C the corresponding admixture parameter of the Landau levels.
The quantization in terms of Landau levels is especially important for high fields where elec-
trons can complete many orbits before scattering [313]. The semi-classical approach followed
by Gor’kov [228] can be thereupon considered as a special case with the electrons in the lowest
Landau level [314, 315].
By assuming a dx2−y2 order parameter –as proposed for CeCu2Si2– and based on symmetry
arguments, only the N = 0 and N = 2 Landau levels are allowed [258]. Thus, the angu-
lar dependence of the upper critical field can be extracted by solving consistently the set of
equations
− ln t =
∫ ∞
0
du
sinhu
{
1−
〈
[1 + cos(4θ0) cos(4θ)]e
−pu2|s|2 cos(hu)[1 + 2Cpu2s2]
〉}
(5.29)
and
−C ln t =
∫ ∞
0
du
sinhu
{
C −
〈
[1 + cos(4θ0) cos(4θ)]e
−pu2|s|2 cos(hu)×
× [pu2s2 + C(1− 4pu2 | s |2 +2p2u4 | s |4)]
〉}
, (5.30)
where t ≡ T/Tc, h ≡ (gµBH)/(2πT ), s = sinχ+ i sin θ, and p ≡ (vavceH)/(8π2T 2). The angles
are defined as: θ0 the angle of the magnetic field with respect to the anti-nodal direction, θ the
angle between va and the anti-nodal direction, and χ = ckz. Finally, va (vc) are the components
of the Fermi velocity within (perpendicular to) the basal plane and 〈...〉 denotes the average
over θ and χ.
One can solve the equations 5.29-30 for the simplest but important case θ0 = 0. In the limits
T → Tc and T → 0, the free parameters vavc and g can be extracted to uniquely fit the
temperature dependence of the upper critical field. The so obtained theoretical curve is shown
in Fig. 5.23a. Together with the d-wave model, the WHH solution is also presented. A closer
look to the residual plots for both fits (Fig. 5.23b) reveals that the d-wave ansatz yields a
better fit than the conventional WHH model. As well, our model recovers the downturn at
lower temperatures which, as discussed before, is a signature of the strong Pauli limiting. This
is a result of the rather large value g = 1.06 necessary to fit the data near T → Tc. For smaller
values of g, the non-monotonicity disappears and it is no longer possible to fit the data in the
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Figure 5.23: a) H − T phase diagram for sample S-1 (Fig. 5.6a). The dotted line is the s-wave
WHH best fit, whereas the solid line is the d-wave model given by Eqs. 5.29-30. b) Residual
plots for both fits. Note how the d-wave model offers a better description of the data in the phase
diagram.
whole temperature range. Similar to g, the parameter vavc is determined from the slope near
Tc to best fit the data. No anisotropy of the Fermi velocity within the basal plane is considered.
Once g and vavc were determined from the phase diagram, one can proceed to apply the same
theoretical model in the whole angular range. The resulting theoretical curve –at 100 mK– is
shown in Fig. 5.24a (45◦-shifted, see below). Such a calculation succeeds without free parameters
by simply assuming a d-wave symmetry. Notably, the four-fold dependence is reproduced with
an amplitude matching the experimental value (∼ 0.6%).
Figs. 5.24b presents the admixture parameter C which undergoes a sign change around 24◦.
More important is the information in Fig. 5.24c. It shows the actual calculation for the dx2−y2
ansatz. A closer comparison between (a) and (c) in Fig. 5.24 evidences an important difference:
The experimental data present a maximum at 90◦, whereas the theoretical dx2−y2 model shows
a maximum at 45◦. In order to match the data a 45◦-shift is needed. Such a shift implies that,
rather than the expected dx2−y2 state, the order parameter in CeCu2Si2 possesses dxy-symmetry
[277].
Further inspection of Fig. 5.24 raises interesting questions. For instance, the calculation also
reveals the presence of local maxima of around 0.1% of Hc2 at the nodal positions. In the limit
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Figure 5.24: a) In-plane angular dependence of Hc2 for the S-1 sample. The 2-fold component
has been extracted. The solid curve represents the expected angular dependence for a dxy super-
conductor modelled by Eqs. 5.29-30. b) The admixing parameter C as a function of angle. c) The
in-plane angular dependence of Hc2 as obtained assuming a dx2−y2 symmetry. Note how the data
in the main inset is shifted 45◦ compared to the dx2−y2 calculation.
of our resolution, no signature of such features is observed in the experimental data. The latter
is related to the issue of the overall agreement between model and experiment. As stressed
before, the calculation of the angular dependence does not represent a fit to the data since no
free parameters are involved. It relies solely on the parameters obtained from the best fit to
the H − T phase diagram and the symmetry ansatz. It was pointed out that only one set of
parameters fits the observed phase diagram, whereas the choice of a d-wave symmetry is based
on the expected OP for CeCu2Si2 (see §2.4.3). Yet, some of the initial assumptions in the
calculation, such as the choice of a cylindrical Fermi surface, can be further improved pursuing
a better description of the experimental data.
5.4.3 Anisotropic Fermi Velocity
It has been exposed that the heavy-fermion sheet of the CeCu2Si2 Fermi surface consists of
stacked belly-shaped columns along the c axis [128, 316]. It is clear that the model proposed in
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the last section lacks a detailed description of the actual FS, a problem I shall briefly discuss
in the following. One has to bear in mind, though, the increasing complexity in the calculation
with increasing FS detail.
In order to add information about the actual FS in CeCu2Si2, the effects of Fermi-velocity
anisotropy were included in the calculation. Anisotropic effects across the entire FS followed
the tight-binding approximation of Eremin et al. [158]. Based on such FS approximation (see
Fig. 5.25), we find that the anisotropy is fairly described as
v
F
(θ, χ) = v0 [1− 0.57 sin(2θ) cos(χ/2)] . (5.31)
Figure 5.25: Tight-binding approximation to the
Fermi surface of CeCu2Si2 (compare to Fig. 2.8b).
Adapted from [158].
By implementing Eq. 5.31 in our previ-
ous model, one obtains the angular depen-
dence of Hc2 shown in Fig. 5.26a (solid
curve). Once again, the calculation was
done without free parameters. However,
some degree of fitting must be acknowl-
edged in Eq. 5.31. Indeed, the best fit
to the tight-binding approximation yields
an anisotropy factor Γ = 0.43 which pro-
duces a larger Hc2 amplitude (∼ 0.9%). In
order to account for the observed 0.6% am-
plitude, an anisotropy factor Γ = 0.57 must
be used. Both Γ values are, nevertheless, in
good agreement with the obtained ones in
§5.3.3 (Γ = 0.56, S-2 sample), giving con-
sistency to the model.
By comparing to our previous calculation
(dashed curve), the overall agreement with the data has improved and the local maxima around
45◦ and 135◦ are suppressed. The results presented in the panels (a) and (c) of Fig. 5.26 allow
us to extract similar conclusions as before: The angular dependence can be described in terms
of a d-wave model, whose specific symmetry is dxy.
5.4.4 Discussion
So far, no angular investigation in such detail had been performed in the HF-SC CeCu2Si2.
The present results, which determine the symmetry of the OP based on the angular variation
of the upper critical field, represent the first of their kind. They suggest that, in the case of
S-type CeCu2Si2, the OP possesses a dxy symmetry. Such a result is at odds with recent works
ascribing a dx2−y2 symmetry. For instance, the analysis of the specific-heat measurements
under pressure in A/S-type samples was consistent with ∆ ∝ k2x − k2y in the low-pressure SC
dome [149]. A similar conclusion was reached by Eremin et al. based on the appearance of a
seeming spin resonance in the inelastic neutron scattering data [117, 158]. In both cases, the
statement is not definitive. In the case of the specific-heat experiments, the measurements yield
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Figure 5.26: a) In-plane angular dependence of Hc2 for the S-1 sample. The dashed curve
represents the original calculation for a dxy superconductor without Fermi-velocity anisotropy.
The solid curve is the calculated angular dependence if the Fermi-velocity anisotropy is included.
Note how the local maxima around the antinodal positions disappear. b) The admixing parameter
C as a function of angle (anisotropic case). c) In-plane angular dependence of Hc2 as obtained
assuming a dx2−y2 symmetry.
only information on the average of the gap function over the FS. Moreover, further specific-heat
measurements on S-type samples showed signatures for both gap symmetries (dx2−y2 near Tc,
dxy at the lowest temperatures) [150]. In the case of the spin resonance spectrum, the election
of the dx2−y2 symmetry responds to the sign change in the OP over the SDW ordering wave
vector, as interpreted from the existence of a sharp spin resonance. That was the case for
CeCoIn5 [116]. However, in CeCu2Si2 the spin-excitation spectrum extends to more than 10
times the energy gap [117]. Indeed, a sharp resonance appears predominantly in 2D SC, and as
discussed above, CeCu2Si2 shows 3D character. Even in the case of CeCoIn5 a re-interpretation
of the observed resonance peak has been proposed, where its observation is neither an argument
for dx2−y2 nor against it [317].
Similar measurements on Hc2(θ) were also reported for CeCoIn5 (see Fig. 5.27b) [309]. The
analysis was made with the same theoretical approach as in the case of CeCu2Si2 (Fig. 5.27a).
A similar four-fold modulation was observed and explained as a signature of dx2−y2 symmetry.
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Figure 5.27: Angular variations of the upper critical field for a) the present case of CeCu2Si2,
b) CeCoIn5 (note different calculations for a variable g-factor), and c) La1.86Sr0.14CuO4. All of
them are d-wave SC.
Note the presence of the same local maxima around φ0 = ±45◦ as in Fig. 5.24. Such maxima
were explained as arising from the FFLO state [309]. However, in the case of CeCu2Si2, no
assumption of FFLO state was made [277]. Instead, by adding a more realistic description
of the FS, the agreement between theory and experiment seems to improve (anomalies are
removed). On the other hand, despite the importance of the exact shape of the FS, the main
result regarding the symmetry of the order parameter remains the same.
Figure 5.28: Phase diagram for CeCu2Si2 cal-
culated from a two-band model. The supercon-
ducting region is assumed to have dxy symmetry.
Note the similarity with the phase diagram in Fig.
2.7. The inset shows the corresponding FS topol-
ogy. Adapted from [318].
Unlike CeCoIn5, no adjustable parameters
(such like an angle-dependent g) were used
in our calculation. For comparison, the an-
gular dependence of a high-Tc supercon-
ductor La1.86Sr0.14CuO4 is also shown in
Fig. 5.27c [319]. As in CeCoIn5, evidence
for dx2−y2 symmetry has been obtained for
the cuprates. By comparing the experi-
mental data, a maximum in Hc2 is observed
in the three cases along the [100] direction.
The latter, however, does not necessarily
imply the same gap symmetry. For in-
stance, within the BPT approximation65,
the upper critical field is proportional to
the gap and to the perpendicular compo-
nent of the Fermi velocity [321]. Thus, an
angular variation of Hc2 resembles either
the gap symmetry, or the anisotropy of the
Fermi velocity, or a combination of both.
65For a explicit derivation of the upper critical field within this framework see c. f. Ref. [320].
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If no Fermi-velocity anisotropy is present, the Hc2 minima coincide with the nodal directions
[320]. If anisotropy is present, no straightforward conclusion can be done. In the particular case
of our calculation in CeCu2Si2, the result of a larger Hc2 for a field along the nodal direction
results from the strong Pauli limiting. Hence, a larger g-factor leads to the 45◦ shift compared
to the case of CeCoIn5. The fact that the symmetry of the gap remains the same with and
without Fermi-velocity anisotropy, also supports the hypothesis that the observed oscillation
correspond to the nodal structure of the gap. Even when the dx2−y2 symmetry seems to be fa-
vored for superconductors in the vicinity to a QCP (cf. [92]), the dxy symmetry is by no means
forbidden: the interplay between AFM and SC has been studied using a 2D two-band model
[318]. A dxy symmetry is assumed in the superconducting phase. A tight-binding approach is
used to model the heavy sheet of the FS, while spherical pockets represent the remaining FS
sheets. Remarkably, the resulting phase diagram (Fig. 5.28) is quite similar to the experimental
one (Fig. 2.7b), making such a SC state plausible.
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Figure 5.29: In-plane angular dependence of Hc2
for sample AS-1 after subtraction of the two-fold
component (see Fig. 5.21b). A small four-fold am-
plitude is observed within the limits of the experi-
mental resolution.
One last point to discuss is the different
results for A/S- and S-type samples. As
mentioned in §5.4.1, Hc2(θ) shows different
behavior: while a four-fold modulation as-
cribed to a dxy gap is seen in sample S-1,
only a two-fold dependence is observed in
the A/S-type sample. Due to the vicinity
of the AFM phase, one probable argument
for such a difference is the aforementioned
interplay between the SDW order parame-
ter and the SC order parameter. In fact,
if the 2-fold sine fit is extracted from the
experimental data (Fig. 5.21b), a small
four-fold component is still present. The
resulting angle dependence shown in Fig.
5.29 amounts to ∼ 0.2% of the critical field.
Moreover, such a small variation is already
on the limits of our experimental resolu-
tion. Nevertheless, it might suggest the
presence of the same symmetry as in the S-type case. Therefore, the main contribution to
the observed angular dependence in Fig. 5.21b would come from the SDW order parame-
ter. Calculations on the coupling of both OP might eventually explain the observed in-plane
dependence. Theoretical work in this direction is in progress.
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Conclusions
In the present dissertation, I have described thermal and electrical-transport properties of the
heavy-fermion superconductor CeCu2Si2. These properties have been studied aiming for a
deeper understanding of the superconducting phase in this compound, in particular, of the
symmetry of the order parameter.
For this purpose, a state-of-the-art rotational stage has been successfully implemented to
our dilution refrigerator. The experimental set-up in its present state allows both thermal-
conductivity and electrical-resistivity measurements under rotating fields (0◦ − 180◦). High
accuracy and reproducibility of the angular positions have been realized. The system operates
down to ∼ 20 mK in the resistivity set-up with very good resolution, and down to ∼ 40 mK for
thermal-conductivity measurements with some data scattering below 100 mK. In both cases,
reliable and reproducible measurements have been obtained. The present results also demon-
strate the importance of thermometry and sample preparation (contacts) in order to obtain
high-quality measurements.
It has been only until recently that the underlying physical mechanism of the superconduct-
ing state in CeCu2Si2 seems to unveil. Over the years, several indications of the unconventional
superconducting state have been obtained. The present thermal-conductivity data confirm such
a non-conventional ground state. The temperature dependence of κ/T below Tc and down to
∼ 150 mK follows a linear-T law, which clearly deviates from the thermally activated exponen-
tial behavior expected for conventional BCS superconductors. This implies that the density of
states also follows a power law and that in-gap states are present. Clearly, the κ ∝ T 2 hints
towards the presence of nodes of the gap over the Fermi surface in CeCu2Si2. The exact topol-
ogy of the nodes is debatable. However, line nodes (as expected for a d-wave superconductor)
translate into a T 2 law, as observed here for CeCu2Si2.
In addition, the presence of nodal contributions is supported by the extrapolated zero tem-
perature terms of the thermal conductivity κ00/T . In all cases, non-vanishing residual terms
have been observed. This and the observed power-law behavior firmly support the presence of a
residual density of states even at zero energy. Such states are due to the presence of nodes which
are broadened by impurity scattering. Furthermore, the unconventional nature is also reflected
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in the field dependence of the residual terms. The data clearly deviate from the expected expo-
nential behavior of type-II conventional superconductors. The observed dependence, however,
is also not the expected one for a clean d-wave superconductor as the cuprates. In fact, a clear
statement about the possible symmetry of the order parameter based solely on the present
thermal-conductivity measurements would be adventurous. More puzzling is the fact that the
field dependence for S- and A/S-type crystals are different, which might have implications re-
garding the role of magnetism in CeCu2Si2. The present study of the thermal conductivity
looking for information about the nodal structure is the first of its kind in CeCu2Si2. However,
further measurements are highly desirable.
The preliminary angle-dependent thermal-conductivity measurements oriented to the determi-
nation of the exact nodal positions showed no anisotropy. Although the possibility of such an
anisotropy being of the order of the experimental resolution or smaller cannot completely be
ruled out, the presence of ordinary potential scattering might be the main process responsi-
ble for hindering the nodal signatures. The residual term at zero field for S- and A/S-type
crystals is greater than 40% of the normal state value. This is very large compared to other
unconventional superconductors and can be explained in terms of a large intrinsic potential
scattering. In that case, it might be an intrinsic characteristic of CeCu2Si2 crystals, since Cu
excess is necessary to induce superconductivity. Further angle-dependent measurements of the
thermal conductivity and/or specific heat might yield definitive evidence. Measurements of
samples with different levels of chemical substitution (with Ge, for instance) could also help
establishing the role of scattering, and if extended to even lower temperatures, they might also
yield information about the existence of a universal limit of κ(Γ) in CeCu2Si2.
An alternative approach towards the determination of the symmetry of the order parameter
has been followed via upper critical field measurements. The resistivity data are consistent with
previous reports on CeCu2Si2 showing that the upper critical field is strongly Pauli limited.
Such a result already points towards a spin singlet state of the superconducting order param-
eter. The large values of the critical fields and the slopes near Tc in both S- and A/S-type
crystals reflect the presence of the heavy quasiparticles. Out-of-plane angle-dependent mea-
surements have shown that the upper critical field is anisotropic. The data shows almost a 20%
anisotropy between the a and c directions of the tetragonal structure, with the minimum of Hc2
along the first one. The angular dependence can be well described within the framework of the
Ginzburg-Landau theory with a mass tensor (anisotropic mass model). This also confirms that
CeCu2Si2 is an anisotropic three-dimensional superconductor. The resistivity data have also
shown an interesting difference between the S- and A/S-type samples: no temperature depen-
dence of the anisotropy is observed for the S case, whereas a decreasing anisotropy is present for
the A/S-type sample. Such an effect might correlate to the magnetic phase in A/S-CeCu2Si2.
Further evidence is needed to support this hypothesis.
Also interesting is the fact that the in-plane angle dependence of Hc2 is qualitatively different
for S and A/S samples. Since similar experimental conditions and shapes apply, demagnetiza-
tion effects are ruled out. The anisotropies are very small and showed a clear two-fold signal
for the A/S crystal. After subtraction of the dominant two-fold term, a small four-fold term
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remains. The S-type single crystal in turn, showed immediately a four-fold signal. Such a
signature points towards a d-wave superconducting order parameter. Such an hypothesis has
been further explored using an extended weak-coupling model to study the experimental data.
The model includes the effects of Pauli limiting and assumes a cylindrical Fermi surface and a
d-wave symmetry as initial ansatz. The calculated angle dependence reproduces the four-fold
modulation and its amplitude without free parameters. It also reproduces uniquely the tem-
perature dependence in the H − T phase diagram, from which the only two fitting parameters
are extracted: g and v
F
. Furthermore, the modeled anisotropy is shifted 45◦ when compared to
the experimental data. The latter suggests a dxy symmetry of the order parameter. Thus, the
maximum of the critical field occurs when the field is along the nodal directions. Even when
the experimental angular dependence is similar to that of other dx2−y2 superconductors, the
resulting large g-factor, which accounts for the strength of the Pauli limiting, yields an unusual
symmetry shift. A further step is the addition of an anisotropic Fermi velocity to the model.
The latter approximates the actual Fermi surface of the compound. An improved agreement
between data and model is reached, where the dxy solution survives. Although reports arguing
in favor of a dx2−y2 symmetry have appeared, the debate is still open. Remarkably, the results
presented in this project are the first angle-resolved measurements yielding direct evidence for
a d-wave symmetry resolving the position of the nodes in CeCu2Si2. Further measurements to
support the available evidence are highly desirable.
The results on thermal conductivity and electrical resistivity demonstrate the importance
and usefulness of both techniques in order to probe the superconducting state. In particular,
the angle-dependent counterparts are sensitive to the variations of the gap over the Fermi sur-
face, i. e., to the position of the nodes. The results here described surely contribute to the
understanding of the superconducting ground state in CeCu2Si2 and leave room for further
debate. It is, however, only a facet of the many challenges one finds in unconventional super-
conductivity. As summarized in this work, continuous developments at both the experimental
and theoretical fronts are needed.
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[81] H. Fröhlich, H. Pelzer, and S. Zienau. XX. Properties of slow electrons in polar materials.
Philosophical Magazine Series 7, 41(314):221–242, 1950. 15
[82] K. A. Brueckner, T. Soda, P. W. Anderson, and P. Morel. Level structure of nuclear matter
and liquid He3. Phys. Rev., 118:1442–1446, 1960. 17
[83] V. J. Emery and A. M. Sessler. Possible phase transition in liquid He3. Phys. Rev., 119:43–49,
1960. 17
[84] P. W. Anderson and P. Morel. Generalized Bardeen-Cooper-Schrieffer states and the pro-
posed low-Temperature phase of liquid He3. Phys. Rev., 123:1911–1934, 1961. 17
[85] W. Kohn and J. M. Luttinger. New mechanism for superconductivity. Phys. Rev. Lett., 15:524–
526, 1965. 17
[86] W. A. Little. Possibility of synthesizing an organic superconductor. Phys. Rev., 134:A1416–
A1424, 1964. 17
[87] D. Allender, J. Bray, and J. Bardeen. Model for an exciton mechanism of superconductivity.
Phys. Rev. B, 7:1020–1029, 1973. 17
[88] F. P. Laussy, A. V. Kavokin, and I. A. Shelykh. Exciton-polariton mediated superconductivity.
Phys. Rev. Lett., 104:106402, 2010. 18
[89] K. Miyake, O. Narikiyo, and Y. Onishi. Superconductivity of Ce-based heavy fermions under
pressure: Valence fluctuation mediated pairing associated with valence instability of Ce.
Physica B: Condensed Matter, 259–261:676 – 677, 1999. 18
[90] P. Monthoux and G. G. Lonzarich. Density-fluctuation-mediated superconductivity. Phys.
Rev. B, 69:064517, 2004. 18, 25
[91] K. Miyake, S. Schmitt-Rink, and C. M. Varma. Spin-fluctuation-mediated even-parity pairing
in heavy-fermion superconductors. Phys. Rev. B, 34:6554–6556, 1986. 18, 20
[92] D. J. Scalapino, E. Loh, and J. E. Hirsch. d-wave pairing near a spin-density-wave instability.
Phys. Rev. B, 34:8190–8192, 1986. 18, 20, 104
[93] G. E. Volovik and L. P. Gor’kov. Superconducting classes in heavy-fermion systems. Sov.
Phys. JETP, 61(4):843–854, 1985. 18, 95
[94] M. Sigrist and K. Ueda. Phenomenological theory of unconventional superconductivity. Rev.
Mod. Phys., 63:239–311, 1991. 18, 52, 61
[95] G. Goll. Unconventional superconductors: Experimental investigation of the order-parameter symmetry.
Springer, 1st edition, 2006. 18, 71, 83
[96] C. C. Tsuei and J. R. Kirtley. Pairing symmetry in cuprate superconductors. Rev. Mod. Phys.,
72:969–1016, 2000. 18, 20
[97] K. Izawa, H. Yamaguchi, Y. Matsuda, H. Shishido, R. Settai, and Y. Onuki. Angular position
of nodes in the superconducting gap of quasi-2D heavy-fermion superconductor CeCoIn5.
Phys. Rev. Lett., 87:057002, 2001. 18, 54
112
REFERENCES
[98] H. Won and K. Maki. d-wave superconductor as a model of high-Tc superconductors. Phys.
Rev. B, 49:1397–1402, 1994. 19, 71, 83, 95, 97
[99] M. R. Norman, D. Pines, and C. Kallin. The pseudogap: friend or foe of high-Tc ? Advances in
Physics, 54(8):715–733, 2005. 20
[100] S. Kawasaki, M. Yashima, Y. Kitaoka, K. Takeda, K. Shimizu, Y. Oishi, M. Takata, T. C.
Kobayashi, H. Harima, S. Araki, H. Shishido, R. Settai, and Y. Ōnuki. Pressure-induced uncon-
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R. Küchler, M. Loewenhaupt, C. Geibel, and F. Steglich. Nature of the A Phase in CeCu2Si2.
Phys. Rev. Lett., 92:136401, 2004. 22, 23
[142] O. Stockert, E. Faulhaber, K. Schmalzl, W. Schmidt, H. S. Jeevan, M. Deppe, C. Geibel, T. Ci-
chorek, T. Nakanishi, M. Loewenhaupt, and F. Steglich. Peculiarities of the antiferromag-
netism in CeCu2Si2. Journal of Physics: Conference Series, 51(1):211, 2006. 22
[143] P. Gegenwart, M. Lohmann, M. Lang, R. Helfrich, C. Langhammer, M. Köppen, C. Geibel,
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