Abstract. This paper studies the hierarchy of local minimums of a polynomial in the space. For this purpose, we first compute H-minimums, for which the first and second order optimality conditions are satisfied. To compute each H-minimum, we construct a sequence of semidefinite relaxations, based on optimality conditions. We prove that each constructed sequence has finite convergence, under some generic conditions. A procedure for computing all local minimums is given. When there are equality constraints, we have similar results for computing the hierarchy of critical values and the hierarchy of local minimums. Several extensions are discussed.
Introduction
Let f be a polynomial in x := (x 1 , . . . , x n ). A point u ∈ R n (the space of ndimensional real vectors) is a local minimizer of f if there exists ǫ > 0 such that f (u) is the smallest value of f on the ball B(u, ǫ) := {x ∈ R n | x − u ≤ ǫ}. (Here · is the standard Euclidean norm on R n .) Such f (u) is called a local minimum of f . The set of all local minimums of f is always finite, if it is not empty. This is because f achieves only finitely many values on the points where its gradient vanishes (cf. [16] ). We order its local minimums monotonically as ν 1 < ν 2 < · · · < ν N . We call ν r the r-th local minimum of f . The sequence {ν r } is called the hierarchy of local minimums of f . This paper studies how to compute this hierarchy.
Clearly, if u is a local minimizer of f , then the gradient ∇f (u) = 0 and the Hessian ∇ 2 f (u) 0 (positive semidefinite). Conversely, if ∇f (u) = 0 and ∇ 2 f (u) ≻ 0 (positive definite), then u is a strict local minimizer (cf. [1] ). This is a basic fact in nonlinear programming. If ∇f (u) = 0, regardless of ∇ 2 f (u) 0, u is called a critical point (or stationary point sometimes). When u is a critical point, if ∇ 2 f (u) 0 but is singular, we can not conclude that u is a local minimizer. In such cases, higher order derivatives are required to make a judgement. Indeed, it is NP-hard to check whether a critical point is a local minimizer or not (cf. [15] ). To see this, consider the special case that f is a quartic form (i.e., a homogeneous polynomial of degree four). The origin 0 is always a critical point of such f . However, 0 is a local minimizer of f if and only if f is nonnegative everywhere. So, checking local optimality at 0 is equivalent to checking whether f is nonnegative everywhere. As is known, checking nonnegativity of quartic forms is NP-hard.
However, for generical cases, checking local optimality is easy. For a degree d, let R[x] d denote the set of all real polynomials in x with degrees ≤ d. As shown in [20] , there exists an open dense subset Z of R [x] d such that for all f ∈ R[x] d \Z, a point u is a local minimizer of f if and only if ∇f (u) = 0 and ∇ 2 f (u) ≻ 0. In other words, for generic f , the conditions ∇f (u) = 0 and ∇ 2 f (u) ≻ 0 are sufficient and necessary for u to be a local minimizer. This fact has been observed in computations.
We would like to remark that a polynomial might have no local minimizers, even if it is bounded from below. For instance, the polynomial x 2 1 + (x 1 x 2 − 1) 2 is bounded from below by zero, but does not have any local minimizer. This is because 0 is the unique critical point but the Hessian is indefinite at it. Its infimum over R 2 is zero, but it is not achievable. When the smallest local minimum ν 1 equals the infimum of f over R n , i.e., f has a global minimizer, there exists much work on computing ν 1 , e.g., Lasserre [9] , Parrilo [21] , Parrilo and Sturmfels [22] . These methods are based on sum of squares (SOS) relaxations, and they can get ν 1 for many cases. When SOS relaxations are not exact, the value ν 1 can not be found by them. In such cases, the gradient SOS relaxation method by the author, Demmel and Sturmfels [16] is useful. A major advantage of this method is that we can always get ν 1 if a global minimizer exists (cf. [16, 18] ). If f does not have a global minimizer, this method might get a value that is not ν 1 . For instance, when this method is applied to x 2 1 + (x 1 x 2 − 1)
2 , we get the value 1, which is not a local minimum. Recently, there is much work on polynomial optimization. We refer to Lasserre [11] , Laurent [12] , Marshall [14] and Scheiderer [25] .
Beyond the above, little work has been done for computing the hierarchy of local minimums, by using semidefinite programming and sum of squares relaxations. If f is unbounded from below, how can we determine whether it has a local minimizer or not? If it has one, how can we compute the smallest local minimum ν 1 ? If it does not, how can we get a certificate for the nonexistence of ν 1 ? For k > 1, if ν k exists, how can we compute it? If ν k does not exist, how can we identify its nonexistence? To the best of the author's knowledge, these questions were mostly open.
Contributions This paper studies how to compute the hierarchy of local minimums, by using semidefinite programming and sum of squares techniques.
First, we study how to get the hierarchy of local minimums of a polynomial f in the space R n . We use the first and second order optimality conditions
in constructing semidefinite relaxations. A point satisfying (1.1) is called an Hminimizer, and such f (u) is called an H-minimum. To compute an H-minimum, we construct a sequence of semidefinite relaxations, using Lasserre type moment relaxations. We prove that each constructed sequence has finite convergence to an H-minimum, under some generic conditions. We give a procedure for compute all H-minimums. After they are computed, we show how to extract the hierarchy of local minimums from them. The results are shown in Section 3. Second, we study how to compute the hierarchy of local minimums when there are equality constraints. Like the unconstrained case, there are also finitely many critical values and finitely many local minimum values. To compute each critical value, we construct a sequence of semidefinite relaxations, by using optimality conditions. We show that the constructed sequence has finite convergence. We give a procedure for compute all real critical values. Once they are found, we show how to extract the hierarchy of local minimums from them. The results are shown in Section 4. Third, we discuss some possible extensions of the above results. This is shown in Section 5. We begin with a review of necessary backgrounds in Section 2.
Preliminaries
Notation The symbol N (resp., R, C) denotes the set of nonnegative integral (resp., real, complex) numbers. The symbol R[x] := R[x 1 , . . . , x n ] denotes the ring of polynomials in x := (x 1 , . . . , x n ) with real coefficients. Let N
For a real number t, ⌈t⌉ denotes the smallest integer that is greater than or equal to t. For a positive integer k, denote [k] := {1, 2, . . . , k}. The superscript T denotes the transpose of a matrix or vector. For a measure µ, supp(µ) denotes its support.
2.1. Ideals, varieties and real algebra. Here we review some basic facts in real and complex algebraic geometry. We refer to [2, 3] for details.
, h denotes the smallest ideal containing all h i , which equals the set
. The k-th truncation of the ideal h , denoted as h k , is the set
A complex variety is the set of common complex zeros of some polynomials. A real variety is the set of common real zeros of some polynomials. For a polynomial tuple h, its complex and real varieties are denoted respectively as
A polynomial σ is said to be a sum of squares (SOS) if σ = p . . , g t ), its quadratic module is the set
The k-th truncation of Q(g) is the set
For polynomial tuples h and g, the sum h + Q(g) is called archimedean if there exists p ∈ h + Q(g) such that p(x) ≥ 0 defines a compact set in R n . When h + Q(g) is archimedean, if a polynomial f is positive on the set {h(x) = 0, g(x) ≥ 0}, then f ∈ h + Q(g) (cf. Putinar [23] ). For convenience, denote
We say that y admits a representing measure supported in a set T if there exists a Borel measure µ such that its support supp(µ) ⊆ T and
with deg(q) ≤ 2k. The k-th localizing matrix of q, generated by a tms
q (y) is called a moment matrix and is denoted as
The columns and rows of L Let g = (g 1 , . . . , g t ) be a tuple of polynomials in R[x], and denote
t).
The reverse is typically not true. Let d g = max j {1, ⌈deg(g j )/2⌉}. If y satisfies (2.3) and the rank condition
then y admits a measure supported in S(g). This was shown by Curto and Fialkow [4] . When (2.3) and (2.4) hold, the tms y admits a unique representing measure µ on R n ; moreover, the measure µ is r-atomic with r = rank M k (y) (i.e., supp(µ) consists of r distinct points) and supported in S(g). The points in supp(µ) can be found by solving some eigenvalue problems (cf. Henrion and Lasserre [6] ). For convenience, we say that y is flat with respect to g ≥ 0 if (2.3) and (2.4) are both satisfied.
For a tuple h = (h 1 , . . . , h m ) of polynomials, consider the semialgebraic set
Clearly, E(h) = S( h, −h ). We say that y ∈ R For two tms' y ∈ R N n 2k and z ∈ R N n 2l with k < l, we say that y is a truncation of z, or equivalently, z is an extension of y, if y α = z α for all α ∈ N n 2k . Denote by z| d the subvector of z whose entries are indexed by α ∈ N n d . Thus, y is a truncation of z if z| 2k = y. Throughout the paper, if z| 2k = y and y is flat, we say that y is a flat truncation of z. Similarly, if z| 2k = y and z is flat, we say that z is a flat extension of y. Flat extension and flat truncation are proper criteria for checking convergence of Lasserre's hierarchy in polynomial optimization (cf. [19] ).
ℓ×ℓ be a symmetric matrix polynomial, i.e., H is an ℓ × ℓ symmetric matrix and each entry H ij is a polynomial in R [x] . The k-th localizing matrix of H, generated by y ∈ R N n 2k , is the block symmetric matrix L (k)
Each block is a standard localizing matrix.
ℓ , denote
Then, one can verify that for all
ℓ×ℓ be the cone of all possible sums a 1 a
ℓ×ℓ is the cone Σ[x]. The quadratic module of H is
The k-th truncation of Q(H) is defined as
Consider the semialgebraic set
, we say that y is flat with respect to H 0 if
is flat with respect to a polynomial matrix inequality H 0, then it admits a unique representing measure; moreover, this measure is rank M k (y)-atomic, and is supported in S(H).
Proof. Because of M k (y) 0 and the rank condition in (2.1), the tms y admits a unique measure µ on R n , and µ is r-atomic, where r = rank M k (y), by Theorem 1.1 of Curto and Fialkow [4] . Let supp
This implies that y is flat with respect to the inequality ξ T H(x)ξ ≥ 0. Again, by Theorem 1.1 of [4] , y admits a unique measure and it is supported in the set
This is true for all ξ ∈ R ℓ , so supp(µ) ⊆ S(H).
The hierarchy of local minimums in R n
This section studies how to find the hierarchy of local minimums of a polynomial f in the space R n . First, we need to compute H-minimums.
The set of all H-minimums of f is always finite. We order them as
The value f r is called the r-th H-minimum of f . Since N is typically not known in advance, we denote f ∞ := max k f k , the biggest H-minimum.
3.1.
The smallest H-minimum. Clearly, the smallest H-minimum f 1 is equal to the optimal value of the problem
Since (3.1) has a polynomial matrix inequality, we apply the hierarchy of semidefinite relaxations (k = 1, 2, . . .):
∇ 2 f (y) 0. In the above, f xi is the partial derivative of f with respect to x i . This kind of relaxations was introduced in Henrion and Lasserre [7] . The dual problem of (3.2) is
(See §2 for the notation ∇f 2k and Q k (∇ 2 f ).) The properties of the relaxations (3.2) and (3.3) are summarized as follows.
Theorem 3.1. Let H(f ) be the set of H-minimizers of f and f 1 be the smallest H-minimum if it exists.
(i) If (3.2) is infeasible for some k, then H(f ) = ∅ and f has no local minimizers.
unbounded from above and (3.2) is infeasible.
is finite and H(f ) = ∅, then, for all k big enough, every optimizer y * of (3.2) has a truncation y * | 2t that is flat with respect to ∇f = 0 and ∇ 2 f 0.
Remark 3.2. For generic f , the real variety V R (∇f ) is finite (cf. [17] ). So, the assumption that V R (∇f ) is compact or finite is almost always satisfied. When y * | 2t is flat, it admits a finite measure µ supported in V R (∇f ) ∩ {∇ 2 f 0} by Prop. 2.1. In such case, each point in supp(µ) is a minimizer of (3.1) and ϑ
* has a flat truncation y * | 2t ) to check the convergence of ϑ
k . We refer to [6, 19] . Among the set of all optimizers of (3.2), if rank M k (y * ) is maximum and y * | 2t is flat, then we can get all H-minimizers associated to f 1 . When (3.2) is solved by primal-dual interior point methods, an optimizer y * with rank M k (y * ) maximum is often computed. We refer to Laurent [12, §6.6 ].
Proof of Theorem 3.1. (i) This is obvious, because (3.2) is a relaxation of (3.1).
(ii) Since V R (∇f ) is compact, the ideal ∇f is archimedean, because − ∇f 
Thus, for all k big enough, (3.3) is unbounded from above, which then implies the infeasibility of (3 .2) 
where
Up to shifting f by a constant, we can assume that
To prove the item (iii), it is enough to show that there exists N * such that, for all ǫ > 0, we have
In the following, we show how to construct such desired σ ǫ and φ ǫ .
ki ∈ G i for some k i ∈ N. So,
Thus, we have
for some real scalars c j (ǫ). The degree is q ǫ ℓ is independent of ǫ > 0. 
, which is independent of ǫ. The complex varieties of the ideals G i are disjoint from each other. Applying Lemma 3.3 of [18] 
Since q
For all i = ℓ, q ǫ i is independent of ǫ. There exists N 2 > 0 such that for all
Combining the above, we know that if N * ≥ max 0≤i≤4 N i , then
for all ǫ > 0. From the constructions of σ ǫ i and a i , we know their degrees are independent of ǫ. So, σ ǫ ∈ Q N * (∇ 2 f ) for all ǫ > 0, if N * is big enough. Therefore, (3.6) is proved.
(iv) Since V R (∇f ) is finite, by Proposition 4.6 of Lasserre, Laurent and Rotalski [10] , there exists t > 0 such that for every y that is feasible in (3.2), the truncation y| 2t is flat with respect to ∇f = 0. Since deg(∇f ) = deg(∇ 2 f ) + 1 and
∇ 2 f (y) 0, y| 2t is also flat with respect to ∇ 2 f 0. The conclusion follows since y * is feasible.
3.2.
Bigger H-minimums. Suppose the r-th H-minimum f r is known. We want to check whether f r+1 exists or not; if it does, we compute it. For δ > 0, consider the problem (3.8)
Clearly,
To solve (3.8), we propose the following hierarchy of semidefinite relaxations (k = 1, 2, · · · ):
The dual problem of (3.9) is
Theorem 3.3. Let f r be the r-th H-minimum of f , and f ∞ be the biggest one.
(i) If (3.9) is infeasible for some k, then (3.8) is infeasible and f r + δ > f ∞ .
(ii) If V R (∇f ) ∩ {f (x) ≥ f r + δ} is compact and f r + δ > f ∞ , then, for all k big enough, (3.10) is unbounded from above and (3.9) is infeasible.
δ} is finite and f r + δ ≤ f ∞ , then for all k big enough, every optimizer y * of (3.9) has a truncation y * | 2t that is flat with respect to ∇f = 0, f − f r − δ ≥ 0 and ∇ 2 f 0.
Remark 3.4. As in Remark 3.2, the conditions in Theorem 3.3 are almost always satisfied; we often get all H-minimizers on which f equals H > (f r + δ), when (3.9) is solved by primal-dual interior point methods.
Proof of Theorem 3.3. (i) This is clear, because (3.9) is a relaxation of (3.8).
(ii) By the compactness of V R (∇f )∩{f (x) ≥ f r +δ}, we know ∇f 
So, for k > 0 big enough, (3.10) is unbounded from above and (3.9) is infeasible.
(iii) This can be proved in the same way as for Theorem 3.1(iii). Here, we only list the differences. First, we can get the decompositions (3.4) and (3.5). Note that
. . , t. Up to shifting f by a constant, we can assume H > (f r + δ) = 0. Choose the index ℓ > 0 such that v ℓ = 0. Like (3.6), it is enough to show that there exists N * such that, for all ǫ > 0,
For i = 0, 1, . . . , ℓ, we can construct σ ǫ i in the same way as in in the proof of Theorem 3.1(iii).
For i = ℓ + 1, . . . , t, we have v i < 0. By the assumption,
0, because otherwise we can get the contradiction H > (f r + δ) ≤ v i < 0. By Corollary 22 of Klep and Schweighofer [8] , there exists τ i ∈ Q(f − f r − δ) + Q(∇ 2 f ) such that 1 + τ i ∈ G i . Then, we construct σ ǫ i similarly as in the proof of Theorem 3.1(iii). The rest of the proof is same.
(iv) The proof is same as for Theorem 3.1(iv), by using Remark 4.9 of Lasserre, Laurent and Rotalski [10] .
Note that
We typically do not know if δ < f r+1 − f r or not. Here, we introduce a trick to verify this. Consider the optimization problem (3.12)
The following lemma is obvious.
Lemma 3.5. For δ > 0, H < (f r + δ) = f r if and only if δ < f r+1 − f r .
The optimal value H < (f r + δ) can be computed by solving a hierarchy of semidefinite relaxations that are similar to (3.9). Similar properties like in Theorems 3.1 and 3.3 can be proved. For cleanness of the paper, we omit them here. Once f r is known, we can determine f r+1 by the following procedure: 0. Choose a small positive value of δ. 1. Compute the optimal value H < (f r + δ) of (3.12). 2. Solve the hierarchy of (3.9). a) If (3.9) is infeasible for some k and H < (f r + δ) = f r , then f r = f ∞ and stop. b) If (3.9) is infeasible for some k but H < (f r + δ) > f r , then decrease the value of δ and go to Step 1. c) If (3.9) is feasible for all k, we generally get H > (f r + δ) for k big. If H < (f r + δ) = f r , then f r+1 = H > (f r + δ) and stop; otherwise, decrease the value of δ and go to Step 1. Once f r+1 is computed, we use the same procedure to detect whether f r+2 exist or not; if it does, we can get it. This process can be repeated to get all H-minimums.
Extracting local minimum values.
Once all H-minimums f 1 , . . . , f N are computed, we can get the hierarchy of local minimums from them. As mentioned in Remarks 3.2 and 3.4, for each f r , we often get all the associated H-minimizers, when (3.9) is solved by primal-dual interior points methods.
Let u be an H-minimizer of f , i.e., ∇f (u) = 0 and
is singular, we cannot make such a judgement. For ρ > 0, consider the optimization problem
Clearly, u is a local minimizer of f if and only if f (u) = f u,ρ for some ρ > 0. This fact can be applied to verify local optimality of u. The optimal value f u,ρ can be computed by using the Jacobian SDP relaxation method in [18] .
3.4. Examples. The semidefinite relaxations (3.2), (3.9) can be solved by software YALMIP [13] on moment relaxations. We first apply the procedure at the end of §3.2 to get all H-minimums, and then extract the hierarchy of local minimums. We got f 1 = 0, achieved at (±1, ±1). The Hessian ∇ 2 f is positive definite on (±1, ±1), so f 1 is the smallest local minimum. The second H-minimum f 2 = 1, achieved on the two lines (t, 0),(0, t). Since (2, 0) is a local minimizer (verified by solving (3.13)), f 2 is the second local minimum. We have f ∞ = f 2 , because (3.9) is infeasible for (k, δ) = (3, 0.001) and They are all local minimums, because because ∇ 2 f ≻ 0 at the H-minimizers. We have f ∞ = f 5 , because (3.9) is infeasible for (k, δ) = (4, 0.01) and H < (f 5 + 0.01) = f 5 . There are five local minimum values. It is unbounded from below, so it has no global minimizers. Its H-minimums are computed as follows r f r H-minimizers local optimality 1 −549.9848 (1.9175, 0.0000, 1.7016) minimizer 2 0.0000 (0.0000, 0.0000, 0.0000) saddle point
The value f 1 is the smallest local minimum, because ∇ 2 f ≻ 0 at the H-minimizer. The value f 2 is not a local minimum, because the origin is not a local minimizer. (When restricted to the line x 1 = x 2 = 0, 0 is not a local minimizer). The relaxation (3.9) is infeasible for (k, δ) = (3, 0.1), and
There is only one local minimum value.
The hierarchy of local minimums with equality constraints
In this section, we study how to compute the hierarchy of local minimums when there are equality constraints. Consider the problem
A point u is a critical point of (4.1) if there exists λ = (λ 1 , . . . , λ m ), the vector of Lagrange multipliers, satisfying
We call such (u, λ) a critical pair and f (u) a critical value. Clearly, (u, λ) is a critical pair if and only if (u, λ) is a stationary point of the Lagrangian function
So, the problem (4.1) always has finitely many critical values. Suppose the real variety V R (h) is smooth, i.e., the gradients ∇h 1 (x), . . . , ∇h m (x) are linearly independent for all x ∈ V R (h). If u is a local minimizer of (4.1), then there exists λ ∈ R m such that (u, λ) is a critical pair, and the second order necessary condition holds:
(Denote by a ⊥ the orthogonal complement to a.) Conversely, if (u, λ) is a critical pair and the second order sufficiency condition holds:
then u is a strict local minimizer. In short, for u to be a local minimizer, (4.2) and (4.3) are necessary conditions, while (4.2) and (4.4) are sufficient conditions (cf. [1] ). However, for generic polynomials, (4.2) and (4.4) are sufficient and necessary for u to be a local minimizer (cf. [20] ). In this paper, we only consider real critical points and real critical values. For convenience, we just call them critical points and critical values. We order the critical values of (4.1) monotonically as
The value c r is called the r-th critical value. Let c ∞ := max i c i . Denote by C(f, h) the set of all critical points of (4.1). We first compute critical values c r , and then extract the hierarchy of local minimums of (4.1) from them.
4.1.
The smallest critical value. Clearly, every critical point u belongs to the determinantal variety
When V R (h) is smooth, every point in D(f, h)∩V R (h) is a critical point. We consider the general case that m < n and V R (h) is smooth. (When m = n, the feasible set in (4.1) is generically a finite set, and each feasible point is critical.) Let φ 1 , . . . , φ K be a minimum set of defining polynomials for D(f, h). As shown in [18, Section 2],
and the polynomials φ i can be chosen as
for j = 1, . . . , K, where J i1,...,im+1 denotes the (m + 1)-by-(m + 1) submatrix of ∇f (x) ∇h 1 (x) · · · ∇h m (x) with row indices i 1 , . . . , i m+1 . For convenience, let φ := (φ 1 , . . . , φ K ). When V R (h) is smooth, each critical value c i of (4.1) is a feasible objective value of the optimization problem
and vice versa (cf. [18] ). Consider Lasserre's hierarchy for solving (4.6) (k = 1, 2, · · · ):
The dual problem of (4.7) is (4.8) θ
(1)
) be the set of critical points of (4.1), and c 1 be the smallest critical value if it exists.
(i) The set C(f, h) = ∅ if and only if (4.7) is infeasible for some k.
optimizer y * of (4.7) has a truncation y * | 2t that is flat with respect to h = 0 and φ = 0. Remark 4.2. As in Remarks 3.2 and 3.4, for generic (f, h), the set C(f, h) is finite (cf. [17] ). A good criterion of checking the convergence of θ
k is that y * has a flat truncation y * | 2t . When (4.7) is solved by primal-dual interior point methods, we often get all the minimizers of (4.6), which are critical points associated to c 1 .
Proof of Theorem 4.1. (i) Note that (4.7) is a relaxation of (4.6). If (4.7) is infeasible for some k, then (4.6) must be infeasible, which implies that C(f, h) = ∅.
Conversely, if C(f, h) = ∅, then (4.6) is infeasible, because V R (h) is smooth. By Real Nullstellensatz (cf. [2, Corollary 4.1.8]), we have
This implies that for all k big, (4.8) is unbounded from above and hence (4.7) is infeasible.
(ii)-(iii) Since V R (h) is smooth, every feasible point of (4.6) is a critical point, and its objective value is a critical value. The minimum value of (4.6) is the smallest critical value c 1 of (4.1). Since (4.1) has no inequality constraints, the relaxations (4.7) and (4.8) is equivalent to the Jacobian SDP relaxations (2.8) and (2.11) in [18] . Therefore, the item (ii) can be implied by Theorem 2.3 of [18] , and the item (iii) can be implied by Corollary 4.3 of [19] .
4.2.
Bigger critical values. Suppose the r-th critical value c r of (4.1) is known. We want to compute the next bigger one c r+1 , if it exists. For δ > 0, consider the problem (4.9)
Clearly, C > (c r + δ) is the smallest critical value ≥ c r + δ. We apply Lasserre's hierarchy to solve (4.9) (k = 1, 2, · · · ):
The dual problem of (4.10) is
The properties of (4.10) and (4.11) are summarized as follows. 
δ} is finite and c r + δ ≤ c ∞ , then for all k big enough, every optimizer y * of (3.9) has a truncation y * | 2t that is flat with respect to h = 0, φ = 0 and f − c r − δ ≥ 0. Remark 4.4. As in Remark 4.2, the set C(f, h) is almost always finite. When (4.10) is solved by primal-dual interior point methods, we often get all the critical points on which f ≥ c r + δ.
Proof of Theorem 4.3. (i) If (4.10) is infeasible for some k, then (4.9) must be infeasible, because (4.10) is a relaxation of (4.9).
Conversely, if (4.9) is infeasible, then c r + δ > c ∞ and the feasible set of (4.9) is empty. By Positivstellensatz (cf. [2, Corollary 4.4.3] ),
This implies that (4.11) is unbounded from above for all big k > 0, which then implies that (4.10) is infeasible, by weak duality.
(ii) By weak duality, it holds that for all k
It is enough to show that there exists N * > 0 such that, for all ǫ > 0, 
Up to shifting f by a constant, we can further assume that C > (c r + δ) = v t = 0. Corresponding to (4.13), the ideal h + φ has a primary decomposition (cf. [26, Chapter 5] )
By repeating the same argument at the end of the proof of Theorem 3.1(iii), we can show that if N * is big enough, then, for all ǫ > 0,
So, (4.12) is proved, and hence the item (ii) is true.
(iii) This can be implied by Theorem 2.6 of [19] , because the hierarchy of (4.11) has finite convergence and (4.9) has finitely many minimizers.
Clearly, if 0 < δ < c r+1 − c r , then C < (c r + δ) = c r+1 . To check if δ < c r+1 − c r or not, we consider the problem (4.14)
The following lemma is obvious. The optimal value C < (c r + δ) can also be computed by solving a hierarchy of semidefinite relaxations that are similar to (4.10). Similar properties like in Theorem 4.3 hold. For cleanness, we omit them here. Once c r is known, c r+1 can be determined by the following procedure: 0. Choose a small positive value of δ. 1. Compute the optimal value C < (c r + δ) of (4.14). 2. Solve Laserre's hierarchy of (4.10).
-If (4.10) is infeasible for some k and C < (c r + δ) = c r , then c r = c ∞ and stop.
-If (4.10) is infeasible for some k but C < (c r + δ) > c r , then decrease the value of δ and go to Step 1.
-If (4.10) is feasible for all k, then we generally get
when k is big. If C < (c r + δ) = c r , then c r+1 = C > (c r + δ) and stop; otherwise, decrease the value of δ and go to Step 1. After c r+1 is obtained, we can use the same procedure to determine c r+2 . By repeating this process, all critical values can be obtained.
Extracting local minimums.
Suppose all critical values c 1 , . . . , c N are computed. We want to check whether they are local minimums or not. By Remarks 4.2 and 4.4, we often get all critical points associated to each c r .
Let u be a critical point with f (u) = c r . Clearly, if u satisfies the second order sufficiency condition (4.4), then u is a strict local minimizer. Similarly, if u violates the second order necessary condition (4.3), then u is not a local minimizer. For generic cases, (4.4) is sufficient and necessary for a critical point to be a local minimizer (cf. [20] ). The resting, but also difficult, case is that u satisfies (4.3) but not (4.4) . Note that u is a local minimizer of (4.1) if and only if f (u) is the optimal value of
for a small ρ > 0. The Jacobian SDP relaxation method in [18] can be applied to solve (4.15) . Therefore, the local optimality of u can be verified by solving (4.15) for a small ρ > 0. For cleanness, we omit the details here. Note that a critical point u is a local maximizer of (4.1) if and only if u is a local minimizer of −f over h = 0. So, the local maximality can also be checked by similar conditions like (4.3) and (4.4). If u is neither a local minimizer nor a local maximizer, then u is a saddle point.
4.4.
Examples. The semidefinite relaxations (4.7), (4.10) can be solved by software GloptiPoly 3 [5] and YALMIP [13] . We first apply the procedure at the end of §4.2 to get all critical values, then decide their local optimality. 
Some extensions
The problems discussed in this paper can be extended in several ways.
Critical values in R
n . The approach in Section 4 can be applied to get all critical values of a polynomial in the space R n . When there are no constraints, the polynomials φ j in (4.5) are just the partial derivatives of f . Thus, if the r-th critical value c r is computed, the next bigger one c r+1 is the optimal value of min f (x) s.t. ∇f (x) = 0, f (x) ≥ c r + δ, The approach in Section 3 can be applied to get H-minimums. Once they are obtained, we then check whether they are local minimums. N ] ). Then, the approach in Section 4 can be applied to get all critical values. Properties like in Theorems 4.1 and 4.3 also hold. For more general closed semialgebraic sets, we refer to [18] on how to get polynomials ϕ i .
