




















Arbitrary accuracy iterative phase estimation algorithm as a two qubit benchmark
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We show how the quantum phase estimation algorithm can be performed iteratively, to arbitrary
precision, with a single ancillary qubit. We suggest using this algorithm as a benchmark for multi-
qubit implementations. Furthermore we describe in detail the smallest possible realization, using
only two qubits, and exemplify with a superconducting circuit. We discuss the fault tolerance of the
algorithm, and show that 20 bits of precision is obtainable, even with very limited gate accuracies.
Solid-state quantum computing is now entering the
stage of exploration of multi-qubit circuits. Coherent
two-qubit coupling has been experimentally realized for
all major types of superconducting qubits [1, 2, 3, 4, 5,
6, 7, 8, 9, 10, 11], and two-qubit gates have been demon-
strated for charge [8], phase [9, 10] and flux qubits [11].
The question then arises, what useful tasks can be per-
formed having at hand a very limited amount of qubits?
Here we propose to employ the Phase Estimation
Algorithm (PEA), which can be implemented with just
two qubits. Furthermore, we suggest how to use this
algorithm to characterize (benchmark) qubit circuits.
The PEA is an algorithm to determine the eigenvalue
of a unitary operator Uˆ ; it is closely related to the
Quantum Fourier Transform (QFT), which is a key ele-
ment of many quantum algorithms, e.g., Shor’s factoring
algorithm [12] and in general Abelian Stabilizer type of
problems [13]. The algorithm’s practical importance was
first noticed by Abrams and Lloyd [14], and recently
emphasized by Aspuru-Guzik et al. [15] simulating
quantum computation of the lowest energy eigenvalue
of several small molecules. It is clear that the PEA will
be one of the important algorithms in future quantum
information processing applications, and how accurately
a phase can be determined will be an important figure
of merit for any implementation.
The textbook [16] implementation of this algorithm re-
quires n qubits representing the physical system in which
Uˆ operates, and m ancillary qubits for the work regis-
ter. The number m determines the algorithm’s precision
1/2m, i.e the number of accurate binary digits extracted.
This approach was used in the only experimental imple-
mentation (liquid state nuclear magnetic resonance) so
far [17], where two ancillary qubits were used to measure
the phase of a single qubit operator.
In this letter we describe in detail an iterative algo-
rithm using a single ancillary qubit, yielding an arbitrary
number of accurate binary digits of the phase. This is
of practical importance since the number of qubits will
be a limiting factor in the foreseeable future. Our cir-
cuit builds on the PEA proposed by Kitaev [13], which
also requires only a single ancillary qubit. However, in
our version of the algorithm, the bits of the phase are
measured directly, without any need for classical post-
processing. Moreover, each bit in our approach has to be
measured only once, compared to log(m) times in Ref. 13.
When the phase φ has a binary expansion with no more
than m bits, our algorithm deterministically extracts all
bits, in contrast to Kitaev’s algorithm which is always
probabilistic.
Theoretically the accuracy of the algorithm is limited
only by the number of iterations, but in practice it will be
limited by experimental imperfections. Thus, the exper-
imentally maximally obtainable accuracy may serve as a
benchmark for any multi-qubit implementation. On the
other hand, the effect of gate imperfections and finite
coherence times may be compensated by repeating the
measurement of each bit a number of times. Because of
this the PEA accuracy can be high, even with moderate
gate fidelities.
For benchmarking purposes a setup is needed where
the phase to be measured can be set to an arbitrary
value. We describe in detail such an implementation in a
system of two superconducting qubits. Introducing gate
noise, we also perform a fault tolerance analysis, indi-
cating which gates are most critical, and we calculate
the number of repetitions needed as a function of noise
levels.
Iterative PEA. To describe the iterative phase estima-
tion algorithm, we start with the most naive implementa-
tion shown in Fig. 1. The upper line is the ancillary qubit
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FIG. 1: Naive implementation of the phase estimation algo-
rithm.
which is measured, and the lower line describes the qubits
representing the physical system in which Uˆ operates.
Initially the ancillary qubit is set to |0〉 and the lower
line register to an eigenstate |Ψ〉 of the operator Uˆ with
eigenvalue ei2piφ. Right before the measurement the sys-
tem state is 12
[(
1 + ei2piφ
) |0〉+ (1− ei2piφ) |1〉] |Ψ〉, giv-
ing the probability P0 = cos
2 (piφ) to measure ”0”. By re-
peating this procedure N times, P0 can be determined to
2an accuracy of 1/
√
N . Thus, one needs at least N ∼ 22m
repetitions to obtain m accurate binary digits of φ.
This can be improved drastically [13] with the as-
sumption that the controlled-Uˆ2
k
gates are available.
For each k, 1 ≤ k ≤ m, the controlled-Uˆ2k−1 gate






. After a number of repetitions,
the ratio of resulting zeros and ones is used as an estimate
for the fractional part of 2k−1φ. A classical polynomial
algorithm is then used to assemble φ from the fractional
parts. The whole algorithm performs estimation of φ
with precision 1/2m+2 and error probability ≤ ε with
runtime complexity O(m log(m/ε)) in its quantum part.
Let us consider the following modification of the above
described procedure: first evaluate less significant digits
and then use the obtained information to improve the
quantum part of the search for more significant digits.
The information transfer is done with an extra single
qubit Z-rotation that we insert into the circuit, as shown
in Fig. 2. Note that k is iterated backwards from m to
1. A similar approach has been used in different contexts
[21].







FIG. 2: The kth iteration of the iterative phase estimation
algorithm. The feedback angle depends on the previously
measured bits through ωk = −2pi(0.0xk+1xk+2 . . . xm), and
ωm = 0.
We first assume the phase φ to have a binary expansion
with no more than m bits, φ = (0.φ1φ2 . . . φm000 . . .). In
the first iteration (k = m) we apply a controlled-Uˆ2
m−1
gate, and measure the mth bit of the expansion. The
probability to measure ”0” is P0 = cos
2 [pi(0.φm00 . . .)],
which is unity for φm = 0 and zero for φm = 1.
Thus, we extract the first bit φm deterministically. In
the second iteration (k = m − 1) we measure on the
(m − 1)th bit. The phase of the first qubit before the
Z-rotation is 2pi(0.φm−1φm00 . . .), and performing a Z-
rotation with angle ωm−1 = −2pi(0.0φm), the measure-
ment probability becomes P0 = cos
2 [pi(0.φm−100 . . .)].
Thus, using feedback we measure also the second bit de-
terministically, and generally using the feedback angle
ωk = −2pi(0.0φk+1φk+2 . . . φm) we find that all m bits of
φ will be extracted deterministically.
Denoting the first m bits of the binary expansion of
the phase φ as φ˜ = 0.φ1φ2 . . . φm, there is in general a
remainder 0 ≤ δ < 1, defined by φ = φ˜ + δ2−m. The
probability to measure φm in the first iteration of our
algorithm is cos2 (piδ/2). If φm was measured correctly,
the probability to measure φm−1 in the second iteration
is cos2 (piδ/4), and so on. Thus, the overall probability








which is the same outcome probability as the textbook
phase estimation, based on the QFT [16]. For δ ≤ 1/2
the best m-bit approximation to φ is indeed φ˜, while
for δ > 1/2 rounding up to φ˜ + 2−m is better. The
probability to extract φ˜ + 2−m is P (1 − δ). The success
probability P (δ) decreases monotonically for increasing
m. In the limit m→∞, we find the lower bound for the
probability to extract the best rounded approximation
to φ as P (1/2) = 4/pi2. Best rounding implies an error
smaller than 2−(m+1), while an accuracy of 2−m implies
that we accept both answers φ˜+2−m and φ˜. The success
probability is then P (δ) + P (1 − δ), with a lower bound
of 8/pi2. In conclusion, our algorithm determines the
phase with accuracy 1/2m and with an error probability
ε < 1− 8/pi2, which is independent of m.
We may lower the error probability by repeating the
measurement of the first few bits a limited number of
times, and using simple majority voting. From the bino-
mial distribution it is clear that the bitwise error prob-
abilities decrease exponentially with the number of rep-
etitions. Also, because of the feedback procedure the
bare error probability sin2(pi 2k−m−1δ) already decreases





extra measurements to obtain an error
probability smaller than ε, independently of m. This
is to be compared with Kitaev’s algorithm where every
bit has to be measured O [log (m/ε)] times.
Actually, our circuit can also be derived from the clas-
sically controlled QFT transform described by Griffiths
and Niu [18, 19]. Classically controlled QFT has recently
been demonstrated experimentally by Chiaverini et al.
[20]. Additionally, Cheung [22] recently improved the
bounds for the Approximate QFT, where small rotations
below a certain limit are neglected. These results
apply also to our algorithm, indicating that the ac-
curacy needed in the Z-rotations is only logarithmic inm.
Benchmark circuit. The minimal system for imple-
menting the iterative PEA is a two qubit system, where
only one of the qubits needs to be read out. So far,
we have taken for granted that we are supplied with
an efficient implementation of the controlled-Uˆ2
k
gates.
With ”efficient” is usually understood that the resources
needed scale polynomially with k, or ideally are indepen-
dent of k. From the work of Barenco et al. [23] we know
an explicit construction of any controlled-Uˆ gate, where
Uˆ is an arbitrary single qubit gate. This construct in-
volves three single qubit gates and two controlled-NOT
(CNOT) gates. Thus, for an arbitrary single qubit gate
Uˆ , it is straightforward to calculate Uˆ2
k
, from which we
3may implement controlled-Uˆ2
k
with no more than three
single qubit gates and two CNOT gates. This is obvi-
ously efficient, since the number of gates is independent
of k.








where α is an arbitrary rotation angle. The advantages of
this operator are: 1) it is diagonal in the qubit eigenbasis,
thus the initial preparation of its eigenstate is straight-
forward, 2) the phase to be measured can be controlled
directly, and 3) controlled powers of this gate are gener-
ated by a single entangling CPHASE gate, which can be
directly implemented using longitudinal, ZZ qubit-qubit
coupling [26]. Switching the interaction on during the
time T results in the two-qubit gate exp [iλ(Z1 ⊗ Z2)T ].
As shown in Fig. 3, a step of the iterative PEA can
be implemented using one ZZ-gate, and in addition only
three single qubit gates. The phase we are measuring is
in this case set by the coupling strength, α2k−1 = λT ,
rather than by the free qubit energy that is the case using
















FIG. 3: A gate sequence implementing the k-th step of the
iterative phase estimation algorithm, on a two qubit system
with switchable longitudinal (ZZ) qubit-qubit interaction.
For superconducting charge and charge-phase qubits,
direct ZZ coupling can be physically realized by induc-
tive interaction of persistent currents circulating in the
qubit loop-shaped electrodes, connected via a coupling
Josephson junction [24, 25, 26]. Operating the qubits
where their charging energy turns to zero optimally pro-
tects them from charge noise, which is the dominating
source of decoherence. At this point the qubit Hamil-
tonians reduce to the Josephson term, which commutes
with the coupling term.
An alternative straightforward way to produce the
CPHASE gate is to couple the charge qubits capacitively
to a linear cavity with a variable resonant frequency:
then sweeping through the qubit-cavity resonances gen-
erates the CPHASE gate [27].
For charge qubits with direct capacitative coupling, bi-
ased at the optimal point, the coupling term is transverse
and has XX symmetry in the qubit eigenbasis [7]. The
same is true for capacitively coupled phase qubits [9],
and also for the superconducting flux qubits biased at an
optimal working point, where they are shielded from the
dominating flux noise. In the latter case, the inductive
Josephson term disappears from the qubit Hamiltonian,
and the most natural inductive qubit-qubit interaction
possesses XX symmetry. To perform an entangling gate
operation in this case, dynamical control schemes have
been suggested [28, 29], effectively eliminating the single
qubit Z-terms, and thus reducing the Hamiltonian to a
pure interaction term. Since the resulting two-qubit gate,
exp [iλ(X1 ⊗X2)T ], can be transformed into a ZZ-gate
using single qubit Hadamard gates, the iterative PEA
can be implemented also in the case of transverse cou-
pling using a circuit of complexity similar to Fig. 3.
Fault tolerance analysis. There are numerous imagin-
able sources of error, in all parts of the algorithm from
initialization via gate manipulation to readout. With
our setup initialization will probably be accurate, but
the gates will certainly suffer from imperfections due to
environmental noise. The unitary operation of the ith
gate can be parameterized as a rotation of a certain an-
gle ϕi around some axis (X, Z, ZZ or XX). In the sim-
plest case of tunable terms in the qubit Hamiltonian,
the angle is simply a product of the strength of the cor-
responding control or interaction term in the Hamilto-
nian λi and the time Ti the interaction is switched on,
ϕi = λiTi. Assuming precise timing, a fluctuating in-
teraction/control strength λi → λi + δλi, due to envi-
ronmental noise, leads to fluctuations in the rotation an-
gle ϕi → ϕi(1 + δλi/λi). In our simulations we assume
the fluctuations being evenly distributed in the interval
−∆/2 ≤ δλi/λi < ∆/2, where ∆ is a dimensionless pa-
rameter, indicating the strength of the noise. As an ex-
ample, for ∆ = 1 a pi/2 X-rotation will be replaced with
an X-rotation with a random angle, evenly distributed
between pi/4 and 3pi/4. In Fig. 4 the algorithm’s success
probability, as a function of the noise level (∆) is shown.























FIG. 4: The success probability of the algorithm to correctly
determining the phase α, with precision better than 2−10, as
a function of the noise level ∆. The curves show errors in
all Z, X, ZZ-coupling gates separately, as well as in all gates
simultaneously.
As can be seen the algorithm is quite robust towards
4errors up to ∆ ∼ 0.3 (for m = 10), and the ZZ-coupling
gate is the most sensitive gate. However, even with larger
noise levels, an accurate phase estimation can be per-
formed using repeated measurements of each bit.
Below Eq. (1) we discussed how to increase the success
probability above 8/pi2 by repeated measurements of the
least significant bits. In the presence of external noise
∆ > 0 there is a finite error probability for all bits, so
repeated measurements of all bits are needed. Still, it is
better to repeat the measurement of each bit, instead of
repeating the whole sequence, since the information from
the less significant bits are used to improve the success
probability measuring the more significant bits. When
the external noise dominates over the intrinsic errors aris-
ing from the remainder δ, the error probability per bit
εk is almost independent of the bit position k. Since the
residual error goes down exponentially with the number
of repeated measurements, and the overall error prob-
ability is approximately ε = mεk, the total number of
measurements is then proportional to m log (m/ε).
We have simulated our iterated algorithm using the
previously mentioned error model and the same noise
level for all gates. In Fig. 5 we plot the total number of
measurements needed to obtain the phase α with preci-
sion better than 2−m, with an error probability ε < 0.05.

























FIG. 5: The total number of measurements needed to obtain
the phase α with precision better than 2−m, with an error
probability ε < 0.05. The noise level ∆ is the same for all
gates.
As one can see, repeated bitwise measurement works
well up to rather high noise levels. Above a certain noise
level (∆ > 0.8) the number of required iterations per
bit grows more rapidly. In principle this is not a prob-
lem, but experimentally one may then anticipate prob-
lems with the long-term stability of the setup.
In conclusion, we have described an algorithm for de-
termining the phase of an eigenvalue to an operator Uˆ ,
with arbitrary number of accurate binary digits, using
only one measurement per bit. The algorithm uses only
one ancillary qubit, and thus it can be implemented on
a two qubit system. It is robust towards external noise,
and using repeated measurements per bit, the phase can
be accurately determined even for rather low gate fideli-
ties. We believe phase estimation will be an essential
part of future applications of quantum computing, and
propose that the number of accurate binary digits can be
used as a benchmark for multi-qubit implementations.
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