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Let G = (V , E) be an undirected graph with n vertices embedded in a metric space. We
consider the problem of adding a shortcut edge in G that minimizes the dilation of the
resulting graph. The fastest algorithm to date for this problem has O (n4) running time
and uses O (n2) space. We show how to improve the running time to O (n3 logn) while
maintaining quadratic space requirement. In fact, our algorithm not only determines the
best shortcut but computes the dilation of G ∪ {(u, v)} for every pair of distinct vertices u
and v .
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In areas such as VLSI design, telecommunication, and distributed systems, a problem often arising is that of intercon-
necting a set of sites in a network of small cost. There are many different ways of measuring the cost of a network, such as
its size, total length, minimum and maximum degree, diameter, and dilation (also known as stretch factor).
Spanners are sparse or economic representations of networks, making them important geometric structures in the areas
mentioned above. They have received a great deal of attention in recent years, see e.g. [7,2,8].
A t-spanner is a graph embedded in a metric space such that, for any pair of vertices in this graph, the graph distance
between them is at most t times their metric distance. The smallest t such that a graph is a t-spanner is called the dilation
of the graph.
Most algorithms construct networks from scratch, but frequently one is interested in extending an already given network
with a number of edges such that the dilation of the resulting network is minimized.
Farshi et al. [3] considered the following problem: given a graph G = (V , E) with n vertices embedded in a metric space,
ﬁnd a vertex pair (u, v) ∈ V × V (called a shortcut) such that the dilation of G ∪ {(u, v)} is minimized. They gave a trivial
O (n4) time and O (n2) space algorithm for this problem together with various approximation algorithms.
In this paper, we present an O (n3 logn) time and O (n2) space algorithm for the above problem. This algorithm not only
computes the best shortcut but returns a table T with a row and a column for every vertex in G such that for any pair of
distinct vertices u and v , T (u, v) is the dilation of G ∪ {(u, v)}.
The organization of the paper is as follows. In Section 2, we give various basic deﬁnitions and assumptions. In Section 3,
we present one of the key ideas of the paper which gives a more eﬃcient way of obtaining the dilation of edge-augmented
graphs. We present our algorithm and prove its correctness in Sections 4 and 5, we show that the above time and space
bounds hold. In Section 6, we consider the case where the given graph is disconnected. Finally, we make some concluding
remarks and pose open problems in Section 7.
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2. Basic deﬁnitions and assumptions
Let G = (V , E) be an undirected graph embedded in metric space (V ,d) and assume that G is connected.
Given two vertices u, v ∈ V , a shortest path between u and v is a path in G between u and v for which the sum of
lengths of the edges of the path is minimal. We denote by dG(u, v) the length of such a path.
We deﬁne the dilation δG(u, v) of a pair of distinct vertices u, v ∈ V as dG(u, v)/d(u, v). The dilation of G is deﬁned as
δG = max
u,v∈V ,u =v δG(u, v).
In the following, G denotes an undirected, connected graph (V , E) embedded in metric space (V ,d) and we deﬁne
n = |V |.
3. Upper envelope of functions
In this section, we consider the upper envelope of certain functions which will help us to compute the dilation of graphs
obtained from G by the addition of a shortcut (a single edge).
Let u, v , and w1 be three ﬁxed vertices of G such that u = v and let w2 be a fourth vertex of G (not ﬁxed).
Let G ′ = G ∪ {e} be the graph obtained by adding shortcut e = (w1,w2) to G . Suppose that dG(u,w2) < dG(u,w1) +
d(w1,w2). Then no shortest path in G ′ from u traverses e in the direction w1 → w2. Let x = dG(u,w2) + d(w2,w1). Since
we have not ﬁxed w2, we can regard x as a non-negative variable depending on w2.
Let us analyze how δG ′ (u, v) changes as a function of x. For x = 0, if x + dG(w1, v) > dG(u, v) then a shortest path
between u and v in G ′ cannot traverse e in direction w2 → w1. By the above, a shortest path between u and v in G is also
a shortest path between u and v in G ′ . This will also hold when x increases so δG ′ (u, v) is just a constant function of x.
Now, suppose x + dG(w1, v) dG(u, v) for x = 0. Then there will be a shortest path from u to v in G ′ with a subpath
traversing e in direction w2 → w1 (by the inequality dG(u,w2) < dG(u,w1)+d(w1,w2) above). As x increases it gets more
and more expensive to use this subpath and thus δG ′ (u, v) increases; the increase in δG ′ (u, v) is a linear function of the
increase in x. Eventually, x+ dG(w1, v) dG(u, v) and it will be cheaper to use a shortest path from u to v in the original
graph G so δG ′ (u, v) will no longer increase but stay constant (as a function of x).
To be more precise, deﬁne constants a = 1/d(u, v), b = dG(w1, v)/d(u, v), and c = δG(u, v). Then x (c − b)/a is equiv-
alent to the inequality x+ dG(w1, v) dG(u, v) above, giving
δG ′(u, v) = min{c,ax+ b} =
{
c if x c−ba ,
ax+ b if x c−ba .
Hence, the dilation between u and v in G ′ may be expressed as a piecewise linear function δ(x) of the length x  0 of a
shortest path among those paths in G ′ from u to w1 having e as their last edge.
We refer to the graph of δ(x) as a staircase step, see Fig. 1(a). Assuming (c − b)/a > 0, the part of the graph on interval
[0, (c − b)/a] is a line segment with slope a, which we refer to as the left leg of δ(x).
If (c − b)/a 0, we deﬁne the left leg of δ(x) to be the degenerate line segment with slope a starting and ending in the
point (0, δ(0)).
The part of the graph on interval [max{0, (c − b)/a},∞) is a horizontal halﬂine, called the right leg of δ(x).
We deﬁne the slope of δ(x) to be the slope a of its left leg.
The left and right leg of δ(x) meet in a single point. We refer to this point as the tip of δ(x).
Now, suppose we ﬁx only u and w1. For each v ∈ V \ {u}, we obtain a staircase step expressing the dilation between u
and v in G ′ . We deﬁne s(u,w1) to be the staircase function representing the upper envelope of the union of all these staircase
steps as a function of x 0, see Fig. 1(b). Note that this function is piecewise linear and non-decreasing.
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In this section, we present our algorithm and prove its correctness.
Initially, dG(u, v) is computed and stored for each (u, v) ∈ V × V , and a table T with an entry for each ordered pair of
vertices of G is initialized.
Let (w1,w2) be a pair of distinct vertices of V . At termination, entry T (w1,w2) will hold the maximum dilation in G ∪
{(w1,w2)} over a certain set of vertex pairs. Similarly, entry T (w2,w1) will hold the maximum dilation in G ∪ {(w1,w2)}
over another set of vertex pairs. As we shall see, the union of these two sets cover all pairs of distinct vertices, implying
that
max
{
T (w1,w2), T (w2,w1)
} = δG∪{(w1,w2)}. (1)
A subsequent step may update T in Θ(n2) time such that T (w1,w2) = δG∪{(w1,w2)} for all w1 = w2. A best shortcut is
then a pair (w1,w2) minimizing T (w1,w2).
The algorithm consists of a loop which iterates over all vertices of G . Let w1 be the vertex in the current iteration. First,
staircase functions s(u,w1) are computed for each u ∈ V . Then for each vertex w2 = w1, entry (w1,w2) in T is set to
T (w1,w2) = max
{
s(u,w1)(x)
∣∣ u ∈ V , dG(u,w2) < dG(u,w1) + d(w1,w2)},
where x = dG(u,w2) + d(w2,w1). This is well-deﬁned since u = w2 satisﬁes dG(u,w2) < dG(u,w1) + d(w1,w2). Note that
x and the inequality in the deﬁnition of T (w1,w2) are the same as in the previous section.
The following theorem shows the correctness of our algorithm.
Theorem 1.When the above algorithm terminates, (1) holds for each pair (w1,w2) of distinct vertices.
Proof. Let (w1,w2) be any pair of distinct vertices of G and let G ′ = G ∪ {(w1,w2)}. For any u ∈ V for which dG(u,w2) <
dG(u,w1) + d(w1,w2) holds,
s(u,w1)
(
dG(u,w2) + d(w2,w1)
) = max
v∈V \{u} δG
′(u, v).
Similarly, for any u ∈ V for which dG(u,w1) < dG(u,w2) + d(w2,w1) holds,
s(u,w2)
(
dG(u,w1) + d(w1,w2)
) = max
v∈V \{u} δG
′(u, v).
Furthermore, for any u ∈ V , either dG(u,w2) < dG(u,w1) + d(w1,w2) or dG(u,w1) < dG(u,w2) + d(w2,w1) for otherwise
we get the contradiction
dG(u,w2) + d(w2,w1) dG(u,w1)
 dG(u,w2) − d(w1,w2)
< dG(u,w2) + d(w2,w1),
where the strict inequality follows from the assumption that w1 = w2. Thus, at termination,
max
{
T (w1,w2), T (w2,w1)
} = max
u,v∈V ,u =v δG
′(u, v) = δG ′ ,
as requested. 
5. Running time and space requirement
In this section, we show that the algorithm of the previous section has O (n3 logn) running time and O (n2) space
requirement. We will need the following lemma.
Lemma 1. Given vertices u and w1 , the graph of staircase function s(u,w1) consists of O (n) line segments and one halﬂine and can
be computed in O (n logn) time when dG(w1, v) and dG(u, v) are precomputed for all v ∈ V . Furthermore, when this graph is given,
s(u,w1)(x) can be computed in O (logn) time for any x 0.
Proof. Note that when dG(w1, v) and dG(u, v) are precomputed for all vertices v , each staircase step may be computed in
constant time.
We represent the graph of s(u,w1) as a polygonal chain P . To construct P , we start by computing each staircase step
and the tip with maximum x-coordinate, say xmax. The upper envelope of P to the right of xmax is the upper envelope of
O (n) horizontal halﬂines and may be computed in O (n) time. The upper envelope of P on interval [0, xmax] is the upper
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time. It follows that P may be constructed in O (n logn) time.
Clearly, P consists of line segments and exactly one halﬂine. We need to show that the number of line segments is O (n).
Consider constructing P by iteratively adding staircase steps in non-decreasing order of slope. Let Pi be the upper
envelope of the ﬁrst i staircase steps.
Upper envelope P1 consists of exactly one line segment (and one halﬂine). For i > 1, the left leg of the ith staircase step
si intersects Pi−1 at most once due to the order of staircase steps. Since the right leg is horizontal, it cannot intersect Pi−1
more than once. Hence, Pi has at most two more line segments than Pi−1.
One ﬁne point: a degeneracy may occur if the left leg of si overlaps with a line segment of Pi−1. It is easy to see that in
this case, Pi cannot contain more line segments than Pi−1, again due to the order of the staircase steps.
Since there are O (n) staircase steps, the above shows that P consists of O (n) line segments.
Since s(u,w1) is a non-decreasing function of x, we may apply a binary search in P to compute s(u,w1)(x) for any x 0.
Since P consists of O (n) line segments, this takes O (logn) time. 
We are now ready for the main result of this section.
Theorem 2. The algorithm described in Section 4 has O (n3 logn) running time and O (n2) space requirement.
Proof. To prove the time bound, ﬁrst observe that computing all-pairs shortest paths takes O (n3) time with the Floyd–
Warshall algorithm [4] (faster algorithms exist, see e.g. [1], but they will not improve the asymptotic running time of our
algorithm).
Furthermore, the graph of each staircase function is computed exactly once throughout the course of the algorithm.
Hence, by Lemma 1, the total time spent on computing these functions is O (n3 logn). Once the staircase functions have
been computed, computing an entry of T takes O (n logn) time by Lemma 1. Since T has n2 entries, computing T takes
O (n3 logn) time. When all entries in T have been computed, ﬁnding the best shortcut takes O (n2) time. Hence, the total
running time of the algorithm is O (n3 logn).
Space requirement is bounded by that of the Floyd–Warshall algorithm and the space for storing the staircase functions,
the shortest path lengths, and the table T . The Floyd–Warshall algorithm requires Θ(n2) space. Clearly, T and the shortest
path lengths can be stored using a total of Θ(n2) space. In each iteration of the algorithm, we only store n staircase
functions. By Lemma 1, they take up a total of O (n2) space. 
6. Disconnected graph
Recall our assumption that G is connected. In this section, we show that some simple modiﬁcations of our algorithm
allow us to handle the case where G is disconnected without affecting the worst-case running time and space requirement
of the algorithm.
Note that if G consists of more than two connected components, G has inﬁnite dilation and no single edge can be added
to G to reduce the dilation, making the problem we consider trivial. Since there are eﬃcient algorithms for determining
the connected components of a graph, we may therefore restrict our attention to the case where G consists of exactly two
connected components and assume that these two components have been computed.
So let G1 = (V1, E1) and G2 = (V2, E2) be the subgraphs deﬁning the two connected components of G . For all shortcuts
(w1,w2) ∈ V1 × V1 ∪ V2 × V2, we set T (w1,w2) = ∞ since they leave the graph disconnected and hence leave the dilation
of the graph unchanged.
As for the other entries in T , consider a pair of vertices (w1,w2) in V1 × V2 and let G ′ = G ∪ {(w1,w2)}. Let u = v be
two vertices of V . If u, v ∈ V1 or u, v ∈ V2 then clearly δG ′(u, v) = δG(u, v).
Now assume that v ∈ V1 and u ∈ V2. Then
δG ′(u, v) = ax+ b,
where x = dG(u,w2) + d(w2,w1), a = 1/d(u, v), and b = dG(w1, v)/d(u, v). Comparing this with the results of Section 3,
we see that we in effect obtain staircase steps with no right leg. We let s(u,w1) denote the staircase function representing
the upper envelope of the staircase steps obtained from each v ∈ V1 as a function of x.
To determine all entries T (w1,w2) of T where (w1,w2) ∈ V1 × V2, we make the following small changes to the algo-
rithm of Section 4. The loop only iterates over vertices w1 ∈ V1. Furthermore, we only compute staircase functions s(u,w1)
for u ∈ V2 and we set
T (w1,w2) = max
{
δG1 , δG2 , max
{
s(u,w1)(x)
∣∣ u ∈ V2}}
for each w2 ∈ V2 with x deﬁned as above.
By the above it follows that, at termination, the modiﬁed algorithm satisﬁes
max
{
T (w1,w2), T (w2,w1)
} = δG∪{(w1,w2)}
for all distinct pairs of vertices w1 and w2 in G .
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in the proof of Lemma 1, we pick a maximum x-value in order to consider line segments instead of halﬂines. Pick, say, the
largest x-value ever needed by the algorithm). The graph of s(u,w1) has complexity O (n) and when it is given, s(u,w1)(x) can
be computed in O (logn) time for any x 0; the proof of these claims is similar to the proof of Lemma 1.
From the above and from the results of Section 5, it follows easily that all entries of T can be computed in O (n3 logn)
time using O (n2) space when G is disconnected.
7. Concluding remarks
We presented an O (n3 logn) time and O (n2) space algorithm for the problem of computing the best shortcut of a graph
G = (V , E) with n vertices embedded in a metric space. This improves upon a previous bound of O (n4) time and O (n2)
space [3]. Our algorithm in fact solves a harder problem, namely that of computing the dilation of G ∪ {(u, v)} for each pair
of distinct vertices u and v .
Based on ideas of this paper, the open problem stated in [3] of whether there exists a linear space algorithm with o(n4)
running time for ﬁnding the best shortcut is solved in [6]. We pose the following problems. Is our algorithm optimal in
terms of running time? Is it possible to extend our results to the more general case of adding a constant number of edges
to G?
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