We address the problem of scheduling a set of generic tasks to be performed in nitely often without preemption on nitely many parallel processors. These tasks are subject to a set of uniform constraints, modeled by a uniform graph G. The problem is to nd a periodic schedule that minimizes the cycle time. Although the problem is NPhard, we show that the special case where G is a circuit can be solved in polynomial time. We then study the structure of the set of solutions in the general case and determine several dominant subsets of schedules by analyzing the periodic structure of the allocation function and the induced uniform constraints on the schedule. In particular, we prove the dominance of circular schedules, in which the occurrences of any task are successively performed by all the processors. Finally, we propose a greedy heuristic that provides a good circular schedule.
Introduction
Cyclic scheduling nds important applications in both production systems and parallel computers. The problem we address in this paper arises from such an application: performing a vector loop with loop carried data dependencies on nitely many parallel processors. A set of generic tasks, corresponding to the computation of the loop body, is subject to a set of generic precedence constraints corresponding to the data dependencies. If the number of iterations is very large compared to the size of the loop body, it can be considered as in nite and a schedule minimizing the cycle time can be sought. The solution of the cyclic scheduling problem provides an e cient program for the parallel computer. Moreover, the resolution algorithms can be implemented in compilers of high-level languages.
Up to now, cyclic scheduling problems have been studied from several points of view, depending on the target application. We can mention 9, 10, 13, 14, 17, 18] that studied cyclic job-shops and related problems.
In presence of parallel identical processors, few theoretical results have been established. Most of the authors described heuristics that have been applied to loop scheduling problems: software pipelining techniques. In 1], a list schedule is performed on the successive occurrences of the generic tasks until a periodic structure is detected. The other studies focus on periodic schedules. Greedy heuristics that de ne task priorities to solve the resource con icts within a given period are presented in 5, 11] . A general resolution method that makes use of any algorithm solving the m-processor classical makespan minimization problem in a cyclic context is described in 6, 8] . This approach led to a heuristic with an asymptotic performance ratio bounded by 3 for the problem addressed in this paper 8]. We can also mention 15] that studied the problem with in nitely many processors, assuming that the tasks of one iteration are performed sequentially by one processor. It has been proved to be NP-hard, and the authors provide e cient heuristics.
So up to now, no exact algorithm has been provided for this problem, and thus it is di cult to know the real performance of the usual heuristics on large problems. We aim at studying the structure of the set of schedules in order to provide dominance properties that might be used by e cient algorithms, in particular branch and bound enumeration procedures as in 9] for the recurrent job-shop problem.
The results presented here are based on the study of the basic cyclic scheduling problem 2, 3, 4] that is a cyclic version of the basic project scheduling problem, usually solved by CPM/PERT algorithms. The solution of this problem and its main properties are reviewed in section 2. We de ne in section 3 our target problem, establish its NP-hardness and discuss the periodicity of its solutions. We show that permutation schedules, for which the allocation function is de ned by a permutation, are dominant.
Particular attention is paid to circular schedules, for which the occurrences of any task are processed successively by all the processors according to a circular permutation. Indeed, we present in section 4 the study of the uniform circuit for which we prove that a circular schedule can be provided in polynomial time using a version of the Mc Naughton algorithm for preemptive scheduling 12] .
In a classical scheduling problem on parallel processors any schedule de nes an order on the tasks on each processor. Once this order is known, the minimum makespan can be provided easily by computing the critical path of a precedence graph.
The same kind of feature is shown in section 5 for our cyclic scheduling problem. We prove that a set of uniform constraints modeled by a tie-breaking graph, representing some kind of cyclic ordering of tasks, can be associated with a schedule, and that conversely a tie-breaking graph de nes a subset of schedules with a given periodicity of the allocation function. The best one in this subset can be provided by computing the critical circuit of a uniform graph. This characterization allows us to prove that circular schedules, corresponding to tie-breaking circuits, are dominant.
Finally, in section 6 we propose a greedy heuristic that builds a tie-breaking circuit step by step, and provides a good periodic schedule.
The basic cyclic scheduling problem
This section is devoted to the basic cyclic scheduling problem, in which no resource constraints are considered. This problem has already been studied with di erent approaches based on algebra, graph theory, Petri nets, or empirical methods 2,3,4]. We rst de ne the problem and then recall the main results that we use in the next sections. The missing proofs can be found in 2] and 9].
Problem de nition
The basic cyclic scheduling problem is characterized by a set of generic tasks denoted by T = f1; . . . ; ng whose processing times are denoted by p i , i 2 T. The k th occurrence of task i is denoted by < i; k >.
A schedule assigns a starting time t(i; k) 2 IR to each occurrence < i; k >. The cycle time w( ) of is de ned by: A uniform constraint is a 3-tuple (i; j; h) where i and j are two generic tasks and h is an integer. A schedule meets the uniform constraint (i; j; h) if for any natural number k, t(j; k + h) t(i; k) + p i . Notice that the non-reentrance constraints (i; i; 1) are assumed.
These constraints will be implicit in the following.
A uniform constraint may model a recurrence in a vector loop, where h is the depth of the recurrence, or a bound on the work-in-process in a production system.
The set of uniform constraints is modeled by a uniform graph (G = (T; E); L; H) whose vertices are the generic tasks. L : E ?! IN denotes the length function and H : E ?! ZZ denotes the height function on the arcs of G. A uniform constraint (i; j; h) is modeled by an arc e ij from i to j whose length is p i and whose height is h.
Example: Figure 1 shows an instance of the basic cyclic scheduling problem. Each arc is labeled by a couple (l; h) that represents its length and its height. 
Preliminary results
The basic cyclic scheduling problem is a cyclic version of the basic project scheduling problem, the solution of which is characterized by the critical paths of the precedence graph (CPM/PERT algorithms). Critical circuits generalize this notion for BCSP. The most usual way to compute a potential on a nite graph ? is to set u(i) to be the maximum value of a path from a xed source node s to node i.
The developed graph ( G ; ) of G is an in nite valued graph whose nodes are the occurrences of the generic tasks : < i; k >; i 2 T; k 1. Any arc e ij of G induces a family of arcs of G as follows: 8k max(1; 1 ? H(e ij )),/quad there is an arc denoted by e k ij from node < i; k > to node < j; k + H(e ij ) > whose valuation is p i :
(e k ij ) = p i .
G represents the usual precedence constraints on the occurrences of the generic tasks. From now on we assume that the uniform graphs we consider are consistent.
The following lemma shows that the height of a circuit indicates the maximum number of tasks of the circuit that may be processed concurrently. This property will be useful in presence of resource constraints. Lemma 2.1 Let C be a circuit of G. Let us denote by T C the set of nodes of C. There exist constants K i ; i 2 T C such that the set of nodes A = f< i; k >; k K i ; i 2 T C g can be partitioned into H(C) disjoint in nite paths of G .
Proof
Assume without loss of generality that the tasks of C are indexed from 1 to q. Let us denote by h i the height of the arc between node i and node i + 1 for i < q, and by h q the height of the arc between q and 1. We set K 1 = 1 ? In order to introduce the second theorem, we need some additional de nitions.
If is a path of G, the length L( ) (resp. the height H( )) is the sum of the lengths (resp. heights) of the arcs of . If H( ) 6 = 0, the value of is de ned by W( ) = L( ) Moreover, one can de ne an earliest schedule that achieves this lower bound by performing the tasks as soon as possible. Although it is optimal, the earliest schedule has a complex periodic structure in its steady state, and its transitory part may be long 3]. In order to make the implementation easier, a time-periodic schedule is often sought:
A schedule is time-periodic with period w if for each generic task i, t(i; k) = t i + w (k ? 1) , where t i = t(i; 1) 0. w is the cycle time of and the vector t = (t 1 ; . . . ; t n ) is called a generic schedule. Thus a time-periodic schedule is denoted by = (t; w).
Let us de ne the amplitude of an arc e ij of G with respect to the cycle time w to be : a w (e ij ) = L(e ij ) ? wH(e ij ).
For a given time-periodic schedule with cycle time w, the uniform constraints are met if and only if for any arc e ij of G, t j ? t i a w (e ij ).
It can be shown that time-periodic schedules are dominant schedules for the basic cyclic scheduling problem. Theorem 2.2 There exists an optimal time-periodic schedule = (t; w(G)) for BCSP that can be computed in time O(n 3 log n). Moreover, for any w w(G), = (t; w) is a feasible schedule if and only if t is a non-negative potential on the graph (G; a w ).
So one way to obtain an optimal generic schedule is to compute the paths with maximal amplitude w.r.t. w(G) on the graph G.
Example: Figure 2 depicts the graph (G; a w ) where w = 6:5 is the optimal cycle time value. In the circles a potential on this graph is given, leading to the optimal schedule pictured in gure 3. 3 Periodic scheduling on parallel processors
We now consider a set of generic tasks subject to uniform constraints that must be periodically performed by nitely many parallel processors. This section establishes the NPhardness of the problem and discusses the periodicity of schedules. Permutation schedules, for which the allocation of the tasks of any iteration is the output of a given permutation applied to the allocation of the previous iteration, are de ned. We study their properties (periodicity, equivalence between permutations). We then establish that permutation schedules are dominant.
3.1 Problem de nition and lower bound on the cycle time An instance of the Periodic Scheduling on Identical Processors problem, in short PSIP, is de ned by a uniform graph (G; L; H) and an integer m : the tasks are to be processed on m identical processors. In this context a feasible schedule assigns a starting time t(i; k) 0 and a processor r(i; k) to each occurrence < i; k > of a generic task i so that each processor performs at most one task per unit of time and the uniform constraints are met. The problem is to determine a feasible time-periodic schedule with a minimum cycle time.
Notice that time-periodic schedules are not dominant for the cycle time minimization in presence of a limited amount of processors 14]. However, they are easy to implement and their structure induces interesting properties that will be presented below.
The resource constraint can be expressed as for non cyclic problems in terms of starting times only as follows: at each time t, there are at most m occurrences of tasks that are being processed simultaneously. However, the study of the feasible allocation functions will be useful to determine the structure of the set of schedules, as we shall see in the next sections.
If we relax either the uniform constraints or the resource constraint, we get the following bound for PSIP:
) is a lower bound on the cycle time.
Problem complexity
PSIP is a cyclic version of the classical m-processor makespan minimization problem SIP, an instance of which is de ned by the number of processors m, a set of tasks T and an arbitrary acyclic graph ? representing the precedence constraints. Now, any instance of SIP can be formulated as an instance of PSIP. Hence the following theorem holds: Now, as there is an arc (end; begin) of height 1, and as there is a path of height 0 from node begin to node end passing through any node i, in any feasible schedule of C(I), the iterations cannot overlap: for any pair of generic tasks (i; j) and for any iteration number k, the occurrence < i; k > is processed before < j; k + 1 >. This implies that the period of any time-periodic schedule is greater than the duration of the generic schedule. Hence is an optimal time-periodic schedule of C(I) if and only if its associated schedule s of I has a minimum makespan.
Hence as SIP is strongly NP-hard, then so is PSIP. This transformation can also be done if m is xed. Thus if m = 2, as the makespan minimization problem is NP-hard then so is its cyclic version.
Periodicity of the allocation function
In this subsection we study the structure of the allocation function r of a time-periodic schedule = (t; w; r). We de ne a dominant subset of schedules, for which the allocation function is de ned by a permutation, and thus can be very easily implemented.
Permutation schedules
Let us de ne the resource periodicity of a schedule as follows: a schedule = (t; w; r) is resource-periodic with period K if :
Resource periodicity is an interesting property in terms of implementation, since it reduces the size of the schedule representation. We now introduce particular resource periodic schedules:
A permutation schedule is a time-periodic schedule = (t; w; r) such that there is a permutation s on f1; ; mg with r(i; k) = s( r(i; k ? 1)) for any k > 1 and any task i 2 T. The allocation function of a permutation schedule is completely de ned by the permutation s and the initial vector r = (r 1 ; ; r n ) with r i = r(i; 1). Thus it is denoted by = (t; w; r; s).
The resource periodicity of a permutation schedule is naturally the degree d s of the permutation s, i.e. the minimum number such that s ds = id.
Example: Figure 5 shows a permutation schedule on 3 processors that satis es the uniform constraints of gure 1.
Let us consider the unique decomposition of s into circular permutations (also called cycles): s = c 1 c ks . The cycles partition the set f1; ; mg into k s subsets C 1 ; ; C ks such that c j is a circular permutation on C j . We assume that the cycles are indexed by t = (2, 7, 1.5, 4.5, 0, 2.25, 3.25, 6.75) w= 6.5, r= (1,1,2,2,1,3,3,3) , s= (1 2 Hence an allocation function is characterized by its equivalence subset, i.e. the cardinality of the cycles of the permutation.
Patterns
We show that it is possible to associate with a permutation schedule a pattern which is the schedule of the generic tasks during a period of in the steady state. We also show how to build a schedule, if there is one, from a given pattern.
For any rational numbers x and w, we de ne :
x div w = x w and x mod w = x ? w(x div w): Let = ( ; w; ) be such that is a n-vector on 0; w) and a n-vector on f1; ; mg. We say that is a feasible pattern if there exists a permutation schedule = (t; w; r; s) whose pattern is .
We call i a borderline task if i + p i > w and we de ne the head and the tail of i to be two tasks with processing times w ? i and i + p i ? w. The other tasks are called inner tasks.
Clearly, a pattern de nes a schedule of makespan w on m processors of all the inner tasks and all heads of borderline tasks. We say that the borderline tasks are schedulable in if their tail can also be scheduled in the idle periods at the beginning of this schedule: We also de ne a valuation on the arcs of G as follows: for any arc e ij , (e ij ). Now, let us consider the resource constraint. Clearly, conditions (b) and (c) imply that at most m generic tasks are being processed concurrently in the steady state of any schedule based on the starting times given by (t; w). So the pattern corresponds to at least one schedule.
We now describe a method for building a permutation from the pattern. By (c) the borderline tasks are schedulable, so that there exists an allocation function f as described above. We then set, for any borderline task i, s Now, it would be interesting to know the kind of periodicity that can be expected from an optimal schedule. In particular, one can ask whether the schedules for which the permutation is the identity function are dominant. The example reported in gure 9 shows that the answer to this question is`no'.
Let us consider 4 generic tasks subject to the uniform constraints depicted in gure 8 and two processors. If all the instances of a generic task must be executed by the same processor, the minimum cycle time is 5 ( Figure 9 ).
When this restriction is relaxed, the optimal value is 4:5 ( Figure 10 ).
We shall prove in the following that permutation schedules = (t; w; r; s) such that s is a circular permutation of the tasks are dominant. We call them circular schedules.
4 A polynomial special case : the uniform circuit
In this section we study the subproblem of PSIP for which the uniform graph is reduced to a circuit. We build a pattern reaching the lower bound on the cycle time, and then Hence a permutation schedule can be built as in theorem 3.2 with the permutation s. Figure 11 reports the pattern on two processors for the circuit reported in gure 8. 
Proof
Obviously, for any time-periodic schedule = (t; w; r), the number of processors required by its execution is at least L(c) w . This bound is achieved by the schedule corresponding to the pattern previously de ned. The maximum number of tasks performed simultaneously is 1 + jfi; i < n; i + p i wgj and there is no idle time between two successive tasks.
More generally, we can derive an upper bound on the number of processors needed by any solution of the basic scheduling problem. Further, we prove the dominance of circular schedules in this case. Thus in any schedule at most H(G) of these tasks are performed concurrently. Now if more than H(G) tasks < i; k i > with at least one of them that do not belong to A were performed concurrently, then the same situation would occur for the tasks < i; k i + p > for any p 1. By choosing p large enough, we would have more than H(G) tasks of A performed concurrently, the contradiction. Hence a schedule on H(G) processors can be de ned from any potential t.
Recall that if we denote by 1 ; ; H(G) the in nite paths above, then p contains all the occurrences < i; k > of task i such that (k ? K i ) mod H(G) = p ? 1. So we can set : r i = (1 ? K i ) mod H(G) + 1, and s(j) = j mod w + 1 in order to de ne a circular allocation function such that the tasks of p are performed by the processor p.
Structure of solutions
In this section we show that the feasible schedules can be structured into subsets, each of them associated with a tie-breaking graph. We show that the best schedule in a subset can be provided in polynomial time by solving an instance of the basic cyclic scheduling problem. This formulation allows us to show that circular schedules are dominant. Such schedules are associated with tie-breaking circuits, and induce new properties of the optimal schedule.
Tie-breaking graphs
Let us consider an instance I of the PSIP problem. A tie-breaking graph for I is a uniform graph (X; L; H) where X = (T; A) is a set of disconnected circuits denoted by X 1 ; ; X q . The length function L is de ned as usual by the processing times of the tasks. The height of any circuit is positive and the sum of the heights H(X) of all the arcs of X is not greater than m. The circuits of X are assumed to be indexed by increasing order of their heights. In order to distinguish the initial uniform constraints from the ones de ned by a tiebreaking graph, we denote an arc of a tie-breaking graph from node i to node j by x ij .
The tie-breaking graph captures the minimum number of uniform constraints that are su cient to meet the resource constraint. Indeed, any potential on a given tie-breaking graph valued by the amplitude induces a permutation schedule that can be performed on m processors and whose periodicity is the least common multiple of the heights of the circuits of X: Theorem 5.1 Let (X; L; H) be a tie-breaking graph and let t be a potential on (X; a w ). There exists a vector and a permutation s = c 1 c q on f1; ; H(X)g with jC j j = H(X j ) such that = (t; w; ; s) meets the resource constraint.
Proof
Let t be a potential on (X; a w ) and let X j be a circuit of X. By theorem 4.2, the restriction of t to the tasks of X j de nes a circular schedule of these tasks on H(X j ) processors. As the circuits of X are disconnected, the circular permutations of these partial schedules can be combined in order to de ne the cycles of a permutation s on f1; ; H(X)g. The same argument holds for the vector . As by the de nition of X we have H(X) m, = (t; w; ; s) meets the resource constraint.
We show now how to build a tie-breaking graph denoted by X from a permutation schedule = (t; w; r; s).
Let us consider two generic tasks i and j such that the occurrence < j; K j > follows immediately < i; K i > on the same processor p = s K i ?1 (r i ) = s K j ?1 (r j ), assuming large values for K i and K j . As is a permutation schedule, 8n > 0, the occurrences < i; K i +n > and < j; K j + n > are also consecutively performed by the same processor. This property can be modeled by a uniform precedence constraint x ij between tasks i and j with length p i and height H(x ij ) = K j ? K i . We build a uniform graph X from all couples of such consecutive tasks and we prove the following theorem: Theorem 5.2 Let = (t; w; r; s) be a permutation schedule. X is a tie-breaking graph. Moreover, if s = c 1 c q , then X is composed of q circuits of heights jC 1 j; jC q j.
Let us consider a couple of tasks (i; j) whose occurrences are performed by the same set of processors (ie. 9a; (r i ; r j ) 2 C 2 a ). There exists a path in X from i to j. Indeed, any task k such that r k 2 C a is performed in nitely often by all the processors of C a .
Thus if we consider an occurrence < i; K i >, there is an occurrence of j that will be performed on the same processor. If we take the nearest occurrence < j; K j > then the tasks performed between them on this processor de ne a path in X . Moreover, the structure of the allocation function implies that each task i has exactly one successor and one predecessor in X . So, X is composed of q circuits. Now, let us consider a task i such that r i 2 C a . By the de nition of permutation schedules, the di erence between two successive occurrences of i on processor p 2 C a is exactly jC a j. So, the height of the circuit of X corresponding to C a is jC a j.
Example: The periodic schedule presented in gure 5 is optimal. Its associated tiebreaking graph is depicted in gure 12.
Dominance of tie-breaking graphs
In this subsection we use the previous properties to describe the set of schedules. We prove that it can be partitioned into subsets, each of them associated with a tie-breaking graph. The best schedule in each subset can be provided in polynomial time by solving an instance of the basic cyclic scheduling problem. Hence the set of tie-breaking graphs de nes a dominant subset of schedules. If is a schedule, then we denote by (GX ; L; H) the folded graph induced by X and G.
As a simple outcome of the previous theorems and of the preliminary properties of the basic cyclic scheduling problem we get the three following results:
Corollary 5.1 If = (t; w; ; s) is a permutation schedule, then t is a potential on the folded graph (GX ; a w ). So this graph has no circuit with non-positive height.
Conversely, any potential on a folded graph de nes a schedule : Corollary 5.2 Let X be a tie-breaking graph with q circuits such that GX has no circuit with non-positive height. The following assertions hold:
(1) Any potential t on (GX; a w ) de nes a permutation schedule = (t; w; ; s).
(2) s = c 1 c q is decomposed into q cycles with jC k j = H(X k ); k = 1; ; q. ( 3) The minimum cycle time of any schedule associated with X is the value of the critical circuit of GX.
We denote by (X) a schedule with minimal cycle time associated with X. We now have the following dominance property: Example: Figure 13 shows the folded graph for our example and its critical circuit, leading to the schedule reported in gure 5. Find a tie breaking graph such that the value of the critical circuit of the induced folded graph is minimum
Dominance of circular schedules
In this subsection, we prove that the schedules associated with tie-breaking circuits are dominant with respect to the cycle time minimization.
Assume that we are given a permutation schedule = (t; w; ; s) and consider a tiebreaking graph X associated with . We are going to prove that if X is composed of q > 1 disjoint circuits, it is always possible to build a schedule 0 with the same cycle time such that X 0 has q ? 1 circuits.
We rst introduce the basic operation on tie-breaking graphs that leads to this result.
For any task i, let us denote by X c(i) the circuit of X containing node i. Let i and j be two nodes such that X c(i) 6 = X c(j) . The predecessor of i (resp. j) on its circuit is denoted by (i) (resp. (j) ).
If h is an integer, we de ne the tie breaking graph X 0 (h) = merge(X; i; j; h) obtained from X as follows: We rst determine particular schedules for which this transformation is always feasible. Lemma 5.2 Let X be a tie-breaking graph and let t be a potential on (GX; a w ). Assume that there are two nodes i and j such that: X c(i) 6 = X c(j) and t j mod w = (t (i) + p (i) ) mod w (1) Then one can nd h such that, if X 0 = merge(X ; i; j; h), t is a potential on (GX 0 ; a w ).
Proof
Assume that (1) holds. There exists an integer such that t j ? t (i) = p (i) + w. If we set h = ? ? H(x (i);i ), we obtain t j ? t (i) = p (i) ?(h + H(x (i);i )) = p (i) ? wH(x (i);j ) In other respects, t i ? t (j) = (t i ? t (i) ) + (t (i) ? t j ) + (t j ? t (j) ). As t is a potential on (GX; a w ), for any edge x (k);k of this graph, t k ? t (k) p (k) ? wH(x (k);k ). So,
Then, we get t i ?t (j) p (j) ?wH(x (j);i ). So, the two potential constraints corresponding to the edges x (i);j and x (j);i are met. Now, starting from some schedule , we intend to modify this schedule until the condition (1) is met. We introduce the basic shifting operation for this purpose.
Let X be a tie-breaking graph, C be a circuit of X, and let t be a potential on (GX; a w ).
We say that t 0 is shifted from t on C by > 0, which is denoted by t 0 = shift(t; C; ) if for any task i of the circuit C, t 0 i = t i + and for any other task t 0 i = t i .
The following lemma describes a feasibility condition for the shifting operation. Lemma 5.3 If t is a potential on (GX; a w ) then t 0 = shift(t; C; ) is still a potential on (GX; a w ) if and only if for any arc e ij of G such that i 2 C and j 6 2 C we have:
Proof Let u ij be an arc of GX from i to j. The associated constraint on t 0 can be expressed as follows: t 0 j ? t 0 i a w (u ij ). As t 0 t, this constraint may be violated only if t 0 i t i and t 0 j = t j , i.e. if i 2 C and j 6 2 C.
Let X be a tie-breaking graph and t be a potential on (GX; a w ). For every couple (i; j) of nodes such that X c(i) 6 = X c(j) , we set ij = (t j ? t i ? p i ) mod w. We de ne the shift index of (X; t) as follows: Proof Let C be a circuit of X, e ij be an arc of G such that i 2 C and j 6 2 C. Then, there exists an integer ij such that t j ? t i ? p i = ij w + ij . As t is a potential, t j ? t i ? p i + wH(e ij ) 0.
So, ij + w(H(e ij ) + ij ) 0. As ij < w we get H(e ij ) + ij 0, so that t j ? t i ? p i + wH(e ij ) ij . Finally, we can shift any schedule so that a merge operation is feasible :
Lemma 5.5 If = (t; w; ; s) is a permutation schedule then there exists a circuit C in X such that t 0 = shift(t; C; ) meets condition (1) As a simple outcome of these lemmas, by applying alternately the shift and merge operations to a schedule and its tie-breaking graph, we obtain a potential on a tie-breaking circuit that induces a circular schedule with the same cycle time as the initial one. So we can state the following result: 1,2,2,1,3,3,3) , s= (1 2 3 
Proof Any circuit in GX k induces a circuit of GX k?1 , with the same height, unless it passes through either the new arc x ik or the other new arc x kj . Let r ki (resp. r jk ) be the path with the shortest height in GX k?1 from k to i (resp. from j to k). As those paths are simple paths, they do not pass through the arc x ij . Hence they are still paths in the graph GX k . Moreover, r ki (resp. r jk ) is the path with minimum height from k to i (resp. j to k) in the new graph that do not pass through the arc x kj (resp. x ik ). Therefore GX k is consistent if and only if the heights are chosen so that H(x ik ) + H(k; i) 1 and H(x kj ) + H(j; k) 1. As H(x ik ) + H(x kj ) = H(x ij ), we can express the previous inequalities as follows : 1 ? H(k; i) H(x ik ) H(j; k) + H(x ij ) ? 1 We now prove that it is always possible to construct a feasible solution by successive insertions. Lemma 6.2 If GX k?1 is consistent, then there exist x ij and h such that insert(k; x ij ; h) yields to a consistent graph.
Assume that for any arc x ij , and for any h, insert(k; x ij ; h) is not feasible. By lemma 6.1, we have H(j; k) + H(k; i) + H(x ij ) 1. Assume without loss of generality that the nodes of the circuit are indexed by 1; . . . ; k ? 1 so that its arcs are x 12 ; x 23 ; . . . ; x k?1;1 .
If k = 2 then we assumed that H(1; 2)+ H(2; 1)+m = 1. But H(1; 2)+ H(2; 1) = 1?m is the height of a circuit in GX 1 , and it cannot be non-positive, hence the contradiction. Let us set a = H(k; 1) and assume that k 2. So, in order to build step by step a feasible solution we just have to nd, at each step, an arc x ij and a value h satisfying (2). The minimal height H must then be updated. Lemma 6.1 and lemma 6.2 guarantee the feasibility of this construction. The remaining problems are to nd a good rule to select the arc x ij to be deleted, and to choose a value h so that the cycle time does not increase too much at each step.
Insertion with bounded cycle time
Let w be an upper bound of the optimal cycle time. This subsection addresses the problem of constructing a feasible schedule with cycle time at most w using the insertion as in the previous paragraph. So let us consider as previously a partial tie-breaking graph X k?1 .
Let us de ne a w : T T ?! Q to be the maximal amplitude with respect to w on the current folded graph GX k?1 : for any two nodes i and j, a w (i; j) is the maximal amplitude of a path in GX k?1 from node i to node j. If k is inserted between i and j, then as previously the circuits with maximal amplitude that could be modi ed by the insertion are those passing either through x ik or through x kj .
From that we deduce the following lemma : 
Proof
Two circuits have to be considered : the rst one (resp. the second) is composed of the path with maximal amplitude from node k to node i (resp. from j to k), and of the new arc x ik (resp. x kj ). Their amplitudes will be respectively a w (k; i) + L(x ik ) ? wH(x ik ) and a w (j; k) + L(x kj ) ? wH(x kj ). As L(x kj ) = p k ; L(x ik ) = p i and H(x kj ) = H(x ij ) ? H(x ik )
we get our result.
Of course, it is not always possible to choose an arc x ij satisfying this condition. However, when any insertion induces a circuit with a positive maximal amplitude we can still continue the insertion as in the previous paragraph to obtain a feasible solution. Moreover, we can compute the value of the critical circuit of the current folded graph and simply update w in order to continue the process based on lemma 6.3.
A construction heuristic scheme
We present here an outline of our heuristic scheme for PSIP. This heuristic can be inserted into a binary search for the optimal cycle time. Example: This heuristic applied to our example on 3 processors yields to the optimal schedule shown in gure 17. The insertions were made as follows : insert(3; x 11 ; 1), insert(7; x 31 ; 1), insert(4; x 37 ; 0), insert(5; x 71 ; 1), insert (8; x 47 ; 0), insert(2; x 13 ; 0) andnally insert(6; x 87 ; 1).
This heuristic can be used in a binary search of the optimal throughput. Starting from a lower bound w ? and an upper bound w + on the optimal cycle time, we can initiate the construction algorithm with value w = w + + w ? 2 . The value w 0 provided by the construction is then the new upper bound on the optimal cycle time. Finally, it is obvious that the behavior of the heuristic will depend on the choices made on the arc to be deleted, on the value of the height parameter of the insertion, and on the indexation of the nodes. We have tested several policies. We mention here the one that seems to be the most interesting as far as we know.
It is easy to compute, for a given arc x ij , the value h in the insertion procedure that minimizes the maximal amplitude of the two new circuits passing respectively through the arcs x ik and x kj . We thus propose to compute this value for all the arcs of the current tie-breaking circuit X and to choose the arc x ij for which the maximal amplitude of the new circuits is minimal when value h is chosen. The hope is that the amplitude will not grow very much at each step.
Besides, we suggest that the tasks should be indexed by decreasing order of their processing times. Thus the bottleneck tasks could be scheduled rst, hence reducing the bad choices at the beginning of the algorithm.
Conclusion
Several heuristics and approximation algorithms had been proposed for the NP-hard problem addressed in this paper. However, these results did not enhance the structure of the set of schedules, so that no exact algorithm had been constructed. We proposed a new approach using the solution of the basic cyclic scheduling problem.
We have shown that the set of schedules can be partitioned into subsets. In a subset, all schedules meet a set of uniform constraints modeled with a tie-breaking graph. Conversely, the uniform constraints de ned by a tie-breaking graph are su cient to meet the resource constraint. Thus the best schedule in each subset can be provided in polynomial time by computing the critical circuit of a uniform graph.
Moreover, we have explained the relations between the structure of an allocation function and the structure of a tie-breaking graph. We have shown that circular schedules, associated with tie-breaking circuits, are dominant.
Clearly, tie-breaking circuits are very well suited for branch and bound enumeration procedures. Each node could be associated with a tie-breaking circuit on a subset of tasks. The computation of some critical circuit could provide the evaluation function. And the insertion heuristic presented in this paper could de ne a good upper bound on the cycle time. However, much work is to be done in order to derive e cient branching rules and bounds on the variable heights of the tie-breaking circuits.
Approaches based on local search can also be considered. The neighborhood of a given schedule can be de ned by swaps of two successive tasks on the tie-breaking circuit.
Hence the results presented in this paper may be useful for constructing new e cient algorithms, as well as for understanding and evaluating the behavior of usual heuristics.
