permutations of the λs and the permutations of the θs. By the Chern-Weil map, any polynomial P ∈ C[λ, θ]
S n ×S k , and every pair of bundles E and F over N of ranks n and k, respectively, produces a characteristic class P(E, F) ∈ H * (N, C). Now Thom's principle reads:
)), there exists a homogeneous polynomial Tp
O ∈ S n,k of degree c, such that for an arbitrary, sufficiently generic map f : N → K, the cycle Z f [O] ⊂ N is Poincaré dual to the characteristic class Tp O (T N, f * T K). The statement may be formulated for more general Diff(C n ) × Diff(C k )-invariant subsets as well, and we will take advantage of this generalization below. The significance of the result is that it allows us to eliminate the map f from our problem. Our focus hence is the computation of the Thom polynomial Tp O for a Diff(C n ) × Diff(C k )-orbit O. The structure of the Diff(C n ) × Diff(C k )-action is rather complicated; even the parameterization of the orbits is difficult. There is, however, a simple invariant on the space of orbits: to each map-germf : (C n , 0) → (C k , 0), we can associate the finite-dimensional nilpotent algebra Af defined as the quotient of the algebra of power series C[[x 1 , . . . , , ). This algebra Af it is trivial if the map-germf is non-singular, and it does not change along a Diff(C n ) × Diff(C k )-orbit. There is an alternate approach, the introduction of contact equivalence of map-germs, which leads to the same notion (cf. [1, 15] ).
In summary, each finite-dimensional nilpotent algebra A, and a pair of integers (n, k) determines a doubly symmetric polynomial Tp
S n ×S k . The computation of this polynomial in general is a difficult problem. A natural first step is to study its dependence on the parameters (n, k) for a fixed algebra.
The first point is that the polynomial Tp n→k A lies in the subring of C[λ, θ] S n ×S k generated by the relative Chern classes (cf. [7, 22] ) defined by the generating series This problem has a rich history. The case d = 1 is the classical formula of Porteous: Tp 1 = c k−n+1 . The case d = 2 was computed by Ronga in [22] . More recently, in [2] , the authors proposed a formula for Tp 3 ; P. Pragacz has given a sketch of a proof for this conjecture [21] . Finally, using his method of restriction equations, Rimányi was able to treat the zero-codimension case [24] (cf. [11] for the case d = 4); he could compute Tp d [n, n] for d ≤ 8.
Our approach is a combination of a test-curve model introduced by Porteous [20] , and localization techniques in equivariant cohomology [4, 25, 28] . We obtain a formula which reduces the computation Tp n→k d to a problem of commutative algebra which only depends on d. This problem is trivial for d = 1, 2, 3, hence we instantly recover essentially all known results. An important feature of our formula is that it manifestly satisfies all three properties listed above. In particular, we obtain a geometric interpretation for the Thom series mentioned above.
The paper is structured as follows: we describe the basic setup and notions of singularity theory in §1, essentially repeating the above construction using more formal notation. Next, in §2 we recall the notion of equivariant Poincaré duals, which is a convenient language in which one is to describe Thom polynomials. We also present the localization formulas of Berline-Vergne [4] and Rossmann [25] , which are crucial to our computations later. In §3 we combine the localization principles with Vergne's integral formula for equivariant Poincaré duals, and develop a calculus localizing equivariant Poincaré duals. With these preparations we go on to describe the model for the Morin singularities introduced by Porteous [20] in §4. The heart of our work is §5, where we reinterpret the model using a double fibration in a way which allows us to compactify this space and apply the localization formulas. The following section, §6 is a rather straightforward application of the localization techniques of §2 to the double fibration constructed in §5. The resulting formula (6.12) , in principle, reduces the computation of our Thom polynomials to a finite problem, but, in practice, this formula is difficult to use for concrete calculations. Remarkably, however, the formula undergoes through several simplifications, which we explain in §7. At the end of §6, we summarize our constructions and results in a key diagram, which will hopefully orient the reader.
The simplifications bring us to our main result: Theorem 7.12 and formula (7.10 ). This formula is simple, but still contains an unknown quantity: a certain homogeneous polynomial Q d in d variables, which does not depend on n and k. The first few values of this polynomial are as follows: Q 1 = Q 2 = Q 3 = 1, Q 4 (z 1 , z 2 , z 3 , z 4 ) = 2z 1 + z 2 − z 4 . The computation of Q d for general d is a finite but difficult problem. At the moment, we do not have an efficient algorithm for solving this problem, but we have certain partial results which we discuss in the final section of our paper, in §8. In particular, these allow us to compute Q 5 by hand, and Q 6 using Macaulay. We will elaborate on this method in a forthcoming publication. We end the paper with an application of our theorem: we formulate a positivity conjecture which implies the positivity of Thom polynomials expressed in terms of relative Chern classes; the conjecture is easy to check for the first few values of d.
Finally, we note that Morin singularities are special cases of the so-called Thom-Boardman singularities [27, 5, 17] . These are parameterized by finite non-increasing sequences of integers, and Morin singularities correspond to sequences starting with 1. The applicability of our method extends to a wider class of Thom-Boardman singularities, and we hope to report on new results in this direction later.
Acknowledgments. We would like to express our gratitude to Richárd Rimányi for introducing us to the subject, and explaining this problem to us. We are greatly indebted to Michèle Vergne, whose ideas profoundly influenced this paper. In particular, most of §3 is based on her suggestions. 1. B      1.1. The setup. Our problem has three positive integer parameters: n, k and d; eventually, we will assume that d ≤ n ≤ k. To simplify our notation, we will omit these parameters from the indices unless this causes confusion. Let (e 1 , . . . , e n ) be the basis of C n , and denote the corresponding coordinates by (x 1 , . . . , x n ). Let J d be the d-jets of functions on (C n , 0), i.e. the quotient of the algebra of power series without a constant term: {h ∈ C[[x 1 , . . . , x n ]]; h(0) = 0}, by the ideal of those power series whose lowest order term is of degree at least d + 1. We can identify J d with polynomials on C n of degree at most d without a constant term. Our basic object is Map d (n, k), the d-jets of maps (C n , 0) → (C k , 0), which one can identify with J d ⊗ C k . This is a finite-dimensional complex vector space of dimension k
− k. One can compose d-jets of maps via substitution and elimination of terms of degree greater than d; this leads to the composition maps
The case of d = 1 reduces to multiplication of matrices. In fact, by taking the linear parts, we obtain a map Lin :
This subset is a group with respect to the composition map (1.1). As a result, similarly to the case of matrices, we obtain a left-right action of the group
is not. Global singularity theory, in the sense we are considering here, studies the topological invariants of the orbits of this group action (see [27, 1, 15] for details and references).
Morin singularities.
From here on we will always assume that k ≥ n.
One of the ways of obtaining
we can associate the quotient A f = J d /I P 1 , . . . , P k of the finite-dimensional algebra J d by the ideal generated by the elements of the sequence. We call this the nilpotent algebra of the map f . In particular, for the zero sequence this nilpotent algebra is J d , while for a generic sequence, in fact, as soon as rank[Lin(P 1 , . . . , P k )] = n, it is simply 0. Now, let A be a finite-dimensional nilpotent C-algebra. Consider the subset
It is not hard to check that
In this paper we will be interested in a particular algebra:
The corresponding subset, for which we will use the simplified notation Θ d , is called the A d -singularity or Morin-singularity. Naturally, it also depends on n and k, but we will omit these parameters from the notation. Now let us explain what is the connection between Θ A and the classical notion of singularity in global singularity theory. The literature often calls
as right-left equivalence. Let us denote by ε(p, p + c) the smooth germs (C p , 0) → (C p+c , 0). In global singularity theory a singularity η of codimension c is a right-left orbit of a stable element of
where the direct limit is defined by the trivial unfolding, or suspension:
Note that a germ is stable if all small deformations are right-left equivalent to it. In a more formal way this means that all unfoldings of the germ are equivalent to the trivial unfolding.
Remember that a general r-parameter unfolding (or deformation) of f :
Said in another way, a singularity is an equivalence class of stable germs (C • , 0) → (C •+c , 0) under the equivalence generated by right-left equivalence and suspension. For example a stable germ for the algebra A d is the following
and there is no stable germ from a smaller dimensional source space with this nilpotent algebra.
Right-left equivalent germs in ε(n, k) have the same nilpotent algebras. The reverse is not true, however, there is a more general equivalence called contact-or K-equivalence on ε(n, k), with the property that two germs have isomorphic nilpotent algebras if and only if they lie in the same K-orbit. We say that f 1 and f 2 are K-equivalent:
We have the following facts for ε(∞, ∞ + c). From now on we write c = k−n. Note that Proposition 1.1 is true on any fixed-dimensional level ε(n, k) of the direct limit, at least for those n where there is a stable germ with the given nilpotent algebra. It also remains true after factoring out by the degree 
There is a conceptually other way to introduce Morin singularities, since they are special cases of a family of singularities introduced by Boardman [5] . For reference, we will give his definition here, as well. Definition 1.1. Given a proper ideal I of J d , define δI to be the ideal generated by I together with determinants of the n-by-n matrices of the form
, with arbitrary Q 1 , . . . , Q n ∈ I. Now we can formulate Boardman's definition for the closure as follows.
In general a Thom-Boardman class is determined by a non-increasing sequence of positive integers i 1 ≥, . . . , ≥ i d . For a general sequence this class is the union of several Finally, although this will follow from our results, we recall the following statement:
The irrdeucibility follows from the fact that Θ d is a K-orbit.
E P   T 
In this section we introduce equivariant Poincaré duals (ePd), which provide us with the language to describe Thom polynomials. Let T be a complexified torus. The equivariant Poincaré dual is a homogeneous polynomial with integer coefficients on the Lie algebra Lie(T ) associated to an algebraic or analytic subvariety of a T -representation. This notion has appeared in the literature in several disguises: as Joseph polynomials, equivariant multiplicities, multidegree, etc.
One of the first definitions was given by Joseph [14] , who introduced it as the polynomial governing the asymptotic behavior of the character of the algebra of functions on the subvariety. Rossmann defined the invariant for analytic subvarieties via an integral-limit representation, and then used it to write down a very general localization formula for equivariant integrals [25] . This formula will play a central role in our computations.
We start with the axiomatic algebraic definition, following the treatment of [19] ; this gives us some useful computational tools. After giving an example, we turn to the analytic picture. We first give an overview of Rossmann's localization formula, in which the equivariant Poincaré dual plays a central role, then we describe Vergne's integral representation, which places the equivariant Poincaré dual into the proper context of equivariant cohomology. Finally, in the last two paragraphs, we link the equivariant Poincaré dual with Thom polynomials. This allows us to formulate our problem precisely.
2.1. Axiomatic definition. Let W be a complex vector space of dimension N with an action of the complex torus T = (C * ) r . Denote by λ 1 , . . . , λ r the standard integral coordinates on the dual of the Lie algebra of T . Then one can choose coordinates y 1 , . . . , y N of W such that the action in the corresponding dual basis is diagonal, with weights η i , i = 1, . . . , N. The weight η i is an integral linear combination of the λs.
We will work with the equivariant cohomology H * T (W, C) of W. As W is contractible, this maybe identified with the polynomial ring C[λ 1 , . . . , λ r ]. Our goal in this section is to define an equivariant Poincaré dual class of the T -invariant subvarieties of W.
Let Σ ⊂ W be a T -invariant closed analytic subvariety of pure dimension. One can associate to this variety an equivariant Poincaré dual class (ePd)
The polynomial eP[Σ] is homogeneous, and has degree equal to the codimension of Σ in W.
In the framework of algebraic geometry, where it is also called multidegree, this invariant may be defined for closed algebraic subvarieties of pure dimension axiomatically as follows [14, 25, 19] 
Conventions and notation:
• To simplify our notation, we will omit the vector space W from the notation whenever this does not cause confusion.
• The simplest example of (2.1) is the case Σ = {0}. Then we have eP
We will often use the notation Euler T (W) for this product, since it is indeed the equivariant Euler class of W.
• 
The axioms determine the equivariant Poincaré dual (see e.g. [19] ), and thus any other invariant satisfying these properties must be the ePd.
The following corollary of the axioms will be important for us later. Assume for simplicity, that the weights η 1 , . . . , η N are all different. It is easy to see from the axioms (cf. the discussion in [25] ) that if Σ is contained in a proper linear subspace of W, i.e. there is I ⊂ {1, . . . , N} such that Σ ⊂ {w ∈ W; y i (w) = 0, i ∈ I} , then eP[Σ] is divisible by i∈I η i . This fact may be generalized as follows. Indeed, in this case one can deform the ideal to one which will contain the relation y i = 0.
The basic example.
A deceptively simple way to construct T -invariant subvarieties of W is to take a generic point p ∈ W, and then consider the orbit Σ = Tp. Then eP [Tp] will not depend on p, but computing this polynomial in general is rather difficult.
In our basic example, let W be 4-dimensional with a T = (C * ) 3 -action, whose weights η 1 , . . . , η 4 span Lie(T ) * , and satisfy η 1 + η 3 = η 2 + η 4 . Taking p = (1, 1, 1, 1), we have
is T -invariant. We will compute the equivariant Poincaré dual of this space in a number of ways. First method: degeneration. We will use the axioms listed above. The equivariant deformation
is flat, thus Σ 1 and Σ 0 must have the same ePd. We observe that Σ 1 = Tp, while Σ 0 is the union of two hyperplanes {x 1 = 0} and {x 3 = 0}. Then using the additivity and the normalization axioms, we arrive at the result that the equivariant Poincaré dual is eP[Σ 0 ] = η 1 + η 3 . Thus we have
Note that, in principle, this method always works, since any ideal has a Groebner degeneration, which is a flat deformation into a scheme supported on a union of linear subspaces. Second method: complete intersections. One can generalize the normalization axiom from linear subspaces to more general complete intersections. Let V be another vector space on which T acts with weights η ′ 1 , . . . , η ′ dim V , and let γ : W → V be a generic, dominant, T -equivariant, polynomial map, so that the subvariety γ
Any hypersurface is a complete intersection, in particular, our orbit is given by a single equation of weight η 1 + η 3 : x 1 x 3 − x 2 x 4 = 0, and thus we recover (2.4).
2.3.
Integration and equivariant multiplicities. The notion of equivariant Poincaré dual may be extended to the case of analytic T -invariant subvarieties of a T -representation W. In fact, as observed by Rossmann in [25] , this invariant may be generalized to the nonlinear situation in the following sense.
Let M be a complex manifold with a holomorphic T -action, and let Z ⊂ M be a T -invariant analytic subvariety with an isolated fixed point p ∈ Z T . Then one can find local analytic coordinates near p, in which the action is linear and diagonal. Using these coordinates, one can identify M with T p M near p; we will, informally, call the local imageT p Z of Z under this identification the T -invariant tangent cone of Z in T p M. This depends on the choice of coordinates, however, the equivariant Poincaré dual of Σ =T p Z in W = T p M does not. Rossmann named this equivariant Poincaré dual the equivariant multiplicity of Z in M at p:
In the algebraic framework one might need to pass to the tangent scheme of Z at p (cf. [10] ). This is canonically defined, but we will not use this notion.
An important application of the equivariant multiplicity is Rossmann's localization formula [25] . Let µ : Lie(T ) → Ω(M) be a holomorphic equivariant map with values in smooth differential forms on M. (The reader will find the necessary background material about equivariant differential forms and equivariant integration in [12, 3] .) Then Rossmann's localization formula says that (2.6) 
Rossmann proves (2.6) by writing down a local integral-limit formula for the equivariant multiplicity, and then by applying an adaptation of Stokes theorem, following the method of Bott [6] . As showed by Vergne [28] , such a local integration formula for equivariant Poincaré duals may be given in the framework of equivariant cohomology. To describe this formula, we return to our setup of a T -invariant subvariety Σ in a vector space W. The starting point is the Thom isomorphism in equivariant cohomology:
, which presents compactly supported equivariant cohomology as a module over usual equivariant cohomology. The class Thom(W) may be represented by an explicit equivariant differential form with compact support of degree equal to dim W (cf. [16, 8] Remarkably, this formula turns things upside down, and describes eP [Σ] as an integral in equivariant cohomology, which will allow us to localize the equivariant Poincaré dual. This will be the subject of the next section: §3.
We complete this review by noting that a consequence of (2.8) is the following formula. For an equivariantly closed µ with compact support, we have
This formula serves as the motivation for the term equivariant Poincaré dual.
GL(n)-actions.
In the special case when the torus action extends to the action of the general linear group we have the following statement.
Proposition 2.2. If the T action is a restriction of a GL(n)-action, and Σ is a GL(n)-invariant subvariety, then the polynomial eP[Σ] is symmetric in the variables
Indeed, this statement simply reflects the fact that the subring
is exactly that of the symmetric polynomials. Now we formulate a topological property of the equivariant Poincaré dual, which is the reason why it is important in singularity theory. Informally, the polynomial eP[Σ] measures the topological likelihood of a random point in W to land in Σ.
Indeed, let Σ be GL(n)-invariant closed subvariety of the GL(n)-module W, and let F be a principal GL(n)-bundle over a projective manifold M. 2.5. Thom polynomials and the formulation of the problem. We can specialize the construction of this section to the setup of global singularity theory, which we described in §0,1.
Observe that the quotient map Lin : Diff d (C n ) → GL(n) has a canonical section, consisting of linear substitutions. In other words we have a canonical subgroup
and we can restrict the action of the diffeomorphism groups
Clearly, the subvariety Θ A defined in (1.2) is algebraic, thus, according to the above construction, we can associate to it a polynomial eP[Θ A ] in two sets of variables: λ i , i = 1, . . . , n, and θ j , j = 1, . . . , k, corresponding to the diagonal coordinates on the Cartan subalgebras of GL(n) and GL(k), respectively. Moreover, according to Proposition 2.2, this polynomial is symmetric separately (bisymmetric) in the λs and the θs.
In this setup, Proposition 2.3 has the following interpretation ( [27, 13] ). Let f : N → K be a sufficiently generic holomorphic map from the compact manifold N of dimensions n and the manifold K of dimension k. Assume that the characteristic class of the pair of bundles (T N, f * T K) over N corresponding to the bisymmetric polynomial eP[Θ A ] is not zero in H * (N). Then the variety of points p ∈ N where the singularity A occurs is Poincaré dual to this characteristic class. This was, in fact, the definition of the Thom polynomial, and hence, using the notation introduced in §0 we have
One of the obvious issues is how the Thom polynomials for fixed A and different pairs (n, k) are related. Denote the ring of bisymmetric polynomials in the λs and θs by C[λ, θ]
S n ×S k . We collect the known facts [1, 7, 9] in the following statement. For simplicity, we will formulate the statments for the algebra
d+1 which we study. Recall that we introduced the notation Θ d for Θ A in this case.
• Consider the infinite sequence of elements
.
Then there is a polynomial TD
• For more details, see [15] .
The goal of our paper is to compute the Thom polynomial Tp d for the case of the algebra A d introduced in §1.2, i.e. we would like to find a formula for eP [Θ d ] in terms of the relative Chern classes. Our result will manifestly have all the above properties.
L P 
Now we turn to developing the idea mentioned at the end of §2.3: the localization of equivariant Poincaré duals based on Vergne's integration formula. We start with the smooth case.
3.1. Localization in the smooth case. Introduce the following objects:
• S is the tautological bundle and τ : S → Gr(m, W) is the projection, • φ : S → W is the tautological evaluation map. Note that φ is proper.
Recall (see e.g. [3] ) that a smooth proper map f : N → K between oriented manifolds of equal dimensions has a degree deg( f ) ∈ Z. If the degree is 1, then for any compactly supported form µ on K, one has N f * µ = K µ. A degree-1 map is a diffeomorphism outside a codimension-1 subset. This notion is also meaningful for maps between singular varieties. Now suppose that the closed T -invariant subvariety Σ ⊂ W, whose equivariant Poincaré dual we would like to compute, fibers into a smooth family of linear spaces. By this we mean that for some positive integer m, there is a compact T -manifold M and T -equivariant map χ : M → Gr(m, W), such that
• the map χ is a degree-1 map between M and its image • the map φ restricted to τ −1 (χM) is a degree-1 map between to Σ.
As usual, we denote the set of fixed points of the T -action on M by M T . We can summarize our maps on the following diagram.
To simplify our notation, we use τ for all projection maps, ι for the inclusion of the fixed point set M T in M, as well as for the inclusion of the corresponding fibers of a bundle on M. We denoted by φ M the map induced by φ on χ * S . The two conditions listed above imply that the map φ M is degree-1 onto Σ.
Now we are ready to formulate our first localization formula.
Proposition 3.1. Assume that the fixed point set M T is finite, and φ M establishes a degree-1 map from τ −1 (M) to the T -invariant subvariety Σ. Then under the assumptions listed above, we have
(3.2) eP[Σ] = p∈M T eP[S χp ] Euler T (T p M) ,
where, as usual, Euler T (T p M) stands for the product of the weights of the T action on T p M.
A few quick remarks:
(1) The most natural situation is when M is a smooth submanifold of Gr(m, W). We needed this more general setup because often the image χ(M) is singular. (2) Since for p ∈ M T , the fiber S χp is a linear T -invariant subspace of W, the polynomial eP[S χp ] is determined by the normalization axiom. It is simply the product of weights of W/S χp . (3) The denominator is also a product of weights, and each term in the sum is only a rational function. The result however is polynomial.
Proof. Vergne's integral formula (2.8) combined with our assumption that
Integrating first along the fibers, we obtain that
where the integrand τ * φ * M Thom(W) is a smooth equivariant form on M. Now we apply the Berline-Vergne equivariant integration formula (2.7) to this form, and obtain that
where, as usual, we denote by µ [0] the differential-form-degree-zero part of the equivariant form µ. Clearly, the numerator may be rewritten as (τ * φ * Thom(W)) [0] (χp). Now we observe that for a smooth form µ on S , we have ι
This formula allows us to rewrite the numerator in (3.3) as S χp Thom(W), which, by definition, equals eP[S χp ].
As a quick application, we will give yet another way to compute the ePd in our basic example introduced in §2.2. Third method: localization on the projectivized cone. Consider the smooth, T -invariant projective variety PΣ ⊂ P 3 cut out by the homogeneous equation
In the notation of (3.1), we have M = PΣ and m = 1. Then the fixed point set PΣ T consists of the four fixed points on P 3 , corresponding to the four coordinate axes. Pick one of these fixed points, say the point p = (1 : 0 : 0 : 0) corresponding to the coordinate line S p = {x 2 = x 3 = x 4 = 0}. Using the normalization axiom, we have then
Turning to the denominator in (3.2), first recall the standard formula
Then it is not hard to find that
Indeed, the polytope formed by the weights η 1 , η 2 , η 3 and η 4 is a parallelogram, the fixed points correspond to the vertices, and the weights appearing in this formula are the edges starting at the vertex associated to p. The contributions at the other fixed points may be computed likewise, and the result is the following complicated formula for the equivariant Poincaré dual:
This rational function is not a polynomial, however, assuming η 1 + η 3 = η 2 + η 4 holds, it can be easily shown to reduce to the simple form (2.4).
We note that this procedure may be applied, more generally, to toric varieties, and the data may be read off the corresponding polytope. If the polytope is not simple, then the procedure becomes more complicated.
3.2. An interlude: the case of d = 1. In this paragraph, we compute the ePd of our singularity Θ d for the case d = 1, and recover the classical result of Porteous.
Recall that Θ 1 is the subset of those linear maps C n → C k whose kernel is 1-dimensional. These maps may be identified with k-by-n matrices, and the weight of the action on the entry e ji is equal to θ j − λ i . Then the closure Σ 1 consist of those k-by-n matrices which have a nontrivial kernel:
This immediately gives us an equivariant birational fibration of Θ 1 over P n−1 : the fiber over a point [v] ∈ P n−1 is the linear subspace {A; Av = 0} ⊂ Θ 1 . Here we used the notation [v] for the point in P n−1 corresponding to a nonzero v ∈ C n . Again, we simply need to collect our fixed-point data, and then apply (3.2). There are n fixed points on P n−1 : p 1 , . . . , p n , corresponding to the coordinate axes. The weights of
The fiber at p i is the set of matrices A with the all the entries in the ith column vanishing. Again using the normalization axiom this shows that the ePd of the fiber at p i is k j=1 (θ j − λ i ), so our localization formula looks as follows:
This is a local formula for fixed n, but as n increases, the number of terms also increases. There is, in fact, a "second localized" formula, which only depends on the local behavior of a function at a single point. This may be obtained as follows. Consider the rational differential form
Observe that the residues at at finite poles: {z = λ i ; i = 1, . . . , n} exactly recover the terms of the sum (3.6). Applying the residue theorem, we can conclude that
Changing variables: z = −1/q, we obtain
, which, according to (2.9), is exactly the relative Chern class c k−n+1 . Thus we recovered Porteous's formula.
As a final remark, note that our basic example introduced in §2.2 is a special case of Θ 1 , corresponding to the values n = k = 2. Hence this computation provides us with a fourth method of arriving at (2.4). As the third method, this one also uses localization, but this construction is essentially different. It is a pleasant exercise to check the details.
3.3.
Variations. We will need to amend and generalize Proposition 3.1 in order to be able handle the cases of Θ d for d > 1.
3.3.1. Nonlinear fibers. Observe that we never used the assumption of Proposition 3.1 that the fibers are linear. In fact, clearly, the same formula and the same argument holds if S is an arbitrary equivariant fibration (or maybe just an equivariant family with equidimensional fibers).
Passing to Euler classes.
The computation we performed above suggests the following family version of the complete intersection computation in §1. Assume that there is an equivariant vector bundle E over M, and an equivariant family of polynomial maps 
is a subbundle of the trivial bundle M × W, and, under the projection to W, it maps to Σ in a birational fashion. Then we can replace Vergne's integral formula (2.8) by the formula eP[Σ] = M Euler T (E) which, upon localization leads to the following variant of (3.2):
Note that the computation of the weight in the numerator of (3.6) is even simpler this way, since in this case E is the dual of the tautological line over P n−1 tensored with C k .
3.3.3.
Fibrations over a singular base. Finally, we remove the assumption that M is smooth. Consider a setup very similar to the one in (3.1):
We assume that S is a smooth equivariant fibration over the compact manifold M, and M is a possibly singular T -invariant subvariety of M. As always, we need that φ restricted to τ −1 (M) establish a degree-1 map between τ −1 (M) and Σ ⊂ W. Then combining (2.8) with
Rossmann's integral formula (2.6), we can extend (3.2) to the case of a singular base as follows:
Finally, as in (3.7), we can assume that S is the zero-set of a family of polynomial maps with values in a vector bundle E. Then (3.8) takes the form
It is this formula that will be the most useful in our computations later on.
T 
In this section we describe a model for Θ d which generalizes 3.5. This idea goes back to Porteous, Ronga, and Gaffney, [20, 23, 11] . This model has a different flavor from Boardman's: it is more of a parameterization than a test.
Recall that we denoted by Lin : 
We will not give the proof here; it is sketched, for example, in [11] . We note, however, that our results will imply this theorem, at least modulo subvarieties of higher codimension. Indeed, Θ d is known to have a dense Diff(C n ) × Diff(C k )-orbit, on the other hand we will show that the variety on the right hand side is irreducible, and has the correct dimension; it also manifestly Diff(C n ) × Diff(C k )-invariant. Our first project is to write down the equation Γ • Ψ = 0 in coordinates. This is a rather mechanical exercise, and we will spend some time setting up the notation.
A
In this explicit form, Lin(Γ) 0 means that v 1 0. We introduce the notation Map reg d (1, n) for the subset of regular curves:
, Lin(Γ) 0 Now we switch over to a new parameterization of our space Map d (n, k). Separating the similar homogeneous components of the k polynomials, P 1 , . . . , P k , and thinking of a homogeneous degree-l polynomial as an element of Hom(Sym l C n , C), we may represent an element Ψ ∈ Map d (n, k) as a linear map
Let Π be the set of multisets of positive integers. Thus an element π ∈ Π may be represented as a sequence of integers [i 1 , . . . , i l ], where the order of the elements of the sequence is ignored, but the same integer may appear several times; another way of saying this is that we are considering nondecreasing sequences of integers. We can also think of π as a partition of the integer i 1 + · · · + i l , and this is the term we will use most often.
Notation 
Let us see what these equations look like for small d. To make the formulas easier to follow, we will use the lth capital letter of the alphabet for the multi-linear map Ψ l introduced in (4.3). With this convention, the system of equations for d = 4 read as follows.
Let us collect some simple facts about our system (4.4). For a curve Γ ∈ Map reg d (1, n), we denote by Sol Γ the space of solutions of this system. 
The proof of the Lemma is a simple exercise and will be omitted.
To prove the third property, we observe that without loss of generality we can assume that Lin(Γ) = Lin(Γ ′ ). Next we pick a complimentary hyperplane H, and, again, without loss of generality we can assume that both curves are normalized according to the Lemma; now we need to show that Γ = Γ ′ . This may be seen by induction. Assume, for example, that we know that up to the third derivatives the two curves coincide, i.e. As an exercise, we will use this model to compute the codimension of the variety
We can informally describe the situation as follows. To each element of Γ ∈ Map Returning to the map Sol → Map d (n, k), we see that this would fit well into the scheme of the localization techniques of §3, were it not for the Diff d (C 1 )-redundancy. It appears that we need to perform a quotienting by the d-dimensional group Diff d (C 1 ). Unfortunately, there is no general theory of dealing with quotients by non-reductive groups such as Diff d (C 1 ). We hope, in fact, that our work represents a step in the direction of such a theory. We will need some new ideas.
T 

5.1.
Embedding into the space of equations. We start with formalizing (4.4). We have the standard map r) is given by a sequence of d vectors in C r , and thus we can identify
as vector spaces in a natural fashion. We will use these identifications for r = 1, n to rewrite (5.1).
Observe that the dual of Map d (1, n) (cf. (4.3) ) has the natural filtration:
and consider the standard filtration
Using this notation, we can recast (5.1) as the map
where we denoted by Hom △ the linear space of morphisms of filtered vector spaces. Since the two copies of C d play a different role, we marked them with different indices: L for left, and R for right.
Note that the map χ is not linear; it may be written out explicitly as follows (cf. (4.5)):
Usually, we will think of elements of Hom
as systems of linear equations on Map d (1, n) . Indeed, observe that im(ε) is a linear subspace of the dual in of Map1n. Now introduce the subset
of non-degenerate maps. More explicitly, F d (n) is the set of those linear maps ε ∈ Hom C d R , Sym • C n which satisfy the following two properties:
maximal rank: ε is injective, i.e. has rank d, compatibility with the filtrations:
Then we can summarize the statements of the previous section as follows: n) . This was thus a reformulation of the model, and now we are ready to bring this picture to a form required to apply the localization techniques described in §3. To do so we will use the somewhat unnatural symmetries coming from the identification (5.2).
Indeed, the two structures are different:
is a module over GL(r) × GL(d), and we have the following rather odd inclusions:
More precisely, we have This observation is easy to check; it will be crucial to our constructions below. We will deal with the two copies of (
The first two statements are straightforward. The third one can be seen by directly constructing F d (n) as a tower of projective spaces. The last one is essentially a rephrasing of the third property of Proposition 4.3. Now consider the tautological bundle V on F d (n) associated to the standard representation of B R :
Upon taking the B R -quotient, this results in the bundle map s : Map d (n, 1) → V * , where we think of Map d (n, 1) as the trivial equivariant bundle over F d (n). We can collect our objects and maps in the following diagram:
Here we denoted by Sol the kernel of the map s, i.e. the subspace of solutions of the corresponding system of linear equations. Clearly, Sol forms a GL(n)-equivariant bundle over
we denoted by τ Sol the corresponding projection onto the base. Finally, observe that all the maps on this diagram are GL(n)-equivariant. Then we have
5.2.
Fibration over the flag variety. Now we look at the other copy of C d , the one on the left hand side of (5.3).
Recall the identification (5. 
3) . This action of GL(d) is on the right on the space of d-by-n matrices Hom
for the space of injective linear maps. Observe that • Under the identification (5.2), the space Hom
e. the space of sequences of subspaces
This allows us to further fiber our cone Θ d , as we will now explain. We begin by writing down the system (4.4) for the sequence e = (e 1 , . . . , e d ). Using the convention Ψ(e π ) = Ψ π , we obtain (5.9)
The first four equations look as follows:
Observe that any system in the B R -orbit of ε ref is of the form
where u π,l , |π| ≤ l ≤ d, are some complex coefficients.
Let us write down the first few cases.
where we used the convention that u π,l is denoted by the lth letter of the alphabet with index π.
Denote by E the subset of systems in F d (n) of the form (5.11). More formally, we introduce a new filtered vector space Ym
Now we can write (5.14)
; ker(ε) = 0} Similarly to the case of the space F d (n), we have Proposition 5.3.
(
1) The space E carries a natural left-right representation of B L × B R . (2) The quotient E = E/B R is a smooth variety endowed with the natural left action of B L .
Now consider the double quotient
with the natural actions of B L and B R . This results in the double fibration, which can be summarized in the following diagram:
Explanations:
• The map χ e is the composition of the map B L → E, b → bε ref (cf. (5.9)) and the projection E → E/B R = E.
• We have
the vertical inclusions are taken at the reference sequence e ∈ Hom reg (C d L , C n ) and the map χ Fl is induced by χ e .
• The inclusion Ind(
) is a refinement of diagram (5.6), where we replaced Map
Finally, the model for Θ d may be summarized by the following formula:
6. A     
where T n and T k are the groups of diagonal matrices acting on C n and C k , correspondingly. In order to use the formula (3.7), we need to study the fixed points of our action. As we have a double fibration, we will have a two-step localization procedure. According to the prescription of our localization formulas, we need to consider the T n fixed-points of our GL(n)-equivariant fibration over Ind( E). As we will see the fixed point set Ind( E)
T n is discrete. clearly, it fibers over the fixed point set Flag d (C n ) T n , and this set is easy to describe: it is the set of partial flags in Flag d (C n ) obtained from sequences of d elements of the basis (e 1 , . . . , e n ) of C n , thus, in particular, we have
. A slightly more formal way to list these fixed points is to start with the reference flaĝ e = Fl[e 1 , . . . , e d ], which is a T n -fixed point on Flag d (C n ), and then apply to the indices the natural action of the permutation group S n . Clearly, the stabilizer group ofê is S n−d , and thus we can identify
T n with S n /S n−d . Now we apply Proposition 3.1 to our situation, with M = Flag d (C n ). We will need the variation with nonlinear fibers alluded to in §3.3.1.
Now we study the fixed point data in more detail. Recall that we denoted the basic weights of T n by λ 1 , . . . , λ n . The weights of TêFlag d (C n ) are well-known:
moreover, the weights at the other fixed points are obtained by applying the corresponding permutation: Weights σê = σWeightsˆe.
Now we turn to the numerator in the sum (3.2): at the reference flagê, in our case,q this amounts to eP φτ This simply means that the object we need to compute is not simply fibered over Flag d (C n ), but, in fact, is induced from a B L -action. This statement is easily follows from (6.1), and also from our more detailed study of the fiber from the next chapter.
Residue formula for the cohomology pairings of Flag
In this paragraph, we derive a simple residue formula for the intersection pairings of the flag variety Flag d (C n ). According to Lemma 6.1, the localization formula over the flag variety has the following form:
where Q Fl is the polynomial introduced in Lemma 6.1. Usually, these formulas are difficult to use: even though they have the form of a finite sum of rational functions, each term is singular, and only after summing them and performing some cancellations we obtain a polynomial. This obscures the result, moreover, the number of terms of the sum grows very quickly with n and d. There is, however, a summation procedure which yields an effective, "second localized" formula, meaning that we only need to know the behavior of a certain function at a single point.
To describe this formula, we need to introduce one more concept: that of an iterated residue (cf. e.g. [26] ). Let ω 1 , . . . , ω N be affine linear forms on C d ; denoting the coordinates by z 1 , . . . , z d , this means that we can write ω i = a . . . Res
where the integral is taken along the contour
Note that this integral is determined only up to sign unless we define the orientation of our cycle; we set this using the convention
In practice, computing the iterated residue entails expanding the linear terms in the denominator in z l /z m with l > m. 
The sign comes from the change of orientation, when passing to the reference point at infinity.
One can compute this iterated residue by reducing it to the previous case via the substitution
Res
. . . Res
Alternatively, one can expand the expression in (6.4) similarly to (6.3), but in terms of z m /z l with m < l, and then take the coefficient of dz 1 
This gives the same result modulo the sign (−1)
d . Now we are ready to write down our residue formula.
Proposition 6.2. Given the setup described above, formula (6.2) may be rewritten as follows:
We compute the iterated residue (6.6) using the Residue Theorem on the projective line C ∪ {∞}. The first residue, which is taken with respect to z d , is a contour integral, whose value is minus the sum of the z d -residues of the form in (6.6). These poles are at z d = λ j , j = 1, . . . , n, and the resulting sum is
After cancellation and exchanging the sum and the residue operation, at the next step, we have
. Now we can repeat our previous trick of applying the Residue Theorem; the only difference is now that the pole z d−1 = λ j has been eliminated. As a result, after converting the second residue to a sum, we obtain
Iterating this process, we arrive at a sum very similar to (6.2) . The difference between the two sums will be the sign: (−1) Consider the vector space E defined in (5.14). We defined coordinates u π,l on E, indexed by pairs (π, l)
The group of upper-triangular matrices B L naturally acts on E. Denote the subgroup of diagonal matrices in B L by T L , and denote the diagonal weights of T L by z 1 , . . . , z d . Consider now the right action of the group B R on E and let V be the induced bundle associated to the standard representation of B R :
Finally, recall from (5.9) our reference system ε ref whose coordinates are
We denote the corresponding point in E by p ref . Then Q Fl is the integral of the equivariant Euler class Euler
We will perform the computation of this integral using Rossmann's formula (3.8).
Two quick remarks:
(2) As Rossmann's formula applies to compact varieties, we will need to take the closure
. We need to collect the following data in order to write down Rossmann's formula:
• The set of T L -fixed points on E, • the T L -weights on the fibers V *
• the T L -weights on the tangent spaces T P E for p ∈ E T L .
It turns out that the fixed point set of the T L -action on E is discrete. In order to enumerate its points, we need to introduce some combinatorial objects.
Define a sequence of partitions π = (π 1 , . . . , π d ) of Π ×d admissible if
We denote the set of admissible sequences by Π.
We collected the necessary fixed point data in the following lemma. 
For π ∈ Π and an integer i, denote by mult(i, π) the number of times i occurs in π. Then, given an admissible sequence π ∈ Π, the weights of the T L -action on the fiber of V at the fixed point p
π is (z π 1 , . . . , , z π d ), where z π = i∈π mult(i, π)z i .
Given an admissible sequence π, the weights of the T L action on the tangent space T E at the fixed point p π is given by the set
The computation of these weights is a straightforward exercise and will be omitted. Now we are ready to apply Rossmann's formula (2.6) to the integral (6.8). Observe that according to the second part of Lemma 6.3, the weights of the action of T L on the fiber V p π are {z π m ; m = 1, . . . , d}, and thus the weights of the T L × T k action on fiber V * p π ⊗ C k are given as {θ j − z π m ; m = 1, . . . , d, j = 1, . . . , k}. Now we can write down that (6.10)
, where Π ≤l = {π; sum(π) ≤ l}, and Q π is the equivariant Poincaré dual of the tangent cone of O at the fixed point p π ∈ E. Note that we are cheating here: we do not know how to describe the fixed points of the T L -action in O. Instead, we are summing over all fixed points in E, and simply define Q π to be zero if p π O. Now we can combine this with (6.6), and we arrive at our first formula for eP[
Now observe that the sum in this formula is finite, hence we are free to exchange the summation with the residues. Rearranging our the formula accordingly, we arrive at the following statement. 
This formula already has the pleasant feature that the dependence on the three parameters of our problem, n, k and d, have been separated. The first fraction here only depends on d, the denominator of the second only depends on n and the numerator controls the k-dependence, with some interference from the sequence π.
While this formula is a step forward, it is rather difficult to compute, since the number of terms and factors grows with d as the the number of elements in Π d . The other unpleasant thing about this formula is that it does not give us the Thom polynomial as an expression in terms of the relative Chern classes in any explicit form.
It turns out that after careful study, this formula goes through two dramatic simplifications, which makes it easy to compute for small values of d.
Before proceeding, we present a schematic diagram of the main objects of our constructions, which we hope, will help the reader to understand our constructions. 
• The fat dots represent the fixed flags in Flag d (C n ).
• The small circles represent the T d -fixed points in E.
• The mouth is the B L -orbit of the reference point p ref . which is marked by a triangle.
The closure of the orbit is O. Note that not all fixed points in E belong to O. • There is a distinguished fixed point p dist ∈ E, which will play an important role below.
S    
Notation: We will use square brackets for partitions, e.g. [2, 2, 3] is a partition of 7. There is a simplest, or distinguished sequence of admissible partitions ([1], [2] , . . . , [d]), which we will denote by π dist .
The purpose of this section is to prove the following statement.
Proposition 7.1. All of the terms in the sum in (6.12) vanish except the one corresponding to the sequence of partitions
where rc(z) is the generating series of the relative Chern classes introduced in (2.9). The plan of the proof of Proposition 7.1 is as follows. We will first study the conditions under which iterated residues of the form (7.1) vanish, then we will convert this condition into a combinatorial condition on the sequences π which enumerate the terms in (6.12). Finally, we will show that if a sequence π does not satisfy this condition, then it is either π dist or it does not lie in O.
Before beginning the proof, however, we give a few examples, which demonstrate the localization formulas and the vanishing property explicitly. Note that we also devoted the last section of our paper to the study of (7.2).
7.1. The localization formulas for d = 2, 3. The starting point is our fixed point formula (6.2) on the flag variety. Substituting z m = λ m into (6.10) we obtain the numerator of (6.2). The situation for d = 2 and 3 is simplified by the fact, that in this case the closure of the Borel-orbit O = B L p ref ⊂ E is smooth, thus we can use the Berline-Vergne localization formula (2.7) instead of Rossmann's formula. In these cases we do not need to compute Q π , only the fixed points in O and the corresponding weights. Our computations below are justified in §8.
For simplicity, below, we will denote the fixed points by the corresponding sequences of partitions in Π.
For d = 2 we have, in fact, O = E; here E P 1 , and there are two fixed points in E:
Then our fixed point formula reads as follows:
This is equal to the residue (6.12):
The vanishing property states that the second residue is 0, and only the first term remains; this leads to (7.1).
For d = 3, the orbit closure O is a smooth hypersurface in E. There are 6 fixed points in O, namely
the remaining 2 fixed points in E:
do not belong to O.
Hence the corresponding fixed point formula has 6 terms. The fixed point formula reads as
Now suppose this residue does not vanish, and we pass to the next residue (7.4) Res
Here we obtain the following degree condition for vanishing: There is, however, another way to ensure the vanishing of the residue: suppose that for
Then this compensating effect cannot take place, and we can conclude the vanishing of (7.4) as long as
Note that in this case, we have deg(q, z d−1 ) = deg d−1 (q). We can summarize this as follows. 
Now we apply this statement to formula (6.11), under the assumption d ≪ n ≪ k. Recall that our goal is to show that all the terms of the sum in (6.11) vanish except for the one corresponding to
A key point is that the first fraction under the iterated residues is independent of n, and k. Let us consider a term corresponding to a particular sequence π = (π 1 , . . . , π d ), denote the numerator and the denominator of the corresponding term by p and q, respectively.
As a warm-up exercise, let us show that if the last element of the sequence is not the trivial partition, i.e. π d [d] , then already the first residue in the corresponding term on the right hand side of (6.11) vanishes. Indeed, in this case, , we see that deg(q, 
We will devote the rest of this section to the proof of this statement.
The homogeneous ring of E.
There is a number of ways one can prove Proposition 7.4. We will use a straightforward technique of lifting the calculation from E back to E. We demonstrate the idea on a closely related problem. Recall that for each π ∈ Π we defined a point ε π ∈ E, the projection of which p π ∈ E is a T L -fixed point. 
. , d).
A combination of these gradings will be particularly important for us: defect(u π,l ) = l−sum(π); this induces a Z ≥0 -grading on Poly [E] . Denote the nilpotent Lie algebras of strictly upper-triangular matrices corresponding to B R and B L by n R and n L , respectively. These Lie algebras are generated by the simple root vectors
We will write down the action of these root vectors on the coordinates on E. We need to define a few operations on partitions:
• given and a positive integer m and a partition π ∈ Π, denote by π ∪ m the partition with m added to π, e.g. Returning to the Lie algebra actions, note that if sum(π) = l, then u π,l n L = n R u π,l = 0, while for sum(π) < l, the action is
where δ a,b is the Kronecker delta.
Our technique to study the fixed points belonging to O is the following simple statement.
Lemma 7.5. Let Z ∈ Poly[E] be a polynomial, and π ∈ Π. Then if
Indeed, the first two conditions guarantee that Z define a section of a line bundle on E, the third property show that this section vanishes on B L p ref and thus on the closure O of this orbit, and the last condition makes it impossible for p π to belong to this orbit.
We list a few simple statements about the polynomials satisfying the properties listed in Lemma 7.5. We will be looking for such polynomials Z in a particular subspace of Poly [E] . To describe this space, for each π ∈ Π introduce the monomial
Now consider the linear subspace
spanned by these monomials. For a sequence of partitions π = (π 1 , . . . , π d ) and a permutation σ ∈ S d denote by σπ the permuted sequence (π σ(1) , . . . , π σ(d) ). Note that permuting an admissible sequence π ∈ Π does not necessarily results in an admissible sequence. Now we define a map S d × Λ → Λ, sort of a partial action, given on the basis vectors as follows.
We can also introduce a corresponding partial antisymmetrization operation A : Λ → Λ, which is defined on the basis vectors via
This partial anti-symmetrization operation may be used to construct vectors satisfying condition (2) in Lemma 7.5. Indeed, the following statement is easy to check by applying the simple root vectors.
Lemma 7.7.
(1) For Z ∈ Λ we have σAZ = sign(σ)AZ or 0, for every σ ∈ S d (2) Assume that Z ∈ Λ is such that σZ = sign(σ)Z or 0 for every σ ∈ S d . Then n R Z = 0.
We need to introduce another operator on the space Λ. For a sequence of partitions π = (π 1 , . . . , π d ), a partition τ and a positive integer m ≤ d, introduce the sequence
Now, for every partition τ define a partial shift operator T τ on Λ which acts on the basis vectors, as follows:
Then one can easily check the following statements: Proof. The torus T R acts on the whole space Λ with the same weight. The T L -weight of each term of T τ u π is the same, while the operation A does not change the weights. This proves property (1). Property (2) immediately follows from Lemma 7.7.
Introduce the linear space Thus to prove property (3), we need to show that AT τ u π ∈ R. First we show that for partitions π, τ ∈ Π and r ≥ sum(π) + sum(τ) the polynomial
Indeed, a quick computation shows that
This equality implies that it is sufficient for us to prove Z πτ,r (p ref ) = 0 for the case r = sum(π) + sum(τ). In this case we can write Z πτ,r as (7.7) u π∪τ,r − u π,sum(π) u τ,sum(τ) , and this polynomial clearly vanishes on p ref because all three coordinates appearing in this relation are equal to 1 according to (6.7). Now we return to the proof of AT τ u π ∈ R. Using the facts that R is an ideal and that Z πτ,r ∈ R, modulo the ideal R, we can replace all the factors of the form u π∪τ,r in all the terms of AT τ u π , by the appropriate sum of quadratic terms in (7.6). Our claim is that the resulting polynomial vanishes.
We can parameterize a term of the resulting sum by a triple (m, σ, r), which means that τ is glued to π r , the result is permuted by σ ∈ S d , and, finally, we take the quadratic term in (7.6) indexed by m. Without loss of generality we can restrict ourselves to the case of identity permutation, σ = id, we can write down this term as
we can list the "second" indices of this monomial as follows:
here we assumed m < r − m for simplicity, but this is not essential. Denoting by σ i, j the transposition of i and j, we note that the term corresponding to the triple (m, σ r,r−m , r − m) the is identical to (7.8) but has the opposite sign, so the two cancel. This is a complete pairing of the occurring terms, which means that the result vanishes. This completes the proof.
Remark 2.
Note that it can easily happen that the sum AT τ u π is empty (cf. Lemma 7.8), however, no two terms of this sum may cancel each other. Indeed, since π is admissible, no two partitions in the sequence π = (π 1 , , . . . , π d ) coincide. Now we return to the problem formulated at the beginning of this paragraph: for which π ∈ Π is the fixed point p π ∈ O?
Putting together Lemma 7.5, property (7.5) of our monomials, Proposition 7.9 and Remark 2, we obtain that as soon as u π appears as a term in AT τ u ρ for some ρ ∈ Π and τ ∈ Π, we can conclude that p π O. We can formulate the resulting combinatorial condition as follows: This is a rather strict condition, thus a random sequence of partitions will not give rise to a fixed point in O.
Example 1.
(1) Consider the sequence
This sequence satisfies the necessary condition in the Proposition, and, in fact, it corresponds to a fixed point. ( 2) The fixed points naturally form a tree. The conditions correctly predicts the set of fixed points for d = 4. (3) The condition is necessary but not sufficient. An example is the following sequence consisting of zero-defect partitions. π = (. . . [1, 12] . . . [1, 15] . . . [1, 20] . . . [12, 12] . . . [1, 12, 12] . . . [1, 12, 12, 15, 20] ).
We indicated some of those partitions in the sequence for which π l [l] . Besides the trivial partitions, the sequence will contain all subpartitions of π 60 = [1, 12, 12, 15, 20] .
7.4. Divisibility of Q π . After this diversion we return to our main problem, the proof of the Proposition 7.4.
Recall that Q π is the equivariant multiplicity of the orbit closure O at the fixed point p π , which is, by definition, the T L -equivariant Poincaré dual of the tangent coneT π O in the tangent space T π E.
To describe the tangent coneT π O, we need to linearize the T L -action near the fixed point p π by finding appropriate local coordinates, and then localize the defining equations of O in these coordinates. This is fairly easy, because, similarly to projective space, we have natural coordinates near p π which diagonalize the action of T L . Indeed, let N π ⊂ E be the affine linear subspace defined by the equations
Then for each point ε ∈ E near ε π (cf. Lemma 6.3) there is a unique b ∈ B R such that εb −1 ∈ N π . Namely, one needs to take
These variables, naturally, depend on π, but we will not reflect this in the notation. The (right) action of T L on these variables is diagonal, and the weight onû τ,l is exactly (z τ − z π l ).
Our technical tool will be Lemma 2.1, which, applied to our situation, says that Q π is divisible by a particular linear term z τ − z π m if in the localized ideal definingT π O there is a relation in whichû τ,m is expressed as a polynomial of the remaining variables. Now we observe that the two problems: deciding whether p π ∈ O, and proving that (z τ − z π l )|Q π are quite similar in nature. As the discussion before Definition 7.1, and the discussion above show, both can be approached by finding relations containing particular terms.
We will need to describe the local equivalents of the relations on the orbit closure O near a fixed point p π . The prescription is simple: Lemma 7.11. Let R be a B R -invariant polynomial relation on E. Then the corresponding local relation near the fixed point p π in terms of the coordinatesû τ,l is obtained by
• replacing the remaining variables u τ,l byû τ l .
Clearly, every relation of the form AT τ u ρ induces a local relation near p π this way. For our present problem, assume that the sequence
is not complete. Then by Proposition 7.9, the monomial u π ′ will occur in a relation, and since according to the prescription of Lemma 7.11, we haveû τ,l = u π ′ , we can apply Lemma 2.1, and conclude that (z τ − z π l )|Q π .
Thus to complete the proof of Proposition 7.4, we need to show, that under the conditions described there for π and τ, the sequence (π 1 , . . . , π l−1 , τ, π l+1 , . . . , π d ) is admissible, but not complete.
Let us write explicitly what we know. We have is admissible, but not complete. Quite clearly, such a sequence is complete if and only if |τ| = 2. This means that in formula (7.2), we can cancel all factors between the numerator and the denominator in the first fraction corresponding to partitions τ with |τ| > 2. This simplifies the denominator to {(z l − z m − z r ); 1 ≤ m ≤ r, m + r ≤ l ≤ d}, while Q dist is replaced by a polynomial of much smaller degree. We denote this polynomial by Q d , marking the d-dependence explicitly.
Naturally, the geometric meaning of this is that the Zariski tangent space to O at p dist is contained in the linear subspace of T p dist E spanned by the tangent vectors indexed by the length-2 partitions, and Q d is the equivariant multiplicity of O in this vector space.
With these preparations, we can formulate our main result.
The proof, as well as a detailed study of the polynomial Q d will be given in a later publication.
Finally, we note that at the very end of this paper we discuss an application of our theorem to the positivity of Thom polynomials.
H   Q d ? E   T 
In summary, we have a residue formula, which reduces the computation of the Thom polynomial of Θ d , to the calculation of a polynomial Q d , which does not depend on n and k.
Clearly, in principle, the computation of Q d is a finite problem in commutative algebra which, for each value of d, can be handled by a package such as Macaulay. Certainly, this is something completely independent of the other two parameters of our problem: n and k.
At this point, we do not have an efficient method of computation for Q d in general. The purpose of this section is two-fold: we would like to describe the extra information we have uncovered about the orbit B dεref ⊂ Y 2 (C d ), and, using this, to show how to compute Q d for low degrees: d = 2, 3, 4, 5, 6. This is all the more important, because computers cannot handle a problem such as computing the degree of a parameterized subvariety already in very small examples. 
Remark 3.
• When i = j = m, then we do not obtain a relation; when two of the parameters coincide, then we obtain 1, otherwise 2 relations.
• We call the coordinatesû mr,m+r toric coordinates, since these are fixed under the nilpotent elements of B 4 , i.e these coordinates are parameterized by T 4 .
• The equations in the case i + j + m = l are relations of the toric orbit closure K. We observe that this toric hypersurface, coincides with our basic example introduced in §2.2. The variety is irreducible, therefore coincides with K. We have already determined the equivariant Poincaré dual in a number of ways in this case: it is the sum of the weights on of any of the monomials in the equation, i.e (8.6) Q 4 (z 1 , z 2 , z 3 , z 4 ) = (2z 1 − z 2 ) + (2z 2 − z 4 ) = 2z 1 + z 2 − z 4 .
Combining our results, we arrive at 8.6. d=6. In this case deg Q 6 = 7, and our zero-defect equations do cut out the toric subvariety K 6 out of Y 2,0 (C 6 ). The variety cut out by the full set of equations, however, has an extra component, whose ePd is easy to compute in this case, thus one obtains Q 6 . 8.7. An application: the positivity of Thom polynomials. There is a well-known conjecture, stating that the Thom polynomials expressed in terms of the relative Chern classes have positive coefficients. In this final paragraph, we would like to show that our formalism is well-suited to approach such a statement. In fact, we will formulate a more general positivity conjecture, which has a clearer geometric meaning.
First, we make a comment about the sign (−1) d in our main formula (7.10). Recall from (6.4) in §6.2 that the sign convention of our iterated residues at infinity is such that the iterated residue may be obtained by expanding the denominators in terms of z i /z j with i < j and then multiplying the result with (−1)
d . This sign appears because of the change of orientation of the residue cycle when passing to the point at infinity. As a consequence, when we compute (7.10) via expanding the denominators, then the sign in the formula cancels. Now we are ready to formulate our positivity conjecture. This statement clearly implies the non-negativity of the coefficients of the Thom polynomial.
At the moment we do not know how to prove this conjecture in general. However, we observe that the expansion of a fraction of the form (1 − f )/(1 − ( f + g)) with f and g small has positive coefficients. Indeed, this follows from the identity
Now, introducing the variables a = z 1 /z 2 and b = z 2 /z 3 , we can rewrite the above fraction in the d = 3 case as follows: (z 1 − z 2 )(z 1 − z 3 )(z 2 − z 3 ) (2z 1 − z 2 )(z 1 + z 2 − z 3 )(2z 1 − z 3 
