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Abstract
Field emission displays (FEDs) show great promise as high performance flat panel
displays. The light emission process is efficient, long lifetimes are possible with high
brightness, and bright passive matrix displays can be built. Because passive matrix
displays don’t need a transistor backplane, it was once thought that these displays
would be cheaper to fabricate than their competitors. It is now clear that this is not
the case. Fabricating a transistor backplane has turned out to be less expensive than
micromachining an array of uniform field emitter tips with aligned gates. Competing
technologies which use an active backplane (such as active matrix liquid crystal pan-
els) have become ubiquitous, and FED technologies developed to date have been too
expensive for the consumer market. This thesis presents a new strategy for creating a
low-cost field emission display. This strategy begins by creating a field emitter out of
organic conductors–a class of materials mostly neglected to date for this application.
The organic emitter is made by copying a non-lithographic template. The process
takes 5 minutes, occurs at room temperature and at atmospheric pressure, and does
not damage the template.
We show that organic conductors are easy to pattern into regular patterns and
can form structures which exhibit field emission, with field enhancement factors of
about 100-600 times. The field emission follows a Fowler-Nordheim characteristic.
Also explored are some of the properties of organic conductors in vacuum such as
conductivity over time, the interaction of the organic field emitter with background
gases, and the conduction mechanism. In particular, we show that oxygen degrades
the emission properties of organic field emission tips, and that organic materials retain
sufficient conductivity in vacuum to serve as field emitters.
The second prong of the strategy is to combine the field emitter with an inexpen-
sive transistor. A thin-film transistor made using an organic semiconductor is used
to control the emission from the field emitter. We demonstrate a circuit architecture
which allows the transistor to control the field emitter without creating a microma-
chined gate. This architecture uses only one high voltage supply for the panel to
extract and accelerate electrons toward the phosphor screen. We show that the field
emitter current can be controlled over a range of about 1000:1 using only 30V. This
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is verified through measurements of spot brightness on a phosphor screen.
We then show that using the transistor has additional advantages. The current
noise is reduced by a factor of 20, and DC current degradation is eliminated for oxygen
partial pressures up to 1× 10−6 torr.
A new linearized analysis is presented which explains the DC current control and
noise reduction, and also estimates the work function fluctuation on the emitter tip.
The experimental results are examined in the context of this analytical framework.
The work in this thesis shows (1) that a field emitter can be made from an organic
conductor using a simple process (2) a field emission display can be controlled without
making an array of micromachined gates and (3) using a transistor has a number of
advantages in addition to controlling the field emitter. This architecture provides a
possible platform for an advanced inexpensive field emission system.
Thesis Supervisor: Akintunde I. Akinwande
Title: Professor
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Chapter 1
Introduction
Field emission is a process which extracts electrons from a material at room temper-
ature using an electric field. The free electrons generated can then be harnessed in a
wide variety of applications. There are few common uses for field emitters today, but
a number of (such as electron guns for television sets) are expected to develop in the
next few years.
A wide variety of applications have been proposed and demonstrated using field
emitters. Free electrons can be accelerated to provide charge or energy (or both) to a
target. E-beam lithography [4], space propulsion [5], chemical analysis [6], and high
power amplifiers [7] are a few of the applications currently under development.
1.1 Background and Motivation
This thesis will focus on the creation of a field emitter suitable for a flat panel display.
Field emission displays (FEDs) operate by accelerating energetic electrons into a
phosphor screen in a similar manner to CRTs. Instead of producing electrons at a
single source, however, FEDs have an array of dedicated electron emitters at each
pixel. These pixels are then electronically addressed. This eliminates the need for a
deep vacuum envelope to accommodate beam steering (as in a CRT) and the panel
formed can be thin.
FEDs have several attractive characteristics as a flat panel display. The process
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through which light is formed in an FED, cathodoluminescence, is one of the most
efficient ways known to transfer electrical energy into light [8]. Extensive development
over the past 100 years has led to the development of high quality phosphor systems
for CRTs which are also applicable to FEDs [9]. These phosphors have long lifetimes,
a wide color gamut, and high maximum brightness. FEDs are an emissive display
which has strong visual appeal over light valve displays. In particular, the angular
dependence of color and luminance is eliminated.
Despite the theoretical advantages of these displays (which have been demon-
strated in prototypes, see [10], for example) – high brightness, high efficiency, sat-
urated colors, long lifetime, fast response, and insensitivity to temperature – FEDs
have failed to establish themselves in the consumer market. This can be attributed
to the presence of display technologies in the market which provide high quality
(but not ideal) images at a relatively low cost. Consumers are unwilling to pay a
large premium for a small increase in viewing quality once an acceptable image is
already available. Field emission display approaches to date have been significantly
more expensive than other display types, and this has blocked their entrance into the
consumer market. Military and instrumentation customers are the primary users of
existing field emission display systems.
FEDs are expensive because traditional field emission array manufacturing pro-
cesses are expensive. The Spindt process, which is the most popular in manufacturing,
requires two directional metal deposition steps and sophisticated lithography. The
metal depositions require a collimated source of material parallel across the panel. As
the display panel increases in size this becomes more difficult and larger, more expen-
sive, deposition systems become necessary. Other FED technologies have limitations
which will also be discussed below. Many of these technologies produce excellent field
emitters, perhaps suitable for high-technology high-margin applications, but none
have so far (with the possible exception of carbon nanotubes and surface conduction
emitters) exhibited great potential for a consumer display product.
Generally, the need for high voltage drivers and high resolution lithography has
created panel architectures whose cost is not competitive with other display technolo-
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gies. This results from the high fields, on the order of 108 V/cm, which are needed to
extract electrons from a solid surface. Three strategies are commonly used to achieve
these high fields:
 Field enhancement (use of a high aspect ratio tip)
 Placement of an extraction gate close to the field emitter
 Use of high voltage electronics
Each of these three strategies can add considerable expense. The creation of a
high aspect ratio tip and close placement of the extraction gate require high resolution
lithography. Use of high voltages on the panel requires high voltage drivers. A circuit
and field emitter architecture which eliminates these problems could make FEDs
competitive as a popular display medium.
Once emitted the electrons need to be accelerated to a high energy level, typically
10-30keV. This is usually done with a common external acceleration field (whose
magnitude is much smaller than the extraction field although higher voltages are
involved). The circuitry needed to produce this high voltage once is not particularly
expensive.
1.2 Objectives and approach
The objective of this thesis is to develop a new general architecture for consumer
field emission displays. This will be achieved by developing an inexpensive process
for building and controlling the field emitter. This is accomplished by fabricating a
simple field emitter without the use of lithography at room temperature and placing
it in series with a transistor also fabricated at room temperature. All of the com-
ponents are inexpensive and, except for a single high voltage power supply, operate
with low voltages. This architecture allows control of the panel using traditional, in-
expensive, CMOS driving circuitry and forms all components using room temperature
evaporation and deposition processes.
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The first part of this thesis will explain a simple process for creating a field emitter.
By replicating a micropatterned template with a conducting organic material it is
possible to create a patterned conducting structure over large areas. A small fraction
of the structures formed using this process have high field enhancement and can serve
as field emitters.
The second part of the thesis will develop the architecture used for controlling
the display, and demonstrate control of a field emitter using an inexpensive transistor
made from an evaporated organic material. The thesis will show how the use of an
active backplane can eliminate the need for an extraction gate, generally an expensive
part of FEDs. The use of a transistor also provides further advantages by controlling
the level of noise and moderating the effect of gases in the vacuum chamber on the
field emitter.
1.3 Explanation of field emission display and gate
structure
The next chapter will develop the theory of field emission in greater detail but, gen-
erally speaking, field emission occurs because of the tunneling of electrons out of a
conducting material. Part of the appeal for field emission’s use in flat panel displays
(FEDs) is the fact that tunneling occurs independent of temperature and can oc-
cur at room temperature. Thermionic emission, in which electrons are emitted from
a heated material (used in vacuum tubes, vacuum fluorescent displays (VFDs) and
CRTs), would consume a great deal of energy if applied to a large panel.
Field emission devices usually have the structure shown in figure 1-1.
A sharp point is formed from a conducting material, which serves as the emitter
tip. An annular opening is formed near the tip from another conductor, which is
the extraction gate. A significant distance away a third conductor biased to a high
potential relative to the tip attracts and accelerates the electrons to the phosphor
screen.
26
Gate
Insulator
Field emission tip
Substrate
Figure 1-1: Generic architecture for field emission devices. Typical gate apertures
seen in the literature are 1-0.1 µm.
To achieve tunneling large fields are needed, typically on the order on 1 − 10 ×
107V/cm. To achieve these large fields without using extraordinarily large voltages
two techniques are generally used. First, the emission tip is made sharp (i.e. with a
high aspect ratio). This magnifies the applied electric field through field enhancement.
Second, the gate/extraction electrode is placed as close as possible to the field emitter
tip. This also increases the magnitude of the electric field generated for a given
voltage.
The creation of a gate in close proximity to the field emitter without shorting is
often challenging. The micromachining of this gate often converts an inexpensive field
emitter into an expensive field emission display. The following section will describe
a number of the traditional strategies used to form this structure, as well as a few
alternatives which offer the promise of an inexpensive panel.
1.4 Description of Traditional Fabrication Processes
1.4.1 Spindt process
The Spindt process was first announced in 1968 by Shoulders and Spindt of the
Stanford Research Institute [1] [11]. Since its introduction the Spindt process has
remained the most popular manufacturing process for field emission displays.
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Process
Figure 1-2 schematically shows the steps in the Spindt process.
Insulator
Substrate
Sacrificial layer
Gate conductor
Field emitter material
Emission tips
(A)
(B)
(C)
(D)
(E)
Deposited material
Deposited material
Figure 1-2: Schematic representation of the Spindt process. Follows process in [1]
First, an insulating layer in deposited on top of a conducting layer (Fig. 1-2 A).
An array of holes is then etched into the insulating layer (Fig. 1-2 B). An off-axis
deposition is then made of a gate conductor and an easily etched release material,
both of which only deposit on the upper layer of the insulator and not in the bottom
of the holes (Fig. 1-2 C). A conducting material is then evaporated into the base of
the holes using a collimated evaporation process (Fig. 1-2 D). As material builds in
the holes and on the top of the insulator layer the aperture slowly shrinks. Eventually
the hole closes and a cone is formed centered in the aperture opening (Fig. 1-2 E).
The release layer is etched liberating the excess material on the top. Many variations
have been reported on the order of the steps, the materials used, etc.
A large number of refinements have been made to the Spindt process, and it
has been demonstrated using non-lithographic patterning techniques [12], two step
depositions for higher aspect ratios [13], multiple gate levels [14], etc. It is by far the
most extensively studied process and has been used by a number of corporations to
produce FED panels.
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Advantages
The Spint process has several advantages [15]. All depositions occur at room temper-
ature, which allows the use of substrates which are convenient for the sealing process.
The use of evaporation allows a wide variety of materials to be employed, including
metals and semiconductors. This allows materials with exotic (but possibly interest-
ing) properties to be used, including refractory metals (which can survive aggressive
bake-outs) and low work function materials (which emit electrons at a lower field).
The apertures can be formed with a small radius and tips with good aspect ratios
can be formed.
Disadvantages
The major disadvantage of the Spindt emitter for display applications is the cost
of the two directional deposition steps. Small devices for specialized applications
are relatively straightforward to fabricate. An example niche market is devices for
charge neutralization in space, which are millimeters square. Large panels are needed
to make large displays and to make small displays economically. Fabricating these
is prohibitively expensive. The varying incident angle seen in larger panels causes
variation in the tip to gate distance which can lead to brightness nonuniformity in
the finished device.
1.4.2 Silicon process
Several groups have developed processes to use combinations of isotropic and anisotropic
silicon patterning techniques to fabricate field emission displays. Silicon field emission
tips exhibit atomic dimensions at their apex, and are currently the highest performing
type of tip.
Process
Figure 1-3 schematically shows the steps in a popular silicon FED fabrication process
[16].
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Figure 1-3: Schematic representation of the silicon FED process.
First, a silicon wafer is cleaned and oxidized (Fig. 1-3 A). Photoresist is then
dispensed and exposed on the wafer to form small disks (Fig. 1-3 B). This pattern is
anisotropically etched into the oxide to form a hardmask. The wafer is then etched
using an isotropic process (such as a high pressure plasma etch), which erodes the
silicon everywhere but under the center of the oxide disk (Fig. 1-3 C). The oxide
hardmask is then stripped off, and a layer of low pressure chemical vapor deposited
(LPCVD) oxide and doped polysilicon are then deposited (Fig. 1-3 D). These layers
deposit conformally. Chemical-mechanical polishing (CMP) is used to create holes in
the polysilicon layer over the areas where tips exist (Fig. 1-3 E). The oxide is then
isotropically etched back in the exposed areas, exposing the tip and completing the
field emitter (Fig. 1-3 F).
A large number of variations on this process exist, including the use of maskless
lithography processes to define the pillars [17], repetition of the gating process to
create a second focusing gate [14], and adjusting the doping profiles to create light
sensitive field emitters [4].
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Advantages
The silicon FED process creates extremely sharp tips. Figure 1-4 shows a scanning
electron micrograph (SEM) of a silicon field emitter tip.
lence band emission, a high electric field must be achieved at
the tip surface. A way to obtain a high field is to fabricate Si
tips with a very small radius.19 Oxidation sharpening is
known to be a very good method to achieve this goal.20,21 In
this letter we report experiments on n-type silicon FEAs with
low dopant concentrations (1016 cm23). Electron emission
data indicate the conduction band emission at low voltages,
current saturation at intermediate voltages, and conduction
plus valence band emission at high voltages.
We fabricated FEAs with a 1 mm aperture on 4 in. ~100!
n-type silicon substrates with a dopant concentration of
1016 cm23. The process consists of two main parts: tip defi-
nition and gate formation/patterning which are described in
detail in Ref. 18. Figure 1 shows a cross section of a single
gated emitter within an array of emitters with 4 mm pitch
~the distance between neighboring emitters!. Scanning elec-
tron microscopy ~SEM! analysis indicated that the tip radius
is about 12.3 nm. Electrical characterization was performed
on a 10310 FEA with a 4 mm pitch. The characterization
was done in an ultrahigh vacuum environment at a pressure
of about 5310210 Torr without bake out, field forming, or
conditioning. The devices were probed on-wafer and the
emitter current, anode current, and gate current were moni-
tored. The anode voltage was fixed at 1000 V while the
anode-substrate distance is fixed at about 1 cm. Using the
kinetic formulation of field emission, the current density can
be expressed as
J5qE N~Ex!D~Ex!dEx ,
where N(Ex) is the electron supply function and D(Ex) is
the probability of an electron tunneling to vacuum at a cer-
tain energy level Ex . Using several simplifications to the FN
theory, the I – V characteristic of the field emission obeys the
following formula to the first order3,22–24
I5aFNVg
2 exp~2bFN /Vg!,
where aFN5aAb2/1.1x exp(B(1.4431027)/x1/2), bFN
50.95Bx3/2/b , x the electron affinity of Si, A51.54
31026, B56.873107. b is called field factor and is defined
as b5F/Vg where F is the electric field at the surface of the
Si tip and Vg is the applied gate voltage.
Figure 2 is the FN plot of the average emitter current per
tip. From Fig. 2, three regions could be observed: a sloped
region at low voltage which obeys the FN equation, a rela-
tively flat segment at intermediate voltages, and a sloped
region at high voltages which also obeys the FN equation.
The two ‘‘transition’’ voltages are measured to be approxi-
mately V1590 V and V25130 V. Also from Fig. 2 the field
factor b was calculated to be 1.073106 cm21. At a gate
voltage of 150 V this gives a surface field of 1.61
3108 V cm21(1.61 V/Å). Using a simple electrostatic argu-
ment (b51/r , a result from ‘‘ball-in-sphere’’ model dis-
cussed in Ref. 19! the tip radius is calculated to be about 9.3
nm which is in close agreement with the SEM measurement.
It is worth noting that the data presented here was obtained at
tip electrostatic fields of 6 – 16.53107 V/cm. These fields are
beyond what is necessary to overcome the internal barrier
produced by surface states as suggested by Stratton.24
We provide an explanation for the experimental data in
Fig. 2 using the physical picture schematically depicted in
Fig. 3. At low voltage most tunneling electrons come from
the conduction band. At this stage the electron supply is
sufficient and the device is in a quasistatic state. The I – V
characteristic is in electron transmission controlled region
and obeys the FN formula. As the gate voltage increases, the
emission current increases too. The electron supply is even-
tually limited by the supply of electrons to the surface to
Isat5aqnysat . At this stage the device is in a steady state but
not a quasistatic state. In our case if we take the electron
saturation velocity to be ysat513107 cm s21 which is a rea-
sonable number for Si, the saturated emission current per tip
is given by Isat51.5231027 A/tip. This value is close to the
observed saturation current of about 131027 A/tip. As the
gate voltage gets even higher electrons are emitted from the
valence band into vacuum. The I – V characteristic in this
region also obeys the FN formula but with a higher effective
electron affinity xeff5x1Eg . Since the electron concentra-
tion in the valence band is very high ~it is a nearly full band!
we would predict that the saturation of valence band emis-
FIG. 1. Cross section of a single gated silicon field emitter.
FIG. 2. FN plot of current of the 10310 FEA. Conduction band emission,
saturation, and conduction1valence band emission regions are distinct.
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Figure 1-4: SEM of a silicon field emitter tip (courtesy of Meng Ding).
Circuitry may also be built into field emitters fabricated on silicon [18]. This allows
feedback and control circuitry integrated directly with the field emitter. This is useful
for reducing noise and opens the possibility of implementing advanced addressing
control.
Many laboratories on y allow silicon in their advanced etching and deposition
equipment which also contributes to silicon’s popularity for this class of techniques.
Disadvantages
As with the Spindt process, the major disadvantage of silicon FED-based processes is
high cost. High tempera ure oxidation and material deposition steps (such as LPCVD
oxide and polysilicon deposition) are very expensive on a unit area basis. The need
for high resolution photolithography adds additional expense, and the process does
not scale well as the size of the desired panel increases.
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1.4.3 Surface conduction emitter
The surface conduction emitter is an alternative to the traditional tip-in-gate struc-
ture. It consists of nanoparticles placed between two laterally patterned gates with a
small gap between them. The general structure is shown in figure 1-5.
Electrodes
Nanoparticles
Top View
Side View
Figure 1-5: Schematic of the fabrication of a surface conduction emitter.
Process
Several approaches exist to form SCE FED devices [11]. One approach is to directly
deposit a composite of semiconducting nanoparticles and an insulator between pat-
terned electrodes. Another is to deposit a thin film of a conductor, and convert part of
the film into the nanoparticle array. This can be accomplished thermally or through
a programmed voltage stress which causes voids to appear [19], [20]. In operation,
current is driven laterally through the film. The carriers tunnel across the voids in the
nanoparticle region of the device. A field is applied which extracts a small fraction of
the laterally moving carriers while they’re tunneling and accelerates them toward a
phosphor screen. The panel may be controlled by adjusting the lateral current. The
acceleration field (which is common to the whole panel) may be left on all the time.
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Advantages
The SCE emitter is thought by many to be very promising. Low voltages control
the operation of each pixel, the deposition of materials is relatively straightforward,
only a single high voltage supply is required, and the technique appears to scale well
over large areas. In 1997 Canon announced the development of a 10 inch prototype
under the name SED (surface emission display). The panel was based on a inkjet
printed nanoparticle gap with high brightness and energy efficiency, but has released
few details since [19]. Canon is rumored to be developing a panel with Toshiba which
will be announced in 2003.
Disadvantages
The SCE FED is still under intense investigation, and its limitations are not yet
entirely clear.
Less than 1% of the current travelling through the thin film is ultimately emitted
towards the phosphor screen [21]. Because the operating conditions are not yet well
established, it is not yet clear what penalty in energy efficiency this represents.
1.4.4 Thin film emitters
A large number of emitters have been proposed which emit from a planar or nearly
planar structure. These hope to form a field emitter which is easy to fabricate and
can perhaps be operated without a gate. Because the precise structure of these films
is not determined lithographically the number of emitting sites varies considerably
from area to area. This can lead to significant inhomogeneity in the emission.
Process
Three major classes of approaches exist with regards to thin film emitters:
1. Nanoparticle composites
2. Low threshold materials
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3. Nanotextured materials
Nanoparticle composites (exemplified by the material produced by Printable Field
Emitters, Ltd.) [22] are generally a mix of a insulating or semiconducting powder in a
binding medium. No theory of emission is universally accepted, but the enhancement
of the field by nanoprotrusions or a triple point mechanism (in which one sees strong
field enhancement at the point where an insulator, conductor, and vacuum meet) is
generally suspected.
Low threshold materials come in many categories. Thin film diamond (also known
as diamond-like carbon or DLC) is one popular material thought to have a very small
or negative electron affinity. Low work fuction materials are also often employed.
These materials are said to field emit easily because of a band structure which makes
it easy to extract electrons. In practice many of these claims are controversial. The
electronic structure of many of the materials involved is in debate and localized tex-
ture may be responsible for the observed emission. Low work function materials are
also highly reactive to residual gases in the vacuum envelope and the material being
measured on the emitting surface is often of unknown composition.
Nanotextured materials spontaneously form a complex texture during deposition
or in response to a treatment. Materials like copper sulfide or silicon nanowires can
be used to make a sheet of material which has a strong local field enhancement. The
process presented in this thesis is also of this type.
Advantages
The advantage of thin film emitters is their simplicity. Many can be economically
deposited in only one or two steps, and they can also usually be deposited over large
areas.
Disadvantages
There are many disadvantages to thin film emitters, but they vary with the emitter
involved. Low homogeneity over large areas, high reactivity (for low workfunction
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emitters), high threshold fields, and low emission site density are common problems.
1.4.5 Carbon nanotubes
Carbon nanotubes (CNTs) are rolled graphitic sheets which form long chemically sta-
ble tubes. They can be synthesized in a number of processes and can have high aspect
ratios. Nanotubes are also generally highly conductive. While it is possible to form
semiconducting single-wall nanotubes by selecting certain chiralities, most nanotubes
used for field emission are multi-walled and imperfect which virtually guarantees
metallic character.
Process
A wide range of techniques has been developed.
Screen printing combined with self-aligned lithography has the potential to form
a low cost display. Chung et al. from Samsung have used this technique to produce
several prototype panels [23]. In their process a well is first formed in an insula-
tor/conductor/insulator stack. A photosensitive nanotube paste is then screened into
the well, and the paste is exposed through the backside of the well. The paste is
developed, fired, and plasma treated to form field emitters.
Catalytic growth of nanotubes has also been explored with promising results.
Islands of a nickel catalyst are patterned in a gate structure. A carbon containing
precursor gas (such as methane) is then flowed across a heated sample with or without
a plasma [24]. Multi wall nanotube bundles are then formed from these islands.
Advantages
CNT FED technologies are quite promising. The long tubes achievable and near
atomic dimensions of the tip leads to low threshold fields. CNTs are relatively chem-
ically inert, which simplifies their fabrication and reduces long term degradation. It
is also promising that dispersions of pre-synthesized nanotubes can be used as a field
emitting backplane. Many of these dispersions are easy and inexpensive to deposit
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and pattern.
Disadvantages
There are few disadvantages to the CNT process over other field emitters. CNTs are
the best poised to enter the commercial market and several corporations are exploring
this possibility. Drawbacks CNTs have are generally common to all field emitters.
One significant disadvantage to CNT FEDs is that their fabrication process does
not automatically produce a gate structure, as would a Spindt or silicon field emit-
ter, for example. The need to precisely place nanotubes into a gate structure adds
significant process complexity.
1.4.6 Metal-Insulator-Metal
The metal insulator metal (MIM) emission mechanism is conceptually similar to the
SCE process. Electrons are encouraged to jump from one conductor to another over
an insulating barrier, and accelerated while in that barrier. By applying a potential
toward an anode, a small fraction of these tunneling electrons escape the second
electrode and can be directed to a phosphor screen.
Process
Traditionally MIM structures were formed by sequential deposition of the three lay-
ers. The thickness and quality of the insulator is crucial, and PECVD and evapora-
tion techniques have produced only moderately successful devices. A more advanced
technique uses an aluminum supply conductor and anodizes it to form the middle
insulator. This forms a thin (20nm) insulating layer with less ohmic leakage than
possible with deposited insulators. A thin top conductor is then evaporated onto the
device. The final structure is schematically shown in Figure 1-6.
When operated, the MIM structure is biased to inject carriers into the thin insula-
tor with a strong field. The electrons are accelerated through the insulator and most
are collected at the top electrode. A certain fraction of the electrons acquire enough
36
kinetic energy to escape through the top electrode and enter the vacuum space. These
carriers are then accelerated to the anode.
Electrodes
Insulator
Substrate
Figure 1-6: Schematic of the fabrication of an MIM emitter.
Advantages
The MIM structure has several advantages. Because it is a thin film structure, it
requires no micromachining, and evaporation and anodization occur at low temper-
atures. MIM emitters formed using anodization processes also exhibit less current
noise than exposed emitters [25]. There is no exposed surface on which gases can
adsorb and desorb to adjust the work function. MIM emitters also exhibit smaller
spot sizes than conventional Spindt emitters. No lateral extraction field is present to
spread the electron beam.
Disadvantages
MIM emitters operate with a large field across the insulator. The formation and
destruction of microfilaments in the insulator traditionally leads to short lifetimes in
this class of displays [11]. It remains unclear whether this problem can be solved.
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1.5 Philosophy of new design
Many of the aforementioned field emitters can produce excellent field emission dis-
plays. In all cases, however, formation of either the field emitter or gating structure
requires an expensive step such as high temperature oxidation or high resolution
lithography. This thesis will present a field emitter architecture which is inexpensive
in every step.
The design which will be demonstrated begins by offering a simplified technique
for creating a high performance field emitter. It combines a solution based non-
lithographically formed emission structure with a room temperature deposited thin
film transistor. The field emitter is made in a very simple process from soluble organic
conductors. It is inexpensive but ungated. By adding the transistor, this thesis will
show that the need for a micromachined gate or peripheral electrode is eliminated.
This combined structure exhibits low noise, low voltage control, and immunity to gas
exposure.
The rationale for this design will be discussed in greater detail in later chapters.
Generally speaking, however, control is accomplished by modulating the current flow
through the transistor instead of the field emission barrier. The transistor is immune
to noise from gas adsorption, and the electric field inside the transistor is controlled
by a gate which is simple to fabricate (as opposed to field emitter gates, which are
far more complicated). Since the transistor provides control, the field emitter is free
to use any geometry. In this case a gate-free diode arrangement is used.
All that remains is to insure that all of the current reaching the field emitter from
the transistor is launched into the vacuum space. This is accomplished by applying a
large electric field across all of the emitters and insuring that this field greatly exceeds
the magnitude needed to extract any excess carriers.
This approach may be understood by analogy with a garden hose. Most hoses
have two points of regulation – the tap connected to the main supply and the nozzle
at the end of the hose. If the tap is fully on and the nozzle opened only a little, the
flow is regulated by the nozzle. If, conversely, the nozzle is opened all the way and
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the tap a small amount, the flow will be governed by the tap. The most restrictive
control point governs the flow. By biasing the transistor properly, it can control the
current in the field emitter and provide the advantages sought.
1.6 Structure of this thesis
This thesis will begin by explaining the theory of field emission and comment on the
applicability of field emission theory to organic conductors. After this, the theory
of organic conductors and organic conducting composites will be discussed. Doping,
the role of solvents, and the effect of vacuum exposure on these materials will also be
discussed.
The process for making a field emitter from organic conducting materials will then
be presented, along with the properties of a field emitter made using this process. The
final component, organic thin film transistors, will then be discussed. The last chapter
will present the results of placing the organic field emitter and the organic transistor
in series and demonstrate the benefits of that combination. This final chapter will
show that a field emission device can indeed be created with low noise, low voltage
control, and immunity to residual gases without the use of a micromachined gate.
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Chapter 2
Theory of field emission
Field emission is one of several ways in which electrons may be extracted from a solid.
Its advantage over other techniques for creating a display is that only electrical energy
is involved in the extraction process. Heating and illumination, which are central to
other emission mechanisms, are not necessary in field emission. This significantly
simplifies the process. This chapter will discuss the general structure of energy levels
in solids, how field emission is achieved, and how it differs from other methods of
electron extraction. It will also discuss field enhancement, which is a technique for
locally generating high fields while using low applied voltages.
2.1 Energy levels
2.1.1 Energy bands
The regular spacing of atoms in crystals limits the position and energy level of carriers
of charge and energy in a material. Certain energies are allowed and others are
forbidden, and the density of these states varies with energy. Energy band diagrams
show a simplified representation of the allowed levels for electrons and holes in a
material. Figure 2-1 details the parts of an energy band diagram.
Generally only electrons present in the outermost shell are able to move freely
in the solid. These are known as the valence electrons. The inner electrons (the
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Figure 2-1: The parts of an energy band diagram.
core electrons) are bound more tightly than these outer electrons and generally don’t
contribute to conduction processes (although they can be important in higher energy
interactions). There is a limited number of valence electrons and likewise a limited
number of states. The configuration of these states relative to how many carriers are
available determines the electrical properties of a material. Figure 2-2 summarizes
the three major possibilities (insulators, metals, and semiconductors).
A material can be thought of as a jar of jelly beans. The beans represent carriers
and empty space in the jar represents available states. If the jar is entirely full no
beans move when the jar is shaken. This is because beans need to move into empty
higher potential energy positions to move (i.e. above other beans). If the jar is half
full the beans move readily.
In equilibrium at absolute zero all carriers fall into the lowest available states. This
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Figure 2-2: Schematic representation of energy bands in solids.
fills the band diagram starting from the bottom going up. By looking at the density
of states around the frontier of where carriers lie, the material can be classified.
In an insulator the electrons are firmly attached to atoms in the material. The
(filled) states represent atoms whose states are exactly satisfied. Applying the analogy
above, the jar is entirely full. To dislodge an electron requires a great deal of energy
(around 8eV in SiO2, for example). If a large amount of energy is applied an electron
can be freed (e.g. by applying a strong electric field or by using ionizing radiation),
and this possibility is represented by the conduction band and vacuum level some
distance above the valence band. Insulators are often chemically damaged when
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electrons are freed.
Metals have a continuum of states which is only partially filled (like the half full
jar). Electrons can move into adjacent states with only small amounts of energy
invested (from small electric fields, thermal energy, light, etc). Electrons are free
to move amongst the metal nuclei and can be modeled as a gas as they collide and
distribute energy.
Semiconductors are more complicated. Like insulators, at absolute zero they have
a totally filled valence band state and an empty conduction band. Unlike insulators,
however, the bandgap is small. A small number of carriers can move from the valence
band to the conduction band at room temperature under thermal excitation which
gives the material a finite conductivity (because a small number of states are available
at any time left behind by the thermally promoted electrons). More electrons can
be promoted by doping the material and chemically creating additional states which
increase the conductivity.
There is a continuum between semiconductors and insulators, and it can often be
difficult to draw a line to separate the two. Diamond, for example, has a large bandgap
(5.47eV) and so has no promoted carriers at room temperature. Even though it ap-
pears insulating at room temperature, it can serve as a wide bandgap semiconductor.
Diamond has been doped and used to form LEDs, for example [26].
2.1.2 Fermi level
The frontier which draws the line between the filled and unfilled states is important
in explaining the electrical properties of materials. The energy at which this line
lies is known as the Fermi level. The Fermi level is technically defined as the level
at which 50% of allowed states are filled. At room temperature the electron energy
distribution is practically a step function and the Fermi level lies at the edge of this
step.
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2.1.3 Work function
Electrons in a metal are bound by a potential energy to stay inside the metal and
not spontaneously escape. The energy depth of this potential is known as the work
function. Initial theoretical work on determining the nature of the work function was
developed by Wigner and Bardeen [27]. It was shown that for alkali metals the work
function could be calculated almost entirely from the binding energy of the electrons.
By looking at the Fermi level, heat of sublimation, and ionization energy the alkali
metal work functions were calculated with strong agreement to theoretical results.
The nature of the work function in other materials was not as easily explained.
It was understood that an electric field (the ’surface double layer’) existed at the
boundary of a metal and helped confine electrons, but its magnitude was uncertain
for some time. The surface double layer exists because the density of electrons cannot
fall off as sharply as the density of positively charged atomic nuclei (which, being
more massive, have a shorter wavelength wavefunction). Brattain followed up on this
shortcoming in [28] by calculating the magnitude of the double layer in alkali metals
(which had been estimated earlier from the difference between the calculated and
experimental results in [27]).
Estimating the contribution of the positively charged nuclei as a continuous posi-
tive sea of charge became standard. The nuclei are postulated to be a sharply bound
block of positive charge and the wavefunction of the electrons (and by extension
their density and the magnitude of the internal electric fields) can then be calculated.
This approximation is known as the jellium model and continued to be extended to
determine the magnitude of the workfunction [29] [30].
Lang and Kohn, in a series of several papers, developed a more sophisticated
treatment of charge density and surface energy in metals [30]. In [31] they were
able to extend this analysis to a calculation of the work function. Despite increasing
sophistication in the treatment of electron-electron correlation effects, etc., the model
is qualitatively similar to that set forth in [27] and [28]. The work function in both
cases is dominated by the contributions of the electron binding energy and the surface
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double layer.
For studying field emission a picture of the work function based on figure 2-1
is sufficient. In this simplified approach, there is a work function at some definite
energy and above that energy there is a continuum of states available to carriers in
vacuum. The height of this barrier is a key parameter in determining the ease with
which electrons may be extracted from a material.
This model is somewhat simplified from reality. The density of atomic nuclei and
the density of state functions for electrons is different along different crystal directions.
The net result is that the work function can differ along different crystal faces. As
an example, the work function of the (111) and (110) faces of gold differs by about
0.06eV [32]. Despite these details, this simplified model provides a good basis for
discussing electron emission phenomena.
2.2 Fowler-Nordheim tunneling
There are two general ways to extract electrons from a solid. In one, electrons are
given extra energy (thermally, with light, etc.) which launches them over the work
function barrier. Field emission uses a different mechanism which instead thins the
barrier and allows electrons to tunnel through the barrier instead of jump over it.
2.2.1 Barrier at surface under an applied field
If we look again at the work function barrier under an applied electric field, we see
the situation depicted in figure 2-3. As the electric field increases in magnitude, the
slope of the barrier also increases.
The distance between the Fermi energy level inside the material and in vacuum
(i.e the barrier width) decreases as the applied electric field is increased.
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Figure 2-3: The work function barrier under an applied electric field, revisited.
2.2.2 Intuitive explanation
There is an uncertainty associated with the position of electrons at the surface of a
material. The magnitude of this uncertainty is given by the Heisenberg uncertainty
relation [33]:
∆x ≥ ~
2∆p
(2.1)
If the barrier height is φ, the degree of momentum uncertainty (∆p) we would
have is approximately (2mϕ)
1
2 , where ϕ is the work function and m is the effective
mass. If we substitute these into the uncertainty relation we find [34]:
∆x ≈ ~
2(2mϕ)
1
2
(2.2)
The barrier width is given by the electric field (F ), and the barrier height (again,
the work function ϕ):
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x =
ϕ
F
(2.3)
So we can see that the uncertainty in position is approximately equal to the width
of the barrier when:
ϕ
F
≈ ~
2(2mϕ)
1
2
(2.4)
1 ≈ 2
(
2m
~
) 1
2 φ
3
2
Fe
(2.5)
We will see that a more sophisticated treatment yields a virtually identical result.
2.2.3 WKB result for tunneling through a triangular barrier
If we apply the WKB approximation to the triangular barrier, we find that the trans-
mission probability is given by [2]:
D(E, V ) = f(E, V )e−2(2m/~
2)
1
2
∫ l
0(E−V )
1
2 dx (2.6)
Where E is the electron’s kinetic energy, V is the potential energy at the point of
interest, and f(E, V ) is a function of E and V which is approximately equal to 1 for
a range of values in the parameter space of interest. If we assume that electrons from
around the Fermi level are participating in field emission, E − V will be equal to the
work function (φ) at x = 0, and decrease linearly as a function of the field (F ) as x
increases (see figure 2-3). With some approximations, this simplifies the expression
in 2.6 to:
D(E, φ) = (0.95− y2)e−2(2m/~)
1
2 4
3
φ
3
2
Fe
(2.7)
y = 3.79× 10−4F 1/2φ (2.8)
Which yields an approximate form for the tunneling probability under a triangular
barrier.
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2.2.4 What is the right barrier height?
In this derivation we assumed that the electrons arriving were at the Fermi level.
This simplification allowed us to calculate the potential barrier at all points knowing
the work function. Electrons arrive at the barrier with a range of energies, however,
so what is the applicable energy difference between the vacuum level and the electron
level?
This question can be answered by looking again at the expression in equation 2.7.
The emission is exponentially related to the barrier difference, so electrons with the
highest energy are significantly more likely to participate in the emission process. In
a metal, electrons are first encountered at the Fermi level, so the work function is the
appropriate barrier. Electrons from the Fermi level will first be seen jumping over the
work function, with an exponentially decreasing fraction extracted from lower energy
levels. As the field is increased lower levels are accessible, but energies around the
Fermi level also emit with exponentially increasing intensity. For lower fields energies
below the Fermi level can therefore usually be neglected and the work function serves
as a good approximation of the barrier height. At higher fields, however, a greater
fraction of states significantly below the Fermi level can participate as well, and this
approximation may not hold as well.
In a semiconductor the situation is a little different. The Fermi level is in the
bandgap, so electrons cannot exit from it. The relevant barrier is instead the differ-
ence in energy between the conduction band and the vacuum level (i.e. the electron
affinity). The first electrons will exit the material from the bottom of the conduction
band where doping or thermal processes will make some carriers available. Ding,
et al. have shown that if the semiconductor is properly doped, the electrons in the
conduction band can all be depleted and under higher applied fields electrons can be
emitted directly from the valence band [35].
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2.2.5 Energy distribution of carriers
Now that the transmission probabilityD is known, to find the emitted current we need
to find the incident current on the barrier. We can then multiply the transmission
probability D by the current incident on the surface of the metal, N(E), where E is
the energy of the electrons and the Fermi level is taken to be the zero potential point
[34].
The supply function can be calculated by looking at the energy distribution for
electrons, which is given by the Fermi-Dirac distribution [36]:
f0 =
1
1 + e(E−µ)/kT
(2.9)
Where µ is the energy at the Fermi level. The number of electrons in each infinites-
imal bit of momentum space (in 3-D reciprocal space, which is to say in a volume of
px, py, pz) is given by:
dN(px, py, pz) =
2
h3
1
1 + e(E−µ)/kT
dpxdpydpz (2.10)
The extra factor of 2 is given by the electron spin, which when factored in doubles
the number of available states [2]. To find the number of electrons moving in the x
direction (for a unit volume) with a momentum within px and px + dpx, we need to
integrate the density expression over the y and z dimensions (in momentum space)
and multiply the result by the velocity in the x direction [34]. The velocity is given
by vx =
px
m
, and this yields:
dN(px, py, pz)
px
m
=
px
m
2
h3
1
1 + e(E−µ)/kT
dpxdpydpz∫ py=−∞
+∞
∫ pz=−∞
+∞
dN(px, py, pz)
px
m
=
∫ py=−∞
+∞
∫ pz=−∞
+∞
px
m
2
h3
1
1 + e(E−µ)/kT
dpxdpydpz
We can simplify this expression by making a detour. The total energy is related
to the momentum by the following energy relationship:
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Etotal =
p2x
2m
+
p2y
2m
+
p2z
2m
+ V (x) (2.11)
Where V (x) is the potential energy term. If we to find the energy components
which are associated with movement in the x direction we get:
Ex−direction = Etotal −
p2y
2m
− p
2
z
2m
(2.12)
=
p2x
2m
+ V (x) (2.13)
Differentiating:
dEx−direction =
px dpx
m
(2.14)
dEx−directionm = px dpx (2.15)
Knowing this, we can simplify equation 2.11 by replacing the px dpx term and re-
solving to replace the previously general energy term E with the x-direction specific
energy term. We only need to count the x-moving electrons since the barrier can only
be crossed in the x-direction. If we do this we find:
N(E)dE =
2
h3
dE
∫ py=−∞
+∞
∫ pz=−∞
+∞
dpy dpz
1 + e
Ex−direction−µ
kT
+
p2y+p
2
z
2mkT
(2.16)
When integrated this equation yields:
N(E) =
4pimkT
h3
ln(1 + e−
E
kT ) (2.17)
2.2.6 Putting it all together: The Fowler-Nordheim Equa-
tion
Now that the supply function is known, the emission current is given by:
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J(E)dE = N(E)D(E)dE (2.18)
Integrated over all energies, assuming a square barrier, and assuming a tempera-
ture of 0K, this relationship is given by [16]:
J =
AF 2
t2(y)φ
e
−Bφ3/2v(y)
F (2.19)
A =
q3
8pih
(2.20)
B =
4 ∗ √2mv(y)
3~q
(2.21)
y =
√
q3F
φ
(2.22)
A = 1.54× 10−6C
2
V s
(2.23)
B = 6.87× 107
√
kg
eV2 · s · cm (2.24)
Where v(y) and t(y) are functions of the field and work function. Spindt has
shown that these functions are relatively constant over work functions in the typical
range for metals used, and that they are well approximated by [1]:
t2(y) = 1.1
C2 · V
eV · cm (2.25)
v(y) = 0.95
C2 · V
eV · cm − y
2 (2.26)
Which also includes an additional adjustment which accounts for the Schottky
lowering of the work function barrier by the image charge. When simplified this yields
what is probably the most common formulation of the Fowler-Nordheim expression
[16]:
J =
AF 2
1.1φ
e
−Bφ3/2(0.95−y2)
F (2.27)
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The elements demonstrated through the intuitive derivation above are present in
this equation. The emission is exponentially proportional to φ3/2/F . The emission is,
therefore, strictly a function of the electric field at the surface and the work function.
If the I-V characteristic of an emitter is analyzed either the work function or the
electric field at the surface (but not both) can be determined.
2.3 Field enhancement
The electric fields which are needed for field emission can be quite large in magnitude.
If, for example, we look at field emission from gold (Φ = 5.3eV):
D ≈ e 8.4×10
8
F (2.28)
Where F is in V/cm. D will be close to zero until we approach the order of
magnitude of the numerator in the exponential (approximately 1× 108 V/cm).
In practice, generating such fields directly is difficult because the voltages involved
are quite large. The problem is further complicated when the extraction field needs
to be switched on and off to control the display. High voltage electronics which would
be necessary to operate the display are expensive. Both of these issues can at least
partially be solved by using field enhancement.
Field enhancement uses the geometry a conductor to amplify the electric field
at its surface. The effect was first discovered by Benjamin Franklin in experiments
designed to determine the ideal shape for lightning rods. Franklin demonstrated that
needles could discharge an electrified object from greater distance than a blunt rod.
While Franklin’s general conclusions regarding lightning rods are still under debate
[37], the phenomenon discovered remains valuable in many areas.
53
2.3.1 Derivation of field enhancement for a simple structure
in three dimensions
An example of field enhancement can be seen by analyzing the three dimensional
structure in figure 2-4. The structure is an ellipsoidal protrusion on a plane of constant
equal potential, with an opposing plane of another potential facing it. The long axis
of the ellipsoid is normal to this plane. Similar structures are analyzed by Kopka et
al. [38] and Kosmahl [39].
Figure 2-4: The ellipsoidal structure analyzed in section 2.3.1.
An ellipsoid is defined as a surface with the following equation:
x2
a2
+
y2
b2
+
z2
c2
= 1 (2.29)
Determining the electric field in the charge-free space between the electrodes re-
quires that we find a solution that simultaneously satisfies the Laplace equation in
three dimensions and the boundary conditions of the electric field. The Laplace
equation is given by:
∇2V = 0 (2.30)
∂2V
∂x2
+
∂2V
∂y2
+
∂2V
∂z2
= 0 (2.31)
(2.32)
In rectangular coordinates and in an isotropic medium.
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Coordinate transformation
The first step will be to transform the problem into a new, more convenient, co-
ordinate system. It happens that the family of spheroids described (in rectangular
coordinates) by the equation 2.33 describes a family of equipotential surfaces using
only a single adjustable parameter, θ. Any family of curves formed by adjusting θ
in this relation solves Laplace’s equation, and if the boundaries happen to coincide
with an equipotential, setting the boundary conditions solves the problem [40]. In
rectangular coordinates:
x2
a2 + θ
+
y2
b2 + θ
+
z2
c2 + θ
= 1 (2.33)
Where c > b > a and −c2 < θ <∞. We will set a = b, so that all of the ellipsoids
have two equal minor axes. We will convert our problem into a coordinate system
described by the rotationally symmetric ellipsoids in this family of curves. This system
is the prolate spheroidal system, which is a stretched spherical coordinate system.
The relation which converts rectangular coordinates (x, y, z) into this coordinate
system (ξ, η, φ) is [41]:
x = a sinh ξ sin η cosφ (2.34)
y = a sinh ξ sin η sinφ
z = a cosh ξ cos η
Constant ξ surfaces are ellipses of increasing radius from the center which are
members of the family of curves described earlier. The electric field is symmetrical
with φ, which describes the radial angle. η describes planes which slice hyperbolic
surfaces of increasing distance from the central plane bisecting the constant ξ ellipse
along its two minor axes. The coordinate system is shown in figure 2-5.
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Solving the Laplace equation
The bad news is that the scale factors are not straightforward (because the distances
between points are somewhat difficult to calculate), so the Laplacian in this coordinate
system is complicated [41]:
∇2f = 1
sin η sinh ξ(sin2 η + sinh2 ξ
(2.35)
×
[
∂
∂ξ
(sin η sinh ξ
∂f
∂ξ
) +
∂
∂η
(sin η sinh ξ
∂f
∂η
) (2.36)
+
∂
∂φ
((cschψ sin η + csc η sinh ξ)
∂
∂φ
)
]
(2.37)
There is some relief; we are using one of the 11 magic coordinate systems in which
Laplace’s equation is solvable using separation of variable techniques. By separating
the η and ξ halves of the Laplacian, factoring in the shape (i.e. setting all d
dφ
terms
to zero since we’re looking at constant φ surfaces), and simplifying terms we get the
following two equations stating the Laplace condition in ξ and η [38]:
d
dξ
(1− ξ2)dE
dξ
+ n(n+ 1)E = 0 (2.38)
d
dη
(1− η2)dE
dη
+ n(n+ 1)E = 0 (2.39)
This can be solved by combining Legendre functions and selecting the shape of the
tip that we’d like. The ellipsoidal shape is selected by solving for the case where ξ = 1
(we could use any constant, but they’re all the same shape). Because the electric field
monotonically decreases normal to the surface (since this is an electrostatic problem;
any deviation from this would violate conservation of energy), most of the possible
Legendre functions can be eliminated as candidates and only two are needed to solve
the Laplacian. The solution of this system of equations is [38]:
V (ξ, η) = k · V0
d
· ξ · η ·
(
1 +
1
2
ln η+1
η−1 − 1η
−1
2
ln c/k+1
c/k−1 − 1c/k
)
(2.40)
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c in the above equation is the same c used to describe the constant ξ ellipsoid when
converted back into Cartesian space (i.e. it gives the degree of stretch allowed to the
coordinate system), and k = c2 − a2. V0 is the potential applied at the opposing,
planar electrode, and h is the distance between the electrodes.
We now have an expression for the electric field around our surface.
Calculating the field enhancement
The final step is to extract the field enhancement from the somewhat complicated
expression in equation 2.40. To do this, we need to find the expression for dV
dz
along
the ξ = 1 surface and compare it with the average field, V0/h. We need to back
transform the expression in equation 2.40 in terms of z to take this expression.
Once complete, the the field enhancement factor simplifies to [39]:
Field enhacement factor = 2
(c2 − b2)3/2
cb2(ln c/
√
c2−b2+1
c/
√
c2−b2−1 − 2
√
c2−b2
c
)
(2.41)
≈ 2
c
ρ
ln 4 c
ρ
− 2 (2.42)
Where ρ is the radius of curvature of the ellipsoid, given by ρ = b2 − c. The
approximate answer holds when the aspect ratio (c/ρ) is much greater than 1 (i.e.
when the ellipse is very pointy). The denominator varies weakly as a function of
c/ρ. The expression therefore shows that the field enhancement factor is roughly
proportional to the aspect ratio of the device.
2.3.2 Finite element simulation examples
This effect can also be seen by using finite element analysis to solve Laplace’s equation.
The series of simulations shown in figure 2-6 shows the results from finite element
simulations of two 2-dimensional tips, demonstrating the concentration of field lines
and subsequent magnification of the electric field.
Figure 2-6 A and C shows a simulation of the electric field around a sharp ridge
with Neumann boundary conditions on the sides and a uniform field applied from the
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tip surface. Figure C shows a sharper tip, and it can be seen from the simulation that
the maximum field experienced at the tip is also higher. Figure 2-6 B and D show
the value of Φ expressed in ten equally spaced isopotential contours. The bunching
of the field lines around the tip to create a larger field is typical of field enhancement
and offers an intuitive explanation for its operation.
Intuitive explanation
Far from the tip on both the opposing electrode (the anode) and on the flat regions of
the sharp electrode (the cathode) far from the sharp point (the cathode), the electric
field is uniform and given by:
E =
Vanode − Vcathode
distance
(2.43)
Near the cathode, however, we have to drop Vanode − Vcathode over a smaller
distance, namely the distance between the opposing plates minus the height of the tip.
One might expect, then that the average field between the two plates would increase
between the two, and this explains part of the phenomenon of field enhancement.
Field enhancement, however, provides much larger amplification than that merely
provided by the tip height. When a conductor experiences an electric field the surface
charge rearranges to cancel the external field and set the internal field to zero. For
a plane conductor in a uniform electric field, the charge density is uniform over the
entire plane (which can be explained a number of ways, but most easily by symmetry).
For each point in the space between the opposing electrodes the potential is given by
the integral:
Φ =
1
0
∫
dq
r
(2.44)
Taken over all space. In the case of a sharp point, however, the available surface
to deliver this field recedes more rapidly from the apex of the point than one would
expect from a sheet charge. Because charges further away have less r contribution in
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equation 2.44, the charges have to bunch at the tip to cancel the field there and q at
the point of the tip is concentrated.
This high charge density, close to the tip, corresponds to a large electric field
because the electric field at distances very close to the surface is proportional to the
sheet charge density. Field enhancement from this effect is central to making practical
field emission displays.
2.3.3 Field factor
Field enhancement can amplify the electric field at a surface. For a fixed shape the
degree of field enhancement is constant, i.e. a fixed linear relationship exists between
the applied voltage and the field at the surface. This can be proved by invoking
linearity in electrostatic relationships.
The degree of field enhancement over a parallel plate system will be described by
the unitless enhancement factor γ (some authors use other symbols). More interesting
is the variable which directly relates the voltage applied to the electric field, which
is the field factor β. β is given in units of cm−1. For a parallel plate capacitor,
for example, with a plate-to-plate distance d, β = 1
d
. γ in that case would be 1,
since there is no field amplification over what would be expected from a parallel plate
situation. β is defined by the following relation:
Fsurface = β ∗ VApplied (2.45)
β =
Fsurface
VApplied
(2.46)
2.3.4 Analyzing Fowler-Nordheim curves
If we revisit the Fowler-Nordheim expression, we can see that its predictive capability
allows the extraction of the field factor if the work function is known, or vice versa. Re-
writing equation 2.27 using the field factor formalism, the Fowler-Nordheim equation
is given by:
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J =
A(βV )2
t2(y)φ
e
−Bφ3/2v(y)
F (2.47)
J =
A(βV )2
1.1φ
e
−Bφ3/2(0.95−y2)
βV (2.48)
A = 1.54× 10−6 (2.49)
B = 6.87× 107 (2.50)
This was simplified by using the approximations for t(y) and v(y) introduced
earlier. J is the current density, and to get total current we need to multiply by α,
the tip area, yielding:
I = αJ (2.51)
I =
A(βV )2
1.1φ
e
−Bφ3/20.95
βV e
Bφ3/2(y2)
βV (2.52)
Substituting for y and canceling terms of φ, β, and V , this is often rewritten as:
I = aFNV
2e−bFN/V (2.53)
aFN =
αAβ2
1.1φ
e
B1.44×10−7
φ1/2 (2.54)
bFN =
0.95Bφ3/2
β
(2.55)
A = 1.54× 10−6 (2.56)
B = 6.87× 107 (2.57)
Where β is the field factor, φ is the work function, α is the area of the emitter, V
is the applied voltage, and I is the emitted current. If we divide by V 2 and take the
natural log we find:
ln(
I
V 2
) = ln(aFN)− bFN
V
(2.58)
If we plot the current as ln
(
I
V 2
)
vs. 1
V
, the slope will be bFN , and the intercept
will give ln(aFN). If either the field factor or the work function is known, the other
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parameter can be determined from bFN . This information can also be used to estimate
the emitter area by solving for it through aFN . We will use this strategy in a later
chapter to study the field emission characteristic of fabricated tips.
2.4 Summary
This chapter developed two key concepts for field emission displays. First, the quan-
tum mechanical basis for field emission was discussed, and an expression was devel-
oped for the magnitude of field emission one would expect. Second, field enhancement
was discussed and illustrated with a calculated and a simulated example. These key
concepts in field emission will be relied on extensively in later chapters.
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Constant η surfaces
η=0
η=constant
φ
Constant ξ surfaces
Figure 2-5: The constant coordinate surfaces of the prolate ellipsoidal system used to
solve the field in section 2.3.1.
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Figure 2-6: Field enhancement simulations, discussed in section 2.3.2
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Chapter 3
Organic conductors,
semiconductors, and composites
The average organic material is a good insulator. The electrons are tightly bound
to individual molecules and are unable to participate in conduction processes. A
significant exception exists in a class of organic materials, organic conductors. This
section will explain their characteristics and how charge can exist on their extensive
conjugated bond backbones.
3.1 Brief history of conducting organic materials
It has been known for many years that some organic materials can be good conductors.
In 1864, polyaniline was first synthesized and discovered to be conducting by H.
Letheby [42], and a number of pre-1970 monographs exist on the subject. Organic
semiconductors derived from biological systems were first reported by McGuiness
et al. in 1974 [43], but these materials were largely overlooked by the electrical
engineering and applied physics community. Performance was low and the materials
involved were difficult to obtain, process, and study.
Interest was reignited by the demonstration of high conductivity in a synthetic
polyacetylene film by Chiang, et al. in 1977 [44]. Chiang’s process produced a sheet
of material which could be doped and studied more extensively than other systems
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up to that point. This discovery and further work in elucidating the mechanisms
of conduction, alternative synthetic mechanisms, and technological applications won
Shirakawa, Heeger, and MacDiarmid the Nobel prize in 2000 [42].
3.2 General structure of conducting organic mate-
rials
Carbon is the most chemically versatile element. It has a few properties which are
responsible for this characteristic:
 It is a group IV element and has 4 available unpaired electrons
 Its electronegativity has a moderate value
 It has a small atomic diameter
 It can hybridize into sp, sp2, and sp3 orbitals
Because of its moderate electronegativity carbon is rarely ionized in molecules.
This allows carbon to bond covalently with virtually any other material (including
other carbons). Carbon’s four available free electrons and small nuclear diameter
allow it to form large extended molecules on a size scale not possible in other material
systems. The flexible hybridization configurations available allow carbon to form
double and triple bonds with a wide variety of materials including materials which
will not form double bonds alone (such as phosphorus and sulfur) [45].
3.3 Carrier formation in organics
Organic conductors are all characterized by an sp2 bonded backbone. This section
will explain how sp2 hybridization allows carriers to reside on a organic material.
If we first look at a typical organic material (polycarbonate is shown below) we
see a variety of bonding types:
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CCH3
CH3
O C O
O
n
 
C
Polycarbonate basic structure
sp2 bonded carbon
sp3 bonded carbon
Figure 3-1: The structure of polycarbonate, a typical organic material.
The carbon atoms which have a double bond and two single bonds (such as the
phenol rings) are sp2 hybridized. The carbon atoms which have four single bonds
are sp3 hybridized. Extracting an electron from polycarbonate requires ionizing the
carbon molecule, which is energetically rather expensive (about 11eV) [46].
A slightly different situation is encountered when there is a continuous chain of
sp2 bonded carbon atoms. There are often several resonance forms with relatively
close energy configurations. If we look at the polyacetylene structure, for example:
Figure 3-2: Two resonance forms of polyacetylene.
These two states are clearly energetically degenerate. It is possible for these two
states to coexist on the same chain with a boundary between them (in a long chain
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the entropy of a perfect chain is low, and one can imagine a certain density of these
boundaries existing even in chemical equilibrium). At the phase wall between these
two states, we might see a charge carried on the polymer chain. This is illustrated in
the following diagram:
+
Figure 3-3: A single positively charged polaron on polyacetylene.
This combination of two phases is known as a polaron. Charge can sustain itself
on the unsatisfied bond indicated by the + sign in figure 3-3, and this charge can be
moved by an electric field. This phenomenon is responsible for the presence of charge
states seen in organic materials. A similar situation can be generated by a dopant
which might oxidize or reduce one of the bonds along the chain, creating a free elec-
tron or hole. Polarons can also become combined in more complicated structures with
greater charge or carriers such as excitons where positively and negatively charged
polarons attract each other. Figure 3-3 also shows why sp2 hybridization is so impor-
tant along the polymer backbone. The 3-D visualization in figure 3-4 schematically
shows the molecular orbitals for the sp2 and sp3 hybridization states of carbon.
In the sp2 hybridization state, a double bond is formed by sharing one of the
hybridized orbitals (the σ bond), and and the remaining unhybridized p orbital (the
pi bond). This arrangement is shown in figure 3-4.
Figure 3-4 shows the significance of the alternating single-double-single bond ge-
ometry. In this arrangement, the unhybridized pi orbital is shared in every atom in
the chain. The pi orbital is more weakly bound than the σ orbital, and the pi electrons
can move between atom pairs more readily than one would expect from tightly bound
electrons, such as those participating in the σ bond.
We can model this situation by making the free electron approximation. The σ
bonds are strongly bound (and not interesting for electronic processes) and the pi
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Figure 3-4: A 3-D visualization of sp2 and sp3 hybridized orbitals in carbon.
bonds are completely delocalized. Later we will refine this model by introducing a
periodic potential along the chain.
3.4 Formation of energy levels in oligomers and
polymers
Organic solids have clearly defined energy states. A wide range of experimental
techniques exist to probe these, the most popular use the absorption or emission of
light to probe energy states.
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Figure 3-5: A carbon-carbon sp2 hybridized double bond, showing the σ and pi bonds.
3.4.1 Free electron model
In section 3.3 the assumption was (somewhat arbitrarily) laid out that the pi electrons
in an organic solid were more weakly bound and are delocalized along the chain. We
will refine this statement in a later section, but for short chains of organic molecules
this postulate is consistent with experimental observations. In this model we assume
that the pi electrons are free from interactions (such as electron-electron repulsion),
and that the σ electrons do not participate in electronic processes. The pi electrons
are confined to the length of the chain, so quantum mechanically they are forced into
a particle-in-a-box type of situation. The energy levels, therefore, can be determined
from the simple harmonic oscillator energies present in the molecule.
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V0
Region I  II III
Electrons are allowedElectrons are 
not allowed
Electrons are 
not allowed
Figure 3-6: Schematic showing how a molecule presents a boundary type of problem.
Solution for particle in box problem
The particle in a box problem is elementary to quantum mechanics, and follows the
same general solution strategy as the Fowler-Nordheim triangular barrier problem
worked out in the appendix.
First, the problem is partitioned into three regions:
V0
Region I  II III
Figure 3-7: Partitioning of the particle in a box problem.
In the simplest version of this problem, we will set V0 =∞. In this case, there is
no chance of finding electrons outside of the molecule.
We seek a solution to the time independent Scro¨inger equation for this potential
profile.
− ~
2
2m
∂2Ψ
∂x2
+ VΨ = EΨ (3.1)
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Where Ψ is the wavefunction, E is the energy of the particle in question, V is
the potential energy, and m is the mass of the particle. First we propose a general
solution using a superposition of exponential terms:
ΨI = 0 (3.2)
ΨII = Ae
ikx +Be−ikx (3.3)
ΨIII = 0 (3.4)
Setting the boundary conditions so that ΨII(x = 0) = ΨII(x = L) = 0 we find:
A = −B (3.5)
and
0 = AeikL − Ae−ikL (3.6)
eikL = e−ikL (3.7)
so, converting to CIS form,
cos(kL) + i sin(kL) = cos(−kL) + i sin(−kL) (3.8)
cos(kL) + i sin(kL) = cos(kL)− i sin(kL) (3.9)
sin(kL) = − sin(kL) (3.10)
kL = npi (3.11)
k =
npi
L
(3.12)
The time independent wave equation, and energy levels for 0 < x < L are given
by:
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Ψ(x) = An sin(
npix
L
) (3.13)
E =
~2k2n
2m
(3.14)
=
n2h2
8mL2
(3.15)
E =
(6.626× 10−34Js)2
8(9.1× 10−31Kg)(L)2n
2 (3.16)
Where L is given in m and E is in J.
Meaning of energy levels, HOMO and LUMO bands
Based on these results, we can see that there are a number of energy levels available
in a molecule. Each of these energy levels corresponds to an energy state of a pi
electron. The Pauli exclusion principle tells us that only two electrons (each with
opposing spin) can fit in each state, so we can start filling the states from the bottom
to determine the configuration of the ground state. If we look at one of the simplest
possible candidates, butadiene, we see that two of these energy levels are filled, and
that two are empty (figure 3.4.1).
V0
Region I  II III
Electrons are allowedElectrons are 
not allowed
Electrons are 
not allowed
n=1
n=2
n=3
n=4
HOMO
LUMO
Figure 3-8: Butadiene molecule and associated energy states, schematic
Four pi electrons are present in this case. Because of their similarity to atomic or-
bital states, these energy levels are known as molecular orbitals. The highest occupied
molecular orbital is the HOMO, and the lowest unoccupied orbital is the LUMO.
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It is extremely tempting at this point to say that the HOMO is analogous to
the valence band in semiconductors and the LUMO is analogous to the conduction
band. In some ways this comparison is applicable. Caution should be used, however,
because the LUMO does not necessarily represent the beginning of a continuum of
energy levels. Electrons promoted to the LUMO are not necessarily mobile between
molecules.
Experimental applicability of particle in box model
For short molecules this model is surprisingly accurate at predicting observed energy
levels. The C-C bond in butadiene is 1.46A˚ and the C=C bond is 1.34A˚ long [47].
The length of the molecule is approximately 4.1A˚ and using the above relation the
expected energy levels are at:
Level quantum number Energy in eV
1 1.96
2 7.84
3 17.6
4 31.4
Table 3.1: Energy levels in butadiene
Because the n = 1 and n = 2 are filled would expect that the first energy transition
would be between quantum numbers 2 and 3, at an energy level of 9.8eV. This is
significantly higher than the observed transition of 5.6eV [48]. A common assumption
made to correct this discrepancy is to assume that the orbitals extend some distance
beyond the last atom on either end. If we assume that the electrons extend an extra
half bond length from each end for a total length of 5.6A˚, we find the transition at
5.35 eV.
The major predictive lesson from this model is that as the length of the molecule
increases the difference in the energy levels (and therefore the energy of the first
transition) decreases. If this model held for infinite size molecules we would expect
that a continuum of energy states would then be available. A decrease in transition
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energies is experimentally observed with dienes of increasing length. As we approach
infinite lengths, however, a continuum of states is not observed, but a finite band
gap remains between the HOMO and LUMO levels. This is a consequence of elec-
tron interaction with the atoms on the chain. A more sophisticated model therefore
becomes necessary.
3.4.2 Band structure calculations
This section will explain the nature of the band structure and bandgap in organic
materials.
One dimensional metal
We will again consider the energy states in polyacetylene. We will look at the unit
cell of the metallic version first with all single bonds (figure 3-9).
n=1
n=2
n=3
n=4
HOMO
LUMO
Unit Cell
1
2
a
Figure 3-9: Metallic polyacetylene, showing unit cell.
To find the allowed energy levels, we will use the tight binding model. We will
calculate the overlap energy in a matrix, allowing electrons to communicate only with
themselves and their nearest neighbors. We start with the Schro¨dinger equation in
one dimension [49]:
HΨ = ESΨ (3.17)
|H − ES| = 0 (3.18)
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H, the Hamiltonian of the network, is determined by finding the transfer integral.
Knowing that the wave function in a periodic potential must be of Bloch form, we
can propose the (somewhat general) wave function:
ψ(~r) = φ(~r)eik~r (3.19)
The transfer integral on the diagonal is just the energy of the atom in the crystal.
We can set this energy to be the zero energy point of the system. Off of the diagonal
things are a little more complicated:
H12 = 〈ψ1 |H|ψ2〉 (3.20)
ψ(~r) = φ(~r)eik~r (3.21)
H12 =
∑
R
e−ika/2
(〈
φ1(~r − ~R) |H|φ2(~r − ~R− a/2)
〉
+ (3.22)
eika/2
〈
φ1(~r − ~R) |H|φ2(~r − ~R + a/2)
〉)
(3.23)
= 2t cos(ka/2) (3.24)
Where t is the value of the transfer integral
〈
φ1(~r − ~R) |H|φ2(~r ± ~R + a/2)
〉
and
is introduced to simplify the equation.
The overlap matrix is calculated in a similar fashion. We will assume the overlap
of a single atom with itself is 1 (which is the result for a normalized wave function
integrated over all space). The overlap between neighboring atoms is calculated in
the same way as above, using s as the overlap integral parameter instead of t.
S =
∣∣∣∣∣∣ 1 2s cos(ka/2)2s cos(ka/2) 1
∣∣∣∣∣∣ (3.25)
Combining these terms gives us the full expression.
H − ES =
∣∣∣∣∣∣ 0 2t cos(ka/2)2t cos(ka/2) 0
∣∣∣∣∣∣−
∣∣∣∣∣∣ 1 2s cos(ka/2)2s cos(ka/2) 1
∣∣∣∣∣∣E
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=∣∣∣∣∣∣ −E 2(t− sE) cos(ka/2)2(t− sE) cos(ka/2) −E
∣∣∣∣∣∣
Solving this to get the determinant equal to zero yields:
E(k) =
2 t cos(ka
2
)
−1 + 2 s cos(ka
2
)
(3.26)
=
2 t cos(ka
2
)
1 + 2 s cos(ka
2
)
(3.27)
This is the energy dispersion relationship in a theoretical 1-D polyacetylene. It is
plotted in figure 3-10.
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Figure 3-10: Dispersion relationship in a 1-D metallic polyacetylene. There is no
bandgap, and the material is a semimetal.
In this figure t = −1 and s = 0.2. This one dimensional system has no bandgap
and is a semimetal.
Pierls instability
It has been known for some time that the formation of a one dimensional metal is not
possible. The elastic energy gain from dimerizing (shifting the bonding structure so
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as to have two unequal bonds) is always at least slightly less than the change in the
potential energy of the electrons in the system. This tendency for one dimensional
metal systems to dimerize is known as the Pierls instability. Having a system with
alternating bond lengths introduces a bandgap into the electronic density of states.
[36]
n=1
n=2
n=3
n=4
HOMO
LUMO
Unit Cell
1
2
a
Figure 3-11: Semiconducting polyacetylene, showing its unit cell.
We can expand the model to a system with two unequal bonds to see this effect.
The unit cell for the dimerized system is shown in figure 3-11. When calculating H,
we need to account for the fact that the bond strength is slightly different for the
double and single bond, so the transfer integral will also be different across the two.
H12 = 〈ψ1 |H|ψ2〉 (3.28)
ψ(~r) = φ(~r)eik~r (3.29)
H12 =
∑
R
e−ika/2
(〈
φ1(~r − ~R) |H|φ2(~r − ~R− a/2)
〉
+ (3.30)
eika/2
〈
φ1(~r − ~R) |H|φ2(~r − ~R + a/2)
〉)
(3.31)
= e
iak
2 (t1 − sE)− e−iak2 (t2 − sE) (3.32)
H21 = e
−iak
2 (t1 − sE)− e iak2 (t2 − sE) (3.33)
t1 and t2 represent the new, now slightly different, transfer integrals (replacing t in
equation 3.27), and s continues to be the overlap integral between nearest neighbors
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initially defined in equation 3.25. The solution to Scro¨dinger’s equation is then given
by:
H − ES =
∣∣∣∣∣∣ −E (t1 − sE)e
ika
2 − (t2 − sE)e− ika2
(t1 − sE)e− ika2 − (t2 − sE)e ika2 −E
∣∣∣∣∣∣
|H − ES| = (−t12)− t22 + 2s(t1 + t2)E + (1− 2s2)E2 + 2(t1 − sE)(t2 − sE) cos(ak)
Solving for the roots of this equation yields a rather complicated expression.
E =
2s(t1 + t2)(−1 + cos(ak))
2− 4s2 + 4s2 cos(ak)
±
√
−4(1− 2s2 + 2s2 cos(ak))(−t21 − t22 + 2t1t2 cos(ak)) + 16s2(t1 + t2)2 sin(ak2 )4
2− 4s2 + 4s2 cos(ak)
This expression, while complicated, has a band gap, which is experimentally ob-
served in polyacetylene systems. Figure 3-12 shows an example E − k diagram, with
t1 = −1, t2 = −1.2, and s = 0.2.
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Figure 3-12: Dispersion relationship in a 1-D semiconducting polyacetylene. The
bandgap is visible near the Brillouin zone edge.
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3.5 Organic semiconductors
The previous section showed how organic materials can serve as conductors based on
the formation of polaronic carrier states. These states are often formed by chemical
doping of the material using oxidizing or reducing agents. Carriers can also be formed
through the movement of charge in response to an applied electric field. This allows
organic materials to be used as semiconductors, much in the same way as inorganic
materials.
3.5.1 General characteristics
There are many conducting organic materials, but only a few serve as good semicon-
ductors. Two properties, which are only rarely found together, are needed to make
good transistors. First, the ’off’ state conductivity must be low. This requires that
the material can be prepared in a form with only a small amount of chemical doping.
Second, the material needs to have good transport properties when electrically doped.
Transport in organic semiconductors is limited by the conduction between indi-
vidual molecules. The energy levels of individual molecules play a surprisingly small
role in the macroscopic electrical properties of polycrystalline thin films [50]. The
HOMO-LUMO gap in organic materials is central to the process of carrier formation,
but conduction is limited by the ability of carriers to move amongst molecular sites.
The electron-phonon interaction is generally quite large. At room temperature the
mean free path of carriers is usually smaller than the size of a molecule. This is usually
interpreted to mean that carriers are more or less localized on individual molecules
[51]. It is universally agreed that a hopping mode of conduction exists in this regime,
but its exact nature remains controversial in many materials [52]. At lower temper-
atures, where the phonon density is lowered and the mean free path extends over
more than one molecule, the conduction mechanism usually changes. In pentacene,
for example, band-like conduction is observed [51]. In polythiophenes, Mott variable
range hopping is observed at moderate temperatures, and Efros-Shklovskii variable
range hopping is observed at low temperatures [53].
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The two most popular families of organic semiconductors are the thiophenes and
the acenes. They have the structure shown in figure 3-13.
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Pentacene
Figure 3-13: Two popular organic semiconductors, polythiophene and pentacene
(a representative acene). The second polythiophene is shaded to emphasize the
polyacetylene-like conjugated backbone with its alternating single and double bonds.
Thiophenes are conjugated along the carbon backbone. This is emphazized in
the second structure in figure 3-13. The alternating single-double-single bond char-
acter of the carbon atoms is characteristic of an sp2 conjugated structure. Both
short molecule (oligothiophenes) and long-chain thiophenes (polythiophenes) have
good semiconducting properties. Polythiophenes are particularly interesting because
they can be solubilized by adding alkyl chains to each ring without disturbing the
conjugation along the backbone. This adds soluble groups (the alkyl chains) without
disturbing the conjugation along the backbone. This allows the creation of transis-
tors from a solution. Figure 3-14 shows the structure of a typical alkyl substituted
polythiophene, poly(3-decylthiophene-2,5-diyl).
Solution cast alkyl-substituted polythiophenes form semicrystalline areas inside
which there is good transport among molecules. The development of techniques
for synthesizing regioregular forms of alkyl-substituted polythiophenes has been of
particular importance. The example shown in figure 3-14 shows a regioregular poly-
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Figure 3-14: An alkyl substituted polythiophene, poly(3-decylthiophene-2,5-diyl)
thiophene, where the monomers are stacked in a head-tail alternating arragement.
Regioregular polythiophines stack in a more crystalline structure [54] and give signif-
icantly better performance in transistors [55].
Both oligothiophenes (such as hexithophene, which has six thiophene rings) and
acenes (such as tetracene and pentacene) are deposited using vacuum sublimation
techniques. These materials are not soluble, although significant work has been put
into making soluble derivatives, see [55], for example. This class of materials pos-
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sesses improved semiconducting properties because they form well ordered, tightly
packed, polycrystalline films. When these materials are sublimed they condense fol-
lowing the Stranski-Krastanov growth method and can form grains on the order of a
micron or larger [56]. These tightly packed van der Waals bonded grains have enough
intermolecular pi electron overlap to conduct well in the channel.
There is an additional benefit to the use of these short molecule materials. Because
they can be sublimed, gradient temperature sublimation purification can be used to
eliminate impurities. Material which has been purified in this manner has significantly
improved properties both in the on and off transistor states [57].
3.5.2 Energy levels in acenes
The energy levels in these materials can be determined in a manner similar to that
employed above for polyacetylene. Tight binding methods using more sophisticated
hamiltonians tend to give the best results, but for short molecules a free electron
model can also be used [58]. For acenes, the Perimeter Free Electron Orbital model
(PFEO) is applicable.
The PFEO model is virtually identical to the free electron model presented above,
but assumes that the bounding container is the perimeter of the molecule. The first
four levels expected from the wavefunction are shown in figure 3-15.
The energy levels can then be calculated from the frontier orbitals. Sherr has
compiled the following results [3]:
Material PFEO Experimental value
Benzene 6.3eV 6.0eV
Napthalene 3.8eV 4.3eV
Anthracene 2.7eV 3.3eV
Tetracene 2.1eV 2.6eV
Pentacene 1.7eV 2.1eV
Table 3.2: Predicted and measured HOMO-LUMO transitions for several acenes, from
Sherr [3].
While not completely accurate, the PFEO model provides an excellent estimate
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of the first level excitation energy. As the molecule increases in size the HOMO-
LUMO gap decreases in magnitude and it becomes easier to generate an excited state.
Technologically this has several ramifications. Pentacene is preferred over the other
members of the series because carriers are more easily excited (and therefore more
mobile). The decreasing HOMO-LUMO gap also explains why pentacene is used and
hexacene is not. Hexacene’s very small HOMO-LUMO gap makes its electrons too
easy to excite. Hexacene’s electrons are too accesible; the material is easily oxidized
in air and unsuitable for air stable transistors.
Despite the larger HOMO-LUMO gap of tetracene (as opposed to pentacene),
tetracene is experiencing an increase in popularity for circuit applications. Tetracene
is easier to purify than pentacene and also has a more negative threshold voltage.
This negative threshold voltage is crucial for the formation of logic circuits [59].
3.5.3 Caveat regarding energy states in organic materials
and conduction mechanisms
A disclaimer should be made before proceeding further in discussing the macroscopic
electronic properties of thin film organic materials. Unlike in single crystal inorganic
systems, the macroscopic electronic properties of organic thin films at room temer-
ature are rarely easily explained by their optical properties. Optical properties are
well understood, and generally governed by the energy levels on individual molecules
or groups of a few molecules. Electronic properties are generally governed by the
movement of carriers between molecules, which often involves dramatically different
processes. Trap states, inter-grain conduction, phonon-electron interaction, and other
effects tend to overshadow the contribution of individual molecule’s energy levels to
overall conduction. This is especially true at room temperature (where there is a high
density of phonons) and for amorphous/polycrystalline films (which tend to have more
traps).
The models presented in this section show how carriers exist on organic molecules
and explain many of the optical and chemical properties of organic conductors and
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semiconductors. Electronic conduction mechanisms vary amongst systems and will
be discussed as needed.
3.6 Conducting organic composites
Conducting organic materials are generally not straightforward to process. The first
major breakthrough by Shirakawa, et al. [44] was a processing innovation which
allowed the synthesis of significant quantities of polyacetylene thin films. Many of
these processing challenges have been met by combining partially soluble organic
conductors with highly processable soluble insulating matricies to form a composite
material.
3.6.1 Theory of dispersion
The core problem with processing organic conductors is that few soluble organic con-
ductors are currently known. The high interchain electronic polarizability of organic
conductors combined with their rigid pi bonded backbone leads to aggregation and
poor solubility [60]. The few polymers which are somewhat soluble tend to precipitate
from solution or form gels when stored.
Several solutions have been developed to this problem. One is to modify the
polymer to contain soluble side groups. This strategy was discussed in section 3.5.1
using alkyl substituted polythiophenes as an example. A second strategy is to give up
on dissolusion and instead form a colloidal suspension of the material, either in small
spheres or coated onto another polymer (such as latex) which is formed into small
spheres. A third strategy is to use surfactants to dope and suspend the conducting
material in a solvent [61]. The conducting polymer can then be evaporated from
solution with its surfactants, or combined with a polymer which can be dissolved in
the same solvent. Two systems which have been studied for this work are shown in
table 3.3.
The first system listed (polypyrrole/PVA) quickly became the favorite because
of its compatibility with the polycarbonate templates used (meta-cresole dissolves
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Conductor Solvent Surfactant/dopant Insulating matrix
polypyrrole water sulfonic acids polyvinyl alcohol
citric acid citric acid
polyaniline meta-cresole sulfonic acids polycarbonate
polymethyl methacrylate
Table 3.3: Components of a conducting organic composite
polycarbonate). Polyester templates can be used with meta-cresole if this is desired.
3.6.2 System selection
Several candidates were tested for suitability as organic field emitters. Tables 3.4 and
3.5 list a number of the tested combinations of materials and processes.
Materials were chosen at each stage that were suitable for the deposition technique
being investigated. Three processing techniques were tried in the attempt to form an
organic field emitter:
1. Thin film field emitter (spin-castable material)
2. LISA/nanoimprinted field emitter (thermoplastic)
3. Template replicated field emitter (water-soluble material)
The thin film emitter was inspired by the report by Musa, et al. [62]. Initial
attempts were made to replicate the results in that report using drop- or spin-cast
soluble polythiophenes. Attempts were also made to quantify the field emission per
unit area by using the patterned cathode structure shown in figure 3-16, and etched
anode spacers. The patterned cathode structure was fabricated by first oxidizing a
set of silicon wafers. A lift-off process was then used to deposit a patterned film
of Ti-Pt on the substrate. A nitride was deposited using plasma-enhanced chemical
vapor deposition (PECVD), and finally the nitride was etched to expose the contact
and emission areas. These substrates were not used to produce any significant results
for this project (although they were used in several other projects, including Ding (to
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Symbol Material
P3HT Poly(3-octylthiophene-2,5-diyl), regioregular
PP Polypyrrole (doped w/sulfonic acids)
MEH-PPV Poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene]
PVA Polyvilyl alcohol
CSA Camphorsulfonic acid
PMMA Polymethylemthacrylate
PA Polyaniline
MC Meta-cresole
Orgacon Poly(styrenesulfonate)/poly(2,3-dihydrothieno(3,4-b)-1,4-dioxin) blend
Table 3.6: Key for tables 3.4 and 3.4
test the performance of our Maxwell scanning stress atomic force microscope) [34],
and Wang (to evaluate the contact performance of nickel oxide contacts to carbon
nanotube field emitters) [63]).
Following the failure of the thin film field emitter idea, additional ideas were
explored to pattern the structure and achieve higher field enhancement. Lithographi-
cally induced self assembly (LISA) was first reported by Chou, et al. [64], and seemed
like a promising avenue of approach. LISA, nanoimprint lithography, and a process
related to LISA (LISC) were explored. These processes, however, require the use of a
thermoplastic material which can melt and flow. Polythiophene was not suitable, so
conducting organic composites were explored. A number of interesting patterns were
achieved using these processes, but satisfactory field emission was not.
Having given up on LISA, nanoimprint lithography using nanopatterned templates
was explored. Fiber-based filters, anodized aluminum discs, and track etch filters were
explored as templates. None was perfect as a nanoembossing template. The idea to
dry an aqueous solution in a hydrophilic track etch filter, however, resulted from this
effort. Drying organic conducting materials in a track etch filter has produced the best
results to date. Both pure doped polypyrrole solutions and blends of polypyrrole and
PVA have been explored. Both can produce field emission, but the polypyrrole/PVA
composite has a significant advantage for experimental analysis. Pure polypyrrole
does not dry and form solid thin films, but instead breaks into many small shards. It
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is, therefore, not possible to analyze the behavior of this material in thin film form
to determine the conduction mechanism or the conductivity in vacuum. When mixed
with PVA thin films which are easy to study can be formed.
3.6.3 Percolation thresholds
The conduction in organic conducting composite films has been extensively studied
(see [65] for a review). Most of the work has focused on elucidating the conduc-
tion mechanisms at work and determining the amount of conducting material which
must be introduced into an insulating matrix to form a conductor (the percolation
threshold).
Despite the attention this subject has received, the variables involved in deter-
mining the percolation threshold are not well modeled. It is clear that the threshold
will be smaller for long chain polymers than, say, in a metal powder mixture. Beyond
this, however, making a priori predictions is difficult; the degree of coiling experienced
(which can depend on many variables including pH and thermal history), the amount
of stretching due to processing, etc. all complicate modeling the phenomenon [66].
For most practical applications percolation is reached between 1% and 5% conduct-
ing material by weight, although percolation has been reported at much lower levels
(4× 10−4 in [66]).
3.6.4 Conduction mechanisms in composites
As is the case for many organic thin films, the conduction mechanisms at work in
conducting composites are still under debate. It is universally agreed that a hopping
conduction mechanism is at work, but different research groups, doping levels, etc.
yield different forms of variable range hopping at low doping levels and metallic
conduction at high doping levels [67].
Variable range hopping is characterized by phonon-assisted conduction between
a series of localized states. As the temperature decreases the conductivity decreases;
fewer phonons are available to move carriers into new states. The temperature de-
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pendence expected in a hopping transport system is given by [68]:
σ ∝ e(T0/T )1/(d+1) (3.34)
T0 is a material dependent constant which depends on the density of states, dimen-
sionality, and the localization length. The parameter d is the dimensionality of the
system, and distinguishes several VRH mechanisms. Dimensionality is determined
by looking at how many chains contact a chain inside a cube of size L. If Ls chains
touch the initial chain, the dimensionality is given by d = 1 + s [68]. In the limiting
cases, a 1-D system has no chains touching (s = 0) and has a dimensionality d = 1.
A 3-D system has planes of intersecting chains, so s = 2 and d = 3.
To confirm published reports, the conduction mechanism was studied in a com-
posite of polypyrrole and polyvinyl alcohol (1:1). The conductivity was analyzed as
a function of temperature. A good fit was found to variable range hopping, with an
exponent of 0.68 and a dimensionality of 0.46, indicating primarily island to island
conduction. The results are shown in figure 3.6.4. This compares favorably with the
results from other investigators, who typically find an exponent of approximately 0.5
[67] [69]
3.6.5 Experimental results in vacuum
One remaining effect needs to be considered when placing these materials in vacuum.
The doping reaction is mediated by the solvent which remains in the film after drying,
and loss of this solvent leads to increased resistivity. This was explored in a simple
experiment. First, a film of a 1:1 doped polypyrrole/PVA composite dried by heat-
ing at 60°C was placed under vacuum. The conductivity was measured during the
pumpdown and through the subsequent vacuum exposure for approximately 7 hours
(the base pressure was 9×10−8 torr). The conductivity was reduced by a factor of 50
during the first hour and was more or less constant after that time. Then, a partial
pressure of 1×10−4 torr of oxygen was introduced into the chamber, and the chamber
was re-evacuated. No significant change in the conductivity was observed.
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The chamber was then vented to atmospheric pressure with dry nitrogen and
no change in the conductivity was observed. The film was then exposed to a room
temperature saturated water vapor. The exposure to water vapor caused a significant
temporary increase in the conductivity. Finally, the sample was exposed to ambient
air brought in with a pump and no significant change in the conductivity was observed.
This experiment strongly indicates that the removal of water vapor from the film
and not lack of exposure to an atmospheric component is responsible for the drop
in conductivity. This conductivity change is well known, and commercial humidity
sensors based on this principle are available.
The de-doping phenomenon under vacuum opens a new, and important, question:
can an organic material retain sufficient conductivity under vacuum exposure to be
used as a conductor? Reports in the literature indicate that polypyrrole has a great
affinity for moisture and retains a significant amount of water under vacuum at room
temperature [70]. This was tested by exposing a new polypyrrole/PVA sample which
was allowed to air dry to vacuum for 52 hours and measuring the conductivity during
that time. A similar drop of about 500 times was observed, and the conductivity
remained mostly constant after the first few hours. These results are shown in figure 3-
18. The conductivity drop in this sample is likely greater (and occurs over a longer
period of time) than the drop seen in the film which had been dried at 60°C because
it initially contains more water.
While the drop in conductivity under vacuum needs to be considered while using
these materials, a finite conductivity remains even under high vacuum conditions. It
is possible, therefore, to use these materials in a vacuum electronic device. Results
from the longer exposure to vacuum are shown in figure 3-19.
3.7 Conclusion
Organic materials with extended sp2 bonding states (conjugated organic materials)
have unique properties. Using two simplified models, a free electron model and the
tight binding approximation, the origin of energy levels in these organic molecules
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can be explained. These energy levels explain some of the optical and electronic
properties of conjugated organic materials, some of which can be semiconductors or
conductors.
Organic materials can be difficult to process, but by blending organic conductors
in insulating organic matricies it is possible to create conducting organic materials
which can be easily processed. The behavior of some of these systems in vacuum and
their conduction mechanisms were also explored in this section.
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Figure 3-15: A representative schematic of the first four PFEO wavefunctions
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Figure 3-16: Part of the field emitter test structure used to evaluate thin film field
emitters. The large area is where the structure is probed, and the anode fit over the
small aperture. Apertures of various sizes were on the structure. The aperture shown
here is 30 microns square.
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Figure 3-17: Polypyrrole composite conductivity/temperature relationship
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Figure 3-18: Polypyrrole conductivity in vacuum and on exposure to water vapor
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Figure 3-19: Polypyrrole/PVA composite conductivity in vacuum over time
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Chapter 4
Organic Field Emission Device
This chapter will explain the fabrication of an inexpensive diode field emitter made
from an organic conductor. Its electrical and physical characteristics will also be
presented.
4.1 Background
The search for an inexpensive field emitter has been underway for some time. Most
of these approaches have used sputtered or chemical vapor deposited techniques to
create a nanostructured surface which then exhibits field emission.
More recently, several groups have examined the use of solution deposited tech-
niques for forming inexpensive emitter surfaces. Most of these systems take advantage
of an sp2 bonded graphitic structure which can be colloidally suspended in solution.
Printable Field Emitters LTD. uses a solution dispersed colloidal graphite system to
make a screen printable field emitter [22]. Alexandrou, et al. has demonstrated field
emission from a nanotube-conducting polymer composite [71]. Jin et al. report a sim-
ilar process where the nanotubes are electrophoretically deposited onto the cathode
while a conducting polymer is simultaneously electropolymerized to fuse the materials
onto the opposing side [72].
Baba, et al. has taken a different approach, and formed sp2 bonded structures
from an sp3 bonded soluble precursor [73]. Baba stamps a soluble organic material
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and then irradiates it with an intense ion flux. The ion bombardment carbonizes the
material into an sp2 conducting matrix.
The most significant conceptual advance was recently made by Musa, et al. [62].
In their report, a soluble conducting polymer was cast onto an electrode and found
to yield significant field emission at a surprisingly low field. No groups have reported
any subsequent success duplicating this process (and we were unable to do so as well),
but the idea of using a soluble conducting polymer directly as a field emitter is quite
attractive.
4.2 Fabrication process
4.2.1 Material system used
In the process used for this thesis, the conducting polymer composite discussed in
chapter 3 is used. A composite of polypyrrole and polyvinyl alcohol was used in most
experiments. 100% polypyrrole was also investigated and works as a field emitter
as well. One limitation of using 100% polypyrrole is that it does not cast into thin
films, which makes it more difficult to study its conduction properties. The starting
solution was at 5% concentration solids by weight of the solution.
The polypyrrole starting material was doped by the manufacturer with unspecified
sulfonic acids. The distributor (Aldrich) was unable to obtain the composition of the
dopants, and FTIR analysis of the material was inconclusive. No additional doping
was found to be necessary.
4.2.2 The template: track etch filter
Membrane fabrication
To form topography, tips were cast from a nanostructured membrane. The membrane,
which is commercially available, is a track etch filter. It is formed using the process
shown in figure 4-1.
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Polycarbonate membrane(a)
Xe(b)
(d)
(c)
Figure 4-1: Track etch membrane fabrication process. First, a thin polymer mem-
brane (a) is implanted with high energy ions (b). This creates a damage track through
the membrane rich with dangling bonds (c). The film is immersed in a strong etchant
which is selective to the dangling bonds, and monodisperse pores are formed through
the film (d).
A thin membrane of a polymeric material (such as polycarbonate) is first im-
planted with heavy ions (such as xenon or krypton). Typical implant energies are
10keV [74]. This creates a damage track through the membrane, rich with dangling
bonds. The membrane is then immersed in a strong base etchant solution (e.g. 2M
KOH) which only erodes the material along the dangling bonds. The end product is a
membrane with a random distribution of monodisperse pores. These membranes are
commonly used for biological and forensic applications and are commercially available
from a number of vendors (such as Whatman and Poretics). Whatman Nucleopore
brand membranes were used in this study. Track etch filters are available with pore
sizes ranging from 10nm to 20µm.
An optical micrograph of a membrane is shown in figure 4-2.
Membrane characterization
Samples of the membrane and the tips formed by replicating the membrane were
analyzed using optical microscopy and custom software (courtesy of Annie Wang).
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Figure 4-2: An optical micrograph of a track etch filter membrane with 3 micron
pores
The software identifies structures in a micrograph based on certain contrast rules,
counts them, and determines the effective diameter of each structure. The effective
diameter is the diameter of a circle with the same area as the structure identified by
the software. Because the pores and pore replicas are circular, this is an excellent
metric with which to evaluate the uniformity of the pores in the membrane.
The six micrographs used are shown in figure 4-3. Data for the three filter and the
three replica micrographs was consolidated to obtain the results summarized in table
4.1. Because of the random nature of the ion implantation process there are some
pores which are the combination of two or more implant events (and significantly
larger than the mean). There are also several smaller features which were identified
by the pattern recognition software which are too small to be pores. To distinguish
between these spurious sites the data was divided into three categories; sites one
standard deviation around the mean (which are likely pores), smaller sites, and larger
sites. Data for the raw data set is also presented. The replica also has a large number
of tiny polymer dots which were detected by the software (approximately 1200 of
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them across the three micrographs); spots smaller than 1µm were not included in the
analysis to bring the number of sites in line with the number of pores detected.
Filter
Replica
Filter pore (magnified)
Replica post (magnified)
Figure 4-3: Micrographs used to analyze the pore density and size distribution, as
well as those of a replica made with polypyrrole (021108C). The scale bar on the top
set of images is 10µm long, and on the bottom pair of images is 1µm.
The template is 13µm thick, and the nominal pore diameter is 3µm. The field
of view is 131µm × 105µm, so the tip density (counting just the middle size band)
is approximately 1.3×106 pores/tips per cm2. If we look at just the middle band
of sizes for both data sets, we obtain the distribution shown in figure 4-4. The
histogram shows a roughly Gaussian distribution of pore and replica feature sizes.
The replicas appear larger in diameter than the pores, which is probably due to the
slightly enlarged base at each replica post.
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Sample Set Number Mean Std. Dev.
Membrane Whole data set 723 2.69µm 1.32µm
< 1.37µm 98 0.56µm 0.40µm
> 1.37µm < 4.01µm 532 2.65µm 0.52µm
> 4.01µm 93 5.18µm 0.93µm
Replica Whole data set 669 3.16 µm 1.01µm
< 2.15µm 83 1.58µm 0.36µm
> 2.15µm < 4.17µm 487 3.06µm 0.43µm
> 4.17µm 99 4.95µm 0.72µm
Table 4.1: Size statistics for track etch membrane pores and a replica
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Figure 4-4: Histogram of template and replica feature sizes. Only size one standard
deviation ± from the mean were included in these plots.
4.3 Template-based process
The replica mentioned in the last section is the process at the heart of the organic field
emitter. This process copies this filter onto a substrate using the dissolved organic
conducting composite. This is done by dispensing a thin film of the solution into the
pores and allowing it to dry. The process is schematically shown in figure 4-5.
A hydrophilic template is first placed onto a clean conducting substrate. The
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Figure 4-5: The steps in the process used to make the organic tips
solution is then dispensed on top and squeegeed to spread it over the area of the
substrate. It is then allowed to dry and the template is separated.
An alternative is to dispense the solution first, place the substrate on top, and
then squeegee. Comparable results are obtained with both processes.
Because the membrane is hydrophilic, the solution is drawn into the pores and
dries clinging to the walls. The solution is approximately 5% solids by weight, so a
thin shell of conducting material is formed when the template is separated.
The substrate is then tested by placing it in a diode arrangement in vacuum. A
50µm polyimide film is placed on the edges of the substrate, and an ITO and phosphor
coated screen is set on the spacers to serve as an anode. The substrate and anode are
probed using feedthrough electrical connections in the vacuum chamber. Electrical
and optical measurements can then be made of the current and light emission from
the phosphor screen.
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4.4 Structural characterization
The resulting structures were analyzed using several microscopy techniques. Figure 4-
6 shows an optical micrograph of the substrate. Note the similarity to the template
shown in figure 4-2.
Figure 4-6: An optical micrograph of the cast tips, made with a membrane with 3
micron pores
Figure 4-7 shows an SEM image of the resulting tip.
Figure 4-8 and 4-9 show AFM images of the final structure.
Additional SEM images are shown in figure 4-10.
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Figure 4-7: An SEM image of an organic field emitter tip, courtesy of Annie Wang
Figure 4-8: An AFM image of a number of tips
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Figure 4-9: An AFM image emphasizing a few organic tips
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(a) (b)
(c) (d)
(e)
Figure 4-10: SEM images of device 021108C, courtesy of Annie Wang. (a) was taken
at at 5K magnification, 60 degree tilt. (b) was taken at at 6K magnification, 70
degree tilt. (c) was taken at at 33K magnification, 80 degree tilt. (d) was taken at
at 40K magnification, 80 degree tilt. (e) is a magnified view of part of the structure
in (d), showing a radius of approximately 25nm and a height of 1µm.
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4.5 Electrical characterization
The electrical characteristics of the diode structure formed were tested using an ar-
ray of computer controlled Keithly 237 source-measure units, custom Labview-based
control software, and a Keithley 248 high voltage power supply. Keithley 237s are
able to source ± 1100V, allowing for a total voltage drop of 2200V. The Keithley 248
can source ± 5000V. All DC current measurements were taken through the 237s.
The yield of devices was relatively low. Approximately 40% of the devices made
using the technique described above showed significant field emission. One device’s
characteristics are shown in figure 4-11.
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Figure 4-11: The I-V curve and F-N plot for a typical organic field emitter, sample
020523
Whenever a mechanical spacer is used there is a risk that leakage through the
spacer can appear like field emitted current (breakdown and leakage always follows a
nonlinear I-V characteristic). This measurement was taken between -1600 and 1600V
to insure that the leakage through the spacer is significantly smaller than the current
from the field emitter. This is indeed the case for this device (and virtually all others
measured, as well as several control sets).
An analysis of the Fowler-Nordheim graph allows us to make some statements
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regarding the degree of field enhancement the organic field emitter is exhibiting. As
was discussed in section 2.3.4 in a Fowler-Nordheim plot ln
(
I
V 2
)
is plotted against 1
V
to determine bFN .
ln(
I
V 2
) = ln(aFN) + e
− bFN
V (4.1)
aFN =
αAβ2
1.1φ
e
B1.44×10−7
φ−1/2 (4.2)
bFN =
0.95Bφ3/2
β
(4.3)
A = 1.54× 10−6 (4.4)
B = 6.87× 107 (4.5)
Where β is the field factor, φ is the work function, α is the area of the emitter, V
is the applied voltage, and I is the emitted current. In the example shown in figure 4-
11, bFN is approximately 20 000. Assuming a work fuction of 5eV, this corresponds
to a β of 3.6× 104. β, the field factor, is related to the electric field at the tip by the
following expression:
Fsurface = β ∗ VApplied (4.6)
β =
Fsurface
VApplied
(4.7)
β =
0.95Bφ3/2
bFN
(4.8)
For a parallel plate configuration we would expect that the field would be given by
the voltage divided by the electric field, so the expected βexpected =
1
anode-cathode distance
and E = VApplied × β. When the system exhibits field enhancement β is increased.
The factor by which βobserved exceeds βexpected is the field enhancement factor (we use
γ for this parameter, but no symbol is universally accepted).
In this case, because the anode-cathode distance is 50µm, βexpected = 200cm
−1.
The observed β of 3.6 × 104cm−1 exceeds this value by a factor of 180, so the field
enhancement in this device is about 180.
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Several other organic field emitters have been analyzed in a similar way, and the
results are shown in figures 4-12 - 4-18.
The field factor and by extension the degree of field enhancement can be estimated
if a value is assumed for the work function. Table 4.2 summarizes the devices shown
in in figures 4-12 - 4-18 as well as the estimated field factor and field enhancement
factors assuming a work function of 4, 4.5, and 5eV.
Some value has to be assumed for the work function of the organic conductor.
The work function for virtually all sp2 bonded materials lies between 4 and 5eV, so
it is reasonable to assume values in that range to determine an approximate value for
the field enhancement factor. Graphite, for example, has a work function of 4.5eV
and copper phtalocyanine has a work function of 4.2eV [2].
Device Slope Field Field Field Field Field Field
factor enhancement factor enhancement factor enhancement
factor factor factor
5eV 4.5eV 4eV
021108A 6656 115398 576 98528 492 82572 412
011001B 15787 48653 243 41540 207 34813 174
020523A 19899 38599 192 32956 164 27619 138
011017D 6680 114983 574 98174 490 82275 411
011108A 15729 48832 244 41694 208 34941 175
020911A 32509 23626 118 20173 100 16906 85
011011A 12404 61922 309 52870 264 44308 222
Table 4.2: Summary of parameters for several field emitters
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Figure 4-12: Data and analysis for device 021108A
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Figure 4-13: Data and analysis for device 011001B
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Figure 4-14: Data and analysis for device 020523A
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Figure 4-15: Data and analysis for device 011017D
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Figure 4-16: Data and analysis for device 011108A
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Figure 4-17: Data and analysis for device 020911A
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Figure 4-18: Data and analysis for device 011011A
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4.6 Light measurements
The field emitters described in the previous section were usually tested using a phos-
phor screen as the anode. This allows for observation of the light generated by the
electrons exciting the phosphor screen. A telescope was used to direct this light
to a camera. The light spot formed at different anode-cathode biases is shown in
figure 4-19.
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Figure 4-19: Images of the light produced from an organic FED at different values of
anode/cathode bias.
As the anode/cathode bias increases the current increases. The light spot on
the phosphor screen increases in brightness and apparent size as a consequence. An
analysis of these micrographs showing total brightness and apparent spot diameter is
shown in figure 4-20.
4.7 Gas response
4.7.1 Theory
The adsorption of gases on surfaces has been extensively studied particularly in the
context of field ionization and the field ionization microscope. Several effects combine
to cause changes in the transmission barrier. These are discussed briefly below.
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Figure 4-20: The brightness and diameter for the light spots in the micrographs shown
in figure 4-19.
Emission window
E. Mu¨ller was the first to dramatically demonstrate that adsorbed molecules can in-
crease the emission from a tip [75]. In one of his most famous experiments, copper
phthalocyanine was evaporated onto a tungsten tip in a field ionization microscope.
Bright clouds corresponding to enhanced emission could be seen at sites where indi-
vidual molecules adsorbed on the tip.
Two possible scenarios can be imagined at the surface, depending on the degree
of field penetration (see figure 4-21). In the case of complete field penetration (say,
for a large or easily polarizable molecule, or a thick layer of material) we see the
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scenario in figure 4-21 (a). The material which adsorbs onto the surface masks the
tip material, and the outside world only sees the workfunction or ionization energy of
the adsorbed molecule. The admolecule’s properties will govern the barrier height. If
the material has a lower work function (or ionization energy) than the host substrate
enhanced emission would be expected.
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energy
Metal Molecule
(a)
(b)
Figure 4-21: Idealized image of the energy states with adsorbed atoms on the surface.
In (a), there is no field penetration, so the ionization energy of the adatom determines
the barrier width. In (b) there is complete field penetration, so the tunneling is
governed by the more complex potential pattern shown in the figure. Real situations
will be a superposition of these two extreme possibilities. (after Gomer, Fig 103 and
104 [2])
In the second idealized scenario (figure 4-21 (b)) the field penetration is negligible.
In this case, the molecule provides a sort of rest stop for the tunneling wavefunction.
Because a finite amount of probability density is now allowed in what was previously a
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forbidden area, the probability of tunneling through the barrier is increased. Instead
of tunneling through the entire triangular barrier, two thinner barriers only need be
crossed. The adsorbed material provides a window through which the tunneling can
be enhanced [2].
In real situations the net effect is likely to be a combination of these two phenom-
ena. Moderately sized molecules will experience partial field penetration and emit
from their Fermi levels (which will be shifted by the penetrating charge). While ad-
ditional effects (discussed below) can also complicate the picture of emission through
localized surface states it is clear from experiments and from sophisticated molecular
modeling that emission through adsorbed molecules can be significantly greater than
from a native system. A classic system for which this is true is water adsorbed on a
carbon nanotube emitter [76].
The issue of field penetration and a tunneling ’window’ is further complicated by
dipole charge screening effects.
Dipole effects
Adsorbed molecules all, to a greater or lesser degree, create a surface dipole. Dif-
ferences in the electronegativity of the field emission tip material and the adsorbate
causes a local rearrangement of charge which can cancel or enhance the local electric
field (see figure 4-22). If a more electronegative adsorbate lands on the tip, the outer
surface will pull some electrons away and be more negatively charged, and the oppo-
site will occur for electropositive adsorbates. This can narrow or widen the tunneling
barrier and significantly influence emission for a given macroscopic field [77].
According to this model, more strongly electronegative molecules have a stronger
negative impact on the field emission since they will cancel more of the applied field.
This has indeed been borne out in experiments which compare the field emission be-
fore and after the introduction of trace gases into the field emitter vacuum space (see,
for example, [78] and [79]), and is well known in field ion microscopy [80]. Oxygen,
which is highly electronegative, generally has a detrimental effect, while electroposi-
tive materials such as hydrogen and alkali metals (which have lower electronegativities
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Figure 4-22: Schematic of surface charge layer caused by electronegativity differences
between the tip material and adatoms on the surface. The more electronegative ma-
terial develops a partial negative charge, altering the local electric field. The bottom
box shows a cartoon of the electric field when the tip is biased for field emission; the
electronegative adatoms partially cancel the applied field while electropositive atoms
reinforce it.
than typical tip materials) have a beneficial effect [81].
It is also interesting that the dipole which forms on the surface is thought to lend
the attractive force which holds gaseous atoms to the surface of the field emitter. This
effect is particularly important for noble gases. Because they do not form covalent
bonds, it was once thought that noble gas adatoms could diffuse on the surface of
the tip freely. Field microscopy experiments have since demonstrated that a layer of
the gas is instead bound to individual atomic sites [82]. The ionization and possible
subsequent attraction of residual gases plays an important role in the aging of field
emitter tips.
Additional effects
The dipole and field penetration models are well established in field emission and
field ionization circles as the primary effects which influence emission. There are a
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few other additional effects which also deserve mention because of their capability to
influence the conclusions of gas exposure experiments, particularly over long times.
Gases can selectively dope the surfaces of semiconductors (e.g. semiconducting car-
bon nanotubes), moving the Fermi level closer to or further from the vacuum level
[79]. Local field enhancement by the protrusion of adsorbed molecules is thought to
possibly enhance field emission [2], [77]. Chemical etching, chemisorption/oxidation,
and sputtering effects can also alter the field emission in a manner difficult to explain
using the aforementioned models.
4.7.2 Experiments
Organic field emitters are also affected by residual gases in the chamber. This is
consistent with observations made with inorganic field emitters with exposed surfaces
(such as Spindt field emitters). Inorganic field emitters generally see a decrease in
the effective work function when reducing gases (such as hydrogen) are introduced
into the chamber, and an apparent increase in the work function when oxidizing gases
are in the chamber [78]. This is easily explained by the electronegativity argument
presented in section 4.7.1 (oxidizers are, by definition, electronegative). Musa, et al.
also reported a change in the emission from their organic system. Oxygen appeared
to increase the effective work function observed in their device [62].
It is not yet clear whether the dipole caused by oxygen or whether oxygen screens
the emission field from the tip. This is difficult to measure using only I-V studies.
One advantage of organic field emitters is that when oxidized organic conductors do
not become insulating. On the contrary, oxidation tends to dope organic conductors
and increase their conductivity. This simplifies the study of gas adsorption since the
formation of an insulating oxide is not involved.
The first indication that oxygen might cause a change in the emission from our
system came from a simple experiment in which the field emitter was set in a diode
configuration and measured with a constant anode-cathode bias (1100V over 50 mi-
crons for this sample). Air was slowly leaked into the chamber and the change in
the field emission current was observed. The data from this experiment is shown in
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figure 4-23.
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Figure 4-23: The field emission current seen with a fixed anode/cathode bias of 1100V
in sample 011011A. Air was introduced into the chamber twice, and the chamber was
then reevacuated.
A second experiment was conducted, along the same lines, using pure oxygen,
nitrogen, and hydrogen gas. 1500V was applied across the anode and cathode of a
diode arranged field emitter. The results are shown in figures 4-24 - 4-26.
What can be seen in figure 4-24 is that a hydrogen pressure of 1×10−4 torr causes
a moderate decrease in the emission current which immediately rebounds when the
hydrogen is re-evacuated. Nitrogen partial pressures of 1×10−4 torr seem to have
only a slight effect. Only when a greater pressure of nitrogen was established at
time point 150 (150 seconds into the experiment) was a decrease in current observed,
which also rapidly rebounded. The effect of oxygen is more dramatic. Oxygen causes
a substantial decrease in the current starting at a partial pressure of 1×10−5 torr
which continues at higher pressures. This experiment indicates that the oxygen in air
is responsible for the decrease in current observed in figure 4-23.
To explore the role of oxygen further an additional experiment was performed.
The current was measured for five minutes under high vacuum conditions (at 5×10−8
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Figure 4-24: The field emission current in sample 020627. Hydrogen was introduced
into the chamber twice and re-evacuated.
torr), then five minutes with 1× 10−7 torr, 1× 10−6 torr, 1× 10−5 torr, and 1× 10−4
torr of oxygen in the chamber. The chamber was then re-evacuated for five minutes.
The field emitter was connected in series with a transistor whose gate voltage was
biased to yield a saturation current significantly greater than the current observed
from the field emitter. In this biasing arrangement the transistor had virtually no
effect on the current in the field emitter. This arrangement was selected to provide
tight control for a subsequent experiment which uses the transistor. The bias across
the emitter/transistor structure was 1600V.
The pressure was measured by an ion gage in an adjoining chamber. The ion
gage used is arranged so that none of the ions it generates are captured by the field
emitter and confused with field emission current. Figure 4-27 shows the results from
this experiment. The same result is seen as in figure 4-26. Oxygen exposure at low
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Figure 4-25: The same experiment, repeated with nitrogen.
pressures slightly decreases the emitted current and at higher pressures significantly
degrades the emitted current.
The effect of oxygen exposure continues for some time after the gas is introduced
into the chamber. The device recovers its original characteristic when the bias is
turned off and the oxygen is evacuated for 5-10 minutes. This observation is consistent
with what is observed in field ion microscopy (the applied field traps adatoms, only
when the field is turned off can they desorb) [82]. Figure 4-28 shows the current
characteristic of the field emitter at the start of the experiment and the conclusion,
after hydrogen, nitrogen, and oxygen had been introduced into the chamber (in that
order) and the chamber was re-evacuated. The field emitter characteristic is slightly
better at the conclusion of the experiment than at the beginning.
It should be noted that the decrease in emission is observed in virtually every
other field emitter materials system. Gotoh, et al. saw a decrease in field emitter
current upon exposure to oxygen even with noble metal tips (such as Pt and Au) [83].
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Figure 4-26: The same experiment, repeated with oxygen.
Diamond [84] and carbon nanotube field emitters [85] also show a sharp decrease in
emission current in the presence of oxygen.
4.8 Conclusion
This section explained the processes used in forming the organic field emitter, which is
the core element in the field emission device presented in this thesis. The fabrication
process, physical properties, and electrical properties were all examined. In particular,
it was shown that organic materials can indeed form a field emitter, and that this
field emitter has a Fowler-Nordheim emission characteristic.
The response of the field emitter to several gases was also presented. The field
emitter is temporarily reduced by exposure to most gases at moderately high pres-
sures. Exposure to oxygen, however, had a different effect. Oxygen caused a larger,
longer lasting decrease in emission at relatively lower pressures.
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Figure 4-27: The response of an organic field emitter to a steadily increasing oxygen
pressure.
Tables 4.3 and 4.4 summarize the process conditions and results for a number of
the field emission systems tested.
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Figure 4-28: The field emission characteristic of device 020627 in high vacuum both
before and after the experiments shown in figures 4-24, 4-25, and 4-26. The exposure
to gases during operation did not damage the field emission properties of the device
(it appears to get slightly better).
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Chapter 5
Organic Thin Film Field Effect
Transistors
This chapter will explain the fabrication of the second component of the organic
field emission system; an organic thin film transistor. Its electrical and physical
characteristics will also be presented.
5.1 Background
The core idea presented in this thesis is that the cost of a field emission display
may be dramatically reduced by combining an inexpensive ungated field emitter with
an inexpensive transistor backplane. Many types of backplanes may be considered,
including polycrystalline and amorphous silicon, cadmium selenide, and other mate-
rials. One of the most promising low cost backplane materials is organic thin film
transistors. They have reasonably good performance and are easy to fabricate.
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5.2 Theory of semiconducting organic materials
5.2.1 Generation of carriers
Semiconducting organics take advantage of the HOMO-LUMO gap present in the
electrical energy state density of organic conductors. Generally speaking, only un-
doped organic materials act as good semiconductors. Undoped organic thin films
have few carriers and appear relatively resistive when unbiased. As a bias is applied
to the semiconductor through the gate, the HOMO or LUMO energy can be moved
closer to the Fermi level accumulating or depleting charges from the surface as in a
traditional FET. In this respect the HOMO-LUMO gap acts in a way analogous to
the bandgap in a traditional semiconductor.
Once a sea of carriers is formed in the channel they can move from source to
drain under an applied bias. Through this mechanism organic materials can exhibit
transistor action.
Lateral charge movement is governed by the structure of the electronic states in the
channel. For amorphous materials a form of space charge limited current is expected.
In polycrystalline materials more complicated models which properly account for
traps localized in grain boundaries are necessary [86]. Better organic semiconductors
are polycrystalline, and models describing their behavior have benefited greatly from
work on amorphous and polycrystalline silicon devices. For a review of polycrystalline
transport models for organic semiconductors see [87], [88] and [89].
5.2.2 Pentacene
Pentacene is currently the top performing organic semiconductor. Pentacene TFTs
exhibit high mobility and on/off ratios. This performance is due to the highly ordered
growth of pentacene when vacuum deposited.
When sublimed in vacuum pentacene thin films condense using the Stranski-
Krastanov growth mechanism [90]. The pentacene molecule is highly non-polar and
when deposited on polar substrates tends to stand up because of the mutual repulsion
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(figure 5-1 A). As additional material is deposited, the molecules tend to aggregate in
large grains of a single layer until approximately 75% coverage is reached [91] (figure 5-
1 B). A second layer then nucleates, and the first layer continues to fill in (figure 5-1
C). Lower layers electrostatically shield incoming material and after a sufficiently
thick film is nucleated on the surface, crystals start to grow in arbitrary directions
(figure 5-1 D). The layers closest to the gate dielectric (which are involved in the
transistor operation) are in a polycrystalline layer. An SEM micrograph showing the
surface of a pentacene thin film is shown in a later section, in figure 5-9.
A
B
C
D
Figure 5-1: A schematic showing the phases of the Stranski-Krastanov growth process.
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5.3 Generic fabrication process for organic TFTs
A doped oxidized silicon wafer is commonly used as a substrate. Patterned gate
structures (such as one discussed in the appendices) can also be made on virtually
any substrate using metals or organic conductors.
For this work only a single transistor was needed at a time, so a doped silicon
wafer was used as a common gate. A generic process for making organic transistors
is summarized in figure 5-2.
Substrate (Si)
Oxide
Organic semiconductor
(pentacene or tetracene)
Source/drain (Au)
Figure 5-2: The process for making organic TFTs
First, the gate dielectric is deposited on the substrate. This is typically accom-
plished by oxidizing the wafer, but other processes such as CVD, sputtering, sol-gel
deposition, or deposition of an insulating polymer can be used. Next, the semicon-
ducting organic material is deposited using a vacuum sublimation or spin-on tech-
nique. Sublimation is typically done through a shadow mask, but patterning is pos-
sible (as is leaving a blanket film) [92]. The last step is the deposition of the source
and drain electrodes through another shadow mask. A photograph of a completed
organic TFT (OTFT) is shown in figure 5-3.
Many refinements have been explored which add additional layers, change the
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Semiconductor
Source/drain
Blanket gate/
gate dielectric
Figure 5-3: Micrograph of a completed organic TFT
order of depositions, etc., and these can be used to enhance performance or pro-
cessability. Some of these refinements will be discussed below, and others in the
appendices.
5.4 First generation OTFTs: Polythiophene
5.4.1 Background
When the organic TFT component of the project was first conceived, there was
almost no infrastructure for organic transistor fabrication in our laboratory. The first
generation transistors were fabricated using relatively primitive shadow masks and
using spin-on organic semiconductors. The performance of the transistors was very
poor. The prospect of using organic transistors, however, was promising enough to
provide motivation to continue refining the process.
5.4.2 Fabrication details
Heavily antimony doped silicon wafers were obtained with a 2000A˚ thermally grown
oxide. Gold was evaporated onto the substrates through a shadow mask. The shadow
mask was an etched metal mask with a fine gold wire threaded through to form the
source/drain electrodes.
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Gold was first deposited using an e-beam deposition system (EML CVC e-beam
evaporator). A saturated solution (filtered to 0.5µm) of regioregular poly(3-octylthiophene-
2,5-diyl) (a soluble polythiophene derivative, see figure 3-14) in chloroform was drop
cast onto the substrates. These devices were then tested in a dark, electrically shielded
enclosure using an Agilent 4156C. The channel length was 90µm, and channel widths
were 1460µm, 960µm, and 470µm. The heavily doped silicon substrate serves as the
common gate for all of the devices.
5.4.3 Characterization
These devices exhibit extremely poor characteristics, and are barely recognizable as
transistors. The I-V characteristics are shown in figure 5-4. The transistors tested
were all 90µm × 1460µm.
Clearly the performance is very low. The gate leakage is a significant fraction of
the total current. There is some recognizable transistor action, but the on/off ratio
at VDS = −100V is approximately 2.
Substrates which used a PEVCD nitride (TRL PlasmaQuest) and photolitho-
graphically defined gates and source/drain electrodes were also explored using this
process. The nitride gate dielectric had tremendous leakage and the performance was
not better than the shadow masked process.
5.5 Second generation OTFTs: Pentacene
5.5.1 Background
The performance of the polythiophene transistors was disappointing, but good enough
to show some field emitter control. Attention was then shifted to using pentacene
as a semiconductor material. Pentacene has shown significantly better performance
than other organic semiconductors although optimized processes for certain other
materials, most notably the polythiophene used earlier, can also produce excellent
transistors.
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 (A
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0
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Transistor 020521A 
Polythiophene/gold/oxide
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I d
 (A
)
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-2e-8
-1e-8
0
1e-8
VGS=0V
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Transistor 020522A
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-6e-8
-4e-8
-2e-8
0 VGS=0V
VGS=-100V
Figure 5-4: First generation organic transistors. The devices were made with a drop-
cast alkyl-substituted regioregular polythiophene.
5.5.2 Fabrication details
The same substrates and shadow masks were used as in the first generation tran-
sistors. As before, source and drain electrodes were deposited first. Both Ti/Au
(75A˚/1000A˚) and Al (1000A˚) electrodes were used. There was some suspicion that
radiation damage from the e-beam might be responsible for the gate leakage. To
test this hypothesis Al electrodes were deposited in a thermal evaporator, and the
Ti/Au electrodes were evaporated using an e-beam deposition system. Approximately
500A˚ of pentacene was then evaporated from a resistively heated tungsten boat in a
thermal evaporator (the EML CVC thermal evaporator).
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5.5.3 Characterization
The performance was again relatively low, and the gate leakage dominated the tran-
sistor current for the e-beam device. The aluminum electrode device, which still
had very low performance, had significantly less gate leakage. I-V characteristics are
shown in figure 5-5. The dimensions are 90µm × 1460µm.
Transistor 020619A1 
Pentacene/gold/oxide
VDS (V)
-100-80-60-40-200
I d
 (A
)
-80x10-9
-60x10-9
-40x10-9
-20x10-9
0
20x10-9
40x10-9
60x10-9
80x10-9
100x10-9
VGS=0V
VGS=-100V
Transistor 020620A 
Pentacene/aluminum/oxide
VDS (V)
-100-80-60-40-200
I d
 (A
)
-16x10-9
-14x10-9
-12x10-9
-10x10-9
-8x10-9
-6x10-9
-4x10-9
-2x10-9
0
2x10-9
VGS=0V
VGS=-100V
Figure 5-5: Second generation organic transistors. The devices were made with boat-
evaporated pentacene with bottom contact electrodes.
These results reinforced the suspicion that radiation damage might have caused
greater leakage though the gate dielectric. Aluminum does not form an ohmic contact
to pentacene (Au, Pt, and Pd are the best choices for contact materials), so its poor
performance is not entirely a surprise. Aluminum generally tends to form a Schottky
barrier with pentacene. The aluminum device shows some weak but recognizable
transistor action.
5.6 Third generation OTFTs: Pentacene
5.6.1 Background
To improve the transistors further, several refinements were employed. First, a new
set of oxidized substrates were prepared. New, heavily doped silicon wafers were
cleaned and oxidized (5130A˚) in the Integrated Circuits Laboratory. A new, custom,
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pentacene evaporation system was also constructed. The system uses an advanced
furnace designed specifically for use with organic materials (the RADAK I system
by Luxel). This furnace features closed-loop thermostatic control for the material
crucible (with ± 1°control from room temperature to 800°C), controllable heating
rates, and UHV compatibility. The vacuum system has a base pressure of 5 × 10−8
torr without bakeout. The system is equipped with vacuum gages, oil-free pumping
systems, a nitrogen vent/purge, and a crystal thickness monitor. Substrates are
mounted on a holder which can rotate to face upwards (away from the source) during
ramp-up/cool down and downwards (toward the source) during deposition.
The pentacene used in this process was used as received from the chemical supplier
(Aldrich). Purification of pentacene is possible through thermal gradient sublimation,
and there are strong indications that this can significantly improve the performance
(this is discussed further in an appendix which presents the fourth generation pro-
cess) [55]. Purification was not pursued in the third generation. The only conditioning
done to the pentacene was a treatment designed to desorb the lighter impurity frac-
tion. When a source was first loaded it was heated to 150°C overnight. Sublimation
typically occurs at 220°C.
To further improve the performance, new, more advanced masks were fabricated
(see figure 5-6) with better control of the channel dimensions, and a top contact
architecture was used. Top contact architectures have been shown to be beneficial
for organic TFT performance [56].
5.6.2 Fabrication details
New silicon wafers were first cleaned and oxidized with 5130A˚ of silicon dioxide. They
were coated with photoresist and diced into 20mm square substrate pieces. These
pieces were then cleaned to remove the diesaw dust and photoresist.
Approximately 500A˚ of pentacene was deposited on these substrates through a
shadow mask in the new depositon system. 600A˚ of gold was subsequently e-beam
deposited on top through a shadow mask, aligned with the patterned pentacene areas.
Part of the gate dielectric was mechanically ground away and the devices were tested.
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Source/drain layer
Pentacene layer Future use Gate layer
Pentacene layer
Figure 5-6: One shadow mask set for the third generation transistors. The mask
is fabricated using a laser cutting process, and is made from Invar (a low thermal
expansion alloy). The transistors channels in this mask are all nominally 1250µm ×
50µm. The substrates are 20mm2
5.6.3 Characterization
The electrical characteristics of these transistors were examined through measure-
ment on an Agilent 4156C source measure unit. Lateral physical dimensions were
determined through direct measurement using a microscope. The capacitance of the
gate dielectric was determined through both direct measurement of capacitance test
structures and verified with calculations based on optical measurements of the thick-
ness of the dielectric. Performance characteristics of a third generation organic TFT
are shown in figure 5-7.
The transistor shown in figure 5-7 has a mobility of 0.04cm2/(V s) and an on/off
ratio of about 103. This is not competitive with the best reported devices in the
literature. Claims of mobilites as high as 2.1cm2/(V s) have been made [93] but are
best be viewed with some skepticism. Claims of about 1cm2/(V s) are more realistic.
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0
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VGS=0V
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Lin Slope=9.0932e-9
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Lin Mobility= 0.023
Sat Mobility= 0.040
Gate dielectric= 5130A oxide
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Figure 5-7: Performance of a third generation OFET, device 020902A4.
A mobility in the 0.01cm2/(V s) range is adequate for field emitter applications, which
require very little current per pixel (approximately 1µA, but this varies with the size
and addressing architecture). Fourth generation pentacene devices, discussed in an
appendix, combine several additional techniques to achieve higher performance.
5.7 Structural characterization
One of the most important parameters for pentacene TFTs is their crystalline struc-
ture, shown by powder x-ray diffraction. A scan from a pentacene thin film is shown
in figure 5-8.
Pentacene condenses in a triclinic structure in one of two slightly different crys-
talline forms [90]. One form is characteristic of a low temperature deposition and
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Figure 5-8: Powder x-ray diffraction pattern for pentacene.
is metastable; the other is characteristic of deposition at higher temperatures. This
film has a mixture of the two forms (which is expected at room temperature) and
matches the crystal coordinates in [90] well. The bottom indicator in figure 5-8 is
based on reference data loaded into the x-ray crystallography analysis software used.
The entry in this software for pentacene is taken from an unpublished source and
does not match this film or the films in the literature.
Scanning electron micrographs of the pentacene thin film morphology have also
been taken. A micrograph is shown in figure 5-9.
The micrograph in figure 5-9 shows the crystal grains which form as a consequence
of the Stranski-Krastanov growth discussed in section 5.2.2. Several small crystallites
which are not oriented to the substrate can also be seen nucleating. These crystallites
form on the top surface when the pentacene film has grown to a reasonable thickness
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Figure 5-9: SEM image of pentacene thin film showing crystal grains and surface
crystallites.
and the electrostatic coupling to the substrate is poor [91].
5.8 Conclusion
This chapter described the development of the final component of an active inex-
pensive field emitter; an organic transistor which can control each pixel. The theory
and general processes used for transistor fabrication are first reviewed. Then, the
evolution from primitive solvent-based devices to an advanced vacuum sublimation
deposition process is described. These transistors are characterized using a variety of
techniques, and their properties are similar to other devices found in the literature.
These transistors will be used in the next chapter to control the organic field emitter
structure presented earlier.
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Chapter 6
Integrated System
The preceding chapters presented the components which will be used in the new inte-
grated low cost field emission system. The field emitter alone does not perform well
enough to create a display; its lack of a gate and low field enhancement factor would
require switching hundreds of volts to turn the device on and off. These high voltage
peripheral electronics would not be acceptable in a low cost display. Generating high
voltages requires high cost drivers, and the energy expended switching control lines
on and off scales with voltage squared, so minimizing drive voltage is crucial. In addi-
tion to this, the organic field emitter also exhibits a great deal of noise, approximately
30% RMS in high vacuum, which is also not acceptable for a display application.
The transistor alone is also not particularly interesting; but this section will show
how the transistor and the field emitter together can control the field emitter and
yield the following benefits:
 Control the field emitter with low voltages
 Significantly reduce the current noise from the field emitter
 Reduce the noise caused by the degradation in current observed from residual
gases in the chamber
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6.1 Theory
6.1.1 Basic theory
The architecture which will be used for control is shown in Fig. 6-1. This is the same
architecture used by [94], except that in [94] the transistor is on the emitter side.
Pentacene acts as a p-type material which conducts by accumulating carriers in the
channel when a negative bias is applied at the gate relative to the source (i.e. it
behaves like a p-FET). The transistor is placed in series with the field emitter on the
phosphor side and limits the current flowing through it by allowing the voltage level
of the phosphor screen to float.
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Figure 6-1: The basic architecture of the field emission system. The phosphor screen
(anode) is between the transistor and the field emitter.
This architecture has been used for some time in active matrix vacuum fluorescent
displays (such as the Noritake CL series), where a heated grid electron source is used
to bathe the anode with electrons and CMOS circuitry with a phosphor coating serves
as the anode [95]. In the case of a cold cathode, ideally an n-FET would be used
so that all of the circuitry may be integrated on the backplane. In either case the
operating principle is identical.
To determine an approximate expression for the operating current, we can first
look at the exact expressions for the field emitter and transistor current-voltage char-
acteristics. For the field emitter we have already derived:
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I(V, φ) = aFNV
2e−
bFN
V (6.1)
aFN =
αAβ2
1.1φ
e
B1.44x10−7
φ1/2 (6.2)
bFN =
Bφ3/2
β
(6.3)
A = 1.54× 10−6 (6.4)
B = 6.87× 107 (6.5)
Where α is the area of emission, φ is the work function, β is the field factor, and V
is the total applied voltage. If we truncate the power series representation to include
only the DC and first order terms, we can approximate the field emitter characteristic
as follows:
I(∆V, φ)|V≈V0 ≈ I(V, φ)|V=V0 +∆V
∂I(V, φ)
∂V
(6.6)
I(∆V, φ)|V≈V0 ≈ aFNV 20 e
− bFN
V0 +∆V × aFNV
2
0 be
− b
V0
V 20
(6.7)
I(∆V, φ)|V≈V0 ≈ IF + kfed · vfed (6.8)
Where IF = aFNV
2
0 e
bFN
V0 , and represents the DC component of the approximate
field emitter current, kfed =
aFNV
2
0 be
− b
V0
V 20
and represents the incremental difference
expected in the current for a fluctuation in the voltage, and ∆V = vfed, the small
signal voltage deviation from the equilibrium level.
We can do the same thing for the transistor, and we find in saturation these
parameters are given by:
iD = ISAT + g0 · vsd (6.9)
Where iD is the current through the transistor, ISAT is the current at the operating
point (which is close to the saturation current if the channel conductance is low), and
g0 is the channel conductance.
Figure 6-2 shows the circuit being analyzed.
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Figure 6-2: The field emission circuit analyzed in section 6.1.1.
Using the notation in figure 6-2 and that derived above, vS0 is the total voltage
applied across both the transistor and field emitter, vD0 is the voltage seen across the
field emitter, vSD is the voltage across the transistor, and id = ifed. g0 is the channel
conductance of the transistor, and kFED is the slope of the field emission curve at the
point of interest. If we do a small signal analysis in which we set vs0 = v0 = 0 we find
that the small signal current can be derived by:
vsd = −vd0 (6.10)
iD = ISAT + g0 · vsd (6.11)
iFED = IF + kfed · vd0 (6.12)
iD = iFED (6.13)
ISAT + g0 · vsd = IF − kfed · vsd (6.14)
g0 · vsd + kfed · vsd = IF − ISAT (6.15)
vsd · (g0 + kfed) = IF − ISAT (6.16)
vsd =
IF − ISAT
g0 + kfed
(6.17)
iFED = IF − kfed · vsd (6.18)
iFED = IF − kfed · IF − ISAT
g0 + kfed
(6.19)
iFED = IF − ·IF − ISATg0
kfed
+ 1
(6.20)
kfed >> g0 (6.21)
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∴ iFED ≈ IF − ·IF − ISAT
0 + 1
(6.22)
iFED ≈ IF − IF + ISAT (6.23)
iFED ≈ ISAT (6.24)
When the channel conductance of the transistor is relatively small, the transistor
is in saturation, and ISAT < IF . In this case the current is controlled by the transistor
current independent of the supply voltage (vS0) and the field emitter characteristics
(IF and kfed). In the extreme idealized case of g0 = 0, the transistor is acting as a
current source with an output value of ISAT .
We can use this expression to look at several other idealized cases. In one, we
eliminate the action of the transistor and instead drive the field emitter with a voltage
source. To mathematically examine this case, we can set g0 to infinity in the previous
expression ( ∂I
∂V
=∞ for a voltage source). The expression we then get is:
iD = IF + kfed · vd0 (6.25)
Not surprisingly, the current in this case is exclusively controlled by the field
emitter. If the field emitter is noisy, a voltage source is perhaps the worst choice for
a power supply.
6.1.2 Control
If kfed >> g0 and iD ≈ ISAT , there is a consequence of great practical significance.
The field emitter may be turned on and off by modulating ISAT , which is controlled
from the transistor gate. This has several positive effects:
 The field emitter current can be modulated over a large range with a small
voltage
 The high applied total voltage (which is needed to extract and accelerate the
electrons) can be left on all the time
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 All of the field emitters can see the same high acceleration voltage all of the
time–regardless of whether they’re emitting or not
 The uniformity of the emission is controlled by the transistor and not the field
emitters
This means that we can control the field emitter with small voltages when we
use a thin film transistor. There is no need for a micromachined gate to serve this
function, and no need to modulate each line hundreds of volts. This also means that
the transistor backplane can at least partially compensate for nonuniformities in the
field emitter structures.
6.1.3 Ballast resistance
Adding a ballast resistor provides some of the benefit of a transistor, and is easy and
inexpensive to do. This can be seen as a special case of the linearized transistor,
in which g0 =
1
R
and ISAT = 0. In this case there will be some variation in the
output current with variations in the field emitter characteristic, but they will be
less pronounced than in the voltage source power supply case. If we apply the same
analysis to the resistor as the transistor we find:
id =
1
R
· vsd + IDC (6.26)
= IF + kfed · vd0 (6.27)
iD = IDC +
IF − IDC
1 + kFEDR
(6.28)
Once again, it is clear that if R is large the signal will be less noisy (i.e. there is
less dependence on IF and kFED) than if R is small. To quantify exactly how much
less noisy, however, we need to develop a little more theory.
6.1.4 Noise
We will now analyze the magnitude of performance improvement we can expect from
the use of a ballast resistor or a transistor in series with a diode field emitter.
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Noise source
When a field emitter is operating, there is significant fluctuation in the current output.
The origin of this fluctuation was discussed in section 4.7. Gases which adsorb and
desorb from the surface of the field emitter can have a significant effect on the local
barrier. Changes in the β caused by sputtering, local chemical reactions, implantation
of ions, and other phenomena can also contribute to noise in the circuit.
To model these phenomena, we will assume that the field emitter is noise-free,
and introduce a current noise source (inoise) in series with the field emitter. The
transfer function of this noise source to the output will give an indication of the noise
immunity of the circuit. The source of the current noise (work function fluctuation,
tip sputtering, etc.) is abstracted into inoise in this analysis.
vsd = −vD0 (6.29)
iD = ISAT + g0 · vsd (6.30)
iFED = IF + inoise + kfed · vd0 (6.31)
iFED = IF + inoise − kfed · vsd (6.32)
vSD =
IF + inoise − ISAT
g0 + kfed
(6.33)
iFED = IF + inoise − kfed · IF + inoise − ISAT
g0 + kfed
(6.34)
The reduction in the noise seen as voltage output is given by the ratio of the
transfer functions of the field emitter with and without the noise reducing element:
N =
iFED−controlled
iFED−uncontrolled
(6.35)
If N = 0 no current noise makes its way from the input (inoise) to the output (iD).
If N = 1 there is no suppression of the noise.
Because ∂iFED−uncontrolled
∂inoise
= 1 we can say that:
N =
∂iFED−controlled
∂inoise
(6.36)
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We will introduce a new parameter, Y = g0
kfed
and find:
iFED = IF + inoise − kfed · IF + inoise − ISAT
g0 + kfed
(6.37)
∂iFED
∂inoise
= 1− kfed − cdot 1
g0 + kfed
(6.38)
∂iFED
∂inoise
= 1− kfed − cdot 1
g0 + kfed
(6.39)
∂iFED
∂inoise
= 1− 1
Y + 1
(6.40)
∂iFED
∂inoise
=
Y
1 + Y
(6.41)
We can see that a resistor is covered by this analysis. The end result is independent
of ISAT , so Y =
g0
kfed
= 1
Rkfed
and N = 1
1+RkFED
. If the resistance is large, the transfer
function N is smaller, showing us that the noise is reduced.
A transistor/current source is preferred over a resistor for noise reduction. A
transistor can provide high dynamic resistance (low conductance) without sacrificing
the DC current (iSAT ). With a resistor, there is an inevitable trade-off where higher
resistance provides greater noise immunity but less current at the operating point.
For the ideal current source, where g0 = 0:
N =
0
0 + 1
(6.42)
N = 0 (6.43)
So, as one would expect, the use of a current source entirely eliminates noise
injected by the field emitter.
In the case of an ideal voltage source supply, where g0 =∞:
N =
∞
∞+ 1 (6.44)
N = 1 (6.45)
And there is no suppression of the noise source.
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An additional conclusion we can draw is that any current noise from the field
emitter (from the work function, change in the β, etc.) yields exactly the same
response in the final circuit characteristic. This confirms the utility of the model in
which we lump all noise into current noise.
6.1.5 Work function fluctuation
When analyzing field emitter noise it is common to measure the fluctuation in terms
of effective work function variation [96]. This allows a single lumped parameter to
account for the many different effects we would expect, some of which widen and
others which narrow the barrier. This is analogous to using threshold voltage fluc-
tuation in MOSFETs, for example, to summarize the effects of variability in doping,
gate dielectric thickness, etc.
We will now answer the following question: for a given amount of noise, what is
the expected work function fluctuation?
If we take the expression for iFED(V, φ) developed earlier, convert it into units
more convenient for φ we get:
I(V, φ) =
αAβ2
1.1φ
e
B1.44×10−7
φ1/2 V 2e
Bφ3/2
V β (6.46)
I(V, φ) =
cFN
φ
e
fFN
φ1/2 edFNφ
3/2
(6.47)
cFN =
αA(V β)2
1.1
(6.48)
dFN =
B
V β
(6.49)
fFN = B1.44× 10−7 (6.50)
A = 1.54× 10−6 (6.51)
B = 6.87× 107 (6.52)
If we then take the natural log of both sides and take derivatives, we find:
I(V, φ) =
cFN
φ
e
fFN
φ−1/2 edFNφ
3/2
(6.53)
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ln(I) = ln(
cFN
φ
) + dFNφ
3/2 +
fFN
φ1/2
(6.54)
dI
I
=
dφ
φ
+
3
2
dFNφ
1/2dφ− 1
2
fFNφ
−3/2dφ (6.55)
dI
dφ
= I
(
1
φ
+
3
2
dFNφ
1/2dφ− 1
2
fFNφ
−3/2dφ
)
(6.56)
dφ
dI
=
1
I
(
1
φ
+ 3
2
dFNφ1/2dφ− 12fFNφ−3/2dφ
) (6.57)
We will use this result to analyze our data.
6.2 Experimental data
6.2.1 Preliminaries
The data in this section will show that the field emitter and transistor combinations do
indeed show the characteristics described above. Data derived from three versions of
the combined field emitter/transistor will be used. The first uses transistor 020522C1,
a Generation I transistor (polythiophene), along with field emitter 020523A, which is
an all polypyrrole track etch filter device. The second uses transistor 020620A1, which
is a Generation II transistor (pentacene/Al), and field emitter 020620C, which is also
all polypyrrole. The third device uses transistor 020904AA3, which is a Generation
III transistor (pentacene/Au), and field emitter 020911, which is all polypyrrole. The
characteristics of these transistors and field emitters are summarized in figures 6-3-6-5.
Device Parameter Value
020523A aFN 4.59× 10−9
bFN 19899
020620C aFN 6.13× 10−5
bFN 23121
020911 aFN 3.13× 10−4
bFN 24761
020904AA3 µ 0.07 cm2(V · s)−1
on/off ratio 105
Table 6.1: Field Emitter/Transistor Pair Characteristics
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Figure 6-3: The characteristics of the Gen I field emitter/transistor pair.
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Figure 6-4: The characteristics of the Gen II field emitter/transistor pair.
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Figure 6-5: The characteristics of the Gen III field emitter/transistor pair.
6.2.2 Control regimes
Theory
A key feature of the preceding analysis is that for the transistor to control the field
emitter the current through the transistor for the same bias must be less than that
expected through the field emitter. This can be easily explained if we think about the
hose analogy presented in section 1.5. If the transistor is the current limiting element,
it will control the total flow. If the transistor is biased to pass a lot of current, it will
fall out of saturation and the field emitter will limit the flow. We can also see this in
the context of our analysis regarding the incremental channel conductance. When the
transistor falls out of saturation, the incremental channel conductance rises yielding
control to the field emitter.
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Data
Figure 6-6 shows this phenomenon in the Gen III transistor/field emitter pair. The
current is shown through a field emitter/transistor pair as a function of gate voltage.
In this experiment, a transistor/field emitter pair were biased at 1600V total voltage,
and the gate voltage was varied between 0 and -100V. Between VGS = 0 and VGS =
−75 the quadratic characteristic expected from a transistor in saturation is observed.
As the gate voltage is driven more negative the current level saturates and becomes
significantly noisier. In that regime the field emitter has taken over (i.e. the saturation
current of the transistor exceeds the field emitter current).
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Figure 6-6: The current characteristic of the Gen III transistor/field emitter combi-
nation with a fixed cathode/source voltage of 1600V. Between vgs = 0 and vgs = −75
the quadratic transistor characteristic governs the current, for |vgs| > −75
the field emitter is in control.
It should be noted that once we enter the field emission control regime the current
will fluctuate above and below the average value. This effect will be seen in other
measurements of the emission current as well.
The first evidence for this effect was seen in the Gen I device pair (figure 6-7).
The Gen I device pair has a far poorer and noisier characteristic, but even it
shows some current modulation with a change of the gate voltage. It is unclear how
much of the observed effect is due to current supplied through the gate dielectric
vs. current supplied through the transistor. The Gen III device, with its low gate
dielectric leakage, does not have this ambiguity.
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Figure 6-7: The current characteristic of the Gen I transistor/field emitter combina-
tion with a fixed cathode/source voltage of 1600V.
6.2.3 Low voltage control
Theory
In a traditional field emitter design, a line-at-a-time passive matrix driving architec-
ture is used. Because the field emitter has such a sharp turn-on characteristic, even
large panels with poor selection ratios can be driven this way. The prospect of mak-
ing large, bright, passive-matrix addressed displays was once thought to be a major
strength of field emission display technology. Because passive matrix displays don’t
need a transistor backplane, it was thought that these displays would be fabricated
more cheaply than their competitors.
It is now clear that this is not the case. Fabricating a transistor backplane has
turned out to be far cheaper than micromachining an array of uniform field emitter
tips with aligned gates. Using organic transistors in the backplane might decrease
the cost even further.
In this section we will show that high voltage thin film circuitry in the backplane
can give back the control lost by not using a micromachined gate and allow us to use
inexpensive field emitters on an organic transistor backplane.
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Data
To turn the field emitter used in figure 6-6 (Gen III) on and off using a passive matrix
architecture, the anode/cathode voltage would need to be switched several hundred
volts–a task far outside the capabilities of conventional silicon driver circuitry. The
implication of figure 6-6 is that by adjusting the gate bias of the transistor with a
small voltage the transistor can provide a large change in current. This modulation
of the current can greatly exceed the control of the current possible by applying a
similar voltage modulation across the field emitter alone.
This observation is key; the field emitter in this configuration can be controlled
with a small voltage without fabricating a micromachined gate.
This can be seen in figure 6-8, where the cathode-source voltage was varied for
three values of gate bias.
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Figure 6-8: The current characteristic for three levels of gate bias with the cathode-
source voltage varied. This is for the Gen III device pair.
In figure 6-8, at vG = 0 virtually no current flows through the device. The
current characteristic for vG = −20V appears to more or less follow the field emitter
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characteristic (at least until a cathode-source bias of about 1175V). At a gate voltage
of -10V, however, the two regions of control are clearly visible. For lower values
of cathode-source bias the field emitter’s exponential characteristic is clearly seen.
At higher values the current levels off and remains flat at the saturation current of
the transistor. This clearly demonstrates the transition between the two regimes of
control.
A more complete set of current plots is shown in figure 6-9 (this is from the same
dataset as 6-8).
V
Cathode-Source
-1200 -1150 -1100 -1050 -1000
I C
at
ho
de
-5.0e-9
0.0
5.0e-9
1.0e-8
1.5e-8
2.0e-8
2.5e-8
V
Cathode-Source
-1200 -1150 -1100 -1050 -1000
I C
at
ho
de
-4.0e-8
-2.0e-8
0.0
2.0e-8
4.0e-8
6.0e-8
8.0e-8
1.0e-7
1.2e-7
1.4e-7
Vg=-20V
Vg=-15V
Vg=0V
VG=-30V
VG=-25V
VG=-20V
VG=-15V
Figure 6-9: The current characteristic for additional levels of gate bias with the
cathode-source voltage varied. This is for the Gen III device pair.
This experiment confirms that the current can be controlled from full on to full
off with only 20V or 30V, validating the claim of low voltage operation. The on/off
current ratio at Vcathode−source = −1200V between Vg = −30V and Vg = 0V is 988:1.
To achieve the same on/off ratio in a passive matrix architecture would require a
voltage modulation of 340V (between two rather high voltages).
This effect can also be seen in the Gen II device pair, in figure 6-10.
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Figure 6-10: The current characteristic for additional levels of gate bias with the
cathode-source voltage varied. This is for the Gen II device pair.
The current modulation seen in the Gen II device is 19:1 between Vg = −100V
and Vg = 0V, and 5:1 between Vg = −40V and Vg = 0V at Vtotal = −1100V. Because
of gate leakage, the performance of the Gen II device is much poorer than the Gen
III device.
6.2.4 Light emission
Theory
To show that this technology is viable for a display, we must demonstrate that it is
possible to modulate the amount of light emitted from a phosphor screen. To a first
approximation, the amount of light emitted from the screen is proportional to the
energy delivered, Energy = Vaccel · IFED. A more sophisticated analysis will need to
take into account the fact that Vaccel = Vtotal−VSD and that noise in the field emitter
will change VSD even though IFED is held virtually constant. For a fixed Vaccel the
total brightness is approximately proportional to the current.
165
Data
Light emission from the diode arranged field emitter was presented in figure 4-19.
A similar set of micrographs is shown in figure 6-11, this time with a fixed applied
voltage and the gate voltage modulated.
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Figure 6-11: The light spot on a phosphor screen with changing gate voltage, and
a graph of the current and brightness at that gate bias. This is from the Gen III
emitter/transistor pair.
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Gate Voltage Equivalent Spot
Size (arb)
0V 3.9
-10V 9.3
-20V 14.1
-30V 21.2
-40V 24.5
-50V 21.6
Table 6.2: Apparent diameter for spots in figure 6-11.
Analysis
The brightness plotted in figure 6-11 B and the apparent diameters in table 6.2
are derived from an analysis of the photographs. The current was measured while
the photographs were being taken. The same characteristic which was observed in
figure 6-6 is seen here (albeit with lower resolution and at different biases since the
devices are different). With a fixed cathode-source voltage the current increases
exponentially with gate current, then saturating and showing greater noise, after a
certain threshold current is reached. The decrease in the current between VG = −40V
and VG = −50V is a result of this increased noise.
This experiment shows that the brightness can be modulated with a small change
in the gate voltage of the transistor. Modulating brightness electrically is the core
requirement of a display.
6.2.5 Gas Response
Theory
There are two sources of noise in the current signal. One is the slow drift caused by the
decrease in the average current (we can view this as a source of DC or low frequency
noise). The second is a higher frequency fluctuation caused by gas adsorption and
desorption. This section will show data indicating that using a transistor significantly
reduces both of these sources of noise.
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Data
In section 4.7 data was presented in which a field emitter’s response to oxygen partial
pressure was analyzed. In that experiment, the field emitter was tested using a
transistor in series. The gate voltage of the transistor was set to bias the device deeply
into the field emitter controlled regime. This allowed the experiment to be conducted
once under field emitter control, and a second time with the transistor re-biased
to control the output. The change between the two experiments was accomplished
without moving anything in the system since only the power supplies needed to be
reprogrammed. The results from the second experiment are shown in figure 6-12.
The transistor was biased with vG = −20V , and the total voltage applied (vS0) was
1600V.
In this experiment the initial current, which is limited by the transistor, starts
out lower than in figure 4-27 (1.4× 10−8A vs. 5× 10−8A). The variation, however, in
the signal with increasing oxygen pressure is substantially less.
We can view this data in terms of the garden hose analogy presented earlier. If
the tap is on all the way, the control at the end of the hose will control the flow, and
vice versa if the tap is restricted. When the transistor allows current to flow through
unrestricted fashion, the field emitter’s characteristic (noise and all) will be visible
in the total current. When the transistor restricts the flow, the transistor’s current
characteristic will be observed.
The variation in the average current is greatly reduced for partial pressures up
to 1 × 10−6 torr. This can be attributed to the action of the transistor; as long as
the field emitter current exceeds the transistor saturation current, the total current
will be locked to the saturation current of the transistor. At approximately 1× 10−6
torr, however, the effect of oxygen on the field emitter tip becomes visible. The field
emitter is degraded and the field emitter’s current falls below the saturation current
of the transistor. At that point the field emitter takes over, and the average current
is less than the saturation current of the transistor.
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Figure 6-12: The response of an organic field emitter to a steadily increasing oxygen
pressure when controlled by an organic transistor. (Gen III system)
6.2.6 Noise reduction
Data
A feature of figure 6-12 is the dramatic difference in high frequency noise between the
transistor controlled and field emitter controlled regimes of operation. This can be
seen better in figure 6-13, which plots the data from just the high vacuum baseline
phase of the experiment.
It is clear that the transistor significantly reduces the amount of noise in the
current from the field emitter. In table 6.2.6, the RMS noise for each pressure value
has been tabulated based on an analysis of the data in figures 4-27 and 6-12.
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Figure 6-13: The current signal for a field emitter both with and without control
(Gen III system). The plot on the left has a linear scale, the plot on the right is
normalized.
Table 6.3: Noise as a function of oxygen pressure for V(Drain)-V(Cathode)=-1200V
in Gen III system
Pressure Uncontrolled Controlled
Noise (RMS %) Noise (RMS %)
5× 10−8 37.0 1.8
1× 10−7 35.7 0.9
1× 10−6 32.7 16.1
1× 10−5 47.1 28.3
1× 10−4 53.0 47.3
Analysis
Current noise transfer function
Two phenomena are clear. The first is that oxygen significantly increases the noise
in the system, even as it decreases the current. This is likely due to several factors,
including adsorption/desorption of gases (this increase in the noise power was also
170
observed on Ni, Pt, Au, and Mo tips bu Gotoh et al. [83]), a gradual degradation in
the current over time (which moves data points away from the average and also makes
variation a larger fraction of the total current). The second is that the transistor
significantly reduces the current noise at all oxygen partial pressures (most effectively,
of course, while the transistor characteristic controls the emitted current).
The transistor in series with the field emitter reduces the current noise at all
partial pressures. We can see that this is expected from the noise transfer function
derived earlier:
N =
Y
1 + Y
(6.58)
Y =
g0
kfed
(6.59)
In the linear region of operation, g0 is not infinite, so the transistor will still provide
some noise buffering capability (although the transistor will be far less effective). If
we try to estimate N based on the data from the transistor (which unfortunately does
not extend entirely into the range we need) and field emitter we find:
kfed|vFED=−1200V ≈ 4.1× 10−10S (6.60)
g0|vSD=−100V,vGS=−20 ≈ 9.4× 10−12S (6.61)
Y = 0.0231 (6.62)
N = 0.023 (6.63)
So we would expect a reduction by a factor of approximately 45. We see a reduc-
tion by a factor of 20. This discrepancy is likely because the transistor is operating
with a VDS > 100V , which is where the transconductance data is taken from. It is
also likely that some discrepancy will arise because of the nonlinearity of the field
emitter characteristic (which means that kFED changes during operation).
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Expected work function fluctuation
We showed earlier that the expected fluctuation in the work function can be estimated
from the current fluctuation.
dφ
dI
=
1
I
(
1
φ
+ 3
2
dFNφ1/2dφ− 12fFNφ−3/2dφ
) (6.64)
I = 4.6× 10−8 (6.65)
∆I = 0.37 ∗ 4.6× 10−8 (6.66)
= 1.702× 10−8 (6.67)
bFN = −24 761 (6.68)
dFN =
bFN
φ
3
2 · V (6.69)
dFN =
−24761
5
3
2 · 1600 (6.70)
= −1.38 (6.71)
fFN = B1.44× 10−7 (6.72)
fFN = 3.56× 10−3 (6.73)
∆φ
∆iFED
∣∣∣∣
φ=5eV
=
1
4.67× 10−8
(
1
5
+ 3·−1.38
√
5
2
− 1
2
3.56× 10−35−3/2
) (6.74)
∆φ
∆iFED
∣∣∣∣
φ=5eV
= 1.26× 106 (6.75)
∆φ = ∆iFED ∗ −1.26× 106 (6.76)
= 1.73× 10−8 ∗ −1.26× 106 (6.77)
∆φ = −0.021eV (6.78)
So the variation in local work function at the tip is expected to be approximately
0.02eV. It is worth noting that ∆φ
∆I
< 0; as the current decreases we would expect
that the work function is increasing. Of course, the calculation of work function
fluctuation is somewhat dependent on the estimate made for the work function itself.
Table 6.4 shows the fluctuation estimated for three values of φ.
While there is some sensitivity to the assumed value of φ, this technique may be
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Table 6.4: Estimated workfunction fluctuation for uncontrolled emitter in Gen III
system
Work function Work function fluctuation
estimate (eV) calculation (eV)
4.0 eV 0.016 eV
4.5 eV 0.019 eV
5.0 eV 0.021 eV
used to give an order of magnitude estimate of the fluctuation.
6.3 Conclusion
This chapter presents the central claims of the thesis. It begins by looking at the
characteristics of two devices which, separately, are not particularly promising for
use in displays. By using the organic transistor to control the organic field emitter,
however, a device can be created which meets the circuit needs of a low cost display,
namely:
 Each pixel can be turned on and off with a low voltage
 The noise is reduced, even as residual gases build in the chamber
 The average current is set by the transistor, not the field emitter
The last point in particular is important. The characteristics of the transistors
can compensate (to a point) for nonuniformities in the field emitter structures, which
can improve the spatial uniformity across the device.
With low-voltage control, reduced noise, and demonstrated control of light output
this architectures provides all of the elements necessary to make a low-cost display.
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Chapter 7
Conclusion, future directions
This thesis has shown how a simple processes can make a device which turns a spot
of light on and off with about 30V of control. By combining the right structures in
the right architecture we have formed the basis for a new consumer field emission
type of display. The ideas presented in this thesis can also be applied to other field
emitter systems and backplanes; freed from the need to make a gate structure many
other ideas for fabricating field emitters can benefit.
7.1 Future work
There are many directions this work can take. An obvious first step will be to try to
make an n-type transistor backplane. This would allow the field emitter and transistor
to be on the same substrate, instead of placing the transistor on the phosphor screen
side. While difficult to make, n-type organic transistors are now under development
in several laboratories (including ours), and might be an option in the future.
Another direction is to improve the organic field emitter to achieve greater emis-
sion site density. One possible route to that path is to modify the fabrication process
to create microtubules in the filter through a process like template polymerization
instead of dried volcano-like structure. A change in the structure might increase the
field enhancement and uniformity, leading to greater emission over the device.
Further studies into the nature of field emission at the surface of organic materials
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is also an interesting path of inquiry. How much heating (and, by extension, de-
doping) occurs at the emission sites? Can we more directly measure the work function
change on the surface of the field emitter? How does oxidation (which increases
the conductivity of this system, unlike many others) affect the energy levels at the
surface? Are there any residual gases we can use to enhance emission in this system,
and how do they work? These and many other questions can help lead to a better
understanding of field emission in general, and also how to make a better low cost
field emitter.
The circuit design on the panel can also be improved. One possibility which could
improve uniformity and brightness even further is to use a multiple transistor driving
geometry, similar to that used for OLEDs. Current drivers on the periphery and
latching current copier at each pixel would be the ideal geometry. Programming the
current externally would help compensate for transistor nonuniformities across the
panel, and use of a latch would allow emission during the entire frame time. Leaving
emission on during the whole frame time has a number of benefits including reduced
perceived flicker and higher peak brightness than an identical panel with line at a
time driving.
7.2 Final thoughts
This thesis has explored the idea of using organic materials in vacuum microelec-
tronics. Organic compounds, which have been historically viewed with skepticism by
vacuum practitioners, have uses in vacuum. Their significantly simplified process-
ing characteristics can be of great advantage in solving the problems that vacuum
microelectronics present.
Vacuummicroelectronics usually advances when new processing techniques emerge.
Shoulders and Spindt’s cathodes, CVD processes for making diamond-like carbon, and
use of nanotubes in field emission devices have all opened new possible applications for
field emitters. I hope that the use of organic conductors and organic semiconductors
will count as one such advance.
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One additional point I hope this thesis makes is that using a transistor backplane
and eliminating gate structures is probably the way to approach a field emission dis-
play. I am not the first to propose this strategy, but it seems to have been overlooked
by others working on field emission displays. Any future display must be both better
and cheaper than the competition. I believe that the strategy presented here is one
possible path to that goal.
7.3 Contributions
This thesis demonstrates:
 That organic materials can serve as patterned field emitters
 That organic materials retain sufficient conductivity in vacuum to serve as elec-
trical elements
 A new method for forming nanoscale patterns from a template using an organic
conductor
 That an organic transistor can control the field emitter formed in this way using
low voltages
 That using an organic transistor significantly reduces the noise in a field emitter
 That an organic transistor can buffer aging effects of the field emitter
 The first recorded light emission from an organic field emitter
 The first measurements of light modulation emitted from an organic field emitter
using low voltages
 The first measurements of the modulation of the light emitted from a diode
connected field emitter using low voltages and any thin film transistor
 An expression for the current through the field emitter/transistor combination
using a new approximation approach
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 That this expression predicts the noise reduction when using a transistor with
the field emitter
 An expression for the work function fluctuation as a function of the current
fluctuation and applied it to our device
 Field emission from organic materials is Fowler-Nordheim in character
 That oxygen (but not nitrogen or hydrogen) significantly increases the field
emission barrier on organic field emitters
178
Appendix A
Brief derivation of expression for
tunneling through a triangular
barrier
This section will develop an approximate value for the tunneling probability of an
arbitrarily shaped barrier following the development in [97]. It will then be applied
to a triangular barrier to determine the transmission probability in a field emission
arrangement.
A.1 Tunneling through a rectangular barrier
We will start the analysis by looking at the wave function for a particle incident on
a barrier, shown in figure A-1. The barrier is of height V0 and width L. E denotes
energy in this derivation, and F denotes the electrostatic field.
The diagram is sectioned into three regions–region I is the source of the particles
(let’s say the interior of the material), region II is the barrier, and region III is the
outside of the material. Following the solution for particle in a box type problems, we
can attempt to solve for the wave function by assuming the following wave function
forms and matching the boundary conditions:
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Figure A-1: Diagram of rectangular barrier
ψI(x) = A0e
ikx + Ae−ikx (A.1)
ψII(x) = Be
−αx + Ceαx (A.2)
ψIII(x) = De
ikx + Fe−ikx (A.3)
The wavefunction an infinite distance away in section III must tend to zero, so F =
0. The height of the barrier is represented in the exponents through k =
√
2mE/~
and α =
√
2m(V0 − E)/~.
The next step is to match the boundary conditions so that:
ψI(0) = ψII(0) (A.4)
ψII(L) = ψIII(L) (A.5)
∂ψI(0)
∂x
=
∂ψII(0)
∂x
(A.6)
∂ψII(L)
∂x
=
∂ψIII(L)
∂x
(A.7)
which leads to:
A0 + A = B + C (A.8)
ikA0 − ikA = −αB + αC (A.9)
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DeikL = Be−αL + CeαL (A.10)
ikDeikL = −αBe−αL + αCeαL (A.11)
If we solve to eliminate B, C, and A we get the following expression:
4ikαA0 = [(α+ ik)
2e−αL − (α− ik)2eαL]DeikL (A.12)
The transmission coefficient is the probability of a particle in region I finding its
way to region III. This probability is given by the ratio of the existence probabilities
which is:
∫
ψI∫
ψIII
=
(
D
A0
)2
(A.13)
In practical tunneling problems, only a very small fraction of the incident carriers
are able to escape. In these problems, ψIII only extends a small distance into free
space. This allows us to make a key simplification, which is to say that αL  1. If
we introduce this simplification into equation A.12, we see that eαL  e−αL, so we
can ignore the (α+ ik)2e−αL term in the equation. This then leaves us with:
4ikαA0 ≈ [(α− ik)2eαL]DeikL (A.14)
D
A0
≈ −4ikαe
−(α+ik)L
(α− ik)2 (A.15)∣∣∣∣ DA0
∣∣∣∣2 ≈ 16k2α2e−2aL(α2 + k2)2 (A.16)
Remembering again that α =
√
2m(V0 − E)/~, we can then write:
∣∣∣∣ DA0
∣∣∣∣2 ≈ 16(EV0
)(
1− E
V0
)
e−2αL (A.17)
We will make one further simplification [97]. For problems of practical interest,
E and V are generally of the same order of magnitude. As long as eαL  e−αL, the
exponential term will dominate the expression and we can write it as:
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∣∣∣∣ DA0
∣∣∣∣2 ≈ e−2αL (A.18)∣∣∣∣ DA0
∣∣∣∣2 ≈ e 2~ [2m(V0−E)] 12L (A.19)
Extension to arbitrary shape (simplified WKB approximation)
The barrier discussed in figure 2-3 is, however, triangular. The next step is deriving
the equation which describes the operation of our device is to generalize this result to
barriers of arbitrary shape. We will use a simplified version of the WKB approach.
If we discretize the potential barrier, we can treat each small section ∆x as a new
barrier, and use equation A.18 to determine the ratio of the magnitude of transmission
(see figure A-2).
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Figure A-2: Discretization of single barrier problem
∣∣∣∣ DA0
∣∣∣∣2 ≈ e−2αL (A.20)
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∣∣∣∣ DA0
∣∣∣∣ ≈ eαL (A.21)∣∣∣∣ DA0
∣∣∣∣ ≈ e 1~ [2m(V0−E)] 12L (A.22)
What we want is a further simplified expression for the ratio of the wave function
on either side of the slice, which we can then integrate across an arbitrary variation in
the potential. We can see that the wave function exponentially decays across the slice
of the potential barrier, and the magnitude of the decay increases as the potential
barrier’s height increases. The wave function on either side of the slice is given by:
ψ(x+∆x) = ψ(x)e(−α(x)δx) (A.23)
To obtain the expression for ψ(x+δx)
ψ(x)
≈ dψ
dx
, we will first further simplify dψ
dx
. To
accomplish this, we will take the first two terms of the Taylor expansion on both
sides, and then solve for dψ
dx
in that expression:
ψ(x) + (
dψ
dx
)∆x = ψ(x)(1− α(x)δx) (A.24)
ψ(x) + (
dψ
dx
)∆x = ψ(x)− ψ(x)α(x)δx (A.25)
(
dψ
dx
)∆x = ψ(x)α(x)δx (A.26)
(
dψ
dx
) = −ψ(x)α(x) (A.27)
To eliminate the dependence on ψ we will integrate one more time:
1
ψ
dψ
dx
= −α(x) (A.28)∫ x2
x1
1
ψ
dψ
dx
=
∫ x2
x1
−α(x)dx (A.29)
ln
(
ψ(x2)
ψ(x1)
)
= −
∫ x2
x1
α(x)dx (A.30)
= −
∫ x2
x1
√
2m(V (x)− E)/~dx (A.31)
Exponentiating both sides yields:
183
ψ(x2)
ψ(x1)
= e
−2 ∫ x2x1 √2m(V (x)−E)/~dx (A.32)
Which is the sought after ratio.
A.2 Application to triangular barrier
The final step to applying this expression to the field emission situation is to integrate
over the triangular barrier previously discussed. Once again, the approach in [97] will
be used.
If we allow F to represent the magnitude of the electric field, e¯ to represent the
elementary unit of electric charge, and V0 to represent the work function, the potential
is expressed by:
Vx<0(x) = 0 (A.33)
Vx≥0(x) = V0 − e¯Fx (A.34)
(A.35)
The distance we need to integrate over is given by the distance from the barrier
edge to where the potential inside the material is equal to the potential outside.
Assuming the electrons inside have a potential of zero this is given by:
L =
V0
e¯F
(A.36)
And the tunneling probability is approximated by:
ψ(x < 0)
ψ(x = L)
= e−2
∫ 0
L
√
2m(V (x))/~dx (A.37)
= e
−2√2m
~
∫ 0
L
√
V0−e¯Fxdx (A.38)
= e
−2√2me¯F
~
∫ 0
L
√
L−xdx (A.39)
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Evaluating the integral
∫ 0
L
√
L− xdx = 2
3
L
3
2 and substituting back in L = V0
e¯F
, we
get:
ψ(x < 0)
ψ(x = L)
= e−
4
3
√
2me¯F
~ (
V0
e¯F )
3
2
(A.40)
Which is the expression that governs field emission.
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Appendix B
Carbon nanotubes
The tight binding strategy used in 3.4.2 can also be used to calculate the band struc-
ture for graphite and carbon nanotubes [49]. The unit cell for a single graphene layer
is shown in the following diagram.
We will form the wave function from two Bloch functions, kx and ky. We can see
that the nearest neighbors in reciprocal lattice space are given by:
~R1 = −kˆx (B.1)
~R2 =
√
3kˆx
2
+
kˆy
2
(B.2)
~R3 =
√
3kˆx
2
− kˆy
2
(B.3)
Substituting into the same equations as earlier to find the hamiltonian of the
system, we find:
H12 = t(e
−ikxa + e
ikxa
√
3
2 e
ikya
2 + e
ikxa
√
3
2 e
−ikya
2 ) (B.4)
H12 = t(e
−ikxa + 2e
ikxa
√
3
2 cos kya) (B.5)
This can be placed into the same type of matrix as before:
H − ES = −E tH12 − SE
tH21 − SE −E
(B.6)
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Figure B-2: Unit vectors for graphene sheet in reciprocal space
And the eigenvalues solved for. In this case, the two dimensional solution is:
E(~k) =
±tw(~k)
1± swk (B.7)
wk =
√
1 + 4 cos(
√
3kxa
2
) cos(
kya
2
) + 4 cos2
kya
2
(B.8)
To determine the energy dispersion relationship for a particular helicity of nan-
otube a slice of the dispersion relation is taken in reciprocal space. This slice corre-
sponds to the allowed directions on the nanotube.
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Figure B-3: Dispersion relationship in a 2-D graphite sheet
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Appendix C
Advanced Pentacene Thin Film
Transistor Fabrication at IBM
The pentacene transistors used in this thesis were relatively straightforward, fabri-
cated using shadow masks, a common gate and gate dielectric. More sophisticated
techniques for making larger arrays of organic transistors through lithographic pro-
cesses have also been developed and will briefly be presented in this appendix.
This work in this section was conducted while at the IBM T.J. Watson Research
Lab in Yorktown Heights, New York.
C.1 Lithography of pentacene
As mentioned in section 5.7, pentacene has two crystalline forms which can develop.
One is a metastable thin film form which tends to form at lower temperatures, and
the other is the more stable, better packed single-crystal form [90]. A mixture of the
two forms tends to grow at room temperature.
It has been recognized for some time that when pentacene is exposed to most
solvents the thin film’s characteristics are destroyed. Gundlach, et al. showed that
this destruction is caused by the conversion of the pentacene to the bulk form, and
the resulting volume contraction left gaps in the film [98].
A process which does not expose the pentacene to any solvents was developed.
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Further details are given in reference [99].
This process takes advantage of parylene (di-para-xylylene), which is a vacuum
deposited polymeric material. The parylene dimer and polymer have the chemical
structure shown in figure C-1.
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Figure C-1: The parylene dimer used in this study and the parylene polymer it forms.
This dimer is sublimed in a reactor at approximately 0.1-1 torr pressure. It is
thermally cracked and the highly reactive monomer condenses on the substrates in
the chamber. No liquid form of the dimer or polymer is known, and parylenes are
highly resistant to solvents.
The patterning process is quite simple; the transistor is encapsulated in pary-
lene and then etched using traditional photolithographic techniques. The parylene
protects the pentacene against solvent exposure and is easily etched by an oxygen
plasma (as is the pentacene). A schematic of the process and layers involves is shown
in figure C-2, and a micrograph of the etched edge of a transistor is shown in fig-
ure C-3. The characteristics of a transistor etched using this process are shown in
figure C-4. The transistor in figure C-4 is a bottom contact device, with a channel
width of 1500µm and a length of 70µm. It has a mobility of 0.08cm2(V s)−1, which
was comparable to the mobility of control devices.
More recently, Sheraw et al. has reported that it is possible to pattern pentacene
by using a water soluble photosensitive PVA solution and water as the developer
[100].
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Figure C-2: Schematic of the process for patterning pentacene thin films using pho-
tolithography.
C.2 High performance bottom contacts
It had been recognized for some time that pentacene thin film transistors exhibit
higher performance when the metal is deposited after the semiconductor rather than
depositing the source.drain electrodes first. This phenomenon was explained in [56],
where it was shown that the growth of pentacene on metals is substantially different
from the growth on oxides.
The performance difference in illustrated in figure C-5. The top plot shows the I-V
characteristic of a top electrode transistor and the bottom plot shows an identically
sized bottom electrode transistor. Both of these transistors had their pentacene active
layer deposited in the same run. A factor of 2 mobility difference is observed (0.25
vs. 0.13 cm2(V s)−1).
The pentacene crystal growth phenomenon can be seen in the SEM micrograph
shown in figures C-6 and C-7. Figure C-6 shows the growth of pentacene on a metal
electrode (gold in this case), which is microcrystalline. In the center of the channel,
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Figure C-3: SEM micrograph of the etched edge of a pentacene transistor.
larger grains are formed. At the interface of these two regions (and extending into
the channel) a significant amount of crystal frustration is observed dense with grain
boundaries, which likely contains a high density of trap states (figure C-7).
To solve this problem a single molecule thick material (a self assembled thiol
monolayer) was deposited on the bottom electrodes. This changed the surface energy
of the metal enough to allow Stranski-Krastanov growth on both the metal region
and in the channel region. This eliminates the crystal frustration region, the traps it
likely harbors, and the barrier the frustrated region forms to injection in the channel.
A micrograph of the pentacene structure in this area is shown in figure C-8.
194
Figure C-4: I-V curve for a transistor patterned using this process, showing operation.
Pentacene transistors are usually destroyed by lithographic processing and exposure
to solvents or aqueous developers.
The performance of these devices is also substantially increased. Bottom elec-
trode transistors were fabricated using substrates which had been soaked in pure
ethanol and a solution of ethanol and the thiol self assembled monolayer material.
Performance graphs are shown in figures C-9 and C-10. The field effect mobility was
dramatically increased by the treatment–0.11 vs. 0.022 cm2(V s)−1 for the treated vs.
untreated substrates.
A similar result was subsequently reported by Gundlach et al. [101]
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Figure C-5: Performance curves of top and bottom contact transistors.
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Figure C-6: SEM micrograph of pentacene growing on top of a gold electrode.
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Figure C-7: SEM micrograph of pentacene growing on the edge of a bottom contact
TFT electrode. The electrode is the bright region on the left, and the channel center
is on the right.
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Figure C-8: SEM micrograph of pentacene growing on the edge of a bottom contact
TFT electrode which has been treated with a self assembled monolayer.
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Figure C-9: Performance curves for bottom contact transistors treated with a self
assembled monolayer.
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Figure C-10: Performance curves for bottom contact transistors treated with a control
solution.
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Appendix D
Advanced Pentacene Thin Film
Transistor Fabrication at MIT
D.1 Gen IV Pentacene transistors
Significant progress has been made in improving the organic transistor baseline pro-
cess. The focus thus far has been on reducing the operating voltage and increasing
the mobility. The Gen IV process follows has the following features:
 A deposited gate dielectric (parylene) is used, allowing fabrication on any sub-
strate
 Two layers of patterned metal are used
 Vias can be formed, allowing interconnect
 The gate dielectric thickness can be varied easily to customize the threshold
voltage
 Purified pentacene is used, which improves the mobility and on/off ratio
 Virtually no gate leakage is experienced, even with very high gate capacitance
levels
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A lower-voltage Gen IV transistor is shown in figure D-1, and its characteristics
are shown in figure D-2.
Figure D-1: A Gen IV transistor with a patterned gate on glass. The channel dimen-
sions are 1224µm× 53µm.
Gen IV transistors driven with higher fields have exhibited higher performance.
Several small circuits, including an inverter, have been demonstrated using this tech-
nology. Active research is underway to further improve the performance of low voltage
transistors and create more complex circuits.
D.2 2-D Pentacene backplane
Work has continued on making a 2-D transistor backplane for the organic field emitter
project. A prototype has been constructed using shadow masked metal layers and a
spin-on gate dielectric. The field emission backplane also requires n-type transistors,
however, which remains under investigation.
A photograph of the backplane with pentacene transistors is shown in figure D-3,
and an individual transistor is shown in figure D-4. The gate dielectric is a spun-on
polymethylmethacrylate (PMMA) layer, the gate is chrome, and the source and drain
electrodes are top contact gold.
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Figure D-2: I-V Characteristics of the Gen IV transistor shown in figure D-1. This
transistor shows a mobility of 0.083 cm2(Vs)−1, and an on/off ratio of 103 at 30V.
Figure D-3: Photograph of a 4x4 organic transistor array.
The performance of these transistors is relatively poor. An I-V characteristic is
shown in figure D-5. The mobility of the transistor shown is 4× 10−3 cm2(V s)−1.
The 2-D array has also been fabricated using the Gen IV process, and is awaiting
characterization.
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Figure D-4: Micrograph of an individual transistor.
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Figure D-5: I-V characteristics of a transistor made using the additive backplane
process.
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