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Abstract
This note is devoted to the proof of convex Sobolev (or generalized Poincare´) inequalities which interpolate
between spectral gap (or Poincare´) inequalities and logarithmic Sobolev inequalities. We extend to the whole
family of convex Sobolev inequalities results which have recently been obtained by Cattiaux [11] and Carlen and
Loss [10] for logarithmic Sobolev inequalities. Under local conditions on the density of the measure with respect to
a reference measure, we prove that spectral gap inequalities imply all convex Sobolev inequalities with constants
which are uniformly bounded in the limit approaching the logarithmic Sobolev inequalities. We recover the case
of the logarithmic Sobolev inequalities as a special case.
Re´sume´ Cette note est consacre´e a` la preuve d’ine´galite´s de Sobolev convexes (ou ine´galite´s de Poincare´ ge´ne´rali-
se´es) qui interpolent entre des ine´galite´s de trou spectral (ou de Poincare´) et des ine´galite´s de Sobolev logarith-
miques. Nous e´tendons a` la famille des ine´galite´s de Sobolev convexes toute entie`re des re´sultats qui ont e´te´
obtenus re´cemment par Cattiaux [11] et Carlen et Loss [10] pour des ine´galite´s de Sobolev logarithmiques. Sous
des conditions locales sur la densite´ de la mesure par rapport a` une mesure de re´fe´rence, nous de´montrons que
les ine´galite´s de trou spectral entraˆınent toutes les ine´galite´s de Sobolev convexes avec des constantes qui sont
borne´es uniforme´ment dans la limite qui approche les ine´galite´s de Sobolev logarithmiques. Nous retrouvons le
cas des ine´galite´s de Sobolev logarithmiques comme un cas particulier.
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Soit µ une mesure de probabilite´ sur Rd. On dira que µ admet une inegalite´ de Sobolev logarithmique
(tendue) s’il existe une constante C1(µ) telle que∫
u2 log
( u2
‖u‖2L2(µ)
)
dµ ≤ C1(µ) ‖∇u‖
2
L2(µ) ∀ u ∈ H
1(µ) , (1)
et une ine´galite´ de Poincare´, ou encore de trou spectral, s’il existe une constante C2(µ) telle que∫
|u− u¯|2 dµ ≤ C2(µ) ‖∇u‖
2
L2(µ) avec u¯ =
∫
u dµ , ∀ u ∈ H1(µ) . (2)
Si l’ine´galite´ (1) est ve´rifie´e, alors (2) est aussi vraie avec C2(µ) ≤
1
2 C1(µ). La re´ciproque est fausse en
ge´ne´ral (conside´rer dµ(x) = C exp(−|x|α) avec α ∈ [1, 2), voir [9,12] et [15,6,5] pour plus de de´tails).
Cependant, Cattiaux dans [11] puis Carlen et Loss dans [10] ont donne´ des conditions ne´cessaires sur µ
pour que (1) se de´duise de (2). Le but de cette note est d’ame´liorer certains de ces re´sultats en conside´rant
une famille d’ine´galite´s qui interpole entre (1) et (2). A la suite de Beckner [8], pour p ∈ (1, 2], on dira
que µ ve´rifie une ine´galite´ de Poincare´ ge´ne´ralise´e s’il existe une constante positive finie Cp(µ) telle que
1
p− 1
[∫
|u|2 dµ−
(∫
|u|2/p dµ
)p]
≤ Cp(µ)
∫
|∇u|2 dµ ∀ u ∈ H1(µ) . (3)
Le cas p = 2 correspond a` (2) et dans la limite p → 1 , on retrouve (1) si lim infp→1 Cp(µ) est finie. On
peut montrer que
2
p
C2(µ) ≤ Cp(µ) ∀ p ∈ [1, 2] et Cp(µ) ≤
1
p− 1
C2(µ) ∀ p ∈ (1, 2] (4)
(voir [1,7] pour plus de de´tails). On en de´duit que si C1(µ) est finie, alors Cp(µ) est aussi finie pour tout
p ∈ (1, 2]. Par contre, il n’est pas possible d’en de´duire une estimation de C1(µ) sachant que C2(µ) est
finie. Dans la suite, Cp(µ) de´signera pour tout p ∈ [1, 2] la valeur optimale de la constante.
Gross a montre´ dans [13] que (1) est ve´rifie´e pour les mesures gaussiennes :
µ(x) = νσ(x) := (2piσ
2)−d/2 e−
|x|2
2σ2 ,
et, en utilisant les polynoˆmes d’Hermite, Beckner a e´tabli dans [8] que (3) est aussi ve´rifie´e lorsque µ = νσ,
pour tout p ∈ (1, 2), avec
Cp(νσ) =
2
p
σ2 .
La me´thode d’entropie – production d’entropie de Bakry et Emery [4] permet de montrer (3) dans le cas de
mesures du type µ = e−V lorsque V est strictement convexe, voir [2]. Pour cette raison, les ine´galite´s (3)
sont aussi appele´es ine´galite´s de Sobolev convexes. On montre ainsi que
Cp(e
−V ) ≤
2
p
[
inf
ξ∈Sd−1, x∈Rd
(D2V (x) ξ, ξ )
]−1
.
Cela conduit naturellement a` rechercher des conditions suffisantes sur V pour borner C1(µ) en fonction
de C2(µ), ou, en d’autres termes, pour que l’ine´galite´ de Poincare´ entraˆıne l’ine´galite´ de Sobolev loga-
rithmique. Nous allons nous inte´resser a` des estimations de Cp(µ) pour tout p ∈ (1, 2), et, en prenant
2
la limite p → 1, retrouver et ame´liorer les re´sultats obtenus pour p = 1 par Cattiaux dans [11] puis par
Carlen et Loss dans [10]. Notre principal re´sultat est un re´sultat de perturbation pour les ine´galite´s de
Sobolev convexes (3) qui diffe`re toutefois de la me´thode classique de Holley-Stroock [14,2,1].
The´ore`me 1 Soit p ∈ [1, 2) et p′ = p/(p − 1). Si µ et ν sont deux mesures de probabilite´s de densite´s
respectives e−V et e−W par rapport a` la mesure de Lebesgue telles que Cp(ν) et C2(µ) soient finies et si
Z := 12 (V −W ) est une fonction de L
p′(dν) telle que
inf
x∈Rd
(
|∇Z|2 −∆Z +∇Z · ∇W
)
> −∞ ,
alors
Cp(µ) ≤ Cp :=
2
p
C2(µ) +
(2
p
− 1
) [
Cp(ν) + C2(µ)
(
2 ‖Z‖Lp′(µ) −mCp(ν)
)
+
]
.
Par passage a` la limite p→ 1, on obtient un re´sultat pour les ine´galite´s de Sobolev logarithmiques (1).
Corollaire 2 Avec les meˆmes notations que ci-dessus, si les hypothe`ses du The´ore`me 1 sont ve´rifie´es
uniforme´ment dans la limite p→ 1, alors µ ve´rifie l’ine´galite´ de Sobolev logarithmique (1) avec C1(µ) ≤
lim infp→1 Cp.
La preuve du The´ore`me 1 consiste comme dans [10] pour p = 1 a` e´tablir d’abord une ine´galite´ restreinte :
∫
|v|2 dµ−
( ∫
|v|2/p dµ
)p
(p− 1)
∫
|∇v|2 dµ
≤ C∗p ∀ v ∈ H
1(µ) tel que v¯ = 0 .
Ensuite on en de´duit le cas ge´ne´ral graˆce au
Lemme 3 Soit q ∈ [1, 2]. Pour toute fonction u ∈ L1 ∩ Lq(µ), si u¯ :=
∫
u dµ, alors
( ∫
|u|q dµ
)2/q
≥ |u¯|2 + (q − 1)
( ∫
|u− u¯|q dµ
)2/q
.
1. Introduction and main result
Consider a probability measure µ on Rd. We say that there is a (tight) logarithmic Sobolev inequality
associated to µ if there exists a finite constant C1(µ) such that∫
u2 log
( u2
‖u‖2L2(µ)
)
dµ ≤ C1(µ) ‖∇u‖
2
L2(µ) ∀ u ∈ H
1(µ) , (1)
and a Poincare´ inequality associated to µ if there exists a finite constant C2(µ) such that∫
|u− u¯|2 dµ ≤ C2(µ) ‖∇u‖
2
L2(µ) with u¯ =
∫
u dµ , ∀ u ∈ H1(µ) . (2)
This inequality is often called the spectral gap inequality for the following reason. Consider in H1(µ) the
Rayleigh quotient ‖∇u‖2L2(µ)/‖u‖
2
L2(µ). The lowest critical value, zero, corresponds to constant functions,
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and the optimal value for C2(µ)
−1 is therefore associated with the second critical value: u − u¯ is the
projection on the orthogonal of the constants with respect to the L2(µ) norm. It is well known that if (1)
holds, then (2) is also true with
C2(µ) ≤
1
2
C1(µ) .
This is easily checked by writing u = 1+ε v, with v¯ = 0, and by letting ε→ 0. The reverse implication is a
much harder question, and not true in general. With no additional assumption, we may have C1(µ) = +∞
and C2(µ) < ∞. An example of such a situation is given by µ(x) = exp(−|x|
α) in Rd with α ∈ [1, 2),
see, e.g., [9,12] and [15,6,5] for more details. Cattiaux in [11], and then Carlen and Loss in [10] with more
elementary tools, gave sufficient conditions on µ under which (1) is a consequence of (2). The goal of this
note is to revisit some of these results by considering a family of inequalities which interpolate between
(1) and (2).
According to Beckner in [8], we shall say that, for some p ∈ (1, 2], there is a generalized Poincare´
inequality associated to µ if there exists a positive constant Cp(µ) such that
1
p− 1
[∫
|u|2 dµ−
(∫
|u|2/p dµ
)p]
≤ Cp(µ)
∫
|∇u|2 dµ ∀ u ∈ H1(µ) . (3)
Throughout this paper, we will assume that for any p ∈ [1, 2], Cp(µ) is the optimal constant. We will
not consider “defective” logarithmic Sobolev inequality (see, e.g., [11,16]) and will omit the word “tight”
whenever we mention Inequality (1). The limit case p = 2 corresponds to (2), at least for nonnegative
solutions. However, in the general case, (2) looks different of (3) in the limit case p = 2. We indeed get∫
|u|2 dµ−
( ∫
|u| dµ
)2
≤ C2(µ)
∫
|∇u|2 dµ ∀ u ∈ H1(µ)
in that case, which is equivalent to (2) only for nonnegative functions. However, if the inequality holds
for a function u− a = v ≥ 0, a straightforward computation shows that∫
|u− u¯|2 dµ =
∫
|(u − a)− (u¯ − a)|2 dµ =
∫
|v − v¯|2 dµ ≤ C2(µ)
∫
|∇v|2 dµ = C2(µ)
∫
|∇u|2 dµ ,
so that (2) holds for any u ∈ H1(µ) such that u− ∈ L
∞(µ). By density, we extend it to any u ∈ H1(µ):
(3) with p = 2 is therefore equivalent to (2). On the other hand, by taking the limit p → 1 in (3), we
find C1(µ) ≤ lim infp→1 Cp(µ), which proves (1) if the right hand side is finite. By considering again
u = 1 + ε v, with v¯ = 0, in the limit ε→ 0, we get:
Cp(µ) ≥
2
p
C2(µ) ∀ p ∈ [1, 2] .
By Ho¨lder’s inequality, (
∫
u dµ)2 ≤ (
∫
|u|2/p dµ)p for any p ∈ [1, 2]. As a consequence, for any p ∈ (1, 2],
Cp(µ) = sup
u∈H1(µ)
∫
|u|2 dµ−
( ∫
|u|2/p dµ
)p
(p− 1)
∫
|∇u|2 dµ
≤
1
p− 1
sup
u∈H1(µ)
∫
|u|2 dµ−
( ∫
u dµ
)2
∫
|∇u|2 dµ
=
C2(µ)
p− 1
.
We refer to [1,7] for more details. Summarizing, we know that
2
p
C2(µ) ≤ Cp(µ) ∀ p ∈ [1, 2] and Cp(µ) ≤
1
p− 1
C2(µ) ∀ p ∈ (1, 2] . (4)
It follows that if C1(µ) < ∞, then for all p ∈ (1, 2], Cp(µ) < ∞. However, at this stage, it is clear that
we have no estimate on C1(µ) if we only know that Cp(µ) is finite for some p ∈ (1, 2].
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Inequality (1) has been established by Gross in [13] in the case of Gaussian measures:
µ(x) = νσ(x) := (2piσ
2)−d/2 e−
|x|2
2σ2 ,
and using Hermite polynomials Beckner in [8] proved that (3) holds with
Cp(νσ) =
2
p
σ2 .
An alternative method based on the entropy – entropy production method of Bakry and Emery [4] has
been adapted in [2] to prove (3) in more general situations which for instance cover the case of measures
µ = e−V for some strictly convex function V . For this reason, the family of inequalities (3) has been
called convex Sobolev inequalities. The entropy – entropy production method gives an upper bound on
the best constant:
Cp(e
−V ) ≤
2
p
[
inf
ξ∈Sd−1, x∈Rd
(D2V (x) ξ, ξ )
]−1
=:
2
p λ1
.
This shows that at least in some circumstances, the bounds in (4) are not optimal. As already mentioned,
Cattiaux in [11] and then Carlen and Loss in [10] gave sufficient conditions on V to bound C1(µ) in terms
of C2(µ), or, in other words, to deduce logarithmic Sobolev inequalities from spectral gap inequalities.
Our purpose is to extend these results to Cp(µ) for any p ∈ (1, 2), and recover and improve their results
by deriving uniform estimates in the limit p→ 1.
Note for completeness that improvements of several types have been obtained, for instance by consid-
ering L∞ perturbations of V based on Holley-Stroock type estimates [14,2,1]. This allows to relax the
strict convexity condition on V . One can also refine the entropy – entropy production method [1], thus
giving for instance the improved inequality( p
p− 1
)2 [ ∫
|u|2 dµ−
(∫
|u|2/p dµ
)2(p−1)( ∫
|u|2 dµ
) 2
p−1
]
≤
4
λ1
∫
|∇u|2 dµ ∀ u ∈ H1(µ) .
Although it differs in nature from the Holley and Stroock perturbation lemma, our main result can be
seen as a perturbation result as well. It applies to convex Sobolev inequalities (3).
Theorem 1 Let p ∈ [1, 2). Let µ and ν be two probability measures with respective densities e−V and
e−W relatively to Lebesgue’s measure such that, for some p ∈ (1, 2], Cp(ν) and C2(µ) are finite. Assume
that
Z :=
1
2
(V −W ) ∈ Lp
′
(dν) and m := inf
x∈Rd
δ(x) > −∞ ,
where δ := |∇Z|2 −∆Z +∇Z · ∇W , and define C∗p := Cp(ν) +C2(µ)
(
2 ‖Z‖Lp′(µ) −mCp(ν)
)
+
. Then we
have
Cp(µ) ≤ Cp :=
2
p
C2(µ) +
(2
p
− 1
)
C∗p .
We denote by p′ = p/(p − 1) ∈ [2,∞] the Ho¨lder conjugate of p ∈ [1, 2]. By relative density, we simply
mean, e.g., dµ(x) = e−V (x) dx. With these notations, µ = e−2Z ν. Taking the limit p → 1, we obtain a
result analoguous to Theorem 1 for the logarithmic Sobolev inequalities (1).
Corollary 2 With the above notations, if the assumptions of Theorem 1 hold uniformly in the limit
p→ 1 and if lim infp→1 Cp is finite, then the logarithmic Sobolev inequality (1) associated to µ holds with
C1(µ) ≤ lim infp→1 Cp.
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2. Proof of the main result
As in [10], we first prove Theorem 1 in the restricted case which corresponds to u¯ = 0 and then extend
it to the unrestricted case.
Lemma 3 Under the assumptions of Theorem 1,
sup
v∈H1(µ), v¯=0
∫
|v|2 dµ−
( ∫
|v|2/p dµ
)p
(p− 1)
∫
|∇v|2 dµ
≤ C∗p .
Proof. Define
A(t) := ‖∇v‖2L2(µ) −
t
(p− 1)Cp(ν)
[ ∫
|v|2 dµ−
( ∫
|v|2/p dµ
)p]
.
Proving that for some t > 0, A(t) ≥ 0 for any v in H1(µ) with v¯ = 0 is equivalent to the result of
Theorem 1 in the case u¯ = 0, i.e. u = v, the so-called restricted case in [10]. Let us write
A(t) = (I) + (II) + (III)
with
(I) = (1− t)
∫
|∇v|2 dµ ,
(II) = t
∫
|∇v|2 dµ ,
(III) =
−t
(p− 1)Cp(ν)
[ ∫
|v|2 dµ−
(∫
|v|2/p dµ
)p]
.
Let v = g eZ :∫
|v|2 dµ =
∫
|g|2 dν and
∫
|∇v|2 dµ =
∫
|∇g|2 dν +
∫
δ |g|2 dν .
Using the spectral gap assumption on µ, we get
(I) ≥
1− t
C2(µ)
∫
|v|2 dµ =
1− t
C2(µ)
∫
|g|2 dν .
Using the fact that (3) holds for ν and the above expression of
∫
|∇v|2 dµ, we obtain
(II) ≥
t
(p− 1)Cp(ν)
(∫
|g|2 dν −
(∫
|g|2/p dν
)p)
+ t
∫
δ |g|2 dν .
As for the last term, we can write it as
(III) =
t
(p− 1)Cp(ν)
((∫
|v|2/p dµ
)p
−
∫
|g|2 dν
)
.
Collecting these estimates, we have
A(t) ≥
∫ ( (1− t)
C2(µ)
+ t δ
)
|g|2 dµ+
B t
(p− 1)Cp(ν)
, B :=
( ∫
|v|2/p dµ
)p
−
(∫
|g|2/p dν
)p
.
6
Let dpi := |g|
2/p∫
|g|2/p dν
dν. By Jensen’s inequality applied to the convex function t 7→ e−t, we get
∫
|v|2/p dµ∫
|g|2/p dν
=
∫
|g|2/pe−2(1−
1
p )Z dν∫
|g|2/p dν
=
∫
e−2(1−
1
p )Z dpi ≥ exp
[
− 2
(
1−
1
p
) ∫
Z dpi
]
.
Using the lower estimate e−t ≥ 1− t, we infer that(∫
|v|2/p dµ∫
|g|2/p dν
)p
= e−2(p−1)
∫
Z dpi ≥ 1− 2(p− 1)
∫
Z dpi ,
( ∫
|v|2/p dµ
)p
−
(∫
|g|2/p dν
)p
≥ −2(p− 1)
∫
Z |g|2/p dν
( ∫
|g|2/p dν
)p−1
.
By Ho¨lder’s inequality, we have( ∫
|g|2/p dν
)p−1
≤
(∫
|g|2 dν
)1−1/p
and
∫
Z |g|2/p dν ≤
( ∫
|g|2 dν
)1/p
‖Z‖Lp′(ν) ,
B ≥ −2 (p− 1) ‖Z‖Lp′(µ)
∫
|g|2 dν .
Altogether, we get
A(t) ≥
[
1− t
C2(µ)
+ t
(
m−
2 ‖Z‖Lp′(µ)
Cp(ν)
)]∫
|g|2 dν .
This proves that A(t) ≥ 0 for any t ∈ (0, t∗] with
t∗ := 1 if m−
1
C2(µ)
−
2 ‖Z‖Lp′(µ)
Cp(ν)
≥ 0 , t∗ :=
[
1 +
C2(µ)
Cp(ν)
(
2 ‖Z‖Lp′(µ) −mCp(ν)
)]−1
otherwise .
This ends the proof with Cp = Cp(ν)/t
∗. 
The general case u¯ 6= 0 in Theorem 1 is a consequence of the following estimate, which is the counterpart
for p < 2 of a Lemma given in [3] for p > 2 (see Remark 2 below).
Lemma 4 Let q ∈ [1, 2]. For any function u ∈ L1 ∩ Lq(µ), if u¯ :=
∫
u dµ, then( ∫
|u|q dµ
)2/q
≥ |u¯|2 + (q − 1)
( ∫
|u− u¯|q dµ
)2/q
.
Proof. Let v := u − u¯, φ(t) :=
( ∫
|u¯+ t v|q dµ
)2/q
. We may notice that φ(0) = |u¯|2, φ′(0) = 0, φ(1) =
(
∫
|u|q dµ )2/q and
1
2
φ′′(t) = (2− q)
( ∫
|w|q dµ
) 2
q−2
( ∫
|w|q−2 w v dµ
)2
+ (q − 1)
(∫
|w|q dµ
) 2
q−1
∫
|w|q−2v2 dµ
with w := u¯+ t v. The first term of the right hand side is nonnegative. As for the second one, we may use
Ho¨lder’s inequality:( ∫
|v|q dµ
) 2
q
=
( ∫
|w|
q
2
(2−q) · |v|q |w|
q
2
(q−2) dµ
) 2
q
≤
( ∫
|w|q dµ
) 2
q−1
·
∫
|w|q−2 |v|2 dµ .
Thus we get: 12 φ
′′(t) ≥ (q − 1) (
∫
|v|q dµ)2/q, which proves that φ(1) ≥ φ(0) + (q − 1) (
∫
|v|q dµ )2/q and
completes the proof. 
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Proof of Theorem 1. Let v := u − u¯ and apply Lemma 4 with q = 2p ∈ [1, 2). Since
∫
|u|2 dµ − |u¯|2 =∫
|u− u¯|2 dµ =
∫
|v|2 dµ, we can write∫
|u|2 dµ−
( ∫
|u|2/p dµ
)p
≤
∫
|u|2 dµ− |u¯|2 −
(2
p
− 1
)(∫
|u− u¯|
2
p dµ
)p
=
∫
|v|2 dµ−
(2
p
− 1
)(∫
|v|
2
p dµ
)p
= 2
p− 1
p
∫
|v|2 dµ+
2− p
p
[ ∫
|v|2 dµ−
(∫
|v|2/p dµ
)p ]
.
We can then apply (2) and Lemma 3, and the result holds with Cp =
2
p C2(µ) + (
2
p − 1) C
∗
p . 
Remark 1 – To deduce the unrestricted inequality from the restricted inequality, Carlen and Loss in [10]
use the following inequality:∫
|u|q dµ ≤ |u¯|q +
1
2
q (q − 1) ‖u‖q−2Lq(µ) ‖v‖
2
Lq(µ) ∀u ∈ L
q(µ) , v = u− u¯ ∀ q ∈ [2,∞) .
The proof is essentially the same as for Lemma 4. We can also write a similar result for q ≤ 2:∫
|u|q dµ ≥ |u¯|q +
1
2
q (q − 1) ‖u‖q−2Lq(µ) ‖v‖
2
Lq(µ) ∀u ∈ L
q(µ) , v = u− u¯ ∀ q ∈ (1, 2] .
Remark 2 – In the case q > 2, according to [3], the following result holds:( ∫
|u|q dµ
)2/q
≤ |u¯|2 + (q − 1)
( ∫
|u− u¯|q dµ
)2/q
.
Remark 3 – For evident reasons, C∗p ≤ Cp: to the restricted case corresponds an improved inequality,
stated in Lemma 3. On the other hand, from (4) and Theorem 1, we obtain
0 ≤
(2
p
− 1
)
C2(µ) ≤ Cp(µ)− C2(µ) ≤ Cp − C2(µ) ≤
2− p
p
(
C2(µ)− C
∗
p
)
.
This means that for any p ∈ (1, 2), under the assumptions of Theorem 1,
C∗p ≤ C2(µ) ≤ Cp .
3. Application to the euclidean space
To compare our results with those of [10], we can state a result for generalized Poincare´ inequalities
corresponding to Gaussian weights, i.e. ν = νσ, and recover in the limit p → 1 the logarithmic Sobolev
inequality. We can optimize the choice of W (x) = |x|2/(2σ2) and cover, for instance, all harmonic poten-
tials, which was not the case in [10]. This freedom in the choice of the parameter σ corresponds to the
scaling invariance in the Euclidean space, which is however not so easy to write in the case of generalized
Poincare´ inequalities. In the case where ν = νσ, it is known that inequality (3) holds. Theorem 1 becomes
Corollary 5 Let ν = e−V a probabality measure. If there exists σ ∈ (0,∞) such that
V −
|x|2
2σ2
∈ Lp
′
(dνσ) and inf
x∈Rd
(
|∇V |2 − 2∆V −
|x|2
σ4
)
> −∞ ,
then Inequality (1) holds.
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