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Введение 
 
Эконометрика – это наука, в которой на базе реальных стати-
стических данных строятся, анализируются и совершенствуются ма-
тематические модели реальных экономических явлений. Эконометри-
ка позволяет найти количественное подтверждение либо опроверже-
ние того или иного экономического закона либо гипотезы. 
Эконометрика как научная дисциплина зародилась и получила 
развитие на основе слияния экономической теории, математической 
экономики и экономической и математической статистики. 
По словам Р. Фриша: «… каждая их трех отправных точек - ста-
тистика, экономическая теория и математика-необходимое, но не дос-
таточное условие для понимания количественных соотношений в со-
временной экономической жизни. Это - единство всех трех состав-
ляющих. И это единство образует эконометрику». 
Таким образом, эконометрика - это наука, которая дает ко-
личественное выражение взаимосвязей экономических явлений и 
процессов. 
Предметом эконометрики являются экономические явления. 
Однако, в отличие от экономической теории, эконометрика делает 
упор на количественные, а не на качественные аспекты этих явлений. 
Например, известно, что спрос на товар с ростом его цены падает. Од-
нако, как быстро и по какому закону это происходит, в экономической  
теории не определяется. Это в каждом конкретном случае делает эко-
нометрика. С другой стороны, математическая экономика строит и 
анализирует модели экономических процессов без использования ре-
альных числовых значений. Эконометрика же изучает модели на базе 
эмпирических данных.  
Наконец, в эконометрике широко используется аппарат матема-
тической статистики, особенно при установлении связей между эко-
номическими показателями. В то же время в экономике невозможно 
проведение управляемого эксперимента, и эконометристы используют 
свои собственные приемы анализа, которые в математической стати-
стике не встречаются. 
Основными целями эконометрики являются: 
1.Прогноз экономических и социально-экономических показа-
телей, характеризующих состояние и развитие анализируемой систе-
мы. 
2.Имитация различных возможных сценариев социально-
экономического развития. 
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Основные задачи эконометрики: 
1.Постороение эконометрических моделей, т.е. представление 
экономических моделей в математической форме, удобной для прове-
дения эмпирического анализа (спецификация модели). 
2.Оценка параметров построенной модели, делающих выбран-
ную модель наиболее адекватной реальным данным (параметриза-
ция). 
3.Проверка качества найденных параметров модели и самой мо-
дели в целом (верификация). 
4.Использование построенных моделей для объяснения поведе-
ния экономических показателей, прогнозирования и предсказания, а 
также для осмысленного проведения экономической политики. 
Этапы эконометрического моделирования: 
1.Постановочный этап: определение конечных целей модели-
рования, набора факторов и показателей. 
2.Априорный этап: предмодельный анализ экономической 
сущности изучаемого явления. 
3.Параметризация: собственно моделирование, т.е. выбор об-
щего вида модели, состава и формы входящих в нее связей. 
4.Информационный этап: сбор статистической информации. 
5.Идентификация модели: статистический анализ модели и 
оценивание неизвестных параметров модели. 
6.Верификация модели: сопоставление реальных и модельных 
данных, проверка адекватности модели, оценка точности модельных 
данных. 
 
ПАРНАЯ РЕГРЕССИЯ 
 
Спецификация модели 
 
В зависимости от количества факторов, включенных в уравне-
ние регрессии, принято различать простую (парную) и множествен-
ную регрессии. 
Простая регрессия представляет собой регрессию между двумя 
переменными – y и x,т.е. модель вида: 
 
),(ˆ xfу  (1) 
 
где y-зависимая переменная (результативный признак); x- независи-
мая, или объясняющая переменная   (признак – фактор,  или регрес-
сор). 
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Множественная регрессия представляет собой регрессию ре-
зультативного признака с двумя и большим числом факторов, т.е. мо-
дель вида: 
 
),...,(ˆ 21 kххxfy  
(2) 
 
Любое эконометрическое исследование начинается со специ-
фикации модели, т.е. с формулировки вида модели, исходя из соот-
ветствующей теории связи между переменными. 
Из всего круга факторов, влияющих на результативный признак, 
необходимо выделить наиболее существенно влияющие факторы. 
Парная регрессия достаточна, если имеется доминирующий фактор, 
который и используется в качестве объясняющей переменной. Напри-
мер, выдвигается гипотеза о том, что величина спроса y на товар на-
ходится в обратной зависимости от цены x, т.е. .ˆ xbayx  
Уравнение простой регрессии характеризует связь между двумя 
переменными, которая проявляется как закономерность лишь в сред-
нем по совокупности наблюдений.  (Например, если зависимость 
спроса y от цены x имеет вид: ху 25000  Это означает, что с 
ростом цены на 1 д.е. спрос в среднем уменьшается на 2 д.е.).  
В уравнении регрессии корреляционная по сути связь признаков 
представляется в виде функциональной связи. В каждом отдельном 
случае величина y складывается из двух слагаемых: 
jxj j
yy ˆ , 
где 
jy фактическое значение результативного признака; jxyˆ - зна-
чение признака, найденное из математической функции связи y и x, 
т.е. из уравнения регрессии; 
j
- случайная величина, характеризую-
щая отклонение реального значения признака от найденного по урав-
нению регрессии. 
Случайная величина называется также возмущением. Она 
включает влияние не учтенных в модели факторов, случайных оши-
бок и особенностей измерения. Ее порождают 3 источника: специфи-
кация модели, выборочный характер исходных данных и ошибки из-
мерения. 
Например, зависимость спроса от цены точнее следует записы-
вать так: 
xy 25000  
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В данном случае слева записано просто y, что означает факти-
ческое значение, а не yˆ , отвечающее значению, рассчитанному по 
уравнению регрессии. 
Ошибки спецификации. Это прежде всего неправильно вы-
браннае форма модели. В частности, зависимость спроса от цены мо-
жет быть выражена линейно  
xbayxˆ , 
но возможны и другие соотношения, например 
bахуˆ , 
x
b
ауˆ , 
.
1
ˆ
bxа
у . 
Ошибки спецификации тем меньше, чем в большей мере теоре-
тические значения признака подходят к фактическим данным y. 
К ошибкам спецификации относится также недоучет в уравне-
нии регрессии какого-либо существенного фактора, т.е. использова-
ние парной регрессии вместо множественной. Например, спрос на 
конкретный товар может определяться не только ценой, но и доходом 
на душу населения. 
Ошибки выборки. Исследователь при установлении связи ме-
жду признаками имеет дело с выборочными данными. При изучении 
экономических процессов данные в исходной совокупности часто яв-
ляются неоднородными. В этом случае уравнение регрессии не имеет 
практического смысла.  Поэтому для получения хорошего результата 
из выборки исключают данные с аномальными значениями исследуе-
мых признаков. 
Ошибки измерения. Представляют наибольшую опасность в 
практическом использовании методов регрессии. Ошибки специфика-
ции можно уменьшить, изменяя форму модели, ошибки выборки - 
увеличивая объем исходных данных, ошибки измерения сводят на нет 
все усилия по количественной оценке связи между признаками. На-
пример, статистическое измерение дохода на душу населения может 
иметь ошибку в результате наличия сокрытых доходов. Другой при-
мер: органы государственной статистики получают балансы предпри-
ятий, достоверность которых никто не подтверждает. 
В эконометрических исследованиях предполагается, что ошибки 
измерения сведены к минимуму. Поэтому основное внимание уделя-
ется ошибкам спецификации модели. 
В парной регрессии выбор вида математической функции (1)  
может быть осуществлен тремя методами: графическим, аналитиче-
ским и экпериментальным. 
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Графический метод достаточно нагляден. Он основан на поле 
корреляции. Рассмотрим типы кривых. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Используются и другие типы кривых: 
xba
y
1
ˆ ;         
x
c
bxayˆ ;       xbay lgˆ ; 
2
1
ˆ
cxbxa
y ; 
cxbе
a
y
1
ˆ ;      
2ˆlg cxbxay . 
 
Аналитический метод выбора типа уравнения регрессии осно-
ван на изучении материальной природы связи исследуемых призна-
ков. 
y 
x 
bxayˆ  
y 
x 
2ˆ cxbxay  
y 
x 
x
b
ayˆ  
y 
x 
bxayˆ
 
y 
x 
xbayˆ  
y 
x 
32ˆ dxcxbxay  
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Пусть, например, изучается потребность предприятия в электро-
энергии y в зависимости от объема выпускаемой продукции x. Все по-
требление электроэнергии можно подразделить на 2 части: 
- не связанное с производством продукции a; 
- непосредственно связанное с объемом выпускаемой продук-
ции, пропорционально возрастающее с увеличением объема выпуска 
bx; 
Тогда зависимость потребления электроэнергии от объема про-
дукции можно выразить уравнением регрессии вида 
bxayˆ  
Разделив на x, получим удельный расход электроэнергии на 
единицу продукции xyzx / : 
x
a
bzxˆ  
Это равносторонняя гипербола. 
Аналогично затраты предприятия могут быть условно-
переменные, изменяющиеся пропорционально изменению объема 
продукции (расход материала, оплата труда и др.) и условно-
постоянные, не изменяющиеся с изменением объема производства 
(арендная плата, содержание администрации и др.). Соответствующая 
зависимость затрат на производство y от объема продукции x характе-
ризуется линейной функцией. 
bxay , 
а зависимость себестоимости единицы продукции zx от объема про-
дукции – равносторонней гиперболой: 
x
a
bzxˆ  
Экспериментальный метод используется при обработке ин-
формации на компьютере путем сравнения величины остаточной дис-
персии остD , рассчитанной на разных моделях. В практических ис-
следованиях, как правило, имеет место некоторое рассеяние точек от-
носительно линии регрессии. Оно обусловлено влиянием прочих, не 
учитываемых в уравнении регрессии факторов: 
n
i
xiост i
yy
n
D
1
2
ˆ
1
 
Чем меньше остD , тем меньше наблюдается влияние прочих 
факторов, тем лучше уравнение регрессии подходит к исходным дан-
ным. При обработке данных на компьютере разные математические 
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функции перебираются в автоматическом режиме, и из них выбирает-
ся та, для которой остD  является наименьшей. 
Если остD  примерно одинакова для нескольких функций, то на 
практике выбирают более простую, так как она в большей степени 
поддается интерпретации и требует меньшего объема наблюдений. 
Результаты многих исследований подтверждают, что число наблюде-
ний должно в 6-7 раз превышать число рассчитываемых параметров 
при переменной x. Это означает, что искать линейную регрессию, 
имея менее 7 наблюдений, вообще не имеет смысла. Если вид функ-
ции усложняется, то требуется увеличение объема наблюдений.  Для 
рядов динамики, ограниченных по протяженности – 10, 20, 30 лет – 
предпочтительна модель с меньшим числом параметров при x. 
 
Оценка параметров линейной регрессии. 
 
Линейная регрессия сводится к нахождению уравнения вида  
bxayxˆ  (или bxay ) (3) 
Первое выражение позволяет по заданным значениям фактора x 
рассчитать теоретические значения результативного признака, под-
ставляя в него фактические значения фактора x. На графике теорети-
ческие значения лежат на прямой, которая представляют собой линию 
регрессии. 
Построение линейной регрессии сводится к оценке ее парамет-
ров- а и b. Классический подход к оцениванию параметров линейной 
регрессии основан на методе наименьших квадратов (МНК). 
 
 
 
 
 
 
 
 
 
 
 
 
 
y 
a 
x 
xi 
yi 
i  
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МНК позволяет получить такие оценки параметров а и b, при 
которых сумма квадратов отклонений фактических значений y  от 
теоретических xyˆ  минимальна: 
min,ˆ
2
i
xi i
yy или min
1
2
n
i
i  (4) 
 
 
 Для нахождения минимума надо вычислить частные производ-
ные суммы (4) по каждому из параметров - а и b - и приравнять их к 
нулю. 
2222 )()ˆ( bxayyyS xi  
 
0222
;0222
2xbxaxy
b
s
xbnay
a
s
    (5) 
Преобразуем, получаем систему нормальных уравнений:  
 
yxxbха
yxban
2
,
    (6) 
В этой системе n- объем выборки, суммы легко рассчитываются из 
исходных данных. Решаем систему относительно а и b, получаем: 
,
22 xxn
xyyxn
b    (7) 
x
n
b
y
n
a
1
.     (8) 
Выражение (7) можно записать в другом виде: 
,
),(
222
х
уxсоv
хx
xyух
b    (9) 
где ),( уxсоv ковариация признаков, 2х дисперсия фактора x. 
Параметр b называется коэффициентом регрессии. Его вели-
чина показывает среднее изменение результата с изменением фактора 
на одну единицу. Возможность четкой экономической интерпретации 
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коэффициента регрессии сделала линейное уравнение регрессии дос-
таточно распространенным в эконометрических исследованиях. 
 Формально a- значение y при x=0. Если x не имеет и не мо-
жет иметь нулевого значения, то такая трактовка свободного члена a 
не имеет смысла. Параметр a может не иметь экономического содер-
жания. Попытки экономически интерпретировать его могут привести 
к абсурду, особенно при a  0. Интерпретировать можно лишь знак 
при параметре a. Если a  0, то относительное изменение результата 
происходит медленнее, чем изменение фактора. Сравним эти относи-
тельные изменения: 
bx  bxa  при a  0, x  0 
x
bxa
b     
x
bxa
dx
bdx
.
.
x
dx
y
dy
x
y
dx
dy
 
Иногда линейное уравнение парной регрессии записывают для 
отклонений от средних значений: 
xby ,     (10) 
где yyy , xxx . При этом свободный член равен нулю, 
что и отражено в выражении (10). Этот факт следует из геометриче-
ских соображений: уравнению регрессии отвечает та же прямая (3), но 
при оценке регрессии в отклонениях начало координат перемещается 
в точку с координатами yx, . При этом в выражении (8) обе суммы 
будут равны нулю, что и повлечет равенство нулю свободного члена. 
Рассмотрим в качестве примера по группе предприятий, выпус-
кающих один вид продукции, функцию издержек bxау  
Табл. 1. 
Выпуск 
продукции 
тыс.ед.( x ) 
Затраты на 
производство, 
млн.руб.( y ) 
xy  2x  2y  xyˆ  
1 30 30 1 900 31,1 
2 70 140 4 4900 67,9 
4 150 600 16 22500 141,6 
3 100 300 9 10000 104,7 
5 170 850 25 28900 178,4 
3 100 300 9 10000 104,7 
4 150 600 16 22500 141,6 
Итого: 22 770 2820 80 99700 770,0 
 
Система нормальных уравнений будет иметь вид: 
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28208022
770227
ba
ba
 
Решая еѐ, получаем a= -5,79, b=36,84. 
Уравнение регрессии имеет вид: 
хух 84,3679,5ˆ  
Подставив в уравнение значения х, найдем теоретические зна-
чения y (последняя колонка таблицы). 
 Величина a не имеет экономического смысла. Если перемен-
ные x и y выразить через отклонения от средних уровней, то линия 
регрессии на графике пройдет через начало координат. Оценка коэф-
фициента регрессии при этом не изменится: 
xy 84,36ˆ , где yyy , xxx . 
В качестве другого примера рассмотрим функцию потребления 
в виде: 
LyKC , 
где С- потребление, y –доход, K,L-параметры. Данное уравнение ли-
нейной регрессии обычно используется в увязке с балансовым равен-
ством: 
rICy , 
где  I– размер инвестиций, r - сбережения. 
Для простоты предположим, что доход расходуется на потреб-
ление и инвестиции. Таким образом, рассматривается система уравне-
ний: 
.
,
LCy
LyKC
 
Наличие балансового равенства накладывает ограничения на 
величину коэффициента регрессии, которая не может быть больше 
единицы, т.е. 1K . 
Предположим, что функция потребления составила: 
yC 65,09,1ˆ . 
Коэффициент регрессии характеризует склонность к потребле-
нию. Он показывает, что из каждой тысячи рублей дохода на потреб-
ление расходуется в среднем 650 руб., а 350 руб. инвестируется. Если 
рассчитать регрессию размера инвестиций от дохода, т.е. byaIˆ , 
то уравнение регрессии составит yI 35,09,1ˆ . Это уравнение 
можно и не определять, поскольку оно выводится из функции потреб-
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ления. Коэффициенты регрессии этих двух уравнений связаны равен-
ством: 
0,65+0,35=1. 
Если коэффициент регрессии оказывается больше единицы, то 
ICy , и на потребление расходуются не только доходы, но и сбе-
режения. 
Коэффициент регрессии в функции потребления используется 
для расчета мультипликатора: 
b
m
1
1
. 
Здесь m≈2,86, поэтому дополнительные вложения 1 тыс. руб. на дли-
тельный срок приведут при прочих равных условиях к дополнитель-
ному доходу 2,86 тыс. руб. 
При линейной регрессии в качестве показателя тесноты связи 
выступает линейный коэффициент корреляции r: 
yxyxy
x xyyxyxbr
),cov(
 
Его значения находятся в границах: 11 r . Если b  0, то 
,10 r  при b  0 01 r . По данным примера 991,0r , 
что означает очень тесную зависимость затрат на производство от ве-
личины объема выпускаемой продукции. 
Для оценки качества подбора линейной функции рассчитывает-
ся коэффициент детерминации как квадрат линейного коэффициен-
та корреляции r
2
. Он характеризует долю дисперсии результативного 
признака y, объясняемую регрессией, в общей дисперсии результа-
тивного признака: 
2
.
2
.2
общу
объяснr  
  Величина  21 r  характеризует долю дисперсии y, вызван-
ную влиянием остальных, не учтенных в модели факторов. 
  В примере 092,02 . Уравнением регрессии объясняется 
98,2 % дисперсии у , а на прочие факторы приходится 1,8 %, это 
остаточная дисперсия. 
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Предпосылки МНК (условия Гаусса-Маркова) 
 
Как было сказано выше, связь между y и x в парной регрессии 
является не функциональной, а корреляционной. Поэтому оценки па-
раметров a и b являются случайными величинами, свойства которых 
существенно зависят от свойств случайной составляющей ε. Для по-
лучения по МНК наилучших результатов необходимо выполнение 
следующих предпосылок относительно случайного отклонения (усло-
вия Гаусса – Маркова): 
1
0. Математическое ожидание случайного отклонения равно нулю для 
всех наблюдений: iM i ,0 . 
2
0. Дисперсия случайных отклонений постоянна: 
jiDD ji ,,
2
. 
Выполнимость данной предпосылки называется гомоскедастично-
стью (постоянством дисперсии отклонений). Невыполнимость данной 
предпосылки называется гетероскедастичностью (непостоянством 
дисперсии отклонений) 
3
0. Случайные отклонения εi и εj являются независимыми друг от дру-
га для ji : 
.,
,0
,cov
2 ji
ji
ji  
Выполнимость этого условия называется отсутствием автокорреля-
ции. 
4
0. Случайное отклонение должно быть независимо от объясняющих 
переменных. 
Обычно это условие выполняется автоматически, если объясняющие 
переменные в данной модели не являются случайными. Кроме того, 
выполнимость данной предпосылки для эконометрических моделей не 
столь критична по сравнению с первыми тремя. 
При выполнимости указанных предпосылок имеет место теоре-
ма Гаусса-Маркова: оценки (7) и (8), полученные по МНК, имеют 
наименьшую дисперсию в классе всех линейных несмещенных оце-
нок. 
Таким образом, при выполнении условий Гаусса-Маркова оцен-
ки (7) и (8) являются не только несмещенными оценками коэффици-
ентов регрессии, но и наиболее эффективными, т.е. имеют наимень-
шую дисперсию по сравнению с любыми другими оценками данных 
параметров, линейными относительно величин yi. 
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Именно понимание важности условий Гаусса-Маркова отличает 
компетентного исследователя, использующего регрессионный анализ, 
от некомпетентного. Если эти условия не выполнены, исследователь 
должен это сознавать. Если корректирующие действия возможны, то 
аналитик должен быть в состоянии их выполнить. Если ситуацию ис-
править невозможно, исследователь должен быть способен оценить, 
насколько серьезно это может повлиять на результаты. 
 
Оценка существенности параметров  
линейной регрессии и корреляции 
 
После того, как найдено уравнение линейной регрессии (3), 
проводится оценка значимости как уравнения в целом, так и отдель-
ных его параметров. 
Оценка значимости уравнения регрессии в целом дается с по-
мощью F- критерия Фишера. При этом выдвигается нулевая гипотеза 
0:0 bH  о том, что коэффициент регрессии равен нулю и, следова-
тельно, фактор х не оказывает влияния на результат y. 
Перед расчетом критерия проводятся анализ дисперсии. Можно 
показать, что общая сумма квадратов отклонений (СКО) y от среднего 
значения y  раскладывается на две части – объясненную и необъяс-
ненную: 
222
ˆˆ yyyyyy   (11) 
или, соответственно: 
 
Общая(  
СКОостаточная
наяНеобъяснен
СКОфакторная
яОбъясненна
СКО
)()(
)  
 
Здесь возможны два крайних случая: когда общая СКО в точно-
сти равна остаточной и когда общая СКО равна факторной. 
В первом случае фактор х не оказывает влияния на результат, 
вся дисперсия y обусловлена в 
оздействием прочих факторов, линия регрессии параллельна оси 
Ох и .yˆy  
Во втором случае прочие факторы не влияют на результат, y 
связан с x функционально, и остаточная СКО равна нулю. 
Однако на практике в правой части (11) присутствуют оба сла-
гаемых. Пригодность линии регрессии для прогноза зависит от того, 
какая часть общей вариации y  приходится на объясненную вариацию. 
Если объясненная СКО будет больше остаточной СКО, то уравнение 
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регрессии статистически значимо и фактор х оказывает существенное 
воздействие на результат y.Это равносильно тому, что коэффициент 
детерминации будет приближаться к единице. 
Число степеней свободы. (df-degrees of freedom)- это число не-
зависимо варьируемых значений признака. 
Для общей СКО требуется (n-1) независимых отклонений, т.к. 
,0)( yy  что позволяет свободно варьировать (n-1) значений, а 
последнее n-е отклонение определяется из общей суммы, равной ну-
лю. Поэтому .1. ndfобщ  
Факторную СКО можно выразить так: 
222
22
ˆ
xxbxbbx
xbabxayyx
 
Эта СКО зависит только от одного параметра - b,поскольку выраже-
ние под знаком суммы к значениям результативного признака не от-
носится. Следовательно, факторная СКО имеет одну степень свободы, 
и .1.фактdf  
Для определения остат.df  воспользуемся аналогией с балансо-
вым равенством (11). Так же, как и в равенстве (11), можно записать  
равенство и между числами степеней свободы: 
остат.факт.общ. dfdfdf    (12) 
Таким образом, можем записать: 
211 nn  
Из этого баланса определяем, что остат.df =n-2. 
Разделив каждую СКО на свое число степеней свободы, полу-
чим средний квадрат отклонений, или дисперсию на одну степень 
свободы: 
1
2
.
n
yy
Dобщ  
1
ˆ
2
.
yy
D
x
факт  
2
ˆ
2
.
n
yy
D
x
ост  
Сопоставляя факторную и остаточную дисперсии в расчете на 
одну степень свободы, получим F - критерий для проверки нулевой 
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гипотезы, которая в данном случае записывается как 
..0 : остфакт DDH  
.
.
ост
факт
D
D
F      (13) 
Если 0H  справедлива, то дисперсии не отличаются друг от дру-
га. Для 0H  необходимо опровержение, чтобы факторная дисперсия 
превышала остаточную в несколько раз. Английским статистиком 
Снедекором разработаны таблицы критических значений F при раз-
ных уровнях существенности 0H  и различных числах степеней сво-
боды. Табличное значение F- критерия – это максимальная величина 
отношения дисперсий, которая может иметь место при случайном их 
расхождении для данного уровня вероятности наличия нулевой гипо-
тезы. При нахождении табличного значения F- критерия задается уро-
вень значимости (обычно 0,05 или 0,01) и две степени свободы – чис-
лителя (она равна единице) и знаменателя, равная n-2. 
Вычисленное значение F признается достоверным (отличным от 
единицы), если оно больше табличного т.е. Fфактич>Fтабл(α;1;n-2). В 
этом случае 
0H  отклоняется и делается вывод о существенности пре-
вышения Dфакт над Dостат.,т.е. о существенности статистической 
связи между y и x. 
Если 
.. таблфактич FF , то вероятность 0H  выше заданного уровня (на-
пример, 0,05), и эта гипотеза не может быть отклонена без серьезного 
риска сделать неправильный вывод о наличии связи между y и x. 
Уравнение регрессии считается статистически незначимым, 
0H  не от-
клоняется. 
В рассмотренном примере: 
15000110799700 222
2
ynyyy - это общая 
СКО. 
14735
7
22
78084,36ˆ
2
2222 xxbyyx  
- это факторная СКО. 
 
2651473515000ˆ
2
xyy  - остаточная СКО. 
14735.фактD ; 53
5
265
.остD ; 278
53
14735
фактич.F ; 
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61,65;105,0F ; 26,165;101,0F . 
 
На любом уровне значимости .. таблфакт FF , и можно сде-
лать вывод о значимости уравнения регрессии.  Статистическая связь 
между y и x доказана. 
Величина F- критерия связана с коэффициентом детерминации. 
2
1 2
2
n
r
r
F ,    (14) 
В линейной регрессии обычно оценивается значимость не толь-
ко уравнения в целом, но и отдельных его параметров. 
Стандартная ошибка коэффициента регрессии определяется по 
формуле: 
2
2
2
2
2/ˆ
xx
S
xx
nyy
m
x
b ,  (15) 
2S - остаточная дисперсия на одну степень свободы (то же, что и D-
остат). 
В рассмотренном примере  
21,2
857,10
53
bm  
Величина стандартной ошибки совместно с t - распределением 
Стьюдента при 2n  степенях свободы применяется для проверки 
существенности коэффициента регрессии и для расчета его довери-
тельных интервалов. 
Величина коэффициента регрессии сравнивается с его стан-
дартной ошибкой; определяется фактическое значение t - критерия 
Стьюдента 
b
b
m
b
t ,      (16) 
которое затем сравнивается с табличным значением при определен-
ном уровне значимости α и числе степеней свободы (n-2). Здесь про-
веряется нулевая гипотеза в виде Н0:b=0, также предполагающая не-
существенность статистической связи между y и х, но только учиты-
вающая значение b, а не соотношение между факторной и остаточной 
дисперсиями в общем балансе дисперсии результативного признака. 
Однако общий смысл гипотез один и тот же: проверка наличия стати-
стической связи между y и х или еѐ отсутствия. 
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Если tb>tтабл(α;n-2), то гипотеза Н0:b=0 должна быть откло-
нена, а статистическая связь y с х считается установленной. В случае 
tb<tтабл(α;n-2) нулевая гипотеза не может быть отклонена, и влия-
ние х на y признается несущественным. 
В рассмотренном примере 
67,16
21,2
84,36
bt  
Для двустороннего α=0,05 и n-2=5 tтабл=2,57, tb>tтабл , поэтому 
гипотезу о несущественности b следует отклонить. 
Существует связь между bt  и F : 
.
2/
1/ˆ
2/ˆ2/ˆ
.
.
2
2
2
22
2
2
2
2
2
2
F
D
D
nyy
yy
nyy
xxb
xx
nyy
b
m
b
t
ост
факт
x
x
xxb
b
 
Отсюда следует, что Ftb
2
. 
Доверительный интервал для b определяется как bтабл mtb . 95%-
ные границы в примере составят: 
,68,584,3621,257,284,36  
т.е. .52,4216,31 b  Это означает, что с вероятностью 0,95 истин-
ное значение b находится в указанном интервале. 
Коэффициент регрессии имеет четкую экономическую интер-
претацию, поэтому доверительные границы интервала не должны со-
держать противоречивых результатов, например, .4010 b  Они 
не должны включать нуль.  
Стандартная ошибка параметра a определяется по формуле: 
2
2
2
2
22
2
ˆ
xxn
x
S
xxn
x
n
yy
m
x
a  (17) 
Процедура оценивания существенности a не отличается от таковой 
для параметра b. При этом фактическое значение t-критерия вычисля-
ется по формуле: 
a
a
m
a
t       (18) 
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Процедура проверки значимости линейного коэффициента кор-
реляции отличается от процедур, приведенных выше. Это объясняется 
тем, что r как случайная величина распределена по нормальному за-
кону лишь при большом числе наблюдений и малых значениях |r|. В 
этом случае гипотеза об отсутствии корреляционной связи между y и 
х H0:r=0 проверяется на основе статистики 
2
1 2
n
r
r
tr ,    (19) 
которая при справедливости H0 приблизительно распределена по за-
кону Стьюдента с (n-2) степенями свободы. Если 2;ntt таблr , 
то гипотеза H0  отвергается с вероятностью ошибиться, не превы-
шающей α. Из (19) видно, что в парной линейной регрессии Ftr
2
. 
Кроме того, Ftb
2
, поэтому 
22
br tt . Таким образом, проверка гипо-
тез о значимости коэффициентов регрессии и корреляции равносильна 
проверке гипотезы о существенности линейного уравнения регрессии. 
Однако при малых выборках и значениях r, близких к  1, сле-
дует учитывать, что распределение r как случайной величины отлича-
ется от нормального, и построение доверительных интервалов для r 
не может быть выполнено стандартным способом. В этом случае во-
обще легко прийти к противоречию, заключающемуся в том, что до-
верительный интервал будет содержать значения, превышающие еди-
ницу. 
Чтобы обойти это затруднение, используется так называемое z-
преобразование Фишера: 
r
r
z
1
1
ln
2
1
,     (20) 
которое дает нормально распределенную величину z, значения кото-
рой при изменении r от –1 до +1 изменяются от -∞ до +∞. Стандарт-
ная ошибка этой величины равна: 
3
1
n
mz      (21) 
Для величины z имеются таблицы, в которых приведены еѐ зна-
чения для соответствующих значений r. 
Для z выдвигается нуль-гипотеза H0:z=0, состоящая в том, что 
корреляция отсутствует. В этом случае значения статистики 
z
z
m
z
t ,      (22) 
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которая распределена по закону Стьюдента с (n-2) степенями свобо-
ды, не превышает табличного на соответствующем уровне значимо-
сти. 
Для каждого значения z можно вычислить критические значе-
ния r. Таблицы критических значений r разработаны для уровней зна-
чимости 0,05 и 0,01 и соответствующего числа степеней свободы. Ес-
ли вычисленное значение r превышает по абсолютной величине таб-
личное, то данное значение r считается существенным. В противном 
случае фактическое значение  несущественно. 
 
Интервалы прогноза по линейному уравнению регрессии. 
 
Прогнозирование по уравнению регрессии представляет собой 
подстановку в уравнение регрессии соответственного значения х. Та-
кой прогноз xyˆ  называется точечным. Он не является точным, по-
этому дополняется расчетом стандартной ошибки  xyˆ ; получается ин-
тервальная оценка прогнозного значения y : 
xx yyx
myymy ˆˆ ˆˆ  
Преобразуем уравнение регрессии: 
xxbybxxbybxayxˆ  
ошибка 
xy
m ˆ  зависит от ошибки y  и ошибки коэффициента регрессии 
,b  т.е. .)(
2222
ˆ xxmmm byyx  
Из теории выборки известно, что 
n
my
2
2
 
Используем в качестве оценки 
2
 остаточную дисперсию на 
одну степень свободы ,
2S  получаем: 
n
S
my
2
2
 
Ошибка коэффициента регрессии из формулы (15): 
2
2
2
)( xx
S
mb  
Таким образом, при кxx  получаем: 
2)(
2)(122)(
2)(
22
2
ˆ
хх
хкx
n
Sхкx
xx
S
n
S
xy
m  
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2
2
ˆ
)(
)(1
хх
хx
n
Sm кyx     (23) 
Как видно из формулы (23), величина 
xy
m ˆ достигает минимума 
при хxк  и возрастает по мере удаления кх  от х  в любом направ-
лении. 
 
 
 
 Для нашего примера эта величина составит: 
857,10
)143,3(
7
1
53
2
ˆ
к
y
x
m
x
 
При ххк  75,27:53ˆxym . При 4кх  
857,10
2)143,34(
7
1
53ˆxy
m 34,3  
 Для прогнозируемого значения хуˆ  95% - ные доверительные 
интервалы при заданном кх   определены выражением:  
,ˆ
ˆ
xк yх
mtу      (24) 
т.е. при  4кх  34,357,2ˆ кxy  или .58,8ˆ кxy  При 4кх  про-
гнозное значение составит 57,141484,3679,5ру  - это то-
чечный прогноз. 
 Прогноз линии регрессии лежит в интервале: 
15,150ˆ99,132
кх
у  
 Мы рассмотрели доверительные интервалы для среднего зна-
чения у  при заданном .х Однако фактические значения у  варьиру-
kx  x  
y 
x 
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ются около среднего значения ,ˆ ху  они могут отклоняться на величи-
ну случайной ошибки ε, дисперсия которой оценивается как остаточ-
ная дисперсия на одну степень свободы .2S  Поэтому ошибка прогно-
за отдельного значения у  должна включать не только стандартную 
ошибку 
xy
m ˆ , но и случайную ошибку S. Таким образом, средняя 
ошибка прогноза индивидуального значения у  составит: 
 
2
2
)(
)(1
1
)( хх
хx
n
Sm кy
кxi
   (25) 
 
 Для примера: 
01,8
857,10
)143,34(
7
1
153
2
)4( кxi
ym  
Доверительный интервал прогноза индивидуальных значений y  при 
4кx  с вероятностью 0,95 составит: ,01,857,257,141  или 
.16,16298,120 ру  
 Пусть в примере с функцией издержек выдвигается предполо-
жение, что в предстоящем году в связи со стабилизацией экономики 
затраты на производство 8 тыс. ед. продукции не превысят 250 млн. 
руб. Означает ли это изменение найденной закономерности или затра-
ты соответствуют регрессионной модели? 
 Точечный прогноз: .93,288884,3679,5ˆ 8xy   
Предполагаемое значение - 250. Средняя ошибка прогнозного инди-
видуального значения: 
26,13
857,10
)143,38(
7
1
153
)(
)(1
1
)(
2
хх
хх
n
S
ixi
m кy
 
 
Сравним ее с предполагаемым снижением издержек производства, т.е. 
250-288,93=-38,93: 
.93,2
26,12
93,38
t  
Поскольку оценивается только значимость уменьшения затрат, 
то используется  односторонний t- критерий Стьюдента. При ошибке 
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в 5 %  с  52n    015,2.табt , поэтому предполагаемое уменьше-
ние затрат значимо отличается от прогнозируемого значения при  95 
% - ном уровне доверия. Однако, если увеличить вероятность до 99%, 
при ошибке 1 % фактическое значение t – критерия оказывается ниже 
табличного 3,365, и различие в затратах статистически не значимо, т.е. 
затраты соответствуют предложенной регрессионной модели. 
 
Нелинейная регрессия 
 
До сих пор мы рассматривали лишь линейную модель регрес-
сионной зависимости y от x (3). В то же время многие важные связи в 
экономике являются нелинейными. Примерами такого рода регрес-
сионных моделей являются производственные функции (зависимости 
между объемом произведенной продукции и основными факторами 
производства – трудом, капиталом и т.п.) и функции спроса (зависи-
мости между спросом на какой-либо вид товаров или услуг, с одной 
стороны, и доходом и ценами на этот и другие товары – с другой). 
При анализе нелинейных регрессионных зависимостей наиболее 
важным вопросом применения классического МНК является способ 
их линеаризации. В случае линеаризации нелинейной зависимости 
получаем линейное регрессионное уравнение типа (3), параметры ко-
торого оцениваются обычным МНК, после чего можно записать ис-
ходное нелинейное соотношение. 
Несколько особняком в этом смысле стоит полиномиальная мо-
дель произвольной степени: 
k
k xaxaxaay ...
2
210 ,  (26) 
к которой обычный МНК можно применять без всякой предваритель-
ной линеаризации. 
Рассмотрим указанную процедуру применительно к параболе 
второй степени: 
2cxbxay      (27) 
Такая зависимость целесообразна в случае, если для некоторого ин-
тервала значений фактора возрастающая зависимость меняется на 
убывающую или наоборот. В этом случае можно определить значение 
фактора, при котором достигается максимальное или минимальное 
значение результативного признака. Если исходные данные не обна-
руживают изменение направленности связи, параметры параболы ста-
новятся трудно интерпретируемыми, и форму связи лучше заменить 
другими нелинейными моделями. 
Применение МНК для оценки параметров параболы второй сте-
пени сводится к дифференцированию суммы квадратов остатков рег-
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рессии по каждому из оцениваемых параметров и приравниванию по-
лученных выражений нулю. Получается система нормальных уравне-
ний, число которых равно числу оцениваемых параметров, т.е. трем: 
.
,
,
2432
32
2
yxxcxbxa
yxxcxbxa
yxcxbna
  (28) 
Решать эту систему можно любым способом, в частности, методом 
определителей. 
Экстремальное значение функции наблюдается при значении 
фактора, равном: 
a
b
x
2
. 
Если b>0, c<0, имеет место максимум, т.е. зависимость снача-
ла растет, а затем падает. Такого рода зависимости наблюдаются в 
экономике труда при изучении заработной платы работников физиче-
ского труда, когда в роли фактора выступает возраст. При b<0, c>0 
парабола имеет минимум, что обычно проявляется в удельных затра-
тах на производство в зависимости от объема выпускаемой продук-
ции. 
В нелинейных зависимостях, не являющихся классическими по-
линомами, обязательно проводится предварительная линеаризация, 
которая заключается в преобразовании или переменных, или парамет-
ров модели, или в комбинации этих преобразований. Рассмотрим не-
которые классы таких зависимостей. 
Зависимости гиперболического типа имеют вид: 
x
b
ay      (29) 
Примером такой зависимости является кривая Филлипса, кон-
статирующая обратную зависимость процента прироста заработной 
платы от уровня безработицы. В этом случае значение параметра b 
будет больше нуля. Другим примером зависимости (29) являются 
кривые Энгеля, формулирующие следующую закономерность: с рос-
том дохода доля доходов, расходуемых на продовольствие, уменьша-
ется, а доля доходов, расходуемых на непродовольственные товары, 
будет возрастать. В этом случае b<0, а результативный признак в (29) 
показывает долю расходов на непродовольственные товары. 
Линеаризация уравнения (29) сводится к замене фактора z=1/x, 
и уравнение регрессии имеет вид (3), в котором вместо фактора х ис-
пользуем фактор z: 
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zbayˆ      (30) 
К такому же линейному уравнению сводится полулогарифмиче-
ская кривая: 
xbay ln      (31) 
которая может быть использована для описания кривых Энгеля. Здесь 
ln(x) заменяется на z, и получается уравнение (30). 
Достаточно широкий класс экономических показателей харак-
теризуется приблизительно постоянным темпом относительного при-
роста во времени. Этому соответствуют зависимости показательного 
(экспоненциального) типа, которые записываются в виде: 
bxaey      (32) 
или в виде 
bxeay       (33) 
Возможна и такая зависимость: 
xbay      (34) 
В регрессиях типа (32) – (34) применяется один и тот же способ 
линеаризации – логарифмирование. Уравнение (32) приводится к ви-
ду: 
lnln bxay     (35) 
Замена переменной yY ln  сводит его к линейному виду: 
EbxaY ,     (36) 
где lnE . Если Е удовлетворяет условиям Гаусса-Маркова, пара-
метры уравнения (32) оцениваются по МНК из уравнения (36). Урав-
нение (33) приводится к виду: 
lnln bxay ,     (37) 
который отличается от (35) только видом свободного члена, и линей-
ное уравнение выглядит так: 
EbxAY ,     (38) 
где aA ln . Параметры А и b получаются обычным МНК, затем па-
раметр a в зависимости (33) получается как антилогарифм А. При ло-
гарифмировании (34) получаем линейную зависимость: 
EBxaY ,     (39) 
где bB ln , а остальные обозначения те же, что и выше. Здесь также 
применяется МНК к преобразованным данным, а параметр b для (34) 
получается как антилогарифм коэффициента В. 
Широко распространены в практике социально-экономических 
исследований степенные зависимости. Они используются для по-
строения и анализа производственных функций. В функциях вида: 
bxay      (40) 
  
 
                                                                         27 
особенно ценным является то обстоятельство, что параметр b равен 
коэффициенту эластичности результативного признака по фактору х. 
Преобразуя (40) путем логарифмирования, получаем линейную рег-
рессию: 
EbXAY      (41) 
где  ln,ln,ln,ln ExXaAyY . 
Еще одним видом нелинейности, приводимым к линейному ви-
ду, является обратная зависимость: 
bxa
y
1
     (42) 
Проводя замену u=1/y, получим: 
bxau      (43) 
Наконец, следует отметить зависимость логистического типа: 
xbea
y
1
    (44) 
Графиком функции (44) является так называемая «кривая насыще-
ния», которая имеет две горизонтальные асимптоты y=0 и y=1/a и 
точку перегиба ayabx 2/1,/ln , а также точку пересечения 
с осью ординат y=1/(a+b): 
 
 
 
 
 
 
 
 
 
 
 
 
Уравнение (44) приводится к линейному виду заменами переменных 
xezyu ,/1 . 
Любое уравнение нелинейной регрессии, как и линейной зави-
симости, дополняется показателем корреляции, который в данном 
случае называется индексом корреляции: 
2
2
1
y
остR      (45) 
y 
x 
1/a 
1/(a+b) 
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Здесь 
2
y - общая дисперсия результативного признака y, 
2
ост - оста-
точная дисперсия, определяемая по уравнению нелинейной регрессии 
xfyxˆ . Следует обратить внимание на то, что разности в соответ-
ствующих суммах 
2
yy  и 
2
ˆxyy  берутся не в преобра-
зованных, а в исходных значениях результативного признака. Иначе 
говоря, при вычислении этих сумм следует использовать не преобра-
зованные (линеаризованные) зависимости, а именно исходные нели-
нейные уравнения регрессии. По-другому (45) можно записать так: 
2
2
ˆ
1
yy
yy
R
x
   (46) 
Величина R находится в границах 10 R , и чем ближе она к еди-
нице, тем теснее связь рассматриваемых признаков, тем более надеж-
но найденное уравнение регрессии. При этом индекс корреляции сов-
падает с линейным коэффициентом корреляции в случае, когда пре-
образование переменных с целью линеаризации уравнения регрессии 
не проводится с величинами результативного признака. Так обстоит 
дело с полулогарифмической и полиномиальной регрессий, а также с 
равносторонней гиперболой (29). Определив линейный коэффициент 
корреляции для линеаризованных уравнений, например, в пакете Ex-
cel с помощью функции ЛИНЕЙН, можно использовать его и для не-
линейной зависимости. 
Иначе обстоит дело в случае, когда преобразование проводится 
также с величиной y, например, взятие обратной величины или лога-
рифмирование. Тогда значение R, вычисленное той же функцией ЛИ-
НЕЙН, будет относиться к линеаризованному уравнению регрессии, а 
не к исходному нелинейному уравнению, и величины разностей под 
суммами в (46) будут относиться к преобразованным величинам, а не 
к исходным, что не одно и то же. При этом, как было сказано выше, 
для расчета R следует воспользоваться выражением (46), вычислен-
ным по исходному нелинейному уравнению. 
Поскольку в расчете индекса корреляции используется соотно-
шение факторной и общей СКО, то R
2
 имеет тот же смысл, что и ко-
эффициент детерминации. В специальных исследованиях величину R
2
 
для нелинейных связей называют индексом детерминации. 
Оценка существенности индекса корреляции проводится так же, 
как и оценка надежности  коэффициента корреляции. 
Индекс детерминации используется для проверки существенно-
сти в целом уравнения нелинейной регрессии по F-критерию Фишера: 
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m
mn
R
R
F
1
1 2
2
,    (47) 
где n-число наблюдений, m-число параметров при переменных х. Во 
всех рассмотренных нами случаях, кроме полиномиальной регрессии, 
m=1, для полиномов (26) m=k, т.е. степени полинома. Величина m 
характеризует число степеней свободы для факторной СКО, а (n-m-1) 
– число степеней свободы для остаточной СКО. 
Индекс детерминации R
2
 можно сравнивать с коэффициентом 
детерминации r
2
 для обоснования возможности применения линейной 
функции. Чем больше кривизна линии регрессии, тем больше разница 
между R
2
 и r
2
. Близость этих показателей означает, что усложнять 
форму уравнения регрессии не следует и можно использовать линей-
ную функцию. Практически, если величина (R
2
-r
2
) не превышает 0,1, 
то линейная зависимость считается оправданной. В противном случае 
проводится оценка существенности различия показателей детермина-
ции, вычисленных по одним и тем же данным, через t-критерий 
Стьюдента: 
||
22
rRm
rR
t      (48) 
Здесь в знаменателе находится ошибка разности (R
2
-r
2
),  определяе-
мая по формуле: 
n
rRrRrR
m rR
22
2
2222
||
2
2   (49) 
Если 1; mntt табл , то различия между показателями корре-
ляции существенны и замена нелинейной регрессии линейной нецеле-
сообразна. 
В заключение приведем формулы расчета коэффициентов эла-
стичности для наиболее распространенных уравнений регрессии: 
 
Вид уравнения регрессии Коэффициент эластичности 
хbаy  
bха
хb
 
2cxbxay  
2
2
cxbxa
xcxb
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х
b
аy  
bах
b
 
xbay  bx ln  
bxay  b  
xbay ln  
xba
b
ln
 
bxa
y
1
 
bxa
bx
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