The pace of technological advancement in today S society has generated an enormous demand for method facilitating the intelligent testing for the toxicity of new chemicals. Until now it is common use to make prediction based on 'real' tests. Recent investigations support the general assumption that macroscopic properties like toxicity and ecotoxicity strongly depend on microscopic fiatures and the structure of the molecule. This paper's authors have developed a computationally intelligent method for supervised training of regression systems. Our method shall select those features needed to predict the toxicity and calculate the toxicity. The proposed methodology relies on supervised clustering with genetic algorithms and local learning. Different molecular descriptors are computed and the correlation behavior of the different descriptors in the descriptor space is studied.
Introduction
It is of special interest for environmental and health problems to predict the toxicology of chemicals.
Until now it is common use to make prediction based on 'real' tests. A very sensitive point for critical examinations of toxic activities is the accuracy of a prediction. Nowadays a new thinking in the direction of computational intelligence (CI) is needed for the prediction of toxicity and ecotoxicity. The key is to use databases of information about existing chemicals and past tests to predict whether a new chemical will be safe (testing it in software instead of on animals).
Recent investigations support the general assumption that macroscopic properties like toxicity and ecotoxicity strongly depend on microscopic features and the structure of the molecule. This allows us to set up Quantitative structure Activity -Relationship (QSAR), Quantitative Structure -Property Belationship (QSPR) and Quantitative -Structure Retention Relationship (QSRR), which are the bases for the prediction of toxicity from chemical structures of molecules (Green, 1995) . The assumption is that these microscopic features and the structures of molecules can be identified and characterized by certain molecular descriptors.
The general objective is to set up a functional dependency of the toxicity to a certain degree on the selected molecular descriptors. However, it will not be possible to write down this functional dependency in analytical form. The data in the database considered yield many points in the descriptor space, which can be used to extract d o w n functional properties, relations or rules etc.
The proposed methodology (Devogelaere, 1999) for the prediction of the toxicity relies on supervised clustering with genetic algorithms and local learning. In a first section the methodology is briefly introduced discussing in succession: (i) local learning, (ii) clustering with GAS for a variable number of clusters and (iii) scaled supervised regression clustering. In a second section, we discuss the results obtained for the prediction of the toxicity.
GAdC methodology
This section presents the GAdC algorithm developed by the authors and designed for regression analysis.
Local learning
Local learning (Atkeson, 1997) belongs to a data analytic methodology whose basic idea lies behind obtaining the prediction for a case i (with vector coordinates xi) by fitting a parametric function in its neighborhood. This means that these methods are 'locally parametric' as opposed to, for instance, least squares linear regression. Moreover, these methods do not produce a 'visible' model of the data. Instead they make predictions based on local models generated on a query point basis. In spite of being considered a non-parametric regression technique, local learning does have several 'parameters' that must be tuned in order to obtain good predictive results. One of the most important is the notion of neighborhood. Given a query point q, 0-7803-6400-7/00/$10.00 02000 IEEE we need to decide which training cases will be used to fit a local polynomial around the query point. This involves defining a distance metric over the multidimensional space defined by the input variables. With this metric, we can specify a distance function that allows finding the nearest training cases of any query point. Still, many issues remain open. Namely, weighting of the variables within the distance calculation can be crucial in domains with less relevant variables. Moreover, we need to specify how many training cases (L) will enter the local fit (usually known as the bandwidth selection problem, generally chosen as 3 or 5). Even after having a bandwidth size specification, we need to weight the contribution of the training cases within the bandwidth. Nearer points should contribute more into the local fit. This is usually accomplished through a weighting function (distance weighting factor d) that takes the distance to the query point into account (known as the kemel function). The outcome (q) for a case i (with vector coordinates xi) can now be estimated by local learning fiom the target outcomes of its L nearest neighbors (tl) according to:
The first factor in the denominator of the expression above allows incorporating a distance-weighting scheme. Introducing the distance weighting factor (d) can control the specifics. For the traditional least square error measure, the total regression error becomes
The correct tuning of all these modelling 'parameters' can be crucial for successful use of local learning.
GA-driven clustering with a variable cluster number
Clustering is a classic machine learning problem. The most popular clustering method is the wellknown K-means algorithm (Krishnaiah, 1982) . However, there are a number of good reasons to consider other clustering methods as well (Kuncheva, 1998) .
One alternative to the K-means clustering algorithm is to consider a genetic algorithm based clustering method where the GA determines the cluster centers in order to reduce the classical cluster dispersion measure (or any other measure related to cluster performance for that matter). A collection of N cases is partitioned into K groups according to:
Where J is the cluster dispersion measure (to be minimized), N is the number of cases, K is the number of clusters, 6& is 1 when case i belongs to cluster k, 0 otherwise, xi are the vector coordinates for case i, ck are the vector coordinates for cluster center k (to be determined).
It is straightforward to implement a genetic algorithm for "guessing" the cluster centers in order to minimize the objective function J. A genetic algorithm was implemented as a floating point GA with arithmetic cross-over arid uniform mutation (Michalewicz, 1996) . The chromosomes of the GA represent the coordinates of the cluster centers. If the dimensionality of the data is D, and there are K cluster centers, there will be D*K chromosomes. While the selection of mutation and crossover rates is important for the performance of the GA, it was found that the GA is fairly robust with regard to the particular implementation detiails such as operator selection and reproduction schemes.
Note that so far the number of clusters was predetermined. It is now possible to extend GA driven clustering to allow for a varying number of clusters (Kuncheva, 1998) . Rather than following Bezdek's suggestions, we had good success by starting out with a relatively large pretiescribed number of clusters and letting the number of clusters vary by adding a regularization term (i.e., in this case a penaltyhonus term for empty clusters) to the cluster dispersion, leading to the following fitness function:
Fitness-Function = J k y NE In the expression above, y is a "dummy cluster'' penaltyhonus factor and NE i:; the number of empty clusters. A cluster is empty when it has no members. Such empty or "dummy clustlers" do not effectively contribute to the cluster dispersion anymore. It depends on the particular application whether a penalty or bonus approach is more efficient. The choice of the penalty factor y is determined by trial and error. We found generally acceptable performance when the contritlution of regularization term to the cost function is of the same order of magnitude as the cluster dispersion measure.
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So far, a GA was introduced as an alternative to traditional clustering. The introduction of a dummy cluster regularization term offers an elegant way to vary the number of clusters and brings a significant advantage over traditional clustering methods. Up to this point, there is no supervised action going on. Combining the two former methods, we get a powerful prediction method. In a first step, the whole data set will be clustered and in each cluster the local learning method will be applied to calculate the outcome. Furthermore, the clustering itself will be influenced by the result of the local learning method. All that is needed in this case is to add an additional penalty term, related to the error measure, to the fitness function, according to:
The last term in the expression above represents a penalty factor proportional to the total regression error (Md). The proper choice for the regularization parameter (a) is problem dependent and needs to be specified by the user. a can be determined by trial and error. It was found that the particular choice for the regularization parameters is not crucial as long as each of the three terms in the cost function remains significant.
The GA driven regression clustering algorithm presented is now an alternative to a traditional feedforward artificial nerual network. One useful feature can still be added to regression clustering: dimension scaling. In the case that the data space has a very high dimensionality, it is generally desirable to reduce the dimensionality by selecting the most relevant features. Rather than combining the GA based regression clustering method with a traditional method for feature selection (e.g., by selecting the most correlated features with the outcomes), we propose to introduce adaptive scaling factors for each dimension. An easy way to implement this scheme is to add a number of genes corresponding to the dimensionality (D) to the chromosomes. In order to discourage irrelevant features or dimensions, each dimension is multiplied by its corresponding scaling factor. The sum of the scaling factors is normalized to unity to avoid a trivial solution. The GA automatically adjusts appropriate scaling factors and the most relevant features for a particular application are the ones with the larger scaling factors.
Computational results
The basis for our investigations is a set of 164 pesticides from seven different chemical classes with data on acute toxicity for rainbow trout, daphnia magna, etc ... (Benfenati, 1999) . The concentrations for this aquatic toxicity -taken from the Pesticides Manual -are given in two representations, LCso and -loglo(LC5d(mmoY1)), the latter being the unit usually employed in literature. The Lethal Concentration 50% (LCs0) is the concentration of the chemical in water at which 50% of the laboratory animals die after a certain period of time.
174 molecular descriptors such as constitutional and topological descriptors, electrostatic and quantumchemical descriptors and others, which are partly continuous, partly discrete values, were calculated (Benfenati, 1999) The first part of the chromosome contains the scalars, the second part the centers of the clusters. A scalar has a value between -I and +I depending on the importance for the prediction. Each center of a The Div of each descriptor is plotted in figure 2. From this figure its quite clear that this values decreases fast which means that you only need a part of the descriptors to build a good prediction model for the toxicity. This is illustrated by means of the cumulative curve. Only 24 out of 156 descriptors are needed to cover 80 % Div. To cover 90% Div, the number of descriptors increases to 37, which is less than 25% of the descriptors available. 
Conclusions
We presented a hybrid method for supervised training of multivariate regression systems. This method deals with ill-defined problems having little cases available each with 2~ high number of variables. One of the main advantages is that the preprocessing phase can be very short (no scaling of values!). Furthermore it is veiy easy to obtain a ranking of the variables depending on their importance for the prediction obtained. We applied our hybrid method to a restricted class of chemicals, namely pesticides. Registered chemicals increased with more than 3 million between 1996 and 1998. Therefore it is of special interest to have cheap computational models as alternative for costly traditional test methods in the prediction of toxicity.
