ABSTRACT The existing neural networks suffer from partial observation while modeling and controlling dynamic systems. In this paper, a new linearized recurrent neural network, the Taylor expanded echo state network (TESN), is proposed for predictive control of partially observed dynamic systems. Two schemes of regularization, ridge regression and sparse regression, are imposed on TESNs to tackle the issue of ill-conditioned estimation. Furthermore, two estimators, lasso and elastic net, are investigated for sparse regression. Regularized learning is found to improve the estimation consistency of readout coefficients and, at the same time, suppress the accumulation of linearization residues in a prediction horizon. A series of experiments was carried out, and the results verified that regularized learning is contributive to TESNs in predictive control of partially observed dynamic systems.
I. INTRODUCTION
Predictive control refers to the algorithms that apply some explicit system models to predict incoming responses and determine the optimal sequence of control inputs [1] , [2] . The performance is subject to the fitness and robustness of the system models [3] - [5] . As far as complicated dynamic systems are concerned, neural networks are a common choice for predictive control [6] , thus the term neural predictive control (NPC). There have been two widespread approaches for predictive control: the first is established on nonlinear models and non-convex optimization [6] - [8] , whereas the second is relevant to linearized models and quadratic programming [9] - [14] . For linear predictive control, the latter approach is advantageous in terms of convenience and efficiency. Neural networks often make use of the first-order Taylor expansion to approximate their activation functions. It behaves like a linear state space model; hence quadratic programming is readily applicable like a common linear predictive control.
Many paradigms, including feed-forward neural networks [6] - [8] and recurrent neural networks [9] - [14] , have been proposed for predictive control. From a modeling point of view, recurrent neural networks are suitable for nonlinear dynamics, whereas feed-forward neural networks are more competitive in static mapping [15] . Recurrent neural networks are comparatively powerful; however they are not very efficient in training [13] . With these considerations, echo state networks (ESNs) have recently been introduced as enhanced recurrent neural networks for predictive control [16] .
The predictive performance of any neural network is heavily dependent on the training. The neural model becomes unreliable when it is used beyond the scope of training data [1] . Nevertheless, in practice, observations are often incomplete or imperfect in that, on one hand, a system cannot be fully excited due to limited inputting choices, and on the other hand, a system might be too complicated (such as chaos) to be characterized by finite-length data. In other words, the acquired observations might not be sufficient to cover the entire dynamics of an unknown system.
Partial observations usually result in the quick accumulation of linearization residues in the prediction horizon and, thereby damage control robustness. A few studies have focused on linearization residues. For example, Yan and Wang developed a series of models with an extreme learning machine [17] . Gil et al. [18] modeled linearization residues by using a dual unscented Kalman filter for online updating of neural network weights. It is noteworthy that, typically, the aforementioned solutions are all passive, and the modeling effectiveness is still dependent on observations.
In the present study, an active scheme is proposed to significantly alleviate the accumulation of linearization residues, which is helpful toward improving control robustness. For a new ESN, it is first linearized by the Taylor expansion, and thus converted into a Taylor-expanded ESN (TESN). Regularized learning, by which the readout coefficients are constrained, is proposed to suppress residue accumulation in the prediction horizon. The regularized TESN is effective in modeling typical complex systems. Here regularized learning brings twofold benefits: on one hand, it effectively copes with partially observed dynamic systems; on the other hand, no additional model is necessary.
The rest of this paper is organized as follows. Section II introduces the background works on ESNs and TESNs for predictive control are introduced. Section III elaborates the proposed schemes of regularization, namely, ridge regression [19] and sparse regression [20] , [21] . A series of experiments are reported in Section IV. Section V addresses the experimental results and the related findings in the preceding section. Concluding remarks are drawn in the last section.
II. TESN FOR NPC
A plain ESN was first reported in 2004 [16] , and the authors further proposed a new morphological paradigm with leaky-integrator in 2007 [22] . These ESNs have a similar infrastructure that includes a high-dimensional reservoir matrix and a readout matrix. The reservoir matrix is advantageous of accommodating fruitful nonlinear dynamics, and is thus able to approximate highly nonlinear (such as chaos) systems.
It is common to model an ESN as:
where f (·) is an unknown activation function, u(k) denotes the input vector, x(k) is the internal state matrix, and y(k) is the output vector. Here, y(k) may be optionally fed back to x(k + 1). All weighting matrices W * , except W out , are randomly generated and normalized before supervised training. All the scalar parameters (ρ, s in , s out , and s fb ) in Eq. (1) are subject to manual settings; however, ρ should be smaller than 1. The superscripts are added to discriminate the weighting matrices, where ''in'', ''out'' and ''fb'' denote the input, output and feedback loop, respectively. Three essential steps are involved in establishing a new ESN: warming, collection and estimation. First, for a specific application, the sequence of known states is imported into the ESN to transiently warm up from x(0)=0 to the initial state. The sequence is then discarded, and more states are collected for readout estimation. Then, teacher forcing is introduced to enhance the ESN training when there is output feedback [23] , in which the relationship between the reservoir and the readout is disengaged. The procedure eventually becomes similar to that of a feed-forward system. In this study, by using W fb , we directly feed the desired outputs, instead of the real outputs, into the connections for supervised training. Given the state matrix x and the desired output y tchr , it is possible to estimate W out by using an ordinary least square (OLS) estimation:
An ESN can be adjusted and optimized to model any temporal dataset. In practice, linearization has been found to be indispensable for robust predictive control. Given an operating point φ (usually set φ = y 0 ), the internal state x of an ESN needs to approach a specified state χ 0 = s out (W out ) −1 φ. Eq. (1) can be linearized by applying the firstorder Taylor expansion if the ESN is approximately linear in the area around χ 0 :
where
Here, ∇f (χ 0 ) is a Jacobian matrix and e(·) denotes all other high-order terms. If further defining
Eq. (1) can be converted into a standard state space:
where the constant term c = f (χ 0 )−∇f (χ 0 )χ 0 . Note that e(·) in Eq. (3) has been omitted for a fully linear state space. In this study, Eq. (6) is termed as a TESN model to differentiate it from naive linear ESNs with linear activation functions.
To eliminate the constant term c, it is appropriate to rewrite Eq. (6) in an incremental vector format:
Given the prediction horizon N p , the control horizon N c , the dimension of input vector n u , the dimension of output vector n y and a quadratic coefficient matrix H, which is defined as
T y and T u are positive definite matrices determined manually with the weighting matrices Q and P:
Here, P and Q denote the importance of input vector u and output vector y during quadratic programming. Furthermore, given the expected output trajectory y r and another coefficient matrix of linear terms G(k + 1), defined as
where (13) that is determined by applying
It is then possible to convert the predictive control problem of the system modeled as (7) to a function of quadratic programming
where U is a variable formatted as
The optimization is constrained by (17) where
Here, u max , u min , u max , u min , y max , and y min are pending on manual initialization in advance.
FIGURE 1.
Constructing the TESN-based NPC. The construction process includes at least six steps: x collecting data for ESN training, y training an ESN and estimating its readout coefficients, z linearizing the trained ESN into a TESN, { completing a function of quadratic programming based on the TESN, | determining the current state based on the trained ESN, and } solving the optimal control input. Steps x to z need to be finished offline before the NPC begins, and steps { to } constitute an NPC controller for online control of the system. The offline trained ESN is used as a state observer through washing out to synchronize with the plant in online control, and the TESN is rewritten as an incremental model to construct a linear NPC.
For predictive control, the whole framework of a TESN ( Fig. 1) is established on the model (7), the function of quadratic programming (15) and the constraint condition (17) . In the first, the ESN module is trained offline for online control and then linearized with Taylor expansion to construct TESN. It is then immediately trained by a sequence of current states for predictive control. In other words, there are two interplaying processes, namely the linear optimization for TESN construction and the nonlinear updating for TESN optimization. Algorithm 1 details the main processes in establishing a TESN for predictive control.
III. REGULARIZED TESNs
Regularized learning has been proved to be effective in reducing parameter dependency [24] and improving prediction
Algorithm 1 TESN for Predictive Control
Initialization:
• Set k = 0, x(0), y(0), u(0), x(0) and y(0);
• Configure the constraint parameters u max , u min , u max , u min , y max and y min ;
• Identify an off-line nonlinear dynamical system by using ESN, and obtain the matrices W, W in , W fb and W out ;
• Linearize the ESN model with the Taylor expansion and obtain the matrices A, B, C and D;
• Set the expected output y r , prediction horizon N p , control horizon N c , and weighting matrices P and Q; while not converge do
and H;
• Obtain U by solving the quadratic programming problem (15) subjected to the constraint condition (17);
• Select the first component of U and compute
• Excite the real system and the ESN model with u(k+1) so as to obtain the new system output y(k +1) and state x(k + 1);
robustness [25] . Two regularization strategies are introduced into the TESN training to tackle the ill-conditioned estimation of partially observed dynamic systems. The regularized TESNs can guarantee the consistent estimation of readout coefficients, and are thus helpful in suppressing linearization residues.
A. REGULARIZATION
The estimation of readout coefficients is an issue in linear multivariate regression. With respect to the co-linearity in the data collected from a partially observed dynamic system, the matrix xx T is singular such that computing (xx T ) −1 by using Eq. (2) would result in numerical instability. Both ridge regression [19] and sparse regression [20] , [21] are investigated here to improve the stability of the matrix inversion.
In ridge regression, a small constant is supplemented to remove the singularity of the diagonal xx T . There is a slight difference from Eq. (2):
where β is a manually selected parameter for ridge regression. It is possible to convert Eq. (19) into a minimizing problem of root mean square errors under the L 2 norm penalty:
Sparse regression is comparatively more complicated than ridge regression. Two schemes, lasso [26] and elastic net [27] , have been investigated widely for sparse regression. Instead of the L 2 norm in Eq. (20) , an L 1 norm is used for lasso regression:
The elastic net for sparse regression further adopts a combined strategy:
Ridge regression is concise but possibly biased. Sparse regressions by lasso and elastic net have similar properties. However, the scheme of elastic net is better in case of high co-linearity [27] . Moreover, it is possible to increase the penalty parameter λ for more stable estimation, which nonetheless brings some side effects including increased biases in ridge regressions or increased residual errors in sparse regressions [28] .
B. SUPPRESSION OF LINEARIZATION RESIDUES
In consideration of the linearization residues e in Eq. (7), the state space can be rewritten as
Given the prediction horizon N p , it is possible to solve x(N p ) by iterative computing:
whereÃ= A + CD. If defining the error of linearization residues as
the accumulation of e(k) is bounded with the norm ofÃ. According to matrix norms and triangle inequality, it is appropriate to assume that
Matrices A and C are predefined before ESN training; hence the upper bound of Ã N p is straightforwardly decided by ||D||. If ||D|| is too big such that (||A|| + ||C|| · ||D||) > 1, it will collapse the control system quickly.
In each iteration of TESN optimization, a new term of linearization residue e(k) is included in the state vector x(k). VOLUME 4, 2016 As a consequence, the stability of TESN prediction is much worse than that of its nonlinear counterpart. By constraining Ŵ out in regression, the norm penalties in Eqs. (20)- (22) are very helpful in decreasing ||D||; hence they enhance the regularized TESN for predictive control.
The following example shows the indispensability of regularization for good predictive control of partially observed dynamic systems. The lazy-eight model is a superposing pattern with a sine in the x-axis and a half-frequency cosine in the y-axis [22] :
In the simulation, the lazy-eight model ran about 200 steps and accomplished every completed cycle. A sequence of 40-cycle lazy eight data was extracted for the ESN training. Four ESNs were constructed with the following control parameters: N = 100, ρ = 0.5,
, p = N /2 and β = 10 −5 . They were independently generated and three of them were linearized as TESNs. Two TESNs were further regularized by ridge regression (TESN ridge ) and sparse regression (TESN sparse ), respectively. All four ESNs were used to continuously predict 200 steps (i.e., another completed cycle). (Fig. 2a) and TESN OLS (Fig. 2b) did not function at all. In particular, according to the output trajectory, it seemed that the linearized TESN OLS without regularization was out of control. This kind of degeneration might be attributed to that, first, there was no activation function in TESN OLS to constrain its internal states, and second, the linearization residues quickened the deviation from normal states. In contrast, the regularized TESN ridge (Fig. 2c) and TESN sparse (Fig. 2d) functioned well. Despite the straightforward ridge regression, TESN ridge was able to make the shape of lazy eight recognizable. The scheme of sparse regression further promoted TESN sparse for predictive control of the lazy eight.
In practice, it is not easy to acquire the completed information of a lazy-eight model no matter how many observations there are. To simulate a fully observed system, we made a compromise by applying:
where v 1 , v 2 , v 3 and v 4 were random variables in the interval [−1, 1]. The parameters a 1 , a 2 , a 3 and a 4 were assigned as those in Table I such that, on one hand, the instance e1 was similar to (27) , a partially observed system, and on the other hand, the instances e2 and e3 were equivalent to a fully observed system in some sense. Three ESNs with ordinary least squares were trained for the instances e1, e2 and e3, respectively. Their performance was evaluated according to the L 1 -norm condition numbers of the state covariance matrices xx T . The condition numbers in e2 and e3 were found to decrease significantly. Fig. 3 further illustrates the eigenvalue spectrum of xx T . Note that most eigenvalues of e2 and e3 increased, indicating that the ill-conditioned estimation was amended in a nearly fully observed system. In a nutshell, the ill-conditioned estimation becomes a challenging issue, especially in partially observed dynamic systems.
IV. EXPERIMENTS
Three examples were carried out to demonstrate the effectiveness of regularized TESNs for predictive control of partially observed dynamic systems. A randomly generated ESN was trained to obtain ESN OLS , ESN ridge and ESN sparse . Their readout coefficients were estimated by using ordinary least square (OLS), ridge regression (ridge) and sparse regression (sparse), respectively. The trained ESNs were then linearized with Taylor expansion and thus became TESN OLS , TESN ridge and TESN sparse .
A. REFERENCE POINT CONTROL
A discrete-time, two-dimensional nonlinear oscillator was constructed to approximate the following continuous Duffing equation by forward difference [29] :
where the sampling time T s = 0.05. This Duffing oscillator was a strongly nonlinear system that was hard to depict with finite-length data. About 15000 steps of outputs were collected for ESN training. The related systematic parameters were assigned as: N = 300, ρ = 0. The outputs of predictive control were shown in Fig. 4 . The predictive control by TESN sparse and TESN ridge seemed to arrive easily at the reference point and quickly turn stable. In contrast, the control output y 1 from TESN OLS moved far away from the reference point, and y 2 oscillated slightly from beginning to end.
B. REFERENCE SIGNAL TRACKING CONTROL
A nonlinear system was defined according to the difference equation in [30] : . TESN ridge and TESN sparse arrived at the reference point and turned stable quickly, whereas the control output y 1 from TESN OLS moved far away from the reference point, and y 2 oscillated slightly from beginning to end.
The system output y(k) attempted to track a smooth reference signal as
The systems were excited by the input sequence u(k) = 2 sin(kπ/30)+v−0.5(k = 1, 2, . . . , 8000) in which v was a random white noise. An ESN with 300 internal neurons was constructed to identify the system in (30) . The scale parameters were set as ρ = 0. A new index was defined by accounting for the accumulated tracking errors:
(32) Fig. 5(a) shows the performance in predictive control of the step responses. The errors in TESN OLS obviously accumulated much faster than those in the other two TESN controllers. The system (30) was then re-excited by applying u(k) = 3v − 1.5, and thus became a fully observed system. The preceding processes of training and control were repeated with the same parameters. The results of error accumulation were plotted in Fig. 5(b) . There was little difference among the three TESN controllers. It is thus straightforward to conclude from Fig. 5 that regularization is indispensable when establishing TESNs for predictive control of partially observed dynamic systems.
C. ELECTRICAL SOURCE CONTROL
An electrical source of a fuel cell stack was simulated as shown in Fig. 6 [31] . The DC/DC converter and a series of RLC branches were connected with the fuel cell stack as load. The output current was held at a constant value by a DC bus controller. The output voltage was controlled by adjusting the level of atmospheric pressure. The system was driven according to 400+250sin(0.02πt)+50(v − 0.5) and the working current kept at 25A. The output voltage was sampled at 2Hz.
An ESN with 300 internal neurons was used to identify the system shown in Fig. 6 . The scale parameters were assigned ρ = 0.6, s in = [0.0005; 0.005], s out = 1, and s fd = 0.005. In addition, the parameters of regularization were set as s v = 5 × 10 −7 , p = 2N /3 and β = 10 −8 . A sequence of 14000-step samples was used to train ESN OLS , ESN ridge and ESN sparse , which were then used to continuously predict about 2000 steps. Fig. 7 depicts the errors of the first 500-step predictive control. If defining the normalized root-mean-square (NRMS) as an index of predictive errors, the ones corresponding to ESN OLS , ESN ridge and ESN sparse were 0.033, 0.039 and 0.030.
For the linearized TESNs, the predictive horizon was configured as N p = 20 and the control horizon as N c = 15, while the weighting matrices were assigned as P=[0.002] and Q= [1] , respectively. Fig. 8 illustrates the predictive control of the step responses by TESN OLS , TESN ridge and TESN sparse .
As shown in Figs. 7 and 8 , the predictive performance of the three ESN models was comparable, but their control performance after linearization was distinct from each other. TESN OLS without regularization did not converge, and thus 
FIGURE 8.
Step responses of predictive control. Both TESN ridge and TESN sparse were more effective than TESN OLS in the predictive control of step responses. failed in step response and control. In contrast, the regularized TESN ridge and TESN sparse responded to step trajectories promptly and turned stable eventually. It is thus sound to propose that regularization is very useful in facilitating TESNs for the predictive control of electrical sources.
V. DISCUSSION
The quick accumulation of linearization residues is a challenging issue while constructing TESNs for predictive control of partially observed systems. Abnormal accumulation has been found to be closely related to TESNs' readout coefficients. To obtain a fully linear model of state space, the high-order terms e in Eq. (3) has to be omitted during linearization. It disturbs TESNs in loss of prediction stability. In this study, we propose the regularization of TESN readouts as an active scheme to suppress linearization residues as much as possible. Both ridge regression and sparse regression have been proven to be effective in regularizing linearization residues. However, it remains unclear how readout coefficients vary during regularization. Take the ESN generated in the experiment of step response control as an example. Six groups of regularization were further carried out by using the control parameters in Table II , where s v , p and β denote the noise, sparsity penalty and ridge regression, respectively. Fig. 9 illustrates the distribution of the resultant readout coefficients. All data points seem to be clustered in a nearly circular area. Therefore, if defining the radius of distribution as a metric, both sparse regression (Fig. 9b ) and ridge regularization (Fig. 9c) will reduce it substantially.
It is also appropriate to take the matrix norm as a metric of statistical dispersion:
where x i is the i th component of matrix x. This means that, in practice, an L 1 -norm penalty is comparable with the median operation that is able to minimize the average absolute deviations. An L 2 -norm penalty is similar to the mean operation that is able to minimize mean squared errors. In general, the absolute deviation of a mean operation is about 0.8 times the counterpart standard deviation. Therefore, an optimization with the L 1 norm usually requires a bigger λ than that with the L 2 norm. In other words, the L 2 norm is better in suppressing outliers than the L 1 norm. Therefore, as shown in Fig. 9(c) , large coefficients seldom occur in ridge regression with the L 2 -norm penalty. In contrast, as shown in Fig. 9(b) , sparse regression with the L 1 -norm penalty is prone to selecting the state variables that are highly related to the readouts with large coefficients.
Moreover, it has been noticed that adding scaled white noise is an independent regularization strategy, too. Model (1) is then converted into
where s v denotes the identical and independently distributed white noise (Table II) . In statistics, the noise emphasizes the diagonal xx T . It reinforces the traversing processes of a partially observed dynamic system and actually decreases the probability of co-linearity, which frequently happens during observation. 
VI. CONCLUSION
ESN is a kind of comparatively new recurrent neural network. Despite of a good many internal neurons, there is merely a sparse connected hidden layer. In particular, both the connections and the hidden weights are randomly initialized. While computing the output parameters for predictive control, ESNs often suffer from singularity due to partial observation. In this study, an ESN was first linearized as a TESN, and then trained with regularized learning for predictive control of partially observed dynamic systems. Two schemes of regularization including ridge regression and sparse regression were proposed for the consistent estimation of readout coefficients. Different applications were simulated, and the results confirmed that these solutions could suppress residue accumulation and, at the same time, improve control robustness. Regularized learning is a well-established solution for network optimization and generalization. However, to the best of our knowledge, this study is among the first to regularize linearized ESNs for predictive control of partially observed dynamic systems. 
