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A science for everybody – but not an easy science
This book is about the distribution and abundance of different
types of organism, and about the physical, chemical but especially
the biological features and interactions that determine these 
distributions and abundances.
Unlike some other sciences, the subject matter of ecology is
apparent to everybody: most people have observed and pondered
nature, and in this sense most people are ecologists of sorts. But
ecology is not an easy science. It must deal explicitly with three
levels of the biological hierarchy – the organisms, the populations
of organisms, and the communities of populations – and, as 
we shall see, it ignores at its peril the details of the biology of
individuals, or the pervading influences of historical, evolution-
ary and geological events. It feeds on advances in our knowledge
of biochemistry, behavior, climatology, plate tectonics and so on,
but it feeds back to our understanding of vast areas of biology
too. If, as T. H. Dobzhansky said, ‘Nothing in biology makes 
sense, except in the light of evolution’, then, equally, very little
in evolution, and hence in biology as a whole, makes sense
except in the light of ecology.
Ecology has the distinction of being peculiarly confronted
with uniqueness: millions of different species, countless billions
of genetically distinct individuals, all living and interacting in a
varied and ever-changing world. The challenge of ecology is to
develop an understanding of very basic and apparent problems,
in a way that recognizes this uniqueness and complexity, but seeks
patterns and predictions within this complexity rather than being
swamped by it. As L. C. Birch has pointed out, Whitehead’s recipe
for science is never more apposite than when applied to ecology:
seek simplicity, but distrust it.
Nineteen years on: applied ecology has 
come of age
This fourth edition comes fully 9 years after its immediate pre-
decessor and 19 years after the first edition. Much has changed –
in ecology, in the world around us, and even (strange to report!)
in we authors. The Preface to the first edition began: ‘As the cave
painting on the front cover of this book implies, ecology, if not
the oldest profession, is probably the oldest science’, followed by
a justification that argued that the most primitive humans had to
understand, as a matter of necessity, the dynamics of the envir-
onment in which they lived. Nineteen years on, we have tried to
capture in our cover design both how much and how little has
changed. The cave painting has given way to its modern equi-
valent: urban graffiti. As a species, we are still driven to broadcast
our feelings graphically and publicly for others to see. But 
simple, factual depictions have given way to urgent statements
of frustration and aggression. The human subjects are no longer
mere participants but either perpetrators or victims.
Of course, it has taken more than 19 years to move from 
man-the-cave-painter to man-the-graffiti-artist. But 19 years ago
it seemed acceptable for ecologists to hold a comfortable, object-
ive, not to say aloof position, in which the animals and plants
around us were simply material for which we sought a scientific
understanding. Now, we must accept the immediacy of the 
environmental problems that threaten us and the responsibility
of ecologists to come in from the sidelines and play their full part
in addressing these problems. Applying ecological principles is not
only a practical necessity, but also as scientifically challenging as
deriving those principles in the first place, and we have included
three new ‘applied’ chapters in this edition, organized around the
Preface
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three sections of the book: applications at the level of individual
organisms and of single-species populations, of species inter-
actions, and of whole communities and ecosystems. But we
remain wedded to the belief that environmental action can only
ever be as sound as the ecological principles on which it is based.
Hence, while the remaining chapters are still largely about the
principles themselves rather than their application, we believe that
the whole of this book is aimed at improving preparedness for
addressing the environmental problems of the new millennium.
Ecology’s ecological niche
We would be poor ecologists indeed if we did not believe that
the principles of ecology apply to all facets of the world around
us and all aspects of human endeavor. So, when we wrote the first
edition of Ecology, it was a generalist book, designed to overcome
the opposition of all competing textbooks. Much more recently,
we have been persuaded to use our ‘big book’ as a springboard
to produce a smaller, less demanding text, Essentials of Ecology (also
published by Blackwell Publishing!), aimed especially at the first
year of a degree program and at those who may, at that stage,
be taking the only ecology course they will ever take.
This, in turn, has allowed us to engineer a certain amount of
‘niche differentiation’. With the first years covered by Essentials,
we have been freer to attempt to make this fourth edition an up-
to-date guide to ecology now (or, at least, when it was written).
To this end, the results from around 800 studies have been
newly incorporated into the text, most of them published since
the third edition. None the less, we have shortened the text by
around 15%, mindful that for many, previous editions have
become increasingly overwhelming, and that, clichéd as it may
be, less is often more. We have also consciously attempted,
while including so much modern work, to avoid bandwagons that
seem likely to have run into the buffers by the time many will
be using the book. Of course, we may also, sadly, have excluded
bandwagons that go on to fulfil their promise.
Having said this, we hope, still, that this edition will be of value
to all those whose degree program includes ecology and all who
are, in some way, practicing ecologists. Certain aspects of the 
subject, particularly the mathematical ones, will prove difficult for
some, but our coverage is designed to ensure that wherever our
readers’ strengths lie – in the field or laboratory, in theory or in
practice – a balanced and up-to-date view should emerge.
Different chapters of this book contain different proportions
of descriptive natural history, physiology, behavior, rigorous 
laboratory and field experimentation, careful field monitoring 
and censusing, and mathematical modeling (a form of simplicity 
that it is essential to seek but equally essential to distrust). These
varying proportions to some extent reflect the progress made in
different areas. They also reflect intrinsic differences in various
aspects of ecology. Whatever progress is made, ecology will
remain a meeting-ground for the naturalist, the experimentalist,
the field biologist and the mathematical modeler. We believe that
all ecologists should to some extent try to combine all these facets.
Technical and pedagogical features
One technical feature we have retained in the book is the incor-
poration of marginal es as signposts throughout the text. These,
we hope, will serve a number of purposes. In the first place, they
constitute a series of subheadings highlighting the detailed struc-
ture of the text. However, because they are numerous and often
informative in their own right, they can also be read in sequence
along with the conventional subheadings, as an outline of each
chapter. They should act too as a revision aid for students – indeed,
they are similar to the annotations that students themselves
often add to their textbooks. Finally, because the marginal notes
generally summarize the take-home message of the paragraph 
or paragraphs that they accompany, they can act as a continuous
assessment of comprehension: if you can see that the signpost 
is the take-home message of what you have just read, then you
have understood. For this edition, though, we have also added 
a brief summary to each chapter, that, we hope, may allow 
readers to either orient and prepare themselves before they
embark on the chapter or to remind themselves where they 
have just been.
So: to summarize and, to a degree, reiterate some key features
of this fourth edition, they are:
• marginal notes throughout the text
• summaries of all chapters
• around 800 newly-incorporated studies
• three new chapters on applied ecology
• a reduction in overall length of around 15%
• a dedicated website (www.blackwellpublishing.com/begon),
twinned with that for Essentials of Ecology, including inter-
active mathematical models, an extensive glossary, copies of 
artwork in the text, and links to other ecological sites
• an up-dating and redrawing of all artwork, which is also avail-
able to teachers on a CD-ROM for ease of incorporation into
lecture material.
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Deﬁnition and scope of ecology
The word ‘ecology’ was first used by Ernest Haeckel in 1869.
Paraphrasing Haeckel we can describe ecology as the scientific
study of the interactions between organisms and their environ-
ment. The word is derived from the Greek oikos, meaning
‘home’. Ecology might therefore be thought of as the study of
the ‘home life’ of living organisms. A less vague definition was
suggested by Krebs (1972): ‘Ecology is the scientific study of 
the interactions that determine the distribution and abundance
of organisms’. Notice that Krebs’ definition does not use the word
‘environment’; to see why, it is necessary to define the word. 
The environment of an organism consists of all those factors and
phenomena outside the organism that influence it, whether these
are physical and chemical (abiotic) or other organisms (biotic). The
‘interactions’ in Krebs’ definition are, of course, interactions with
these very factors. The environment therefore retains the central
position that Haeckel gave it. Krebs’ definition has the merit of
pinpointing the ultimate subject matter of ecology: the distribu-
tion and abundance of organisms – where organisms occur, how
many occur there, and why. This being so, it might be better still
to define ecology as:
the scientific study of the distribution and abundance of
organisms and the interactions that determine distribution
and abundance.
As far as the subject matter of ecology is concerned, ‘the 
distribution and abundance of organisms’ is pleasantly succinct.
But we need to expand it. The living world can be viewed as a
biological hierarchy that starts with subcellular particles, and
continues up through cells, tissues and organs. Ecology deals 
with the next three levels: the individual organism, the population
(consisting of individuals of the same species) and the community
(consisting of a greater or lesser number of species populations).
At the level of the organism, ecology deals with how individuals
are affected by (and how they affect) their environment. At the
level of the population, ecology is concerned with the presence
or absence of particular species, their abundance or rarity, and
with the trends and fluctuations in their numbers. Community
ecology then deals with the composition and organization of 
ecological communities. Ecologists also focus on the pathways 
followed by energy and matter as these move among living 
and nonliving elements of a further category of organization: 
the ecosystem, comprising the community together with its 
physical environment. With this in mind, Likens (1992) would
extend our preferred definition of ecology to include ‘the 
interactions between organisms and the transformation and 
flux of energy and matter’. However, we take energy/matter 
transformations as being subsumed in the ‘interactions’ of our
definition.
There are two broad approaches that ecologists can take at
each level of ecological organization. First, much can be gained
by building from properties at the level below: physiology when
studying organismal ecology; individual clutch size and survival
probabilities when investigating the dynamics of individual species
populations; food consumption rates when dealing with inter-
actions between predator and prey populations; limits to the 
similarity of coexisting species when researching communities, and
so on. An alternative approach deals directly with properties of
the level of interest – for example, niche breadth at the organis-
mal level; relative importance of density-dependent processes at
the population level; species diversity at the level of community;
rate of biomass production at the ecosystem level – and tries to
relate these to abiotic or biotic aspects of the environment. Both
approaches have their uses, and both will be used in each of the
three parts of this book: Organisms; Species Interactions; and
Communities and Ecosystems.
Introduction: Ecology and 
its Domain
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xii INTRODUCTION: ECOLOGY AND ITS DOMAIN
Explanation, description, prediction and control
At all levels of ecological organization we can try to do a num-
ber of different things. In the first place we can try to explain or
understand. This is a search for knowledge in the pure scientific
tradition. In order to do this, however, it is necessary first to describe.
This, too, adds to our knowledge of the living world. Obviously,
in order to understand something, we must first have a descrip-
tion of whatever it is that we wish to understand. Equally, but
less obviously, the most valuable descriptions are those carried
out with a particular problem or ‘need for understanding’ in mind.
All descriptions are selective: but undirected description, carried
out for its own sake, is often found afterwards to have selected
the wrong things.
Ecologists also often try to predict what will happen to an 
organism, a population, a community or an ecosystem under a
particular set of circumstances: and on the basis of these predic-
tions we try to control the situation. We try to minimize the effects
of locust plagues by predicting when they are likely to occur and
taking appropriate action. We try to protect crops by predicting
when conditions will be favorable to the crop and unfavorable
to its enemies. We try to maintain endangered species by 
predicting the conservation policy that will enable them to 
persist. We try to conserve biodiversity to maintain ecosystem
‘services’ such as the protection of chemical quality of natural
waters. Some prediction and control can be carried out without
explanation or understanding. But confident predictions, precise 
predictions and predictions of what will happen in unusual 
circumstances can be made only when we can explain what is
going on. Mathematical modeling has played, and will continue
to play, a crucial role in the development of ecology, particularly
in our ability to predict outcomes. But it is the real world we are
interested in, and the worth of models must always be judged in
terms of the light they shed on the working of natural systems.
It is important to realize that there are two different classes
of explanation in biology: proximal and ultimate explanations. For
example, the present distribution and abundance of a particular
species of bird may be ‘explained’ in terms of the physical environ-
ment that the bird tolerates, the food that it eats and the para-
sites and predators that attack it. This is a proximal explanation.
However, we may also ask how this species of bird comes to have
these properties that now appear to govern its life. This question
has to be answered by an explanation in evolutionary terms. The
ultimate explanation of the present distribution and abundance of
this bird lies in the ecological experiences of its ancestors. There
are many problems in ecology that demand evolutionary, ultimate
explanations: ‘How have organisms come to possess particular 
combinations of size, developmental rate, reproductive output and
so on?’ (Chapter 4), ‘What causes predators to adopt particular
patterns of foraging behavior?’ (Chapter 9) and ‘How does it come
about that coexisting species are often similar but rarely the
same?’ (Chapter 19). These problems are as much part of modern
ecology as are the prevention of plagues, the protection of crops
and the preservation of rare species. Our ability to control and
exploit ecosystems cannot fail to be improved by an ability to
explain and understand. And in the search for understanding, we
must combine both proximal and ultimate explanations.
Pure and applied ecology
Ecologists are concerned not only with communities, populations
and organisms in nature, but also with manmade or human-
influenced environments (plantation forests, wheat fields, grain
stores, nature reserves and so on), and with the consequences 
of human influence on nature (pollution, overharvesting, global
climate change). In fact, our influence is so pervasive that we would
be hard pressed to find an environment that was totally unaffected
by human activity. Environmental problems are now high on the
political agenda and ecologists clearly have a central role to play:
a sustainable future depends fundamentally on ecological under-
standing and our ability to predict or produce outcomes under
different scenarios.
When the first edition of this text was published in 1986, the
majority of ecologists would have classed themselves as pure 
scientists, defending their right to pursue ecology for its own sake
and not wishing to be deflected into narrowly applied projects.
The situation has changed dramatically in 20 years, partly because
governments have shifted the focus of grant-awarding bodies
towards ecological applications, but also, and more fundamentally,
because ecologists have themselves responded to the need to direct
much of their research to the many environmental problems that
have become ever more pressing. This is recognized in this new
edition by a systematic treatment of ecological applications – each
of the three sections of the book concludes with an applied 
chapter. We believe strongly that the application of ecological 
theory must be based on a sophisticated understanding of the pure
science. Thus, our ecological application chapters are organized
around the ecological understanding presented in the earlier
chapters of each section.
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Introduction
We have chosen to start this book with chapters about organ-
isms, then to consider the ways in which they interact with each
other, and lastly to consider the properties of the communities
that they form. One could call this a ‘constructive’ approach. We
could though, quite sensibly, have treated the subject the other
way round – starting with a discussion of the complex com-
munities of both natural and manmade habitats, proceeding to
deconstruct them at ever finer scales, and ending with chapters
on the characteristics of the individual organisms – a more 
analytical approach. Neither is ‘correct’. Our approach avoids 
having to describe community patterns before discussing the
populations that comprise them. But when we start with individual
organisms, we have to accept that many of the environmental
forces acting on them, especially the species with which they 
coexist, will only be dealt with fully later in the book.
This first section covers individual organisms and populations
composed of just a single species. We consider initially the sorts
of correspondences that we can detect between organisms and
the environments in which they live. It would be facile to start
with the view that every organism is in some way ideally fitted
to live where it does. Rather, we emphasize in Chapter 1 that 
organisms frequently are as they are, and live where they do,
because of the constraints imposed by their evolutionary history.
All species are absent from almost everywhere, and we consider
next, in Chapter 2, the ways in which environmental conditions
vary from place to place and from time to time, and how these
put limits on the distribution of particular species. Then, in
Chapter 3, we look at the resources that different types of 
organisms consume, and the nature of their interactions with 
these resources.
The particular species present in a community, and their
abundance, give that community much of its ecological interest.
Abundance and distribution (variation in abundance from place
to place) are determined by the balance between birth, death, immi-
gration and emigration. In Chapter 4 we consider some of the
variety in the schedules of birth and death, how these may be
quantified, and the resultant patterns in ‘life histories’: lifetime
profiles of growth, differentiation, storage and reproduction. In
Chapter 5 we examine perhaps the most pervasive interaction 
acting within single-species populations: intraspecific competition
for shared resources in short supply. In Chapter 6 we turn to move-
ment: immigration and emigration. Every species of plant and 
animal has a characteristic ability to disperse. This determines the
rate at which individuals escape from environments that are or
become unfavorable, and the rate at which they discover sites 
that are ripe for colonization and exploitation. The abundance 
or rarity of a species may be determined by its ability to disperse 
(or migrate) to unoccupied patches, islands or continents. Finally 
in this section, in Chapter 7, we consider the application of the
principles that have been discussed in the preceding chapters, includ-
ing niche theory, life history theory, patterns of movement, and
the dynamics of small populations, paying particular attention 
to restoration after environmental damage, biosecurity (resisting
the invasion of alien species) and species conservation.
Part 1
Organisms
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1.1 Introduction: natural selection and
adaptation
From our definition of ecology in the Preface, and even from a
layman’s understanding of the term, it is clear that at the heart
of ecology lies the relationship between organisms and their
environments. In this opening chapter we explain how, funda-
mentally, this is an evolutionary relationship. The great Russian–
American biologist Theodosius Dobzhansky famously said:
‘Nothing in biology makes sense, except in the light of evolution’.
This is as true of ecology as of any other aspect of biology. Thus,
we try here to explain the processes by which the properties 
of different sorts of species make their life possible in particular
environments, and also to explain their failure to live in other 
environments. In mapping out this evolutionary backdrop to the
subject, we will also be introducing many of the questions that
are taken up in detail in later chapters.
The phrase that, in everyday speech, is most commonly used
to describe the match between organisms and environment is:
‘organism X is adapted to’ followed by a description of where the
organism is found. Thus, we often hear that ‘fish are adapted to
live in water’, or ‘cacti are adapted to live in conditions of drought’.
In everyday speech, this may mean very little: simply that fish have
characteristics that allow them to live in water (and perhaps exclude
them from other environments) or that cacti have characteristics
that allow them to live where water is scarce. The word ‘adapted’
here says nothing about how the characteristics were acquired.
For an ecologist or evolutionary
biologist, however, ‘X is adapted to
live in Y’ means that environment Y has
provided forces of natural selection
that have affected the life of X’s ancestors and so have molded
and specialized the evolution of X. ‘Adaptation’ means that
genetic change has occurred.
Regrettably, though, the word ‘adaptation’ implies that
organisms are matched to their present environments, suggest-
ing ‘design’ or even ‘prediction’. But organisms have not been
designed for, or fitted to the present: they have been molded 
(by natural selection) by past environments. Their characteristics
reflect the successes and failures of ancestors. They appear to 
be apt for the environments that they live in at present only 
because present environments tend to be similar to those of 
the past.
The theory of evolution by natural selection is an ecological
theory. It was first elaborated by Charles Darwin (1859), though
its essence was also appreciated by a contemporary and corres-
pondent of Darwin’s, Alfred Russell
Wallace (Figure 1.1). It rests on a series
of propositions.
1 The individuals that make up a population of a species are not
identical: they vary, although sometimes only slightly, in size,
rate of development, response to temperature, and so on.
2 Some, at least, of this variation is heritable. In other words, 
the characteristics of an individual are determined to some 
extent by its genetic make-up. Individuals receive their 
genes from their ancestors and therefore tend to share their
characteristics.
3 All populations have the potential to populate the whole earth,
and they would do so if each individual survived and each indi-
vidual produced its maximum number of descendants. But they
do not: many individuals die prior to reproduction, and most
(if not all) reproduce at a less than maximal rate.
4 Different ancestors leave different numbers of descendants. This
means much more than saying that different individuals produce
different numbers of offspring. It includes also the chances 
of survival of offspring to reproductive age, the survival and
reproduction of the progeny of these offspring, the survival
and reproduction of their offspring in turn, and so on.
5 Finally, the number of descendants that an individual leaves
depends, not entirely but crucially, on the interaction between
the characteristics of the individual and its environment.
the meaning of
adaptation
evolution by natural
selection
Chapter 1
Organisms in 
their Environments: 
the Evolutionary Backdrop
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In any environment, some individuals will tend to survive 
and reproduce better, and leave more descendants, than others.
If, because of this, the heritable characteristics of a population
change from generation to generation, then evolution by nat-
ural selection is said to have occurred. This is the sense in which
nature may loosely be thought of as selecting. But nature does not
select in the way that plant and animal breeders select. Breeders
have a defined end in view – bigger seeds or a faster racehorse.
But nature does not actively select in this way: it simply sets the
scene within which the evolutionary play of differential survival
and reproduction is played out.
The fittest individuals in a popula-
tion are those that leave the greatest
number of descendants. In practice,
the term is often applied not to a single individual, but to a typ-
ical individual or a type. For example, we may say that in sand
dunes, yellow-shelled snails are fitter than brown-shelled snails.
Fitness, then, is a relative not an absolute term. The fittest indi-
viduals in a population are those that leave the greatest number
of descendants relative to the number of descendants left by
other individuals in the population.
When we marvel at the diversity 
of complex specializations, there is a
temptation to regard each case as an
example of evolved perfection. But this would be wrong. The 
evolutionary process works on the genetic variation that is avail-
able. It follows that natural selection is unlikely to lead to the 
evolution of perfect, ‘maximally fit’ individuals. Rather, organisms
••••
Figure 1.1 (a) Charles Darwin, 1849 (lithograph by Thomas H.
Maguire; courtesy of The Royal Institution, London,
UK/Bridgeman Art Library). (b) Alfred Russell Wallace, 1862
(courtesy of the Natural History Museum, London).
ﬁtness: it’s all relative
evolved perfection?
no
(a) (b)
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come to match their environments by being ‘the fittest available’
or ‘the fittest yet’: they are not ‘the best imaginable’. Part of the
lack of fit arises because the present properties of an organism
have not all originated in an environment similar in every
respect to the one in which it now lives. Over the course of its
evolutionary history (its phylogeny), an organism’s remote an-
cestors may have evolved a set of characteristics – evolutionary
‘baggage’ – that subsequently constrain future evolution. For
many millions of years, the evolution of vertebrates has 
been limited to what can be achieved by organisms with a ver-
tebral column. Moreover, much of what we now see as precise
matches between an organism and its environment may equally
be seen as constraints: koala bears live successfully on Eucalyptus
foliage, but, from another perspective, koala bears cannot live 
without Eucalyptus foliage.
1.2 Specialization within species
The natural world is not composed of a continuum of types of
organism each grading into the next: we recognize boundaries
between one type of organism and another. Nevertheless, within
what we recognize as species (defined below), there is often con-
siderable variation, and some of this is heritable. It is on such
intraspecific variation, after all, that plant and animal breeders (and
natural selection) work.
Since the environments experienced by a species in different
parts of its range are themselves different (to at least some
extent), we might expect natural selection to have favored dif-
ferent variants of the species at different sites. The word ‘ecotype’
was first coined for plant populations (Turesson, 1922a, 1922b)
to describe genetically determined differences between popula-
tions within a species that reflect local matches between the
organisms and their environments. But evolution forces the
characteristics of populations to diverge from each other only if:
(i) there is sufficient heritable variation on which selection can
act; and (ii) the forces favoring divergence are strong enough to
counteract the mixing and hybridization of individuals from dif-
ferent sites. Two populations will not diverge completely if their
members (or, in the case of plants, their pollen) are continually
migrating between them and mixing their genes.
Local, specialized populations become differentiated most
conspicuously amongst organisms that are immobile for most of
their lives. Motile organisms have a large measure of control over
the environment in which they live; they can recoil or retreat from
a lethal or unfavorable environment and actively seek another.
Sessile, immobile organisms have no such freedom. They must
live, or die, in the conditions where they settle. Populations 
of sessile organisms are therefore exposed to forces of natural 
selection in a peculiarly intense form.
This contrast is highlighted on the seashore, where the inter-
tidal environment continually oscillates between the terrestrial and
the aquatic. The fixed algae, sponges, mussels and barnacles all
meet and tolerate life at the two extremes. But the mobile
shrimps, crabs and fish track their aquatic habitat as it moves; whilst
the shore-feeding birds track their terrestrial habitat. The mobil-
ity of such organisms enables them to match their environments
to themselves. The immobile organism must match itself to its
environment.
1.2.1 Geographic variation within species: ecotypes
The sapphire rockcress, Arabis fecunda, is a rare perennial herb
restricted to calcareous soil outcrops in western Montana (USA)
– so rare, in fact, that there are just 19 existing populations 
separated into two groups (‘high elevation’ and ‘low elevation’)
by a distance of around 100 km. Whether there is local adapta-
tion is of practical importance for conservation: four of the low 
elevation populations are under threat from spreading urban
areas and may require reintroduction from elsewhere if they are
to be sustained. Reintroduction may fail if local adaptation is too
marked. Observing plants in their own habitats and checking 
for differences between them would not tell us if there was local
adaptation in the evolutionary sense. Differences may simply be
the result of immediate responses to contrasting environments
made by plants that are essentially the same. Hence, high and low
elevation plants were grown together in a ‘common garden’, elim-
inating any influence of contrasting immediate environments
(McKay et al., 2001). The low elevation sites were more prone to
drought; both the air and the soil were warmer and drier. The
low elevation plants in the common garden were indeed
significantly more drought tolerant (Figure 1.2).
On the other hand, local selection by
no means always overrides hybridization.
For example, in a study of Chamaecrista
fasciculata, an annual legume from 
disturbed habitats in eastern North
America, plants were grown in a common garden that were derived
from the ‘home’ site or were transplanted from distances of 
0.1, 1, 10, 100, 1000 and 2000 km (Galloway & Fenster, 2000). 
The study was replicated three times: in Kansas, Maryland and
northern Illinois. Five characteristics were measured: germination,
survival, vegetative biomass, fruit production and the number 
of fruit produced per seed planted. But for all characters in all 
replicates there was little or no evidence for local adaptation 
except at the very furthest spatial scales (e.g. Figure 1.3). There
is ‘local adaptation’ – but it’s clearly not that local.
We can also test whether organisms have evolved to become
specialized to life in their local environment in reciprocal transplant
experiments: comparing their performance when they are grown
‘at home’ (i.e. in their original habitat) with their performance
‘away’ (i.e. in the habitat of others). One such experiment (con-
cerning white clover) is described in the next section.
••••
the balance between
local adaptation and
hybridization
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1.2.2 Genetic polymorphism
On a finer scale than ecotypes, it 
may also be possible to detect levels 
of variation within populations. Such
variation is known as polymorphism.
Specifically, genetic polymorphism is ‘the occurrence together 
in the same habitat of two or more discontinuous forms of a species
in such proportions that the rarest of them cannot merely be 
maintained by recurrent mutation or immigration’ (Ford, 1940).
Not all such variation represents a match between organism and
environment. Indeed, some of it may represent a mismatch, if,
for example, conditions in a habitat change so that one form is
being replaced by another. Such polymorphisms are called tran-
sient. As all communities are always changing, much polymor-
phism that we observe in nature may be transient, representing
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Figure 1.2 When plants of the rare sapphire rockcress from low elevation (drought-prone) and high elevation sites were grown together
in a common garden, there was local adaptation: those from the low elevation site had significantly better water-use efficiency as well as
having both taller and broader rosettes. (From McKay et al., 2001.)
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Figure 1.3 Percentage germination 
of local and transplanted Chamaecrista
fasciculata populations to test for local
adaptation along a transect in Kansas. Data
for 1995 and 1996 have been combined
because they do not differ significantly.
Populations that differ from the home
population at P < 0.05 are indicated by an
asterisk. Local adaptation occurs at only
the largest spatial scales. (From Galloway
& Fenster, 2000.)
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the extent to which the genetic response of populations to 
environmental change will always be out of step with the 
environment and unable to anticipate changing circumstances 
– this is illustrated in the peppered moth example below.
Many polymorphisms, however, are
actively maintained in a population by
natural selection, and there are a num-
ber of ways in which this may occur.
1 Heterozygotes may be of superior fitness, but because of the
mechanics of Mendelian genetics they continually generate less
fit homozygotes within the population. Such ‘heterosis’ is
seen in human sickle-cell anaemia where malaria is prevalent.
The malaria parasite attacks red blood cells. The sickle-cell muta-
tion gives rise to red cells that are physiologically imperfect
and misshapen. However, sickle-cell heterozygotes are fittest
because they suffer only slightly from anemia and are little
affected by malaria; but they continually generate homozygotes
that are either dangerously anemic (two sickle-cell genes) or
susceptible to malaria (no sickle-cell genes). None the less, the
superior fitness of the heterozygote maintains both types of
gene in the population (that is, a polymorphism).
2 There may be gradients of selective forces favoring one form
(morph) at one end of the gradient, and another form at the
other. This can produce polymorphic populations at inter-
mediate positions in the gradient – this, too, is illustrated
below in the peppered moth study.
3 There may be frequency-dependent selection in which each of 
the morphs of a species is fittest when it is rarest (Clarke &
Partridge, 1988). This is believed to be the case when rare color
forms of prey are fit because they go unrecognized and are
therefore ignored by their predators.
4 Selective forces may operate in different directions within different
patches in the population. A striking example of this is provided
by a reciprocal transplant study of white clover (Trifolium
repens) in a field in North Wales (UK). To determine whether
the characteristics of individuals matched local features of
their environment, Turkington and Harper (1979) removed
plants from marked positions in the field and multiplied them
into clones in the common environment of a greenhouse. They
then transplanted samples from each clone into the place in
the sward of vegetation from which it had originally been taken
(as a control), and also to the places from where all the 
others had been taken (a transplant). The plants were allowed
to grow for a year before they were removed, dried and
weighed. The mean weight of clover plants transplanted back
into their home sites was 0.89 g but at away sites it was only
0.52 g, a statistically highly significant difference. This provides
strong, direct evidence that clover clones in the pasture had
evolved to become specialized such that they performed best
in their local environment. But all this was going on within a
single population, which was therefore polymorphic.
In fact, the distinction between
local ecotypes and polymorphic popu-
lations is not always a clear one. This
is illustrated by another study in North
Wales, where there was a gradation in
habitats at the margin between maritime cliffs and grazed 
pasture, and a common species, creeping bent grass (Agrostis
stolonifera), was present in many of the habitats. Figure 1.4 shows
a map of the site and one of the transects from which plants were
sampled. It also shows the results when plants from the sampling
points along this transect were grown in a common garden. The
••••
Figure 1.4 (a) Map of Abraham’s Bosom,
the site chosen for a study of evolution
over very short distances. The darker
colored area is grazed pasture; the lighter
areas are the cliffs falling to the sea. The
numbers indicate the sites from which the
grass Agrostis stolonifera was sampled. Note 
that the whole area is only 200 m long. 
(b) A vertical transect across the study area
showing the gradual change from pasture
to cliff conditions. (c) The mean length 
of stolons produced in the experimental
garden from samples taken from the
transect. (From Aston & Bradshaw, 1966.)
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plants spread by sending out shoots along the ground surface
(stolons), and the growth of plants was compared by measuring
the lengths of these. In the field, cliff plants formed only short
stolons, whereas those of the pasture plants were long. In the experi-
mental garden, these differences were maintained, even though
the sampling points were typically only around 30 m apart – 
certainly within the range of pollen dispersal between plants. Indeed,
the gradually changing environment along the transect was
matched by a gradually changing stolon length, presumably with
a genetic basis, since it was apparent in the common garden. Thus,
even though the spatial scale was so small, the forces of selection
seem to outweigh the mixing forces of hybridization – but it is a
moot point whether we should describe this as a small-scale
series of local ecotypes or a polymorphic population maintained
by a gradient of selection.
1.2.3 Variation within a species with manmade
selection pressures
It is, perhaps, not surprising that some of the most dramatic 
examples of local specialization within species (indeed of natural
selection in action) have been driven by manmade ecological forces,
especially those of environmental pollution. These can provide
rapid change under the influence of powerful selection pressures.
Industrial melanism, for example, is the phenomenon in which black
or blackish forms of species have come to dominate populations
in industrial areas. In the dark individuals, a dominant gene is typ-
ically responsible for producing an excess of the black pigment
melanin. Industrial melanism is known in most industrialized coun-
tries and more than 100 species of moth have evolved forms of
industrial melanism.
••••
f. insularia
f. carbonaria
f. typica
Figure 1.5 Sites in Britain where the
frequencies of the pale ( forma typica) and
melanic forms of Biston betularia were
recorded by Kettlewell and his colleagues.
In all more than 20,000 specimens were
examined. The principal melanic form
( forma carbonaria) was abundant near
industrial areas and where the prevailing
westerly winds carry atmospheric pollution
to the east. A further melanic form ( forma
insularia, which looks like an intermediate
form but is due to several different genes
controlling darkening) was also present 
but was hidden where the genes for forma
carbonaria were present. (From Ford, 1975.)
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The earliest recorded species to
evolve in this way was the peppered
moth (Biston betularia); the first black
specimen in an otherwise pale popula-
tion was caught in Manchester (UK) in
1848. By 1895, about 98% of the Manchester peppered moth popu-
lation was melanic. Following many more years of pollution, a
large-scale survey of pale and melanic forms of the peppered moth 
in Britain recorded more than 20,000 specimens between 1952 
and 1970 (Figure 1.5). The winds in Britain are predominantly 
westerlies, spreading industrial pollutants (especially smoke and
sulfur dioxide) toward the east. Melanic forms were concentrated
toward the east and were completely absent from the unpolluted
western parts of England and Wales, northern Scotland and
Ireland. Notice from the figure, though, that many populations
were polymorphic: melanic and nonmelanic forms coexisted.
Thus, the polymorphism seems to be a result both of environ-
ments changing (becoming more polluted) – to this extent the poly-
morphism is transient – and of there being a gradient of selective
pressures from the less polluted west to the more polluted east.
The main selective pressure appears to be applied by birds 
that prey on the moths. In field experiments, large numbers of
melanic and pale (‘typical’) moths were reared and released in equal
numbers. In a rural and largely unpolluted area of southern
England, most of those captured by birds were melanic. In an 
industrial area near the city of Birmingham, most were typicals
(Kettlewell, 1955). Any idea, however, that melanic forms were
favored simply because they were camouflaged against smoke-
stained backgrounds in the polluted areas (and typicals were
favored in unpolluted areas because they were camouflaged
against pale backgrounds) may be only part of the story. The moths
rest on tree trunks during the day, and nonmelanic moths are well
hidden against a background of mosses and lichens. Industrial 
pollution has not just blackened the moths’ background; sulfur
dioxide, especially, has also destroyed most of the moss and
lichen on the tree trunks. Thus, sulfur dioxide pollution may have
been as important as smoke in selecting melanic moths.
In the 1960s, industrialized environments in Western Europe
and the United States started to change again, as oil and electricity
began to replace coal, and legislation was passed to impose smoke-
free zones and to reduce industrial emissions of sulfur dioxide.
The frequency of melanic forms then fell back to near pre-
Industrial levels with remarkable speed (Figure 1.6). Again, there
was transient polymorphism – but this time while populations were
en route in the other direction.
1.3 Speciation
It is clear, then, that natural selection can force populations of plants
and animals to change their character – to evolve. But none of
the examples we have considered has involved the evolution of
a new species. What, then, justifies naming two populations as
different species? And what is the process – ‘speciation’ – by which
two or more new species are formed from one original species?
1.3.1 What do we mean by a ‘species’?
Cynics have said, with some truth,
that a species is what a competent 
taxonomist regards as a species. On
the other hand, back in the 1930s two
American biologists, Mayr and Dobzhansky, proposed an empir-
ical test that could be used to decide whether two populations
were part of the same species or of two different species. They
recognized organisms as being members of a single species if they
could, at least potentially, breed together in nature to produce
fertile offspring. They called a species tested and defined in this
way a biological species or biospecies. In the examples that we have
used earlier in this chapter we know that melanic and normal 
peppered moths can mate and that the offspring are fully fertile;
this is also true of plants from the different types of Agrostis. They
are all variations within species – not separate species.
In practice, however, biologists do not apply the Mayr–
Dobzhansky test before they recognize every species: there is 
simply not enough time or resources, and in any case, there are
vast portions of the living world – most microorganisms, for 
example – where an absence of sexual reproduction makes a strict
interbreeding criterion inappropriate. What is more important 
is that the test recognizes a crucial element in the evolutionary
process that we have met already in considering specialization
••••
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Figure 1.6 Change in the frequency of the carbonaria form of the
peppered moth Biston betularia in the Manchester area since 1950.
Vertical lines show the standard error and the horizontal lines
show the range of years included. (After Cook et al., 1999.)
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within species. If the members of two populations are able to
hybridize, and their genes are combined and reassorted in their
progeny, then natural selection can never make them truly dis-
tinct. Although natural selection may tend to force a population
to evolve into two or more distinct forms, sexual reproduction
and hybridization mix them up again.
‘Ecological’ speciation is speciation
driven by divergent natural selection in
distinct subpopulations (Schluter, 2001).
The most orthodox scenario for this
comprises a number of stages (Figure 1.7). First, two subpopula-
tions become geographically isolated and natural selection drives
genetic adaptation to their local environments. Next, as a by-
product of this genetic differentiation, a degree of reproductive 
isolation builds up between the two. This may be ‘pre-zygotic’,
tending to prevent mating in the first place (e.g. differences 
in courtship ritual), or ‘post-zygotic’: reduced viability, perhaps
inviability, of the offspring themselves. Then, in a phase of 
‘secondary contact’, the two subpopulations re-meet. The hybrids
between individuals from the different subpopulations are now
of low fitness, because they are literally neither one thing nor 
the other. Natural selection will then favor any feature in either
subpopulation that reinforces reproductive isolation, especially
pre-zygotic characteristics, preventing the production of low-
fitness hybrid offspring. These breeding barriers then cement the
distinction between what have now become separate species.
It would be wrong, however, to
imagine that all examples of speciation
conform fully to this orthodox picture
(Schluter, 2001). First, there may never 
be secondary contact. This would be pure ‘allopatric’ speciation
(that is, with all divergence occurring in subpopulations in differ-
ent places). Second, there is clearly room for considerable varia-
tion in the relative importances of pre-zygotic and post-zygotic
mechanisms in both the allopatric and the secondary-contact
phases.
Most fundamentally, perhaps, there has been increasing sup-
port for the view that an allopatric phase is not necessary: that
is, ‘sympatric’ speciation is possible, with subpopulations diverg-
ing despite not being geographically separated from one another.
Probably the most studied circumstance in which this seems
likely to occur (see Drès & Mallet, 2002) is where insects feed on
more than one species of host plant, and where each requires 
specialization by the insects to overcome the plant’s defenses.
(Consumer resource defense and specialization are examined
more fully in Chapters 3 and 9.) Particularly persuasive in this is
the existence of a continuum identified by Drès and Mallet: from
populations of insects feeding on more than one host plant,
through populations differentiated into ‘host races’ (defined by Drès
and Mallet as sympatric subpopulations exchanging genes at a rate
of more than around 1% per generation), to coexisting, closely
related species. This reminds us, too, that the origin of a species,
whether allopatric or sympatric, is a process, not an event. For
the formation of a new species, like the boiling of an egg, there
is some freedom to argue about when it is completed.
The evolution of species and the balance between natural selec-
tion and hybridization are illustrated by the extraordinary case of
two species of sea gull. The lesser black-backed gull (Larus fuscus)
originated in Siberia and colonized progressively to the west, form-
ing a chain or cline of different forms, spreading from Siberia to
Britain and Iceland (Figure 1.8). The neighboring forms along 
the cline are distinctive, but they hybridize readily in nature.
Neighboring populations are therefore regarded as part of the same
species and taxonomists give them only ‘subspecific’ status (e.g.
L. fuscus graellsii, L. fuscus fuscus). Populations of the gull have, how-
ever, also spread east from Siberia, again forming a cline of freely
hybridizing forms. Together, the populations spreading east and
west encircle the northern hemisphere. They meet and overlap
••••
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Figure 1.7 The orthodox picture of
ecological speciation. A uniform species
with a large range (1) differentiates (2) into
subpopulations (for example, separated 
by geographic barriers or dispersed onto
different islands), which become genetically
isolated from each other (3). After
evolution in isolation they may meet 
again, when they are either already unable
to hybridize (4a) and have become true
biospecies, or they produce hybrids of
lower fitness (4b), in which case evolution
may favor features that prevent
interbreeding between the ‘emerging
species’ until they are true biospecies.
orthodox ecological
speciation
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in northern Europe. There, the eastward and westward clines have
diverged so far that it is easy to tell them apart, and they are 
recognized as two different species, the lesser black-backed gull 
(L. fuscus) and the herring gull (L. argentatus). Moreover, the two
species do not hybridize: they have become true biospecies. In
this remarkable example, then, we can see how two distinct species
have evolved from one primal stock, and that the stages of their
divergence remain frozen in the cline that connects them.
1.3.2 Islands and speciation
We will see repeatedly later in the
book (and especially in Chapter 21)
that the isolation of islands – and not
just land islands in a sea of water – can have a profound effect
on the ecology of the populations and communities living there.
Such isolation also provides arguably the most favorable envir-
onment for populations to diverge into distinct species. The
most celebrated example of evolution and speciation on islands
is the case of Darwin’s finches in the Galápagos archipelago. The
Galápagos are volcanic islands isolated in the Pacific Ocean
about 1000 km west of Ecuador and 750 km from the island of
Cocos, which is itself 500 km from Central America. At more than
500 m above sea level the vegetation is open grassland. Below this
is a humid zone of forest that grades into a coastal strip of desert
vegetation with some endemic species of prickly pear cactus
(Opuntia). Fourteen species of finch are found on the islands. The
evolutionary relationships amongst them have been traced by
molecular techniques (analyzing variation in ‘microsatellite’
DNA) (Figure 1.9) (Petren et al., 1999). These accurate modern
tests confirm the long-held view that the family tree of the
Galápagos finches radiated from a single trunk: a single ancestral
species that invaded the islands from the mainland of Central
America. The molecular data also provide strong evidence that
the warbler finch (Certhidea olivacea) was the first to split off from
the founding group and is likely to be the most similar to the 
original colonist ancestors. The entire process of evolutionary 
divergence of these species appears to have happened in less than
3 million years.
Now, in their remote island isolation, the Galápagos finches,
despite being closely related, have radiated into a variety of
species with contrasting ecologies (Figure 1.9), occupying ecological
niches that elsewhere are filled by quite unrelated species. Mem-
bers of one group, including Geospiza fuliginosa and G. fortis, have
strong bills and hop and scratch for seeds on the ground. G. scan-
dens has a narrower and slightly longer bill and feeds on the flowers
and pulp of the prickly pears as well as on seeds. Finches of a third
group have parrot-like bills and feed on leaves, buds, flowers and
fruits, and a fourth group with a parrot-like bill (Camarhynchus
••••
Figure 1.8 Two species of gull, the
herring gull and the lesser black-backed
gull, have diverged from a common
ancestry as they have colonized and
encircled the northern hemisphere. 
Where they occur together in northern
Europe they fail to interbreed and are
clearly recognized as two distinct species.
However, they are linked along their
ranges by a series of freely interbreeding
races or subspecies. (After Brookes, 1998.)
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Figure 1.9 (a) Map of the Galápagos
Islands showing their position relative 
to Central America; on the equator 5°
equals approximately 560 km. (b) A
reconstruction of the evolutionary 
history of the Galápagos finches based on
variation in the length of microsatellite
deoxyribonucleic acid (DNA). The feeding
habits of the various species are also
shown. Drawings of the birds are
proportional to actual body size. The
maximum amount of black coloring in
male plumage and the average body mass
are shown for each species. The genetic
distance (a measure of the genetic
difference) between species is shown by the
length of the horizontal lines. Notice the
great and early separation of the warbler
finch (Certhidea olivacea) from the others,
suggesting that it may closely resemble 
the founders that colonized the islands. 
C, Camarhynchus; Ce, Certhidea; G, Geospiza;
P, Platyspiza; Pi, Pinaroloxias. (After Petren
et al., 1999.)
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psittacula) has become insectivorous, feeding on beetles and
other insects in the canopy of trees. A so-called woodpecker
finch, Camarhynchus (Cactospiza) pallida, extracts insects from
crevices by holding a spine or a twig in its bill, while yet a fur-
ther group includes the warbler finch, which flits around actively
and collects small insects in the forest canopy and in the air. Isolation
– both of the archipelago itself and of individual islands within it
– has led to an original evolutionary line radiating into a series
of species, each matching its own environment.
1.4 Historical factors
Our world has not been constructed by someone taking each species
in turn, testing it against each environment, and molding it so
that every species finds its perfect place. It is a world in which
species live where they do for reasons that are often, at least in
part, accidents of history. We illustrate this first by continuing our
examination of islands.
1.4.1 Island patterns
Many of the species on islands are either subtly or profoundly dif-
ferent from those on the nearest comparable area of mainland.
Put simply, there are two main reasons for this.
1 The animals and plants on an island are limited to those types
having ancestors that managed to disperse there, although the
extent of this limitation depends on the isolation of the island
and the intrinsic dispersal ability of the animal or plant in 
question.
2 Because of this isolation, as we saw in the previous section,
the rate of evolutionary change on an island may often be fast
enough to outweigh the effects of the exchange of genetic 
material between the island population and related populations
elsewhere.
Thus, islands contain many species unique to themselves
(‘endemics’ – species found in only one area), as well as many 
differentiated ‘races’ or ‘subspecies’ that are distinguishable from
mainland forms. A few individuals that disperse by chance to a
habitable island can form the nucleus of an expanding new
species. Its character will have been colored by the particular genes
that were represented among the colonists – which are unlikely
to be a perfect sample of the parent population. What natural 
selection can do with this founder population is limited by what is
in its limited sample of genes (plus occasional rare mutations).
Indeed much of the deviation among populations isolated on islands
appears to be due to a founder effect – the chance composition 
of the pool of founder genes puts limits and constraints on what
variation there is for natural selection to act upon.
The Drosophila fruit-flies of Hawaii provide a further spec-
tacular example of species formation on islands. The Hawaiian
chain of islands (Figure 1.10) is volcanic in origin, having been
formed gradually over the last 40 million years, as the center 
of the Pacific tectonic plate moved steadily over a ‘hot spot’ in a
southeasterly direction (Niihau is the most ancient of the islands,
Hawaii itself the most recent). The richness of the Hawaiian
Drosophila is spectacular: there are probably about 1500 Drosophila
spp. worldwide, but at least 500 of these are found only in the
Hawaiian islands.
Of particular interest are the 100 
or so species of ‘picture-winged’ Droso-
phila. The lineages through which these species have evolved can
be traced by analyzing the banding patterns on the giant chro-
mosomes in the salivary glands of their larvae. The evolutionary
tree that emerges is shown in Figure 1.10, with each species lined
up above the island on which it is found (there are only two species
found on more than one island). The historical element in ‘what
lives where’ is plainly apparent: the more ancient species live on
the more ancient islands, and, as new islands have been formed,
rare dispersers have reached them and eventually evolved in to
new species. At least some of these species appear to match the
same environment as others on different islands. Of the closely
related species, for example, D. adiastola (species 8) is only found
on Maui and D. setosimentum (species 11) only on Hawaii, but the
environments that they live in are apparently indistinguishable
(Heed, 1968). What is most noteworthy, of course, is the power
and importance of isolation (coupled with natural selection) in
generating new species. Thus, island biotas illustrate two import-
ant, related points: (i) that there is a historical element in the match
between organisms and environments; and (ii) that there is not
just one perfect organism for each type of environment.
1.4.2 Movements of land masses
Long ago, the curious distributions of species between continents,
seemingly inexplicable in terms of dispersal over vast distances,
led biologists, especially Wegener (1915), to suggest that the 
continents themselves must have moved. This was vigorously
denied by geologists, until geomagnetic measurements required
the same, apparently wildly improbable explanation. The discovery
that the tectonic plates of the earth’s crust move and carry with
them the migrating continents, reconciles geologist and biologist
(Figure 1.11b–e). Thus, whilst major evolutionary developments
were occurring in the plant and animal kingdoms, populations
were being split and separated, and land areas were moving
across climatic zones.
Figure 1.12 shows just one example
of a major group of organisms (the
large flightless birds), whose distributions begin to make sense 
only in the light of the movement of land masses. It would be
••
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Figure 1.10 An evolutionary tree linking
the picture-winged Drosophila of Hawaii,
traced by the analysis of chromosomal
banding patterns. The most ancient species
are D. primaeva (species 1) and D. attigua
(species 2), found only on the island of
Kauai. Other species are represented 
by solid circles; hypothetical species,
needed to link the present day ones, are
represented by open circles. Each species
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Figure 1.11 (a) Changes in temperature in the North Sea over the past 60 million years. During this period there were large changes 
in sea level (arrows) that allowed dispersal of both plants and animals between land masses. (b–e) Continental drift. (b) The ancient
supercontinent of Gondwanaland began to break up about 150 million years ago. (c) About 50 million years ago (early Middle Eocene)
recognizable bands of distinctive vegetation had developed, and (d) by 32 million years ago (early Oligocene) these had become more
sharply defined. (e) By 10 million years ago (early Miocene) much of the present geography of the continents had become established but
with dramatically different climates and vegetation from today; the position of the Antarctic ice cap is highly schematic. (Adapted from
Norton & Sclater, 1979; Janis, 1993; and other sources).
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unwarranted to say that the emus and cassowaries are where they
are because they represent the best match to Australian envi-
ronments, whereas the rheas and tinamous are where they are
because they represent the best match to South American envi-
ronments. Rather, their disparate distributions are essentially
determined by the prehistoric movements of the continents, and
the subsequent impossibility of geographically isolated evolu-
tionary lines reaching into each others’ environment. Indeed, molec-
ular techniques make it possible to analyze the time at which the
various flightless birds started their evolutionary divergence
(Figure 1.12). The tinamous seem to have been the first to
diverge and became evolutionarily separate from the rest, the ratites.
Australasia next split away from the other southern continents,
and from the latter, the ancestral stocks of ostriches and rheas were
subsequently separated when the Atlantic opened up between Africa
and South America. Back in Australasia, the Tasman Sea opened
up about 80 million years ago and ancestors of the kiwi are thought
to have made their way, by island hopping, about 40 million years
ago across to New Zealand, where divergence into the present
species happened relatively recently. An account of the evolutionary
trends amongst mammals over much the same period is given
by Janis (1993).
1.4.3 Climatic changes
Changes in climate have occurred on shorter timescales than the
movements of land masses (Boden et al., 1990; IGBP, 1990).
Much of what we see in the present distribution of species rep-
resents phases in a recovery from past climatic shifts. Changes in
••••
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Figure 1.12 (a) The distribution 
of terrestrial flightless birds. (b) The
phylogenetic tree of the flightless birds 
and the estimated times (million years,
Myr) of their divergence. (After Diamond,
1983; from data of Sibley & Ahlquist.)
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climate during the Pleistocene ice ages, in particular, bear a lot
of the responsibility for the present patterns of distribution of plants
and animals. The extent of these climatic and biotic changes is
only beginning to be unraveled as the technology for discover-
ing, analyzing and dating biological remains becomes more
sophisticated (particularly by the analysis of buried pollen sam-
ples). These methods increasingly allow us to determine just
how much of the present distribution of organisms represents a
precise local match to present environments, and how much is
a fingerprint left by the hand of history.
Techniques for the measurement of
oxygen isotopes in ocean cores indic-
ate that there may have been as many
as 16 glacial cycles in the Pleistocene,
each lasting for about 125,000 years (Figure 1.13a). It seems that
each glacial phase may have lasted for as long as 50,000–100,000
years, with brief intervals of 10,000–20,000 years when the tem-
peratures rose close to those we experience today. This suggests
that it is present floras and faunas that are unusual, because they
have developed towards the end of one of a series of unusual catas-
trophic warm events!
During the 20,000 years since the peak of the last glaciation,
global temperatures have risen by about 8°C, and the rate at 
which vegetation has changed over much of this period has 
been detected by examining pollen records. The woody species
that dominate pollen profiles at Rogers Lake in Connecticut
(Figure 1.13b) have arrived in turn: spruce first and chestnut 
most recently. Each new arrival has added to the number of the
species present, which has increased continually over the past
14,000-year period. The same picture is repeated in European
profiles.
As the number of pollen records
has increased, it has become possible not
only to plot the changes in vegetation
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Figure 1.13 (a) An estimate of the temperature variations with time during glacial cycles over the past 400,000 years. The estimates were
obtained by comparing oxygen isotope ratios in fossils taken from ocean cores in the Caribbean. The dashed line corresponds to the ratio
10,000 years ago, at the start of the present warming period. Periods as warm as the present have been rare events, and the climate during
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times to the present in the sediments of Rogers Lake, Connecticut. The estimated date of arrival of each species in Connecticut is shown
by arrows at the right of the figure. The horizontal scales represent pollen influx: 103 grains cm−2 year−1. (After Davis et al., 1973.)
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at a point in space, but to begin to map the movements of the
various species as they have spread across the continents (see
Bennet, 1986). In the invasions that followed the retreat of the
ice in eastern North America, spruce was followed by jack pine or
red pine, which spread northwards at a rate of 350–500 m year−1
for several thousands of years. White pine started its migration
about 1000 years later, at the same time as oak. Hemlock was
also one of the rapid invaders (200–300 m year−1), and arrived at
most sites about 1000 years after white pine. Chestnut moved
slowly (100 m year−1), but became a dominant species once it had
arrived. Forest trees are still migrating into deglaciated areas, 
even now. This clearly implies that the timespan of an average
interglacial period is too short for the attainment of floristic 
equilibrium (Davis, 1976). Such historical factors will have to be
borne in mind when we consider the various patterns in species
richness and biodiversity in Chapter 21.
‘History’ may also have an impact
on much smaller space and time scales.
Disturbances to the benthic (bottom
dwelling) community of a stream occurs
when high discharge events (associated with storms or snow melt)
result in a very small-scale mosaic of patches of scour (substrate
loss), fill (addition of substrate) and no change (Matthaei et al.,
1999). The invertebrate communities associated with the differ-
ent patch histories are distinctive for a period of months, within
which time another high discharge event is likely to occur. As with
the distribution of trees in relation to repeating ice ages, the stream
fauna may rarely achieve an equilibrium between flow disturbances
(Matthaei & Townsend, 2000).
The records of climatic change in 
the tropics are far less complete than
those for temperate regions. There is
therefore the temptation to imagine
that whilst dramatic climatic shifts and ice invasions were dom-
inating temperate regions, the tropics persisted in the state we
know today. This is almost certainly wrong. Data from a variety
of sources indicate that there were abrupt fluctuations in post-
glacial climates in Asia and Africa. In continental monsoon areas
(e.g. Tibet, Ethiopia, western Sahara and subequatorial Africa) the
postglacial period started with an extensive phase of high humid-
ity followed by a series of phases of intense aridity (Zahn, 1994).
In South America, a picture is emerging of vegetational changes
that parallel those occurring in temperate regions, as the extent
of tropical forest increased in warmer, wetter periods, and con-
tracted, during cooler, drier glacial periods, to smaller patches 
surrounded by a sea of savanna. Support for this comes from 
the present-day distribution of species in the tropical forests 
of South America (Figure 1.14). There, particular ‘hot spots’ of
species diversity are apparent, and these are thought to be likely
sites of forest refuges during the glacial periods, and sites too, there-
fore, of increased rates of speciation (Prance, 1987; Ridley, 1993).
On this interpretation, the present distributions of species may
again be seen as largely accidents of history (where the refuges
were) rather than precise matches between species and their dif-
fering environments.
Evidence of changes in vegetation
that followed the last retreat of the ice
hint at the consequence of the global
warming (maybe 3°C in the next 100 years) that is predicted to
result from continuing increases in atmospheric carbon dioxide
(discussed in detail in Sections 2.9.1 and 18.4.6). But the scales are
quite different. Postglacial warming of about 8°C occurred over
20,000 years, and changes in the vegetation failed to keep pace
even with this. But current projections for the 21st century
require range shifts for trees at rates of 300–500 km per century
compared to typical rates in the past of 20–40 km per century (and
exceptional rates of 100–150 km). It is striking that the only pre-
cisely dated extinction of a tree species in the Quaternary, that
of Picea critchfeldii, occurred around 15,000 years ago at a time of
especially rapid postglacial warming ( Jackson & Weng, 1999).
Clearly, even more rapid change in the future could result in extinc-
tions of many additional species (Davis & Shaw, 2001).
••••
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Figure 1.14 (a) The present-day
distribution of tropical forest in South
America. (b) The possible distribution of
tropical forest refuges at the time when the
last glaciation was at its peak, as judged by
present-day hot spots of species diversity
within the forest. (After Ridley, 1993.)
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1.4.4 Convergents and parallels
A match between the nature of organ-
isms and their environment can often
be seen as a similarity in form and
behavior between organisms living in a similar environment, but
belonging to different phyletic lines (i.e. different branches of 
the evolutionary tree). Such similarities also undermine further
the idea that for every environment there is one, and only one,
perfect organism. The evidence is particularly persuasive when
the phyletic lines are far removed from each other, and when 
similar roles are played by structures that have quite different 
evolutionary origins, i.e. when the structures are analogous 
(similar in superficial form or function) but not homologous
(derived from an equivalent structure in a common ancestry). 
When this is seen to occur, we speak of convergent evolution.
Many flowering plants and some ferns, for example, use the 
support of others to climb high in the canopies of vegetation, and
so gain access to more light than if they depended on their own
supporting tissues. The ability to climb has evolved in many dif-
ferent families, and quite different organs have become modified
into climbing structures (Figure 1.15a): they are analogous struc-
tures but not homologous. In other plant species the same organ
has been modified into quite different structures with quite dif-
ferent roles: they are therefore homologous, although they may
not be analogous (Figure 1.15b).
Other examples can be used to show the parallels in evolutionary
pathways within separate groups that have radiated after they were
isolated from each other. The classic example of such parallel 
evolution is the radiation amongst the placental and marsupial
mammals. Marsupials arrived on the Australian continent in the
Cretaceous period (around 90 million years ago), when the only
other mammals present were the curious egg-laying monotremes
(now represented only by the spiny anteaters (Tachyglossus
aculeatus) and the duckbill platypus (Ornithorynchus anatinus)).
An evolutionary process of radiation then occurred that in many
••••
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Figure 1.15 A variety of morphological
features that allow flowering plants to
climb. (a) Structural features that are
analogous, i.e. derived from modifications
of quite different organs, e.g. leaves,
petioles, stems, roots and tendrils.
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ways accurately paralleled what occurred in the placental 
mammals on other continents (Figure 1.16). The subtlety of the 
parallels in both the form of the organisms and their lifestyle is
so striking that it is hard to escape the view that the environments
of placentals and marsupials provided similar opportunities to 
which the evolutionary processes of the two groups responded
in similar ways.
1.5 The match between communities and 
their environments
1.5.1 Terrestrial biomes of the earth
Before we examine the differences and similarities between com-
munities, we need to consider the larger groupings, ‘biomes’, in
which biogeographers recognize marked differences in the flora
and fauna of different parts of the world. The number of biomes
that are distinguished is a matter of taste. They certainly grade
into one another, and sharp boundaries are a convenience for 
cartographers rather than a reality of nature. We describe eight
terrestrial biomes and illustrate their global distribution in 
Figure 1.17, and show how they may be related to annual 
temperature and precipitation (Figure 1.18) (see Woodward,
1987 for a more detailed account). Apart from anything else, 
understanding the terminology that describes and distinguishes
these biomes is necessary when we come to consider key 
questions later in the book (especially in Chapters 20 and 21). 
Why are there more species in some communities than in 
others? Are some communities more stable in their composi-
tion than others, and if so why? Do more productive environments
support more diverse communities? Or do more diverse com-
munities make more productive use of the resources available 
to them?
••••
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Figure 1.15 (continued ) (b) Structural
features that are homologous, i.e. derived
from modifications of a single organ, the
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leaf in the center of the figure. (Courtesy
of Alan Bryant.)
EIPC01  10/24/05  1:42 PM  Page 20
THE EVOLUTIONARY BACKDROP 21
Tundra (see Plate 1.1, facing p. XX)
occurs around the Arctic Circle,
beyond the tree line. Small areas also
occur on sub-Antarctic islands in the southern hemisphere.
‘Alpine’ tundra is found under similar conditions but at high 
altitude. The environment is characterized by the presence of 
permafrost – water permanently frozen in the soil – while liquid
water is present for only short periods of the year. The typical
flora includes lichens, mosses, grasses, sedges and dwarf trees.
Insects are extremely seasonal in their activity, and the native bird
and mammal fauna is enriched by species that migrate from
warmer latitudes in the summer. In the colder areas, grasses and
sedges disappear, leaving nothing rooted in the permafrost.
Ultimately, vegetation that consists only of lichens and mosses
gives way, in its turn, to the polar desert. The number of species
of higher plants (i.e. excluding mosses and lichens) decreases
••••
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Figure 1.16 Parallel evolution of
marsupial and placental mammals. 
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from the Low Arctic (around 600 species in North America) 
to the High Arctic (north of 83°, e.g. around 100 species in
Greenland and Ellesmere Island). In contrast, the flora of
Antarctica contains only two native species of vascular plant and
some lichens and mosses that support a few small invertebrates.
The biological productivity and diversity of Antarctica are con-
centrated at the coast and depend almost entirely on resources
harvested from the sea.
Taiga or northern coniferous forest
(see Plate 1.2, facing p. XX) occupies a
broad belt across North America and
Eurasia. Liquid water is unavailable for much of the winter, and
plants and many of the animals have a conspicuous winter dor-
mancy in which metabolism is very slow. Generally, the tree flora
is very limited. In areas with less severe winters, the forests may
be dominated by pines (Pinus species, which are all evergreens)
and deciduous trees such as larch (Larix), birch (Betula) or aspens
(Populus), often as mixtures of species. Farther north, these
species give way to single-species forests of spruce (Picea) cover-
ing immense areas. The overriding environmental constraint in
northern spruce forests is the presence of permafrost, creating
drought except when the sun warms the surface. The root 
system of spruce can develop in the superficial soil layer, from
which the trees derive all their water during the short growing
season.
Temperate forests (see Plate 1.3,
between pp. XX and XX) range from the
mixed conifer and broad-leaved forests
of much of North America and northern central Europe (where
there may be 6 months of freezing temperatures), to the moist
dripping forests of broad-leaved evergreen trees found at the
biome’s low latitude limits in, for example, Florida and New
Zealand. In most temperate forests, however, there are periods
of the year when liquid water is in short supply, because poten-
tial evaporation exceeds the sum of precipitation and water
available from the soil. Deciduous trees, which dominate in
most temperate forests, lose their leaves in the fall and become
dormant. On the forest floor, diverse floras of perennial herbs often
occur, particularly those that grow quickly in the spring before
the new tree foliage has developed. Temperate forests also 
••••
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Figure 1.17 World distribution of the major biomes of vegetation. (After Audesirk & Audesirk, 1996.)
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provide food resources for animals that are usually very seasonal
in their occurrence. Many of the birds of temperate forests are
migrants that return in spring but spend the remainder of the year
in warmer biomes.
Grassland occupies the drier parts
of temperate and tropical regions.
Temperate grassland has many local
names: the steppes of Asia, the prairies of North America, the 
pampas of South America and the veldt of South Africa. Tropical
grassland or savanna (see Plate 1.4, between pp. XX and XX) is
the name applied to tropical vegetation ranging from pure grass-
land to some trees with much grass. Almost all of these temper-
ate and tropical grasslands experience seasonal drought, but the
role of climate in determining their vegetation is almost completely
overridden by the effects of grazing animals that limit the species
present to those that can recover from frequent defoliation. In
the savanna, fire is also a common hazard in the dry season and,
like grazing animals, it tips the balance in the vegetation against
trees and towards grassland. None the less, there is typically a sea-
sonal glut of food, alternating with shortage, and as a consequence
the larger grazing animals suffer extreme famine (and mortality)
in drier years. A seasonal abundance of seeds and insects supports
large populations of migrating birds, but only a few species can
find sufficiently reliable resources to be resident year-round.
Many of these natural grasslands have been cultivated and
replaced by arable annual ‘grasslands’ of wheat, oats, barley, 
rye and corn. Such annual grasses of temperate regions, together 
with rice in the tropics, provide the staple food of human popu-
lations worldwide. At the drier margins of the biome, many of
the grasslands are ‘managed’ for meat or milk production, some-
times requiring a nomadic human lifestyle. The natural popula-
tions of grazing animals have been driven back in favor of cattle,
sheep and goats. Of all the biomes, this is the one most coveted,
used and transformed by humans.
Chaparral or maquis occurs in
Mediterranean-type climates (mild,
wet winters and summer drought) in Europe, California and
northwest Mexico, and in a few small areas in Australia, Chile
and South Africa. Chaparral develops in regions with less rainfall
than temperate grasslands and is dominated mainly by a
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Figure 1.18 The variety of environmental
conditions experienced in terrestrial
environments can be described in terms 
of their annual rainfall and mean monthly
minimum temperatures. The range of
conditions experienced in: (a) tropical
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deciduous forest, (d) northern coniferous
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et al., 1993; © UNESCO.)
grassland
chaparral
EIPC01  10/24/05  1:42 PM  Page 23
24 CHAPTER 1
drought-resistant, hard-leaved scrub of low-growing woody
plants. Annual plants are also common in chaparral regions dur-
ing the winter and early spring, when rainfall is more abundant.
Chaparral is subject to periodic fires; many plants produce seeds
that will only germinate after fire while others can quickly
resprout because of food reserves in their fire-resistant roots.
Deserts (see Plate 1.5, between pp. XX
and XX) are found in areas that experi-
ence extreme water shortage: rainfall 
is usually less than about 25 cm year−1, is usually very unpredictable
and is considerably less than potential evaporation. The desert
biome spans a very wide range of temperatures, from hot
deserts, such as the Sahara, to very cold deserts, such as the Gobi
in Mongolia. In their most extreme form, the hot deserts are too
arid to bear any vegetation; they are as bare as the cold deserts
of Antarctica. Where there is sufficient rainfall to allow plants to
grow in arid deserts, its timing is always unpredictable. Desert
vegetation falls into two sharply contrasted patterns of behavior.
Many species have an opportunistic lifestyle, stimulated into 
germination by the unpredictable rains. They grow fast and
complete their life history by starting to set new seed after a few
weeks. These are the species that can occasionally make a desert
bloom. A different pattern of behavior is to be long-lived with
sluggish physiological processes. Cacti and other succulents, and
small shrubby species with small, thick and often hairy leaves, can
close their stomata (pores through which gas exchange takes place)
and tolerate long periods of physiological inactivity. The relative
poverty of animal life in arid deserts reflects the low productiv-
ity of the vegetation and the indigestibility of much of it.
Tropical rainforest (see Plate 1.6,
between pp. XX and XX) is the most 
productive of the earth’s biomes – a
result of the coincidence of high solar radiation received through-
out the year and regular and reliable rainfall. The productivity 
is achieved, overwhelmingly, high in the dense forest canopy of 
evergreen foliage. It is dark at ground level except where fallen
trees create gaps. Often, many tree seedlings and saplings remain
in a suppressed state from year to year and only leap into action
if a gap forms in the canopy above them. Apart from the trees,
the vegetation is largely composed of plant forms that reach up
into the canopy vicariously; they either climb and then scramble
in the tree canopy (vines and lianas, including many species of fig)
or grow as epiphytes, rooted on the damp upper branches. Most
species of both animals and plants in tropical rain forest are active
throughout the year, though the plants may flower and ripen fruit
in sequence. Dramatically high species richness is the norm for
tropical rainforest, and communities rarely if ever become dom-
inated by one or a few species. The diversity of rainforest trees
provides for a corresponding diversity of resources for herbivores,
and so on up the food chain. Erwin (1982) estimated that there are
18,000 species of beetle in 1 ha of Panamanian rainforest (compared
with only 24,000 in the whole of the United States and Canada!).
All of these biomes are terrestrial.
Aquatic ecologists could also come up
with a set of biomes, although the tra-
dition has largely been a terrestrial one. We might distinguish
springs, rivers, ponds, lakes, estuaries, coastal zones, coral reefs
and deep oceans, among other distinctive kinds of aquatic com-
munity. For present purposes, we recognize just two aquatic
biomes, marine and freshwater. The oceans cover about 71% of 
the earth’s surface and reach depths of more than 10,000 m.
They extend from regions where precipitation exceeds evapora-
tion to regions where the opposite is true. There are massive move-
ments within this body of water that prevent major differences
in salt concentrations developing (the average concentration is about
3%). Two main factors influence the biological activity of the
oceans. Photosynthetically active radiation is absorbed in its pas-
sage through water, so photosynthesis is confined to the surface
region. Mineral nutrients, especially nitrogen and phosphorus, 
are commonly so dilute that they limit the biomass that can
develop. Shallow waters (e.g. coastal regions and estuaries) tend
to have high biological activity because they receive mineral
input from the land and less incident radiation is lost than in 
passage through deep waters. Intense biological activity also
occurs where nutrient-rich waters from the ocean depths come
to the surface; this accounts for the concentration of many of the
world’s fisheries in Arctic and Antarctic waters.
Freshwater biomes occur mainly on the route from land
drainage to the sea. The chemical composition of the water
varies enormously, depending on its source, its rate of flow and
the inputs of organic matter from vegetation that is rooted in 
or around the aquatic environment. In water catchments where
the rate of evaporation is high, salts leached from the land may
accumulate and the concentrations may far exceed those present
in the oceans; brine lakes or even salt pans may be formed in which
little life is possible. Even in aquatic situations liquid water may
be unavailable, as is the case in the polar regions.
Differentiating between biomes allows only a very crude
recognition of the sorts of differences and similarities that occur
between communities of organisms. Within biomes there are both
small- and large-scale patterns of variation in the structure of com-
munities and in the organisms that inhabit them. Moreover, as
we see next, what characterizes a biome is not necessarily the 
particular species that live there.
1.5.2 The ‘life form spectra’ of communities
We pointed out earlier the crucial importance of geographic 
isolation in allowing populations to diverge under selection. The
geographic distributions of species, genera, families and even
higher taxonomic categories of plants and animals often reflect
this geographic divergence. All species of lemurs, for example, are
found on the island of Madagascar and nowhere else. Similarly,
••••
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230 species in the genus Eucalyptus (gum tree) occur naturally 
in Australia (and two or three in Indonesia and Malaysia). The
lemurs and the gum trees occur where they do because they
evolved there – not because these are the only places where 
they could survive and prosper. Indeed, many Eucalyptus species
grow with great success and spread rapidly when they have been
introduced to California or Kenya. A map of the natural world
distribution of lemurs tells us quite a lot about the evolutionary
history of this group. But as far as its relationship with a biome is
concerned, the most we can say is that lemurs happen to be one
of the constituents of the tropical rainforest biome in Madagascar.
Similarly, particular biomes in Australia include certain mar-
supial mammals, while the same biomes in other parts of the world
are home to their placental counterparts. A map of biomes, then,
is not usually a map of the distribution of species. Instead, we 
recognize different biomes and different types of aquatic com-
munity from the types of organisms that live in them. How can
we describe their similarities so that we can classify, compare and
map them? In addressing this question, the Danish biogeographer
Raunkiaer developed, in 1934, his idea of ‘life forms’, a deep insight
into the ecological significance of plant forms (Figure 1.19). He
then used the spectrum of life forms present in different types of
vegetation as a means of describing their ecological character.
Plants grow by developing new
shoots from the buds that lie at the
apices (tips) of existing shoots and in the
leaf axils. Within the buds, the meris-
tematic cells are the most sensitive part of the whole shoot – the
‘Achilles’ heel’ of plants. Raunkiaer argued that the ways in
which these buds are protected in different plants are powerful
indicators of the hazards in their environments and may be used
to define the different plant forms (Figure 1.19). Thus, trees
expose their buds high in the air, fully exposed to the wind, 
cold and drought; Raunkiaer called them phanerophytes (Greek
phanero, ‘visible’; phyte, ‘plant’). By contrast, many perennial
herbs form cushions or tussocks in which buds are borne above
ground but are protected from drought and cold in the dense mass
of old leaves and shoots (chamaephytes: ‘on the ground plants’).
Buds are even better protected when they are formed at or in
the soil surface (hemicryptophytes: ‘half hidden plants’) or on
buried dormant storage organs (bulbs, corms and rhizomes – 
cryptophytes: ‘hidden plants’; or geophytes: ‘earth plants’). These allow
the plants to make rapid growth and to flower before they die
back to a dormant state. A final major category consists of
annual plants that depend wholly on dormant seeds to carry their
populations through seasons of drought and cold (therophytes: ‘sum-
mer plants’). Therophytes are the plants of deserts (they make
up nearly 50% of the flora of Death Valley, USA), sand dunes and
repeatedly disturbed habitats. They also include the annual
weeds of arable lands, gardens and urban wastelands.
But there is, of course, no vegetation that consists entirely of
one growth form. All vegetation contains a mixture, a spectrum,
of Raunkiaer’s life forms. The composition of the spectrum in any
particular habitat is as good a shorthand description of its vegeta-
tion as ecologists have yet managed to devise. Raunkiaer compared
these with a ‘global spectrum’ obtained by sampling from a com-
pendium of all species known and described in his time (the Index
Kewensis), biased by the fact that the tropics were, and still are,
relatively unexplored. Thus, for example, we recognize a chaparral
type of vegetation when we see it in Chile, Australia, California
or Crete because the life form spectrums are similar. Their detailed
taxonomies would only emphasize how different they are.
Faunas are bound to be closely tied to floras – if only because
most herbivores are choosy about their diet. Terrestrial carnivores
range more widely than their herbivore prey, but the distribution
of herbivores still gives the carnivores a broad vegetational alle-
giance. Plant scientists have tended to be keener on classifying floras
than animal scientists on classifying faunas, but one interesting
attempt to classify faunas compared the mammals of forests in
Malaya, Panama, Australia and Zaire (Andrews et al., 1979). They
were classified into carnivores, herbivores, insectivores and mixed
feeders, and these categories were subdivided into those that were
aerial (mainly bats and flying foxes), arboreal (tree dwellers),
scansorial (climbers) or small ground mammals (Figure 1.20). The
comparison reveals some strong contrasts and similarities. For
example, the ecological diversity spectra for the Australian and
Malayan forests were very similar despite the fact that their 
faunas are taxonomically very distinct – the Australian mammals
are marsupials and the Malaysian mammals are placentals.
1.6 The diversity of matches within communities
Although a particular type of organism is often characteristic of
a particular ecological situation, it will almost inevitably be only
part of a diverse community of species. A satisfactory account,
therefore, must do more than identify the similarities between
organisms that allow them to live in the same environment – 
it must also try to explain why species that live in the same 
environment are often profoundly different. To some extent, this
‘explanation’ of diversity is a trivial exercise. It comes as no sur-
prise that a plant utilizing sunlight, a fungus living on the plant,
a herbivore eating the plant and a parasitic worm living in the
herbivore should all coexist in the same community. On the 
other hand, most communities also contain a variety of different
species that are all constructed in a fairly similar way and all 
living (at least superficially) a fairly similar life. There are several
elements in an explanation of this diversity.
1.6.1 Environments are heterogeneous
There are no homogeneous environments in nature. Even a 
continuously stirred culture of microorganisms is heterogeneous
••••
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because it has a boundary – the walls of the culture vessel – 
and cultured microorganisms often subdivide into two forms: 
one that sticks to the walls and the other that remains free in the
medium.
The extent to which an environment is heterogeneous depends
on the scale of the organism that senses it. To a mustard seed, a
grain of soil is a mountain; and to a caterpillar, a single leaf may
represent a lifetime’s diet. A seed lying in the shadow of a leaf
may be inhibited in its germination while a seed lying outside that
shadow germinates freely. What appears to the human observer
as a homogeneous environment may, to an organism within it,
be a mosaic of the intolerable and the adequate.
There may also be gradients in space (e.g. altitude) or gradi-
ents in time, and the latter, in their turn, may be rhythmic (like
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Figure 1.19 The drawings above depict the variety of plant forms distinguished by Raunkiaer on the basis of where they bear their 
buds (shown in color). Below are life form spectrums for five different biomes. The colored bars show the percentage of the total flora 
that is composed of species with each of the five different life forms. The gray bars are the proportions of the various life forms in 
the world flora for comparison. (From Crawley, 1986.)
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daily and seasonal cycles), directional (like the accumulation of a
pollutant in a lake) or erratic (like fires, hailstorms and typhoons).
Heterogeneity crops up again and again in later chapters – in
part because of the challenges it poses to organisms in moving
from patch to patch (Chapter 6), in part because of the variety of
opportunities it provides for different species (Chapters 8 and 19),
and in part because heterogeneity can alter communities by
interrupting what would otherwise be a steady march to an
equilibrium state (Chapters 10 and 19).
1.6.2 Pairs of species
As we have already noted, the existence of one type of organism
in an area immediately diversifies it for others. Over its lifetime,
an organism may increase the diversity of its environment by con-
tributing dung, urine, dead leaves and ultimately its dead body.
During its life, its body may serve as a place in which other species
find homes. Indeed, some of the most strongly developed matches
between organisms and their environment are those in which one
species has developed a dependence upon another. This is the case
in many relationships between consumers and their foods. Whole
syndromes of form, behavior and metabolism constrain the 
animal within its narrow food niche, and deny it access to what
might otherwise appear suitable alternative foods. Similar tight
matches are characteristic of the relationships between parasites
and their hosts. The various interactions in which one species is
consumed by another are the subject matter of Chapters 9–12.
Where two species have evolved a mutual dependence, the
fit may be even tighter. We examine such ‘mutualisms’ in detail
in Chapter 13. The association of nitrogen-fixing bacteria with the
roots of leguminous plants, and the often extremely precise rela-
tionships between insect pollinators and their flowers, are two good
examples.
When a population has been exposed to variations in the phys-
ical factors of the environment, for example a short growing 
season or a high risk of frost or drought, a once-and-for-all toler-
ance may ultimately evolve. The physical factor cannot itself 
change or evolve as a result of the evolution of the organisms.
By contrast, when members of two species interact, the change
in each produces alterations in the life of the other, and each may
generate selective forces that direct the evolution of the other.
In such a coevolutionary process the interaction between two
species may continually escalate. What we then see in nature may
be pairs of species that have driven each other into ever narrowing
ruts of specialization – an ever closer match.
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Figure 1.20 The percentages of forest
mammals in various locomotory and
feeding habitat categories in communities
in: (a) Malaya, all forested areas (161
species), (b) Panama dry forest (70 species),
(c) Australia, Cape York forest (50 species),
and (d) Zaire, Irangi forest (96 species). 
C, carnivores; HF, herbivores and
fructivores; I, insectivores; M, mixed
feeders; ( ) aerial; ( ) arboreal;
( ) scansorial; ( ) small ground
mammals. (After Andrews et al., 1979.)
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1.6.3 Coexistence of similar species
While it is no surprise that species with rather different roles coex-
ist within the same community, it is also generally the case that
communities support a variety of species performing apparently
rather similar roles. The Antarctic seals are an example. It is thought
that the ancestral seals evolved in the northern hemisphere,
where they are present as Miocene fossils, but one group of seals
moved south into warmer waters and probably colonized the
Antarctic in the Late Miocene or Early Pliocene (about 5 million
years ago). When they entered the Antarctic, the Southern
Ocean was probably rich in food and free from major predators,
as it is today. It was within this environment that the group appears
to have undergone radiative evolution (Figure 1.21). For ex-
ample, the Weddell seal feeds primarily on fish and has unspe-
cialized dentition; the crab-eater seal feeds almost exclusively on
krill and its teeth are suited to filtering these from the sea water;
the Ross seal has small, sharp teeth and feeds mainly on pelagic
squid; and the leopard seal has large, cusped, grasping teeth and
feeds on a wide variety of foods, including other seals and, in some
seasons, penguins.
Do these species compete with one another? Do competing
species need to be different if they are to coexist? If so, how dif-
ferent do they need to be: is there some limit to their similarity?
Do species like the seals interact with one another at the present
time, or has evolution in the past led to the absence of such 
interactions in contemporary communities? We return to these
questions about coexisting, similar species in Chapter 8.
Even at this stage, though, we may note that coexisting
species, even when apparently very similar, commonly differ in
subtle ways – not simply in their morphology or physiology but
also in their responses to their environment and the role they play
within the community of which they are part. The ‘ecological
niches’ of such species are said to be differentiated from one another.
The concept of the ecological niche is itself explained in the next
two chapters.
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Figure 1.21 Antarctic seals, similar species that coexist: (a) the Weddell seal, Leptonychotes weddellii (© Imageshop – zefa visual media uk
ltd/Alamy), (b) the crab-eater seal Lobodon carcinophagus (© Bryan & Cherry Alexander Photography/Alamy), (c) the Ross seal, Omatophoca
rossii (© Chris Sattlberger/Science Photo Library), and (d) the leopard seal, Hydrurga leptonyx (© Kevin Schafer/Alamy).
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Summary
‘Nothing in biology makes sense, except in the light of evolution’.
We try in this chapter to illustrate the processes by which the 
properties of different sorts of species make their life possible in
particular environments.
We explain what is meant by evolutionary adaptation and by
the theory of evolution by natural selection, an ecological theory
first elaborated by Charles Darwin in 1859. Through natural
selection, organisms come to match their environments by being
‘the fittest available’ or ‘the fittest yet’: they are not ‘the best 
imaginable’.
Adaptive variation within species can occur at a range of 
levels: all represent a balance between local adaptation and
hybridization. Ecotypes are genetically determined variants
between populations within a species that reflect local matches
between the organisms and their environments. Genetic poly-
morphism is the occurrence together in the same habitat of two
or more distinct forms. Dramatic examples of local specialization
have been driven by manmade ecological forces, especially those
of environmental pollution.
We describe the process of speciation by which two or more
new species are formed from one original species and explain what
we mean by a ‘species’, especially a biospecies. Islands provide
arguably the most favorable environment for populations to
diverge into distinct species.
Species live where they do for reasons that are often accidents
of history. We illustrate this by examining island patterns, the move-
ments of land masses over geological time, climatic changes
especially during the Pleistocene ice ages (and we compare this
with predicted changes consequent on current global warming)
and the concepts of convergent and parallel evolution.
The various terrestrial biomes of the earth are reviewed and
their aquatic equivalents touched on briefly. Raunkiaer’s concept
of life form spectra, in particular, emphasizes that ecological
communities may be fundamentally very similar even when 
taxonomically quite distinct.
All communities comprise a diversity of species: a diversity of
matches to the local environment. Environmental heterogeneity,
interactions between predators and prey, parasites and hosts and
mutualists, and the coexistence of similar species all contribute
to this.
••••
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2.1 Introduction
In order to understand the distribution and abundance of a
species we need to know its history (Chapter 1), the resources it
requires (Chapter 3), the individuals’ rates of birth, death and migra-
tion (Chapters 4 and 6), their interactions with their own and other
species (Chapters 5 and 8–13) and the effects of environmental
conditions. This chapter deals with the limits placed on organ-
isms by environmental conditions.
A condition is as an abiotic envir-
onmental factor that influences the func-
tioning of living organisms. Examples
include temperature, relative humidity,
pH, salinity and the concentration of 
pollutants. A condition may be modified by the presence of
other organisms. For example, temperature, humidity and soil pH
may be altered under a forest canopy. But unlike resources, con-
ditions are not consumed or used up by organisms.
For some conditions we can recognize an optimum concen-
tration or level at which an organism performs best, with its activ-
ity tailing off at both lower and higher levels (Figure 2.1a). But
we need to define what we mean by ‘performs best’. From an
evolutionary point of view, ‘optimal’ conditions are those under
which individuals leave most descendants (are fittest), but these
are often impossible to determine in practice because measures
of fitness should be made over several generations. Instead, we
more often measure the effect of conditions on some key prop-
erty like the activity of an enzyme, the respiration rate of a tissue,
the growth rate of individuals or their rate of reproduction.
However, the effect of variation in conditions on these various
properties will often not be the same; organisms can usually 
survive over a wider range of conditions than permit them to 
grow or reproduce (Figure 2.1a).
The precise shape of a species’ response will vary from con-
dition to condition. The generalized form of response, shown in
Figure 2.1a, is appropriate for conditions like temperature and pH
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Figure 2.1 Response curves illustrating the effects of a range of environmental conditions on individual survival (S), growth (G) and
reproduction (R). (a) Extreme conditions are lethal; less extreme conditions prevent growth; only optimal conditions allow reproduction.
(b) The condition is lethal only at high intensities; the reproduction–growth–survival sequence still applies. (c) Similar to (b), but the
condition is required by organisms, as a resource, at low concentrations.
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in which there is a continuum from an adverse or lethal level (e.g.
freezing or very acid conditions), through favorable levels of the
condition to a further adverse or lethal level (heat damage or very
alkaline conditions). There are, though, many environmental con-
ditions for which Figure 2.1b is a more appropriate response curve:
for instance, most toxins, radioactive emissions and chemical
pollutants, where a low-level intensity or concentration of the 
condition has no detectable effect, but an increase begins to
cause damage and a further increase may be lethal. There is also
a different form of response to conditions that are toxic at high
levels but essential for growth at low levels (Figure 2.1c). This is
the case for sodium chloride – an essential resource for animals
but lethal at high concentrations – and for the many elements that
are essential micronutrients in the growth of plants and animals
(e.g. copper, zinc and manganese), but that can become lethal 
at the higher concentrations sometimes caused by industrial 
pollution.
In this chapter, we consider responses to temperature in
much more detail than other conditions, because it is the single
most important condition that affects the lives of organisms, and
many of the generalizations that we make have widespread 
relevance. We move on to consider a range of other conditions,
before returning, full circle, to temperature because of the effects
of other conditions, notably pollutants, on global warming. We
begin, though, by explaining the framework within which each
of these conditions should be understood here: the ecological 
niche.
2.2 Ecological niches
The term ecological niche is frequently misunderstood and misused.
It is often used loosely to describe the sort of place in which an
organism lives, as in the sentence: ‘Woodlands are the niche of
woodpeckers’. Strictly, however, where an organism lives is its
habitat. A niche is not a place but an idea: a summary of the organ-
ism’s tolerances and requirements. The habitat of a gut micro-
organism would be an animal’s alimentary canal; the habitat of an
aphid might be a garden; and the habitat of a fish could be a whole
lake. Each habitat, however, provides many different niches:
many other organisms also live in the gut, the garden or the lake
– and with quite different lifestyles. The word niche began to gain
its present scientific meaning when Elton wrote in 1933 that the
niche of an organism is its mode of life ‘in the sense that we speak
of trades or jobs or professions in a human community’. The niche
of an organism started to be used to describe how, rather than
just where, an organism lives.
The modern concept of the niche
was proposed by Hutchinson in 1957 to
address the ways in which tolerances and
requirements interact to define the conditions (this chapter) and
resources (Chapter 3) needed by an individual or a species in order
to practice its way of life. Temperature, for instance, limits the
growth and reproduction of all organisms, but different organ-
isms tolerate different ranges of temperature. This range is one
dimension of an organism’s ecological niche. Figure 2.2a shows how
species of plants vary in this dimension of their niche: how they
vary in the range of temperatures at which they can survive. But
there are many such dimensions of a species’ niche – its toler-
ance of various other conditions (relative humidity, pH, wind speed,
water flow and so on) and its need for various resources. Clearly
the real niche of a species must be multidimensional.
It is easy to visualize the early
stages of building such a multidimen-
sional niche. Figure 2.2b illustrates the
way in which two niche dimensions
(temperature and salinity) together define a two-dimensional
area that is part of the niche of a sand shrimp. Three dimensions,
such as temperature, pH and the availability of a particular food,
may define a three-dimensional niche volume (Figure 2.2c). In fact,
we consider a niche to be an n-dimensional hypervolume, where n
is the number of dimensions that make up the niche. It is hard
to imagine (and impossible to draw) this more realistic picture.
None the less, the simplified three-dimensional version captures
the idea of the ecological niche of a species. It is defined by the
boundaries that limit where it can live, grow and reproduce, and
it is very clearly a concept rather than a place. The concept has
become a cornerstone of ecological thought.
Provided that a location is characterized by conditions within
acceptable limits for a given species, and provided also that it con-
tains all the necessary resources, then the species can, potentially,
occur and persist there. Whether or not it does so depends on
two further factors. First, it must be able to reach the location,
and this depends in turn on its powers of colonization and the
remoteness of the site. Second, its occurrence may be precluded
by the action of individuals of other species that compete with it
or prey on it.
Usually, a species has a larger eco-
logical niche in the absence of com-
petitors and predators than it has in
their presence. In other words, there are certain combinations of
conditions and resources that can allow a species to maintain a
viable population, but only if it is not being adversely affected 
by enemies. This led Hutchinson to distinguish between the fun-
damental and the realized niche. The former describes the overall
potentialities of a species; the latter describes the more limited
spectrum of conditions and resources that allow it to persist, even
in the presence of competitors and predators. Fundamental and
realized niches will receive more attention in Chapter 8, when
we look at interspecific competition.
The remainder of this chapter looks at some of the most 
important condition dimensions of species’ niches, starting with
temperature; the following chapter examines resources, which add
further dimensions of their own.
••
niche dimensions
the n-dimensional
hypervolume
fundamental and
realized niches
EIPC02  10/24/05  1:44 PM  Page 31
32 CHAPTER 2
2.3 Responses of individuals to temperature
2.3.1 What do we mean by ‘extreme’?
It seems natural to describe certain environmental conditions 
as ‘extreme’, ‘harsh’, ‘benign’ or ‘stressful’. It may seem obvious
when conditions are ‘extreme’: the midday heat of a desert, the
cold of an Antarctic winter, the salinity of the Great Salt Lake.
But this only means that these conditions are extreme for us, 
given our particular physiological characteristics and tolerances.
To a cactus there is nothing extreme about the desert condi-
tions in which cacti have evolved; nor are the icy fastnesses of
Antarctica an extreme environment for penguins (Wharton,
2002). It is too easy and dangerous for the ecologist to assume
that all other organisms sense the environment in the way 
we do. Rather, the ecologist should try to gain a worm’s-eye 
or plant’s-eye view of the environment: to see the world as 
others see it. Emotive words like harsh and benign, even relat-
ivities such as hot and cold, should be used by ecologists only 
with care.
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Figure 2.2 (a) A niche in one dimension. The range of temperatures at which a variety of plant species from the European Alps can
achieve net photosynthesis of low intensities of radiation (70 W m−2). (After Pisek et al., 1973.) (b) A niche in two dimensions for the 
sand shrimp (Crangon septemspinosa) showing the fate of egg-bearing females in aerated water at a range of temperatures and salinities.
(After Haefner, 1970.) (c) A diagrammatic niche in three dimensions for an aquatic organism showing a volume defined by the
temperature, pH and availability of food.
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2.3.2 Metabolism, growth, development and size
Individuals respond to temperature
essentially in the manner shown in
Figure 2.1a: impaired function and
ultimately death at the upper and
lower extremes (discussed in Sec-
tions 2.3.4 and 2.3.6), with a functional range between the
extremes, within which there is an optimum. This is accounted
for, in part, simply by changes in metabolic effectiveness. For each
10°C rise in temperature, for example, the rate of biological enzy-
matic processes often roughly doubles, and thus appears as an 
exponential curve on a plot of rate against temperature (Figure 2.3).
The increase is brought about because high temperature increases
the speed of molecular movement and speeds up chemical reac-
tions. The factor by which a reaction changes over a 10°C range
is referred to as a Q10: a rough doubling means that Q10 ≈ 2.
For an ecologist, however, effects on
individual chemical reactions are likely
to be less important than effects on rates
of growth (increases in mass), on rates
of development (progression through
lifecycle stages) and on final body size,
since, as we shall discuss much more fully in Chapter 4, these tend
to drive the core ecological activities of survival, reproduction and
movement. And when we plot rates of growth and development
of whole organisms against temperature, there is quite com-
monly an extended range over which there are, at most, only slight
deviations from linearity (Figure 2.4).
When the relationship between
growth or development is effectively 
linear, the temperatures experienced by an organism can be
summarized in a single very useful value, the number of ‘day-
degrees’. For instance, Figure 2.4c shows that at 15°C (5.1°C above
a development threshold of 9.9°C) the predatory mite, Amblyseius
californicus, took 24.22 days to develop (i.e. the proportion of its
total development achieved each day was 0.041 (= 1/24.22)), but
it took only 8.18 days to develop at 25°C (15.1°C above the same
threshold). At both temperatures, therefore, development required
123.5 day-degrees (or, more properly, ‘day-degrees above thresh-
old’), i.e. 24.22 × 5.1 = 123.5, and 8.18 × 15.1 = 123.5. This is also
the requirement for development in the mite at other temper-
atures within the nonlethal range. Such organisms cannot be said
to require a certain length of time for development. What they
require is a combination of time and temperature, often referred
to as ‘physiological time’.
Together, the rates of growth and
development determine the final size of
an organism. For instance, for a given
rate of growth, a faster rate of devel-
opment will lead to smaller final size. Hence, if the responses of
growth and development to variations in temperature are not the
same, temperature will also affect final size. In fact, development
usually increases more rapidly with temperature than does growth,
such that, for a very wide range of organisms, final size tends to
decrease with rearing temperature: the ‘temperature–size rule’ (see
Atkinson et al., 2003). An example for single-celled protists (72 data
sets from marine, brackish and freshwater habitats) is shown 
in Figure 2.5: for each 1°C increase in temperature, final cell 
volume decreased by roughly 2.5%.
These effects of temperature on growth, development and size
may be of practical rather than simply scientific importance.
Increasingly, ecologists are called upon to predict. We may wish
to know what the consequences would be, say, of a 2°C rise in
temperature resulting from global warming (see Section 2.9.2).
Or we may wish to understand the role of temperature in sea-
sonal, interannual and geographic variations in the productivity
of, for example, marine ecosystems (Blackford et al., 2004). We
cannot afford to assume exponential relationships with temper-
ature if they are really linear, nor to ignore the effects of changes
in organism size on their role in ecological communities.
Motivated, perhaps, by this need to
be able to extrapolate from the known
to the unknown, and also simply by a
wish to discover fundamental organiz-
ing principles governing the world
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around us, there have been attempts to uncover universal rules of
temperature dependence, for metabolism itself and for develop-
ment rates, linking all organisms by scaling such dependences 
with aspects of body size (Gillooly et al., 2001, 2002). Others have
suggested that such generalizations may be oversimplified, stress-
ing for example that characteristics of whole organisms, like
growth and development rates, are determined not only by the
temperature dependence of individual chemical reactions, but also
by those of the availability of resources, their rate of diffusion from
the environment to metabolizing tissues, and so on (Rombough,
2003; Clarke, 2004). It may be that there is room for coexistence
between broad-sweep generalizations at the grand scale and the
more complex relationships at the level of individual species that
these generalizations subsume.
2.3.3 Ectotherms and endotherms
Many organisms have a body temperature that differs little, if 
at all, from their environment. A parasitic worm in the gut of 
a mammal, a fungal mycelium in the soil and a sponge in the 
sea acquire the temperature of the medium in which they live.
Terrestrial organisms, exposed to the sun and the air, are differ-
ent because they may acquire heat directly by absorbing solar radi-
ation or be cooled by the latent heat of evaporation of water (typical
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Figure 2.4 Effectively linear relationships between rates of
growth and development and temperature. (a) Growth of the
protist Strombidinopsis multiauris. (After Montagnes et al., 2003.) 
(b) Egg development in the beetle Oulema duftschmidi. (After
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Figure 2.5 The temperature–size rule (final size decreases 
with increasing temperature) illustrated in protists (65 data sets
combined). The horizontal scale measures temperature as a
deviation from 15°C. The vertical scale measures standardized
size: the difference between the cell volume observed and the cell
volume at 15°C, divided by cell volume at 15°C. The slope of the
mean regression line, which must pass through the point (0,0), was
−0.025 (SE, 0.004); the cell volume decreased by 2.5% for every
1°C rise in rearing temperature. (After Atkinson et al., 2003.)
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pathways of heat exchange are shown in Figure 2.6). Various fixed
properties may ensure that body temperatures are higher (or lower)
than the ambient temperatures. For example, the reflective,
shiny or silvery leaves of many desert plants reflect radiation that
might otherwise heat the leaves. Organisms that can move have
further control over their body temperature because they can seek
out warmer or cooler environments, as when a lizard chooses to
warm itself by basking on a hot sunlit rock or escapes from the
heat by finding shade.
Amongst insects there are examples of body temperatures raised
by controlled muscular work, as when bumblebees raise their body
temperature by shivering their flight muscles. Social insects such
as bees and termites may combine to control the temperature of
their colonies and regulate them with remarkable thermostatic
precision. Even some plants (e.g. Philodendron) use metabolic heat
to maintain a relatively constant temperature in their flowers; 
and, of course, birds and mammals use metabolic heat almost 
all of the time to maintain an almost perfectly constant body 
temperature.
An important distinction, therefore, is between endotherms
that regulate their temperature by the production of heat within
their own bodies, and ectotherms that rely on external sources of
heat. But this distinction is not entirely clear cut. As we have noted,
apart from birds and mammals, there are also other taxa that use
heat generated in their own bodies to regulate body temperature,
but only for limited periods; and there are some birds and 
mammals that relax or suspend their endothermic abilities at the
most extreme temperatures. In particular, many endothermic
animals escape from some of the costs of endothermy by 
hibernating during the coldest seasons:
at these times they behave almost like
ectotherms.
Birds and mammals usually maintain
a constant body temperature between
35 and 40°C, and they therefore tend to lose heat in most envir-
onments; but this loss is moderated by insulation in the form of
fur, feathers and fat, and by controlling blood flow near the skin
surface. When it is necessary to increase the rate of heat loss, this
too can be achieved by the control of surface blood flow and 
by a number of other mechanisms shared with ectotherms like
panting and the simple choice of an appropriate habitat. Together,
all these mechanisms and properties give endotherms a powerful
(but not perfect) capability for regulating their body temperature,
and the benefit they obtain from this is a constancy of near-optimal
performance. But the price they pay is a large expenditure of energy
(Figure 2.7), and thus a correspondingly large requirement for food
to provide that energy. Over a certain temperature range (the 
thermoneutral zone) an endotherm consumes energy at a basal
rate. But at environmental temperatures further and further above
or below that zone, the endotherm consumes more and more
energy in maintaining a constant body temperature. Even in the
thermoneutral zone, though, an endotherm typically consumes
energy many times more rapidly than an ectotherm of compar-
able size.
The responses of endotherms and ectotherms to changing tem-
peratures, then, are not so different as they may at first appear
to be. Both are at risk of being killed by even short exposures to
very low temperatures and by more prolonged exposure to
moderately low temperatures. Both have an optimal environmental
temperature and upper and lower lethal limits. There are also costs
to both when they live at temperatures that are not optimal. For
the ectotherm these may be slower growth and reproduction, slow
movement, failure to escape predators and a sluggish rate of search
for food. But for the endotherm, the maintenance of body tem-
perature costs energy that might have been used to catch more
prey, produce and nurture more offspring or escape more pre-
dators. There are also costs of insulation (e.g. blubber in whales, fur
in mammals) and even costs of changing the insulation between
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Figure 2.6 Schematic diagram of the
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of its environment. (After Tracy, 1976;
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seasons. Temperatures only a few degrees higher than the
metabolic optimum are liable to be lethal to endotherms as well
as ectotherms (see Section 2.3.6).
It is tempting to think of ecto-
therms as ‘primitive’ and endotherms as
having gained ‘advanced’ control over
their environment, but it is difficult to
justify this view. Most environments
on earth are inhabited by mixed communities of endothermic and
ectothermic animals. This includes some of the hottest – e.g. desert
rodents and lizards – and some of the coldest – penguins and whales
together with fish and krill at the edge of the Antarctic ice sheet.
Rather, the contrast, crudely, is between the high cost–high benefit
strategy of endotherms and the low cost–low benefit strategy of
ectotherms. But their coexistence tells us that both strategies, in
their own ways, can ‘work’.
2.3.4 Life at low temperatures
The greater part of our planet is below 5°C: ‘cold is the fiercest
and most widespread enemy of life on earth’ (Franks et al., 1990).
More than 70% of the planet is covered with seawater: mostly
deep ocean with a remarkably constant temperature of about 2°C.
If we include the polar ice caps, more than 80% of earth’s bio-
sphere is permanently cold.
By definition, all temperatures below
the optimum are harmful, but there is
usually a wide range of such temperatures that cause no physi-
cal damage and over which any effects are fully reversible. There
are, however, two quite distinct types of damage at low temper-
atures that can be lethal, either to tissues or to whole organisms:
chilling and freezing. Many organisms are damaged by exposure to
temperatures that are low but above freezing point – so-called
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‘chilling injury’. The fruits of the banana blacken and rot after 
exposure to chilling temperatures and many tropical rainforest
species are sensitive to chilling. The nature of the injury is
obscure, although it seems to be associated with the breakdown
of membrane permeability and the leakage of specific ions such
as calcium (Minorsky, 1985).
Temperatures below 0°C can have lethal physical and chem-
ical consequences even though ice may not be formed. Water may
‘supercool’ to temperatures at least as low as −40°C, remaining
in an unstable liquid form in which its physical properties change
in ways that are bound to be biologically significant: its viscosity
increases, its diffusion rate decreases and its degree of ionization
of water decreases. In fact, ice seldom forms in an organism until
the temperature has fallen several degrees below 0°C. Body
fluids remain in a supercooled state until ice forms suddenly around
particles that act as nuclei. The concentration of solutes in the
remaining liquid phase rises as a consequence. It is very rare for
ice to form within cells and it is then inevitably lethal, but the
freezing of extracellular water is one of the factors that prevents
ice forming within the cells themselves (Wharton, 2002), since
water is withdrawn from the cell, and solutes in the cytoplasm
(and vacuoles) become more concentrated. The effects of freez-
ing are therefore mainly osmoregulatory: the water balance of the
cells is upset and cell membranes are destabilized. The effects are
essentially similar to those of drought and salinity.
Organisms have at least two differ-
ent metabolic strategies that allow 
survival through the low temperatures
of winter. A ‘freeze-avoiding’ strategy
uses low-molecular-weight polyhydric alcohols (polyols, such as
glycerol) that depress both the freezing and the supercooling point
and also ‘thermal hysteresis’ proteins that prevent ice nuclei
from forming (Figure 2.8a, b). A contrasting ‘freeze-tolerant’
strategy, which also involves the formation of polyols, encour-
ages the formation of extracellular ice, but protects the cell
membranes from damage when water is withdrawn from the cells
(Storey, 1990). The tolerances of organisms to low temperatures
are not fixed but are preconditioned by the experience of tem-
peratures in their recent past. This process is called acclimation
when it occurs in the laboratory and acclimatization when it
occurs naturally. Acclimatization may start as the weather
becomes colder in the fall, stimulating the conversion of almost
the entire glycogen reserve of animals into polyols (Figure 2.8c),
but this can be an energetically costly affair: about 16% of the
carbohydrate reserve may be consumed in the conversion of the
glycogen reserves to polyols.
The exposure of an individual for
several days to a relatively low tem-
perature can shift its whole temperature
response downwards along the tem-
perature scale. Similarly, exposure to a high temperature can shift
the temperature response upwards. Antarctic springtails (tiny
arthropods), for instance, when taken from ‘summer’ temperat-
ures in the field (around 5°C in the Antarctic) and subjected to
a range of acclimation temperatures, responded to temperatures
in the range +2°C to −2°C (indicative of winter) by showing a
marked drop in the temperature at which they froze (Figure 2.9);
but at lower acclimation temperatures still (−5°C, −7°C), they
showed no such drop because the temperatures were themselves
too low for the physiological processes required to make the 
acclimation response.
Acclimatization aside, individuals commonly vary in their
temperature response depending on the stage of development they
have reached. Probably the most extreme form of this is when
an organism has a dormant stage in its life cycle. Dormant stages
are typically dehydrated, metabolically slow and tolerant of
extremes of temperature.
2.3.5 Genetic variation and the evolution of 
cold tolerance
Even within species there are often differences in temperature
response between populations from different locations, and
these differences have frequently been found to be the result 
of genetic differences rather than being attributable solely to
acclimatization. Powerful evidence that cold tolerance varies
between geographic races of a species comes from a study of the
cactus, Opuntia fragilis. Cacti are generally species of hot dry 
habitats, but O. fragilis extends as far north as 56°N and at 
one site the lowest extreme minimum temperature recorded
was −49.4°C. Twenty populations were sampled from diverse 
localities in northern USA and Canada, and were tested for 
freezing tolerance and ability to acclimate to cold. Individuals 
from the most freeze-tolerant population (from Manitoba) 
tolerated −49°C in laboratory tests and acclimated by 19.9°C,
whereas plants from a population in the more equable climate of
Hornby Island, British Columbia, tolerated only −19°C and
acclimated by only 12.1°C (Loik & Nobel, 1993).
There are also striking cases where the geographic range of 
a crop species has been extended into colder regions by plant 
breeders. Programs of deliberate selection applied to corn (Zea
mays) have expanded the area of the USA over which the crop
can be profitably grown. From the 1920s to the 1940s, the pro-
duction of corn in Iowa and Illinois increased by around 24%,
whereas in the colder state of Wisconsin it increased by 54%.
If deliberate selection can change the tolerance and distribu-
tion of a domesticated plant we should expect natural selection
to have done the same thing in nature. To test this, the plant
Umbilicus rupestris, which lives in mild maritime areas of Great
Britain, was deliberately grown outside its normal range (Wood-
ward, 1990). A population of plants and seeds was taken from a
donor population in the mild-wintered habitat of Cardiff in the
west and introduced in a cooler environment at an altitude of 
••••
freeze-avoidance and
freeze-tolerance
acclimation and
acclimatization
EIPC02  10/24/05  1:44 PM  Page 37
•• ••
38 CHAPTER 2
Te
m
pe
ra
tu
re
 (°
C)
–40
–20
0
20
(b)
DecOctSep Nov AprMarFebJan
G
lyc
er
ol
 c
on
ce
nt
ra
tio
n 
(µm
o
l g
–
1 )
0
1000
2000
3000
(a)
DecOctSep Nov AprMarFebJan
G
lyc
og
en
 c
on
ce
nt
ra
tio
n 
(µm
o
l g
–
1 )
0
400
800
1200
(c)
DecOctSep Nov AprMarFebJan
Month
Figure 2.8 (a) Changes in the glycerol
concentration per gram wet mass of the
freeze-avoiding larvae of the goldenrod gall
moth, Epiblema scudderiana. (b) The daily
temperature maxima and minima (above)
and whole larvae supercooling points
(below) over the same period. (c) Changes
in glycogen concentration over the same
period. (After Rickards et al., 1987.)
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157 m in Sussex in the south. After 8 years, the temperature
response of seeds from the donor and the introduced populations
had diverged quite strikingly (Figure 2.10a), and subfreezing
temperatures that kill in Cardiff (−12°C) were then tolerated 
by 50% of the Sussex population (Figure 2.10b). This suggests 
that past climatic changes, for example ice ages, will have changed
the temperature tolerance of species as well as forcing their
migration.
••
–6
–10
–14
–22
Su
pe
rc
oo
lin
g 
po
in
t (°
C)
Exposure temperature (°C)
1
–20
5 –3 –7
–8
–12
–18
–16
–5–13
Figure 2.9 Acclimation to low
temperatures. Samples of the Antarctic
springtail Cryptopygus antarcticus were taken
from field sites in the summer (c. 5°C) on
a number of days and their supercooling
point (at which they froze) was determined
either immediately () or after a period of
acclimation () at the temperatures shown.
The supercooling points of the controls
themselves varied because of temperature
variations from day to day, but acclimation
at temperatures in the range +2 to −2°C
(indicative of winter) led to a drop in the
supercooling point, whereas no such drop
was observed at higher temperatures
(indicative of summer) or lower
temperatures (too low for a physiological
acclimation response). Bars are standard
errors. (After Worland & Convey, 2001.)
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Figure 2.10 Changes in the behavior of populations of the plant Umbilicus rupestris, established for a period of 8 years in a cool
environment in Sussex from a donor population in a mild-wintered area in South Wales (Cardiff, UK). (a) Temperature responses of 
seed germination: (1) responses of samples from the donor population (Cardiff ) in 1978, and (2) responses from the Sussex population in
1987. (b) The low-temperature survival of the donor population at Cardiff, 1978 (1) and of the established population in Sussex, 1987 (2).
(After Woodward, 1990.)
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2.3.6 Life at high temperatures
Perhaps the most important thing about dangerously high 
temperatures is that, for a given organism, they usually lie only
a few degrees above the metabolic optimum. This is largely an
unavoidable consequence of the physicochemical properties of most
enzymes (Wharton, 2002). High temperatures may be dangerous
because they lead to the inactivation or even the denaturation of
enzymes, but they may also have damaging indirect effects by lead-
ing to dehydration. All terrestrial organisms need to conserve water,
and at high temperatures the rate of water loss by evaporation
can be lethal, but they are caught between the devil and the deep
blue sea because evaporation is an important means of reducing
body temperature. If surfaces are protected from evaporation (e.g.
by closing stomata in plants or spiracles in insects) the organisms
may be killed by too high a body temperature, but if their sur-
faces are not protected they may die of desiccation.
Death Valley, California, in the
summer, is probably the hottest place
on earth in which higher plants make
active growth. Air temperatures during
the daytime may approach 50°C and soil surface temperatures may
be very much higher. The perennial plant, desert honeysweet
(Tidestromia oblongifolia), grows vigorously in such an environment
despite the fact that its leaves are killed if they reach the same
temperature as the air. Very rapid transpiration keeps the temper-
ature of the leaves at 40–45°C, and in this range they are capable
of extremely rapid photosynthesis (Berry & Björkman, 1980).
Most of the plant species that live in very hot environments
suffer severe shortage of water and are therefore unable to use
the latent heat of evaporation of water to keep leaf temperatures
down. This is especially the case in desert succulents in which water
loss is minimized by a low surface to volume ratio and a low 
frequency of stomata. In such plants the risk of overheating 
may be reduced by spines (which shade the surface of a cactus)
or hairs or waxes (which reflect a high proportion of the incident
radiation). Nevertheless, such species experience and tolerate
temperatures in their tissues of more than 60°C when the air tem-
perature is above 40°C (Smith et al., 1984).
Fires are responsible for the highest
temperatures that organisms face on
earth and, before the fire-raising activ-
ities of humans, were caused mainly by lightning strikes. The 
recurrent risk of fire has shaped the species composition of 
arid and semiarid woodlands in many parts of the world. All 
plants are damaged by burning but it is the remarkable powers 
of regrowth from protected meristems on shoots and seeds that
allow a specialized subset of species to recover from damage and
form characteristic fire floras (see, for example, Hodgkinson, 1992).
Decomposing organic matter in heaps of farmyard manure,
compost heaps and damp hay may reach very high temperatures.
Stacks of damp hay are heated to temperatures of 50–60°C by
the metabolism of fungi such as Aspergillus fumigatus, carried fur-
ther to approximately 65°C by other thermophilic fungi such as
Mucor pusillus and then a little further by bacteria and actinomycetes.
Biological activity stops well short of 100°C but autocom-
bustible products are formed that cause further heating, drive off
water and may even result in fire. Another hot environment 
is that of natural hot springs and in these the microbe Thermus
aquaticus grows at temperatures of 67°C and tolerates temper-
atures up to 79°C. This organism has also been isolated from
domestic hot water systems. Many (perhaps all) of the extremely
thermophilic species are prokaryotes. In environments with very
high temperatures the communities contain few species. In gen-
eral, animals and plants are the most sensitive to heat followed
by fungi, and in turn by bacteria, actinomycetes and archaebacteria.
This is essentially the same order as is found in response to many
other extreme conditions, such as low temperature, salinity,
metal toxicity and desiccation.
An ecologically very remarkable
hot environment was first described
only towards the end of the last century.
In 1979, a deep oceanic site was dis-
covered in the eastern Pacific at which
fluids at high temperatures (‘smokers’) were vented from the 
sea floor forming thin-walled ‘chimneys’ of mineral materials. 
Since that time many more vent sites have been discovered at
mid-ocean crests in both the Atlantic and Pacific Oceans. They
lie 2000–4000 m below sea level at pressures of 200–400 bars 
(20–40 MPa). The boiling point of water is raised to 370°C at 
200 bars and to 404°C at 400 bars. The superheated fluid emerges
from the chimneys at temperatures as high as 350°C, and as it
cools to the temperature of seawater at about 2°C it provides a
continuum of environments at intermediate temperatures.
Environments at such extreme pressures and temperatures 
are obviously extraordinarily difficult to study in situ and in 
most respects impossible to maintain in the laboratory. Some 
thermophilic bacteria collected from vents have been cultured 
successfully at 100°C at only slightly above normal barometric
pressures ( Jannasch & Mottl, 1985), but there is much circumstantial
evidence that some microbial activity occurs at much higher
temperatures and may form the energy resource for the warm
water communities outside the vents. For example, particulate
DNA has been found in samples taken from within the ‘smokers’
at concentrations that point to intact bacteria being present at 
temperatures very much higher than those conventionally thought
to place limits on life (Baross & Deming, 1995).
There is a rich eukaryotic fauna in the local neighborhood of
vents that is quite atypical of the deep oceans in general. At one
vent in Middle Valley, Northeast Pacific, surveyed photographic-
ally and by video, at least 55 taxa were documented of which 
15 were new or probably new species ( Juniper et al., 1992). There
can be few environments in which so complex and specialized 
a community depends on so localized a special condition. The 
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closest known vents with similar conditions are 2500 km distant.
Such communities add a further list to the planet’s record of species
richness. They present tantalizing problems in evolution and
daunting problems for the technology needed to observe, record
and study them.
2.3.7 Temperature as a stimulus
We have seen that temperature as a condition affects the rate 
at which organisms develop. It may also act as a stimulus, 
determining whether or not the organism starts its development
at all. For instance, for many species of temperate, arctic and alpine
herbs, a period of chilling or freezing (or even of alternating 
high and low temperatures) is necessary before germination will
occur. A cold experience (physiological evidence that winter has
passed) is required before the plant can start on its cycle of
growth and development. Temperature may also interact with
other stimuli (e.g. photoperiod) to break dormancy and so 
time the onset of growth. The seeds of the birch (Betula
pubescens) require a photoperiodic stimulus (i.e. experience of a
particular regime of day length) before they will germinate, but if
the seed has been chilled it starts growth without a light stimulus.
2.4 Correlations between temperature and 
the distribution of plants and animals
2.4.1 Spatial and temporal variations in temperature
Variations in temperature on and within the surface of the earth
have a variety of causes: latitudinal, altitudinal, continental, sea-
sonal, diurnal and microclimatic effects and, in soil and water, the
effects of depth.
Latitudinal and seasonal variations cannot really be separated.
The angle at which the earth is tilted relative to the sun changes
with the seasons, and this drives some of the main temperature
differentials on the earth’s surface. Superimposed on these broad
geographic trends are the influences of altitude and ‘continentality’.
There is a drop of 1°C for every 100 m increase in altitude in 
dry air, and a drop of 0.6°C in moist air. This is the result of the
‘adiabatic’ expansion of air as atmospheric pressure falls with increas-
ing altitude. The effects of continentality are largely attributable
to different rates of heating and cooling of the land and the sea.
The land surface reflects less heat than the water, so the surface
warms more quickly, but it also loses heat more quickly. The sea
therefore has a moderating, ‘maritime’ effect on the temperatures
of coastal regions and especially islands; both daily and seasonal
variations in temperature are far less marked than at more
inland, continental locations at the same latitude. Moreover,
there are comparable effects within land masses: dry, bare areas
like deserts suffer greater daily and seasonal extremes of temperature
than do wetter areas like forests. Thus, global maps of tempera-
ture zones hide a great deal of local variation.
It is much less widely appreciated
that on a smaller scale still there can be
a great deal of microclimatic variation.
For example, the sinking of dense, cold
air into the bottom of a valley at night can make it as much as
30°C colder than the side of the valley only 100 m higher; the
winter sun, shining on a cold day, can heat the south-facing side
of a tree (and the habitable cracks and crevices within it) to as
high as 30°C; and the air temperature in a patch of vegetation
can vary by 10°C over a vertical distance of 2.6 m from the soil
surface to the top of the canopy (Geiger, 1955). Hence, we need
not confine our attention to global or geographic patterns when
seeking evidence for the influence of temperature on the distri-
bution and abundance of organisms.
Long-term temporal variations in
temperature, such as those associated
with the ice ages, were discussed in the previous chapter.
Between these, however, and the very obvious daily and seasonal
changes that we are all aware of, a number of medium-term 
patterns have become increasingly apparent. Notable amongst 
these are the El Niño-Southern Oscillation (ENSO) and the
North Atlantic Oscillation (NAO) (Figure 2.11) (see Stenseth et
al., 2003). The ENSO originates in the tropical Pacific Ocean off
the coast of South America and is an alternation (Figure 2.11a)
between a warm (El Niño) and a cold (La Niña) state of the water
there, though it affects temperature, and the climate generally,
in terrestrial and marine environments throughout the whole Pacific
basin (Figure 2.11b; for color, see Plate 2.1, between pp. 000 and
000) and beyond. The NAO refers to a north–south alternation
in atmospheric mass between the subtropical Atlantic and the Arctic
(Figure 2.11c) and again affects climate in general rather than 
just temperature (Figure 2.11d; for color, see Plate 2.2, between 
pp. 000 and 000). Positive index values (Figure 2.11c) are associ-
ated, for example, with relatively warm conditions in North
America and Europe and relatively cool conditions in North
Africa and the Middle East. An example of the effect of NAO 
variation on species abundance, that of cod, Gadus morhua, in the
Barents Sea, is shown in Figure 2.12.
2.4.2 Typical temperatures and distributions
There are very many examples of
plant and animal distributions that are
strikingly correlated with some aspect of environmental temper-
ature even at gross taxonomic and systematic levels (Figure 2.13).
At a finer scale, the distributions of many species closely match
maps of some aspect of temperature. For example, the northern
limit of the distribution of wild madder plants (Rubia peregrina)
is closely correlated with the position of the January 4.5°C
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Figure 2.11 (a) The El Niño–Southern Oscillation (ENSO) from 1950 to 2000 as measured by sea surface temperature anomalies
(differences from the mean) in the equatorial mid-Pacific. The El Niño events (> 0.4°C above the mean) are shown in dark color, 
and the La Niña events (> 0.4°C below the mean) are shown in pale color. (Image from http://www.cgd.ucar.edu/cas/catalog/
climind/Nino_3_3.4_indices.html.) (b) Maps of examples of El Niño (November 1997) and La Niña (February 1999) events in terms 
of sea height above average levels. Warmer seas are higher; for example, a sea height 15–20 cm below average equates to a temperature
anomaly of approximately 2–3°C. (Image from http://topex-www.jpl.nasa.gov/science/images/el-nino-la-nina.jpg.) (For color, see 
Plate 2.1, between pp. 000 and 000.) 
(b)
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Figure 2.11 (continued) (c) The North Atlantic Oscillation (NAO) from 1864 to 2003 as measured by the normalized sea-level 
pressure difference (Ln − Sn) between Lisbon, Portugal and Reykjavik, Iceland. (Image from http://www.cgd.ucar.edu/~jhurrell/
nao.stat.winter.html#winter.) (d) Typical winter conditions when the NAO index is positive or negative. Conditions that are more than
usually warm, cold, dry or wet are indicated. (Image from http://www.ldeo.columbia.edu/NAO/.) (For color, see Plate 2.2, between 
pp. 000 and 000.)
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isotherm (Figure 2.14a; an isotherm is a line on a map joining places
that experience the same temperature – in this case a January mean
of 4.5°C). However, we need to be very careful how we inter-
pret such relationships: they can be extremely valuable in predicting
where we might and might not find a particular species; they 
may suggest that some feature related to temperature is import-
ant in the life of the organisms; but they do not prove that tem-
perature causes the limits to a species’ distribution. The literature
relevant to this and many other correlations between temperature
and distribution patterns is reviewed by Hengeveld (1990), who
also describes a more subtle graphical procedure. The minimum 
temperature of the coldest month and the maximum temperature
of the hottest month are estimated for many places within and
outside the range of a species. Each location is then plotted on a
graph of maximum against minimum temperature, and a line is
drawn that optimally discriminates between the presence and
absence records (Figure 2.14b). This line is then used to define
the geographic margin of the species distributions (Figure 2.14c).
This may have powerful predictive value, but it still tells us 
nothing about the underlying forces that cause the distribution
patterns.
One reason why we need to be cautious about reading too
much into correlations of species distributions with maps of tem-
perature is that the temperatures measured for constructing
isotherms for a map are only rarely those that the organisms expe-
rience. In nature an organism may choose to lie in the sun or hide
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Figure 2.12 (a) The abundance of 3-year-old cod, Gadus morhua, in the Barents Sea is positively correlated with the value of the North
Atlantic Oscillation (NAO) index for that year. The mechanism underlying this correlation is suggested in (b–d). (b) Annual mean
temperature increases with the NAO index. (c) The length of 5-month-old cod increases with annual mean temperature. (d) The
abundance of cod at age 3 increases with their length at 5 months. (After Ottersen et al., 2001.)
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in the shade and, even in a single day, may experience a baking
midday sun and a freezing night. Moreover, temperature varies
from place to place on a far finer scale than will usually concern
a geographer, but it is the conditions in these ‘microclimates’ that
will be crucial in determining what is habitable for a particular
species. For example, the prostrate shrub Dryas octopetala is
restricted to altitudes exceeding 650 m in North Wales, UK,
where it is close to its southern limit. But to the north, in
Sutherland in Scotland, where it is generally colder, it is found
right down to sea level.
2.4.3 Distributions and extreme conditions
For many species, distributions are accounted for not so much
by average temperatures as by occasional extremes, especially 
occasional lethal temperatures that preclude its existence. For
instance, injury by frost is probably the single most important fac-
tor limiting plant distribution. To take one example: the saguaro
cactus (Carnegiea gigantea) is liable to be killed when temperatures
remain below freezing for 36 h, but if there is a daily thaw it is
under no threat. In Arizona, the northern and eastern edges of
the cactus’ distribution correspond to a line joining places where
on occasional days it fails to thaw. Thus, the saguaro is absent
where there are occasionally lethal conditions – an individual need
only be killed once.
Similarly, there is scarcely any crop
that is grown on a large commercial
scale in the climatic conditions of its wild ancestors, and it is well
known that crop failures are often caused by extreme events, espe-
cially frosts and drought. For instance, the climatic limit to the
geographic range for the production of coffee (Coffea arabica and
C. robusta) is defined by the 13°C isotherm for the coldest month
of the year. Much of the world’s crop is produced in the high-
land microclimates of the São Paulo and Paraná districts of
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Figure 2.13 The relationship between absolute minimum
temperature and the number of families of flowering plants in the
northern and southern hemispheres. (After Woodward, 1987, who
also discusses the limitations to this sort of analysis and how the
history of continental isolation may account for the odd difference
between northern and southern hemispheres.)
Figure 2.14 (a) The northern limit of the distribution of the wild madder (Rubia peregrina) is closely correlated with the position of 
the January 4.5°C isotherm. (After Cox et al., 1976.) (b) A plot of places within the range of Tilia cordat (), and outside its range (7) in 
the graphic space defined by the minimum temperature of the coldest month and the maximum temperature of the warmest month. 
(c) Margin of the geographic range of T. cordata in northern Europe defined by the straight line in (b). ((b, c) after Hintikka, 1963; from
Hengeveld, 1990.)
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Brazil. Here, the average minimum temperature is 20°C, but 
occasionally cold winds and just a few hours of temperature 
close to freezing are sufficient to kill or severely damage the trees
(and play havoc with world coffee prices).
2.4.4 Distributions and the interaction of temperature
with other factors
Although organisms respond to each condition in their environ-
ment, the effects of conditions may be determined largely by the
responses of other community members. Temperature does not
act on just one species: it also acts on its competitors, prey, para-
sites and so on. This, as we saw in Section 2.2, was the difference
between a fundamental niche (where an organism could live) and
a realized niche (where it actually lived). For example, an organ-
ism will suffer if its food is another species that cannot tolerate
an environmental condition. This is illustrated by the distribution
of the rush moth (Coleophora alticolella) in England. The moth lays
its eggs on the flowers of the rush Juncus squarrosus and the cater-
pillars feed on the developing seeds. Above 600 m, the moths and
caterpillars are little affected by the low temperatures, but the rush,
although it grows, fails to ripen its seeds. This, in turn, limits the
distribution of the moth, because caterpillars that hatch in the colder
elevations will starve as a result of insufficient food (Randall, 1982).
The effects of conditions on disease
may also be important. Conditions
may favor the spread of infection
(winds carrying fungal spores), or favor the growth of the para-
site, or weaken the defenses of the host. For example, during an
epidemic of southern corn leaf blight (Helminthosporium maydis)
in a corn field in Connecticut, the plants closest to the trees 
that were shaded for the longest periods were the most heavily
diseased (Figure 2.15).
Competition between species can
also be profoundly influenced by 
environmental conditions, especially
temperature. Two stream salmonid fishes, Salvelinus malma and 
S. leucomaenis, coexist at intermediate altitudes (and therefore 
intermediate temperatures) on Hokkaido Island, Japan, whereas
only the former lives at higher altitudes (lower temperatures) 
and only the latter at lower altitudes (see also Section 8.2.1). A
reversal, by a change in temperature, of the outcome of com-
petition between the species appears to play a key role in this.
For example, in experimental streams supporting the two species
maintained at 6°C over a 191-day period (a typical high altitude
temperature), the survival of S. malma was far superior to that of
S. leucomaenis; whereas at 12°C (typical low altitude), both species
survived less well, but the outcome was so far reversed that by
around 90 days all of the S. malma had died (Figure 2.16). Both
species are quite capable, alone, of living at either temperature.
Many of the interactions between
temperature and other physical condi-
tions are so strong that it is not sensi-
ble to consider them separately. The
relative humidity of the atmosphere, for example, is an import-
ant condition in the life of terrestrial organisms because it plays
a major part in determining the rate at which they lose water. In
practice, it is rarely possible to make a clean distinction between
the effects of relative humidity and of temperature. This is simply
because a rise in temperature leads to an increased rate of eva-
poration. A relative humidity that is acceptable to an organism at
a low temperature may therefore be unacceptable at a higher tem-
perature. Microclimatic variations in relative humidity can be even
more marked than those involving temperature. For instance, it
is not unusual for the relative humidity to be almost 100% at ground
level amongst dense vegetation and within the soil, whilst the air
immediately above, perhaps 40 cm away, has a relative humidity
••••
15
10
5
0
1 3 5 7
Row number from shading trees at edge of field
9 11 13 15
Pe
rc
en
ta
ge
 le
af
 a
re
a 
in
fe
ct
ed
Figure 2.15 The incidence of southern
corn leaf blight (Helminthosporium maydis)
on corn growing in rows at various
distances from trees that shaded them.
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of only 50%. The organisms most obviously affected by humid-
ity in their distribution are those ‘terrestrial’ animals that are 
actually, in terms of the way they control their water 
balance, ‘aquatic’. Amphibians, terrestrial isopods, nematodes, 
earthworms and molluscs are all, at least in their active stages,
confined to microenvironments where the relative humidity is at
or very close to 100%. The major group of animals to escape such
confinement are the terrestrial arthropods, especially insects.
Even here though, the evaporative loss of water often confines
their activities to habitats (e.g. woodlands) or times of day (e.g.
dusk) when relative humidity is relatively high.
2.5 pH of soil and water
The pH of soil in terrestrial environments or of water in aquatic
ones is a condition that can exert a powerful influence on the dis-
tribution and abundance of organisms. The protoplasm of the root
cells of most vascular plants is damaged as a direct result of toxic
concentrations of H+ or OH− ions in soils below pH 3 or above
pH 9, respectively. Further, indirect effects occur because soil pH
influences the availability of nutrients and/or the concentration
of toxins (Figure 2.17).
Increased acidity (low pH) may act in three ways: (i) directly,
by upsetting osmoregulation, enzyme activity or gaseous exchange
across respiratory surfaces; (ii) indirectly, by increasing the con-
centration of toxic heavy metals, particularly aluminum (Al3+) but
also manganese (Mn2+) and iron (Fe3+), which are essential plant
nutrients at higher pHs; and (iii) indirectly, by reducing the qual-
ity and range of food sources available to animals (e.g. fungal
growth is reduced at low pH in streams (Hildrew et al., 1984) and
the aquatic flora is often absent or less diverse). Tolerance limits
for pH vary amongst plant species, but only a minority are able
to grow and reproduce at a pH below about 4.5.
In alkaline soils, iron (Fe3+) and phosphate (PO4
3+), and certain
trace elements such as manganese (Mn2+), are fixed in relatively
insoluble compounds, and plants may then suffer because there
is too little rather than too much of them. For example, calcifuge
plants (those characteristic of acid soils) commonly show symp-
toms of iron deficiency when they are transplanted to more alka-
line soils. In general, however, soils and waters with a pH above
7 tend to be hospitable to many more species than those that are
more acid. Chalk and limestone grasslands carry a much richer
flora (and associated fauna) than acid grasslands and the situation
is similar for animals inhabiting streams, ponds and lakes.
Some prokaryotes, especially the Archaebacteria, can tolerate
and even grow best in environments with a pH far outside the
range tolerated by eukaryotes. Such environments are rare, but
occur in volcanic lakes and geothermal springs where they are
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dominated by sulfur-oxidizing bacteria whose pH optima lie
between 2 and 4 and which cannot grow at neutrality (Stolp, 1988).
Thiobacillus ferroxidans occurs in the waste from industrial metal-
leaching processes and tolerates pH 1; T. thiooxidans cannot only
tolerate but can grow at pH 0. Towards the other end of the 
pH range are the alkaline environments of soda lakes with pH
values of 9–11, which are inhabited by cyanobacteria such as
Anabaenopsis arnoldii and Spirulina platensis; Plectonema nostocorum
can grow at pH 13.
2.6 Salinity
For terrestrial plants, the concentration of salts in the soil water
offers osmotic resistance to water uptake. The most extreme saline
conditions occur in arid zones where the predominant movement
of soil water is towards the surface and cystalline salt accumu-
lates. This occurs especially when crops have been grown in 
arid regions under irrigation; salt pans then develop and the land
is lost to agriculture. The main effect of salinity is to create the
same kind of osmoregulatory problems as drought and freezing
and the problems are countered in much the same ways. For 
example, many of the higher plants that live in saline environ-
ments (halophytes) accumulate electrolytes in their vacuoles, but
maintain a low concentration in the cytoplasm and organelles
(Robinson et al., 1983). Such plants maintain high osmotic pres-
sures and so remain turgid, and are protected from the damaging
action of the accumulated electrolytes by polyols and membrane
protectants.
Freshwater environments present a set of specialized environ-
mental conditions because water tends to move into organisms
from the environment and this needs to be resisted. In marine
habitats, the majority of organisms are isotonic to their environ-
ment so that there is no net flow of water, but there are many
that are hypotonic so that water flows out from the organism to
the environment, putting them in a similar position to terrestrial
organisms. Thus, for many aquatic organisms the regulation of
body fluid concentration is a vital and sometimes an energetically
expensive process. The salinity of an aquatic environment can have
an important influence on distribution and abundance, especially
in places like estuaries where there is a particularly sharp gradi-
ent between truly marine and freshwater habitats.
The freshwater shrimps Palaemonetes pugio and P. vulgaris, for
example, co-occur in estuaries on the eastern coat of the USA 
at a wide range of salinities, but the former seems to be more
tolerant of lower salinities than the latter, occupying some 
habitats from which the latter is absent. Figure 2.18 shows the
mechanism likely to be underlying this (Rowe, 2002). Over the
low salinity range (though not at the effectively lethal lowest salin-
ity) metabolic expenditure was significantly lower in P. pugio. 
P. vulgaris requires far more energy simply to maintain itself, 
putting it at a severe disadvantage in competition with P. pugio
even when it is able to sustain such expenditure.
2.6.1 Conditions at the boundary between the sea 
and land
Salinity has important effects on the distribution of organisms 
in intertidal areas but it does so through interactions with other
conditions – notably exposure to the air and the nature of the 
substrate.
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Algae of all types have found suitable habitats permanently
immersed in the sea, but permanently submerged higher plants
are almost completely absent. This is a striking contrast with 
submerged freshwater habitats where a variety of flowering
plants have a conspicuous role. The main reason seems to be that
higher plants require a substrate in which their roots can find
anchorage. Large marine algae, which are continuously sub-
merged except at extremely low tides, largely take their place 
in marine communities. These do not have roots but attach
themselves to rocks by specialized ‘holdfasts’. They are excluded
from regions where the substrates are soft and holdfasts cannot
‘hold fast’. It is in such regions that the few truly marine flower-
ing plants, for example sea grasses such as Zostera and Posidonia,
form submerged communities that support complex animal
communities.
Most species of higher plants that
root in seawater have leaves and shoots
that are exposed to the atmosphere 
for a large part of the tidal cycle, such
as mangroves, species of the grass genus Spartina and extreme halo-
phytes such as species of Salicornia that have aerial shoots but whose
roots are exposed to the full salinity of seawater. Where there 
is a stable substrate in which plants can root, communities of 
flowering plants may extend right through the intertidal zone 
in a continuum extending from those continuously immersed in
full-strength seawater (like the sea grasses) through to totally non-
saline conditions. Salt marshes, in particular, encompass a range
of salt concentrations running from full-strength seawater down
to totally nonsaline conditions.
Higher plants are absent from intertidal rocky sea shores
except where pockets of soft substrate may have formed in
crevices. Instead, such habitats are dominated by the algae,
which give way to lichens at and above the high tide level where
the exposure to desiccation is highest. The plants and animals that
live on rocky sea shores are influenced by environmental condi-
tions in a very profound and often particularly obvious way by
the extent to which they tolerate exposure to the aerial environ-
ment and the forces of waves and storms. This expresses itself in
the zonation of the organisms, with different species at different
heights up the shore (Figure 2.19).
The extent of the intertidal zone
depends on the height of tides and the
slope of the shore. Away from the shore, the tidal rise and fall
are rarely greater than 1 m, but closer to shore, the shape of the
land mass can funnel the ebb and flow of the water to produce
extraordinary spring tidal ranges of, for example, nearly 20 m in
the Bay of Fundy (between Nova Scotia and New Brunswick,
Canada). In contrast, the shores of the Mediterranean Sea 
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Figure 2.19 A general zonation scheme
for the seashore determined by relative
lengths of exposure to the air and to the
action of waves. (After Raffaelli &
Hawkins, 1996.)
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experience scarcely any tidal range. On steep shores and rocky
cliffs the intertidal zone is very short and zonation is compressed.
To talk of ‘zonation as a result of exposure’, however, is to
oversimplify the matter greatly (Raffaelli & Hawkins, 1996). In
the first place, ‘exposure’ can mean a variety, or a combination
of, many different things: desiccation, extremes of temperature,
changes in salinity, excessive illumination and the sheer physical
forces of pounding waves and storms (to which we turn in
Section 2.7). Furthermore, ‘exposure’ only really explains the
upper limits of these essentially marine species, and yet zonation
depends on them having lower limits too. For some species
there can be too little exposure in the lower zones. For instance,
green algae would be starved of blue and especially red light 
if they were submerged for long periods too low down the
shore. For many other species though, a lower limit to distribu-
tion is set by competition and predation (see, for example, the
discussion in Paine, 1994). The seaweed Fucus spiralis will readily
extend lower down the shore than usual in Great Britain whenever
other competing midshore fucoid seaweeds are scarce.
2.7 Physical forces of winds, waves and currents
In nature there are many forces of the environment that have their
effect by virtue of the force of physical movement – wind and
water are prime examples.
In streams and rivers, both plants and animals face the con-
tinual hazard of being washed away. The average velocity of flow
generally increases in a downstream direction, but the greatest
danger of members of the benthic (bottom-dwelling) community
being washed away is in upstream regions, because the water here
is turbulent and shallow. The only plants to be found in the most
extreme flows are literally ‘low profile’ species like encrusting 
and filamentous algae, mosses and liverworts. Where the flow is
slightly less extreme there are plants like the water crowfoot
(Ranunculus fluitans), which is streamlined, offering little resistance
to flow and which anchors itself around an immovable object 
by means of a dense development of adventitious roots. Plants
such as the free-floating duckweed (Lemna spp.) are usually only
found where there is negligible flow.
The conditions of exposure on sea shores place severe limits
on the life forms and habits of species that can tolerate repeated
pounding and the suction of wave action. Seaweeds anchored 
on rocks survive the repeated pull and push of wave action by 
a combination of powerful attachment by holdfasts and extreme
flexibility of their thallus structure. Animals in the same envir-
onment either move with the mass of water or, like the algae,
rely on subtle mechanisms of firm adhesion such as the power-
ful organic glues of barnacles and the muscular feet of limpets.
A comparable diversity of morphological specializations is to 
be found amongst the invertebrates that tolerate the hazards of
turbulent, freshwater streams.
2.7.1 Hazards, disasters and catastrophes: 
the ecology of extreme events
The wind and the tides are normal daily ‘hazards’ in the life of
many organisms. The structure and behavior of these organisms
bear some witness to the frequency and intensity of such hazards
in the evolutionary history of their species. Thus, most trees with-
stand the force of most storms without falling over or losing their
living branches. Most limpets, barnacles and kelps hold fast to the
rocks through the normal day to day forces of the waves and tides.
We can also recognize a scale of more severely damaging forces
(we might call them ‘disasters’) that occur occasionally, but with
sufficient frequency to have contributed repeatedly to the forces
of natural selection. When such a force recurs it will meet a popu-
lation that still has a genetic memory of the selection that acted
on its ancestors – and may therefore suffer less than they did. 
In the woodlands and shrub communities of arid zones, fire has
this quality, and tolerance of fire damage is a clearly evolved
response (see Section 2.3.6).
When disasters strike natural communities it is only rarely 
that they have been carefully studied before the event. One
exception is cyclone ‘Hugo’ which struck the Caribbean island 
of Guadeloupe in 1994. Detailed accounts of the dense humid
forests of the island had been published only recently before (Ducrey
& Labbé, 1985, 1986). The cyclone devastated the forests with mean
maximum wind velocities of 270 km h−1 and gusts of 320 km h−1.
Up to 300 mm of rain fell in 40 h. The early stages of regenera-
tion after the cyclone (Labbé, 1994) typify the responses of long-
established communities on both land or sea to massive forces
of destruction. Even in ‘undisturbed’ communities there is a con-
tinual creation of gaps as individuals (e.g. trees in a forest, kelps
on a sea shore) die and the space they occupied is recolonized
(see Section 16.7). After massive devastation by cyclones or
other widespread disasters, recolonization follows much the
same course. Species that normally colonize only natural gaps in
the vegetation come to dominate a continuous community.
In contrast to conditions that we have called ‘hazards’ and 
‘disasters’ there are natural occurrences that are enormously
damaging, yet occur so rarely that they may have no lasting 
selective effect on the evolution of the species. We might call 
such events ‘catastrophes’, for example the volcanic eruption of
Mt St Helens or of the island of Krakatau. The next time that
Krakatau erupts there are unlikely to be any genes persisting that
were selected for volcano tolerance!
2.8 Environmental pollution
A number of environmental conditions that are, regrettably,
becoming increasingly important are due to the accumulation of
toxic by-products of human activities. Sulfur dioxide emitted from
power stations, and metals like copper, zinc and lead, dumped
••••
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around mines or deposited around refineries, are just some of the
pollutants that limit distributions, especially of plants. Many such
pollutants are present naturally but at low concentrations, and some
are indeed essential nutrients for plants. But in polluted areas their
concentrations can rise to lethal levels. The loss of species is often
the first indication that pollution has occurred, and changes in the
species richness of a river, lake or area of land provide bioassays
of the extent of their pollution (see, for example, Lovett Doust
et al., 1994).
Yet it is rare to find even the most
inhospitable polluted areas entirely
devoid of species; there are usually at
least a few individuals of a few species that can tolerate the con-
ditions. Even natural populations from unpolluted areas often 
contain a low frequency of individuals that tolerate the pollutant;
this is part of the genetic variability present in natural populations.
Such individuals may be the only ones to survive or colonize as
pollutant levels rise. They may then become the founders of a
tolerant population to which they have passed on their ‘tolerance’
genes, and, because they are the descendants of just a few founders,
such populations may exhibit notably low genetic diversity overall
(Figure 2.20). Moreover, species themselves may differ greatly in
their ability to tolerate pollutants. Some plants, for example, are
‘hyperaccumulators’ of heavy metals – lead, cadmium and so on
– with an ability not only to tolerate but also to accumulate much
higher concentrations than the norm (Brooks, 1998). As a result,
such plants may have an important role to play in ‘bioremedia-
tion’ (Salt et al., 1998), removing pollutants from the soil so that
eventually other, less tolerant plants can grow there too (discussed
further in Section 7.2.1).
Thus, in very simple terms, a pollutant has a twofold effect.
When it is newly arisen or is at extremely high concentrations,
there will be few individuals of any species present (the exceptions
being naturally tolerant variants or their immediate descendants).
Subsequently, however, the polluted area is likely to support a
much higher density of individuals, but these will be representat-
ives of a much smaller range of species than would be present in
the absence of the pollutant. Such newly evolved, species-poor
communities are now an established part of human environments
(Bradshaw, 1987).
Pollution can of course have its effects far from the original
source (Figure 2.21). Toxic effluents from a mine or a factory may
enter a watercourse and affect its flora and fauna for its whole
length downstream. Effluents from large industrial complexes can
pollute and change the flora and fauna of many rivers and lakes
in a region and cause international disputes.
A striking example is the creation of
‘acid rain’ – for example that falling in
Ireland and Scandinavia from indus-
trial activities in other countries. Since the Industrial Revolution,
the burning of fossil fuels and the consequent emission to the 
atmosphere of various pollutants, notably sulfur dioxide, has
produced a deposition of dry acidic particles and rain that is essen-
tially dilute sulfuric acid. Our knowledge of the pH tolerances 
of diatom species enables an approximate pH history of a lake to
be constructed. The history of the acidification of lakes is often
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Figure 2.20 The response of the marine isopod, Platynympha longicaudata, to pollution around the largest lead smelting operation in 
the world, Port Pirie, South Australia. (a) Tolerance, both summer and winter, was significantly higher (P < 0.05) than for animals from 
a control (unpolluted) site, as measured by the concentration in food of a combination of metals (lead, copper, cadmium, zinc and
manganese) required to kill 50% of the population (LC50). (b) Genetic diversity at Port Pirie was significantly lower than at three
unpolluted sites, as measured by two indices of diversity based on RAPDs (random amplified polymorphic DNA). (After Ross et al., 2002.)
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recorded in the succession of diatom species accumulated in lake
sediments (Flower et al., 1994). Figure 2.22, for example, shows
how diatom species composition has changed in Lough Maam,
Ireland – far from major industrial sites. The percentage of vari-
ous diatom species at different depths reflects the flora present
at various times in the past (four species are illustrated). The age
of layers of sediment can be determined by the radioactive decay
of lead-210 (and other elements). We know the pH tolerance of
the diatom species from their present distribution and this can be
used to reconstruct what the pH of the lake has been in the past.
Note how the waters acidified since about 1900. The diatoms
Fragilaria virescens and Brachysira vitrea have declined markedly dur-
ing this period while the acid-tolerant Cymbella perpusilla and
Frustulia rhomboides increased after 1900.
2.9 Global change
In Chapter 1 we discussed some of the ways in which global 
environments have changed over the long timescales involved 
in continental drift and the shorter timescales of the repeated 
ice ages. Over these timescales some organisms have failed to
accommodate to the changes and have become extinct, others have
migrated so that they continue to experience the same conditions
but in a different place, and it is probable that others have
changed their nature (evolved) and tolerated some of the
changes. We now turn to consider global changes that are occur-
ring in our own lifetimes – consequences of our own activities –
and that are predicted, in most scenarios, to bring about profound
changes in the ecology of the planet.
2.9.1 Industrial gases and the greenhouse effect
A major element of the Industrial Revolution was the switch from
the use of sustainable fuels to the use of coal (and later, oil) 
as a source of power. Between the middle of the 19th and the
middle of the 20th century the burning of fossil fuels, together
with extensive deforestation, added about 9 × 1010 tonnes of carbon 
dioxide (CO2) to the atmosphere and even more has been added
since. The concentration of CO2 in the atmosphere before the
Industrial Revolution (measured in gas trapped in ice cores) was
about 280 ppm, a fairly typical interglacial ‘peak’ (Figure 2.23), 
but this had risen to around 370 ppm by around the turn of the
millennium and is still rising (see Figure 18.22).
Solar radiation incident on the earth’s atmosphere is in part
reflected, in part absorbed, and part is transmitted through to the
earth’s surface, which absorbs and is warmed by it. Some of this
absorbed energy is radiated back to the atmosphere where atmo-
spheric gases, mainly water vapor and CO2 absorb about 70% of
it. It is this trapped reradiated energy that heats the atmosphere
in what is called the ‘greenhouse effect’. The greenhouse effect
was of course part of the normal environment before the
Industrial Revolution and carried responsibility for some of 
the environmental warmth before industrial activity started to
enhance it. At that time, atmospheric water vapor was respons-
ible for the greater portion of the greenhouse effect.
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Figure 2.21 An example of long-distance environmental
pollution. The distribution in Great Britain of fallout of radioactive
caesium (Bq m−2) from the Chernobyl nuclear accident in the
Soviet Union in 1986. The map shows the persistence of the
pollutant on acid upland soils where it is recycled through soils,
plants and animals. Sheep in the upland areas contained more
caesium-137 (137Cs) in 1987 and 1988 (after recycling) than in 1986.
137Cs has a half-life of 30 years! On typical lowland soils it is more
quickly immobilized and does not persist in the food chains. 
(After NERC, 1990.)
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In addition to the enhancement 
of greenhouse effects by increased
CO2, other trace gases have increased
markedly in the atmosphere, particularly
methane (CH4) (Figure 2.24a; and compare this with the his-
torical record in Figure 2.23), nitrous oxide (N2O) and the
chlorofluorocarbons (CFCs, e.g. trichlorofluoromethane (CCl3F)
and dichlorodifluoromethane (CCl2F2)). Together, these and
other gases contribute almost as much to enhancing the green-
house effect as does the rise in CO2 (Figure 2.24b). The increase
in CH4 is not all explained but probably has a microbial origin in
intensive agriculture on anaerobic soils (especially increased rice
production) and in the digestive process of ruminants (a cow pro-
duces approximately 40 litres of CH4 each day); around 70% of
its production is anthropogenic (Khalil, 1999). The effect of the
CFCs from refrigerants, aerosol propellants and so on is poten-
tially great, but international agreements at least appear to have
halted further rises in their concentrations (Khalil, 1999).
It should be possible to draw up a balance sheet that shows
how the CO2 produced by human activities translates into the
changes in concentration in the atmosphere. Human activities
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Figure 2.22 The history of the diatom flora of an Irish lake (Lough Maam, County Donegal) can be traced by taking cores from the
sediment at the bottom of the lake. The percentage of various diatom species at different depths reflects the flora present at various times
in the past (four species are illustrated). The age of the layers of sediment can be determined by the radioactive decay of lead-210 (and
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Brachysira vitrea have declined markedly during this period, while the acid-tolerant Cymbella perpusilla and Frustulia rhomboides have
increased. (After Flower et al., 1994.)
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Figure 2.23 Concentrations of CO2 and methane (CH4) in gas
trapped in ice cores from Vostok, Antarctica deposited over the
past 420,000 years. Estimated temperatures are very strongly
correlated with these. Thus, transitions between glacial and 
warm epochs occurred around 335,000, 245,000, 135,000 and
18,000 years ago. BP, before present; ppb, parts per billion; ppm,
parts per million. (After Petit et al., 1999; Stauffer, 2000.)
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release 5.1–7.5 × 109 metric tons of carbon to the atmosphere each
year. But the increase in atmospheric CO2 (2.9 × 10
9 metric tons)
accounts for only 60% of this, a percentage that has remained
remarkably constant for 40 years (Hansen et al., 1999). The
oceans absorb CO2 from the atmosphere, and it is estimated that
they may absorb 1.8–2.5 × 109 metric tons of the carbon released
by human activities. Recent analyses also indicate that terrestrial
vegetation has been ‘fertilized’ by the increased atmospheric
CO2, so that a considerable amount of extra carbon has been locked
up in vegetation biomass (Kicklighter et al., 1999). This softening
of the blow by the oceans and terrestrial vegetation notwith-
standing, however, atmospheric CO2 and the greenhouse effect
are increasing. We return to the question of global carbon 
budgets in Section 18.4.6.
2.9.2 Global warming
We started this chapter discussing temperature, moved through
a number of other environmental conditions to pollutants, and
now return to temperature because of the effects of those pollu-
tants on global temperatures. It appears that the present air 
temperature at the land surface is 0.6 ± 0.2°C warmer than in 
preindustrial times (Figure 2.25), and temperatures are predicted
to continue to rise by a further 1.4–5.8°C by 2100 (IPCC, 2001).
Such changes will probably lead to a melting of the ice caps, a
consequent rising of sea level and large changes in the pattern of
global climates and the distribution of species. Predictions of 
the extent of global warming resulting from the enhanced green-
house effect come from two sources: (i) predictions based on 
sophisticated computer models (‘general circulation models’)
that simulate the world’s climate; and (ii) trends detected in mea-
sured data sets, including the width of tree rings, sea-level records
and measures of the rate of retreat of glaciers.
Not surprisingly, different global
circulation models differ in their pre-
dictions of the rise in global tempera-
ture that will result from predicted
increases in CO2. However, most model predictions vary only from
2.3 to 5.2°C (most of the variation is accounted for by the way
in which the effects of cloud cover are modeled), and a projected
rise of 3–4°C in the next 100 years seems a reasonable value from
which to make projections of ecological effects (Figure 2.26).
But temperature regimes are, of course, only part of the 
set of conditions that determine which organisms live where.
Unfortunately, we can place much less faith in computer projec-
tions of rainfall and evaporation because it is very hard to build
good models of cloud behavior into a general model of climate.
If we consider only temperature as a relevant variable, we would
project a 3°C rise in temperature giving London (UK) the climate
of Lisbon (Portugal) (with an appropriate vegetation of olives, vines,
Bougainvillea and semiarid scrub). But with more reliable rain it
would be nearly subtropical, and with a little less it might qualify
for the status of an arid zone!
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Figure 2.24 (a) Concentration of methane (CH4) in the atmosphere through the 20th century. (b) Estimates of global warming over the
period 1850–1990 caused by CO2 and other major greenhouse gases. (After Khalil, 1999.)
a 3–4°C rise in the
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Also, global warming is not evenly
distributed over the surface of the
earth. Figure 2.27 shows the measured
global change in the trends of surface
temperature over the 46 years from
1951 to 1997. Areas of North America (Alaska) and Asia experi-
enced rises of 1.5–2°C in that period, and these places are pre-
dicted to continue experiencing the fastest warming in the first
half of the present century. In some regions the temperature has
apparently not changed (New York, for example) and should not
change greatly in the next 50 years. There are also some areas,
notably Greenland and the northern Pacific Ocean, where sur-
face temperatures have fallen.
We have emphasized, too, that the distribution of many
organisms is determined by occasional extremes rather than by
average conditions. Computer modeled projections imply that
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Figure 2.26 The rise in global mean
surface temperature projected by the 
global coupled model (i.e. both the oceans
and the atmosphere are modeled) for
climate variability and change in use at the
Geophysical Fluid Dynamics Laboratory,
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global climatic change will also bring greater variance in tem-
perature. Timmerman et al. (1999), for example, modeled the effect
of greenhouse warming on the ENSO (see Section 2.4.1). They
found that not only was the mean climate in the tropical Pacific
region predicted to move towards that presently represented by
the (warmer) El Niño state, but that interannual variability was
also predicted to increase and that variability was predicted to be
more skewed towards unusually cold events.
Global temperatures have changed
naturally in the past, as we have seen.
We are currently approaching the end
of one of the warming periods that
started around 20,000 years ago, during which global temperat-
ures have risen by about 8°C. The greenhouse effect adds to global
warming at a time when temperatures are already higher than
they have been for 400,000 years. Buried pollen gives us evidence
that North American forest boundaries have migrated north at
rates of 100–500 m year−1 since the last ice age. However, this rate
of advance has not been fast enough to keep pace with postglacial
warming. The rate of warming forecast to result from the green-
house effect is 50–100 times faster than postglacial warming.
Thus, of all the types of environmental pollution caused by
human activities, none may have such profound effects as global
warming. We must expect latitudinal and altitudinal changes 
to species’ distributions and widespread extinctions as floras and
faunas fail to track and keep up with the rate of change in global
temperatures (Hughes, 2000). What is more, large tracts of land
over which vegetation might advance and retreat have been
fragmented in the process of civilization, putting major barriers
in the way of vegetational advance. It will be very surprising if
many species do not get lost on the journey.
Summary
A condition is an abiotic environmental factor that influences the
functioning of living organisms. For most, we can recognize an
optimum level at which an organism performs best. Ultimately,
we should define ‘performs best’ from an evolutionary point of
view, but in practice we mostly measure the effect of conditions
on some key property like the activity of an enzyme or the rate
of reproduction.
The ecological niche is not a place but a summary of an organ-
ism’s tolerances of conditions and requirements for resources. The
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Figure 2.27 Change in the surface temperature of the globe expressed as the linear trend over 46 years from 1951 to 1997. The bar below
gives the temperatures in °C. (From Hansen et al., 1999.)
can the biota keep
up with the pace?
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modern concept – Hutchinson’s n-dimensional hypervolume – also
distinguishes fundamental and realized niches.
Temperature is discussed in detail as a typical, and perhaps the
most important, condition. Individuals respond to temperature
with impaired function and ultimately death at upper and lower
extremes, with a functional range between the extremes, within which
there is an optimum, although these responses may be subject to
evolutionary adaptation and to more immediate acclimatization.
The rates of biological enzymatic processes often increase
exponentially with temperature (often Q10 ≈ 2), but for rates of
growth and development there are often only slight deviations
from linearity: the basis for the day-degree concept. Because
development usually increases more rapidly with temperature than
does growth, final size tends to decrease with rearing temperature.
Attempts to uncover universal rules of temperature dependence
remain a matter of controversy.
We explain the differences between endotherms and ecto-
therms but also the similarities between them, ultimately, in
their responses to a range of temperatures.
We examine variations in temperature on and within the sur-
face of the earth with a variety of causes: latitudinal, altitudinal,
continental, seasonal, diurnal and microclimatic effects, and, in
soil and water, the effects of depth. Increasingly, the importance
of medium-term temporal patterns have become apparent.
Notable amongst these are the El Niño–Southern Oscillation
(ENSO) and the North Atlantic Oscillation (NAO).
There are very many examples of plant and animal distribu-
tions that are strikingly correlated with some aspect of environ-
mental temperature but these do not prove that temperature
directly causes the limits to a species’ distribution. The tem-
peratures measured are only rarely those that the organisms
experience. For many species, distributions are accounted for not 
so much by average temperatures as by occasional extremes; 
and the effects of temperature may be determined largely by the
responses of other community members or by interactions with
other conditions.
A range of other environmental conditions are also discussed:
the pH of soil and water, salinity, conditions at the boundary
between sea and land, and the physical forces of winds, waves and
currents. Hazards, disasters and catastrophes are distinguished.
A number of environmental conditions are becoming increas-
ingly important due to the accumulation of toxic by-products of
human activities. A striking example is the creation of ‘acid rain’.
Another is the effect of industrial gases on the greenhouse effect
and consequent effects on global warming. A projected rise of
3–4°C in the next 100 years seems a reasonable value from
which to make projections of ecological effects, though global
warming is not evenly distributed over the surface of the earth.
This rate is 50–100 times faster than postglacial warming. We must
expect latitudinal and altitudinal changes to species’ distributions
and widespread extinctions of floras and faunas.
••••
EIPC02  10/24/05  1:44 PM  Page 57
••
3.1 Introduction
According to Tilman (1982), all things
consumed by an organism are resources
for it. But consumed does not simply
mean ‘eaten’. Bees and squirrels do not eat holes, but a hole that
is occupied is no longer available to another bee or squirrel, just
as an atom of nitrogen, a sip of nectar or a mouthful of acorn are
no longer available to other consumers. Similarly, females that
have already mated may be unavailable to other mates. All these
things have been consumed in the sense that the stock or supply
has been reduced. Thus, resources are entities required by an organ-
ism, the quantities of which can be reduced by the activity of the
organism.
Green plants photosynthesize and
obtain both energy and matter for
growth and reproduction from inorganic
materials. Their resources are solar
radiation, carbon dioxide (CO2), water
and mineral nutrients. ‘Chemosynthetic’ organisms, such as many
of the Archaebacteria, obtain energy by oxidizing methane,
ammonium ions, hydrogen sulfide or ferrous iron; they live in
environments such as hot springs and deep sea vents and use
resources that were much more abundant during early phases of
life on earth. All other organisms use as their food resource the
bodies of other organisms. In each case, what has been consumed
is no longer available to another consumer. The rabbit eaten by
an eagle is no longer available to another eagle. The quantum of
solar radiation absorbed and photosynthesized by a leaf is no longer
available to another leaf. This has an important consequence: organ-
isms may compete with each other to capture a share of a limited
resource – a topic that will occupy us in Chapter 5.
A large part of ecology is about the assembly of inorganic
resources by green plants and the reassembly of these packages
at each successive stage in a web of consumer–resource inter-
actions. In this chapter we start with the resources of plants 
and focus especially on those most important in photosynthesis: 
radiation and CO2. Together, plant resources fuel the growth 
of individual plants, which, collectively, determine the primary 
productivity of whole areas of land (or volumes of water): the rate,
per unit area, at which plants produce biomass. Patterns of prim-
ary productivity are examined in Chapter 17. Relatively little space
in this chapter is given to food as a resource for animals, simply
because a series of later chapters (9–12) is devoted to the ecology
of predators, grazers, parasites and saprotrophs (the consumers
and decomposers of dead organisms). This chapter then closes
where the previous chapter began: with the ecological niche, adding
resource dimensions to the condition dimensions we have met
already.
3.2 Radiation
Solar radiation is the only source of energy that can be used in
metabolic activities by green plants. It comes to the plant as a flux
of radiation from the sun, either directly having been diffused to
a greater or lesser extent by the atmosphere, or after being
reflected or transmitted by other objects. The direct fraction is
highest at low latitudes (Figure 3.1). Moreover, for much of the
year in temperate climates, and for the whole of the year in arid
climates, the leaf canopy in terrestrial communities does not
cover the land surface, so that most of the incident radiation falls
on bare branches or on bare ground.
When a plant intercepts radiant
energy it may be reflected (with its
wavelength unchanged), transmitted (after some wavebands
have been filtered out) or absorbed. Part of the fraction that is
absorbed may raise the plant’s temperature and be reradiated at
much longer wavelengths; in terrestrial plants, part may contribute
latent heat of evaporation of water and so power the transpiration
what are resources?
organisms may
compete for
resources
the fate of radiation
Chapter 3
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stream. A small part may reach the chloroplasts and drive the 
process of photosynthesis (Figure 3.2).
Radiant energy is converted during
photosynthesis into energy-rich chem-
ical compounds of carbon, which will
subsequently be broken down in re-
spiration (either by the plant itself or 
by organisms that consume it). But unless the radiation is cap-
tured and chemically fixed at the instant it falls on the leaf, it is
irretrievably lost for photosynthesis. Radiant energy that has
been fixed in photosynthesis passes just once through the world.
This is in complete contrast to an atom of nitrogen or carbon or
a molecule of water that may cycle repeatedly through endless
generations of organisms.
Solar radiation is a resource con-
tinuum: a spectrum of different wave-
lengths. But the photosynthetic apparatus
is able to gain access to energy in only
a restricted band of this spectrum. All green plants depend on
chlorophyll and other pigments for the photosynthetic fixation of
carbon, and these pigments fix radiation in a waveband between
roughly 400 and 700 nm. This is the band of ‘photosynthetically
active radiation’ (PAR). It corresponds broadly with the range of
the spectrum visible to the human eye that we call ‘light’. About
56% of the radiation incident on the earth’s surface lies outside
the PAR range and is thus unavailable as a resource for green plants.
In other organisms there are pigments, for example bacterio-
chlorophyll in bacteria, that operate in photosynthesis outside the
PAR range of green plants.
3.2.1 Variations in the intensity and quality 
of radiation
A major reason why plants seldom
achieve their intrinsic photosynthetic
capacity is that the intensity of radiation
varies continually (Figure 3.3). Plant
morphology and physiology that are optimal for photosynthesis
at one intensity of radiation will usually be inappropriate at
another. In terrestrial habitats, leaves live in a radiation regime
that varies throughout the day and the year, and they live in 
an environment of other leaves that modifies the quantity and 
quality of radiation received. As with all resources, the supply 
of radiation can vary both systematically (diurnal, annual) and 
unsystematically. Moreover, it is not the case simply that the inten-
sity of radiation is a greater or lesser proportion of a maximum
value at which photosynthesis would be most productive. At high
intensities, photoinhibition of photosynthesis may occur (Long 
et al., 1994), such that the rate of fixation of carbon decreases 
with increasing radiation intensity. High intensities of radiation
may also lead to dangerous overheating of plants. Radiation is an
essential resource for plants, but they can have too much as well
as too little.
Annual and diurnal rhythms are
systematic variations in solar radiation
(Figure 3.3a, b). The green plant expe-
riences periods of famine and glut in its radiation resource every
24 h (except near the poles) and seasons of famine and glut every
year (except in the tropics). In aquatic habitats, an additional 
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systematic and predictable source of variation in radiation inten-
sity is the reduction in intensity with depth in the water column
(Figure 3.3c), though the extent of this may vary greatly. For exam-
ple, differences in water clarity mean that seagrasses may grow
on solid substrates as much as 90 m below the surface in the rel-
atively unproductive open ocean, whereas macrophytes in fresh
waters rarely grow at depths below 10 m (Sorrell et al., 2001), and
often only at considerably shallower locations, in large part because
of differences in concentrations of suspended particles and also
phytoplankton (see below).
The way in which an organism reacts to systematic, predict-
able variation in the supply of a resource reflects both its present
physiology and its past evolution. The seasonal shedding of leaves
by deciduous trees in temperate regions in part reflects the annual
••
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Figure 3.2 The reflection (R) and attenuation of solar radiation falling on various plant communities. The arrows show the percentage 
of incident radiation reaching various levels in the vegetation. (a) A boreal forest of mixed birch and spruce; (b) a pine forest; (c) a field of
sunflowers; and (d) a field of corn (maize). These figures represent data obtained in particular communities and great variation will occur
depending on the stage of growth of the forest or crop canopy, and on the time of day and season at which the measurements are taken.
(After Larcher, 1980, and other sources.)
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Figure 3.3 (a) The daily totals of solar radiation received throughout the year at Wageningen (the Netherlands) and Kabanyolo (Uganda).
(b) The monthly average of daily radiation recorded at Poona (India), Coimbra (Portugal) and Bergen (Norway). ((a, b) after de Wit, 1965,
and other sources.) (c) Exponential diminution of radiation intensity in a freshwater habitat (Burrinjuck Dam, Australia). (After Kirk, 1994.)
EIPC03  10/24/05  1:47 PM  Page 61
62 CHAPTER 3
rhythm in the intensity of radiation – they are shed when they
are least useful. In consequence, an evergreen leaf of an under-
story species may experience a further systematic change, because
the seasonal cycle of leaf production of overstory species deter-
mines what radiation remains to penetrate to the understory. The
daily movement of leaves in many species also reflects the
changing intensity and direction of incident radiation.
Less systematic variations in the
radiation environment of a leaf are
caused by the nature and position of
neighboring leaves. Each canopy, each
plant and each leaf, by intercepting radiation, creates a resource-
depletion zone (RDZ) – a moving band of shadow over other leaves
of the same plant, or of others. Deep in a canopy, shadows
become less well defined because much of the radiation loses its
original direction by diffusion and reflection.
Submerged vegetation in aquatic
habitats is likely to have a much less sys-
tematic shading effect, simply because
it is moved around by the flow of the
water in which it lives, though vegeta-
tion floating on the surface, especially
of ponds or lake, inevitably has a profound and largely unvary-
ing effect on the radiation regime beneath it. Phytoplankton cells
nearer the surface, too, shade the cells beneath them, such that
the reduction of intensity with depth is greater, the greater the
phytoplankton density. Figure 3.4, for example, shows the decline
in light penetration, measured at a set depth in a laboratory system,
as a population of the unicellular green alga, Chlorella vulgaris, built
up over a 12-day period (Huisman, 1999).
The composition of radiation that 
has passed through leaves in a canopy,
or through a body of water, is also
altered. It may be less useful photo-
synthetically because the PAR component has been reduced –
though such reductions may also, of course, prevent photo-
inhibition and overheating. Figure 3.5 shows an example for the 
variation with depth in a freshwater habitat.
The major differences amongst ter-
restrial species in their reaction to sys-
tematic variations in the intensity of
radiation are those that have evolved
between ‘sun species’ and ‘shade species’. In general, plant
species that are characteristic of shaded habitats use radiation at
low intensities more efficiently than sun species, but the reverse
is true at high intensities (Figure 3.6). Part of the difference
between them lies in the physiology of the leaves, but the mor-
phology of the plants also influences the efficiency with which
radiation is captured. The leaves of sun plants are commonly
exposed at acute angles to the midday sun (Poulson & DeLucia,
1993). This spreads an incident beam of radiation over a larger
leaf area, and effectively reduces its intensity. An intensity of 
radiation that is superoptimal for photosynthesis when it strikes
a leaf at 90° may therefore be optimal for a leaf inclined at an
acute angle. The leaves of sun plants are often superimposed into
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a multilayered canopy. In bright sunshine even the shaded leaves
in lower layers may have positive rates of net photosynthesis. Shade
plants commonly have leaves held near to the horizontal and in
a single-layered canopy.
In contrast to these ‘strategic’ dif-
ferences, it may also happen that as a
plant grows, its leaves develop differently
as a ‘tactical’ response to the radiation environment in which it
developed. This often leads to the formation of ‘sun leaves’ and
‘shade leaves’ within the canopy of a single plant. Sun leaves are
typically smaller, thicker, have more cells per unit area, denser
veins, more densely packed chloroplasts and a greater dry
weight per unit area of leaf. These tactical maneuvers, then, tend
to occur not at the level of the whole plant, but at the level of
the individual leaf or even its parts. Nevertheless, they take time.
To form sun or shade leaves as a tactical response, the plant, its
bud or the developing leaf must sense the leaf ’s environment and
respond by growing a leaf with an appropriate structure. For exam-
ple, it is impossible for the plant to change its form fast enough
to track the changes in intensity of radiation between a cloudy
and a clear day. It can, however, change its rate of photosyn-
thesis extremely rapidly, reacting even to the passing of a fleck
of sunlight. The rate at which a leaf photosynthesizes also
depends on the demands that are made on it by other vigorously 
growing parts. Photosynthesis may be reduced, even though
conditions are otherwise ideal, if there is no demanding call on
its products.
In aquatic habitats, much of the
variation between species is accounted
for by differences in photosynthetic
pigments, which contribute significantly to the precise wave-
lengths of radiation that can be utilized (Kirk, 1994). Of the three
types of pigment – chlorophylls, carotenoids and biliproteins – all
photosynthetic plants contain the first two, but many algae also
contain biliproteins; and within the chlorophylls, all higher plants
have chlorophyll a and b, but many algae have only chlorophyll
a and some have chlorophyll a and c. Examples of the absorp-
tion spectra of a number of pigments, the related contrasting 
absorption spectra of a number of groups of aquatic plants, and
the related distributional differences (with depth) between a
number of groups of aquatic plants are illustrated in Figure 3.7.
A detailed assessment of the evidence for direct links between 
pigments, performance and distribution is given by Kirk (1994).
3.2.2 Net photosynthesis
The rate of photosynthesis is a gross measure of the rate at which
a plant captures radiant energy and fixes it in organic carbon 
compounds. However, it is often more important to consider, and
very much easier to measure, the net gain. Net photosynthesis
is the increase (or decrease) in dry matter that results from the
difference between gross photosynthesis and the losses due to 
respiration and the death of plant parts (Figure 3.8).
Net photosynthesis is negative in
darkness, when respiration exceeds
photosynthesis, and increases with the
intensity of PAR. The compensation point
is the intensity of PAR at which the gain from gross photosyn-
thesis exactly balances the respiratory and other losses. The leaves
of shade species tend to respire at lower rates than those of sun
species. Thus, when both are growing in the shade the net photo-
synthesis of shade species is greater than that of sun species.
There is nearly a 100-fold variation
in the photosynthetic capacity of leaves
(Mooney & Gulmon, 1979). This is the
rate of photosynthesis when incident
radiation is saturating, temperature is optimal, relative humidity
is high, and CO2 and oxygen concentrations are normal. When
the leaves of different species are compared under these ideal 
conditions, the ones with the highest photosynthetic capacity are
generally those from environments where nutrients, water and
radiation are seldom limiting (at least during the growing season).
These include many agricultural crops and their weeds. Species
from resource-poor environments (e.g. shade plants, desert
perennials, heathland species) usually have low photosynthetic
capacity – even when abundant resources are provided. Such pat-
terns can be understood by noting that photosynthetic capacity,
like all capacity, must be ‘built’; and the investment in building
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capacity is only likely to be repaid if ample opportunity exists for
that capacity to be utilized.
Needless to say, ideal conditions in which plants may achieve
their photosynthetic capacity are rarely present outside a physio-
logist’s controlled environment chamber. In practice, the rate at
which photosynthesis actually proceeds is limited by conditions
(e.g. temperature) and by the availability of resources other than
radiant energy. Leaves seem also to achieve their maximal 
photosynthetic rate only when the products are being actively 
withdrawn (to developing buds, tubers, etc.). In addition, the 
photosynthetic capacity of leaves is highly correlated with leaf nitro-
gen content, both between leaves on a single plant and between
the leaves of different species (Woodward, 1994). Around 75% 
of leaf nitrogen is invested in chloroplasts. This suggests that the
availability of nitrogen as a resource may place strict limits on
the ability of plants to garner CO2 and energy in photosynthesis.
The rate of photosynthesis also increases with the intensity of PAR,
but in most species (‘C3 plants’ – see below) reaches a plateau at
intensities of radiation well below that of full solar radiation.
The highest efficiency of utilization of radiation by green plants
is 3–4.5%, obtained from cultured microalgae at low intensities
of PAR. In tropical forests values fall within the range 1–3%, and
in temperate forests 0.6–1.2%. The approximate efficiency of tem-
perate crops is only about 0.6%. It is on such levels of efficiency
that the energetics of all communities depend.
3.2.3 Sun and shade plants of an evergreen shrub
A number of the general points above are illustrated by a study
of the evergreen shrub, Heteromeles arbutifolia. This plant grows
both in chaparral habitats in California, where shoots in the
upper crown are consistently exposed to full sunlight and high
temperatures, especially during the dry season, and also in
woodland habitats, where the plant grows both in open sites and
in the shaded understory (Valladares & Pearcy, 1998). Shade
plants from the understory were compared with sun plants from
the chaparral, where they received around seven times as much
radiation (‘photon flux density’, PFD). Compared to those from
the shade (Figure 3.9 and Table 3.1a), sun plants had leaves that
were inclined at a much steeper angle to the horizontal, were
smaller but thicker, and were borne on shoots that were them-
selves shorter (smaller internode distances). The sun leaves also
had a greater photosynthetic capacity (more chlorophyll and
nitrogen) per unit leaf area but not per unit biomass.
The ‘architectural’ consequences of these differences (Table 3.1b)
were first that shade plants had a much greater ‘projection
efficiency’ in the summer, but a much lower efficiency in the 
winter. Projection efficiency expresses the degree to which the
effective leaf area is reduced by being borne at an angle other than
right angles to the incident radiation. Thus, the more angled leaves
of sun plants absorbed the direct rays of the overhead summer
sun over a wider leaf area than the more horizontal shade plant
leaves, but the more sidewards rays of the winter sun struck the
sun plant leaves at closer to a right angle. Furthermore, these pro-
jection efficiencies can themselves be modified by the fraction of
leaf area subject to self-shading, giving rise to ‘display efficiencies’.
These were higher in shade than in sun plants, in the summer
because of the higher projection efficiency, but in the winter because
of the relative absence of self-shading in shade plants.
Whole plant physiological properties (Table 3.1b), then, reflect
both plant architecture and the morphologies and physiologies
of individual leaves. The efficiency of light absorption, like display
efficiency, reflects both leaf angles and self-shading. Hence, absorp-
tion efficiency was consistently higher for shade than for sun plants,
though the efficiency for sun plants was significantly higher in 
winter compared to summer. The effective leaf ratio (the light
absorption efficiency per unit of biomass) was then massively
greater for shade than for sun plants (as a result of their thinner
leaves), though again, somewhat higher for the latter in winter.
••••
(a) (c)
(b) (d)
Figure 3.9 Computer reconstructions of stems of typical sun 
(a, c) and shade (b, d) plants of the evergreen shrub Heteromeles
arbutifolia, viewed along the path of the sun’s rays in the early
morning (a, b) and at midday (c, d). Darker tones represent parts
of leaves shaded by other leaves of the same plant. Bars = 4 cm.
(After Valladares & Pearcy, 1998.)
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Overall, therefore, despite receiving only one-seventh of the
PFD of sun plants, shade plants reduced the differential in the
amount absorbed to one-quarter, and reduced the differential 
in their daily rate of carbon gain to only a half. Shade plants 
successfully counterbalanced their reduced photosynthetic capa-
city at the leaf level with enhanced light-harvesting ability at 
the whole plant level. The sun plants can be seen as striking a
compromise between maximizing whole plant photosynthesis 
on the one hand while avoiding photoinhibition and overheating
of individual leaves on the other.
3.2.4 Photosynthesis or water conservation? Strategic
and tactical solutions
In fact, in terrestrial habitats especially,
it is not sensible to consider radiation
as a resource independently of water. Intercepted radiation does
not result in photosynthesis unless there is CO2 available, and the
prime route of entry of CO2 is through open stomata. But if the
stomata are open to the air, water will evaporate through them.
If water is lost faster than it can be gained, the leaf (and the plant)
will sooner or later wilt and eventually die. But in most terres-
trial communities, water is, at least sometimes, in short supply.
Should a plant conserve water at the expense of present photo-
synthesis, or maximize photosynthesis at the risk of running 
out of water? Once again, we meet the problem of whether the
optimal solution involves a strict strategy or the ability to make
tactical responses. There are good examples of both solutions and
also compromises.
Perhaps the most obvious strategy
that plants may adopt is to have a
short life and high photosynthetic
activity during periods when water is
abundant, but remain dormant as
seeds during the rest of the year, neither photosynthesizing nor
transpiring (e.g. many desert annuals, annual weeds and most
annual crop plants).
••••
Table 3.1 (a) Observed differences in the shoots and leaves of sun and shade plants of the shrub Heteromeles arbutifolia. Standard
deviations are given in parentheses; the significance of differences are given following analysis of variance. (b) Consequent whole plant
properties of sun and shade plants. (After Valladares & Pearcy, 1998.)
(a)
Sun Shade P
Internode distance (cm) 1.08 (0.06) 1.65 (0.02) < 0.05
Leaf angle (degrees) 71.3 (16.3) 5.3 (4.3) < 0.01
Leaf surface area (cm2) 10.1 (0.3) 21.4 (0.8) < 0.01
Leaf blade thickness (mm) 462.5 (10.9) 292.4 (9.5) < 0.01
Photosynthetic capacity, area basis (mmol CO2 m
−2 s−1) 14.1 (2.0) 9.0 (1.7) < 0.01
Photosynthetic capacity, mass basis (mmol CO2 kg
−1 s−1) 60.8 (10.1) 58.1 (11.2) NS
Chlorophyll content, area basis (mg m−2) 280.5 (15.3) 226.7 (14.0) < 0.01
Chlorophyll content, mass basis (mg g−1) 1.23 (0.04) 1.49 (0.03) < 0.05
Leaf nitrogen content, area basis (g m−2) 1.97 (0.25) 1.71 (0.21) < 0.05
Leaf nitrogen content, mass basis (% dry weight) 0.91 (0.31) 0.96 (0.30) NS
(b)
Sun plants Shade plants
Summer Winter Summer Winter
EP 0.55
a 0.80b 0.88b 0.54a
ED 0.33
a 0.38a, b 0.41b 0.43b
Fraction self-shaded 0.22a 0.42b 0.47b 0.11a
EA, direct PFD 0.28
a 0.44b 0.55c 0.53c
LARc (cm
2 g−1) 7.1a 11.7b 20.5c 19.7c
EP, projection efﬁciency; ED, display efﬁciency; EA, absorption efﬁciency; LARe, effective leaf area ratio; NS, not signiﬁcant. 
Letter codes indicate groups that differed signiﬁcantly in analyses of variance (P < 0.05).
stomatal opening
short active
interludes in a
dormant life
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Second, plants with long lives 
may produce leaves during periods
when water is abundant and shed
them during droughts (e.g. many species of Acacia). Some shrubs
of the Israeli desert (e.g. Teucrium polium) bear finely divided, thin-
cuticled leaves during the season when soil water is freely avail-
able. These are then replaced by undivided, small, thick-cuticled
leaves in more drought-prone seasons, which in turn fall and 
may leave only green spines or thorns (Orshan, 1963): a sequential
polymorphism through the season, with each leaf morph being
replaced in turn by a less photosynthetically active but more water-
tight structure.
Next, leaves may be produced that are long lived, transpire
only slowly and tolerate a water deficit, but which are unable 
to photosynthesize rapidly even when water is abundant (e.g. 
evergreen desert shrubs). Structural features such as hairs, sunken
stomata and the restriction of stomata to specialized areas on 
the lower surface of a leaf slow down water loss. But these same
morphological features reduce the rate of entry of CO2. Waxy and
hairy leaf surfaces may, however, reflect a greater proportion 
of radiation that is not in the PAR range and so keep the leaf 
temperature down and reduce water loss.
Finally, some groups of plants have
evolved particular physiologies: C4 and
crassulacean acid metabolism (CAM).
We consider these in more detail in
Sections 3.3.1–3.3.3. Here, we simply note that plants with ‘nor-
mal’ (i.e. C3) photosynthesis are wasteful of water compared
with plants that possess the modified C4 and CAM physiologies.
The water-use efficiency of C4 plants (the amount of carbon
fixed per unit of water transpired) may
be double that of C3 plants.
The viability of alternative strat-
egies to solve a common problem is
nicely illustrated by the trees of seasonally dry tropical forests 
and woodlands (Eamus, 1999). These communities are found 
naturally in Africa, the Americas, Australia and India, and as a 
result of human interference elsewhere in Asia. But whereas, for 
example, the savannas of Africa and India are dominated 
by deciduous species, and the Llanos of South America are 
dominated by evergreens, the savannas of Australia are occu-
pied by roughly equal numbers of species from four groups
(Figure 3.10a): evergreens (a full canopy all year), deciduous
species (losing all leaves for at least 1 and usually 2–4 months each
year), semideciduous species (losing around 50% or more of their
leaves each year) and brevideciduous species (losing only about
20% of their leaves). At the ends of this continuum, the decidu-
ous species avoid drought in the dry season (April–November 
in Australia) as a result of their vastly reduced rates of transpir-
ation (Figure 3.10b), but the evergreens maintain a positive 
carbon balance throughout the year (Figure 3.10c), whereas the
deciduous species make no net photosynthate at all for around 
3 months.
The major tactical control of the rates of both photosynthe-
sis and water loss is through changes in stomatal ‘conductance’
that may occur rapidly during the course of a day and allow a
very rapid response to immediate water shortages. Rhythms of
stomatal opening and closure may ensure that the above-ground
parts of the plant remain more or less watertight except during
controlled periods of active photosynthesis. These rhythms may
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be diurnal or may be quickly responsive to the plant’s internal
water status. Stomatal movement may even be triggered directly
by conditions at the leaf surface itself – the plant then responds
to desiccating conditions at the very site, and at the same time,
as the conditions are first sensed.
3.3 Carbon dioxide
The CO2 used in photosynthesis is
obtained almost entirely from the atmo-
sphere, where its concentration has risen from approximately 
280 µl l−1 in 1750 to about 370 µl l−1 today and is still increasing
by 0.4–0.5% year−1 (see Figure 18.22). In a terrestrial community,
the flux of CO2 at night is upwards, from the soil and vegetation
to the atmosphere; on sunny days above a photosynthesizing
canopy, there is a downward flux.
Above a vegetation canopy, the air
becomes rapidly mixed. However, the
situation is quite different within and
beneath canopies. Changes in CO2 con-
centration in the air within a mixed deciduous forest in New
England were measured at various heights above ground level
during the year (Figure 3.11a) (Bazzaz & Williams, 1991). Highest
concentrations, up to around 1800 µl l−1, were measured near the
surface of the ground, tapering off to around 400 µl l−1 at 1 m above
the ground. These high values near ground level were achieved
in the summer when high temperatures allowed the rapid
decomposition of litter and soil organic matter. At greater
heights within the forest, the CO2 concentrations scarcely ever
(even in winter) reached the value of 370 µl l−1 which is the
atmospheric concentration of bulk air measured at the Mauna 
Loa laboratory in Hawaii (see Figure 18.22). During the winter
months, concentrations remained virtually constant through the
day and night at all heights. But in the summer, major diurnal
cycles of concentration developed that reflected the interaction
between the production of CO2 by decomposition and its con-
sumption in photosynthesis (Figure 3.11b).
That CO2 concentrations vary so widely within vegetation
means that plants growing in different parts of a forest will 
experience quite different CO2 environments. Indeed the lower
leaves on a forest shrub will usually experience higher CO2
concentrations than its upper leaves, and seedlings will live in 
environments richer in CO2 than mature trees.
In aquatic environments, variations
in CO2 concentration can be just as
striking, especially when water mixing
is limited, for example during the sum-
mer ‘stratification’ of lakes, with layers of warm water towards
the surface and colder layers beneath (Figure 3.12).
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Also, in aquatic habitats, dissolved
CO2 tends to react with water to form
carbonic acid, which in turn ionizes,
and these tendencies increase with pH,
such that 50% or more of inorganic carbon in water may be in
the form of bicarbonate ions. Many aquatic plants can utilize car-
bon in this form, but since it must ultimately be reconverted to
CO2 for photosynthesis, this is likely to be less useful as a source
of inorganic carbon, and in practice, many plants will be limited
in their photosynthetic rate by the availability of CO2. Figure 3.13,
for example, shows the response of the moss, Sphagnum subse-
cundum, taken from two depths in a Danish lake, to increases in
CO2 concentration. At the time they were sampled ( July 1995),
the natural concentrations in the waters from which they were
taken (Figure 3.12) were 5–10 times less than those eliciting 
maximum rates of photosynthesis. Even the much higher con-
centrations that occurred at the lower depths during summer
stratification would not have maximized photosynthetic rate.
One might expect a process as fundamental to life on earth as
carbon fixation in photosynthesis to be underpinned by a single
unique biochemical pathway. In fact, there are three such pathways
(and variants within them): the C3 pathway (the most common),
the C4 pathway and CAM (crassulacean acid metabolism). The
ecological consequences of the different pathways are profound,
especially as they affect the reconciliation of photosynthetic
activity and controlled water loss (see Section 3.2.4). Even in aquatic
plants, where water conservation is not normally an issue, and
most plants use the C3 pathway, there are many CO2-concentrating
mechanisms that serve to enhance the effectiveness of CO2 uti-
lization (Badger et al., 1997).
3.3.1 The C3 pathway
In this, the Calvin–Benson cycle, CO2 is fixed into a three-carbon
acid (phosphoglyceric acid) by the enzyme Rubisco, which is 
present in massive amounts in the leaves (25–30% of the total 
leaf nitrogen). This same enzyme can also act as an oxygenase,
and this activity (photorespiration) can result in a wasteful
release of CO2 – reducing by about one-third the net amounts of
CO2 that are fixed. Photorespiration increases with temperature
with the consequence that the overall efficiency of carbon fixation
declines with increasing temperature.
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The rate of photosynthesis of C3 plants increases with the inten-
sity of radiation, but reaches a plateau. In many species, particu-
larly shade species, this plateau occurs at radiation intensities far
below that of full solar radiation (see Figure 3.6). Plants with C3
metabolism have low water-use efficiency compared with C4 and
CAM plants (see below), mainly because in a C3 plant, CO2 dif-
fuses rather slowly into the leaf and so allows time for a lot of
water vapor to diffuse out of it.
3.3.2 The C4 pathway
In this, the Hatch–Slack cycle, the C3 pathway is present but it is
confined to cells deep in the body of the leaf. CO2 that diffuses
into the leaves via the stomata meets mesophyll cells containing
the enzyme phosphoenolpyruvate (PEP) carboxylase. This enzyme
combines atmospheric CO2 with PEP to produce a four-carbon
acid. This diffuses, and releases CO2 to the inner cells where it enters
the traditional C3 pathway. PEP carboxylase has a much greater
affinity than Rubisco for CO2. There are profound consequences.
First, C4 plants can absorb atmospheric CO2 much more
effectively than C3 plants. As a result, C4 plants may lose much
less water per unit of carbon fixed. Furthermore, the wasteful
release of CO2 by photorespiration is almost wholly prevented
and, as a consequence, the efficiency of the overall process of car-
bon fixation does not change with temperature. Finally, the con-
centration of Rubisco in the leaves is a third to a sixth of that in
C3 plants, and the leaf nitrogen content is correspondingly lower.
As a consequence of this, C4 plants are much less attractive to
many herbivores and also achieve more photosynthesis per unit
of nitrogen absorbed.
One might wonder how C4 plants, with such high water-use
efficiency, have failed to dominate the vegetation of the world,
but there are clear costs to set against the gains. The C4 system
has a high light compensation point and is inefficient at low light
intensities; C4 species are therefore ineffective as shade plants.
Moreover, C4 plants have higher temperature optima for growth
than C3 species: most C4 plants are found in arid regions or the
tropics. In North America, C4 dicotyledonous species appear to
be favored in sites of limited water supply (Figure 3.14) (Stowe
& Teeri, 1978), whereas the abundance of C4 monocotyledonous
species is strongly correlated with maximum daily temperatures
during the growing season (Teeri & Stowe, 1976). But these 
correlations are not universal. More generally, where there are
mixed populations of C3 and C4 plants, the proportion of C4
species tends to fall with elevation on mountain ranges, and in
seasonal climates it is C4 species that tend to dominate the 
vegetation in the hot dry seasons and C3 species in the cooler 
wetter seasons. The few C4 species that extend into temperate
regions (e.g. Spartina spp.) are found in marine or other saline envir-
onments where osmotic conditions may especially favor species
with efficient water use.
Perhaps the most remarkable feature of C4 plants is that 
they do not seem to use their high water-use efficiency in faster
shoot growth, but instead devote a greater fraction of the plant
body to a well-developed root system. This is one of the hints
that the rate of carbon assimilation is not the major limit to 
their growth, but that the shortage of water and/or nutrients 
matters more.
3.3.3 The CAM pathway
Plants with a crassulacean acid metabolism (CAM) pathway also
use PEP carboxylase with its strong power of concentrating CO2.
In contrast to C3 and C4 plants, though, they open their stomata
and fix CO2 at night (as malic acid). During the daytime the 
stomata are closed and the CO2 is released within the leaf and
fixed by Rubisco. However, because the CO2 is then at a high 
concentration within the leaf, photorespiration is prevented, just
as it is in plants using the C4 pathway. Plants using the CAM 
photosynthetic pathway have obvious advantages when water 
is in short supply, because their stomata are closed during the 
daytime when evaporative forces are strongest. The system is now
known in a wide variety of families, not just the Crassulaceae.
This appears to be a highly effective means of water conserva-
tion, but CAM species have not come to inherit the earth. One
cost to CAM plants is the problem of storing the malic acid that
is formed at night: most CAM plants are succulents with extens-
ive water-storage tissues that cope with this problem.
In general, CAM plants are found in arid environments where
strict stomatal control of daytime water is vital for survival
(desert succulents) and where CO2 is in short supply during 
the daytime, for example in submerged aquatic plants, and in 
photosynthetic organs that lack stomata (e.g. the aerial photo-
synthetic roots of orchids). In some CAM plants, such as Opuntia
basilaris, the stomata remain closed both day and night during
drought. The CAM process then simply allows the plant to ‘idle’
– photosynthesizing only the CO2 produced internally by respira-
tion (Szarek et al., 1973).
A taxonomic and systematic survey of C3, C4 and CAM photo-
synthetic systems is given by Ehleringer and Monson (1993).
They describe the very strong evidence that the C3 pathway is
evolutionarily primitive and, very surprisingly, that the C4 and CAM
systems must have arisen repeatedly and independently during
the evolution of the plant kingdom.
3.3.4 The response of plants to changing atmospheric
concentrations of CO2
Of all the various resources required by plants, CO2 is the only
one that is increasing on a global scale. This rise is strongly 
correlated with the increased rate of consumption of fossil fuels
••••
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and the clearing of forests. As Loladze (2002) points out, while
consequential changes to global climate may be controversial in
some quarters, marked increases in CO2 concentration itself are
not. Plants now are experiencing around a 30% higher concentra-
tion compared to the pre-industrial period – effectively instantan-
eous on geological timescales; trees living now may experience
a doubling in concentration over their lifetimes – effectively 
an instantaneous change on an evolutionary timescale; and high
mixing rates in the atmosphere mean that these are changes that
will affect all plants.
There is also evidence of large-
scale changes in atmospheric CO2
over much longer timescales. Carbon
balance models suggest that during the
Triassic, Jurassic and Cretaceous periods, atmospheric concen-
trations of CO2 were four to eight times greater than at present,
falling after the Cretaceous from between 1400 and 2800 µl l−1 to
below 1000 µl l−1 in the Eocene, Miocene and Pliocene, and
fluctuating between 180 and 280 µl l−1 during subsequent glacial
and interglacial periods (Ehleringer & Monson, 1993).
The declines in CO2 concentration in the atmosphere after the
Cretaceous may have been the primary force that favored the evo-
lution of plants with C4 physiology (Ehleringer et al., 1991),
because at low concentrations of CO2, photorespiration places C3
plants at a particular disadvantage. The steady rise in CO2 since
the Industrial Revolution is therefore a partial return to pre-
Pleistocene conditions and C4 plants may begin to lose some of
their advantage.
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When other resources are present 
at adequate levels, additional CO2
scarcely influences the rate of photo-
synthesis of C4 plants but increases the
rate of C3 plants. Indeed, artificially increasing the CO2 concen-
tration in greenhouses is a commercial technique to increase crop
(C3) yields. We might reasonably predict dramatic increases in 
the productivity of individual plants and of whole crops, forests
and natural communities as atmospheric concentrations of CO2
continue to increase. In the 1990s alone, results from more than
2700 studies on free-air CO2 enrichment (FACE) experiments
were published, and it is clear that, for example, doubling 
CO2 concentration generally stimulates photosynthesis and
increases agricultural yield by an average of 41% (Loladze, 2002).
However, there is also much evidence that the responses may 
be complicated (Bazzaz, 1990). For example, when six species of
temperate forest tree were grown for 3 years in a CO2-enriched
atmosphere in a glasshouse, they were generally larger than 
controls, but the CO2 enhancement of growth declined even
within the relatively short timescale of the experiment (Bazzaz
et al., 1993).
Moreover, there is a general tendency for CO2 enrichment 
to change the composition of plants, and in particular to reduce
nitrogen concentration in above-ground plant tissues – around 
14% on average under CO2 enhancement (Cotrufo et al., 1998).
This in turn may have indirect effects on plant–animal interac-
tions, because insect herbivores may then eat 20–80% more
foliage to maintain their nitrogen intake and fail to gain weight
as fast (Figure 3.15).
CO2 enhancement may also reduce
concentrations in plants of other
essential nutrients and micronutrients
(Figure 3.16) (see Section 3.5), con-
tributing in turn to ‘micronutrient
malnutrition’, which diminishes the health and economy of
more than one-half of the world’s human population (Loladze,
2002).
3.4 Water
The volume of water that becomes incorporated in higher plants
during growth is infinitesimal in comparison to the volume that
flows through the plant in the transpiration stream. Nevertheless,
water is a critical resource. Hydration is a necessary condition 
for metabolic reactions to proceed, and because no organism is
completely watertight its water content needs continual replen-
ishment. Most terrestrial animals drink free water and also gen-
erate some from the metabolism of food and body materials; there
are extreme cases in which animals of arid zones may obtain all
their water from their food.
3.4.1 Roots as water foragers
For most terrestrial plants, the main source of water is the soil
and they gain access to it through a root system. We proceed here
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(and in the next section on plant nutrient resources) on the basis
of plants simply having ‘roots’. In fact, most plants do not have
roots – they have mycorrhizae: associations of fungal and root
tissue in which both partners are crucial to the resource-gathering
properties of the whole. Mycorrhizae, and the respective roles of
the plants and the fungi, are discussed in Chapter 13.
It is not easy to see how roots evolved by the modification of
any more primitive organ (Harper et al., 1991), yet the evolution
of the root was almost certainly the most influential event that
made an extensive land flora and fauna possible. Once roots had
evolved they provided secure anchorage for structures the size
of trees and a means for making intimate contact with mineral
nutrients and water within the soil.
Water enters the soil as rain or
melting snow and forms a reservoir in
the pores between soil particles. What
happens to it then depends on the 
size of the pores, which may hold it 
by capillary forces against gravity. If the pores are wide, as in a
sandy soil, much of the water will drain away until it reaches some
impediment and accumulates as a rising watertable or finds its
way into streams or rivers. The water held by soil pores against
the force of gravity is called the ‘field capacity’ of the soil. This
is the upper limit of the water that a freely drained soil will retain.
There is a less clearly defined lower limit to the water that can
be used in plant growth (Figure 3.17). This is determined by the
ability of plants to extract water from the narrower soil pores,
and is known as the ‘permanent wilting point’ – the soil water
content at which plants wilt and are unable to recover. The 
permanent wilting point does not differ much between the plant
species of mesic environments (i.e. with a moderate amount of
water) or between species of crop plants, but many species native
to arid regions can extract significantly more water from the soil.
As a root withdraws water from the soil pores at its surface,
it creates water-depletion zones around it. These determine gradi-
ents of water potential between the interconnected soil pores. 
Water flows along the gradient into the depleted zones, supply-
ing further water to the root. This simple process is made much
more complex because the more the soil around the roots is
depleted of water, the more resistance there is to water flow. As
the root starts to withdraw water from the soil, the first water
that it obtains is from the wider pores because they hold the water
with weaker capillary forces. This leaves only the narrower, more
tortuous water-filled paths through which flow can occur, and so
the resistance to water flow increases. Thus, when the root
draws water from the soil very rapidly, the resource depletion zone
(RDZ; see Section 3.2.1) becomes sharply defined and water can
move across it only slowly. For this reason, rapidly transpiring
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plants may wilt in a soil that contains abundant water. The
fineness and degree of ramification of the root system through
the soil then become important in determining the access of the
plant to the water in the soil reservoir.
Water that arrives on a soil surface
as rain or as melting snow does not dis-
tribute itself evenly. Instead, it tends to
bring the surface layer to field capacity,
and further rain extends this layer 
further and further down into the soil profile. This means that
different parts of the same plant root system may encounter water
held with quite different forces, and indeed the roots can move
water between soil layers (Caldwell & Richards, 1986). In arid areas,
where rainfall is in rare, short showers, the surface layers may be
brought to field capacity whilst the rest of the soil stays at or below
wilting point. This is a potential hazard in the life of a seedling
that may, after rain, germinate in the wet surface layers lying above
a soil mass that cannot provide the water resource to support 
its further growth. A variety of specialized dormancy-breaking
mechanisms are found in species living in such habitats, protect-
ing them against too quick a response to insufficient rain.
The root system that a plant establishes early in its life can
determine its responsiveness to future events. Where most
water is received as occasional showers on a dry substrate, a seedling
with a developmental program that puts its early energy into a
deep taproot will gain little from subsequent showers. By con-
trast, a program that determines that the taproot is formed early
in life may guarantee continual access to water in an environment
in which heavy rains fill a soil reservoir to depth in the spring,
but there is then a long period of drought.
3.4.2 Scale, and two views of the loss of plant water 
to the atmosphere
There are two very different ways in which we can analyze 
and explain the loss of water from plants to the atmosphere. Plant
physiologists going back at least to Brown and Escombe in 1900
have emphasized the way in which the behavior of the stomata
determines the rate at which a leaf loses water. It now seems obvi-
ous that it is the frequency and aperture of pores in an otherwise
mainly waterproof surface that will control the rate at which water
diffuses from a leaf to the outside atmosphere. But micrometero-
logists take a quite different viewpoint, focusing on vegetation 
as a whole rather than on the single stoma, leaf or plant. Their
approach emphasizes that water will be lost by evaporation only
if there is latent heat available for this evaporation. This may be
from solar radiation received directly by the transpiring leaves or
as ‘advective’ energy, i.e. heat received as solar radiation elsewhere
but transported in moving air. The micrometeorologists have devel-
oped formulae for the rate of water loss that are based entirely
on the weather: wind speed, solar radiation, temperature and so
on. They wholly ignore both the species of plants and their 
physiology, but their models nevertheless prove to be powerful
predictors of the evaporation of water from vegetation that is 
not suffering from drought. Neither approach is right or wrong:
which to use depends on the question being asked. Large-scale,
climatically based models, for example, are likely to be the most
relevant in predicting the evapotranspiration and photosynthesis
that might occur in areas of vegetation as a result of global
warming and changes in precipitation (Aber & Federer, 1992).
3.5 Mineral nutrients
It takes more than light, CO2 and water
to make a plant. Mineral resources are
also needed. The mineral resources that
the plant must obtain from the soil (or,
in the case of aquatic plants, from the surrounding water) include
macronutrients (i.e. those needed in relatively large amounts) –
nitrogen (N), phosphorus (P), sulfur (S), potassium (K), calcium (Ca),
magnesium (Mg) and iron (Fe) – and a series of trace elements –
for example, manganese (Mn), zinc (Zn), copper (Cu), boron (B)
and molybdenum (Mo) (Figure 3.18). (Many of these elements
are also essential to animals, although it is more common for 
animals to obtain them in organic form in their food than as 
inorganic chemicals.) Some plant groups have special requirements.
For example, aluminum is a necessary nutrient for some ferns,
silicon for diatoms and selenium for certain planktonic algae.
Green plants do not obtain their mineral resources as a single
package. Each element enters the plant independently as an ion
or a molecule, and each has its own characteristic properties of
absorption in the soil and of diffusion, which affect its accessibil-
ity to the plant even before any selective processes of uptake occur
at the root membranes. All green plants require all of the ‘essen-
tial’ elements listed in Figure 3.18, although not in the same pro-
portion, and there are some quite striking differences between the
mineral compositions of plant tissues of different species and
between the different parts of a single plant (Figure 3.19).
Many of the points made about
water as a resource, and about roots 
as extractors of this resource, apply
equally to mineral nutrients. Strategic differences in develop-
mental programs can be recognized between the roots of dif-
ferent species (Figure 3.20a), but it is the ability of root systems
to override strict programs and be opportunistic that makes
them effective exploiters of the soil. Most roots elongate before
they produce laterals, and this ensures that exploration precedes
exploitation. Branch roots usually emerge on radii of the parent
root, secondary roots radiate from these primaries and tertiaries
from the secondaries. These rules reduce the chance that two
branches of the same root will forage in the same soil particle and
enter each other’s RDZs.
••••
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Roots pass through a medium in which they meet obstacles
and encounter heterogeneity – patches of nutrient that vary on
the same scale as the diameter of a root itself. In 1 cm of growth,
a root may encounter a boulder, pebbles and sand grains, a dead
or living root, or the decomposing body of a worm. As a root
passes through a heterogeneous soil (and all soils are heteroge-
neous seen from a ‘root’s-eye view’), it responds by branching
freely in zones that supply resources, and scarcely branching in
less rewarding patches (Figure 3.20b). That it can do so depends
on the individual rootlet’s ability to react on an extremely local
scale to the conditions that it meets.
There are strong interactions be-
tween water and nutrients as resources
for plant growth. Roots will not grow
freely into soil zones that lack available
water, and so nutrients in these zones
will not be exploited. Plants deprived of essential minerals make
less growth and may then fail to reach volumes of soil that 
contain available water. There are similar interactions between
mineral resources. A plant starved of nitrogen makes poor root
growth and so may fail to ‘forage’ in areas that contain available
phosphate or indeed contain more nitrogen.
Of all the major plant nutrients, nitrates move most freely in
the soil solution and are carried from as far away from the root
surface as water is carried. Hence nitrates will be most mobile in
soils at or near field capacity, and in soils with wide pores. The
RDZs for nitrates will then be wide, and those produced around
neighboring roots will be more likely to overlap. Competition can
then occur – even between the roots of a single plant.
The concept of RDZs is important not only in visualizing how
one organism influences the resources available to another, but
also in understanding how the architecture of the root system affects
the capture of these resources. For a plant growing in an envir-
onment in which water moves freely to the root surface, those
nutrients that are freely in solution will move with the water. They
will then be most effectively captured by wide ranging, but not
••
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Boron – Some vascular plants and algae(a)
Chromium – Probably essential in higher animals(b)
Cobalt – Essential in ruminants and N-fixing legumes(c)
Fluorine – Beneficial to bone and tooth formation(d)
Iodine – Higher animals(e)
Selenium – Some higher animals?(f)
Silicon – Diatoms(g)
Vanadium – Tunicates, echinoderms and some algae(h)
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Figure 3.18 Periodic table of the elements showing those that are essential resources in the life of various organisms.
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Quercus alba Quercus ilicifolia Pinus rigida Vaccinium vacillans
(b)
Wood Bark Roots
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Figure 3.19 (a) The relative concentration of various minerals in whole plants of four species in the Brookhaven Forest, New York. 
(b) The relative concentration of various minerals in different tissues of the white oak (Quercus alba) in the Brookhaven Forest. Note that
the differences between species are much less than between the parts of a single species. (After Woodwell et al., 1975).
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Figure 3.20 (a) The root systems of plants
in a typical short-grass prairie after a run of
years with average rainfall (Hays, Kansas).
Ap, Aristida purpurea; Aps, Ambrosia
psilostachya; Bd, Buchloe dactyloides; Bg,
Bouteloua gracilis; Mc, Malvastrum coccineum;
Pt, Psoralia tenuiflora; Sm, Solidago mollis.
(After Albertson, 1937; Weaver &
Albertson, 1943.) (b) The root system
developed by a plant of wheat grown
through a sandy soil containing a layer 
of clay. Note the responsiveness of root
development to the localized environment
that it encounters. (Courtesy of J.V. Lake.)
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intimately branched, root systems. The less freely that water moves
in the soil, the narrower will be the RDZs, and the more it will
pay the plant to explore the soil intensively rather than extensively.
The soil solution that flows through
soil pores to the root surface has a
biased mineral composition compared
with what is potentially available. This
is because different mineral ions are
held by different forces in the soil. Ions
such as nitrate, calcium and sodium may, in a fertile agricultural
soil, be carried to the root surface faster than they are accumu-
lated in the body of the plant. By contrast, the phosphate and potas-
sium content of the soil solution will often fall far short of the
plant’s requirements. Phosphate is bound on soil colloids by 
surfaces that bear calcium, aluminum and ferric ions, and the rate
at which it can be extracted by plants then depends on the rate
at which its concentration is replenished by release from the 
colloids. In dilute solutions, the diffusion coefficients of ions that
are not absorbed, such as nitrate, are of the order of 10−5 cm2 s−l,
and for cations such as calcium, magnesium, ammonium and potas-
sium they are 10−7 cm2 s−1. For strongly absorbed anions such as
phosphate, the coefficients are as low as 10−9 cm2 s−1. The diffusion
rate is the main factor that determines the width of an RDZ.
For resources like phosphate that have low diffusion coeffici-
ents, the RDZs will be narrow (Figure 3.21); roots or root hairs
will only tap common pools of resource (i.e. will compete) if they
are very close together. It has been estimated that more than 90%
of the phosphate absorbed by a root hair in a 4-day period will
have come from the soil within 0.1 mm of its surface. Two roots
will therefore only draw on the same phosphate resource in 
this period if they are less than 0.2 mm apart. A widely spaced,
extensive root system tends to maximize access to nitrate, whilst
a narrowly spaced, intensively branched root system tends to 
maximize access to phosphates (Nye & Tinker, 1977). Plants
with different shapes of root system may therefore tolerate dif-
ferent levels of soil mineral resources, and different species may
deplete different mineral resources to different extents. This may
be of great importance in allowing a variety of plant species to
cohabit in the same area (coexistence of competitors is discussed
in Chapters 8 and 19).
3.6 Oxygen
Oxygen is a resource for both animals and plants. Only a few
prokaryotes can do without it. Its diffusibility and solubility in 
water are very low and so it becomes limiting most quickly in
aquatic and waterlogged environments. Its solubility in water also
decreases rapidly with increasing temperature. When organic
matter decomposes in an aquatic environment, microbial respira-
tion makes a demand for oxygen and this ‘biological oxygen
demand’ may constrain the types of higher animal that can persist.
High biological oxygen demands are particularly characteristic of
still waters into which leaf litter or organic pollutants are deposited
and they become most acute during periods of high temperature.
Because oxygen diffuses so slowly in water, aquatic animals
must either maintain a continual flow of water over their respir-
atory surfaces (e.g. the gills of fish), or have very large surface
areas relative to body volume (e.g. many aquatic crustacea have
large feathery appendages), or have specialized respiratory 
pigments or a slow respiration rate (e.g. the midge larvae that 
live in still and nutrient-rich waters), or continually return to the
surface to breathe (e.g. whales, dolphins, turtles and newts).
The roots of many higher plants fail to grow into water-
logged soil, or die if the water table rises after they have penetrated
deeply. These reactions may be direct responses to oxygen
deficiency or responses to the accumulation of gases such as 
hydrogen sulfide, methane and ethylene, which are produced by
microorganisms engaged in anaerobic decomposition. Even if roots
do not die when starved of oxygen, they may cease to absorb min-
eral nutrients so that the plants suffer from mineral deficiencies.
3.7 Organisms as food resources
Autotrophic organisms (green plants and
certain bacteria) assimilate inorganic
resources into packages of organic
••••
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Figure 3.21 Radioautograph of soil in which seedlings 
of mustard have been grown. The soil was supplied with
radioactively labeled phosphate (32PO4
−) and the zones that have
been depleted by the activity of the roots show up clearly as
white. (After Nye & Tinker, 1977.)
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molecules (proteins, carbohydrates, etc.). These become the
resources for heterotrophic organisms (decomposers, parasites,
predators and grazers), which take part in a chain of events in
which each consumer of a resource becomes, in turn, a resource
for another consumer. At each link in this food chain the most
obvious distinction is between saprotrophs and predators (defined
broadly).
Saprotrophs – bacteria, fungi and detritivorous animals (see
Chapter 11) – use other organisms, or parts of other organisms,
as food but only after they have died, or they consume another
organism’s waste or secretory products.
Predators use other living organi-
sms, or parts of other living organisms,
as food. True predators predictably kill
their prey. Examples include a moun-
tain lion consuming a rabbit but also
consumers that we may not refer to as predators in everyday
speech: a water flea consuming phytoplankton cells, a squirrel 
eating an acorn, and even a pitcherplant drowning a mosquito.
Grazing can also be regarded as a type of predation, but the food
(prey) organism is not killed; only part of the prey is taken, leav-
ing the remainder with the potential to regenerate. Grazers feed
on (or from) many prey during their lifetime. True predation and
grazing are discussed in detail in Chapter 9. Parasitism, too, is a
form of predation in which the consumer usually does not kill its
food organism; but unlike a grazer, a parasite feeds from only one
or a very few host organisms in its lifetime (see Chapter 12).
An important distinction amongst
animal consumers is whether they are
specialized or generalized in their diet.
Generalists (polyphagous species) take a
wide variety of prey species, though they very often have clear
preferences and a rank order of what they will choose when 
there are alternatives available. Specialists may consume only 
particular parts of their prey though they range over a number
of species. This is most common among herbivores because, as
we shall see, different parts of plants are quite different in their
composition. Thus, many birds specialize on eating seeds though
they are seldom restricted to a particular species. Other speci-
alists, however, may feed on only a narrow range of closely 
related species or even just a single species (when they are said
to be monophagous). Examples are caterpillars of the cinnabar moth
(which eat the leaves, flower buds and very young stems of
species of ragwort, Senecio) and many species of host-specific 
parasites.
Many of the resource-use patterns found among animals
reflect the different lifespans of the consumer and what it con-
sumes. Individuals of long-lived species are likely to be gener-
alists: they cannot depend on one food resource being available
throughout their life. Specialization is increasingly likely if a con-
sumer has a short lifespan. Evolutionary forces can then shape
the timing of the consumer’s food demands to match the
timetable of its prey. Specialization also allows the evolution of
structures that make it possible to deal very efficiently with par-
ticular resources – this is especially the case with mouthparts. A
structure like the stylet of an aphid (Figure 3.22) can be interpreted
as an exquisite product of the evolutionary process that has
given the aphid access to a valuable food resource – or as an 
example of the ever-deepening rut of specialization that has 
constrained what aphids can feed on. The more specialized the
food resource required by an organism, the more it is constrained
to live in patches of that resource or to spend time and energy 
in searching for it among a mixture of resources. This is one of
the costs of specialization.
3.7.1 The nutritional content of plants and animals as food
As a ‘package’ of resources, the body 
of a green plant is quite different 
from the body of an animal. This has a
tremendous effect on the value of these resources as potential food
(Figure 3.23). The most important contrast is that plant cells are
bounded by walls of cellulose, lignin and/or other structural
materials. It is these cell walls that give plant material its high fiber
content. The presence of cell walls is also largely responsible 
for the high fixed carbon content of plant tissues and the high
ratio of carbon to other important elements. For example, the 
carbon : nitrogen (C : N) ratio of plant tissues commonly exceeds
40 : 1, in contrast to the ratios of approximately 10 : 1 in bacteria,
fungi and animals. Unlike plants, animal tissues contain no struc-
tural carbohydrate or fiber component but are rich in fat and, in
particular, protein.
The various parts of a plant have 
very different compositions (Figure 3.23)
and so offer quite different resources.
Bark, for example, is largely composed
of dead cells with corky and lignified walls and is quite useless as
a food for most herbivores (even species of ‘bark beetle’ special-
ize on the nutritious cambium layer just beneath the bark, rather
than on the bark itself ). The richest concentrations of plant pro-
teins (and hence of nitrogen) are in the meristems in the buds at
shoot apices and in leaf axils. Not surprisingly, these are usually
heavily protected with bud scales and defended from herbivores
by thorns and spines. Seeds are usually dried, packaged reserves
rich in starch or oils as well as specialized storage proteins. And
the very sugary and fleshy fruits are resources provided by the
plant as ‘payment’ to the animals that disperse the seeds. Very
little of the plants’ nitrogen is ‘spent’ on these rewards.
The dietary value of different tissues and organs is so differ-
ent that it is no surprise to find that most small herbivores are
specialists – not only on particular species or plant groups, but
on particular plant parts: meristems, leaves, roots, stems, etc. The
smaller the herbivore, the finer is the scale of heterogeneity of
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the plant on which it may specialize. Extreme examples can be
found in the larvae of various species of oak gall wasps, some of
which may specialize on young leaves, some on old leaves, some
on vegetative buds, some on male flowers and others on root 
tissues.
Although plants and their parts
may differ widely in the resources they
offer to potential consumers, the com-
position of the bodies of different 
herbivores is remarkably similar. In
terms of the content of protein, car-
bohydrate, fat, water and minerals per gram there is very little
to choose between a diet of caterpillars, cod or venison. The pack-
ages may be differently parceled (and the taste may be different),
but the contents are essentially the same. Carnivores, then, are
not faced with problems of digestion (and they vary rather little
in their digestive apparatus), but rather with difficulties in finding,
catching and handling their prey (see Chapter 9).
Differences in detail aside, herbivores that consume living plant
material – and saprotrophs that consume dead plant material –
all utilize a food resource that is rich in carbon and poor in 
protein. Hence, the transition from plant to consumer involves
a massive burning off of carbon as the C : N ratio is lowered. This
is the realm of ecological stoichiometry (Elser & Urabe 1999): the
analysis of constraints and consequences in ecological interactions
of the mass balance of multiple chemical elements (particularly
the ratios of carbon to nitrogen and of carbon to phosphorus –
see Sections 11.2.4 and 18.2.5). The main waste products of
organisms that consume plants are carbon-rich compounds: CO2,
fiber, and in the case of aphids, for example, carbon-rich honey-
dew dripping from infested trees. By contrast, the greater part 
of the energy requirements of carnivores is obtained from the 
protein and fats of their prey, and their main excretory products
are in consequence nitrogenous.
The differential in C : N ratios
between plants and microbial decom-
posers also means that the long-term
effects of CO2 enhancement (see
Section 3.3.4) are not as straightforward as might be imagined
(Figure 3.24): that is, it is not necessarily the case that plant
••
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Figure 3.22 The stylet of an aphid penetrating the host tissues and reaching the sugar-rich phloem cells in the leaf veins. (a) Aphid
mouthparts and cross-section of a leaf. (b) A stylet, showing its circuitous path through a leaf. (After Tjallingii & Hogen Esch, 1993.)
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Figure 3.23 The composition of various plant parts and of the bodies of animals that serve as food resources for other organisms. (Data
from various sources.)
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biomass is increased. If the microbes themselves are carbon-
limited, then increased CO2 concentrations, apart from their
direct effects on plants, might stimulate microbial activity, making
other nutrients, especially nitrogen, available to plants, further 
stimulating plant growth. Certainly, short-term experiments
have demonstrated this kind of effect on decomposer communi-
ties. On the other hand, though, decomposers may be nitrogen-
limited, either initially or following a period of enhanced plant
growth during which nitrogen accumulates in plant biomass and
litter. Then, microbial activity would be depressed, diminishing
the release of nutrients to plants and potentially preventing their
enhanced growth in spite of elevated CO2 concentrations. These,
though, are longer term effects and to date very few data have
been collected to detect them. The more general issue of local
and global ‘carbon budgets’ is taken up again in Section 18.4.6.
3.7.2 Digestion and assimilation of plant material
The large amounts of fixed carbon in
plant materials mean that they are
potentially rich sources of energy. It is
other components of the diet (e.g. nitrogen) that are more likely
to be limiting. Yet most of that energy is only directly available
to consumers if they have enzymes capable of mobilizing cellu-
lose and lignins, whereas the overwhelming majority of species
in both the plant and animal kingdoms lack these enzymes. Of
all the many constraints that put limits on what living organisms
can do, the failure of so many to have evolved cellulolytic
enzymes is a particular evolutionary puzzle. It may be that 
gut-inhabiting, cellulolytic prokaryotes have so readily formed 
intimate, ‘symbiotic’ relationships with herbivores (see Chap-
ter 13) that there has been little selection pressure to evolve 
cellulases of their own (Martin, 1991). It is now recognized that
a number of insects do indeed produce their own cellulases but
the vast majority nevertheless depend on symbionts.
Because most animals lack cellulases, the cell wall material of
plants hinders the access of digestive enzymes to the contents 
of plant cells. The acts of chewing by the grazing mammal, cook-
ing by humans and grinding in the gizzard of birds allow diges-
tive enzymes to reach cell contents more easily. The carnivore,
by contrast, can more safely gulp its food.
When plant parts are decomposed, material with a high car-
bon content is converted to microbial bodies with a relatively low
carbon content – the limitations on microbial growth and multi-
plication are resources other than carbon. Thus, when microbes
multiply on a decaying plant part, they withdraw nitrogen and
other mineral resources from their surroundings and build them
into their own microbial bodies. For this reason, and because micro-
bial tissue is more readily digested and assimilated, plant detritus
that has been richly colonized by microorganisms is generally 
preferred by detritivorous animals.
In herbivorous vertebrates the rate
of energy gain from different dietary
resources is determined by the structure
of the gut – in particular, the balance
between a well-stirred anterior chamber in which microbial 
fermentation occurs (AF), a connecting tube in which there is 
digestion but no fermentation (D), and a posterior fermentation
chamber, the colon and cecum (PF). Models of such three-part
digestive systems (Alexander, 1991) suggest that large AF, small
D and small PF (e.g. the ruminant) would give near-optimal gains
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from poor-quality food, and that large PF, as in horses, is more
appropriate for food with less cell wall material and more cell con-
tents. For very high-quality food (a very high proportion of cell
contents and little cell wall material) the optimum gut has long
D and no AF or PF.
Elephants, lagomorphs and some rodents eat their own feces
and so double the distance traveled by the food resource
through the digestive system. This allows further fermentation
and digestion but may also allow time for dietary deficiencies 
(e.g. of vitamins) to be made good by microbial synthesis. These
issues are picked up again in Section 13.5.
3.7.3 Physical defenses
All organisms are potentially food
resources for others and so it is not
surprising that many organisms have evolved physical, chemical,
morphological and/or behavioral defenses that reduce the
chance of an encounter with a consumer and/or increase the chance
of surviving such an encounter. But the interaction does not 
necessarily stop there. A better defended food resource itself exerts
a selection pressure on consumers to overcome that defense; though
in overcoming that defense, rather than the defenses of other
species, the consumer is likely to become relatively specialized
on that resource – which is then under particular pressure to defend
itself against that particular consumer, and so on. A continuing
interaction can therefore be envisaged in which the evolution of
both the consumer and the organism consumed depend crucially
on the evolution of the other: a coevolutionary ‘arms race’
(Ehrlich & Raven, 1964), which, in its most extreme form, has a
coadapted pair of species locked together in perpetual struggle.
Of course, the resources of green plants (and of autotrophs in
general) are not alive and cannot therefore evolve defenses.
Coevolution is also not possible between decomposer organisms
and their dead food resources, although bacteria, fungi and detri-
tivorous animals will often have to contend with the residual effects
of physical and, in particular, chemical defenses in their food.
Simple spines can be an effective
deterrent. The spiny leaves of holly
are not eaten by oak eggar moth larvae
(Lasiocampa quercus), but if the spines are removed the leaves are
eaten readily. No doubt a similar result would be achieved with
foxes as predators and de-spined hedgehogs as prey. In many small
planktonic invertebrates that live in lakes, the development of
spines, crests and other appendages that reduce their vulnerabil-
ity to predation can be induced by a predator’s presence. Thus,
for example, spine development in the offspring of brachionid
rotifers, including Keratella cochlearis, is promoted if their mother
was cultured in a medium conditioned by the predatory rotifer,
Asplachna priodonta (Stemberger & Gilbert, 1984; Snell, 1998). At
a smaller scale still, many plant surfaces are clothed in epidermal
hairs (trichomes) and in some species these develop thick secondary
walls to form strong hooks or points that may trap or impale insects.
Any feature that increases the
energy a consumer spends in discover-
ing or handling a food item – the thick
shell of a nut or the fibrous cone on a pine – is a defense if, as a
consequence, the consumer eats less of it. The green plant uses
none of its energetic resources in running away and so may have
relatively more available to invest in energy-rich defense struc-
tures. Moreover, most green plants are probably relatively over-
provided with energy resources, making it cheap to build shells
around seeds and woody spines on stems – mainly out of cellu-
lose and lignin – and so protecting the real riches: the scarce
resources of nitrogen, phosphorus, potassium, etc. in the embryos
and meristems.
Seeds are most at risk to predators
when they have just ripened and are still
attached, in a cone or ovary, to the
parent plant, but their value is literally dissipated as soon as the
capsule opens and the seeds are shed. The poppies illustrate this
point. The seeds of wild poppies are shed through a series of pores
at the apex of the capsule as it waves in the wind. Two of the
species, Papaver rhoeas and P. dubium, open these pores as soon
as the seed is ripe and the capsules are often empty by the 
following day. Two other species, P. argemone and P. hybridum,
have seeds that are large relative to the size of the capsule pores
and dispersal is a slow process over the fall and winter months.
The capsules of these species are defended by spines. The cultiv-
ated poppy (P. somniferum) by contrast, has been selected by
humans not to disperse its seeds – the capsule pores do not open.
Birds can therefore be a serious pest of the cultivated poppy; they
tear open the capsules to reach an oil- and protein-rich reward.
Humans, in fact, have selected most of their crops to retain
rather than disperse their seeds and these represent sitting targets
for seed-eating birds.
3.7.4 Chemical defenses
The plant kingdom is very rich in
chemicals that apparently play no role
in the normal pathways of plant bio-
chemistry. These ‘secondary’ chemicals range from simple
molecules like oxalic acid and cyanide to the more complex glu-
cosinolates, alkaloids, terpenoids, saponins, flavonoids and tannins
(Futuyma, 1983). Many of these have been shown to be toxic to
a wide range of potential consumers. For example, populations
of white clover, Trifolium repens, are commonly polymorphic for
the ability to release hydrogen cyanide when the tissues are
attacked. Plants that lack the ability to generate hydrogen
cyanide are eaten by slugs and snails: the cyanogenic forms are
nibbled but then rejected. Many researchers have assumed that
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protection against consumers has provided the selective pressure
favoring the production of such chemicals. Many others, however,
have questioned whether the selective force of herbivory is 
powerful enough for this (their production may be costly to the
plants in terms of essential nutrients) and have pointed to other
properties that they possess: for example as protectants against
ultraviolet radiation (Shirley, 1996). None the less, in the few cases
where selection experiments have been carried out, plants reared
in the presence of consumers have evolved enhanced defenses
against these enemies, relative to control plants reared in the
absence of consumers (Rausher, 2001). Later, in Chapter 9 when
we look in more detail at the interaction between predators 
and their prey, we will look at the costs and benefits of prey 
(especially plant) defense to both the prey itself and its con-
sumers. Here, we focus more on the nature of those defenses.
If the attentions of herbivores select
for plant defensive chemicals, then
equally, those chemicals will select for
adaptations in herbivores that can overcome them: a classic
coevolutionary ‘arms race’. This, though, suggests that plants should
become ever more noxious and herbivores ever more specialized,
leaving unanswered the question of why there are so many gen-
eralist herbivores, capable of feeding from many plants (Cornell
& Hawkins, 2003). An answer has been suggested by ‘apparency
theory’ (Feeny, 1976; Rhoades & Cates, 1976). This is based on
the observation that noxious plant chemicals can be classified
broadly into two types: (i) toxic (or qualitative) chemicals, which
are poisonous even in small quantities; and (ii) digestion-reducing
(or quantitative) chemicals, which act in proportion to their con-
centration. Tannins are an example of the second type. They bind
proteins, rendering tissues such as mature oak leaves relatively
indigestible. The theory further supposes that toxic chemicals, by
virtue of their specificity, are likely to be the foundation of an
arms race, requiring an equally simple and specific response
from a herbivore; whereas chemicals that make plants generally
indigestible are much more difficult to overcome.
Apparency theory then proposes that relatively short-lived,
ephemeral plants (said to be ‘unapparent’) gain a measure of pro-
tection from consumers because of the unpredictability of their
appearance in space and time. They therefore need to invest less
in defense than predictable, long-lived (‘apparent’) species like 
forest trees. Moreover, the apparent species, precisely because they
are apparent for long, predictable periods to a large number of
herbivores, should invest in digestion-reducing chemicals that, while
costly, will afford them broad protection; whereas unapparent plants
should produce toxins since it is only likely to pay a few special-
ist species to coevolve against them.
Apparency theory, incorporating ideas on coevolution, there-
fore makes a number of predictions (Cornell & Hawkins, 2003).
The most obvious is that more unapparent plants are more likely
to be protected by simple, toxic compounds than by more com-
plex, digestion-inhibiting compounds. This can even be seen in
the changing balance of chemical defense in some plants as the
season progresses. For example, in the bracken fern (Pteridium aquil-
inum), the young leaves that push up through the soil in spring
are less apparent to potential herbivores than the luxuriant
foliage in late summer. The young leaves are rich in cyanogenic
glucosinolates, whilst the tannin content steadily increases in
concentration to its maximum in mature leaves (Rhoades &
Cates, 1976).
A more subtle prediction of the theory is that specialist 
herbivores, having invested evolutionarily in overcoming par-
ticular chemicals, should perform best when faced with those 
chemicals (compared to chemicals they would not normally
encounter); whereas generalists, having invested in performing
well when faced with a wide range of chemicals, should per-
form least well when faced with chemicals that have provoked
coevolutionary responses from specialists. This is supported by
an analysis of a wide range of data sets for insect herbivores fed 
on artificial diets with added chemicals (892 insect/chemical
combinations) shown in Figure 3.25.
Furthermore, plants are predicted
to differ in their chemical defenses not
only from species to species but also
within an individual plant. ‘Optimal
defense theory’ predicts that the more
important an organ or tissue is for an organism’s fitness, the 
better protected it will be; and in the present context, it predicts
that more important plant parts should be protected by constitu-
tive chemicals (produced all the time), whereas less important
parts should rely on inducible chemicals, only produced in response
to damage itself, and hence with far lower fixed costs to the plants
(McKey, 1979; Strauss et al., 2004). This is confirmed, for example,
by a study of wild radish, Raphanus sativus, in which plants were
either subjected to herbivory by caterpillars of the butterfly,
Pieris rapae, or left as unmanipulated controls (Strauss et al.,
2004). Petals (and all parts of the flower) are known in this insect-
pollinated plant to be highly important to fitness. Concentrations
of protective glucosinolates were twice as high in petals as in
undamaged leaves, and these levels were maintained constitutively,
irrespective of whether the petals were damaged by the caterpil-
lars (Figure 3.26). Leaves, on the other hand, have a much less
direct influence on fitness: high levels of leaf damage can be 
sustained without any measurable effect on reproductive output.
Constitutive levels of glucosinolates, as already noted, were low;
but if the leaves were damaged the (induced) concentrations
were even higher than in the petals.
Similar results were found for the brown seaweed, Sargassum
filipendula, where the holdfast at its base was the most valuable
tissue: without it the plant would be cast adrift in the water (Taylor
et al., 2002). This was protected by costly constitutive, quantitat-
ive chemicals, whereas the much less valuable youngest stipes 
(effectively stems) near the tip of the plant were protected only
by toxic chemicals induced by grazing.
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Animals have more options than
plants when it comes to defending
themselves, but some still make use of chemicals. For example,
defensive secretions of sulfuric acid of pH 1 or 2 occur in some
marine gastropod groups, including the cowries. Other animals
that can tolerate the chemical defenses of their plant food, store
and use them in their own defense. A classic example is the
monarch butterfly (Danaus plexippus), whose caterpillars feed on
milkweeds (Asclepias spp.). Milkweeds contain secondary chem-
icals, cardiac glycosides, which affect the vertebrate heartbeat and
are poisonous to mammals and birds. Monarch caterpillars can
store the poison, and it is still present in the adults, which in con-
sequence are completely unacceptable to bird predators. A naive
blue jay (Cyanocitta cristata) (i.e. one that has not tried a monarch
butterfly before) will vomit violently after eating one, and once
it recovers will reject all others on sight. In contrast, monarchs
reared on cabbage are edible (Brower & Corvinó, 1967).
Chemical defenses are not equally
effective against all consumers. Indeed,
what is unacceptable to most animals
may be the chosen, even unique, diet
of others. It is, after all, an inevitable consequence of having evolved
resistance to a plant’s defenses that a consumer will have gained
access to a resource unavailable to most (or all) other species. For
example, the tropical legume Dioclea metacarpa is toxic to almost
all insect species because it contains a nonprotein amino acid, 
L-canavanine, which insects incorporate into their proteins in
place of arginine. But a species of bruchid beetle, Caryedes brasil-
iensis, has evolved a modified tRNA synthetase that distinguishes
between l-canavanine and arginine, and the larvae of these beetles
feed solely on D. metacarpa (Rosenthal et al., 1976).
3.7.5 Crypsis, aposematism and mimicry
An animal may be less obvious to a
predator if it matches its background,
or possesses a pattern that disrupts its outline, or resembles an
inedible feature of its environment. Straightforward examples of
such crypsis are the green coloration of many grasshoppers and
caterpillars, and the transparency of many planktonic animals that
inhabit the surface layers of oceans and lakes. More dramatic cases
are the sargassum fish (Histrio pictus), whose body outline mim-
ics the sargassum weed in which it is found, or the caterpillar of
the viceroy butterfly (Limenitis archippus) that resembles a bird drop-
ping. Cryptic animals may be highly palatable, but their morphology
and color (and their choice of the appropriate background)
reduce the likelihood that they will be used as a resource.
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Figure 3.25 Combining data from a wide range of published
studies, herbivores were split into three groups: 1, specialists
(feeding from one or two plant families), 2, oligophages 
(3–9 families) and 3, generalists (more than nine families).
Chemicals were split into two groups: (a) those that are, and 
(b) those that are not, found in the normal hosts of specialists 
and oligophages. With increasing specialization, (a) herbivores
suffered decreased mortality on chemicals that have not provoked 
a coevolutionary response from specialist herbivores, but 
(b) suffered higher mortality on chemicals that have not 
provoked such a response. Regressions: (a) y = 0.33x − 1.12; 
r2 = 0.032; t = 3.25; P = 0.0013; (b) y = 0.93 − 0.36x; r2 = 0.049; 
t = −4.35; P < 0.00001. (After Cornell & Hawkins, 2003.)
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in the petals and leaves of wild radish, Raphanus sativus, either
undamaged or damaged by caterpillars of Pieris rapae. Bars are
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Whilst crypsis may be a defense
strategy for a palatable organism, nox-
ious or dangerous animals often seem to advertize the fact by 
bright, conspicuous colors and patterns. This phenomenon is
referred to as aposematism. The monarch butterfly, discussed
above, is aposematically colored, as is its caterpillar, which actu-
ally sequesters the defensive cardiac glucosinolates from its food.
The usual evolutionary argument for this runs as follows: con-
spicuous coloration will be favored because noxious prey will 
be recognized (memorized) as such by experienced predators, 
and thus will be protected, whereas the costs of ‘educating’ the
predator will have been shared amongst the whole population of
conspicuous prey. This argument, however, leaves unanswered
the question of how conspicuous, noxious prey arose in the first
place, since when initially rare, they seem likely to be repeatedly
eliminated by naive (i.e. ‘uneducated’) predators (Speed & Ruxton,
2002). One possible answer is that predators and prey have 
coevolved: in each generation – from an original mixture of 
conspicuous and inconspicuous, noxious and edible prey – con-
spicuous edible prey are eliminated, and, with conspicuous prey
therefore becoming disproportionately noxious, predators evolve
an increased wariness for conspicuous prey (Sherratt, 2002).
The adoption of memorable body
patterns by distasteful prey also imme-
diately opens the door for deceit by
other species, because there will be 
a clear evolutionary advantage to a palatable prey, ‘the mimic’,
if it looks like an unpalatable species, ‘the model’ (Batesian
mimicry). Developing the story of the monarch butterfly a little
further, the adult of the palatable viceroy butterfly mimics the
distasteful monarch, and a blue jay that has learned to avoid mon-
archs will also avoid viceroys. There will also be an advantage 
to aposematically colored, distasteful prey in looking like one
another (Müllerian mimicry), though many unanswered questions
remain as to where exactly Batesian mimicry ends and Müllerian
mimicry begins, in part because there are more theoretical view-
points than impeccable data sets that might distinguish between
them (Speed, 1999).
By living in holes (e.g. millipedes and moles) animals may avoid
stimulating the sensory receptors of predators, and by ‘playing
dead’ (e.g. the opossum Didelphis virginiana and African ground
squirrels) animals may fail to stimulate a killing response. Animals
that withdraw to a prepared retreat (e.g. rabbits and prairie dogs
to their burrows, snails to their shells), or which roll up and pro-
tect their vulnerable parts by a tough exterior (e.g. armadillos and
pill millipedes), reduce their chance of capture but stake their lives
on the chance that the attacker will not be able to breach their
defenses. Other animals seem to try to bluff themselves out 
of trouble by threat displays. The startle response of moths and
butterflies that suddenly expose eye-spots on their wings is one
example. No doubt the most common behavioral response of an
animal in danger of being preyed upon is to flee.
3.8 A classiﬁcation of resources, and 
the ecological niche
We have seen that every plant requires many distinct resources
to complete its life cycle, and most plants require the same set
of resources, although in subtly different proportions. Each of the
resources has to be obtained independently of the others, and often
by quite different uptake mechanisms – some as ions (potassium),
some as molecules (CO2), some in solution, some as gases.
Carbon cannot be substituted by nitrogen, nor phosphorus by potas-
sium. Nitrogen can be taken up by most plants as either nitrate
or ammonium ions, but there is no substitute for nitrogen itself.
In complete contrast, for many carnivores, most prey of about
the same size are wholly interchangeable as articles of diet. This
contrast between resources that are individually essential for an
organism, and those that are substitutable, can be extended into a
classification of resources taken in pairs (Figure 3.27).
In this classification, the concentra-
tion or quantity of one resource is
plotted on the x-axis, and that of the
other resource on the y-axis. We know
that different combinations of the two resources will support 
different growth rates for the organism in question (this can be
individual growth or population growth). Thus, we can join
together points (i.e. combinations of resources) with the same
growth rates, and these are therefore contours or ‘isoclines’ of
equal growth. In Figure 3.27, line B in each case is an isocline of
zero net growth: each of the resource combinations on these lines
allows the organism just to maintain itself, neither increasing nor
decreasing. The A isoclines, then, with less resources than B, join
combinations giving the same negative growth rate; whilst the C
isoclines, with more resources than B, join combinations giving
the same positive growth rate. As we shall see, the shapes of the
isoclines vary with the nature of the resources.
3.8.1 Essential resources
Two resources are said to be essential when neither can substi-
tute for the other. Thus, the growth that can be supported on
resource 1 is absolutely dependent on the amount available 
of resource 2 and vice versa. This is denoted in Figure 3.27a by
the isoclines running parallel to both axes. They do so because
the amount available of one resource defines a maximum 
possible growth rate, irrespective of the amount of the other
resource. This growth rate is achieved unless the amount avail-
able of the other resource defines an even lower growth rate. It
will be true for nitrogen and potassium as resources in the
growth of green plants, and for two obligate hosts in the life of
a parasite or pathogen that are required to alternate in its life cycle
(see Chapter 12).
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3.8.2 Other categories of resource
Two resources are said to be perfectly substitutable when either can
wholly replace the other. This will be true for seeds of wheat or
barley in the diet of a farmyard chicken, or for zebra and gazelle
in the diet of a lion. Note that we do not imply that the two
resources are as good as each other. This feature (perfectly sub-
stitutable but not necessarily as good as each other) is included
in Figure 3.27b by the isoclines having slopes that do not cut both
axes at the same distance from the origin. Thus, in Figure 3.27b,
in the absence of resource 2, the organism needs relatively little
of resource 1, but in the absence of resource 1 it needs a relat-
ively large amount of resource 2.
Substitutable resources are defined
as complementary if the isoclines bow
inwards towards the origin (Figure
3.27c). This shape means that a species
requires less of two resources when taken together than when
consumed separately. A good example is human vegetarians
combining beans and rice in their diet. The beans are rich in lysine,
an essential amino acid poorly represented in rice, whilst rice is
rich in sulfur-containing amino acids that are present only in low
abundance in beans.
A pair of substitutable resources
with isoclines that bow away from 
the origin are defined as antagonistic
(Figure 3.27d). The shape indicates
that a species requires proportionately more resource to main-
tain a given rate of increase when two resources are consumed
together than when consumed separately. This could arise, for
example, if the resources contain different toxic compounds that
act synergistically (more than just additively) on their consumer.
For example, d, l-pipecolic acid and djenkolic acid (two defens-
ive chemicals found in certain seeds) had no significant effect on
the growth of the seed-eating larva of a bruchid beetle if consumed
separately, but they had a pronounced effect if taken together
( Janzen et al., 1977).
Finally, Figure 3.27e illustrates the
phenomenon of inhibition at high
resource levels for a pair of essential
resources: resources that are essential but become damaging
when in excess. CO2, water and mineral nutrients such as iron
are all required for photosynthesis, but each is lethal in excess.
Similarly, light leads to increased growth rates in plants through
a broad range of intensities, but can inhibit growth at very high
intensities. In such cases, the isoclines form closed curves because
growth decreases with an increase in resources at very high levels.
3.8.3 Resource dimensions of the ecological niche
In Chapter 2 we developed the concept of the ecological 
niche as an n-dimensional hypervolume. This defines the 
limits within which a given species can survive and reproduce,
for a number (n) of environmental factors, including both 
conditions and resources. Note, therefore, that the zero growth
isoclines in Figure 3.27 define niche boundaries in two dimen-
sions. Resource combinations to one side of line B allow the 
organisms to thrive – but to the other side of the line the organ-
isms decline.
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and (e) inhibition. (After Tilman, 1982.)
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The resource dimensions of a species’ niche can sometimes
be represented in a manner similar to that adopted for conditions,
with lower and upper limits within which a species can thrive.
Thus, a predator may only be able to detect and handle prey
between lower and upper limits of size. For other resources, 
such as mineral nutrients for plants, there may be a lower limit
below which individuals cannot grow and reproduce but an
upper limit may not exist (Figure 3.27a–d). However, many
resources must be viewed as discrete entities rather than con-
tinuous variables. Larvae of butterflies in the genus Heliconius
require Passiflora leaves to eat; those of the monarch butterfly 
specialize on plants in the milkweed family; and various species
of animals require nest sites with particular specifications. These
resource requirements cannot be arranged along a continuous graph
axis labeled, for example, ‘food plant species’. Instead, the food
plant or nest-site dimension of their niches needs to be defined
simply by a restricted list of the appropriate resources.
Together, then, conditions and resources define a species’
niche. We turn in the next chapter to look in more detail at the
most fundamental responses of organisms to those conditions and
resources: their patterns of growth, survival and reproduction.
Summary
Resources are entities required by an organism, the quantities 
of which can be reduced by the activity of the organism. Hence,
organisms may compete with each other to capture a share of a
limited resource.
Autotrophic organisms (green plants and certain bacteria)
assimilate inorganic resources into packages of organic molecules
(proteins, carbohydrates, etc.). These become the resources for
heterotrophic organisms, which take part in a chain of events in
which each consumer of a resource becomes, in turn, a resource
for another consumer.
Solar radiation is the only source of energy that can be used
in metabolic activities by green plants. Radiant energy is converted
during photosynthesis into energy-rich chemical compounds of
carbon, which will subsequently be broken down in respiration.
But the photosynthetic apparatus is able to gain access to energy
only in the waveband of ‘photosynthetically active radiation’. We
examine variations in the intensity and quality of radiation, and
the responses of plants to such variations. We examine, too, the
strategic and tactical solutions adopted by plants to resolve the
conflicts between photosynthesis and water conservation.
Carbon dioxide is also essential for photosynthesis. We 
examine variations in its concentration, and their consequences,
including global rises over time and those at the smallest spatial
scales. There are three pathways to carbon fixation in photo-
synthesis: C3, C4 and CAM. The differences between the dif-
ferent pathways and the ecological consequences of them are
explained.
Water is a critical resource for all organisms. For plants, we
examine how roots ‘forage’ for water, and the dynamics of
resource depletion zones around roots, for water and for mineral
nutrients. Mineral nutrients, broadly divisible into macronutrients
and trace elements, each enter a plant independently as an ion
or a molecule, and have their own characteristic properties 
of absorption in the soil and of diffusion, which affect their 
accessibility to a plant.
Oxygen is a resource for both animals and plants. It becomes
limiting most quickly in aquatic and waterlogged environments,
and when organic matter decomposes in an aquatic environment,
microbial respiration may so deplete oxygen as to constrain the
types of higher animal that can persist.
Amongst heterotrophs, we explain the distinctions between
saprotrophs, predators, grazers and parasites, and between spe-
cialists and generalists.
The carbon : nitrogen ratio of plant tissues commonly
exceeds greatly that in bacteria, fungi and animals. The main waste
products of organisms that consume plants are therefore carbon-
rich compounds. By contrast, the main excretory products of 
carnivores are nitrogenous. The various parts of a plant have very
different compositions. Hence, most small herbivores are specialists.
The composition of the bodies of different herbivores is remark-
ably similar.
Most of the energy sources potentially available to herbivores
comprise cellulose and lignins, but most animals lack cellulases
– an evolutionary puzzle. We explain how, in herbivorous ver-
tebrates, the rate of energy gain from different dietary resources
is determined by the structure of the gut.
Living resources are typically defended: physically, by chem-
icals, or by crypsis, aposematism or mimicry. This may lead to 
a coevolutionary arms races between the consumer and the 
consumed.
Apparency theory and optimal defense theory seek to make
sense of the distribution of different protective chemicals, espe-
cially those that are constitutive and those that are induced, in
different plant species and plant parts.
Taking resources in pairs, plots for the consumers of zero net
growth isoclines allow resource pairs to be classified as essential,
perfectly substitutable, complementary, antagonistic or display-
ing inhibition. The zero net growth isoclines themselves define
a boundary of a species’ ecological niche.
••
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4.1 Introduction: an ecological fact of life
In this chapter we change the emphasis of our approach. We will
not be concerned so much with the interaction between individuals
and their environment, as with the numbers of individuals and
the processes leading to changes in the number of individuals.
In this regard, there is a fundamental ecological fact of life:
Nnow = Nthen + B − D + I − E. (4.1)
This simply says that the numbers of a particular species pre-
sently occupying a site of interest (Nnow) is equal to the numbers
previously there (Nthen), plus the number of births between then
and now (B), minus the number of deaths (D), plus the number
of immigrants (I), minus the number of emigrants (E ).
This defines the main aim of ecology: to describe, explain and
understand the distribution and abundance of organisms. Ecologists
are interested in the number of individuals, the distributions of
individuals, the demographic processes (birth, death and migra-
tion) that influence these, and the ways in which these demographic
processes are themselves influenced by environmental factors.
4.2 What is an individual?
4.2.1 Unitary and modular organisms
Our ‘ecological fact of life’, though, implies by default that all indi-
viduals are alike, which is patently false on a number of counts.
First, almost all species pass through a number of stages in their
life cycle: insects metamorphose from eggs to larvae, sometimes
to pupae, and then to adults; plants pass from seeds to seedlings
to photosynthesizing adults; and so on. The different stages are
likely to be influenced by different factors and to have different
rates of migration, death and of course reproduction.
Second, even within a stage, indi-
viduals can differ in ‘quality’ or ‘condition’.
The most obvious aspect of this is size,
but it is also common, for example, for
individuals to differ in the amount of
stored reserves they possess.
Uniformity amongst individuals is
especially unlikely, moreover, when
organisms are modular rather than unitary. In unitary organisms,
form is highly determinate: that is, barring aberrations, all dogs
have four legs, all squid have two eyes, etc. Humans are perfect
examples of unitary organisms. A life begins when a sperm fert-
ilizes an egg to form a zygote. This implants in the wall of the
uterus, and the complex processes of embryonic development com-
mence. By 6 weeks the fetus has a recognizable nose, eyes, ears
and limbs with digits, and accidents apart, will remain in this form
until it dies. The fetus continues to grow until birth, and then
the infant grows until perhaps the 18th year of life; but the only
changes in form (as opposed to size) are the relatively minor ones
associated with sexual maturity. The reproductive phase lasts for
perhaps 30 years in females and rather longer in males. This is
followed by a phase of senescence. Death can intervene at any
time, but for surviving individuals the succession of phases is, like
form, entirely predictable.
In modular organisms (Figure 4.1),
on the other hand, neither timing nor
form is predictable. The zygote develops into a unit of construc-
tion (a module, e.g. a leaf with its attendant length of stem), which
then produces further, similar modules. Individuals are composed
of a highly variable number of such modules, and their program
of development is strongly dependent on their interaction with their
environment. The product is almost always branched, and except
for a juvenile phase, effectively immobile. Most plants are modular
and are certainly the most obvious group of modular organisms.
There are, however, many important groups of modular animals
individuals differ in
their life cycle stage
and their condition
unitary organisms
modular organisms
Chapter 4
Life, Death and 
Life Histories
EIPC04  10/24/05  1:49 PM  Page 89
••
90 CHAPTER 4
••
(a)
(b)
(c)
EIPC04  10/24/05  1:49 PM  Page 90
••••
LIFE, DEATH AND LIFE HISTORIES 91
Figure 4.1 Modular plants (on the left) and animals (on the right), showing the underlying parallels in the various ways they may 
be constructed. (opposite page) (a) Modular organisms that fall to pieces as they grow: duckweed (Lemna sp.) and Hydra sp. (b) Freely
branching organisms in which the modules are displayed as individuals on ‘stalks’: a vegetative shoot of a higher plant (Lonicera japonica)
with leaves (feeding modules) and a flowering shoot, and a hydroid colony (Obelia) bearing both feeding and reproductive modules. 
(c) Stoloniferous organisms in which colonies spread laterally and remain joined by ‘stolons’ or rhizomes: a single plant of strawberry
(Fragaria) spreading by means of stolons, and a colony of the hydroid Tubularia crocea. (above)  (d) Tightly packed colonies of modules: 
a tussock of the spotted saxifrage (Saxifraga bronchialis), and a segment of the hard coral Turbinaria reniformis. (e) Modules accumulated 
on a long persistent, largely dead support: an oak tree (Quercus robur) in which the support is mainly the dead woody tissues derived 
from previous modules, and a gorgonian coral in which the support is mainly heavily calcified tissues from earlier modules. (For color, 
see Plate 4.1, between pp. 000 and 000.)
((a) left, © Visuals Unlimited/John D. Cunningham; right, © Visuals Unlimited/Larry Stepanowicz; (b) left, © Visuals Unlimited; 
right, © Visuals Unlimited/Larry Stepanowicz; (c) left, © Visuals Unlimited/Science VU; right, © Visuals Unlimited/John D. Cunningham; 
(d) left, © Visuals Unlimited/Gerald and Buff Corsi; right, © Visuals Unlimited/Dave B. Fleetham; (e) left, © Visuals Unlimited/Silwood
Park; right, © Visuals Unlimited/Daniel W. Gotshall.
(d)
(e)
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(indeed, some 19 phyla, including sponges, hydroids, corals, bryo-
zoans and colonial ascidians), and many modular protists and fungi.
Reviews of the growth, form, ecology and evolution of a wide
range of modular organisms may be found in Harper et al. (1986a),
Hughes (1989), Room et al. (1994) and Collado-Vides (2001).
Thus, the potentialities for individual difference are far
greater in modular than in unitary organisms. For example, an
individual of the annual plant Chenopodium album may, if grown
in poor or crowded conditions, flower and set seed when only
50 mm high. Yet, given more ideal conditions, it may reach 1 m
in height, and produce 50,000 times as many seeds as its depau-
perate counterpart. It is modularity and the differing birth and
death rates of plant parts that give rise to this plasticity.
In the growth of a higher plant, the fundamental module of
construction above ground is the leaf with its axillary bud and
the attendant internode of the stem. As the bud develops and grows,
it produces further leaves, each bearing buds in their axils. The
plant grows by accumulating these modules. At some stage in 
the development, a new sort of module appears, associated 
with reproduction (e.g. the flowers in a higher plant), ultimately
giving rise to new zygotes. Modules that are specialized for
reproduction usually cease to give rise to new modules. The roots
of a plant are also modular, although the modules are quite 
different (Harper et al., 1991). The program of development in
modular organisms is typically determined by the proportion of
modules that are allocated to different roles (e.g. to reproduction
or to continued growth).
4.2.2 Growth forms of modular organisms
A variety of growth forms and architectures produced by mod-
ular growth in animals and plants is illustrated in Figure 4.1 (for
color, see Plate 4.1, between pp. 000 and 000). Modular organ-
isms may broadly be divided into those that concentrate on 
vertical growth, and those that spread their modules laterally, 
over or in a substrate. Many plants produce new root systems
associated with a laterally extending stem: these are the rhizom-
atous and stoloniferous plants. The connections between the
parts of such plants may die and rot away, so that the product 
of the original zygote becomes represented by physiologically 
separated parts. (Modules with the potential for separate 
existence are known as ‘ramets’.) The most extreme examples 
of plants ‘falling to pieces’ as they grow are the many species 
of floating aquatics like duckweeds (Lemna) and the water
hyacinth (Eichhornia). Whole ponds, lakes or rivers may be filled
with the separate and independent parts produced by a single
zygote.
Trees are the supreme example of plants whose growth is 
concentrated vertically. The peculiar feature distinguishing trees
and shrubs from most herbs is the connecting system linking 
modules together and connecting them to the root system. This
does not rot away, but thickens with wood, conferring perenni-
ality. Most of the structure of such a woody tree is dead, with a
thin layer of living material lying immediately below the bark.
The living layer, however, continually regenerates new tissue, and
adds further layers of dead material to the trunk of the tree, which
solves, by the strength it provides, the difficult problem of obtain-
ing water and nutrients below the ground, but also light perhaps
50 m away at the top of the canopy.
We can often recognize two or
more levels of modular construction.
The strawberry is a good example of
this: leaves are repeatedly developed from a bud, but these
leaves are arranged into rosettes. The strawberry plant grows: 
(i) by adding new leaves to a rosette; and (ii) by producing new
rosettes on stolons grown from the axils of its rosette leaves. Trees
also exhibit modularity at several levels: the leaf with its axillary
bud, the whole shoot on which the leaves are arranged, and 
the whole branch systems that repeat a characteristic pattern of
shoots.
Many animals, despite variations in their precise method of
growth and reproduction, are as ‘modular’ as any plant. More-
over, in corals, for example, just like many plants, the individual
may exist as a physiologically integrated whole, or may be split
into a number of colonies – all part of one individual, but 
physiologically independent (Hughes et al., 1992).
4.2.3 What is the size of a modular population?
In modular organisms, the number of surviving zygotes can 
give only a partial and misleading impression of the ‘size’ of the
population. Kays and Harper (1974) coined the word ‘genet’ to
describe the ‘genetic individual’: the product of a zygote. In
modular organisms, then, the distribution and abundance of
genets (individuals) is important, but it is often more useful to
study the distribution and abundance of modules (ramets,
shoots, tillers, zooids, polyps or whatever): the amount of grass
in a field available to cattle is not determined by the number of
genets but by the number of leaves (modules).
4.2.4 Senescence – or the lack of it – in modular
organisms
There is also often no programed senescence of whole modular
organisms – they appear to have perpetual somatic youth. Even
in trees that accumulate their dead stem tissues, or gorgonian corals
that accumulate old calcified branches, death often results from
becoming too big or succumbing to disease rather than from pro-
gramed senescence. This is illustrated for three types of coral in
modules within
modules
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the Great Barrier Reef in Figure 4.2. Annual mortality declined
sharply with increasing colony size (and hence, broadly, age) until,
amongst the largest, oldest colonies, mortality was virtually zero,
with no evidence of any increase in mortality at extreme old age
(Hughes & Connell, 1987).
At the modular level, things are quite different. The annual
death of the leaves on a deciduous tree is the most dramatic 
example of senescence – but roots, buds, flowers and the modules
of modular animals all pass through phases of youth, middle age,
senescence and death. The growth of the individual genet is the
combined result of these processes. Figure 4.3 shows that the 
age structure of shoots of the sedge Carex arenaria is changed 
dramatically by the application of NPK fertilizer, even when the
total number of shoots present is scarcely affected by the treat-
ment. The fertilized plots became dominated by young shoots,
as the older shoots that were common on control plots were forced
into early death.
4.2.5 Integration
For many rhizomatous and stoloniferous species, this changing
age structure is in turn associated with a changing level to which
the connections between individual ramets remain intact. A
young ramet may benefit from the nutrients flowing from an older
ramet to which it is attached and from which it grew, but the
pros and cons of attachment will have changed markedly by 
the time the daughter is fully established in its own right and 
the parent has entered a postreproductive phase of senescence (a 
comment equally applicable to unitary organisms with parental
care) (Caraco & Kelly, 1991).
The changing benefits and costs of integration have been
studied experimentally in the pasture grass Holcus lanatus, by 
comparing the growth of: (i) ramets that were left with a phy-
siological connection to their parent plant, and in the same 
pot, so that parent and daughter might compete (unsevered,
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unmoved: UU); (ii) ramets that had their connection severed 
but were left in the same pot so competition was possible 
(severed, unmoved: SU); and (iii) ramets that had their con-
nection severed and were repotted in their parent’s soil, but 
after the parent had been removed, so no competition was 
possible (SM) (Figure 4.4). These treatments were applied to
daughter ramets of various ages, which were then examined
after a further 8 weeks’ growth. For the youngest daughters
(Figure 4.4a) attachment to the parent significantly enhanced
growth (UU > SU), but competition with the parent had no
apparent effect (SU ≈ SM). For slightly older daughters (Figure 4.4b),
growth could be depressed by the parent (SU < SM), but 
physiological connection effectively negated this (UU > SU; 
UU ≈ SM). For even older daughters, the balance shifted further
still: physiological connection to the parent was either not
enough to fully overcome the adverse effects of the parent’s 
presence (Figure 4.4c; SM > UU > SU) or eventually appeared to
represent a drain on the resources of the daughter (Figure 4.4d;
SM > SU > UU).
4.3 Counting individuals
If we are going to study birth, death and modular growth ser-
iously, we must quantify them. This means counting individuals
and (where appropriate) modules. Indeed, many studies concern
themselves not with birth and death but with their conse-
quences, i.e. the total number of individuals present and the way
these numbers vary with time. Such studies can often be useful
none the less. Even with unitary organisms, ecologists face enorm-
ous technical problems when they try to count what is happening
to populations in nature. A great many ecological questions remain
unanswered because of these problems.
It is usual to use the term population
to describe a group of individuals of one
species under investigation. What actually constitutes a popula-
tion, though, will vary from species to species and from study to
study. In some cases, the boundaries of a population are readily
apparent: the sticklebacks occupying a small lake are the ‘stickle-
back population of the lake’. In other cases, boundaries are deter-
mined more by an investigator’s purpose or convenience: it is
possible to study the population of lime aphids inhabiting one leaf,
one tree, one stand of trees or a whole woodland. In yet other
cases – and there are many of these – individuals are distributed
continuously over a wide area, and an investigator must define
the limits of a population arbitrarily. In such cases, especially, it
is often more convenient to consider the density of a population.
This is usually defined as ‘numbers per unit area’, but in certain
circumstances ‘numbers per leaf’, ‘numbers per host’ or some other
measure may be appropriate.
To determine the size of a popula-
tion, one might imagine that it is 
possible simply to count individuals,
especially for relatively small, isolated habitats like islands and 
relatively large individuals like deer. For most species, however,
such ‘complete enumerations’ are impractical or impossible:
observability – our ability to observe every individual present –
is almost always less than 100%. Ecologists, therefore, must
almost always estimate the number of individuals in a population
rather than count them. They may estimate the numbers of
aphids on a crop, for example, by counting the number on a 
representative sample of leaves, then estimating the number of
leaves per square meter of ground, and from this estimating 
the number of aphids per square meter. For plants and animals
living on the ground surface, the sample unit is generally a small
area known as a quadrat (which is also the name given to the
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square or rectangular device used to demarcate the boundaries
of the area on the ground). For soil-dwelling organisms the unit
is usually a volume of soil; for lake dwellers a volume of water;
for many herbivorous insects the unit is one typical plant or leaf,
and so on. Further details of sampling methods, and of methods
for counting individuals generally, can be found in one of many
texts devoted to ecological methodology (e.g. Brower et al.,
1998; Krebs, 1999; Southwood & Henderson, 2000).
For animals, especially, there are two further methods of estim-
ating population size. The first is known as capture–recapture. 
At its simplest, this involves catching a random sample of a 
population, marking individuals so that they can be recognized
subsequently, releasing them so that they remix with the rest 
of the population and then catching a further random sample.
Population size can be estimated from the proportion of this 
second sample that bear a mark. Roughly speaking, the propor-
tion of marked animals in the second sample will be high when
the population is relatively small, and low when the population
is relatively large. Data sets become much more complex – and
methods of analysis become both more complex and much
more powerful – when there are a whole sequence of capture-
recapture samples (see Schwarz & Seber, 1999, for a review).
The final method is to use an index of abundance. This can
provide information on the relative size of a population, but by
itself usually gives little indication of absolute size. As an example,
Figure 4.5 shows the effect on the abundance of leopard frogs (Rana
pipiens) in ponds near Ottawa, Canada, of the number of occu-
pied ponds and the amount of summer (terrestrial) habitat in the
vicinity of the pond. Here, frog abundance was estimated from
the ‘calling rank’: essentially compounded from whether there were
no frogs, ‘few’, ‘many’ or ‘very many’ frogs calling on each of
four occasions. Despite their shortcomings, even indices of abund-
ance can provide valuable information.
Counting births can be more dif-
ficult even than counting individuals.
The formation of the zygote is often
regarded as the starting point in the life of an individual. But it
is a stage that is often hidden and extremely hard to study. We
simply do not know, for most animals and plants, how many
embryos die before ‘birth’, though in the rabbit at least 50% of
embryos are thought to die in the womb, and in many higher
plants it seems that about 50% of embryos abort before the seed
is fully grown and mature. Hence, it is almost always impossible
in practice to treat the formation of a zygote as the time of birth.
In birds we may use the moment that an egg hatches; in mam-
mals when an individual ceases to be supported within the
mother on her placenta and starts to be supported outside her as
a suckling; and in plants we may use the germination of a seed
as the birth of a seedling, although it is really only the moment
at which a developed embryo restarts into growth after a period
of dormancy. We need to remember that half or more of a pop-
ulation will often have died before they can be recorded as born!
Counting deaths poses as many
problems. Dead bodies do not linger
long in nature. Only the skeletons of
large animals persist long after death. Seedlings may be counted
and mapped one day and gone without trace the next. Mice, voles
and soft-bodied animals such as caterpillars and worms are digested
by predators or rapidly removed by scavengers or decomposers.
They leave no carcasses to be counted and no evidence of the
cause of death. Capture–recapture methods can go a long way
towards estimating deaths from the loss of marked individuals from
a population (they are probably used as often to measure survival
as abundance), but even here it is often impossible to distinguish
loss through death and loss through emigration.
4.4 Life cycles
To understand the forces determining the abundance of a popu-
lation, we need to know the phases of the constituent organisms’
lives when these forces act most significantly. For this, we need to
understand the sequences of events that occur in those organisms’
life cycles. A highly simplified, generalized life history (Figure 4.6a)
comprises birth, followed by a prereproductive period, a period
of reproduction, perhaps a postreproductive period, and then death
as a result of senescence (though of course other forms of mor-
tality may intervene at any time). The variety of life cycles is also
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Figure 4.6 (a) An outline life history 
for a unitary organism. Time passes along 
the horizontal axis, which is divided into
different phases. Reproductive output is
plotted on the vertical axis. The figures
below (b–f ) are variations on this basic
theme. (b) A semelparous annual species.
(c) An iteroparous annual species. 
(d) A long-lived iteroparous species with
seasonal breeding (that may indeed live
much longer than suggested in the figure). 
(e) A long-lived species with continuous
breeding (that may again live much 
longer than suggested in the figure). 
(f ) A semelparous species living longer
than a year. The pre-reproductive phase
may be a little over 1 year (a biennial
species, breeding in its second year) or
longer, often much longer, than this 
(as shown).
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summarized diagrammatically in Figure 4.6, although there are
many life cycles that defy this simple classification. Some organ-
isms fit several or many generations within a single year, some
have just one generation each year (annuals), and others have a
life cycle extended over several or many years. For all organisms,
though, a period of growth occurs before there is any reproduc-
tion, and growth usually slows down (and in some cases stops
altogether) when reproduction starts.
Whatever the length of their life cycle, species may, broadly,
be either semelparous or iteroparous (often referred to by plant sci-
entists as monocarpic and polycarpic). In semelparous species, indi-
viduals have only a single, distinct period of reproductive output
in their lives, prior to which they have
largely ceased to grow, during which
they invest little or nothing in survival
to future reproductive events, and
after which they die. In iteroparous species, an individual 
normally experiences several or many such reproductive events,
which may in fact merge into a single extended period of repro-
ductive activity. During each period of reproductive activity the
individual continues to invest in future survival and possibly
growth, and beyond each it therefore has a reasonable chance of
surviving to reproduce again.
For example, many annual plants are semelparous (Figure 4.6b):
they have a sudden burst of flowering and seed set, and then 
they die. This is commonly the case among the weeds of arable
crops. Others, such as groundsel (Senecio vulgaris), are iteroparous
(Figure 4.6c): they continue to grow and produce new flowers
and seeds through the season until they are killed by the first lethal
frost of winter. They die with their buds on.
There is also a marked seasonal rhythm in the lives of 
many long-lived iteroparous plants and animals, especially in
their reproductive activity: a period of reproduction once per year
(Figure 4.6d). Mating (or the flowering of plants) is commonly
triggered by the length of the photoperiod (see Section 2.3.7) 
and usually makes sure that young are born, eggs hatch or seeds
are ripened when seasonal resources are likely to be abundant.
Here, though, unlike annual species, the generations overlap and
individuals of a range of ages breed side by side. The population 
is maintained in part by survival of adults and in part by new 
births.
In wet equatorial regions, on the other hand, where there is
very little seasonal variation in temperature and rainfall and
scarcely any variation in photoperiod, we find species of plants
that are in flower and fruit throughout the year – and continu-
ously breeding species of animal that subsist on this resource 
(Figure 4.6e). There are several species of fig (Ficus), for instance,
that bear fruit continuously and form a reliable year-round food
supply for birds and primates. In more seasonal climates, humans
are unusual in also breeding continuously throughout the year,
though numbers of other species, cockroaches, for example, do
so in the stable environments that humans have created.
Amongst long-lived (i.e. longer
than annual) semelparous plants
(Figure 4.6f ), some are strictly biennial
– each individual takes two summers
and the intervening winter to develop, but has only a single repro-
ductive phase, in its second summer. An example is the white sweet
clover, Melilotus alba. In New York State, this has relatively high
mortality during the first growing season (whilst seedlings were
developing into established plants), followed by much lower
mortality until the end of the second summer, when the plants
flowered and survivorship decreased rapidly. No plants survive
to a third summer. Thus, there is an overlap of two generations
at most (Klemow & Raynal, 1981). A more typical example of a
semelparous species with overlapping generations is the composite
Grindelia lanceolata, which may flower in its third, fourth or 
fifth years. But whenever an individual does flower, it dies soon
after.
A well-known example of a semelparous animal with overlap-
ping generations (Figure 4.6f ) is the Pacific salmon Oncorhynchus
nerka. Salmon are spawned in rivers. They spend the first phase
of their juvenile life in fresh water and then migrate to the sea,
often traveling thousands of miles. At maturity they return to the
stream in which they were hatched. Some mature and return to
reproduce after only 2 years at sea; others mature more slowly
and return after 3, 4 or 5 years. At the time of reproduction the
population of salmon is composed of overlapping generations of
individuals. But all are semelparous: they lay their eggs and then
die; their bout of reproduction is terminal.
There are even more dramatic examples of species that have
a long life but reproduce just once. Many species of bamboo form
dense clones of shoots that remain vegetative for many years: 
up to 100 years in some species. The whole population of shoots,
from the same and sometimes different clones, then flowers
simultaneously in a mass suicidal orgy. Even when shoots have
become physically separated from each other, the parts still flower
synchronously.
In the following sections we look at the patterns of birth and
death in some of these life cycles in more detail, and at how these
patterns are quantified. Often, in order to monitor and examine
changing patterns of mortality with age or stage, a life table is used.
This allows a survivorship curve to be constructed, which traces
the decline in numbers, over time, of a group of newly born or
newly emerged individuals or modules – or it can be thought of
as a plot of the probability, for a representative newly born indi-
vidual, of surviving to various ages. Patterns of birth amongst 
individuals of different ages are often monitored at the same 
time as life tables are constructed. These patterns are displayed
in fecundity schedules.
semelparous and
iteroparous life cycles
the variety of life
cycles
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4.5 Annual species
Annual life cycles take approximately 12 months or rather less to
complete (Figure 4.6b, c). Usually, every individual in a popula-
tion breeds during one particular season of the year, but then dies
before the same season in the next year. Generations are there-
fore said to be discrete, in that each generation is distinguishable
from every other; the only overlap of generations is between breed-
ing adults and their offspring during and immediately after the
breeding season. Species with discrete generations need not be
annual, since generation lengths other than 1 year are conceiv-
able. In practice, however, most are: the regular annual cycle of
seasonal climates provides the major pressure in favor of synchrony.
4.5.1 Simple annuals: cohort life tables
A life table and fecundity schedule are set out in Table 4.1 for
the annual plant Phlox drummondii in Nixon, Texas (Leverich &
Levin, 1979). The life table is known as a cohort life table,
because a single cohort of individuals (i.e. a group of individuals
born within the same short interval of time) was followed from
birth to the death of the last survivor. With an annual species like
Phlox, there is no other way of constructing a life table. The life
cycle of Phlox was divided into a number of age classes. In other
cases, it is more appropriate to divide it into stages (e.g. insects
with eggs, larvae, pupae, etc.) or into size classes. The number
in the Phlox population was recorded on various occasions
before germination (i.e. when the plants were seeds), and then
again at regular intervals until all individuals had flowered and
died. The advantage of using age classes is that it allows an
observer to look in detail at the patterns of birth and mortality
within stages (e.g. the seedling stage). The disadvantage is an 
individual’s age is not necessarily the best, nor even a satisfactory,
measure of its biological ‘status’. In many long-lived plants, for
instance, individuals of the same age may be reproducing actively,
or growing vegetatively but not reproducing, or doing neither.
In such cases, a classification based on developmental stages (as
opposed to ages) is clearly appropriate. The decision to use age
classes in Phlox was based on the small number of stages, the demo-
graphic variation within each and the synchronous development
of the whole population.
The first column of Table 4.1 sets out
the various classes (in this case, age
classes). The second column, ax, then
lists the major part of the raw data: it gives the total number of
individuals surviving to the start of each class (a0 individuals in
the initial class, a63 in the following one (which started on day 63),
and so on). The problem with any ax column is that its informa-
tion is specific to one population in 1 year, making comparisons
with other populations and other years very difficult. The data
have therefore been standardized, next, in a column of lx values.
This is headed by an l0 value of 1.000, and all succeeding figures
have been brought into line accordingly (e.g. l124 = 1.000 × 295/
••••
Table 4.1 A cohort life table for Phlox drummondii. The columns are explained in the text. (After Leverich & Levin, 1979.)
Proportion of original Proportion of original Mortality 
Age interval Number surviving cohort surviving cohort dying during rate per Daily killing 
(days) to day x to day x interval day power
x − x ′ ax lx dx qx Log10 lx kx Fx mx lxmx
0–63 996 1.000 0.329 0.006 0.00 0.003 – – –
63–124 668 0.671 0.375 0.013 −0.17 0.006 – – –
124–184 295 0.296 0.105 0.007 −0.53 0.003 – – –
184–215 190 0.191 0.014 0.003 −0.72 0.001 – – –
215–264 176 0.177 0.004 0.002 −0.75 0.001 – – –
264–278 172 0.173 0.005 0.002 −0.76 0.001 – – –
278–292 167 0.168 0.008 0.004 −0.78 0.002 – – –
292–306 159 0.160 0.005 0.002 −0.80 0.001 53.0 0.33 0.05
306–320 154 0.155 0.007 0.003 −0.81 0.001 485.0 3.13 0.49
320–334 147 0.148 0.043 0.025 −0.83 0.011 802.7 5.42 0.80
334–348 105 0.105 0.083 0.106 −0.98 0.049 972.7 9.26 0.97
348–362 22 0.022 0.022 1.000 −1.66 – 94.8 4.31 0.10
362– 0 0.000 – – – – – – –
2408.2 2.41
R0 = ∑ lx mx = = 2.41.
∑ Fx
a0
the columns of 
a life table
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996 = 0.296). Thus, whilst the a0 value of 996 is peculiar to this
set of data, all studies have an l0 value of 1.000, making all studies
comparable. The lx values are best thought of as the proportion
of the original cohort surviving to the start of a stage or age class.
To consider mortality more explicitly, the proportion of the
original cohort dying during each stage (dx) is computed in the
next column, being simply the difference between successive 
values of lx; for example d124 = 0.296 − 0.191 = 0.105. The stage-
specific mortality rate, qx, is then computed. This considers dx as
a fraction of lx. Furthermore, the variable length of the age
classes makes it sensible to convert the qx values to ‘daily’ rates.
Thus, for instance, the fraction dying between days 124 and 184
is 0.105/0.296 = 0.355, which translates, on the basis of compound
‘interest’, into a daily rate or fraction, q124, of 0.007. qx may also
be thought of as the average ‘chance’ or probability of an indi-
vidual dying during an interval. It is therefore equivalent to 
(1 − px) where p refers to the probability of survival.
The advantage of the dx values is that they can be summed:
thus, the proportion of the cohort dying in the first 292 days (essen-
tially the prereproductive stage) was d0 + d63 + d124 . . . + d278 (= 0.840).
The disadvantage is that the individual values give no real idea
of the intensity or importance of mortality during a particular stage.
This is because the dx values are larger the more individuals there
are, and hence the more there are available to die. The qx values,
on the other hand, are an excellent measure of the intensity of
mortality. For instance, in the present example it is clear from
the qx column that the mortality rate increased markedly in the
second period; this is not clear from the dx column. The qx values,
however, have the disadvantage that, for example, summing the
values over the first 292 days gives no idea of the mortality rate
over that period.
The advantages are combined, how-
ever, in the next column of the life
table, which contains kx values (Haldane,
1949; Varley & Gradwell, 1970). kx is defined simply as the dif-
ference between successive values of log10ax or successive values
of log10lx (they amount to the same thing), and is sometimes referred
to as a ‘killing power’. Like qx values, kx values reflect the inten-
sity or rate of mortality (as Table 4.1 shows); but unlike summing
the qx values, summing kx values is a legitimate procedure. Thus,
the killing power or k value for the final 28 days is (0.011 × 14) +
(0.049 × 14) = 0.84, which is also the difference between −0.83 and
−1.66 (allowing for rounding errors). Note too that like lx values,
kx values are standardized, and are therefore appropriate for
comparing quite separate studies. In this and later chapters, kx
values will be used repeatedly.
4.5.2 Fecundity schedules and basic reproductive rates
The fecundity schedule in Table 4.1 (the final three columns) begins
with a column of raw data, Fx: the total number of seeds produced
during each period. This is followed in the next column by mx:
the individual fecundity or birth rate, i.e. the mean number of
seeds produced per surviving individual. Although the repro-
ductive season for the Phlox population lasts for 56 days, each 
individual plant is semelparous. It has a single reproductive
phase during which all of its seeds develop synchronously (or nearly
so). The extended reproductive season occurs because different
individuals enter this phase at different times.
Perhaps the most important summary term that can be
extracted from a life table and fecundity schedule is the basic repro-
ductive rate, denoted by R0. This is the mean number of offspring
(of the first stage in the life cycle – in this case seeds) produced
per original individual by the end of the cohort. It therefore 
indicates, in annual species, the overall extent by which the 
population has increased or decreased over that time. (As we 
shall see below, the situation becomes more complicated when
generations overlap or species breed continuously.)
There are two ways in which R0
can be computed. The first is from the
formula:
R0 = ∑ Fx/a0, (4.2)
i.e. the total number of seeds produced during one generation
divided by the original number of seeds (∑ Fx means the sum of
the values in the Fx column). The more usual way of calculating
R0, however, is from the formula:
R0 = ∑ lxmx, (4.3)
i.e. the sum of the number of seeds produced per original indi-
vidual during each of the stages (the final column of the fecun-
dity schedule). As Table 4.1 shows, the basic reproductive rate is
the same, whichever formula is used.
The age-specific fecundity, mx (the fecundity per surviving 
individual), demonstrates the existence of a preproductive period,
a gradual rise to a peak and then a rapid decline. The reproduc-
tive output of the whole population, Fx, parallels this pattern to
a large extent, but also takes into account the fact that whilst 
the age-specific fecundity was changing, the size of the popula-
tion was gradually declining. This combination of fecundity and 
survivorship is an important property of Fx values, shared by the
basic reproductive rate (R0). It makes the point that actual repro-
duction depends both on reproductive potential (mx) and on 
survivorship (lx).
In the case of the Phlox population, R0 was 2.41. This means
that there was a 2.41-fold increase in the size of the population
over one generation. If such a value were maintained from 
generation to generation, the Phlox population would grow ever
larger and soon cover the globe. Thus, a balanced and realistic
picture of the life and death of Phlox, or any other species, can
only emerge from several or many years’ data.
••••
k values
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4.5.3 Survivorship curves
The pattern of mortality in the Phlox population is illustrated in
Figure 4.7a using both qx and kx values. The mortality rate was
fairly high at the beginning of the seed stage but became very
low towards the end. Then, amongst the adults, there was a period
where the mortality rate fluctuated about a moderate level, fol-
lowed finally by a sharp increase to very high levels during the
last weeks of the generation. The same pattern is shown in a 
different form in Figure 4.7b. This is a survivorship curve, and
follows the decline of log10lx with age. When the mortality rate
is roughly constant, the survivorship curve is more or less
straight; when the rate increases, the curve is convex; and when
the rate decreases, the curve is concave. Thus, the curve is con-
cave towards the end of the seed stage, and convex towards the
end of the generation. Survivorship curves are the most widely
used way of depicting patterns of mortality.
The y-axis in Figure 4.7b is loga-
rithmic. The importance of using loga-
rithms in survivorship curves can be
seen by imagining two investigations of
the same population. In the first, the whole population is censused:
there is a decline in one time interval from 1000 to 500 individuals.
In the second, samples are taken, and over the same time interval
this index of density declines from 100 to 50. The two cases are
biologically identical, i.e. the rate or probability of death per 
individual over the time interval (the per capita rate) is the same.
The slopes of the two logarithmic survivorship curves reflect 
this: both would be −0.301. But on simple linear scales the slopes
would differ. Logarithmic survivorship curves therefore have the
advantage of being standardized from study to study, just like 
the ‘rates’ qx, kx and mx. Plotting numbers on a logarithmic scale
will also indicate when per capita rates of increase are identical.
‘Log numbers’ will therefore often be used in preference to
‘numbers’ when numerical change is being plotted.
4.5.4 A classiﬁcation of survivorship curves
Life tables provide a great deal of data on specific organisms. 
But ecologists search for generalities: patterns of life and death
that we can see repeated in the lives of many species. A useful
set of survivorship curves was developed long ago by Pearl
(1928) whose three types generalize what we know about the 
way in which the risks of death are distributed through the 
lives of different organisms (Figure 4.8). Type I describes the 
situation in which mortality is concentrated toward the end of
the maximum lifespan. It is perhaps most typical of humans 
in developed countries and their carefully tended zoo animals 
and pets. Type II is a straight line that describes a constant 
mortality rate from birth to maximum age. It describes, for
instance, the survival of seeds buried in the soil. Type III indi-
cates extensive early mortality, but a high rate of subsequent 
survival. This is typical of species that produce many offspring.
Few survive initially, but once individuals reach a critical size, 
their risk of death remains low and more or less constant. This
appears to be the most common survivorship curve among 
animals and plants in nature.
••••
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Figure 4.7 Mortality and survivorship 
in the life cycle of Phlox drummondii. 
(a) The age-specific daily mortality rate 
(qx) and daily killing power (kx). (b) The
survivorship curve: log10 lx plotted against
age. (After Leverich & Levin, 1979.)
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These types of survivorship curve are useful generalizations,
but in practice, patterns of survival are usually more complex. Thus,
in a population of Erophila verna, a very short-lived annual plant
inhabiting sand dunes, survival can follow a type I curve when
the plants grow at low densities; a type II curve, at least until the
end of the lifespan, at medium densities; and a type III curve in
the early stages of life at the highest densities (Figure 4.9).
4.5.5 Seed banks, ephemerals and other 
not-quite-annuals
Using Phlox as an example of an annual plant has, to a certain
extent, been misleading, because the group of seedlings developing
in 1 year is a true cohort: it derives entirely from seed set by adults
in the previous year. Seeds that do not germinate in 1 year will
not survive till the next. In most ‘annual’ plants this is not the
case. Instead, seeds accumulate in the soil in a buried seed bank.
At any one time, therefore, seeds of a variety of ages are likely
to occur together in the seed bank, and when they germinate the
seedlings will also be of varying ages (age being the length of time
since the seed was first produced). The formation of something
comparable to a seed bank is rarer amongst animals, but there are
examples to be seen amongst the eggs of nematodes, mosquitoes
and fairy shrimps, the gemmules of sponges and the statocysts of
bryozoans.
Note that species commonly referred to as ‘annual’, but with
a seed bank (or animal equivalent), are not strictly annual species
at all, even if they progress from germination to reproduction within
1 year, since some of the seeds destined to germinate each year
will already be more than 12 months old. All we can do, though,
is bear this fact in mind, and note that it is just one example 
of real organisms spoiling our attempts to fit them neatly into 
clear-cut categories.
••••
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Figure 4.8 A classification of survivorship curves. Type I
(convex) – epitomized perhaps by humans in rich countries,
cosseted animals in a zoo or leaves on a plant – describes the
situation in which mortality is concentrated at the end of the
maximum lifespan. Type II (straight) indicates that the probability
of death remains constant with age, and may well apply to 
the buried seed banks of many plant populations. Type III
(concave) indicates extensive early mortality, with those that
remain having a high rate of survival subsequently. This is true,
for example, of many marine fish, which produce millions of 
eggs of which very few survive to become adults. (After Pearl,
1928; Deevey, 1947.)
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Figure 4.9 Survivorship curves (lx, where l0 = 1000) for the 
sand-dune annual plant Erophila verna monitored at three densities:
high (initially 55 or more seedlings per 0.01 m2 plot); medium
(15–30 seedlings per plot); and low (1–2 seedlings per plot). The
horizontal scale (plant age) is standardized to take account of the
fact that each curve is the average of several cohorts, which lasted
different lengths of time (around 70 days on average). (After
Symonides, 1983.)
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As a general rule, dormant seeds,
which enter and make a significant
contribution to seed banks, are more
common in annuals and other short-
lived plant species than they are in
longer lived species, such that short-lived species tend to pre-
dominate in buried seed banks, even when most of the established
plants above them belong to much longer lived species. Certainly,
the species composition of seed banks and the mature vegetation
above may be very different (Figure 4.10).
Annual species with seed banks are not the only ones for which
the term annual is, strictly speaking, inappropriate. For example,
there are many annual plant species living in deserts that are far
from seasonal in their appearance. They have a substantial buried
seed bank, with germination occurring on rare occasions after 
substantial rainfall. Subsequent development is usually rapid, so
that the period from germination to seed production is short. 
Such plants are best described as semelparous ephemerals.
A simple annual label also fails to fit species where the major-
ity of individuals in each generation are annual, but where a small
number postpone reproduction until their second summer. This
applies, for example, to the terrestrial isopod Philoscia muscorum
living in northeast England (Sunderland et al., 1976). Approximately
90% of females bred only in the first summer after they were born;
the other 10% bred only in their second summer. In some other
species, the difference in numbers between those that reproduce
in their first or second years is so slight that the description
annual–biennial is most appropriate.
In short, it is clear that annual life cycles merge into more 
complex ones without any sharp discontinuity.
4.6 Individuals with repeated breeding seasons
Many species breed repeatedly (assuming they survive long
enough), but nevertheless have a specific breeding season. Thus,
they have overlapping generations (see Figure 4.6d). Amongst the
more obvious examples are temperate-region birds living for
more than 1 year, some corals, most trees and other iteroparous
perennial plants. In these, individuals of a range of ages breed side
by side. None the less, some species in this category, some grasses
for example, and many birds, live for relatively short periods.
4.6.1 Cohort life tables
Constructing a cohort life table for species that breed repeatedly
is more difficult than constructing one for an annual species. 
A cohort must be recognized and followed (often for many
years), even though the organisms within it are coexisting and
intermingling with organisms from many other cohorts, older and
younger. This was possible, though, as part of an extensive study
of red deer (Cervus elaphus) on the small island of Rhum, Scotland
(Lowe, 1969). The deer live for up to 16 years, and the females
(hinds) are capable of breeding each year from their fourth summer
onwards. In 1957, Lowe and his coworkers made a very careful
count of the total number of deer on the island, including the total
number of calves (less than 1 year old). Lowe’s cohort consisted
of the deer that were calves in 1957. Thus, each year from 1957
to 1966, every one of the deer that was discovered that had died
from natural causes, or had been shot under the rigorously con-
trolled conditions of this Nature Conservancy Council reserve,
was examined and aged reliably by examining tooth replace-
ment, eruption and wear. It was therefore possible to identify those
dead deer that had been calves in 1957; and by 1966, 92% of this
cohort had been observed dead and their age at death therefore
determined. The life table for this cohort of hinds (or the 92%
sample of it) is presented in Table 4.2; the survivorship curve is
shown in Figure 4.11. There appears to be a fairly consistent increase
in the risk of mortality with age (the curve is convex).
••••
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Figure 4.10 Species recovered from the seed bank, from
seedlings and from mature vegetation in a coastal grassland 
site on the western coast of Finland. Seven species groups
(GR1–GR7) are defined on the basis of whether they were 
found in only one, two, or all three stages. GR3 (seed bank 
and seedlings only) is an unreliable group of species that are
mostly incompletely identified; in GR5 there are many species
difficult to identify as seedlings that may more properly belong 
to GR1. None the less, the marked difference in composition,
especially between the seed bank and the mature vegetation, is
readily apparent. (After Jutila, 2003.)
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4.6.2 Static life tables
The difficulties of constructing a cohort life table for an organism
with overlapping generations are eased somewhat when the
organism is sessile. In such a case, newly arrived or newly emerged
individuals can be mapped, photographed or even marked in some
way, so that they (or their exact location) can be recognized when-
ever the site is revisited subsequently. Taken overall, however,
practical problems have tended to deter ecologists from constructing
cohort life tables for long-lived iteroparous organisms with over-
lapping generations, even when the individuals are sessile. But there
is an alternative: the construction of a static life table. As will
become clear, this alternative is seriously flawed – but it is often
better than nothing at all.
An interesting example emerges from Lowe’s study of red deer
on Rhum. As has already been explained, a large proportion of
the deer that died from 1957 to 1966 could be aged reliably. Thus,
if, for example, a fresh corpse was examined in 1961 and was found
to be 6 years old, it was known that in 1957 the deer was alive
and 2 years old. Lowe was therefore eventually able to reconstruct
the age structure of the 1957 population: age structures are the
basis for static life tables. Of course, the age structure of the 
1957 population could have been ascertained by shooting and 
examining large numbers of deer in 1957; but since the ultimate
aim of the project was the enlightened conservation of the deer,
this method would have been somewhat inappropriate. (Note 
that Lowe’s results did not represent the total numbers alive 
in 1957, because a few carcasses must have decomposed or 
been eaten before they could be discovered and examined.)
Lowe’s raw data for red deer hinds are presented in column 2 
of Table 4.3.
Remember that the data in Table 4.3 refer to ages in 1957. They
can be used as a basis for a life table, but only if it is assumed
that there had been no year-to-year variation prior to 1957 in either
the total number of births or the age-specific survival rates. In other
words, it must be assumed that the 59 6-year-old deer alive in
1957 were the survivors of 78 5-year-old deer alive in 1956, who
were themselves the survivors of 81 4-year olds in 1955, and so
on. Or, in short, that the data in Table 4.3 are the same as would
have been obtained if a single cohort had been followed.
••••
Proportion of original Proportion of original 
cohort surviving to the cohort dying during 
Age (years) beginning of age-class x age-class x Mortality rate
x lx dx qx
1 1.000 0 0
2 1.000 0.061 0.061
3 0.939 0.185 0.197
4 0.754 0.249 0.330
5 0.505 0.200 0.396
6 0.305 0.119 0.390
7 0.186 0.054 0.290
8 0.132 0.107 0.810
9 0.025 0.025 1.000
Table 4.2 Cohort life table for red deer
hinds on the island of Rhum that were
calves in 1957. (After Lowe, 1969.)
1000
500
400
300
200
100
50
40
30
20
10
5
4
3
2
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Age (years)
Yearling hinds on Rhum
in 1957 (cohort)
Su
rv
ivo
rs
 p
er
 th
ou
sa
nd
 y
ea
rli
ng
s
Hinds on Rhum
in 1957 (static)
Figure 4.11 Two survivorship curves for red deer hinds on 
the island of Rhum. As explained in the text, one is based on 
the cohort life table for the 1957 calves and therefore applies 
to the post-1957 period; the other is based on the static life 
table of the 1957 population and therefore applies to the 
pre-1957 period. (After Lowe, 1969.)
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Having made these assumptions,
the lx, dx and qx columns were con-
structed. It is clear, however, that the
assumptions are false. There were
actually more animals in their seventh
year than in their sixth year, and more in their 15th year than 
in their 14th year. There were therefore ‘negative’ deaths and 
meaningless mortality rates. The pitfalls of constructing such
static life tables (and equating age structures with survivorship
curves) are amply illustrated.
Nevertheless, the data can be useful. Lowe’s aim was to pro-
vide a general idea of the population’s age-specific survival rate
prior to 1957 (when culling of the population began). He could
then compare this with the situation after 1957, as illustrated by
the cohort life table previously discussed. He was more concerned
with general trends than with the particular changes occurring
from 1 year to the next. He therefore ‘smoothed out’ the vari-
ations in numbers between ages 2–8 and 10–16 years to give a
steady decline during both of these periods. The results of this
process are shown in the final three columns of Table 4.3, and
the survivorship curve is plotted in Figure 4.11. A general picture
does indeed emerge: the introduction of culling on the island
appears to have decreased overall survivorship significantly, over-
coming any possible compensatory decreases in natural mortality.
Notwithstanding this successful use of a static life table, the
interpretation of static life tables generally, and the age structures
from which they stem, is fraught with difficulty: usually, age struc-
tures offer no easy short cuts to understanding the dynamics of
populations.
4.6.3 Fecundity schedules
Static fecundity schedules, i.e. age-specific variations in fecundity
within a particular season, can also provide useful information,
especially if they are available from successive breeding seasons.
We can see this for a population of great tits (Parus major) in
Wytham Wood, near Oxford, UK (Table 4.4), where the data could
be obtained only because the individual birds could be aged 
(in this case, because they had been marked with individually 
recognizable leg-rings soon after hatching). The table shows that
mean fecundity rose to a peak in 2-year-old birds and declined
gradually thereafter. Indeed, most iteroparous species show an 
age- or stage-related pattern of fecundity. For instance, Figure 4.12
shows the size-dependent fecundity of moose (Alces alces) in
Sweden.
4.6.4 The importance of modularity
The sedge Carex bigelowii, growing in a lichen heath in Norway,
illustrates the difficulties of constructing any sort of life table for
organisms that are not only iteroparous with overlapping gen-
erations but are also modular (Figure 4.13). Carex bigelowii has 
an extensive underground rhizome system that produces tillers
(aerial shoots) at intervals along its length as it grows. It grows
by producing a lateral meristem in the axil of a leaf belonging 
to a ‘parent’ tiller. This lateral is completely dependent on the
parent tiller at first, but is potentially capable of developing into
a vegetative parent tiller itself, and also of flowering, which it does
Number of individuals Smoothed
Age (years) observed of age x
x ax lx dx qx lx dx qx
1 129 1.000 0.116 0.116 1.000 0.137 0.137
2 114 0.884 0.008 0.009 0.863 0.085 0.097
3 113 0.876 0.251 0.287 0.778 0.084 0.108
4 81 0.625 0.020 0.032 0.694 0.084 0.121
5 78 0.605 0.148 0.245 0.610 0.084 0.137
6 59 0.457 0.047 – 0.526 0.084 0.159
7 65 0.504 0.078 0.155 0.442 0.085 0.190
8 55 0.426 0.232 0.545 0.357 0.176 0.502
9 25 0.194 0.124 0.639 0.181 0.122 0.672
10 9 0.070 0.008 0.114 0.059 0.008 0.141
11 8 0.062 0.008 0.129 0.051 0.009 0.165
12 7 0.054 0.038 0.704 0.042 0.008 0.198
13 2 0.016 0.008 0.500 0.034 0.009 0.247
14 1 0.080 −0.023 – 0.025 0.008 0.329
15 4 0.031 0.015 0.484 0.017 0.008 0.492
16 2 0.016 – – 0.009 0.009 1.000
Table 4.3 A static life table for red deer
hinds on the island of Rhum, based on 
the reconstructed age structure of the
population in 1957. (After Lowe, 1969.)
static life tables: 
ﬂawed but sometimes
useful, none the less
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when it has produced a total of 16 or more leaves. Flowering,
however, is always followed by tiller death, i.e. the tillers are semel-
parous although the genets are iteroparous.
Callaghan (1976) took a number of well-separated young
tillers, and excavated their rhizome systems through progressively
older generations of parent tillers. This was made possible by the
persistence of dead tillers. He excavated 23 such systems containing
a total of 360 tillers, and was able to construct a type of static 
life table (and fecundity schedule) based on the growth stages
(Figure 4.13). There were, for example, 1.04 dead vegetative
tillers (per m2) with 31–35 leaves. Thus, since there were also 
0.26 tillers in the next (36–40 leaves) stage, it can be assumed 
that a total of 1.30 (i.e. 1.04 + 0.26) living vegetative tillers
entered the 31–35 leaf stage. As there were 1.30 vegetative tillers
and 1.56 flowering tillers in the 31–35 leaf stage, 2.86 tillers must
have survived from the 26–30 stage. It is in this way that the 
life table – applicable not to individual genets but to tillers (i.e.
modules) – was constructed.
There appeared to be no new establishment from seed in 
this particular population (no new genets); tiller numbers were
being maintained by modular growth alone. However, a ‘modular
growth schedule’ (laterals), analogous to a fecundity schedule, has
been constructed.
Note finally that stages rather than age classes have been used
here – something that is almost always necessary when dealing
with modular iteroparous organisms, because variability stemming
from modular growth accumulates year upon year, making age
a particularly poor measure of an individual’s chances of death,
reproduction or further modular growth.
4.7 Reproductive rates, generation lengths 
and rates of increase
4.7.1 Relationships between the variables
In the previous section we saw that the life tables and fecundity
schedules drawn up for species with overlapping generations 
are at least superficially similar to those constructed for species
with discrete generations. With discrete generations, we were able
to compute the basic reproductive rate (R0) as a summary term
describing the overall outcome of the patterns of survivorship and
fecundity. Can a comparable summary term be computed when
generations overlap?
Note immediately that previously, for species with discrete 
generations, R0 described two separate population parameters. It
was the number of offspring produced on average by an individual
over the course of its life; but it was also the multiplication fac-
tor that converted an original population size into a new popu-
lation size, one generation hence. With overlapping generations,
when a cohort life table is available, the basic reproductive rate
can be calculated using the same formula:
R0 = ∑ lxmx, (4.4)
••
Table 4.4 Mean clutch size and age of great tits in Wytham Wood, near Oxford, UK. (After Perrins, 1965.)
1961 1962 1963
Age (years) Number of birds Mean clutch size Number of birds Mean clutch size Number of birds Mean clutch size
Yearlings 128 7.7 54 8.5 54 9.4
2 18 8.5 43 9.0 33 10.0
3 14 8.3 12 8.8 29 9.7
4 5 8.2 9 9.7
5 1 8.0 2 9.5
6 1 9.0
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Figure 4.12 Age-dependent reproduction (average litter size) in a
population of moose (Alces alces) in Sweden (means with standard
errors). (After Ericsson et al., 2001.)
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and it still refers to the average number of offspring produced 
by an individual. But further manipulations of the data are neces-
sary before we can talk about the rate at which a population
increases or decreases in size – or, for that matter, about the 
length of a generation. The difficulties are much greater still when
only a static life table (i.e. an age structure) is available (see
below).
We begin by deriving a general relationship that links popula-
tion size, the rate of population increase, and time – but which
is not limited to measuring time in terms of generations.
Imagine a population that starts with 10 individuals, and which,
after successive intervals of time, rises to 20, 40, 80, 160 indi-
viduals and so on. We refer to the initial population size as N0
(meaning the population size when no time has elapsed). The 
population size after one time interval is N1, after two time inter-
vals it is N2, and in general after t time intervals it is Nt. In the
present case, N0 = 10, N1 = 20, and we can say that:
N1 = N0R, (4.5)
where R, which is 2 in the present
case, is known as the fundamental net
reproductive rate or the fundamental net
per capita rate of increase. Clearly, popu-
lations will increase when R > 1, and decrease when R < 1.
(Unfortunately, the ecological literature is somewhat divided
between those who use ‘R’ and those who use the symbol λ for
the same parameter. Here we stick with R, but we sometimes
use λ in later chapters to conform to standard usage within the
topic concerned.)
R combines the birth of new individuals with the survival 
of existing individuals. Thus, when R = 2, each individual could
give rise to two offspring but die itself, or give rise to only one
offspring and remain alive: in either case, R (birth plus survival)
would be 2. Note too that in the present case R remains the same
over the successive intervals of time, i.e. N2 = 40 = N1R, N3 = 80
= N2R, and so on. Thus:
N3 = N1R × R = N0R × R × R = N0R
3, (4.6)
and in general terms:
Nt+1 = NtR, (4.7)
and:
Nt = N0R
t. (4.8)
Equations 4.7 and 4.8 link together
population size, rate of increase and
time; and we can now link these in turn with R0, the basic 
reproductive rate, and with the generation length (defined as 
lasting T intervals of time). In Section 4.5.2, we saw that R0 is 
the multiplication factor that converts one population size to
another population size, one generation later, i.e. T time intervals
later. Thus:
••••
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23.90
16.90
43.63
46.63
0.23
19.75
19.75
21.56
4.03
18.19
17.93
5.89
0.26
0.26
4.03
16.37
13.77
0.65
2.60
2.60
52.70
6.23
11.43
9.09
2.34
2.34
35.04
1.04
2.86
1.30
1.56
1.56
29.60
0.26
0.26
0.26
5.98
Vegetative
tillers
Surviving
tillers
Laterals
Flowering
tillers
Seeds
6–100–5 11–15 18–20 21–25 26–30 31–35 36–40
Number of leaves per tiller
52.70 35.04 29.60 5.98
4.1519.73 1.56 1.56 2.34
Figure 4.13 A reconstructed static life
table for the modules (tillers) of a Carex
bigelowii population. The densities per m2
of tillers are shown in rectangular boxes,
and those of seeds in diamond-shaped
boxes. Rows represent tiller types, whilst
columns depict size classes of tillers. 
Thin-walled boxes represent dead tiller 
(or seed) compartments, and arrows
denote pathways between size classes,
death or reproduction. (After Callaghan,
1976.)
the fundamental net
reproductive rate, R
R, R0 and T
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NT = N0R0. (4.9)
But we can see from Equation 4.8 that:
NT = N0R
T. (4.10)
Therefore:
R0 = R
T, (4.11)
or, if we take natural logarithms of both sides:
ln R0 = T ln R. (4.12)
The term ln R is usually denoted 
by r, the intrinsic rate of natural increase.
It is the rate at which the population 
increases in size, i.e. the change in population size per individual
per unit time. Clearly, populations will increase in size for r > 0,
and decrease for r < 0; and we can note from the preceding equa-
tion that:
r = ln R0/T. (4.13)
Summarizing so far, we have a relationship between the 
average number of offspring produced by an individual in its life-
time, R0, the increase in population size per unit time, r (= ln R),
and the generation time, T. Previously, with discrete generations
(see Section 4.5.2), the unit of time was a generation. It was for
this reason that R0 was the same as R.
4.7.2 Estimating the variables from life tables 
and fecundity schedules
In populations with overlapping generations (or continuous breed-
ing), r is the intrinsic rate of natural increase that the population
has the potential to achieve; but it will only actually achieve 
this rate of increase if the survivorship and fecundity schedules
remain steady over a long period of time. If they do, r will be
approached gradually (and thereafter maintained), and over 
the same period the population will gradually approach a stable 
age structure (i.e. one in which the proportion of the population
in each age class remains constant over time; see below). If, on
the other hand, the fecundity and survivorship schedules alter over
time – as they almost always do – then the rate of increase will
continually change, and it will be impossible to characterize in a
single figure. Nevertheless, it can often be useful to characterize
a population in terms of its potential, especially when the aim is
to make a comparison, for instance comparing various popula-
tions of the same species in different environments, to see which
environment appears to be the most favorable for the species.
The most precise way to calculate r is from the equation:
∑ e−rx lxmx = 1, (4.14)
where the lx and mx values are taken from a cohort life table, and
e is the base of natural logarithms. However, this is a so-called
‘implicit’ equation, which cannot be solved directly (only by 
iteration, usually on a computer), and it is an equation without
any clear biological meaning. It is therefore customary to use instead
an approximation to Equation 4.13, namely:
r ≈ ln R0/Tc, (4.15)
where Tc is the cohort generation time (see below). This equation
shares with Equation 4.13 the advantage of making explicit the
dependence of r on the reproductive output of individuals (R0)
and the length of a generation (T). Equation 4.15 is a good
approximation when R0 ≈ 1 (i.e. population size stays approximately
constant), or when there is little variation in generation length,
or for some combination of these two things (May, 1976).
We can estimate r from Equation 4.15 if we know the value
of the cohort generation time Tc, which is the average length 
of time between the birth of an individual and the birth of 
one of its own offspring. This, being an average, is the sum of 
all these birth-to-birth times, divided by the total number of 
offspring, i.e.:
Tc = ∑ xlxmx/∑ lxmx
or
Tc = ∑ xlxmx/R0. (4.16)
This is only approximately equal to the true generation time T,
because it takes no account of the fact that some offspring may
themselves develop and give birth during the reproductive life of
the parent.
Thus Equations 4.15 and 4.16 allow us to calculate Tc, and thus
an approximate value for r, from a cohort life table of a popula-
tion with either overlapping generations or continuous breeding.
In short, they give us the summary terms we require. A worked
example is set out in Table 4.5, using data for the barnacle
Balanus glandula. Note that the precise value of r, from Equation
4.14, is 0.085, compared to the approximation 0.080; whilst T, 
calculated from Equation 4.13, is 2.9 years compared to Tc = 3.1
years. The simpler and biologically transparent approximations
are clearly satisfactory in this case. They show that since r
was somewhat greater than zero, the population would have
increased in size, albeit rather slowly, if the schedules had
remained steady. Alternatively, we may say that, as judged by this
cohort life table, the barnacle population had a good chance 
of continued existence.
••••
r, the intrinsic rate of
natural increase
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4.7.3 The population projection matrix
A more general, more powerful, and therefore more useful
method of analyzing and interpreting the fecundity and survival
schedules of a population with overlapping generations makes use
of the population projection matrix (see Caswell, 2001, for a full
exposition). The word ‘projection’ in its title is important. Just
like the simpler methods above, the idea is not to take the cur-
rent state of a population and forecast what will happen to the
population in the future, but to project forward to what would
happen if the schedules remained the same. Caswell uses the 
analogy of the speedometer in a car: it provides us with an
invaluable piece of information about the car’s current state, but
a reading of, say, 80 km h−1 is simply a projection, not a serious
forecast that we will actually have traveled 80 km in 1 hour’s time.
The population projection matrix
acknowledges that most life cycles
comprise a sequence of distinct classes
with different rates of fecundity and survival: life cycle stages, 
perhaps, or size classes, rather than simply different ages. The result-
ant patterns can be summarized in a ‘life cycle graph’, though this
is not a graph in the everyday sense but a flow diagram depict-
ing the transitions from class to class over each step in time. Two
examples are shown in Figure 4.14 (see also Caswell, 2001). The
first (Figure 4.14a) indicates a straightforward sequence of classes
where, over each time step, individuals in class i may: (i) survive
and remain in that class (with probability pi); (ii) survive and grow
and/or develop into the next class (with probability gi); and 
(iii) give birth to mi newborn individuals into the youngest/
smallest class. Moreover, as Figure 4.14b shows, a life cycle graph
can also depict a more complex life cycle, for example with both
sexual reproduction (here, from reproductive class 4 into ‘seed’
class 1) and vegetative growth of new modules (here, from
‘mature module’ class 3 to ‘new module’ class 2). Note that the
notation here is slightly different from that in life tables like
Table 4.1 above. There the focus was on age classes, and the 
passage of time inevitably meant the passing of individuals from
one age class to the next: p values therefore referred to survival
from one age class to the next. Here, by contrast, an individual
••••
life cycle graphs
(b)
1
p1
2
p2
3
p3
4
p4
g1 g2
m3
g3
m4
p1 0 0 m4
g1 p2 m3 0
0 g2 p3 0
0 0 g3 p4
(a)
1
p1
2
p2
3
p3
4
p4
g1
m2
g2 g3
p1 m2 m3 m4
g1 p2 0 0
0 g2 p3 0
0 0 g3 p4
m3
m4
Table 4.5 A cohort life table and a fecundity schedule for 
the barnacle Balanus glandula at Pile Point, San Juan Island,
Washington (Connell, 1970). The computations for R0, Tc and the
approximate value of r are explained in the text. Numbers marked
with an asterisk were interpolated from the survivorship curve.
Age (years)
x ax lx mx lxmx xlxmx
0 1,000,000 1.000 0 0
1 62 0.0000620 4,600 0.285 0.285
2 34 0.0000340 8,700 0.296 0.592
3 20 0.0000200 11,600 0.232 0.696
4 15.5* 0.0000155 12,700 0.197 0.788
5 11 0.000110 12,700 0.140 0.700
6 6.5* 0.0000065 12,700 0.082 0.492
7 2 0.0000020 12,700 0.025 0.175
8 2 0.0000020 12,700 0.025 0.200
1.282 3.928
R0 = 1.282; Tc = = 3.1; r ≈ = 0.08014.
ln R0
Tc
3.928
1.282
Figure 4.14 Life cycle graphs and
population projection matrices for two
different life cycles. The connection
between the graphs and the matrices is
explained in the text. (a) A life cycle with
four successive classes. Over one time step,
individuals may survive within the same
class (with probability pi), survive and 
pass to the next class (with probability gi)
or die, and individuals in classes 2, 3 
and 4 may give birth to individuals in 
class 1 (with per capita fecundity mi). 
(b) Another life cycle with four classes, 
but in this case only reproductive class 
4 individuals can give birth to class 1
individuals, but class 3 individuals can 
‘give birth’ (perhaps by vegetative growth)
to further class 2 individuals.
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need not pass from one class to the next over a time step, and 
it is therefore necessary to distinguish survival within a class 
(p values here) from passage and survival into the next class 
(g values).
The information in a life cycle
graph can be summarized in a popula-
tion projection matrix. Such matrices 
are shown alongside the graphs in
Figure 4.14. The convention is to contain the elements of a
matrix within square brackets. In fact, a projection matrix is itself
always ‘square’: it has the same number of columns as rows. The
rows refer to the class number at the endpoint of a transition:
the columns refer to the class number at the start. Thus, for
instance, the matrix element in the third row of the second 
column describes the flow of individuals from the second class
into the third class. More specifically, then, and using the life cycle
in Figure 4.14a as an example, the elements in the main diago-
nal from top left to bottom right represent the probabilities of
surviving and remaining in the same class (the ps), the elements
in the remainder of the first row represent the fecundities of 
each subsequent class into the youngest class (the ms), while the
gs, the probabilities of surviving and moving to the next class, 
appear in the subdiagonal below the main diagonal (from 1 to 2,
from 2 to 3, etc).
Summarizing the information in this way is useful because,
using standard rules of matrix manipulation, we can take the num-
bers in the different classes (n1, n2, etc.) at one point in time (t1),
expressed as a ‘column vector’ (simply a matrix comprising just
one column), pre-multiply this vector by the projection matrix,
and generate the numbers in the different classes one time step
later (t2). The mechanics of this – that is, where each element of
the new column vector comes from – are as follows:
Thus, the numbers in the first class,
n1, are the survivors from that class
one time step previously plus those
born into it from the other classes, and so on. Figure 4.15 shows
this process repeated 20 times (i.e. for 20 time steps) with some
hypothetical values in the projection matrix shown as an inset in
the figure. It is apparent that there is an initial (transient) period
in which the proportions in the different classes alter, some
increasing and others decreasing, but that after about nine time
steps, all classes grow at the same exponential rate (a straight line
on a logarithmic scale), and so therefore does the whole popula-
tion. The R value is 1.25. Also, the proportions in the different
classes are constant: the population has achieved a stable class 
structure with numbers in the ratios 51.5 : 14.7 : 3.8 : 1.
Hence, a population projection matrix allows us to summarize
a potentially complex array of survival, growth and reproductive
processes, and characterize that population succinctly by deter-
mining the per capita rate of increase, R, implied by the matrix.
But crucially, this ‘asymptotic’ R can be determined directly,
without the need for a simulation, by application of the methods
of matrix algebra, though these are quite beyond our scope here
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elements of 
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Figure 4.15 A population growing
according to the life cycle graph shown 
in Figure 4.14a, with parameter values as
shown in the insert here. The starting
conditions were 100 individuals in class 1
(n1 = 100), 50 in class 2, 25 in class 4 and 10
in class 4. On a logarithmic (vertical) scale,
exponential growth appears as a straight
line. Thus, after about 10 time steps, the
parallel lines show that all classes were
growing at the same rate (R = 1.25) and
that a stable class structure had been
achieved.
determining R from 
a matrix
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(but see Caswell, 2001). Moreover, such algebraic analysis can also
indicate whether a simple, stable class structure will indeed be
achieved, and what that structure will be. It can also determine
the importance of each of the different components of the matrix
in generating the overall outcome, R – a topic to which we return
in Section 14.3.2.
4.8 Life history evolution
An organism’s life history is its lifetime pattern of growth, dif-
ferentiation, storage and reproduction; and we have seen some-
thing in the preceding sections about the variety of patterns life
histories may take and what the consequences may be in terms
of population rates of increase. But can we understand how dif-
ferent species’ life histories have evolved? In fact, there are at least
three different types of question that are commonly asked about
the evolution of life histories.
The first is concerned with individual
life history traits. Why is it that swifts,
for example, usually produce clutches
of three eggs, when other birds produce
larger clutches, and the swifts themselves are physiologically
capable of doing so? Can we establish that this clutch size is ultim-
ately the most productive, i.e. the fittest in evolutionary terms,
and what is it about this particular clutch size that makes it so?
The second question is concerned with links between life his-
tory traits. Why is it, for example, that the ratio between age at
maturity and average lifespan is often roughly constant within a
group of organisms but markedly different between groups (e.g.
mammals 1.3, fish 0.45)? What is the basis for the link between
these two traits within a group of related organisms? What is the
basis for differences amongst groups?
The third question, then, is concerned with links between life
histories and habitats. How does it come about that orchids, for
example, produce vast numbers of tiny seeds when tropical Mora
trees produce just a few enormous ones? Can the difference be
related directly to differences in the habitats that they occupy, or
to any other differences between them?
In short, the study of the evolution of life histories is a search
for patterns – and for explanations for those patterns. We must
remember, however, that every life history, and every habitat, is
unique. In order to find ways in which life histories might be
grouped, classified and compared, we must find ways of describ-
ing them that apply to all life histories and all habitats. Only then
can we search for associations between one life history trait and
another or between life history traits and features of the habitats
in which the life histories are found. It is also important to 
realize that the possession of one life history trait may limit the
possible range of some other trait, and the morphology and
physiology of an organism may limit the possible range of all 
its life history traits. The most that natural selection can do is to
favor, in a particular environment with its many, often conflicting
demands, the life history that has been most (not ‘perfectly’) 
successful, overall, at leaving descendants in the past.
None the less, most of the successes
in the search for an understanding of life
history evolution have been based on
the idea of optimization: establishing that
observed combinations of life history
traits are those with the highest fitness
(Stearns, 2000). It is also important to note, however, that there
are alternative approaches – one long-established, two others more
recent – that certainly have much to recommend them in theory,
even if their explanatory powers to date have been limited 
compared to the optimization approach (Stearns, 2000). The first
is ‘bet-hedging’: the idea that when fitness fluctuates, it may be
most important to minimize the setbacks from periods of low fitness
rather than evolving to a single optimum (Gillespie, 1977). The
second acknowledges that the fitness of any life history cannot
be seen in isolation: it depends on the life histories of other 
individuals in the population, such that fitness of a life history is
‘frequency dependent’ – dependent on the proportions of that and
other life histories in the population (e.g. Sinervo et al., 2000). The
third, then, includes an explicit consideration of the dynamics 
of the population concerned, rather than making the usual 
simplifying assumption of population stability (e.g. Ranta et al.,
2000). Here, though, we focus on the optimization approach.
4.8.1 Components of life histories
What are the most important components of any organism’s 
life history? Individual size is perhaps the most apparent aspect.
As we have seen, it is particularly variable in organisms with a
modular construction. Large size may increase an organism’s com-
petitive ability, or increase its success as a predator or decrease
its vulnerability to predation, and hence increase the survival of
larger organisms. Stored energy and/or resources will also be of
benefit to those organisms that pass through periods of reduced
or irregular nutrient supply (probably true of most species at some
time). Finally, of course, larger individuals within a species usu-
ally produce more offspring. Size, however, can increase some
risks: a larger tree is more likely to be felled in a gale, many preda-
tors exhibit a preference for larger prey, and larger individuals 
typically require more resources and may therefore be more
prone to a shortage of them. Hence it is easy to see why detailed
studies are increasingly confirming an intermediate, not a max-
imum, size to be optimal (Figure 4.16).
Development is the progressive differentiation of parts,
enabling an organism to do different things at different stages 
in its life history. Hence rapid development can increase fitness
because it leads to the rapid initiation of reproduction. As we 
have seen, reproduction itself may occur in one terminal burst
••••
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(semelparity) or as a series of repeated events (iteroparity).
Amongst iteroparous organisms, variation is possible in the
number of separate clutches of offspring, and all organisms can
vary in the number of offspring in a clutch.
The individual offspring can themselves vary in size. Large
newly emerged or newly germinated offspring are often better
competitors, better at obtaining nutrients and better at surviving
in extreme environments. Hence, they often have a better chance
of surviving to reproduce themselves.
Combining all of this detail, life histories are often described
in terms of a composite measure of reproductive activity known
as ‘reproductive allocation’ (also often called ‘reproductive effort’).
This is best defined as the proportion of the available resource
input that is allocated to reproduction over a defined period of
time; but it is far easier to define than it is to measure. Figure 4.17
shows an example involving the allocation of nitrogen, a crucial
resource in this case. In practice, even the better studies usually
monitor only the allocation of energy or just dry weight to vari-
ous structures at a number of stages in the organism’s life cycle.
4.8.2 Reproductive value
Natural selection favors those individuals that make the greatest
proportionate contribution to the future of the population to which
they belong. All life history components affect this contribution,
ultimately through their effects on fecundity and survival. It is
necessary, though, to combine these effects into a single currency
so that different life histories may be judged and compared. A num-
ber of measures of fitness have been used. All the better ones have
made use of both fecundity and survival schedules, but they
have done so in different ways, and there has often been marked
disagreement as to which of them is the most appropriate. The
intrinsic rate of natural increase, r, and the basic reproductive rate,
R0 (see above) have had their advocates, as has ‘reproductive value’
(Fisher, 1930; Williams, 1966), especially reproductive value at birth
(Kozlowski, 1993; de Jong, 1994). For an exploration of the basic
patterns in life histories, however, the similarities between these
various measures are far more important than the minor differ-
ences between them. We concentrate here on reproductive value.
Reproductive value is described in
some detail in Box 4.1. For most pur-
poses though, these details can be
ignored as long as it is remembered
that: (i) reproductive value at a given age or stage is the sum of
the current reproductive output and the residual (i.e. future)
reproductive value (RRV); (ii) RRV combines expected future 
••••
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Figure 4.16 For adult male damselflies, Coenagrion puella, the
predicted optimum size (weight) is intermediate (upper graph),
and corresponds closely to the modal size class in the population
(histogram below). The upper graph takes this form because
mating rate decreases with weight, whereas lifespan increases 
with weight (mating rate = 1.15 − 0.018 weight, P < 0.05; lifespan
= 0.21 − 0.44 weight, P < 0.05; n = 186). (After Thompson, 1989.)
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Figure 4.17 Percentage allocation of 
the crucial resource nitrogen to different
structures throughout the annual cycle 
of the perennial plant Sparaxis grandiflora
in South Africa, where it sets fruit in the
southern hemisphere spring (September–
December). The plant grows each year
from a corm, which it replaces over 
the growing season, but note the
development of reproductive parts 
at the expense of roots and leaves toward
the end of the growing season. The plant
parts themselves are illustrated to the right
for a plant in early spring. (After Ruiters &
McKenzie, 1994.)
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survival and expected future fecundity; (iii) this is done in a way
that takes account of the contribution of an individual to future
generations, relative to the contributions of others; and (iv) the
life history favored by natural selection from amongst those
available in the population will be the one for which the sum of
contemporary output and RRV is highest.
The way in which reproductive value changes with age in two
contrasting populations is illustrated in Figure 4.18. It is low for
young individuals when each of them has only a low probability
of surviving to reproductive maturity; but for those that do sur-
vive, it then increases steadily as the age of first reproduction is
approached, as it becomes more and more certain that surviving
individuals will reach reproductive maturity. Reproductive value
is then low again for old individuals, since their reproductive 
output is likely to have declined, and their expectation of future
reproduction is even lower. The detailed rise and fall, of course,
varies with the detailed age- or stage-specific birth or mortality
schedules of the species concerned.
4.8.3 Trade-offs
Any organism’s life history must, of necessity, be a compromise
allocation of the resources that are available to it. Resources devoted
to one trait are unavailable to others. A ‘trade-off ’ is a negative
relationship between two life history characteristics in which
increases in one are associated with decreases in the other as a
result of such compromises. For instance, Douglas fir trees
(Pseudotsuga menziesii) benefit both from reproducing and from
growing (since, amongst other things, this enhances future
••••
Box 4.1 Reproductive value
The reproductive value of an individual of age x (RVx) is the
currency by which the worth of a life history in the hands of
natural selection may be judged. It is deﬁned in terms of the
life-table statistics discussed earlier. Speciﬁcally:
where mx is the birth rate of the individual in age-class x; lx is
the probability that the individual will survive to age x; R is the
net reproductive rate of the whole population per unit time (the
time unit here being the age interval); and S means ‘the sum of’.
To understand this equation, it is easiest to split RVx into
its two components:
Here, mx, the individual’s birth rate at its current age, can 
be thought of as its contemporary reproductive output. What
remains is then the residual reproductive value (Williams,
1966): the sum of the ‘expectations of reproduction’ at all 
subsequent ages, modiﬁed in each case by Rx−y for reasons
described below. The ‘expectation of reproduction’ for age
class y is (ly /lx · (my)), i.e. it is the birth rate of the individual
should it reach that age (my), discounted by the probability of
it doing so given that it has already reached stage x (ly /lx).
Reproductive value takes on its simplest form where the 
overall population size remains approximately constant. In
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such cases, R = 1 and can be ignored. The reproductive value
of an individual is then simply its total lifetime expectation 
of reproductive output (from its current age class and from all
subsequent age classes).
However, when the population consistently increases or
decreases, this must be taken into account. If the population
increases, then R > 1 and R x−y < 1 (because x < y). Hence, the
terms in the equation are reduced by R x−y the larger the 
value of y (the further into the future we go), signifying that
future (i.e. ‘residual’) reproduction adds relatively little to RVx,
because the proportionate contribution to a growing popula-
tion made by a given reproductive output in the future is 
relatively small – whereas the offspring from present or early
reproduction themselves have an early opportunity to contribute
to the growing population. Conversely, if the population
decreases, then R < 1 and R x−y > 1, and the terms in the equa-
tion are successively increased, reﬂecting the greater propor-
tionate contribution of future reproduction.
In any life history, the reproductive values at different ages
are intimately connected, in the sense that when natural
selection acts to maximize reproductive value at one age, it 
constrains the values of the life table parameters – and thus
reproductive value itself – for subsequent ages. Hence, strictly
speaking, natural selection acts ultimately to maximize repro-
ductive value at birth, RV0 (Kozlowski, 1993). (Note that there
is no contradiction between this and the fact that reproduc-
tive value is typically low at birth (Figure 4.18). Natural selec-
tion can discriminate only between those options available at
that stage.)
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reproduction), but the more cones they produce the less they grow
(Figure 4.19a). Male fruit-flies benefit both from a long period of
reproductive activity and from a high frequency of matings, but
the higher their level of reproductive activity earlier in life the
sooner they die (Figure 4.19b).
Yet it would be quite wrong to
think that such negative correlations
abound in nature, only waiting to be
observed. On the contrary, we cannot
generally expect to see trade-offs by simply observing correlations
in natural populations (Lessells, 1991). In the first place, if there
is just one clearly optimal way of combining, say, growth and repro-
ductive output, then all individuals may approximate closely to
this optimum and a population would then lack the variation in
these traits necessary for a trade-off to be seen. Moreover, if there
is variation between individuals in the amount of resource they
have at their disposal, then there is likely to be a positive, not a
negative, correlation between two apparently alternative processes
– some individuals will be good at everything, others consistently
awful. For instance, in Figure 4.20, the aspic vipers (Vipera aspis)
in the best condition produced larger litters but also recovered
from breeding more rapidly, ready to breed again.
Two approaches have sought to
overcome these problems and hence
allow the investigation of the nature of
trade-off curves. The first is based on comparisons of individuals
differing genetically, where different genotypes are thought likely
to give rise to different allocations of resources to alternative traits.
Genotypes can be compared in two ways: (i) by a breeding experi-
ment, in which genetically contrasting groups are bred and then
compared; or (ii) by a selection experiment, in which a popula-
tion is subjected to a selection pressure to alter one trait, and asso-
ciated changes in other traits are then monitored. For example,
in one selection experiment, populations of the Indian meal
moth, Plodia interpunctella, that evolved increased resistance to a
virus having been infected with it for a number of generations,
exhibited an associated decrease (negative correlation) in their rate
of development (Boots & Begon, 1993). Overall, however, the
search for genetic correlations has generated more zero and 
positive than negative correlations (Lessells, 1991), and it has there-
fore had only limited success to date in measuring trade-offs, despite
receiving strong support from its adherents by virtue of its direct
approach to the underlying basis for selective differentials between
life histories (Reznick, 1985; Rose et al., 1987).
The alternative approach is to use
experimental manipulation to reveal 
a trade-off directly from a negative
phenotypic correlation. The Drosophila
study in Figure 4.19b is an example of this. The great advantage
of experimental manipulation over simple observation is that indi-
viduals are assigned experimental treatments at random rather 
than differing from one another, for instance, in the quantity of
resource that they have at their disposal. This contrast is illustrated
in Figure 4.21, which shows two sets of data for the bruchid 
beetle Callosobruchus maculatus in which fecundity and longevity
were correlated. Simple observation of an unmanipulated popu-
lation gave rise to a positive correlation: the ‘better’ individuals
both lived longer and laid more eggs. When fecundity varied, how-
ever, not as a result of differing resource availability, but because
access to mates and/or egg-laying sites was manipulated, a trade-
off (negative correlation) was revealed.
However, this contrast between experimental manipulation
(‘good’) and simple observation (‘bad’) is not always straightfor-
ward (Bell & Koufopanou, 1986; Lessells, 1991). Some manipulations
suffer from much the same problems as simple observations. For
instance, if clutch size is manipulated by giving supplementary
food, then improvements in other traits are to be expected as well.
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Figure 4.18 Reproductive value generally rises and then falls
with age, as explained in the text. (a) The annual plant Phlox
drummondii, described earlier in the chapter. (After Leverich &
Levin, 1979.) (b) The sparrowhawk, Accipiter nisus, in southern
Scotland. Solid symbols (±1 SE) refer to breeders only; open
symbols include nonbreeders. (After Newton & Rothery, 1997.)
Note that in both cases the vertical scale is arbitrary, in the sense
that the rate of increase (R) for the whole population was not
known, and a value therefore had to be assumed.
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It is important that the manipulation should alter the target trait
and nothing else. On the other hand, simple observation may be
acceptable if based on the results of a ‘natural’ experiment. For
example, it is likely that as a result of ‘mast seeding’ (see Section 9.4)
the population of fir trees in Figure 4.19a produced large and 
small crops of cones in response to factors other than resource
availability, and that the negative correlation therefore genuinely
represented an underlying trade-off.
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Figure 4.19 Life history trade-offs. 
(a) The negative correlation between 
cone crop size and annual growth
increment for a population of Douglas fir
trees, Pseudotsuga menziesii. (After Eis et al.,
1965.) (b) The longevity of male fruit-flies
(Drosophila melanogaster) generally increases
with size (thorax length). However,
longevity was reduced in males provided
with one virgin and seven mated females
per day (1) compared with those provided
with eight mated famales (), because of
the increase in courtship activity, and
reduced still further in males provided 
with eight virgins per day (8). (After
Partridge & Farquhar, 1981.)
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Figure 4.20 Female aspic vipers (Vipera
aspis) that produced larger litters (‘relative’
litter mass because total female mass was
taken into account) also recovered more
rapidly from reproduction (not ‘relative’
because mass recovery was not affected 
by size) (r = 0.43; P = 0.01). (After Bonnet 
et al., 2002.)
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In the final analysis, though, it is generally agreed that trade-
offs are widespread and important. The problems arise in reveal-
ing and hence quantifying them.
4.8.4 The cost of reproduction
Most attention has been directed at trade-offs that reveal an
apparent ‘cost of reproduction’ (CR). Here, ‘cost’ is used in a 
particular way to indicate that an individual, by increasing its 
current allocation to reproduction, is likely to decrease its survival
and/or its rate of growth, and therefore decrease its potential 
for reproduction in future. This is shown by the fir trees and 
fruit-flies in Figure 4.19 and by the beetles in Figure 4.21. The
costs of reproduction can be shown even more easily with
plants. All good gardeners know, for example, that to prolong the
life of perennial flowering herbs, the ripening seed heads should
be removed, since these compete for resources that may be
available for improved survivorship and even better flowering next
year. When ragwort plants (Senecio jacobaea) of a given size are
compared at the end of a season, it is only those that have made
the smallest reproductive allocation that survive (Figure 4.22).
Thus, individuals that delay reproduction, or restrain their 
reproduction to a level less than the maximum, may grow faster,
grow larger or have an increased quantity of resources available
for maintenance, storage and, ultimately, future reproduction. 
Any ‘cost’ incurred by contemporary reproduction, therefore, is
likely to contribute to a decrease in residual reproductive value
(RRV). Yet, as we have noted, natural selection favors the life 
history with the highest available total reproductive value: the 
sum of two quantities, one of which (contemporary reproductive
output) tends to go up as the other (RRV) goes down. Trade-
offs involving the cost of reproduction are at the heart of the 
evolution of any life history.
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Figure 4.21 (a) The (positive) phenotypic
correlation in an unmanipulated population
between adult longevity and fecundity in
female bruchid beetles, Callosobruchus
maculatus. (b) The (negative) trade-off
between the same traits when access 
to mates and/or egg-laying sites was
manipulated. Points are means of 
four treatments with standard errors. 
(After Lessells, 1991; from K. Wilson,
unpublished data.)
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Figure 4.22 The cost of reproduction in
ragwort (Senecio jacobaea). The line divides
plants that survive (), from those that
have died by the end of the season (9).
There are no surviving plants above and 
to the left of the line. For a given size
(rootstock volume), only those that have
made the smallest reproductive allocation
(number of capitula) survive, although
larger plants are able to make a larger
allocation and still survive. (After Gilman
& Crawley, 1990.)
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4.8.5 The number and ﬁtness of offspring
A second key trade-off is that between the number of offspring
and their individual fitness. At its simplest, this is a trade-off between
the size and number of offspring, within a given total reproduct-
ive investment. That is, a reproductive allocation can be divided
into fewer, larger offspring or more, smaller offspring. However,
the size of an egg or seed is only an index of its likely fitness. 
It may be more appropriate to look for a trade-off between the
number of offspring and, say, their individual survivorship or 
developmental rate.
Of the few genetic correlations between egg size and number
that have so far been examined (dominated by domestic poultry),
the majority have been negative, as expected (Lessells, 1991). Negat-
ive correlations have also been observed in simple cross-species
or cross-population comparisons (e.g. Figure 4.23a, b), although
it is unlikely in such cases that the individuals from different species
or populations are making precisely the same total reproductive
allocation. Moreover, this type of trade-off is especially difficult
to observe through experimental manipulation. To see why, note
that we need to ask the following kind of question. Given that 
a plant, say, produces 100 seeds each weighing 10 mg and each
with a 5% chance of developing to reproductive maturity, what
would be the seed size, and what would be the chance of devel-
oping to maturity, if an identical plant receiving identical resources
produced only 80 seeds? Clearly, it would be invalid to manipu-
late seed number by altering the provision of resources; and
even if 20 seeds were removed at or close to their point of pro-
duction, the plant would be limited in its ability to alter the size
of the remaining seeds, and their subsequent survivorship would
not really address the question originally posed.
Sinervo (1990), though, did manipulate the size of the eggs of
an iguanid lizard (Sceloporus occidentalis) by removing yolk from
them after they have been produced, giving rise to healthy but
smaller offspring than unmanipulated eggs. These smaller hatch-
lings had a slower sprint speed (Figure 4.23c) – probably an indica-
tion of a reduced ability to avoid predators, and hence of a lower
fitness. Within natural populations, this species produces smaller
clutches of larger eggs in California than in Washington (typically
seven to eight eggs with an average weight of 0.65 g, as against
approximately 12 eggs weighing 0.4 g; Figure 4.23c). Thus, in the
light of the experimental manipulations, the comparison between
the two populations does indeed appear to reflect a trade-off
between the number of offspring and their individual fitness.
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Figure 4.23 Evidence for a trade-off between the number of offspring produced in a clutch by a parent and the individual fitness of those
offspring. (a) A negative correlation between the number of propagules per stem produced by goldenrod plants (Solidago) and the weight
of single propagules. The species are: 1, S. nemoralis; 2, S. graminifolia; 3, S. canadensis; 4, S. speciosa; 5, S. missouriensis; 6, S. gigantea; 
7, S. rigida; 8, S. caesia; and 9, S. rugosa, taken from a variety of habitats as shown. (After Werner & Platt, 1976.) (b) A negative correlation
between clutch size and egg volume amongst Hawaiian species of Drosophila, developing either on a relatively poor and restricted
resource, flower pollen (8), or on bacteria within decaying leaves (4) or on especially unpredictable but productive resources – yeasts
within rotten fruits, barks and stems (). (After Montague et al., 1981; Stearns, 1992.) (c) The mass and sprint speed of California hatchlings
of the lizard, Sceloporus occidentalis, are lower from eggs with some yolk removed (7) than from unmanipulated control eggs (). Also
shown are the means for the control California hatchlings (CA) (fewer, larger eggs) and those for two samples from Washington (WA)
(more, smaller eggs). (After Sinervo, 1990.)
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4.9 Options sets, ﬁtness contours and 
a classiﬁcation of habitats
We turn next to another of our original life history questions –
are there patterns linking particular types of life history to par-
ticular types of habitat? To address this question, we introduce
two further concepts. We do so in the context of the cost of 
reproduction, since the trade-offs associated with it are the most 
fundamental – but the same principles apply to any trade-off.
4.9.1 Options sets and ﬁtness contours
An options set describes the whole range of combinations of two
life history traits that an organism is capable of exhibiting. Hence,
it reflects the organism’s underlying physiology. Here, for purposes
of illustration, we use present reproduction, mx, and growth (as
a potentially important indicator of RRV) (Figure 4.24). The
options set therefore describes, for any given level of present repro-
duction, the range of growth increments that the organism can
achieve, and for any given growth increment, the range of 
levels of present reproduction that the organism can achieve. The
outer boundary of the options set represents the trade-off curve.
For any point on that boundary, the organism can only increase
mx by making a compensatory reduction in growth and vice versa.
An options set may be convex-outwards (Figure 4.24a),
implying in the present case that a level of present reproduc-
tion only slightly less than the maximum none the less allows 
a considerable amount of growth. Alternatively, the set may be
concave-outwards (Figure 4.24b), implying that substantial growth
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Figure 4.24 (a, b) Options sets – the combinations available to an organism of, in this case, present reproduction and present growth. 
As explained in the text, the outer boundary of the options set is a trade-off curve: (a) is convex-outwards, (b) concave-outwards. 
(c) Fitness contours linking combinations of present reproduction and present growth that have equal fitness in a given habitat. 
Hence, contours further from the origin have greater fitness. (d) The point in an options set with the greatest fitness is the one that
reaches the highest fitness contour. This point, and the (optimal) value for present reproduction giving rise to it, are marked with an
asterisk. (After Sibly & Calow, 1983.)
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can only be achieved with a level of present reproduction 
considerably less than the maximum.
A fitness contour, then, is a line joining, in this case, combina-
tions of mx and growth for which fitness (reproductive value) is
constant (Figure 4.24c). Contours further away from the origin
therefore represent combinations with greater fitness. As described
below, the shapes of fitness contours reflect not the organism’s
intrinsic properties but the habitat in which it lives.
The combination of traits, amongst those available, that has
the highest fitness determines the direction of natural selection.
Natural selection therefore favors the point in the options set 
(on the trade-off curve) that reaches the highest fitness contour
(indicated by the asterisks in Figure 4.24d, e). Since different
options sets imply different types of organism, and different
shapes of fitness contour imply different types of habitat, they 
can be used together as a guide to where and when different types
of life history might be found.
4.9.2 Habitats: a classiﬁcation
Each organism’s habitat is unique, but if a pattern linking 
habitats and life histories is to be established, habitats must be
classified in terms that apply to them all. Moreover, they must
be described and classified from the point of view of the organ-
ism concerned, rather than whether we feel the habitat is patchy
or homogeneous, harsh or benign. Thus, when we say that the
shapes of fitness contours reflect an organism’s habitat, we mean
that they reflect the effect of the habitat on that particular organ-
ism or the response of that organism to the habitat.
A number of classifications of habitat types have been proposed
(e.g. Schaffer, 1974; Grime et al., 1988; Silvertown et al., 1993),
but a review of these is beyond our scope here. Instead, we 
classify habitats by focusing on fitness contours, and hence on 
the ways in which present reproduction and growth combine to
determine fitness in different types of habitat (following Levins,
1968; Sibly & Calow, 1983).
For established individuals (i.e. not newly emerged or newly
born offspring) two contrasting habitat types can be recognized.
1 High CR (cost of reproduction)
habitats, in which any reduced
growth that results from present
reproduction has a significant negat-
ive effect on RRV, and hence on
fitness. Thus, similar fitness can be
achieved by combining high reproduction with low growth
or low reproduction with high growth. Fitness contours
therefore run diagonally with a negative slope (Figure 4.25a).
2 Low CR habitats, in which RRV is little affected by the level
of present growth. Fitness is thus essentially determined 
by the level of present reproduction alone and will be much
the same whatever the level of present growth. The fitness
contours therefore run approximately vertically (parallel to the
‘growth’ axis; Figure 4.25a).
This classification is comparative. In practice, a habitat can only
be described as ‘high CR’ relative to some other habitat that is,
comparatively, low CR. The purpose of the classification is to 
contrast habitats with one another.
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Figure 4.25 A demographic classification of habitats. (a) Habitats of established individuals can be either: (A) relatively high CR (fitness
contours indicate that residual reproductive value rises sharply with increased growth resulting from decreased present reproduction) or
(B) relatively low CR (fitness contours largely reflect the level of present reproduction). (b) Habitats of recently produced offspring can be
either: (C) relatively offspring size-sensitive or (D) relatively offspring size-insensitive. Larger offspring size is assumed to imply a smaller
number of them (for a given reproductive allocation). Hence, for example, in (D), fitness largely reflects the number of offspring – not
their individual size. (c) By combining these two contrasting pairs, the habitat of one organism over its whole life, compared with another
organism, can be of four basic types, arbitrarily referred to as (i)–(iv) in the figure.
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Moreover a habitat can be of a par-
ticular type for a variety of reasons.
Habitats can be relatively high CR for
at least two reasons.
1 When there is intense competition amongst established 
individuals (see Chapter 5), with only the best competitors 
surviving and reproducing, present reproduction may be
costly because it reduces growth and hence substantially
reduces competitive ability in the future, and thus reduces RRV.
Red deer stags, where only the best competitors can hold a
harem of females, are a good example of this.
2 Whenever diminutive adults are particularly susceptible to 
an important source of mortality from a predator or some 
abiotic factor, present reproduction may be costly because it
maintains adults in these vulnerable size classes. For instance,
mussels on the seashore may, through reproductive restraint,
outgrow predation by both crabs and eider ducks.
On the other hand, habitats can be relatively low CR for at
least three different reasons.
1 Much mortality may be indiscriminate and unavoidable, so that
any increase in size caused by reproductive restraint is likely to
be worthless in future. For instance, when temporary ponds dry
out, most individuals die irrespective of their size or condition.
2 The habitat may be so benign and competition-free for estab-
lished individuals that all of them have a high probability of
surviving, and a large future reproductive output, irrespective
of any present lack of reproductive restraint. This is true, at
least temporarily, for the first colonists to arrive in a newly
arisen habitat.
3 A habitat may be low CR simply because there are important
sources of mortality to which the largest individuals are espe-
cially prone. Thus, restrained present reproduction, by lead-
ing to greater size, may give rise to lowered survival in future.
For instance, in the Amazon, avian predators preferentially prey
upon the largest individuals of certain fish species.
A related classification of habitats
for newly born offspring can also be 
constructed. Again, there are two con-
trasting types (Figure 4.25b), assuming
that, for a given reproductive allocation, larger offspring can be
produced only if there are fewer of them.
1 ‘Offspring size-sensitive’ habitats, in which the reproductive
value of individual offspring rises significantly with size (as
above, either because of competition amongst offspring, or
because of important sources of mortality to which small off-
spring are especially vulnerable). An increase in size implies a
significant rise up the fitness contours.
2 ‘Offspring size-insensitive’ habitats, in which the reproductive
value of individual offspring is little affected by their size 
(as above, because of indiscriminate mortality, or because 
of superabundant resources, or because there are sources 
of mortality to which larger individuals are more prone). 
An increase in size implies a negligible move up the fitness 
contours.
Together, clearly, the two contrasting pairs can be combined
into four types of habitat (Figure 4.25c).
4.10 Reproductive allocation and its timing
4.10.1 Reproductive allocation
If we assume initially that all options sets are convex-outwards,
then we can see that relatively low CR habitats should favor a
higher reproductive allocation, whilst relatively high CR habitats
favor a lower reproductive allocation (Figure 4.26a). This pattern
can be seen in three populations of the dandelion Taraxacum
officinale. The populations were composed of a number of distinct
clones that belonged to one or other of four biotypes (A–D). The
habitats of the populations varied from a footpath (the habitat in
which adult mortality was most indiscriminate – ‘lowest CR’) to
an old, stable pasture (the habitat with most adult competition –
‘highest CR’); the third site was intermediate between the other
two. In line with predictions, the biotype that predominated in
the footpath site (A) made the greatest reproductive allocation
(whichever site it was obtained from), whilst the biotype that pre-
dominated in the old pasture (D) made the lowest reproductive
allocation (Figure 4.26b, c). Biotypes B and C were appropriately
intermediate with respect both to their site occupancies and
their reproductive allocations.
4.10.2 Age at maturity
Since relatively high CR habitats should favor low reproductive
allocations, maturity (the onset of sexual reproduction) should be
relatively delayed in such habitats but should occur at a relatively
large size (in deferring maturity at any given time, an organism
is making a reproductive allocation of zero). These ideas are 
supported by a study of guppies, Poecilia reticulata, a small fish
species in Trinidad (Table 4.6). The same work also provides sup-
port for the patterns of reproductive allocation discussed above,
and for patterns of variation in offspring size, discussed in
Section 4.11. The guppies live in small streams that can be
divided into two contrasting types. In one, their main predator
is a cichlid fish, Crenicichla alta, which eats mostly large, sexually
mature guppies. In the other, the main predator is a killifish, Rivulus
hartii, which prefers small, juvenile guppies. The Crenicichla sites
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Figure 4.26 (a) Options sets and fitness
contours (see Figure 4.25) suggest that
relatively high CR habitats should favor
relatively small reproductive allocations.
(b) The distribution of four biotypes 
(A–D) of the dandelion Taraxacum officinale,
amongst three populations subject to low,
medium and high levels of disturbance (i.e.
habitats ranging from relatively high CR 
to relatively low CR). (c) The reproductive
allocations (RAs) of the different biotypes
from the different sites of origin, showing
that biotype A, which predominates in the
relatively low CR habitat, has a relatively
large RA, and so on. ((b, c) after Solbrig &
Simpson, 1974.)
Table 4.6 A comparison of guppies (Poecilia reticulata) from relatively low CR, offspring size-insensitive sites (Crenicichla – predation
concentrated on larger, adult fish) and relatively high CR, offspring size-sensitive sites (Rivulus – predation concentrated on small, juvenile
fish). In the former, the guppies (male and female) mature earlier and smaller, make a larger reproductive allocation (shorter interlitter
interval, higher percentage effort) and produce smaller offspring (and more of them). This is true both for natural populations from
contrasting sites (left) and comparing a population introduced to a Rivulus site with its unmanipulated control (right). (After Reznick 
et al., 1982, 1990.)
Reznick (1982) Reznick et al. (1990)
Control Introduction 
Crenicichla Rivulus (Crenicichla) (Rivulus)
Male age at maturity (days) 51.8 P < 0.01 58.8 48.5 P < 0.01 58.2
Male size at maturity (mg wet) 87.7 P < 0.01 99.7 67.5 P < 0.01 76.1
Female age at ﬁrst birth (days) 71.5 P < 0.01 81.9 85.7 P < 0.05 92.3
Female size at ﬁrst birth (mg wet) 218.0 P < 0.01 270.0 161.5 P < 0.01 185.6
Size of litter 1 5.2 P < 0.01 3.2 4.5 P < 0.05 3.3
Size of litter 2 10.9 NS 10.2 8.1 NS 7.5
Size of litter 3 16.1 NS 16.0 11.4 NS 11.5
Offspring weight (mg dry) litter 1 0.84 P < 0.01 0.99 0.87 P < 0.10 0.95
Offspring weight litter 2 0.95 P < 0.05 1.05 0.90 P < 0.05 1.02
Offspring weight litter 3 1.03 P < 0.01 1.17 1.10 NS 1.17
Interlitter interval (days) 22.8 NS 25.0 24.5 NS 25.2
Reproductive effort (%) 25.1 P < 0.05 19.2 22.0 NS 18.5
NS, not signiﬁcant.
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are therefore relatively low CR, and, as predicted, the guppies there
mature earlier and at a smaller size. They also make a larger repro-
ductive allocation (left-hand columns in Table 4.6) (Reznick,
1982). Moreover, when 200 guppies were introduced from a
Crenicichla to a Rivulus site, and lived there for 11 years (30–
60 generations), not only did the phenotypes in the field come to
resemble those of other high CR (Rivulus) sites, but it was also
clear that these differences had evolved and were heritable, since
they were also discernable under laboratory conditions (right-hand
columns in Table 4.5) (Reznick et al., 1990).
Understanding age at maturity,
however, requires us to move beyond
our simple classification of habitats.
For example, the favored age and size
at maturity can be thought of as being
governed by a trade-off between juvenile (pre-maturity) survival
and reproductive value at maturity (for a review, see Stearns, 1992).
Deferring maturity to a larger size increases the reproductive value
at maturity, but it does so at the expense of decreased juvenile
survival, since the juvenile phase is, by definition, extended
when maturity is deferred. With this trade-off in mind, we can
ask, for example, how age and size at maturity might differ
between a ‘productive’ environment, with abundant food, and an
‘unproductive’ one in which individuals are poorly nourished. 
If increased food availability increases both the rate of growth (i.e.
the size at a given age) and juvenile survival (i.e. the probability
of reaching a given age), then the options set in the productive
environment will extend beyond that in the unproductive envir-
onment, whatever the shape of the trade-off curve (Figure 4.27).
Organisms in more productive environments should then
mature both earlier and at a larger size. This has been observed
commonly in Drosophila melanogaster: flies growing at 27°C with
abundant food at moderate densities start to reproduce at 11 days,
weighing 1.0 mg, whereas crowded, poorly nourished flies start
after 15 days or more, weighing 0.5 mg (Stearns, 1992). Note here
that we are comparing the immediate responses of individuals to
their environments, rather than comparing two quite independent
populations or species. We return to this point in Section 4.13.
4.10.3 Semelparity
Returning to a comparison of high and low CR habitats, it is clear
that semelparity is most likely to evolve in the latter (Figure 4.28a).
This is borne out in a detailed way by work on two species of
Lobelia living on Mount Kenya (Figure 4.28b). These are long-
lived herbaceous species: both take from 40 to 60 years even to
mature, following which the semelparous L. telekii dies, whereas
the iteroparous L. keniensis breeds only every 7–14 years. Young
(1990) and Young and Augspurger (1991) showed that in drier
Lobelia sites, probabilities of adult survival are smaller and periods
between reproductive events are longer, i.e. the drier sites are 
lower CR. Semelparity would only actually be favored there, how-
ever, if semelparous plants also gained a sufficient reproductive
advantage by diverting more resources to reproduction and less
to future survival. In fact, there appears to be a close correspond-
ence between the geographic boundary between the semelparous
and the iteroparous species and the boundary where the balance
of advantage swings from one to the other reproductive strategy
(Figure 4.28b).
If we now relax our assumption that all options sets are con-
vex-outwards, it is apparent that semelparity is especially likely
to evolve in organisms with options sets that are concave-outwards,
i.e. where even a low level of present reproduction leads to a con-
siderable drop in, say, future survival, but increases from low to
moderate levels have little influence on survival (see Figure 4.24).
This is the likely explanation for why many species of salmon 
display suicidal semelparity. Reproduction for them demands a
dangerous and effortful upstream migration from the sea to their
spawning grounds, but the risks and extra costs are associated with
the ‘act’ of reproduction and are largely independent of the mag-
nitude of the reproductive allocation.
4.11 The size and number of offspring
According to the classification of Section 4.9, the division of a given
reproductive allocation into a smaller number of larger offspring
is expected in relatively offspring size-sensitive habitats. Support
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for this is provided by the observations and experiments on 
guppies described previously (see Table 4.6): offspring size 
was larger where predation was most concentrated on the smaller
juveniles; and also by examples in Figure 4.23 where offspring 
size was larger in habitats where competition was likely to be 
most intense – goldenrods in prairies (as opposed to more tem-
porary old field habitats) and Drosophila on pollen (as opposed to
rich but unpredictable sources of yeast).
4.11.1 The number of offspring: clutch size
The offspring number and fitness trade-off, however, is perhaps
best not viewed in isolation. Rather, if we combine it with the
CR trade-off, we can turn to another of our types of life history
question and ask: ‘How is it that particular clutch sizes, or par-
ticular sizes of seed crop, have been favored?’
Lack (1947b) concentrated on the
trade-off between offspring number
and fitness and proposed that natural
selection will favor not the largest clutch size but a compromise
clutch size, which, by balancing the number produced against their
subsequent survival, leads to the maximum number surviving to
maturity. This has come to be known as the ‘Lack clutch size’
(Figure 4.29a). A number of attempts, especially with birds and
to a lesser extent with insects, have been made to test the validity
of this proposal by adding eggs to or removing them from natural
clutches or broods, determining which clutch size is ultimately
the most productive, and comparing this with the normal clutch
size. Many of these have suggested that Lack’s proposal is wrong:
the clutch size most commonly observed ‘naturally’ is not the most
productive. Experimental increases in clutch size, in particular, often
lead to apparent increases in productivity (Godfray, 1987; Lessells,
1991; Stearns, 1992). Nevertheless, as is so often the case, Lack’s
proposal, whilst wrong in detail, has been immensely important
in directing ecologists towards an understanding of clutch size.
A number of reasons for the lack of fit are now apparent and two
are particularly important.
First, many of the studies are likely
to have made an inadequate assess-
ment of the fitness of individual off-
spring. It is not enough to add two eggs to a bird’s normal clutch
of four and note that six apparently healthy birds hatch, develop
and fledge from the nest. How well do they survive the following
winter? How many chicks do they have themselves? For example,
in a long-term study of great tits (Parus major) near Oxford, UK,
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whereas ‘addition’ nests were more immediately productive
(10.96) than control nests (8.68), which were more productive 
than removal nests (5.68), recruitment (i.e. survival of offspring
to become breeding adults themselves) was highest from the 
unmanipulated clutches (Figure 4.29b).
Second, perhaps the most important omission from Lack’s 
proposal is any consideration of the cost of reproduction. Natural
selection will favor a lifetime pattern of reproduction that gives
rise to the greatest fitness overall. A large and apparently productive
clutch may extract too high a price in terms of RRV. The favored
clutch size will then be less than what appears to be the most
productive in the short term (Figure 4.29c). Few studies have been
sufficiently detailed to allow the cost of reproduction to be taken
into account in assessing an optimal clutch size. In one, bank vole
females (Clethrionomys glareolus) were treated with gonadotropin
hormones, inducing them to increase their reproductive alloca-
tion to a larger litter (Oksanen et al., 2002). Treated females were
considerably more productive at the time the litters were born,
and a very small but none the less significant increase was main-
tained in the number of offspring surviving to the following 
winter. However, the treated females also paid a significant cost
for their increased reproductive efforts: higher mortality during
nursing, decreased body mass gain and a decreased probability 
of producing a subsequent litter. A second study, on kestrels, is
discussed below (see Section 4.13).
4.12 r and K selection
Some of the predictions of the previous sections can be brought
together in a scheme that has been particularly influential in 
the search for life history patterns. This is the concept of r and 
K selection, originally propounded by MacArthur and Wilson 
(1967; MacArthur, 1962) and elaborated by Pianka (1970) (but, see
Boyce, 1984). The letter r refers to the intrinsic rate of natural
increase (above) and indicates that r-selected individuals have 
been favored for their ability to reproduce rapidly (i.e. have a 
high r value). The letter K will not be introduced properly until
intraspecific competition is discussed fully in the next chapter, but
for now we need note only that it refers to the size (‘carrying 
capacity’) of a crowded population, limited by competition.
Thus, K-selected individuals have been favored for their ability
to make a large proportional contribution to a population that
remains near that carrying capacity. The concept is therefore based
on there being two contrasting types of habitat: r-selecting and
K-selecting. It originally emerged (MacArthur & Wilson, 1967) from
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Figure 4.29 (a) The ‘Lack clutch size’. 
If the fitness of each individual offspring
decreases as total clutch size increases, 
then the total fitness of a clutch (the
product of number and individual fitness)
must be maximized at some intermediate
(‘Lack’) clutch size. (b) The mean observed
number of young recruited per nest ± SE
relative to experimental manipulations
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(EXPTL MANIP)2. (After Pettifor et al.,
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curve is greatest. (After Charnov & 
Krebs, 1974.)
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the contrast between species that were good at rapidly coloniz-
ing relatively ‘empty’ islands (r species), and species that were good
at maintaining themselves on islands once many colonizers had
reached there (K species). Subsequently, the concept was applied
much more generally. Like all generalizations, this dichotomy is
an oversimplification – but one that has been immensely productive.
A K-selected population lives in a
habitat that imposes few random 
environmental fluctuations on it. As a
consequence, a crowded population of fairly constant size is
established. There is intense competition amongst the adults, 
and the results of this competition largely determine the adults’
rates of survival and fecundity. The young also have to compete
for survival in this crowded environment, and there are few
opportunities for the young to become established as breeding
adults themselves. In short, the population lives in a habitat 
that, because of intense competition, is both high CR and offspring
size-sensitive.
The predicted characteristics of these K-selected individuals 
are therefore larger size, deferred reproduction, iteroparity (i.e.
more extended reproduction), a lower reproductive allocation and
larger (and thus fewer) offspring. The individuals will generally
invest in attributes that increase survival (as opposed to repro-
duction); but in practice (because of the intense competition) many
of them will have very short lives.
By contrast, an r-selected popula-
tion lives in a habitat that is either
unpredictable in time or short lived.
Intermittently, the population experiences benign periods of
rapid population growth, free from competition (either when the
environment fluctuates into a favorable period, or when a site has
been newly colonized). But these benign periods are interspersed
with malevolent periods of unavoidable mortality (either in an
unpredictable, unfavorable phase, or when an ephemeral site has
been fully exploited or disappears). The mortality rates of both
adults and juveniles are therefore highly variable and unpre-
dictable, and they are frequently independent of population dens-
ity and of the size and condition of the individuals concerned. In
short, the habitat is both low CR and offspring size-insensitive.
The predicted characteristics of r-selected individuals are
therefore smaller size, earlier maturity, possibly semelparity, a larger
reproductive allocation and more (and thus smaller) offspring. 
The individuals will invest little in survivorship, but their actual
survival will vary considerably depending on the (unpredictable)
environment in which they find themselves.
The scheme is thus a special case of the general classification
of habitats in Figure 4.25c. Note, therefore, first, that adult and
offspring habitats need not be linked in the way the r/K scheme
envisages, and second, that the life history characteristics associ-
ated with the r/K scheme can arise for all sorts of reasons beyond
its scope (e.g. predation of diminutive adults as opposed to intense
competition amongst adults).
4.12.1 Evidence for the r/K concept
The r/K concept can certainly be useful in describing some of the
general differences between taxa. For instance, amongst plants it
is possible to draw up a number of very broad and general rela-
tionships (Figure 4.30). Trees, in relatively K-selecting woodland
habitats (relatively constant and predictable), exhibit long life,
delayed maturity, large seed size, low reproductive allocation, large
individual size and a very high frequency of iteroparity. Whilst
in more disturbed, open, r-selecting habitats, plants tend to 
conform to the general syndrome of r characteristics.
There are also many cases in which populations of a species,
or of closely related species, have been compared, and the cor-
respondence with the r/K scheme has been good. For instance,
this is true of a study of Typha (cattail or reed mace) populations
(Table 4.7). Individuals of a southerly species, T. domingensis, and
a northerly species, T. angustifolia, were taken from sites in Texas
and North Dakota, respectively, and were grown side by side under
the same conditions. In addition, certain aspects of the habitats,
with long and short growing seasons, in which these species 
are found were quantified. It is clear from Table 4.7 that the 
former were relatively K-selecting and the latter relatively r-
selecting. It is equally clear that the species inhabitating these 
sites conform to the r/K scheme. T. angustifolia (which naturally
has a short growing season) matures earlier (trait 1), is smaller
(traits 2 and 3), makes a larger reproductive allocation (traits 3
and 6) and produces more and smaller offspring (traits 4 and 5)
than does T. domingensis (long growing season).
There are, then, examples that fit 
the r/K scheme. Stearns (1977), however,
in an extensive review of the data
available at that time, found that of 
35 thorough studies, 18 conformed to
the scheme whilst 17 did not. We might regard this as a damn-
ing criticism of the r/K concept, since it undoubtedly shows that
the explanatory powers of the scheme are limited. On the other
hand, a 50% success rate is hardly surprising given the number
of additional factors already described (or to be described) that
further our understanding of life history patterns. It is therefore
equally possible to regard it as very satisfactory that a relatively
simple concept can help make sense of a large proportion of the
multiplicity of life histories. Nobody, though, can regard the r/K
scheme as the whole story.
4.13 Phenotypic plasticity
A life history is not a fixed property that an organism exhibits 
irrespective of the prevailing environmental conditions. An
observed life history is the result of long-term evolutionary
forces, but also of the more immediate responses of an organ-
ism to the environment in which it is and has been living. This
••••
K selection
r selection
the scheme explains
much – but leaves as
much unexplained
EIPC04  10/24/05  1:49 PM  Page 124
LIFE, DEATH AND LIFE HISTORIES 125
ability of a single genotype to express itself in different ways in
different environments is known as phenotypic plasticity.
One of the most important questions we need to ask about
phenotypic plasticity is the extent to which it represents a
response by which an organism allocates resources differently 
in different environments such that it maximizes its fitness in 
each. The alternative would be that the response represented a
degree of inevitable or uncontrolled damage or stunting by the
environment (Lessells, 1991). Note, especially, that if phenotypic
plasticity is governed by natural selection, then it is just as valid
to seek patterns linking different environments and the different
responses to them by a single individual, as it is to seek patterns
linking the habitats and the life histories of genetically different
individuals.
In some cases at least, the appropriateness of a plastic
response seems clear. For example, kestrels (predatory birds) in
the Netherlands vary in the quality of their territory, the size of
their clutch and the date on which they lay it (Daan et al., 1990).
The differences appear not to be genetically determined but to
be an example of phenotypic plasticity. Is each combination of
clutch size and laying date optimal in its own territory?
The optimal combination is, as usual, the one with the 
highest total reproductive value – the value of the present clutch
plus the parent’s RRV. The value of the present clutch clearly
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Figure 4.30 Broadly speaking, plants
show some conformity with the r/K
scheme. For example, trees in relatively 
K-selecting woodland habitats: (a) have 
a relatively high probability of being
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with relatively delayed reproduction. (After
Harper, 1977; following Salisbury, 1942;
Ogden, 1968; Harper & White, 1974.)
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increases with clutch size, and the value of each egg also varies
with laying date. What, though, of RRV? This declines with
increases in ‘parental effort’ (i.e. the number of hours per day in
flight spent hunting in order to raise a clutch of chicks), and parental
effort, in turn, decreases with increases in the ‘quality’ of a ter-
ritory: the number of prey caught per hunting hour. Thus, RRV
is lower: (i) with larger clutches; (ii) at particular, less productive
times of the year; and (iii) in lower quality territories. On this basis,
the total reproductive value of each combination of clutch size
and date in each territory could be computed, the optimal com-
bination predicted (Figure 4.31a) and the predicted and actual com-
binations compared in territories of different quality (Figure 4.31b).
The correspondence is impressive. Each individual apparently
comes close to optimizing its clutch size and laying date as an
immediate response to the environment (territory) in which it 
finds itself.
4.14 Phylogenetic and allometric constraints
The life histories that natural selection favors (and we observe)
are not selected from an unlimited supply but are constrained by
the phylogenetic or taxonomic position that organisms occupy.
For example, in the entire order Procellariformes (albatrosses,
petrels, fulmars) the clutch size is one, and the birds are ‘prepared’
for this morphologically by having only a single brood patch with
which they can incubate this one egg (Ashmole, 1971). A bird might
produce a larger clutch, but this is bound to be a waste unless it
exhibits concurrent changes in all the processes in the development
of the brood patch. Albatrosses are therefore prisoners of their
evolutionary past, as are all organisms.
Their life histories can evolve to only
a limited number of options, and the
organisms are therefore confined to a
limited range of habitats.
••••
Growing season
Habitat property Measured by Short Long
Climate variability s2/x-- frost-free days per year 3.05 1.56
Competition Biomass above ground (g m−2) 404 1336
Annual recolonization Winter rhizome mortality (%) 74 5
Annual density variation s2/x-- shoot numbers m−2 2.75 1.51
Plant traits T. angustifolia T. domingensis
Days before ﬂowering 44 70
Mean foliage height (cm) 162 186
Mean genet weight (g) 12.64 14.34
Mean number of fruits per genet 41 8
Mean weights of fruits (g) 11.8 21.4
Mean total weight of fruits (g) 483 171
Table 4.7 Life history traits of two 
Typha (cattail) species, along with
properties of the habitats in which they
grow. ‘s2/Q’ refers to the variance : mean
ratio, a measure of variability. The cattails
conform to the r/K scheme. (After
McNaughton, 1975.)
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Figure 4.31 Phenotypic plasticity in 
the combination of clutch size and laying
date in the kestrel, Falco tinnunculus, in 
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It follows from these ‘phylogenetic’ constraints that caution
must be exercised when life histories are compared. The albatrosses,
as a group, may be compared with other types of birds in an attempt
to discern a link between the typical albatross life history and 
the typical albatross habitat. The life histories and habitats of 
two albatross species might reasonably be compared. But if 
an albatross species is compared with a distantly related bird species,
then care must be taken to distinguish between differences attri-
butable to habitat (if any) and those attributable to phylogenetic
constraints.
4.14.1 Effects of size and allometry
One element of phylogenetic constraint is that of size. Figure 4.32a
shows the relationship between time to maturity and size (weight)
in a wide range of organisms from viruses to whales. Note first
that particular groups of organisms are confined to particular 
size ranges. For instance, unicellular organisms cannot exceed a
certain size because of their reliance on simple diffusion for the
transfer of oxygen from their cell surface to their internal
organelles. Insects cannot exceed a certain size because of their
reliance on unventilated tracheae for the transfer of gases to and
from their interiors. Mammals, being endothermic, must exceed
a certain size, because at smaller sizes the relatively large body
surface would dissipate heat faster than the animal could produce
it, and so on.
The second point to note is that time to maturity and size are
strongly correlated. In fact, as Figure 4.32a–c illustrates, size is
strongly correlated with many life history components. Since the
sizes of organisms are constrained by phylogenetic position,
these other life history components will be constrained too.
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Figure 4.32 Allometric relationships, all plotted on log scales. (a) Maturation time as a function of body weight for a broad range of
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An allometric relationship (see
Gould, 1966) is one in which a phys-
ical or physiological property of an
organism alters relative to the size of the organism. For 
example, in Figure 4.33a an increase in size (actually volume)
amongst salamander species leads to a decrease in the proportion
of that volume which is allocated to a clutch of young. Likewise,
in Figure 4.32b an increase in weight amongst bird species is asso-
ciated with a decrease in the time spent brooding eggs per unit
body weight. Such allometric relationships can be ontogenetic
(changes occurring as an organism develops) or phylogenetic
(changes that are apparent when related taxa of different sizes are
compared), and it is the latter that are particularly important in
the study of life histories (Figures 4.32 and 4.33).
Why are there allometric relationships? Briefly, if similar
organisms that differed in size retained a geometric similarity 
(i.e. if they were isometric), then all surface areas would increase
as the square of linear size, whilst all volumes and weights
increased as the cube. An increase in size would then lead to
decreases in the length : area ratios, decreases in length : volume
ratios and, most important, decreases in area : volume ratios. Almost
every bodily function depends for its efficiency on one of these
ratios (or a ratio related to them). A change in size amongst 
isometric organisms would therefore
lead to a change in efficiency.
For example, the transfer of heat, 
or water, or nutrients, either within an
organism or between an organism and
its environment, takes place across a surface, which has an area.
The amount of heat produced or water required, however,
depends on the volume of the organ or organism concerned. 
Hence, changes in area : volume ratios resulting from changes 
in size are bound to lead to changes in the efficiency of transfer
per unit volume. Thus, if efficiency is to be maintained, this 
must be done by allometric alterations. Exact allometric slopes
vary from system to system and from taxon to taxon (for further
discussion see Gould, 1966; Schmidt-Nielsen, 1984; and, in a
more ecological context, Peters, 1983). What, though, is the
significance of allometry in the study of life histories?
The usual approach to the ecological study of life histories 
has been to compare the life histories of two or more popula-
tions (or species or groups), and to seek to understand the 
differences between them by reference to their environments. It
must be clear by now, however, that taxa can also differ because
they lie at different points on the same allometric relationship,
or because they are subject to different phylogenetic constraints
generally. It is therefore important to disentangle ‘ecological’ 
differences from allometric and phylogenetic differences (see
Harvey & Pagel, 1991; Harvey, 1996; and also the summary 
in Stearns, 1992). This is not because the former are ‘adaptive’
whereas the latter are not. Indeed, we have seen, for example,
that the basis for allometric relationships is a matching of 
organisms of different sizes to their respective environments.
Rather, it is a question of the evolutionary responses of a species
to its habitat being limited by constraints that have themselves
evolved.
••••
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Figure 4.33 Allometric relationships between total clutch volume and body volume in female salamanders. (a) The overall relationship
for 74 salamander species, using one mean value per species (P < 0.01). (b) The relationships within a population of Ambystoma tigrinum (×)
(P < 0.01), and within a population of A. opacum (7) (P < 0.05). The allometric relationship from (a) is shown as a short dashed line: 
A. opacum conforms closely to it; A. tigrinum does not. However, they both lie on an isometric line along which clutch volume is 13.6% 
of body volume ( ). (After Kaplan & Salthe, 1979.)
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These ideas are illustrated in Fig-
ure 4.33a, which shows the allometric
relationship between clutch volume
and body volume for salamanders 
generally. Figure 4.33b then shows the
same relationships in outline; but super-
imposed upon it are the allometric
relationships within populations for two salamander species,
Ambystoma tigrinum and A. opacum (Kaplan & Salthe, 1979). If 
the species’ means are simply compared, without reference to 
the general salamander allometry, then the species are seen to
have the same ratio of clutch volume : body volume (0.136).
This seems to suggest that the species’ life histories ‘do not dif-
fer’, and that there is therefore ‘nothing to explain’ – but any such
suggestion would be wrong. A. opacum conforms closely to the
general salamander relationship. A. tigrinum, on the other hand,
has a clutch volume which is almost twice as large as would be
expected from that relationship. Within the allometric constraints
of being a salamander, A. tigrinum is making a much greater repro-
ductive allocation than A. opacum; and it would be reasonable 
for an ecologist to look at their respective habitats and seek to
understand why this might be so.
In other words, it is reasonable to compare taxa from an 
‘ecological’ point of view as long as the allometric relationship
linking them at a higher taxonomic level is known (Clutton-Brock
& Harvey, 1979). It will then be their respective deviations from
the relationship that form the basis for the comparison. Problems
arise, though, when allometric relationships are unknown (or
ignored). Without the general salamander allometry in Figure 4.33a,
the two species would have seemed similar when in fact they 
are different. Conversely, two other species might have seemed
different when in fact they were simply conforming to the same
allometric relationship. Comparisons oblivious to allometries are
clearly perilous, but regrettably, ecologists are frequently oblivi-
ous to allometries. Typically, life histories have been compared,
and attempts have been made to explain the differences between
them, in terms of habitat differences. As previous sections have
shown, these attempts have often been successful. But they 
have also often been unsuccessful, and unrecognized allometries
undoubtedly go some way towards explaining this.
4.14.2 Effects of phylogeny
The approach used with the salaman-
ders, of comparing species or other
groups in terms of their deviations from
an allometric relationship that links
them, has been applied successfully to a number of larger assem-
blages. By removing the effects of size, the approach searches 
for phylogenetic relationships beyond those associated with size.
For example, Figure 4.34 shows, for a number of mammal
species, that ‘relative’ age at first reproduction increases as ‘rela-
tive’ life expectancy increases (i.e. relative to a value expected 
on the basis of an underlying allometry). This shows a powerful
relationship between these two life history characters once the
confounding effects of size have been removed. It also reveals under-
lying similarities between species of very different sizes: elephants
and otters, and mice and warthogs.
A further impression of the strength of the influence of 
phylogeny can be gained from analyses like those in Table 4.8
(Read & Harvey, 1989). A nested analysis of variance has been
applied to the variation in seven life history traits amongst a large
number of mammal species. This has led to the determination of
the percentage of the total variance attributable to: (i) differences
between species within genera; (ii) differences between genera
within families; and so on. Species vary very little within genera;
genera vary little within families. Far and away the largest part
of the variance, for all the traits, is accounted for by differences
between orders within the mammalian class as a whole. This
emphasizes that in simply comparing two species from different
orders, we are in essence comparing those orders (which prob-
ably diverged many millions of years ago) rather than the species
themselves. It does not mean, however, that comparing species
••••
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Table 4.8 When nested analyses of variance are performed on data sets for a number of life history traits from a large number of
mammal species, the percentage of the variance is greatest at the highest taxonomic level (orders within the class) and least at the lowest
level (species within genera). (After Read & Harvey, 1989.)
Trait Species within genera Genera within families Families within orders Orders within the class
Gestation length 2.4 5.8 21.1 70.7
Age at weaning 8.4 11.5 18.9 61.6
Age at maturity 10.7 7.2 26.7 55.4
Interlitter interval 6.6 13.5 16.1 63.8
Maximum lifespan 9.7 10.1 12.4 67.8
Neonatal weight 2.9 5.5 26.6 64.9
Adult weight 2.9 7.5 21.0 68.5
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in the same genus, say, is only ‘scratching the surface’. Even when
two species are very similar in their life histories and habitats, if
one makes a greater reproductive allocation and also lives in a
habitat that is lower CR, then this allows us to build a pattern
linking the two.
Moreover, the strength of these
relationships at the higher taxonomic
levels does not mean that attempts 
to relate life histories to lifestyles and
habitats should be abandoned even there, since lifestyles and hab-
itats are also constrained by an organism’s size and phylogenetic
position. There may still, therefore, at these higher levels, be 
patterns linking habitats and life histories rooted in natural 
selection. For example, insects (small size, many offspring, high
reproductive allocation, frequent semelparity) have been described
as relatively r-selected, compared to mammals (large size, few off-
spring, etc. – relatively K-selected) (Pianka, 1970). Such differences
could be dismissed as being ‘no more’ than the product of an
ancient evolutionary divergence (Stearns, 1992). But, as we have
stressed, an organism’s habitat reflects its own responses to its
environment. Hence a mammal and an insect living side by side
are also almost certain to experience very different habitats. The
larger, homeothermic, behaviorally sophisticated, longer lived
mammal is likely to maintain a relatively constant population 
size, subject to frequent competition, and be relatively immune
from environmental catastrophes and uncertainties. The smaller,
poikilothermic, behaviorally unsophisticated, shorter lived insect,
by contrast, is likely to live a relatively opportunistic life, with a
high probability of unavoidable death. Insects and mammals are
prisoners of their evolutionary past in their range of habitats just
as they are in their range of life histories – and the r/K scheme
provides a reasonable (although certainly not perfect) summary
of the patterns linking the two.
The same point is illustrated in a more quantitative way by
an application of the ‘phylogenetic-subtraction’ method (Harvey
& Pagel, 1991) to patterns of covariation in 10 life history traits
of mammals (Stearns, 1983). In the unmanipulated data, the 
pattern to be expected under the influence of r/K selection was
pronounced: it accounted for 68% of the covariation. This r/K
influence was reduced to about 42% when the effects of weight
were removed, and was reduced still further when the trait values
were replaced in the analysis by their deviations from the mean
value for the family to which the species belonged (33%), or their
order (32%). In the first place, this reaffirms the importance of
both size and phylogeny, since each clearly accounted for much
of the interspecific variation. It is also significant that the r/K pat-
tern remained clearly visible even after these other effects had been
removed. But the strength of the pattern in the unmanipulated
data set cannot simply be dismissed as an artefact arising out of
phylogenetic naivety. It may well be that important differences
in habitat, too, are associated with an organism’s size, or its
order or family.
It is undoubtedly true that life 
history ecology cannot proceed oblivi-
ous to phylogenetic and allometric constraints. Yet it would 
be unhelpful to see phylogeny as an alternative explanation to 
••••
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Figure 4.34 After the effects of size have been removed, age at first reproduction increases with life expectancy at birth for 24 species of
mammals. ‘Relative’ refers to the deviation from the underlying allometric relationship linking the character in question to organism size.
(After Harvey & Zammuto, 1985.)
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habitat in seeking to understand life histories. Phylogeny sets 
limits to an organism’s life history and to its habitat. But the 
essentially ecological task of relating life histories to habitats
remains the most fundamental challenge.
Summary
Ecologists are interested in the numbers of individuals, the dis-
tributions of individuals, the demographic processes (birth, death
and migration) that influence these, and the ways in which these
demographic processes are themselves influenced by environmental
factors.
Not all individuals are alike, especially amongst modular, as
opposed to unitary, organisms. The growth forms of modular
organisms are described, as well the nature and ecological import-
ance of senescence and physiological integration in modular
organisms. Ecology necessarily involves counting individuals or
modules. A population is a group of individuals of one species,
though what constitutes a population will vary from study to study.
It is often most convenient to consider the density as opposed to
the size of a population. Methods of estimating population size
or density are described briefly.
We explain the variety of patterns of life cycle, including the
distinction between semelparous and iteroparous species. Basic
methods of quantification of these include life tables, survivor-
ship curves and fecundity schedules. For annual species, cohort
life tables can be constructed, the elements of which are
described. A summary term of this and a fecundity schedule is
the basic reproductive rate, R0. The survivorship curves that
emerge from a life table can be classified into three broad types.
However, a variety of features, including seed banks, mean that
there are many not-quite-annual species.
For individuals with repeated breeding seasons, it may also 
be possible to construct cohort life tables; a static life table is an
imperfect alternative that must be interpreted with caution.
We explain how basic reproductive rates, R0, generation
lengths and population rates of increase are interrelated when 
generations overlap, leading to definitions of the fundamental net
reproductive rate, R, and the intrinsic rate of natural increase, 
r (= ln R). We explain, too, how these may be estimated from
life tables and fecundity schedules, and move on to describe the
population projection matrix, a more powerful method of ana-
lyzing and interpreting fecundity and survival schedules when 
generations overlap.
Three different types of question that are commonly asked about
the evolution of life histories are described. Most answers to these
questions have been based on the idea of optimization. The
components of life histories, and their ecological importance, 
are also described: size, development rate, semel- or iteroparity,
clutch size, offspring size and some composite measures – 
reproductive allocation and especially reproductive value.
Trade-offs are central to an understanding of life history 
evolution, though they may be difficult to observe in practice. Key
trade-offs are those that reveal an apparent ‘cost of reproduction’
in terms of a decrease in residual reproductive value. Another is
that between the number and fitness of offspring.
To address the question of whether there are patterns linking
particular types of life history to particular types of habitat, the
concepts of options sets and fitness contours are introduced,
leading to a general, comparative classification of habitats. Armed
with this, light is thrown on patterns in reproductive allocation
and its timing, the optimal size and number of offspring. We 
explain the concept of r and K selection, its limitations and the
evidence for it. We explain, too, that patterns in the phenotypic
plasticity of life histories may equally be governed by natural 
selection.
Finally, the effects of phylogenetic and allometric constraints
on the evolution of life histories are discussed – especially the effects
of size – but end with the conclusion that the essentially eco-
logical task of relating life histories to habitats remains the most
fundamental challenge.
••••
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5.1 Introduction
Organisms grow, reproduce and die (Chapter 4). They are
affected by the conditions in which they live (Chapter 2), and by
the resources that they obtain (Chapter 3). But no organism lives
in isolation. Each, for at least part of its life, is a member of a
population composed of individuals of its own species.
Individuals of the same species have
very similar requirements for survival,
growth and reproduction; but their
combined demand for a resource may
exceed the immediate supply. The individuals then compete for
the resource and, not surprisingly, at least some of them become
deprived. This chapter is concerned with the nature of such
intraspecific competition, its effects on the competing individuals
and on populations of competing individuals. We begin with a
working definition: ‘competition is an interaction between indi-
viduals, brought about by a shared requirement for a resource,
and leading to a reduction in the survivorship, growth and/or 
reproduction of at least some of the competing individuals 
concerned’. We can now look more closely at competition.
Consider, initially, a simple hypothetical community: a thriv-
ing population of grasshoppers (all of one species) feeding on a
field of grass (also of one species). To provide themselves with
energy and material for growth and reproduction, grasshoppers
eat grass; but in order to find and consume that grass they must
use energy. Any grasshopper might find itself at a spot where 
there is no grass because some other grasshopper has eaten it.
The grasshopper must then move on and expend more energy
before it takes in food. The more grasshoppers there are, the more
often this will happen. An increased energy expenditure and a
decreased rate of food intake may all decrease a grasshopper’s
chances of survival, and also leave less energy available for devel-
opment and reproduction. Survival and reproduction determine
a grasshopper’s contribution to the next generation. Hence, the
more intraspecific competitors for food a grasshopper has, the less
its likely contribution will be.
As far as the grass itself is concerned, an isolated seedling in
fertile soil may have a very high chance of surviving to repro-
ductive maturity. It will probably exhibit an extensive amount of
modular growth, and will probably therefore eventually produce
a large number of seeds. However, a seedling that is closely sur-
rounded by neighbors (shading it with their leaves and depleting
the water and nutrients of its soil with their roots) will be very
unlikely to survive, and if it does, will almost certainly form few
modules and set few seeds.
We can see immediately that the ultimate effect of com-
petition on an individual is a decreased contribution to the next
generation compared with what would have happened had there
been no competitors. Intraspecific competition typically leads to
decreased rates of resource intake per individual, and thus to
decreased rates of individual growth or development, or perhaps
to decreases in the amounts of stored reserves or to increased risks
of predation. These may lead, in turn, to decreases in survivor-
ship and/or decreases in fecundity, which together determine an
individual’s reproductive output.
5.1.1 Exploitation and interference
In many cases, competing individuals do
not interact with one another directly.
Instead, individuals respond to the level of a resource, which has
been depressed by the presence and activity of other individuals.
The grasshoppers were one example. Similarly, a competing grass
plant is adversely affected by the presence of close neighbors,
because the zone from which it extracts resources (light, water,
nutrients) has been overlapped by the ‘resource depletion zones’
of these neighbors, making it more difficult to extract those
resources. In such cases, competition may be described as
a deﬁnition of
competition
exploitation
Chapter 5
Intraspecific Competition
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exploitation, in that each individual is affected by the amount of
resource that remains after that resource has been exploited by
others. Exploitation can only occur, therefore, if the resource in
question is in limited supply.
In many other cases, competition
takes the form of interference. Here
individuals interact directly with each
other, and one individual will actually prevent another from
exploiting the resources within a portion of the habitat. For
instance, this is seen amongst animals that defend territories (see
Section 5.11) and amongst the sessile animals and plants that live
on rocky shores. The presence of a barnacle on a rock prevents
any other barnacle from occupying that same position, even
though the supply of food at that position may exceed the
requirements of several barnacles. In such cases, space can be seen
as a resource in limited supply. Another type of interference 
competition occurs when, for instance, two red deer stags fight
for access to a harem of hinds. Either stag, alone, could readily
mate with all the hinds, but they cannot both do so since 
matings are limited to the ‘owner’ of the harem.
Thus, interference competition may occur for a resource of
real value (e.g. space on a rocky shore for a barnacle), in which
case the interference is accompanied by a degree of exploitation,
or for a surrogate resource (a territory, or ownership of a harem),
which is only valuable because of the access it provides to a real
resource (food, or females). With exploitation, the intensity of com-
petition is closely linked to the level of resource present and the
level required, but with interference, intensity may be high even
when the level of the real resource is not limiting.
In practice, many examples of competition probably include
elements of both exploitation and interference. For instance,
adult cave beetles, Neapheanops tellkampfi, in Great Onyx Cave,
Kentucky, compete amongst themselves but with no other
species and have only one type of food – cricket eggs, which they
obtain by digging holes in the sandy floor of the cave. On the
one hand, they suffer indirectly from exploitation: beetles reduce
the density of their resource (cricket eggs) and then have markedly
lower fecundity when food availability is low (Figure 5.1a). 
But they also suffer directly from interference: at higher beetle 
densities they fight more, forage less, dig fewer and shallower 
holes and eat far fewer eggs than could be accounted for by 
food depletion alone (Figure 5.1b).
5.1.2 One-sided competition
Whether they compete through exploitation or interference,
individuals within a species have many fundamental features in
common, using similar resources and reacting in much the same
way to conditions. None the less, intraspecific competition may
be very one sided: a strong, early seedling will shade a stunted,
late one; an older and larger bryozoan on the shore will grow
over a smaller and younger one. One example is shown in
Figure 5.2. The overwinter survival of red deer calves in the
resource-limited population on the island of Rhum, Scotland (see
Chapter 4) declined sharply as the population became more
crowded, but those that were smallest at birth were by far the
most likely to die. Hence, the ultimate effect of competition is
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Figure 5.1 Intraspecific competition amongst cave beetles (Neapheanops tellkampfi ). (a) Exploitation. Beetle fecundity is significantly
correlated (r = 0.86) with cricket fecundity (itself a good measure of the availability of cricket eggs – the beetles’ food). The beetles
themselves reduce the density of cricket eggs. (b) Interference. As beetle density in experimental arenas with 10 cricket eggs increased 
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(After Griffith & Poulson, 1993.)
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far from being the same for every individual. Weak competitors
may make only a small contribution to the next generation, or
no contribution at all. Strong competitors may have their con-
tribution only negligibly affected.
Finally, note that the likely effect of intraspecific competition
on any individual is greater the more competitors there are. 
The effects of intraspecific competition are thus said to be 
density dependent. We turn next to a more detailed look at the
density-dependent effects of intraspecific competition on death,
birth and growth.
5.2 Intraspeciﬁc competition, and density-
dependent mortality and fecundity
Figure 5.3 shows the pattern of mortality in the flour beetle
Tribolium confusum when cohorts were reared at a range of 
densities. Known numbers of eggs were placed in glass tubes 
with 0.5 g of a flour–yeast mixture, and the number of indi-
viduals that survived to become adults in each tube was noted.
The same data have been expressed in three ways, and in each
case the resultant curve has been divided into three regions.
Figure 5.3a describes the relationship between density and the per
capita mortality rate – literally, the mortality rate ‘per head’, i.e.
the probability of an individual dying or the proportion that died
between the egg and adult stages. Figure 5.3b describes how the
number that died prior to the adult stage changed with density;
and Figure 5.3c describes the relationship between density and
the numbers that survived.
Throughout region 1 (low density) the mortality rate
remained constant as density was increased (Figure 5.3a). The num-
bers dying and the numbers surviving both rose (Figure 5.3b, c)
(not surprising, given that the numbers ‘available’ to die and sur-
vive increased), but the proportion dying remained the same, which
accounts for the straight lines in region 1 of these figures.
Mortality in this region is said to be density independent.
Individuals died, but the chance of an individual surviving to
become an adult was not changed by the initial density. Judged
by this, there was no intraspecific competition between the bee-
tles at these densities. Such density-independent deaths affect the
population at all densities. They represent a baseline, which any
density-dependent mortality will exceed.
In region 2, the mortality rate
increased with density (Figure 5.3a):
there was density-dependent mortality.
The numbers dying continued to rise
with density, but unlike region 1 they did so more than propor-
tionately (Figure 5.3b). The numbers surviving also continued to
rise, but this time less than proportionately (Figure 5.3c). Thus,
over this range, increases in egg density continued to lead to
increases in the total number of surviving adults. The mortality rate
had increased, but it ‘undercompensated’ for increases in density.
In region 3, intraspecific competition
was even more intense. The increasing
mortality rate ‘overcompensated’ for
any increase in density, i.e. over this
range, the more eggs there were present, the fewer adults sur-
vived: an increase in the initial number of eggs led to an even
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greater proportional increase in the mortality rate. Indeed, if the
range of densities had been extended, there would have been tubes
with no survivors: the developing beetles would have eaten all
the available food before any of them reached the adult stage.
A slightly different situation is
shown in Figure 5.4. This illustrates
the relationship between density and
mortality in young trout. At the lower
densities there was undercompensating density dependence, but
at higher densities mortality never overcompensated. Rather, it
compensated exactly for any increase in density: any rise in the
number of fry was matched by an exactly equivalent rise in the
mortality rate. The number of survivors therefore approached and
maintained a constant level, irrespective of initial density.
The patterns of density-dependent
fecundity that result from intraspecific
competition are, in a sense, a mirror-
image of those for mortality (Figure 5.5).
Here, though, the per capita birth rate
falls as intraspecific competition intensifies. At low enough den-
sities, the birth rate may be density independent (Figure 5.5a, lower
densities). But as density increases, and the effects of intraspecific
competition become apparent, birth rate initially shows under-
compensating density dependence (Figure 5.5a, higher densities),
and may then show exactly compensating density dependence
(Figure 5.5b, throughout; Figure 5.5c, lower densities) or over-
compensating density dependence (Figure 5.5c, higher densities).
Thus, to summarize, irrespective of variations in over- and
undercompensation, the essential point is a simple one: at appro-
priate densities, intraspecific competition can lead to density-
dependent mortality and/or fecundity, which means that the
death rate increases and/or the birth rate decreases as density
increases. Thus, whenever there is intraspecific competition, its
effect, whether on survival, fecundity or a combination of the two,
is density dependent. However, as subsequent chapters will
show, there are processes other than intraspecific competition that
also have density-dependent effects.
5.3 Density or crowding?
Of course, the intensity of intraspecific competition experienced
by an individual is not really determined by the density of the
population as a whole. The effect on an individual is determined,
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rather, by the extent to which it is crowded or inhibited by its
immediate neighbors.
One way of emphasizing this is by noting that there are actu-
ally at least three different meanings of ‘density’ (see Lewontin
& Levins, 1989, where details of calculations and terms can be
found). Consider a population of insects, distributed over a popu-
lation of plants on which they feed. This is a typical example of
a very general phenomenon – a population (the insects in this case)
being distributed amongst different patches of a resource (the
plants). The density would usually be calculated as the number
of insects (let us say 1000) divided by the number of plants (say
100), i.e. 10 insects per plant. This, which we would normally call
simply the ‘density’, is actually the ‘resource-weighted density’.
However, it gives an accurate measure of the intensity of com-
petition suffered by the insects (the extent to which they are
crowded) only if there are exactly 10 insects on every plant and
every plant is the same size.
Suppose, instead, that 10 of the
plants support 91 insects each, and the
remaining 90 support just one insect.
The resource-weighted density would
still be 10 insects per plant. But the average density experienced
by the insects would be 82.9 insects per plant. That is, one adds
up the densities experienced by each of the insects (91 + 91 + 91
. . . + 1 + 1) and divides by the total number of insects. This is the
‘organism-weighted density’, and it clearly gives a much more 
satisfactory measure of the intensity of competition the insects
are likely to suffer.
However, there remains the further question of the average
density of insects experienced by the plants. This, which may be
referred to as the ‘exploitation pressure’, comes out at 1.1 insects
per plant, reflecting the fact that most of the plants support only
one insect.
What, then, is the density of the insect? Clearly, it depends 
on whether you answer from the perspective of the insect or the
plant – but whichever way you look at it, the normal practice 
of calculating the resource-weighted density and calling it the 
‘density’ looks highly suspect. The difference between resource-
and organism-weighted densities is illustrated for the human
population of a number of US states in Table 5.1 (where the
‘resource’ is simply land area). The organism-weighted densities
are so much larger than the usual, but rather unhelpful, resource-
weighted densities essentially because most people live, crowded,
in cities (Lewontin & Levins, 1989).
The difficulties of relying on density to characterize the
potential intensity of intraspecific competition are particularly 
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Figure 5.5 (a) The fecundity (seeds per
plant) of the annual dune plant Vulpia
fasciculata is constant at the lowest densities 
(density independence, left). However, at
higher densities, fecundity declines but in
an undercompensating fashion, such that
the total number of seeds continues to rise
(right). (After Watkinson & Harper, 1978.)
(b) Fecundity (eggs per attack) in the
southern pine beetle, Dendroctonus frontalis, 
in East Texas declines with increasing attack 
density in a way that compensates more or
less exactly for the density increases: the 
total number of eggs produced was roughly 
100 per 100 cm2, irrespective of attack
density over the range observed (, 1992; 
, 1993). (After Reeve et al., 1998.) (c) When 
the planktonic crustacean Daphnia magna
was infected with varying numbers of 
spores of the bacterium Pasteuria ramosa, the 
total number of spores produced per host
in the next generation was independent of
density (exactly compensating) at the lower
densities, but declined with increasing
density (overcompensating) at the higher
densities. Standard errors are shown. 
(After Ebert et al., 2000.)
three meanings 
of density
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acute with sessile, modular organisms, because, being sessile, they
compete almost entirely only with their immediate neighbors, and
being modular, competition is directed most at the modules that
are closest to those neighbors. Thus, for instance, when silver birch
trees (Betula pendula) were grown in small groups, the sides of 
individual trees that interfaced with neighbors typically had a lower
‘birth’ and higher death rate of buds (see Section 4.2); whereas
on sides of the same trees with no interference, bud birth rate
was higher, death rate lower, branches were longer and the form
approached that of an open-grown individual (Figure 5.6). Dif-
ferent modules experience different intensities of competition, and
quoting the density at which an individual was growing would
be all but pointless.
Thus, whether mobile or sessile,
different individuals meet or suffer
from different numbers of competitors.
Density, especially resource-weighted
density, is an abstraction that applies to the population as a
whole but need not apply to any of the individuals within it. 
None the less, density may often be the most convenient way of
expressing the degree to which individuals are crowded – and it
is certainly the way it has usually been expressed.
••••
Table 5.1 A comparison of the resource- and organism-weighted
densities of five states, based on the 1960 USA census, where 
the ‘resource patches’ are the counties within each state. (After
Lewontin & Levins, 1989.)
Resource-weighted Organism-weighted 
State density (km−2) density (km−2)
Colorado 44 6,252
Missouri 159 6,525
New York 896 48,714
Utah 28 684
Virginia 207 13,824
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Figure 5.6 Mean relative bud production
(new buds per existing bud) for silver 
birch trees (Betula pendula), expressed 
(a) as gross bud production and (b) as net
bud production (birth minus death), in
different interference zones. These zones
are themselves explained in the inset. 
, high interference; 3, medium; 7, low.
Bars represent standard errors. (After Jones
& Harper, 1987.)
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5.4 Intraspeciﬁc competition and the regulation
of population size
There are, then, typical patterns in the effects of intraspecific 
competition on birth and death (see Figures 5.3–5.5). These gen-
eralized patterns are summarized in Figures 5.7 and 5.8.
5.4.1 Carrying capacities
Figure 5.7a–c reiterates the fact that as density increases, the per
capita birth rate eventually falls and the per capita death rate even-
tually rises. There must, therefore, be a density at which these
curves cross. At densities below this point, the birth rate exceeds
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Figure 5.8 Some general aspects of intraspecific competition. (a) Density-dependent effects on the numbers dying and the number 
of births in a population: net recruitment is ‘births minus deaths’. Hence, as shown in (b), the density-dependent effect of intraspecific
competition on net recruitment is a domed or ‘n’-shaped curve. (c) A population increasing in size under the influence of the relationships
in (a) and (b). Each arrow represents the change in size of the population over one interval of time. Change (i.e. net recruitment) is small
when density is low (i.e. at small population sizes: A to B, B to C) and is small close to the carrying capacity (I to J, J to K), but is large at
intermediate densities (E to F). The result is an ‘S’-shaped or sigmoidal pattern of population increase, approaching the carrying capacity.
Figure 5.7 Density-dependent birth and
mortality rates lead to the regulation of
population size. When both are density
dependent (a), or when either of them is
(b, c), their two curves cross. The density
at which they do so is called the carrying
capacity (K). Below this the population
increases, above it the population
decreases: K is a stable equilibrium.
However, these figures are the grossest of
caricatures. The situation is closer to that
shown in (d), where mortality rate broadly
increases, and birth rate broadly decreases,
with density. It is possible, therefore, for
the two rates to balance not at just one
density, but over a broad range of
densities, and it is towards this broad 
range that other densities tend to move.
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the death rate and the population increases in size. At densities
above the crossover point, the death rate exceeds the birth rate
and the population declines. At the crossover density itself, the
two rates are equal and there is no net change in population 
size. This density therefore represents a stable equilibrium, in 
that all other densities will tend to approach it. In other words,
intraspecific competition, by acting on birth rates and death
rates, can regulate populations at a stable density at which the
birth rate equals the death rate. This density is known as the 
carrying capacity of the population and is usually denoted by K
(Figure 5.7). It is called a carrying capacity because it represents
the population size that the resources of the environment can 
just maintain (‘carry’) without a tendency to either increase or
decrease.
However, whilst hypothetical popu-
lations caricatured by line drawings like
Figures 5.7a–c can be characterized by
a simple carrying capacity, this is not
true of any natural population. There
are unpredictable environmental fluctuations; individuals are
affected by a whole wealth of factors of which intraspecific 
competition is only one; and resources not only affect density but
respond to density as well. Hence, the situation is likely to be closer
to that depicted in Figure 5.7d. Intraspecific competition does not
hold natural populations to a predictable and unchanging level
(the carrying capacity), but it may act upon a very wide range of
starting densities and bring them to a much narrower range of
final densities, and it therefore tends to keep density within cer-
tain limits. It is in this sense that intraspecific competition may
be said typically to be capable of regulating population size. For
instance, Figure 5.9 shows the fluctuations within and between
years in populations of the brown trout (Salmo trutta) and the
grasshopper, Chorthippus brunneus. There are no simple carrying
capacities in these examples, but there are clear tendencies for the
‘final’ density each year (‘late summer numbers’ in the first case,
‘adults’ in the second) to be relatively constant, despite the large
fluctuations in density within each year and the obvious poten-
tial for increase that both populations possess.
In fact, the concept of a population settling at a stable carry-
ing capacity, even in caricatured populations, is relevant only to
situations in which density dependence is not strongly overcom-
pensating. Where there is overcompensation, cycles or even
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Figure 5.9 Population regulation in
practice. (a) Brown trout (Salmo trutta) in 
an English Lake District stream. 5, numbers 
in early summer, including those newly
hatched from eggs; 7, numbers in late
summer. Note the difference in vertical
scales. (After Elliott, 1984.) (b) The
grasshopper, Chorthippus brunneus, in
southern England. , eggs; 9, nymphs; 
7, adults. Note the logarithmic scale. 
(After Richards & Waloff, 1954.) There are
no definitive carrying capacities, but the
‘final’ densities each year (‘late summer’
and ‘adults’) are relatively constant despite
large fluctuations within years.
real populations lack
simple carrying
capacities
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chaotic changes in population size may be the result. We return
to this point later (see Section 5.8).
5.4.2 Net recruitment curves
An alternative general view of intraspecific competition is shown
in Figure 5.8a, which deals with numbers rather than rates. The
difference there between the two curves (‘births minus deaths’
or ‘net recruitment’) is the net number of additions expected in
the population during the appropriate stage or over one interval
of time. Because of the shapes of the birth and death curves, the
net number of additions is small at the lowest densities, increases
as density rises, declines again as the carrying capacity is appro-
ached and is then negative (deaths exceed births) when the ini-
tial density exceeds K (Figure 5.8b). Thus, total recruitment into
a population is small when there are few individuals available to
give birth, and small when intraspecific competition is intense. It
reaches a peak, i.e. the population increases in size most rapidly,
at some intermediate density.
The precise nature of the relation-
ship between a population’s net rate 
of recruitment and its density varies
with the detailed biology of the species
concerned (e.g. the trout, clover plants,
herring and whales in Figure 5.10a–d).
Moreover, because recruitment is affected by a whole multiplicity
of factors, the data points rarely fall exactly on any single curve. Yet,
in each case in Figure 5.10, a domed curve is apparent. This reflects
the general nature of density-dependent birth and death whenever
there is intraspecific competition. Note also that one of these (Fig-
ure 5.10b) is modular: it describes the relationship between the
leaf area index (LAI) of a plant population (the total leaf area being
borne per unit area of ground) and the population’s growth rate
(modular birth minus modular death). The growth rate is low when
there are few leaves, peaks at an intermediate LAI, and is then
low again at a high LAI, where there is much mutual shading and
competition and many leaves may be consuming more in respi-
ration than they contribute through photosynthesis.
5.4.3 Sigmoidal growth curves
In addition, curves of the type shown in Figure 5.8a and b may
be used to suggest the pattern by which a population might increase
from an initially very small size (e.g. when a species colonizes a
previously unoccupied area). This is illustrated in Figure 5.8c.
Imagine a small population, well below the carrying capacity of
its environment (point A). Because the population is small, it
increases in size only slightly during one time interval, and only
reaches point B. Now, however, being larger, it increases in size
more rapidly during the next time interval (to point C), and even
more during the next (to point D). This process continues until
the population passes beyond the peak of its net recruitment curve
(Figure 5.8b). Thereafter, the population increases in size less 
and less with each time interval until the population reaches its
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Figure 5.10 Some dome-shaped 
net-recruitment curves. (a) Six-month old
brown trout, Salmo trutta, in Black Brows
Beck, UK, between 1967 and 1989. (After
Myers, 2001; following Elliott, 1994.) 
(b) The relationship between crop growth
rate of subterranean clover, Trifolium
subterraneum, and leaf area index at various
intensities of radiation (kJ cm−2 day−1).
(After Black, 1963.) (c) ‘Blackwater’ herring,
Clupea harengus, from the Thames estuary
between 1962 and 1997. (After Fox, 2001.)
(d) Estimates for the stock of Antarctic fin
whales. (After Allen, 1972.)
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carrying capacity (K) and ceases completely to increase in size.
The population might therefore be expected to follow an S-shaped
or ‘sigmoidal’ curve as it rises from a low density to its carrying
capacity. This is a consequence of the hump in its recruitment
rate curve, which is itself a consequence of intraspecific competition.
Of course, Figure 5.8c, like the rest of Figure 5.8, is a gross
simplification. It assumes, apart from anything else, that changes
in population size are affected only by intraspecific competition.
Nevertheless, something akin to sigmoidal population growth 
can be perceived in many natural and experimental situations
(Figure 5.11).
Intraspecific competition will be obvious in certain cases
(such as overgrowth competition between sessile organisms 
on a rocky shore), but this will not be true of every population
examined. Individuals are also affected by predators, parasites and
prey, competitors from other species, and the many facets of their
physical and chemical environment. Any of these may outweigh
or obscure the effects of intraspecific competition; or the effect
of these other factors at one stage may reduce the density to 
well below the carrying capacity for all subsequent stages.
Nevertheless, intraspecific competition probably affects most
populations at least sometimes during at least one stage of their
life cycle.
5.5 Intraspeciﬁc competition and density-
dependent growth
Intraspecific competition, then, can have a profound effect on the
number of individuals in a population; but it can have an equally
profound effect on the individuals themselves. In populations of
unitary organisms, rates of growth and rates of development are
commonly influenced by intraspecific competition. This necessarily
leads to density-dependent effects on the composition of a popu-
lation. For instance, Figure 5.12a and b shows two examples 
in which individuals were typically smaller at higher densities. 
This, in turn, often means that although the numerical size of a
population is regulated only approximately by intraspecific com-
petition, the total biomass is regulated much more precisely. This,
too, is illustrated by the limpets in Figure 5.12b.
5.5.1 The law of constant ﬁnal yield
Such effects are particularly marked in modular organisms. For
example, when carrot seeds (Daucus carrota) were sown at a
range of densities, the yield per pot at the first harvest (29 days)
increased with the density of seeds sown (Figure 5.13). After 
62 days, however, and even more after 76 and 90 days, yield no
longer reflected the numbers sown. Rather it was the same over
a wide range of initial densities, especially at higher densities where
competition was most intense. This pattern has frequently been
noted by plant ecologists and has been called the ‘law of constant
final yield’ (Kira et al., 1953). Individuals suffer density-dependent
reductions in growth rate, and thus in individual plant size,
which tend to compensate exactly for increases in density (hence
the constant final yield). This suggests, of course, that there are
limited resources available for plant growth, especially at high dens-
ities, which is borne out in Figure 5.13 by the higher (constant)
yields at higher nutrient levels.
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Figure 5.11 Real examples of S-shaped population increase. (a) The bacterium Lactobacillus sakei (measured as grams of ‘cell dry mass’
(CDM) per liter) grown in nutrient broth. (After Leroy & de Vuyst, 2001.) (b) The population of wildebeest Connochaetes taurinus, of the
Serengeti region of Tanzania and Kenya seems to be leveling off after rising from a low density caused by the disease rinderpest. (After
Sinclair & Norton-Griffiths, 1982; Deshmukh, 1986.) (c) The population of shoots of the annual Juncus gerardi in a salt marsh habitat on 
the west coast of France. (After Bouzille et al., 1997.)
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Yield is density (d) multiplied by mean weight per plant (P).
Thus, if yield is constant (c):
dP = c, (5.1)
and so:
log d + log P = log c (5.2)
and:
log P = log c − 1 · log d (5.3)
and thus, a plot of log mean weight against log density should
have a slope of −1.
Data on the effects of density on the growth of the grass Vulpia
fasciculata are shown in Figure 5.14, and the slope of the curve
towards the end of the experiment does indeed approach a value
of −1. Here too, as with the carrot plants, individual plant weight
at the first harvest was reduced only at very high densities – but
as the plants became larger, they interfered with each other at
successively lower densities.
The constancy of the final yield is a
result, to a large extent, of the modu-
larity of plants. This was clear when
perennial rye grass (Lolium perenne) was sown at a 30-fold range
of densities (Figure 5.15). After 180 days some genets had died;
but the range of final tiller (module) densities was far narrower
than that of genets (individuals). The regulatory powers of
intraspecific competition were operating largely by affecting the
number of modules per genet rather than the number of genets
themselves.
5.6 Quantifying intraspeciﬁc competition
Every population is unique. Nevertheless, we have already seen
that there are general patterns in the action of intraspecific 
competition. In this section we take such generalizations a stage 
further. A method will be described, utilizing k values (see
Chapter 4) to summarize the effects of intraspecific competition
on mortality, fecundity and growth. Mortality will be dealt with
first. The method will then be extended for use with fecundity
and growth.
A k value was defined by the 
formula:
k = log (initial density) − log (final density), (5.4)
or, equivalently:
k = log (initial density/final density). (5.5)
For present purposes, ‘initial density’ may be denoted by B, stand-
ing for ‘numbers before the action of intraspecific competition’,
whilst ‘final density’ may be denoted by A, standing for ‘numbers
after the action of intraspecific competition’. Thus:
k = log (B/A). (5.6)
Note that k increases as mortality rate increases.
Some examples of the effects of
intraspecific competition on mortality
are shown in Figure 5.16, in which k is
plotted against log B. In several cases,
k is constant at the lowest densities. This is an indication of 
density independence: the proportion surviving is not correlated
with initial density. At higher densities, k increases with initial 
density; this indicates density dependence. Most importantly,
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Figure 5.12 (a) Jawbone length indicates that reindeer grow 
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however, the way in which k varies with the logarithm of den-
sity indicates the precise nature of the density dependence. For
example, Figure 5.16a and b describes, respectively, situations in
which there is under- and exact compensation at higher densities.
The exact compensation in Figure 5.16b is indicated by the 
slope of the curve (denoted by b) taking a constant value of 1 (the
mathematically inclined will see that this follows from the fact
that with exact compensation A is constant). The undercom-
pensation that preceded this at lower densities, and which is seen
in Figure 5.16a even at higher densities, is indicated by the fact
that b is less than 1.
Exact compensation (b = 1) is often
referred to as pure contest competition,
because there are a constant number of
winners (survivors) in the competitive process. The term was 
initially proposed by Nicholson (1954), who contrasted it with 
what he called pure scramble competition. Pure scramble is the
most extreme form of overcompensating density dependence, in
which all competing individuals are so adversely affected that none
of them survive, i.e. A = 0. This would be indicated in Figure 5.16
by a b value of infinity (a vertical line), and Figure 5.16c is an 
example in which this is the case. More common, however, are
examples in which competition is scramble-like, i.e. there is con-
siderable but not total overcompensation (b  1). This is shown,
for instance, in Figure 5.16d.
Plotting k against log B is thus an informative way of 
depicting the effects of intraspecific competition on mortality.
Variations in the slope of the curve (b) give a clear indication 
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Figure 5.13 The relationship between
yield per pot and sowing density in carrots
(Dacaus carrota) at four harvests ((a) 29 days
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Figure 5.16 The use of k values for
describing patterns of density-dependent
mortality. (a) Seedling mortality in the
dune annual, Androsace septentrionalis, in
Poland. (After Symonides, 1979.) (b) Egg
mortality and larval competition in the
almond moth, Ephestia cautella. (After
Benson, 1973a.) (c) Larval competition 
in the fruit-fly, Drosophila melanogaster.
(After Bakker, 1961.) (d) Larval mortality
in the moth, Plodia interpunctella. (After
Snyman, 1949.)
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of the manner in which density dependence changes with den-
sity. The method can also be extended to fecundity and growth.
For fecundity, it is necessary to think of B as the ‘total num-
ber of offspring that would have been produced had there been
no intraspecific competition’, i.e. if each reproducing individual
had produced as many offspring as it would have done in a 
competition-free environment. A is then the total number of 
offspring actually produced. (In practice, B is usually estimated 
from the population experiencing the least competition – not 
necessarily competition-free.) For growth, B must be thought 
of as the total biomass, or total number of modules, that would
have been produced had all individuals grown as if they were in
a competition-free situation. A is then the total biomass or total
number of modules actually produced.
Figure 5.17 provides examples in which k values are used to
describe the effects of intraspecific competition on fecundity and
growth. The patterns are essentially similar to those in Figure 5.16.
Each falls somewhere on the continuum ranging between den-
sity independence and pure scramble, and their position along that
continuum is immediately apparent. Using k values, all examples
of intraspecific competition can be quantified in the same terms.
With fecundity and growth, however, the terms ‘scramble’ and
especially ‘contest’ are less appropriate. It is better simply to talk
in terms of exact, over- and undercompensation.
5.7 Mathematical models: introduction
The desire to formulate general rules in ecology often finds 
its expression in the construction of mathematical or graphical 
models. It may seem surprising that those interested in the 
natural living world should spend time reconstructing it in an
artificial mathematical form; but there are several good reasons
why this should be done. The first is that models can crystallize,
or at least bring together in terms of a few parameters, the
important, shared properties of a wealth of unique examples. This
simply makes it easier for ecologists to think about the problem
or process under consideration, by forcing us to try to extract 
the essentials from complex systems. Thus, a model can provide 
a ‘common language’ in which each unique example can be
expressed; and if each can be expressed in a common language,
then their properties relative to one another, and relative perhaps
to some ideal standard, will be more apparent.
These ideas are more familiar, perhaps, in other contexts.
Newton never laid hands on a perfectly frictionless body, and Boyle
never saw an ideal gas – other than in their imaginations – but
Newton’s Laws of Motion and Boyle’s Law have been of immeas-
urable value to us for centuries.
Perhaps more importantly, however, models can actually shed
light on the real world that they mimic. Specific examples below
will make this apparent. Models can, as we shall see, exhibit prop-
erties that the system being modeled had not previously been
known to possess. More commonly, models make it clear how
the behavior of a population, for example, depends on the prop-
erties of the individuals that comprise it. That is, models allow
us to see the likely consequences of any assumptions that we choose
to make – ‘If it were the case that only juveniles migrate, what
would this do to the dynamics of their populations?’ – and so on.
Models can do this because mathematical methods are designed
precisely to allow a set of assumptions to be followed through
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Figure 5.17 The use of k values for describing density-dependent reductions in fecundity and growth. (a) Fecundity in the limpet Patella
cochlear in South Africa. (After Branch, 1975.) (b) Fecundity in the cabbage root fly, Eriosichia brassicae. (After Benson, 1973b.) (c) Growth 
in the shepherd’s purse plant, Capsella bursa-pastoris. (After Palmblad, 1968.)
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to their natural conclusions. As a consequence, models often sug-
gest what would be the most profitable experiments to carry out
or observations to make – ‘Since juvenile migration rates appear
to be so important, these should be measured in each of our study
populations’.
These reasons for constructing models are also criteria by which
any model should be judged. Indeed, a model is only useful (i.e.
worth constructing) if it does perform one or more of these func-
tions. Of course, in order to perform them a model must ade-
quately describe real situations and real sets of data, and this ‘ability
to describe’ or ‘ability to mimic’ is itself a further criterion by which
a model can be judged. However, the crucial word is ‘adequate’.
The only perfect description of the real world is the real world
itself. A model is an adequate description, ultimately, as long as
it performs a useful function.
In the present case, some simple models of intraspecific 
competition will be described. They will be built up from a very
elementary starting point, and their properties (i.e. their ability
to satisfy the criteria described above) will then be examined.
Initially, a model will be constructed for a population with dis-
crete breeding seasons.
5.8 A model with discrete breeding seasons
5.8.1 Basic equations
In Section 4.7 we developed a simple model for species with dis-
crete breeding seasons, in which the population size at time t, Nt,
altered in size under the influence of a fundamental net repro-
ductive rate, R. This model can be summarized in two equations:
Nt+1 = NtR (5.7)
and:
Nt = N0R
t. (5.8)
The model, however, describes a
population in which there is no com-
petition. R is constant, and if R > 1, 
the population will continue to increase in size indefinitely
(‘exponential growth’, shown in Figure 5.18). The first step is there-
fore to modify the equations by making the net reproductive rate
subject to intraspecific competition. This is done in Figure 5.19,
which has three components.
At point A, the population size is very small (Nt is virtually
zero). Competition is therefore negligible, and the actual net repro-
ductive rate is adequately defined by an unmodified R. Thus,
Equation 5.7 is still appropriate, or, rearranging the equation:
Nt/Nt+1 = 1/R. (5.9)
At point B, by contrast, the population size (Nt) is very much
larger and there is a significant amount of intraspecific competi-
tion, such that the net reproductive rate has been so modified by
competition that the population can collectively do no better than
replace itself each generation, because ‘births’ equal ‘deaths’. In
other words, Nt+1 is simply the same as Nt, and Nt/Nt+1 equals 1.
The population size at which this occurs is, by definition, the 
carrying capacity, K (see Figure 5.7).
The third component of Figure 5.19
is the straight line joining point A to
point B and extending beyond it. This
describes the progressive modification of the actual net reproductive
rate as population size increases; but its straightness is simply an
••••
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Figure 5.18 Mathematical models of population increase with
time, in populations with discrete generations: exponential 
increase (left) and sigmoidal increase (right).
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Figure 5.19 The simplest, straight-line way in which the inverse
of generation increase (Nt/Nt+1) might rise with density (Nt). For
further explanation, see text.
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assumption made for the sake of expediency, since all straight lines
are of the simple form: y = (slope) x + (intercept). In Figure 5.19,
Nt/Nt+1 is measured on the y-axis, Nt on the x-axis, the intercept
is 1/R and the slope, based on the segment between points A and
B, is (1 − 1/R)/K. Thus:
(5.10)
or, rearranging:
(5.11)
For further simplicity, (R − 1)/K
may be denoted by a giving:
(5.12)
This is a model of population increase limited by intraspecific 
competition. Its essence lies in the fact that the unrealistically 
constant R in Equation 5.7 has been replaced by an actual net 
reproductive rate, R/(1 + aNt), which decreases as population
size (Nt) increases.
We, like many others, derived
Equation 5.12 as if the behavior of a pop-
ulation is jointly determined by R and
K, the per capita rate of increase and the
population’s carrying capacity – a is then simply a particular
combination of these. An alternative point of view is that a is mean-
ingful in its own right, measuring the per capita susceptibility 
to crowding: the larger the value of a, the greater the effect of
density on the actual rate of increase in the population (Kuno,
1991). Now the behavior of a population is seen as being jointly
determined by two properties of the individuals within it – 
their intrinsic per capita rate of increase and their susceptibility
to crowding, R and a. The carrying capacity of the population 
(K = (R − 1)/a) is then simply an outcome of these properties. 
The great advantage of this viewpoint is that it places indi-
viduals and populations in a more realistic biological perspective.
Individuals come first: individual birth rates, death rates and 
susceptibilities to crowding are subject to natural selection and
evolve. Populations simply follow: a population’s carrying capa-
city is just one of many features that reflect the values these 
individual properties take.
The properties of the model in
Equation 5.12 may be seen in Fig-
ure 5.19 (from which the model was
derived) and Figure 5.18 (which shows
N
N R
aNt
t
t
+ =
+
1 1
  
(   )
.
N
N R
R N
K
t
t
t
+ =
+
−
1
1
1
  
  
(   )
.
 
N
N
R
K
N
R
t
t
t
+
=
−
⋅ +
1
1
1
1
  
  
    
a hypothetical population increasing in size over time in confor-
mity with the model). The population in Figure 5.18 describes
an S-shaped curve over time. As we saw earlier, this is a desir-
able quality of a model of intraspecific competition. Note, how-
ever, that there are many other models that would also generate
such a curve. The advantage of Equation 5.12 is its simplicity.
The behavior of the model in the vicinity of the carrying capa-
city can best be seen by reference to Figure 5.19. At population
sizes that are less than K the population will increase in size; at
population sizes that are greater than K the population size will
decline; and at K itself the population neither increases nor
decreases. The carrying capacity is therefore a stable equilibrium
for the population, and the model exhibits the regulatory prop-
erties classically characteristic of intraspecific competition.
5.8.2 What type of competition?
It is not yet clear, however, just exactly what type or range of
competition this model is able to describe. This can be explored
by tracing the relationship between k values and log N (as in Sec-
tion 5.6). Each generation, the potential number of individuals 
produced (i.e. the number that would be produced if there were
no competition) is NtR. The actual number produced (i.e. the 
number that survive the effects of competition) is NtR/(1 + aNt).
Section 5.6 established that:
k = log (number produced) − log (number surviving). (5.13)
Thus, in the present case:
k = log NtR − log NtR/(1 + aNt), (5.14)
or, simplifying:
k = log(1 + aNt). (5.15)
Figure 5.20 shows a number of plots of k against log10Nt with
a variety of values of a inserted into the model. In every case,
the slope of the graph approaches and then attains a value of 1.
In other words, the density dependence always begins by under-
compensating and then compensates perfectly at higher values of
Nt. The model is therefore limited in the type of competition that
it can produce, and all we have been able to say so far is that this
type of competition leads to very tightly controlled regulation of
populations.
5.8.3 Time lags
One simple modification that we can make is to relax the
assumption that populations respond instantaneously to changes
••••
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competition
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properties of the
simplest model
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in their own density, i.e. that present density determines the amount
of resource available to a population and this in turn determines
the net reproductive rate within the population. Suppose instead
that the amount of resource available is determined by the 
density one time interval previously. To take a specific example,
the amount of grass in a field in spring (the resource available 
to cattle) might be determined by the level of grazing (and
hence, the density of cattle) in the previous year. In such a case,
the reproductive rate itself will be dependent on the density one
time interval ago. Thus, since in Equations 5.7 and 5.12:
Nt+1 = Nt × reproductive rate, (5.16)
Equation 5.12 may be modified to:
(5.17)
There is a time lag in the population’s
response to its own density, caused 
by a time lag in the response of its
resources. The behavior of the modified
model is as follows:
R < 1.33: direct approach to a stable equilibrium
R > 1.33: damped oscillations towards that equilibrium.
In comparison, the original Equation 5.12, without a time lag, gave
rise to a direct approach to its equilibrium for all values of R. The
N
N R
aNt
t
t
+
−
=
+
1
11
  
  
.
time lag has provoked the fluctuations in the model, and it 
can be assumed to have similar, destabilizing effects on real 
populations.
5.8.4 Incorporating a range of competition
A simple modification of Equation 5.12 of far more general
importance was originally suggested by Maynard Smith and
Slatkin (1973) and was discussed in detail by Bellows (1981). It
alters the equation to:
(5.18)
The justification for this modification may be seen by examin-
ing some of the properties of the revised model. For example,
Figure 5.21 shows plots of k against log Nt, analogous to those in
Figure 5.20: k is now log10[1 + (aNt)
b]. The slope of the curve, instead
of approaching 1 as it did previously, now approaches the value
taken by b in Equation 5.18. Thus, by the choice of appropriate
values, the model can portray undercompensation (b < 1), perfect
compensation (b = 1), scramble-like overcompensation (b > 1) or
even density independence (b = 0). This model has the gener-
ality that Equation 5.12 lacks, with the value of b determining the
type of density dependence that is being incorporated.
Another desirable quality that
Equation 5.18 shares with other good
models is an ability to throw fresh
light on the real world. By sensible
analysis of the population dynamics generated by the equation,
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Figure 5.20 The intraspecific competition inherent in 
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b and R inserted. (After May, 1975a; Bellows, 1981.)
it is possible to draw guarded conclusions about the dynamics of
natural populations. The mathematical method by which this and
similar equations may be examined is set out and discussed by
May (1975a), but the results of the analysis (Figure 5.22) can be
appreciated without dwelling on the analysis itself. Figure 5.22b
shows the various patterns of population growth and dynamics
that Equation 5.18 can generate. Figure 5.22a sets out the condi-
tions under which each of these patterns occurs. Note first that
the pattern of dynamics depends on two things: (i) b, the precise
type of competition or density dependence; and (ii) R, the effect-
ive net reproductive rate (taking density-independent mortality
into account). By contrast, a determines not the type of pattern,
but only the level about which any fluctuations occur.
As Figure 5.22a shows, low values of b and/or R lead to popu-
lations that approach their equilibrium size without fluctuating
at all (‘monotonic damping’). This has already been hinted at in
Figure 5.18. There, a population behaving in conformity with
Equation 5.12 approached equilibrium directly, irrespective of the
value of R. Equation 5.12 is a special case of Equation 5.18 in which
b = 1 (perfect compensation); Figure 5.22a confirms that for b = 1,
monotonic damping is the rule whatever the effective net repro-
ductive rate.
As the values of b and/or R increase, the behavior of the popu-
lation changes first to damped oscillations gradually approaching
equilibrium, and then to ‘stable limit cycles’ in which the popu-
lation fluctuates around an equilibrium level, revisiting the same
two, four or even more points time and time again. Finally, with
large values of b and R, the population fluctuates in an apparently
irregular and chaotic fashion.
5.8.5 Chaos
Thus, a model built around a density-dependent, supposedly 
regulatory process (intraspecific competition) can lead to a very
wide range of population dynamics. If a model population has even
a moderate fundamental net reproductive rate (and the ability to
leave 100 (= R) offspring in the next generation in a competition-
free environment is not unreasonable), and if it has a density-
dependent reaction which even moderately overcompensates, 
then far from being stable, it may fluctuate widely in numbers
without the action of any extrinsic factor. The biological signific-
ance of this is the strong suggestion that even in an environment
that is wholly constant and predictable, the intrinsic qualities of a
population and the individuals within it may, by themselves, give
rise to population dynamics with large and perhaps even chaotic
fluctuations. The consequences of intraspecific competition are
clearly not limited to ‘tightly controlled regulation’.
This leads us to two important conclusions. First, time lags,
high reproductive rates and overcompensating density dependence
are capable (either alone or in combination) of producing all types
of fluctuations in population density, without invoking any
extrinsic cause. Second, and equally important, this has been
made apparent by the analysis of mathematical models.
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In fact, the recognition that even
simple ecological systems may contain
the seeds of chaos has led to chaos
itself becoming a topic of interest
amongst ecologists (Schaffer & Kot, 1986; Hastings et al., 1993;
Perry et al., 2000). A detailed exposition of the nature of chaos is
not appropriate here, but a few key points should be understood.
1 The term ‘chaos’ may itself be misleading if it is taken to imply
a fluctuation with absolutely no discernable pattern. Chaotic
dynamics do not consist of a sequence of random numbers.
On the contrary, there are tests (although they are not always
easy to put into practice) designed to distinguish chaotic from
random and other types of fluctuations.
2 Fluctuations in chaotic ecological systems occur between
definable upper and lower densities. Thus, in the model of
intraspecific competition that we have discussed, the idea of
‘regulation’ has not been lost altogether, even in the chaotic
region.
3 Unlike the behavior of truly regulated systems, however, two
similar population trajectories in a chaotic system will not tend
to converge on (‘be attracted to’) the same equilibrium dens-
ity or the same limit cycle (both of them ‘simple’ attractors).
Rather, the behavior of a chaotic system is governed by a
‘strange attractor’. Initially, very similar trajectories will
diverge from one another, exponentially, over time: chaotic
systems exhibit ‘extreme sensitivity to initial conditions’.
4 Hence, the long-term future behavior of a chaotic system is
effectively impossible to predict, and prediction becomes
increasingly inaccurate as one moves further into the future.
Even if we appear to have seen the system in a particular state
before – and know precisely what happened subsequently last
time – tiny (perhaps immeasurable) initial differences will be
magnified progressively, and past experience will become of
increasingly little value.
Ecology must aim to become a predictive science. Chaotic sys-
tems set us some of the sternest challenges in prediction. There
has been an understandable interest, therefore, in the question
‘How often, if ever, are ecological systems chaotic?’ Attempts to
answer this question, however, whilst illuminating, have certainly
not been definitive.
Most recent attempts to detect
chaos in ecological systems have been
based on a mathematical advance
known as Takens’ theorem. This says, 
in the context of ecology, that even
when a system comprises a number of interacting elements, its
characteristics (whether it is chaotic, etc.) may be deduced from
a time series of abundances of just one of those elements (e.g.
one species). This is called ‘reconstructing the attractor’. To be
more specific: suppose, for example, that a system’s behavior is
determined by interactions between four elements (for simpli-
city, four species). First, one expresses the abundance of just one
of those species at time t, Nt, as a function of the sequence of 
abundances at four successive previous time points: Nt−1, Nt−2, 
Nt−3, Nt−4 (the same number of ‘lags’ as there are elements in 
the original system). Then, the attractor of this lagged system of
abundances is an accurate reconstruction of the attractor of 
the original system, which determines its characteristics.
In practice, this means taking a series of abundances of, say,
one species and finding the ‘best’ model, in statistical terms, for
predicting Nt as a function of lagged abundances, and then invest-
igating this reconstructed attractor as a means of investigating 
the nature of the dynamics of the underlying system. Unfortun-
ately, ecological time series (compared, say, to those of physics)
are particularly short and particularly noisy. Thus, methods for
identifying a ‘best’ model and applying Takens’ theorem, and for
identifying chaos in ecology generally, have been ‘the focus of
continuous methodological debate and refinement’ (Bjørnstad &
Grenfell, 2001), one consequence of which is that any suggestion
of a suitable method in a textbook such as this is almost certainly
doomed to be outmoded by the time it is first read.
Notwithstanding these technical difficulties, however, and in
spite of occasional demonstrations of apparent chaos in artificial
laboratory environments (Costantino et al., 1997), a consensus view
has grown that chaos is not a dominant pattern of dynamics 
in natural ecological systems. One trend, therefore, has been to
seek to understand why chaos might not occur in nature, despite
its being generated readily by ecological models. For example,
Fussmann and Heber (2002) examined model populations
embedded in food webs and found that as the webs took on more
of the characteristics observed in nature (see Chapter 20) chaos
became less likely.
Thus, the potential importance of
chaos in ecological systems is clear.
From a fundamental point of view, we
need to appreciate that if we have a relatively simple system, 
it may nevertheless generate complex, chaotic dynamics; and 
that if we observe complex dynamics, the underlying explanation
may nevertheless be simple. From an applied point of view, if 
ecology is to become a predictive and manipulative science, 
then we need to know the extent to which long-term prediction
is threatened by one of the hallmarks of chaos – extreme sensit-
ivity to initial conditions. The key practical question, however 
– ‘how common is chaos?’ – remains largely unanswered.
5.9 Continuous breeding: the logistic equation
The model derived and discussed in Section 5.8 was appropriate
for populations that have discrete breeding seasons and can
therefore be described by equations growing in discrete steps, 
i.e. by ‘difference’ equations. Such models are not appropriate,
••••
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however, for those populations in which birth and death are 
continuous. These are best described by models of continuous
growth, or ‘differential’ equations, which will be considered next.
The net rate of increase of such a
population will be denoted by dN/dt
(referred to in speech as ‘dN by dt’). This
represents the ‘speed’ at which a popu-
lation increases in size, N, as time, t, progresses. The increase 
in size of the whole population is the sum of the contributions
of the various individuals within it. Thus, the average rate of
increase per individual, or the ‘per capita rate of increase’ is
given by dN/dt(1/N). But we have already seen in Section 4.7 
that in the absence of competition, this is the definition of the
‘intrinsic rate of natural increase’, r. Thus:
(5.19)
and:
(5.20)
A population increasing in size under the influence of Equa-
tion 5.20, with r > 0, is shown in Figure 5.23. Not surprisingly,
there is unlimited, ‘exponential’ increase. In fact, Equation 5.20 is
the continuous form of the exponential difference Equation 5.8,
and as discussed in Section 4.7, r is simply logeR. (Mathematic-
ally adept readers will see that Equation 5.20 can be obtained by
differentiating Equation 5.8.) R and r are clearly measures of the
same commodity: ‘birth plus survival’ or ‘birth minus death’; the
difference between R and r is merely a change of currency.
For the sake of realism, intraspecific
competition must obviously be added
to Equation 5.20. This can be achieved
most simply by a method exactly equivalent to the one used in
Figure 5.19, giving rise to:
(5.21)
This is known as the logistic equation (coined by Verhulst, 1838),
and a population increasing in size under its influence is shown
in Figure 5.23.
The logistic equation is the continuous equivalent of Equa-
tion 5.12, and it therefore has all the essential characteristics 
of Equation 5.12, and all of its shortcomings. It describes a 
sigmoidal growth curve approaching a stable carrying capacity,
but it is only one of many reasonable equations that do this. 
Its major advantage is its simplicity. Moreover, whilst it was 
possible to incorporate a range of competitive intensities into
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Equation 5.12, this is by no means easy with the logistic equa-
tion. The logistic is therefore doomed to be a model of per-
fectly compensating density dependence. Nevertheless, in spite 
of these limitations, the equation will be an integral component
of models in Chapters 8 and 10, and it has played a central role
in the development of ecology.
5.10 Individual differences: asymmetric
competition
5.10.1 Size inequalities
Until now, we have focused on what happens to the whole 
population or the average individual within it. Different indi-
viduals, however, may respond to intraspecific competition in very
different ways. Figure 5.24 shows the results of an experiment 
in which flax (Linum usitatissimum) was sown at three densities,
and harvested at three stages of development, recording the
weight of each plant individually. This made it possible to 
monitor the effects of increasing amounts of competition not only
as a result of variations in sowing density, but also as a result of
plant growth (between the first and the last harvests). When
intraspecific competition was at its least intense (at the lowest 
sowing density after only 2 weeks’ growth) the individual plant
weights were distributed symmetrically about the mean. When
competition was at its most intense, however, the distribution 
was strongly skewed to the left: there were many very small 
individuals and a few large ones. As the intensity of competition
gradually increased, the degree of skewness increased as well.
Decreased size – but increased skewness in size – is also seen to
••••
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Figure 5.23 Exponential ( ) and sigmoidal ( ) 
increase in density (N) with time for models of continuous
breeding. The equation giving sigmoidal increase is the 
logistic equation.
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be associated with increased density (and presumably competi-
tion) in cod (Gadus morhua) living off the coast of Norway
(Figure 5.25).
More generally, we may also say
that increased competition increased
the degree of size inequality within 
the population, i.e. the extent to which
total biomass was unevenly distributed amongst the different 
individuals (Weiner, 1990). Rather similar results have been
obtained from a number of other populations of animals
(Uchmanski, 1985) and plants (Uchmanski, 1985; Weiner &
Thomas, 1986). Typically, populations experiencing the most
intense competition have the greatest size inequality and often
have a size distribution in which there are many small and a few
large individuals. Characterizing a population by an arbitrary
‘average’ individual can obviously be very misleading under such
circumstances, and can divert attention from the fact that intra-
specific competition is a force affecting individuals, even though
its effects may often be detected in whole populations.
5.10.2 Preempting resources
An indication of the way in which competition can exaggerate
underlying inequalities in a population comes from observations
on a natural, crowded population of the woodland annual
Impatiens pallida in southeastern Pennsylvania. Over an 8-week
period, growth was very much faster in large than in small plants
– in fact, small plants did not grow at all (Figure 5.26a). This
increased significantly the size inequality within the population
(Figure 5.26b). Thus, the smaller a plant was initially, the more
it was affected by neighbors. Plants that established early preempted
or ‘captured’ space, and subsequently were little affected by
intraspecific competition. Plants that emerged later entered a
universe in which most of the available space had already been
preempted; they were therefore greatly affected by intraspecific
competition. Competition was asymmetric: there was a hier-
archy. Some individuals were affected far more than others, and
small initial differences were transformed by competition into much
larger differences 8 weeks later.
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If competition is asymmetric because superior competitors 
preempt resources, then competition is most likely to be asym-
metric when it occurs for resources that are most liable to be 
preempted. Specifically, competition amongst plants for light, in
which a superior competitor can overtop and shade an inferior,
might be expected to lend itself far more readily to preemptive
resource capture than competition for soil nutrients or water, where
the roots of even a very inferior competitor will have more
immediate access to at least some of the available resources than
••••
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Figure 5.25 (right) Values of skewness (in the frequency
distribution of lengths) and density (a) and of skewness and mean
length (b) are expressed as standard deviations from mean values
for the years 1957–94 for cod (Gadus morhua) from the Skagerrak,
off the coast of Norway. Despite marked fluctuations from year to
year, much of it the result of variations in weather, skewness was
clearly greatest at high densities (r = 0.58, P < 0.01) when lengths
were smallest (r = −0.45, P < 0.05), that is, when competition was
most intense. (After Lekve et al., 2002.)
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Figure 5.26 Asymmetric competition in 
a natural population of Impatiens pallida. 
(a) The increase in mass of survivors of
different sizes over an 8-week period, and
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(After Thomas & Weiner, 1989.)
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the roots of its superiors. This expectation is borne out by the
results of an experiment in which morning glory vines (Ipomoea
tricolor) were grown as single plants in pots (‘no competition’),
as several plants rooted in their own pots but with their stems
intertwined on a single stake (‘shoots competing’), as several plants
rooted in the same pot, but with their stems growing up their
own stakes (‘roots competing’) and as several plants rooted in the
same pot with their stems intertwined on one stake (‘shoots and
roots competing’) (Figure 5.27). Despite the fact that root com-
petition was more intense than shoot competition, in the sense
that it led to a far greater decrease in the mean weight of indi-
vidual plants, it was shoot competition for light that led to a much
greater increase in size inequality.
Skewed distributions are one pos-
sible manifestation of hierarchical, asym-
metric competition, but there are many
others. For instance, Ziemba and
Collins (1999) studied competition amongst larval salamanders
(Ambystoma tigrinum nebulosum) that were either isolated or grouped
together with competitors. The size of the largest surviving larvae
was unaffected by competition (P = 0.42) but the smallest larvae
were much smaller (P < 0.0001). This emphasizes that intra-
specific competition is not only capable of exaggerating individual
differences, it is also greatly affected by individual differences.
Asymmetric competition was observed on a much longer
timescale in a population of the herbaceous perennial Anemone
hepatica in Sweden (Figure 5.28) (Tamm, 1956). Despite the
crops of seedlings that entered the population between 1943 and
1952, it is quite clear that the most important factor determining
which individuals survived to 1956 was whether or not they
were established in 1943. Of the 30 individuals that had reached
large or intermediate size by 1943, 28 survived until 1956, and
some of these had branched. By contrast, of the 112 plants that
were either small in 1943 or appeared as seedlings subsequently,
only 26 survived to 1956, and not one of these was sufficiently
well established to have flowered. Similar patterns can be
observed in tree populations. The survival rates, the birth rates
and thus the fitnesses of the few established adults are high; those
of the many seedlings and saplings are comparatively low.
These considerations illustrate a final,
important general point: asymmetries
tend to reinforce the regulatory powers
of intraspecific competition. Tamm’s
established plants were successful competitors year after year, but
his small plants and seedlings were repeatedly unsuccessful. This
guaranteed a near constancy in the number of established plants
between 1943 and 1956. Each year there was a near-constant num-
ber of ‘winners’, accompanied by a variable number of ‘losers’
that not only failed to grow, but usually, in due course, died.
5.11 Territoriality
Territoriality is one particularly important and widespread phe-
nomenon that results in asymmetric intraspecific competition. It
occurs when there is active interference between individuals,
such that a more or less exclusive area, the territory, is defended
against intruders by a recognizable pattern of behavior.
Individuals of a territorial species
that fail to obtain a territory often
make no contribution whatsoever to
future generations. Territoriality, then,
••••
Figure 5.27 When morning glory vines
competed, root competition was most
effective in reducing mean plant weight
(treatments significantly different, P < 0.01,
for all comparisons except (c) with (d)), 
but shoot competition was most effective
in increasing the degree of size inequality,
as measured by the coefficient of variation
in weight (significant differences between
treatments (a) and (b), P < 0.05, and (a) 
and (d), P < 0.01). (After Weiner, 1986.)
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is a ‘contest’. There are winners (those that come to hold a 
territory) and losers (those that do not), and at any one time there
can be only a limited number of winners. The exact number 
of territories (winners) is usually somewhat indeterminate in 
any one year, and certainly varies from year to year, depending
on environmental conditions. Nevertheless, the contest nature 
of territoriality ensures, like asymmetric competition generally,
a comparative constancy in the number of surviving, reproduc-
ing individuals. One important consequence of territoriality,
therefore, is population regulation, or more particularly, the reg-
ulation of the number of territory holders. Thus, when territory
owners die, or are experimentally removed, their places are often
rapidly taken by newcomers. For instance, in great tit (Parus major)
populations, vacated woodland territories are reoccupied by
birds coming from hedgerows where reproductive success is
noticeably lower (Krebs, 1971).
Some have felt that the regulatory consequences of territori-
ality must themselves be the root cause underlying the evolution
of territorial behavior – territoriality being favored because the
population as a whole benefitted from the rationing effects,
which guaranteed that the population did not overexploit its
resources (e.g. Wynne-Edwards, 1962). However, there are pow-
erful and fundamental reasons for rejecting this ‘group selectionist’
explanation (essentially, it stretches evolutionary theory beyond
reasonable limits): the ultimate cause of territoriality must be sought
within the realms of natural selection, in some advantage accru-
ing to the individual.
Any benefit that an individual 
does gain from territoriality, of course,
must be set against the costs of defend-
ing the territory. In some animals this
defense involves fierce combat between competitors, whilst in 
others there is a more subtle mutual recognition by competitors
of one another’s keep-out signals (e.g. song or scent). Yet, even
when the chances of physical injury are minimal, territorial 
animals typically expend energy in patrolling and advertizing
their territories, and these energetic costs must be exceeded by
any benefits if territoriality is to be favored by natural selection
(Davies & Houston, 1984; Adams, 2001).
Praw and Grant (1999), for example, investigated the costs 
and benefits to convict cichlid fish (Archocentrus nigrofasciatus) of
defending food patches of different sizes. As patch size increased,
the amount of food eaten by a patch defender increased (the benefit;
Figure 5.29a), but the frequency of chasing intruders (the cost;
Figure 5.29b) also increased. Evolution should favor an inter-
mediate patch (territory) size at which the trade-off between costs
and benefits is optimized, and indeed, the growth rate of defenders
was greatest in intermediate-sized patches (Figure 5.29c).
On the other hand, explaining territoriality only in terms of a
net benefit to the territory owner is rather like history always being
written by the victors. There is another, possibly trickier ques-
tion, which seems not to have been answered – could those indi-
viduals without a territory not do better by challenging the
territory owners more often and with greater determination?
Of course, describing territoriality
in terms of just ‘winners’ and ‘losers’ is
an oversimplification. Generally, there
are first, second and a range of conso-
lation prizes – not all territories are equally valuable. This has been
demonstrated in an unusually striking way in a study of oyster-
catchers (Haematopus ostralegus) on the Dutch coast, where pairs
of birds defend both nesting territories on the salt marsh and feed-
ing territories on the mudflats (Ens et al., 1992). For some birds
(the ‘residents’), the feeding territory is simply an extension of the
••••
Figure 5.28 Space preemption in a
perennial, Anemone hepatica, in a Swedish
forest. Each line represents one individual:
straight for unramified ones, branched
where the plant has ramified, bold where
the plant flowered and broken where the
plant was not seen that year. Group A
were alive and large in 1943, group B alive
and small in 1943, group C appeared first
in 1944, group D in 1945 and group E
thereafter, presumably from seedlings.
(After Tamm, 1956.)
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nesting territory: they form one spatial unit. For other pairs, 
however (the ‘leapfrogs’), the nesting territory is further inland
and hence separated spatially from the feeding territory (Fig-
ure 5.30a). Residents fledge many more offspring than do leapfrogs
(Figure 5.30b), because they deliver far more food to them
(Figure 5.30c). From an early age, resident chicks follow their 
parents onto the mudflats, taking each prey item as soon as it is
captured. Leapfrog chicks, however, are imprisoned on their
nesting territory prior to fledging; all their food has to be flown
in. It is far better to have a resident than a leapfrog territory.
5.12 Self-thinning
We have seen throughout this chapter that intraspecific competi-
tion can influence the number of deaths, the number of births
and the amount of growth within a population. We have illus-
trated this largely by looking at the end results of competition.
But in practice, the effects are often progressive. As a cohort ages,
the individuals grow in size, their requirements increase and
they therefore compete at a greater and greater intensity. This in
turn tends gradually to increase their risk of dying. But if some
individuals die, then the density and the intensity of competition
are decreased – which affects growth, which affects competition,
which affects survival, which affects density, and so on.
5.12.1 Dynamic thinning lines
The patterns that emerge in growing, crowded cohorts of indi-
viduals were originally the focus of particular attention in plant
populations. For example, perennial rye grass (Lolium perenne) was
sown at a range of densities, and samples from each density were
harvested after 14, 35, 76, 104 and 146 days (Figure 5.31a). Fig-
ure 5.31a has the same logarithmic axes – density and mean plant
weight – as Figure 5.14. It is most important to appreciate the
difference between the two. In Figure 5.14, each line represented
a separate yield–density relationship at different ages of a cohort.
Successive points along a line represent different initial sowing
densities. In Figure 5.31, each line itself represents a different 
sowing density, and successive points along a line represent 
populations of this initial sowing density at different ages. The
lines are therefore trajectories that follow a cohort through 
time. This is indicated by arrows, pointing from many small, young
individuals (bottom right) to fewer, larger, older individuals 
(top left).
Mean plant weight (at a given age) was always greatest in the
lowest density populations (Figure 5.31a). It is also clear that 
the highest density populations were the first to suffer substantial
mortality. What is most noticeable, however, is that eventually,
in all cohorts, density declined and mean plant weight increased
in unison: populations progressed along roughly the same straight
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Figure 5.29 Optimal territory size in the convict cichlid fish,
Archocentrus nigrofasciatus. (a) As patch (territory) size increased,
the amount of food eaten by a territory defender (standardized z
score) increased but leveled off at the largest sizes (solid line, linear
regression: r2 = 0.27, P = 0.002; dashed line, quadratic regression: 
r2 = 0.33, P = 0.003). (b) As patch (territory) size increased, the
chase rate of territory defenders increased (linear regression: 
r2 = 0.68, P < 0.0001). (c) As patch (territory) size increased, the
growth rate of territory defenders (standardized z score) was
highest at intermediate-sized territories (quadratic regression: 
r2 = 0.22, P = 0.028). (After Praw & Grant, 1999.)
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line. The populations are said to have experienced self-thinning
(i.e. a progressive decline in density in a population of grow-
ing individuals), and the line that they approached and then 
followed is known as a dynamic thinning line (Weller, 1990).
The lower the sowing density, the later was the onset of self-
thinning. In all cases, though, the populations initially followed
a trajectory that was almost vertical, i.e. there was little mortal-
ity. Then, as they neared the thinning line, the populations suf-
fered increasing amounts of mortality, so that the slopes of all
the self-thinning trajectories gradually approached the dynamic
thinning line and then progressed along it. Note also that Fig-
ure 5.31 has been drawn, following convention, with log density
on the x-axis and log mean weight on the y-axis. This is not 
meant to imply that density is the independent variable on
which mean weight depends. Indeed, it can be argued that mean
weight increases naturally during plant growth, and this deter-
mines the decrease in density. The most satisfactory view is that
density and mean weight are wholly interdependent.
Plant populations (if sown at suffici-
ently high densities) have repeatedly
been found to approach and then follow
a dynamic thinning line. For many years, all such lines were widely
perceived as having a slope of roughly −3/2, and the relationship
was often referred to as the ‘−3/2 power law’ (Yoda et al., 1963;
Hutchings, 1983), since density (N) was seen as related to mean
weight (P) by the equation:
log P = log c − 3/2 log N (5.22)
Figure 5.30 (a) A coastal area in the
Netherlands providing both nesting and
feeding territories for oystercatchers. In
‘resident’ territories (dark shading), nesting
and feeding areas are adjacent and chicks
can be taken from one to the other at an
early age. ‘Leapfrogs’, however, have
separate nesting and feeding territories
(light shading) and food has to be flown 
in until the chicks fledge. (b) Residents ()
fledge more chicks than leapfrogs (). 
(c) Residents () deliver more food per 
tide (grams of ash-free dry weight (g
AFDW), with standard deviations) than
leapfrogs (). The latter deliver more, 
the more effort (in flying) they expend, 
but still cannot match the residents. 
(After Ens et al., 1992.)
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or:
P = c N−3/2 (5.23)
where c is constant.
Note, however, that there are statistical problems in using
Equations 5.22 and 5.23 to estimate the slope of the relationship
(Weller, 1987). In particular, since P is usually estimated as B/N,
where B is the total biomass per unit area, P and N are inevitably
correlated, and any relationship between them is, to a degree, 
spurious. It is therefore preferable to use the equivalent relation-
ships, lacking autocorrelation:
log B = log c − 1/2 log N (5.24)
or:
B = c N−1/2. (5.25)
5.12.2 Species and population boundary lines
In fact, in many cases where biomass–density relationships have
been documented, it is not a single cohort that has been followed
over time, but a series of crowded populations at different dens-
ities (and possibly different ages) that have been compared. In such
cases, it is more correct to speak of a species boundary line – a line
beyond which combinations of density and mean weight appear
not to be possible for that species (Weller, 1990). Indeed, since
what is possible for a species will vary with the environment in
which it is living, the species boundary line will itself subsume a
whole series of population boundary lines, each of which defines
the limits of a particular population of that species in a particular
environment (Sackville Hamilton et al., 1995).
Thus, a self-thinning population
should approach and then track its
population boundary line, which, as a
trajectory, we would call its dynamic
thinning line – but this need not also be
its species boundary line. For example,
the light regime, soil fertility, spatial arrangement of seedlings,
and no doubt other factors may all alter the boundary line (and
hence the dynamic thinning line) for a particular population
(Weller, 1990; Sackville Hamilton et al., 1995). Soil fertility, for
example, has been found in different studies to alter the slope of
the thinning line, the intercept, neither, or both (Morris, 2002).
The influence of light is also worth
considering in more detail, since it
highlights a key feature of thinning
and boundary lines. A slope of roughly −3/2 means that mean 
plant weight is increasing faster than density is decreasing, and
hence that total biomass is increasing (a slope of −1/2 on a total
biomass–density graph). But eventually this must stop: total
biomass cannot increase indefinitely. Instead, the thinning line might
be expected to change to a slope of −1: that is, loss through 
mortality is exactly balanced by the growth of survivors, such that
the total biomass remains constant (a horizontal line on a total
biomass–density graph). This can be seen when populations of
Lolium perenne (Figure 5.31b) were grown at low light intensities.
A boundary (and thinning line) with a slope of −1 was apparent
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Figure 5.31 Self-thinning in Lolium perenne
sown at five densities: 1000 (), 5000 (),
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indicate the trajectories, over time, that
these populations would have followed.
The arrows indicate the directions of 
the trajectories, i.e. the direction of self-
thinning. For further discussion, see text.
(After Lonsdale & Watkinson, 1983.)
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at much lower densities than it would otherwise be. Clearly, the
light regime can alter the population boundary line. This also
emphasizes, however, that boundary lines with negative slopes
steeper than −1 (whether or not they are exactly −3/2) imply 
limits to the allowable combinations of plant densities and mean
weights that set in before the maximum biomass from an area of
land has been reached. Possible reasons are discussed below.
5.12.3 A single boundary line for all species?
Intriguingly, when the thinning and boundary lines of all sorts of
plants are plotted on the same figure, they all appear to have approx-
imately the same slope and also to have intercepts (i.e. values of
c in Equation 5.24) falling within a narrow range (Figure 5.32).
To the lower right of the figure are high-density populations of
small plants (annual herbs and perennials with short-lived
shoots), whilst to the upper left are sparse populations of very
large plants, including coastal redwoods (Sequoia sempervirens), 
the tallest known trees. Fashions change in science as in every-
thing else. At one time, ecologists looked at Figure 5.32 and saw
uniformity – all plants marching in −3/2 time (e.g. White, 1980),
with variations from the norm seen as either ‘noise’ or as only
of minor interest. Subsequently, serious doubt was cast on the
conformity of individual slopes to −3/2, and on the whole idea
of a single, ideal thinning line (Weller, 1987, 1990; Zeide, 1987;
Lonsdale, 1990). There really is no contradiction, though. On the
one hand, the lines in Figure 5.32 occupy a very much smaller
portion of the graph than one would expect by chance alone. There
is apparently some fundamental phenomenon linking this whole
spectrum of plant types: not an invariable ‘rule’ but an under-
lying trend. On the other hand, the variations between the lines
are real and important and in as much need of explanation as the
general trend.
5.12.4 A geometric basis for self-thinning
We proceed, therefore, by examining possible bases for the gen-
eral trend, and then enquiring why different species or popula-
tions might display their own variations on this common theme.
Two broad types of explanation for the trend have been proposed.
The first (and for many years the only one) is geometric; the sec-
ond is based on resource allocation in plants of different sizes.
The geometric argument runs as follows. In a growing cohort
of plants, as the mass of the population increases, the leaf area
index (L, the leaf area per unit area of land) does not keep on increas-
ing. Instead, beyond a certain point, it remains constant irrespective
of plant density (N). It is, in fact, precisely beyond this point 
that the population follows the dynamic thinning line. We can
express this by writing:
L = λN = constant (5.26)
where λ is the mean leaf area per surviving plant. However, 
the leaf area of individual plants increases as they grow, and so
too therefore does their mean, λ. It is reasonable to expect λ,
because it is an area, to be related to linear measurements of a plant,
such as stem diameter, D, by a formula of the following type:
λ = aD2 (5.27)
where a is a constant. Similarly, it is reasonable to expect mean
plant weight, P, to be related to D by:
P = bD3 (5.28)
where b is also a constant. Putting Equations 5.26–5.28 together,
we obtain:
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Figure 5.32 Self-thinning in a wide variety of herbs and trees.
Each line is a different species, and the line itself indicates the
range over which observations were made. The arrows, drawn 
on representative lines only, indicate the direction of self-thinning
over time. The figure is based on Figure 2.9 of White (1980),
which also gives the original sources and the species names 
for the 31 data sets.
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P = b(L/a)3/2 · N−3/2 (5.29)
This is structurally equivalent to the −3/2 power law in Equa-
tion 5.23, with the intercept constant, c, given by b(L/a)3/2.
It is apparent, therefore, why thinning lines might generally
be expected to have slopes of approximately −3/2. Moreover, if
the relationships in Equations 5.27 and 5.28 were roughly the same
for all plant species, and if all plants supported roughly the same
leaf area per unit area of ground (L), then the constant c would
be approximately the same for all species. On the other hand, 
suppose that L is not quite constant for some species (see Equa-
tion 5.26), or that the powers in Equations 5.27 and 5.28 are not
exactly 2 or 3, or that the constants in these equations (a and b)
either vary between species or are not actually constants at all.
Thinning lines will then have slopes that depart from −3/2, and
slopes and intercepts that vary from species to species. It is easy
to see why, according to the geometric argument, there is a broad
similarity in the behavior of different species, but also why, on
closer examination, there are variations between species and no
such thing as a single, ‘ideal’ thinning line.
Furthermore, contrary to the simple
geometric argument, the yield–density
relationship in a growing cohort need
not depend only on the numbers that
die and the way the survivors grow. We have seen (see Section
5.10) that competition is frequently highly asymmetric. If those
that die in a cohort are predominantly the very smallest indi-
viduals, then density (individuals per unit area) will decline 
more rapidly as the cohort grows than it would otherwise do, 
and the slope will be shallower, especially in the early stages of
self-thinning. This idea is supported by a comparison of self-
thinning in normal Arabidopsis thaliana plants with self-thinning
in mutants that overexpress phytochrome A, greatly reducing their
shade tolerance, and making competition amongst them more
asymmetric (Figure 5.33a).
It seems possible, too, to use departures from the assumptions
built into Equations 5.26–5.29 to explain at least some of the varia-
tions from a ‘general’ −3/2 rule. Osawa and Allen (1993) estimated
a number of the parameters in these equations from data on 
the growth of individual plants of mountain beech (Nothofagus 
solandri) and red pine (Pinus densiflora). They estimated, for instance,
that the exponents in Equations 5.27 and 5.28 were not 2 and 3,
but 2.08 and 2.19 for mountain beech, and 1.63 and 2.41 for red
pine. These suggest thinning slopes of −1.05 in the first case and
−1.48 in the second, which compare quite remarkably well with the
observed slopes of −1.06 and −1.48 (Figure 5.33b). The similarities
between the estimates and observations for the intercept constants
were equally impressive. These results show, therefore, that thinning
lines with slopes other than −3/2 can occur, but can be explicable
in terms of the detailed biology of the species concerned – and
that even when slopes of −3/2 do occur, they may do so, as with
red pine, for the ‘wrong’ reason (−2.41/1.63 rather than −3/2).
••••
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Figure 5.33 (a) The relationship between total biomass and density in two wild-type strains of Arabidopsis thaliana plants (4 and ) and 
a phytochrome A overexpressing mutant strain () 15, 22 and 33 days after sowing (bottom to top). Data points give means (±1 SE, n = 3).
In each case, the strains were sown at two initial densities; solid black regression lines are shown in each case for the higher density. The 
steeper dotted black line has a slope of −1/2 (indicative of −3/2 self-thinning) and the shallow line a slope of −1/3 (indicative of −4/3 self-
thinning). Model trajectories for asymmetric ( ) and symmetric ( ) competition are also shown. The mutant strain exhibited shallower
thinning lines, indicative of more asymmetric competition. (After Stoll et al., 2002.) (b) The species boundary line for populations of red pine,
Pinus densiflora (slope = −1.48) from northern Japan. (After Osawa & Allen, 1993.)
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5.12.5 A resource-allocation basis for thinning 
boundaries
The increasing recognition that a variety of slope values might
be expected, even on the geometric argument, along with the 
statistical difficulties of estimating slopes, has left the way open
for alternative explanations for the underlying trend itself. Enquist
et al. (1998) made use of the much more general model of West
et al. (1997), which considered the most effective architectural
designs of organisms (not just plants) for distributing acquired
resources throughout those organisms. This suggested that the
rate of resource use per individual, u, should be related to mean
plant weight, P, according to the equation:
u = aP3/4 (5.30)
where a is a constant. Indeed, Enquist et al. (1998) were also able
to find empirical support for this relationship.
They then argued that plants 
have evolved to make full use of the
resources available, and so if S is the 
rate of resource supply per unit area and Nmax the maximum 
allowable density of plants, then:
S = Nmaxu (5.31)
or, from Equation 5.30:
S = aNmaxP
3/4. (5.32)
But when the plants have arrived at an equilibrium with the rate
of resource supply, S should itself be constant. Hence:
P = bNmax
−4/3, (5.33)
where b is another constant. In short, the expected slope of a 
population boundary on this argument is −4/3 rather than −3/2.
Enquist and colleagues themselves considered the available data
to be more supportive of their prediction of a slope of −4/3 than
the more conventional −3/2. This has not, however, been the 
conclusion drawn either from previous data surveys or from the
analysis of subsequent experiments (e.g. Figure 5.33a; Stoll et al.,
2002). In part, the discrepancy may have arisen because the geo-
metric argument is focused on light acquisition, and the data col-
lected to test it have likewise been focused on above-ground plant
parts (photosynthetic or support tissue); whereas Enquist et al.’s
is a much more general resource-acquisition argument, and at least
some of their data were based on overall plant weights (leaves,
shoots and roots). Related to this, Enquist et al.’s data sets were
focused on maximum densities of large numbers of species,
whereas other analyses have focused on the self-thinning process,
which occurs largely before the overall resource-determined
limit has been reached. Again, therefore, there may be no con-
tradiction between the two approaches.
5.12.6 Self-thinning in animal populations
Animals, whether they are sessile or mobile, must also ‘self-thin’,
insofar as growing individuals within a cohort increasingly 
compete with one another and reduce their own density. There
is nothing linking all animals quite like the shared need for light
interception that links all plants, so there is even less likelihood
of a general self-thinning ‘law’ for animals. On the other hand,
crowded sessile animals can, like plants, be seen as needing to pack
‘volumes’ beneath an approximately constant area, and mussels,
for example, have been found to follow a thinning line with a
slope of −1.4, and barnacles a line with a slope of −1.6 (Hughes
& Griffiths, 1988). Moreover, self-thinning in the gregarious 
tunicate, Pyura praeputialis, on the coast of Chile was found 
to follow a slope of only −1.2; but when the analysis was
modified to acknowledge that rocky shore invertebrates are
more ‘three-dimensional’ than plants, and may fit more than one
layer into a fully occupied area (as opposed to the constant 
leaf area index of plants), then the estimated slope was −1.5
(Figure 5.34a).
For mobile animals, it has been suggested that the relation-
ship between metabolic rate and body size could generate thin-
ning lines with slopes of −4/3 (Begon et al., 1986). However, the
generality of this is probably even more questionable than the ‘rules’
in plants, given variations in resource supply, variations in the
coefficients in the underlying relationships, and the possibilities
of self-thinning depending on, say, territorial behavior rather
than simply food availability (Steingrimsson & Grant, 1999).
Nonetheless, evidence of self-thinning in animals is increasingly
reported, especially in fish, even if the basis for it remains uncer-
tain (e.g. Figure 5.34b).
Plants are not so consistent in their pattern of self-thinning as
was once thought. It may be that animals are not much less bound
than plants by ‘general’ self-thinning rules.
Summary
Intraspecific competition is defined and explained. Exploitation 
and interference are distinguished, and the commonly one-sided
nature of competition is emphasized.
We describe the effects of intraspecific competition on rates
of mortality and fecundity, distinguishing under-, over- and
exactly compensating density dependence. We explain, how-
ever, that density itself is usually just a convenient expression of
crowding or shortage of resources.
••••
−4/3 or −3/2?
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These effects at the individual level lead in turn to patterns,
and regulatory tendencies, at the population level. The carrying
capacity is defined and its limitations are explained, along with
the domed nature of net recruitment curves and the sigmoidal
nature of population growth curves.
We describe the effects of intraspecific competition on rates
of growth, explaining the ‘law of constant final yield’, especially
in modular organisms.
The use of k values in quantifying intraspecific competition is
described, and scramble and contest competition are distinguished.
We introduce the use of mathematical models in ecology 
generally, then go on to develop a model of a population with
discrete breeding seasons subject to intraspecific competition. The
model illustrates the tendency of time lags to provoke popu-
lation fluctuations and that different types of competition may 
lead to different types of population dynamics, including patterns
of deterministic chaos – the nature and importance of which are
themselves explained. A model with continuous breeding is also
developed, leading to the logistic equation.
The importance of individual differences in generating 
asymmetries in competition is explained, as is the importance 
of competition in generating individual differences. Asymmetries
tend to enhance regulation; territoriality is a particularly import-
ant example of this.
The progressive effects of competition on growth and mor-
tality may often be interlinked in the process of self-thinning, which
has been a particular focus in plant populations. We explain the
nature of dynamic thinning lines and the −3/2 power law when
single cohorts are followed, and also species and population
boundary lines when a series of crowded populations is observed
at different densities. We address the question of whether there
is a single boundary line for all species.
We explain how two broad types of explanation for the con-
sistent trend amongst species have been proposed: those based
on geometry and those based on resource allocation in plants of
different sizes.
Finally we examine self-thinning in animal populations and 
conclude that plants are not so consistent in their pattern of self-
thinning as was once thought, while animals are not much less
bound than plants by ‘general’ self-thinning rules.
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Figure 5.34 (a) Self-thinning in the gregarious tunicate, Pyura
praeputialis, where density has been modified to include an
‘effective area’ which incorporates the number of layers in the
tunicate colonies. The estimated slope is −1.49 (95% CI −1.59 
to −1.39, P < 0.001). (After Guiñez & Castilla, 2001.) (b) Dynamic
thinning lines for 23 year-classes of sea trout, Salmo trutta, from 
an English Lake District stream, with the position of the mean
regression line (slope = −1.35) indicated by the arrows 
(After Elliott, 1993.)
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6.1 Introduction
All organisms in nature are where we find them because they 
have moved there. This is true for even the most apparently 
sedentary of organisms, such as oysters and redwood trees. Their
movements range from the passive transport that affects many
plant seeds to the apparently purposeful actions of many mobile
animals. Dispersal and migration are used to describe aspects of the
movement of organisms. The terms are defined for groups of organ-
isms, although it is of course the individual that moves.
Dispersal is most often taken to
mean a spreading of individuals away
from others, and is therefore an ap-
propriate description for several kinds 
of movements: (i) of plant seeds or
starfish larvae away from each other and their parents; (ii) of voles
from one area of grassland to another, usually leaving residents
behind and being counterbalanced by the dispersal of other voles
in the other direction; and (iii) of land birds amongst an archipelago
of islands (or aphids amongst a mixed stand of plants) in the search
for a suitable habitat.
Migration is most often taken to mean the mass directional
movements of large numbers of a species from one location to
another. The term therefore applies to classic migrations (the move-
ments of locust swarms, the intercontinental journeys of birds)
but also to less obvious examples like the to and fro movements
of shore animals following the tidal cycle. Whatever the precise
details of dispersal in particular cases, it will be useful in this 
chapter to divide the process into three phases: starting, moving
and stopping (South et al., 2002) or, put another way, emigration,
transfer and immigration (Ims & Yoccoz, 1997). The three phases
differ (and the questions we ask about them differ) both from 
a behavioral point of view (what triggers the initiation and 
cessation of movement?, etc.) and from a demographic point of
view (the distinction between loss and gain of individuals, etc.).
The division into these phases also emphasizes that dispersal can
refer to the process by which individuals, in leaving, escape from
the immediate environment of their parents and neighbors; but it
can also often involve a large element of discovery or even explora-
tion. It is useful, too, to distinguish between natal dispersal and
breeding dispersal (Clobert et al., 2001). The former refers to the
movement between the natal area (i.e. where the individual was
born) and where breeding first takes place. This is the only type
of dispersal possible in a plant. Breeding dispersal is movement
between two successive breeding areas.
6.2 Active and passive dispersal
Like most biological categories, the distinction between active and
passive dispersers is blurred at the edges. Passive dispersal in air
currents, for example, is not restricted to plants. Young spiders
that climb to high places and then release a gossamer thread that
carries them on the wind are then passively at the mercy of 
air currents; i.e. ‘starting’ is active but moving itself is effectively 
passive. Even the wings of insects are often simply aids to what
is effectively passive movement (Figure 6.1).
6.2.1 Passive dispersal: the seed rain
Most seeds fall close to the parent and their density declines with
distance from that parent. This is the case for wind-dispersed seeds
and also for those that are ejected actively by maternal tissue (e.g.
many legumes). The eventual destination of the dispersed offspring
is determined by the original location of the parent and by the
relationship relating disperser density to distance from parent, 
but the detailed microhabitat of that destination is left to chance.
Dispersal is nonexploratory; discovery is a matter of chance.
Some animals have essentially this same type of dispersal. For 
the meanings of
‘dispersal’ and
‘migration’
Chapter 6
Dispersal, Dormancy 
and Metapopulations
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example, the dispersal of most pond-dwelling organisms without
a free-flying stage depends on resistant wind-blown structures (e.g.
gemmules of sponges, cysts of brine shrimps).
The density of seeds is often low immediately under the 
parent, rises to a peak close by and then falls off steeply with 
distance (Figure 6.2a). However, there are immense practical
problems in studying seed dispersal (i.e. in following the seeds),
and these become increasingly irresolvable further from the
source. Greene and Calogeropoulos (2001) liken any assertion that
‘most seeds travel short distances’ to a claim that most lost keys
and contact lenses fall close to streetlights. Certainly, the very few
studies of long-distance dispersal that have been carried out 
suggest that seed density declines only very slowly at larger 
distances from the original source (Figure 6.2b), and even a few
long-distance dispersers may be crucial in either invasion or
recolonization dispersal (see Section 6.3.1).
6.2.2 Passive dispersal by a mutualistic agent
Uncertainty of destination may be reduced if an active agent of
dispersal is involved. The seeds of many herbs of the woodland
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Figure 6.1 Spring densities of the winged form of the aphid, Aphis fabae, in large part reflect their carriage on the wind. (a) A. fabae eggs
are found on spindle plants and their distribution in the UK over winter reflects that of the plants (log10 geometric mean number of eggs
per 100 spindle buds). (b) But by spring, although the highest densities are in spindle regions, the aphids have dispersed on the wind over
the whole country (log10 geometric mean aerial density). (After Compton, 2001; from Cammell et al., 1989.)
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floor have spines or prickles that increase their chance of being
carried passively on the coats of animals. The seeds may then be
concentrated in nests or burrows when the animal grooms itself.
The fruits of many shrubs and lower canopy trees are fleshy and
attractive to birds, and the seed coats resist digestion in the gut.
Where the seed is dispersed to is then somewhat less certain,
depending on the defecating behavior of the bird. It is usually 
presumed that such associations are ‘mutualistic’ (beneficial to 
both parties – see Chaper 13): the seed is dispersed in a more or
less predictable fashion; the disperser consumes either the fleshy
‘reward’ or a proportion of the seeds (those that it finds again).
There are also important examples in which animals are dis-
persed by an active agent. For instance, there are many species
of mite that are taken very effectively and directly from dung 
pat to dung pat, or from one piece of carrion to another, by 
attaching themselves to dung or carrion beetles. They usually attach
to a newly emerging adult, and leave again when that adult reaches
a new patch of dung or carrion. This, too, is typically mutualis-
tic: the mites gain a dispersive agent, and many of them attack
and eat the eggs of flies that would otherwise compete with the
beetles.
6.2.3 Active discovery and exploration
Many other animals cannot be said to explore, but they certainly
control their settlement (‘stopping’, see Section 6.1.1) and cease
movement only when an acceptable site has been found. For 
example, most aphids, even in their winged form, have powers
of flight that are too weak to counteract the forces of prevailing
winds. But they control their take-off from their site of origin,
they control when they drop out of the windstream, and they 
make additional, often small-scale flights if their original site 
of settlement is unsatisfactory. In a precisely analogous manner,
the larvae of many river invertebrates make use of the flowing
column of water for dispersing from hatching sites to appropri-
ate microhabitats (‘invertebrate drift’) (Brittain & Eikeland, 1988).
The dispersal of aphids in the wind and of drifting invertebrates
in streams, therefore, involves ‘discovery’, over which they have
some, albeit limited, control.
Other animals explore, visiting many sites before returning to
a favored suitable one. For example, in contrast to their drifting
larvae, most adults of freshwater insects depend on flight for
upstream dispersal and movement from stream to stream. They
••••
%
 o
f d
en
sit
y 
at
 e
dg
e 
of
 s
ou
rc
e 
ar
ea
25001000500
0
0
1
10
100
Distance (m)
(b)
1500 2000
Se
ed
s 
pe
r m
2
1206020
0
0
10
20
30
40
Distance (m)
(a)
5
15
25
80 100
Fraxinus
Lonchocarpus
Platypodium
Betula
Pinus
Tilia
Figure 6.2 (a) The density of wind-
dispersed seeds from solitary trees within
forests. The studies had a reasonable
density of sampling points, there were no
nearby conspecific trees and the source tree
was neither in a clearing nor at the forest
edge. (b) Observed long-distance dispersal
up to 1.6 km of wind dispersed seeds from
a forested source area. (After Greene &
Calogeropoulos, 2001, where the original
data sources may also be found.)
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explore and, if successful, discover, suitable sites within which to
lay their eggs: starting, moving and stopping are all under active
control.
6.2.4 Clonal dispersal
In almost all modular organisms (see Section 4.2.1), an individual
genet branches and spreads its parts around it as it grows. There
is a sense, therefore, in which a developing tree or coral actively
disperses its modules into, and explores, the surrounding environ-
ment. The interconnections of such a clone often decay, so that
it becomes represented by a number of dispersed parts. This may
result ultimately in the product of one zygote being represented
by a clone of great age that is spread over great distances. Some
clones of the rhizomatous bracken fern (Pteridium aquilinum)
were estimated to be more than 1400 years old and one extended
over an area of nearly 14 ha (Oinonen, 1967).
We can recognize two extremes in
a continuum of strategies in clonal dis-
persal (Lovett Doust & Lovett Doust,
1982; Sackville Hamilton et al., 1987). At
one extreme, the connections between modules are long and the
modules themselves are widely spaced. These have been called
‘guerrilla’ forms, because they give the plant, hydroid or coral a
character like that of a guerrilla army. Fugitive and opportunist,
they are constantly on the move, disappearing from some ter-
ritories and penetrating into others. At the other extreme are 
‘phalanx’ forms, named by analogy with the phalanxes of a Roman
army, tightly packed with their shields held around them. Here,
the connections are short and the modules are tightly packed, and
the organisms expand their clones slowly, retain their original 
site occupancy for long periods, and neither penetrate readily
amongst neighboring plants nor are easily penetrated by them.
Even amongst trees, it is easy to see that the way in which
the buds are placed gives them a guerrilla or a phalanx type of
growth form. The dense packing of shoot modules in species 
like cypresses (Cupressus) produces a relatively undispersed and
impenetrable phalanx canopy, whilst many loose-structured,
broad-leaved trees (Acacia, Betula) can be seen as guerrilla canopies,
bearing buds that are widely dispersed and shoots that interweave
with the buds and branches of neighbors. The twining or clam-
bering lianas in a forest are guerrilla growth forms par excellence,
dispersing their foliage and buds over immense distances, both
vertically and laterally.
The way in which modular organisms disperse and display their
modules affects the ways in which they interact with their neigh-
bors. Those with a guerrilla form will continually meet and com-
pete with other species and other genets of their own kind. With
a phalanx structure, however, most meetings will be between 
modules of a single genet. For a tussock grass or a cypress tree,
competition must occur very largely between parts of itself.
Clonal growth is most effective as a means of dispersal in aquatic
environments. Many aquatic plants fragment easily, and the parts
of a single clone become independently dispersed because they
are not dependent on the presence of roots to maintain their 
water relations. The major aquatic weed problems of the world
are caused by plants that multiply as clones and fragment and 
fall to pieces as they grow: duckweeds (Lemna spp.), the water
hyacinth (Eichhornia crassipes), Canadian pond weed (Elodea
Canadensis) and the water fern Salvinia.
6.3 Patterns of distribution: dispersion
The movements of organisms affect the spatial pattern of their
distribution (their dispersion) and we can recognize three main pat-
terns of dispersion, although they too form part of a continuum
(Figure 6.3).
Random dispersion occurs when
there is an equal probability of an
organism occupying any point in space
(irrespective of the position of any 
others). The result is that individuals are unevenly distributed
because of chance events.
Regular dispersion (also called a uniform or even distribution or
overdispersion) occurs either when an individual has a tendency to
avoid other individuals, or when individuals that are especially
close to others die. The result is that individuals are more evenly
spaced than expected by chance.
Aggregated dispersion (also called a contagious or clumped dis-
tribution or underdispersion) occurs either when individuals tend
to be attracted to (or are more likely to survive in) particular parts
of the environment, or when the presence of one individual
••••
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Figure 6.3 Three generalized spatial patterns that may be
exhibited by organisms across their habitats.
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attracts, or gives rise to, another close to it. The result is that 
individuals are closer together than expected by chance.
How these patterns appear to an observer, however, and their
relevance to the life of other organisms, depends on the spatial
scale at which they are viewed. Consider the distribution of an
aphid living on a particular species of tree in a woodland. At a
large scale, the aphids will appear to be aggregated in particular
parts of the world, i.e. in woodlands as opposed to other types
of habitat. If samples are smaller and taken only in woodlands,
the aphids will still appear to be aggregated, but now on their
host tree species rather than on trees in general. However, if 
samples are smaller still (25 cm2, about the size of a leaf ) and are
taken within the canopy of a single tree, the aphids might appear
to be randomly distributed over the tree as a whole. At an even
smaller scale (c. 1 cm2) we might detect a regular distribution
because individual aphids on a leaf avoid one another.
6.3.1 Patchiness
In practice, the populations of all spe-
cies are patchily distributed at some
scale or another, but it is crucial to
describe dispersion at scales that are
relevant to the lifestyle of the organisms concerned. MacArthur
and Levins (1964) introduced the concept of environmental grain
to make this point. For example, the canopy of an oak–hickory
forest, from the point of view of a bird like the scarlet tanager
(Piranga olivacea) that forages indiscriminately in both oaks and
hickories, is fine grained: i.e. it is patchy, but the birds experience
the habitat as an oak–hickory mixture. The habitat is coarse
grained, however, for defoliating insects that attack either oaks or
hickories preferentially: they experience the habitat one patch at
a time, moving from one preferred patch to another (Figure 6.4).
Patchiness may be a feature of the physical environment:
islands surrounded by water, rocky outcrops in a moorland, and
so on. Equally important, patchiness may be created by the
activities of organisms themselves; by their grazing, the deposi-
tion of dung, trampling or by the local depletion of water and
mineral resources. Patches in the environment that are created
by the activity of organisms have life histories. A gap created in
a forest by a falling tree is colonized and grows up to contain mature
trees, whilst other trees fall and create new gaps. The dead leaf
in a grassland area is a patch for colonization by a succession of
fungi and bacteria that eventually exhaust it as a resource, but
new dead leaves arise and are colonized elsewhere.
Patchiness, dispersal and scale are tied intimately together. 
A framework that is useful in thinking about this distinguishes
between local and landscape scales (though what is ‘local’ to a
worm is very different from what is local to the bird that eats it)
and between turnover and invasion dispersal (Bullock et al., 2002).
Turnover dispersal at the local scale describes the movement into
a gap from occupied habitat immediately surrounding the gap;
whereas that gap may also be invaded or colonized by individuals
moving in from elsewhere in the surrounding community. At the
landscape scale, similarly, dispersal may be part of an on-going
turnover of extinction and recolonization of occupiable patches
within an otherwise unsuitable habitat matrix (e.g. islands in a
stream: ‘metapopulation dynamics’ – see Section 6.9, below), or
dispersal may result in the invasion of habitat by a ‘new’ species
expanding its range.
6.3.2 Forces favoring aggregations (in space and time)
The simplest evolutionary explanation for the patchiness of popu-
lations is that organisms aggregate when and where they find
resources and conditions that favor reproduction and survival.
These resources and conditions are usually patchily distributed
in both space and time. It pays (and has paid in evolutionary time)
••••
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Figure 6.4 The ‘grain’ of the environment must be seen from
the perspective of the organism concerned. (a) An organism 
that is small or moves little is likely to see the environment 
as coarse-grained: it experiences only one habitat type within 
the environment for long periods or perhaps all of its life. 
(b) An organism that is larger or moves more may see the same
environment as fine-grained: it moves frequently between habitat
types and hence samples them in the proportion in which they
occur in the environment as a whole.
ﬁne- and coarse-
grained environments
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to disperse to these patches when and where they occur. There
are, however, other specific ways in which organisms may gain
from being close to neighbors in space and time.
An elegant theory identifying a
selective advantage to individuals that
aggregate with others was suggested
by Hamilton (1971) in his paper
‘Geometry for the selfish herd’. He argued that the risk to an 
individual from a predator may be lessened if it places another
potential prey individual between itself and the predator. The 
consequence of many individuals doing this is bound to be an 
aggregation. The ‘domain of danger’ for individuals in a herd is
at the edge, so that an individual would gain an advantage if 
its social status allowed it to assimilate into the center of a herd.
Subordinate individuals might then be forced into the regions of
greater danger on the edge of the flock. This seems to be the case
in reindeer (Rangifer tarandus) and woodpigeons (Columba palum-
bus), where a newcomer may have to join the herd or flock at its
risky perimeter and can only establish itself in a more protected
position within the flock after social interaction (Murton et al., 1966).
Individuals may also gain from living in groups if this helps to
locate food, give warning of predators or if it pays for individuals
to join forces in fighting off a predator (Pulliam & Caraco, 1984).
The principle of the selfish herd as described for the aggrega-
tion of organisms in space is just as appropriate for the synchronous
appearance of organisms in time. The individual that is precocious
or delayed in its appearance, outside the norm for its population,
may be at greater risk from predators than those conformist indi-
viduals that take part in ‘flooding the market’ thereby diluting their
own risk. Amongst the most remarkable examples of synchrony
are the ‘periodic cicadas’ (insects), the adults of which emerge simul-
taneously after 13 or 17 years of life underground as nymphs.
Williams et al. (1993) studied the mortality of populations of 
13-year periodic cicadas that emerged in northwestern Arkansas
in 1985. Birds consumed almost all of the standing crop of
cicadas when the density was low, but only 15–40% when the
cicadas reached peak density. Predation then rose to near 100%
as the cicada density fell again (Figure 6.5). Equivalent arguments
apply to the many species of tree, especially in temperate regions,
that have synchronous ‘mast’ years (see Section 9.4).
6.3.3 Forces diluting aggregations: density-dependent
dispersal
There are also strong selective pressures that can act against
aggregation in space or time. In some species a group of individuals
may actually concentrate a predator’s attention (the opposite
effect to the ‘selfish herd’). However, the foremost diluting forces
are certain to be the more intense competition suffered by
crowded individuals (see Chapter 5) and the direct interference
between such individuals even in the absence of a shortage of
resources. One likely consequence is that the highest rates of 
dispersal will be away from the most crowded patches: density-
dependent emigration dispersal (Figure 6.6) (Sutherland et al., 2002),
though as we shall see below, density-dependent dispersal is by
no means a general rule.
Overall, though, the types of distribution over available
patches found in nature are bound to be compromises between
forces attracting individuals to disperse towards one another and
forces provoking individuals to disperse away from one another.
As we shall see in a later chapter, such compromises are con-
ventionally crystallized in the ‘ideal free’ and other theoretical 
distributions (see Section 9.6.3).
6.4 Patterns of migration
6.4.1 Tidal, diurnal and seasonal movements
Individuals of many species move en masse from one habitat 
to another and back again repeatedly during their life. The
timescale involved may be hours, days, months or years. In
some cases, these movements have the effect of maintaining the
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organism in the same type of environment. This is the case in
the movement of crabs on a shoreline: they move with the
advance and retreat of the tide. In other cases, diurnal migration
may involve moving between two environments: the funda-
mental niches of these species can only be satisfied by alternat-
ing life in two distinct habitats within each day of their lives. For
example, some planktonic algae both in the sea and in lakes descend
to the depths at night but move to the surface during the day.
They accumulate phosphorus and perhaps other nutrients in the
deeper water at night before returning to photosynthesize near
the surface during daylight hours (Salonen et al., 1984). Other species
aggregate into tight populations during a resting period and 
separate from each other when feeding. For example, most land
snails rest in confined humid microhabitats by day, but range widely
when they search for food by night.
Many organisms make seasonal migrations – again, either
tracking a favorable habitat or benefitting from different, 
complementary habitats. The altitudinal migration of grazing ani-
mals in mountainous regions is one example. The American elk
(Cervus elaphus) and mule deer (Odocoileus hemionus), for instance,
move up into high mountain areas in the summer and down to
the valleys in the winter. By migrating seasonally the animals escape
the major changes in food supply and climate that they would
meet if they stayed in the same place. This can be contrasted with
the ‘migration’ of amphibians (frogs, toads, newts) between an
aquatic breeding habitat in spring and a terrestrial environment
for the remainder of the year. The young develop (as tadpoles)
in water with a different food resource from that which they will
later eat on land. They will return to the same aquatic habitat
for mating, aggregate into dense populations for a time and then
separate to lead more isolated lives on land.
6.4.2 Long-distance migration
The most remarkable habitat shifts are
those that involve traveling very long
distances. Many terrestrial birds in the northern hemisphere
move north in the spring when food supplies become abundant
during the warm summer period, and move south to savannas
in the fall when food becomes abundant only after the rainy 
season. Both are areas in which seasons of comparative glut and
famine alternate. Migrants then make a large contribution to the
diversity of a local fauna. Of the 589 species of birds (excluding
seabirds) that breed in the Palaearctic (temperate Europe and Asia),
40% spend the winter elsewhere (Moreau, 1952). Of those species
that leave for the winter, 98% travel south to Africa. On an even
larger scale, the Arctic tern (Sterna paradisaea) travels from its Arctic
breeding ground to the Antarctic pack ice and back each year –
about 10,000 miles (16,100 km) each way (although unlike many
other migrants it can feed on its journey).
The same species may behave in different ways in different
places. All robins (Erithacus rubecula) leave Finland and Sweden
in winter, but on the Canary Islands the species is resident the
whole year-round. In most of the intervening countries, a part 
of the population migrates and a part remains resident. Such 
variations are in some cases associated with clear evolutionary 
divergence. This is true of the knot (Calidris canutus), a species of
small wading bird mostly breeding in remote areas of the Arctic
tundras and ‘wintering’ in the summers of the southern hemisphere.
At least five subspecies appear to have diverged in the Late
Pleistocene (based on genetic evidence from the sequencing of
mitochondrial DNA), and these now have strikingly different
patterns of distribution and migration (Figure 6.7).
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Long-distance migration is a feature of many other groups too.
Baleen whales in the southern hemisphere move south in sum-
mer to feed in the food-rich waters of the Antarctic. In winter
they move north to breed (but scarcely to feed) in tropical and
subtropical waters. Caribou (Rangifer tarandus) travel several
hundred kilometers per year from northern forests to the tundra
and back. In all of these examples, an individual of the migrating
species may make the return journey several times.
Many long-distance migrants, how-
ever, make only one return journey
during their lifetime. They are born in
one habitat, make their major growth in another habitat, but 
then return to breed and die in the home of their infancy. Eels
and migratory salmon provide classic examples. The European
eel (Anguilla anguilla) travels from European rivers, ponds and lakes
across the Atlantic to the Sargasso Sea, where it is thought to repro-
duce and die (although spawning adults and eggs have never actu-
ally been caught there). The American eel (Anguilla rostrata) makes
a comparable journey from areas ranging between the Guianas
in the south, to southwest Greenland in the north. Salmon make
a comparable transition, but from a freshwater egg and juvenile
phase to mature as a marine adult. The fish then returns to 
freshwater sites to lay eggs. After spawning, all Pacific salmon
(Oncorhynchus nerka) die without ever returning to the sea. Many
Atlantic salmon (Salmo salar) also die after spawning, but some
survive to return to the sea and then migrate back upstream to
spawn again.
6.4.3 ‘One-way only’ migration
In some migratory species, the journey for an individual is on a
strictly one-way ticket. In Europe, the clouded yellow (Colias croceus),
red admiral (Vanessa atalanta) and painted lady (Vanessa cardui)
butterflies breed at both ends of their migrations. The individuals
that reach Great Britain in the summer breed there, and their off-
spring fly south in autumn and breed in the Mediterranean region
– the offspring of these in turn come north in the following summer.
Most migrations occur seasonally in the life of individuals 
or of populations. They usually seem to be triggered by some 
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external seasonal phenomenon (e.g. changing day length), and
sometimes also by an internal physiological clock. They are often 
preceded by quite profound physiological changes such as the 
accumulation of body fat. They represent strategies evolved in
environments where seasonal events like rainfall and temperature
cycles are reliably repeated from year to year. There is, however,
a type of migration that is tactical, forced by events such as over-
crowding, and appears to have no cycle or regularity. These are
most common in environments where rainfall is not seasonally
reliable. The economically disastrous migration plagues of locusts
in arid and semiarid regions are the most striking examples.
6.5 Dormancy: migration in time
An organism gains in fitness by dispersing its progeny as long 
as the progeny are more likely to leave descendants than if they
remained undispersed. Similarly, an organism gains in fitness by
delaying its arrival on the scene, so long as the delay increases its
chances of leaving descendants. This will often be the case when
conditions in the future are likely to be better than those in the
present. Thus, a delay in the recruitment of an individual to a
population may be regarded as ‘migration in time’.
Organisms generally spend their period of delay in a state of
dormancy. This relatively inactive state has the benefit of conserving
energy, which can then be used during the period following the
delay. In addition, the dormant phase of an organism is often more
tolerant of the adverse environmental conditions prevailing dur-
ing the delay (i.e. tolerant of drought, extremes of temperature,
lack of light and so on). Dormancy can be either predictive or
consequential (Müller, 1970). Predictive dormancy is initiated in
advance of the adverse conditions, and is most often found in 
predictable, seasonal environments. It is generally referred to as
‘diapause’ in animals, and in plants as ‘innate’ or ‘primary’ dormancy
(Harper, 1977). Consequential (or ‘secondary’) dormancy, on 
the other hand, is initiated in response to the adverse conditions
themselves.
6.5.1 Dormancy in animals: diapause
Diapause has been most intensively studied in insects, where 
examples occur in all developmental stages. The common field
grasshopper Chorthippus brunneus is a fairly typical example. This
annual species passes through an obligatory diapause in its egg stage,
where, in a state of arrested development, it is resistant to the
cold winter conditions that would quickly kill the nymphs and
adults. In fact, the eggs require a long cold period before develop-
ment can start again (around 5 weeks at 0°C, or rather longer at
a slightly higher temperature) (Richards & Waloff, 1954). This
ensures that the eggs are not affected by a short, freak period 
of warm winter weather that might then be followed by normal,
dangerous, cold conditions. It also means that there is an
enhanced synchronization of subsequent development in the
population as a whole. The grasshoppers ‘migrate in time’ from
late summer to the following spring.
Diapause is also common in species
with more than one generation per
year. For instance, the fruit-fly Droso-
phila obscura passes through four generations per year in
England, but enters diapause during only one of them (Begon,
1976). This facultative diapause shares important features with 
obligatory diapause: it enhances survivorship during a predictably
adverse winter period, and it is experienced by resistant diapause
adults with arrested gonadal development and large reserves 
of stored abdominal fat. In this case, synchronization is achieved
not only during diapause but also prior to it. Emerging adults 
react to the short daylengths of the fall by laying down fat and
entering the diapause state; they recommence development in
response to the longer days of spring. Thus, by relying, like many
species, on the utterly predictable photoperiod as a cue for seasonal
development, D. obscura enters a state of predictive diapause that
is confined to those generations that inevitably pass through the
adverse conditions.
Consequential dormancy may be expected to evolve in envir-
onments that are relatively unpredictable. In such circumstances,
there will be a disadvantage in responding to adverse conditions
only after they have appeared, but this may be outweighed by
the advantages of: (i) responding to favorable conditions immedi-
ately after they reappear; and (ii) entering a dormant state only if
adverse conditions do appear. Thus, when many mammals enter
hibernation, they do so (after an obligatory preparatory phase) 
in direct response to the adverse conditions. Having achieved ‘resist-
ance’ by virtue of the energy they conserve at a lowered body
temperature, and having periodically emerged and monitored their
environment, they eventually cease hibernation whenever the
adversity disappears.
6.5.2 Dormancy in plants
Seed dormancy is an extremely widespread phenomenon in
flowering plants. The young embryo ceases development whilst
still attached to the mother plant and enters a phase of suspended
activity, usually losing much of its water and becoming dormant
in a desiccated condition. In a few species of higher plants, such
as some mangroves, a dormant period is absent, but this is very
much the exception – almost all seeds are dormant when they
are shed from the parent and require special stimuli to return them
to an active state (germination).
Dormancy in plants, though, is not confined to seeds. For 
example, as the sand sedge Carex arenaria grows, it tends to 
accumulate dormant buds along the length of its predominantly
linear rhizome. These may remain alive but dormant long after
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the shoots with which they were produced have died, and they
have been found in numbers of up to 400–500 m−2 (Noble et al.,
1979). They play a role analogous to the bank of dormant seeds
produced by other species.
Indeed, the very widespread habit of deciduousness is a form
of dormancy displayed by many perennial trees and shrubs.
Established individuals pass through periods, usually of low 
temperatures and low light levels, in a leafless state of low 
metabolic activity.
Three types of dormancy have
been distinguished.
1 Innate dormancy is a state in which there is an absolute
requirement for some special external stimulus to reactivate
the process of growth and development. The stimulus may
be the presence of water, low temperature, light, photoperiod
or an appropriate balance of near- and far-red radiation.
Seedlings of such species tend to appear in sudden flushes 
of almost simultaneous germination. Deciduousness is also an
example of innate dormancy.
2 Enforced dormancy is a state imposed by external conditions 
(i.e. it is consequential dormancy). For example, the Missouri
goldenrod Solidago missouriensis enters a dormant state when
attacked by the beetle Trirhabda canadensis. Eight clones,
identified by genetic markers, were followed prior to, during
and after a period of severe defoliation. The clones, which 
varied in extent from 60 to 350 m2 and from 700 to 20,000 
rhizomes, failed to produce any above-ground growth (i.e. 
they were dormant) in the season following defoliation and
had apparently died, but they reappeared 1–10 years after they
had disappeared, and six of the eight bounced back strongly
within a single season (Figure 6.8). Generally, the progeny 
of a single plant with enforced dormancy may be dispersed 
in time over years, decades or even centuries. Seeds of
Chenopodium album collected from archeological excavations have
been shown to be viable when 1700 years old (Ødum, 1965).
3 Induced dormancy is a state produced in a seed during a period
of enforced dormancy in which it acquires some new require-
ment before it can germinate. The seeds of many agricultural
and horticultural weeds will germinate without a light stim-
ulus when they are released from the parent; but after a
period of enforced dormancy they require exposure to light
before they will germinate. For a long time it was a puzzle
that soil samples taken from the field to the laboratory would
quickly generate huge crops of seedlings, although these same
seeds had failed to germinate in the field. It was a simple idea
of genius that prompted Wesson and Wareing (1969) to col-
lect soil samples from the field at night and bring them to the
laboratory in darkness. They obtained large crops of seedlings
from the soil only when the samples were exposed to light.
This type of induced dormancy is responsible for the accu-
mulation of large populations of seeds in the soil. In nature
they germinate only when they are brought to the soil 
surface by earthworms or other burrowing animals, or by the
exposure of soil after a tree falls.
Seed dormancy may be induced by radiation that contains a 
relatively high ratio of far-red (730 nm) to near-red (approx-
imately 660 nm) wavelengths, a spectral composition character-
istic of light that has filtered through a leafy canopy. In nature,
this must have the effect of holding sensitive seeds in the 
dormant state when they land on the ground under a canopy, 
whilst releasing them into germination only when the over-
topping plants have died away.
Most of the species of plants with seeds that persist for long
in the soil are annuals and biennials, and they are mainly weedy
species – opportunists waiting (literally) for an opening. They largely
lack features that will disperse them extensively in space. The seeds
of trees, by contrast, usually have a very short expectation of life
in the soil, and many are extremely difficult to store artificially for
more than 1 year. The seeds of many tropical trees are particu-
larly short lived: a matter of weeks or even days. Amongst trees,
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the most striking longevity is seen in those that retain the seeds
in cones or pods on the tree until they are released after fire (many
species of Eucalyptus and Pinus). This phenomenon of serotiny pro-
tects the seeds against risks on the ground until fire creates an
environment suitable for their rapid establishment.
6.6 Dispersal and density
Density-dependent emigration was identified in Section 6.3.3 as
a frequent response to overcrowding. We turn now to the more
general issue of the density dependence of dispersal and also to
the evolutionary forces that may have led to any density depen-
dences that are apparent. In doing so, it is important to bear in
mind the point made earlier (see Section 6.1.1): that ‘effective’ dis-
persal (from one place to another) requires emigration, transfer
and immigration. The density dependences of the three need not
be the same.
6.6.1 Inbreeding and outbreeding
Much of this chapter is devoted to the demographic or ecological
consequences of dispersal, but there are also important genetic
and evolutionary consequences. Any evolutionary ‘consequence’
is, of course, then a potentially important selective force favor-
ing particular patterns of dispersal or indeed the tendency to dis-
perse at all. In particular, when closely related individuals breed,
their offspring are likely to suffer an ‘inbreeding depression’ 
in fitness (Charlesworth & Charlesworth, 1987), especially as a
result of the expression in the phenotype of recessive deleterious
alleles. With limited dispersal, inbreeding becomes more likely,
and inbreeding avoidance is thus a force favoring dispersal. On
the other hand, many species show local adaptation to their
immediate environment (see Section 1.2). Longer distance dispersal
may therefore bring together genotypes adapted to different
local environments, which on mating give rise to low-fitness 
offspring adapted to neither habitat. This is called ‘outbreeding
depression’, resulting from the break-up of coadapted combina-
tions of genes – a force acting against dispersal. The situation is
complicated by the fact that inbreeding depression is most likely
amongst populations that normally outbreed, since inbreeding itself
will purge populations of their deleterious recessives. None the
less, natural selection can be expected to favor a pattern of 
dispersal that is in some sense intermediate – maximizing fitness
by avoiding both inbreeding and outbreeding depression, though
these will clearly be by no means the only selective forces acting
on dispersal.
Certainly, there are several examples in plants of inbreeding
and outbreeding depression when pollen is transferred from
either close or distant donors, and in some cases both effects 
can be demonstrated in a single experiment. For example, when
larkspur (Delphinium nelsonii) offspring were generated by hand
pollinating with pollen brought from 1, 3, 10 and 30 m to the 
receptor flowers (Figure 6.9), both inbreeding and outbreeding
depression in fitness were apparent.
6.6.2 Avoiding kin competition
In fact, inbreeding avoidance is not the only force likely to favor
natal dispersal of offspring away from their close relatives. Such
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dispersal will also be favored because it decreases the likelihood
of competitive effects being directed at close kin. This was
explained in a classic modeling paper by Hamilton and May
(1977; see also Gandon & Michalakis, 2001), who demonstrated
that even in very stable habitats, all organisms will be under 
selective pressure to disperse some of their progeny. Imagine a
population in which the majority of organisms have a stay-at-home,
nondispersive genotype O, but in which a rare mutant genotype,
X, keeps some offspring at home but commits others to dis-
persal. The disperser X will suffer no competition in its own patch
from O-type individuals but will compete against O-type individuals
in their home patches. Disperser X will direct much of its com-
petitive effects at non-kin (with genotype O), while O directs all
of its competition at kin (also with genotype O). X will therefore
increase in frequency in the population. On the other hand, if 
the majority of the population are type X, whilst O is the rare
mutant, O will still do worse than X, since O can never displace
any of the Xs from their patches but has itself to contend with
several or many dispersers in its own patch. Dispersal is there-
fore said to be an evolutionarily stable strategy (ESS) (Maynard
Smith, 1972; Parker, 1984). A population of nondispersers will
evolve towards the ubiquitous possession of a dispersive tendency;
but a population of dispersers will be under no selective pressure
to lose that tendency. Hence, the avoidance of both inbreeding
and kin competition seem likely to give rise to higher emigration
rates at higher densities, when these forces are most intense.
There is indeed evidence for kin competition playing a role
in driving offspring away from their natal habitat (Lambin et al.,
2001), but much of it is indirect. For example, in the California
mouse, Peromyscus californicus, mean dispersal distance increased
with increasing litter size in males and, in females, with increas-
ing numbers of sisters in the litter (Ribble, 1992). The more kin
a young individual was surrounded by, the further it dispersed.
Lambin et al. (2001) concluded in their review, though, that
whereas there is plentiful evidence for density-dependent emigration
(see Section 6.3.3), there is little evidence for density-dependent
‘effective’ dispersal (emigration, transfer and immigration), in
part at least because immigration (and perhaps transfer) may be
inhibited at high densities. For example, in a study of kangaroo
rats, Dipodomys spectabilis, over several years during which 
density varied, dispersal was monitored first after juveniles had
become independent of their parents, but then again after they
had survived to breed themselves. The kangaroo rats occupy 
complex burrow systems containing food reserves, and these
remain more or less constant in number: high densities therefore
mean a saturated environment and more intense competition
( Jones et al., 1988). At the time of juvenile independence, density
had no effect on dispersal (i.e. on emigration); but by first breed-
ing, dispersal rates (i.e. effective dispersal rates) were lower at
higher densities (inverse density dependence) (Figure 6.10). In males,
this was mainly because they moved less between juvenile inde-
pendence and breeding. In females, it occurred mainly because
their survival rate in new patches was lower at high densities 
( Jones, 1988).
6.6.3 Philopatry
Effective dispersal is not straightforwardly density dependent at
least in part because there are also selective forces in favor of not
dispersing, but instead showing so-called philopatry or ‘home-
loving’ behavior (Lambin et al., 2001). This can come about
because there are advantages of inhabiting a familiar environment;
or individuals may cooperate with (or at least be prepared to 
tolerate) related individuals in the natal habitat that share a high
proportion of their genes; or individuals that do disperse may be
confronted with a ‘social fence’ of aggression or intolerance from
groups of unrelated individuals (Hestbeck, 1982). These forces, too,
may become more intense as the environment becomes more 
saturated. Thus, for example, Lambin and Krebs (1993) found in
Townsend’s voles, Microtus townsendii, in Canada, that the nests
or centers of activities of females that were first degree relatives
(mother–daughters, littermate sisters) were closer than those
that were second degree relatives (nonlittermate sisters, aunt–
nieces), which were closer than those that were more distantly
related, which in turn were closer than those not related at all.
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And in a study of Belding’s ground squirrels, Spermophilus beldingi,
even when females dispersed, they tended to settle near their 
sisters (Nunes et al., 1997). Moreover, there are examples of fit-
ness being higher when close kin are nearby. For instance, Lambin
and Yoccoz (1998) manipulated the relatedness of groups of
breeding females of Townsend’s vole, mimicking either a situa-
tion where the population had experienced philopatric recruitment
followed by high survival (‘high kinship’), or where the popula-
tion had experienced either low philopatric recruitment or high
mortality of recruits (‘low kinship’). Survival of pups, especially
early in their life, was significantly higher in the high kinship than
in the low kinship treatment.
Overall, then, the relationship between dispersal and density
will depend, just like all other adaptations, on evolved comprom-
ises to conflicting forces, and also on which aspect of dispersal
(emigration, effective dispersal, etc.) is the focus of attention. It
is no surprise either that, as we shall see below, the balance of
advantage works out differently for different groups: males and
females, old and young, and so on. Such variation also argues
against broad generalizations suggesting that dispersal is ‘typically’
at presaturation densities (i.e. before resource limitation is intense)
or for that matter at saturation densities (Lidicker, 1975).
6.7 Variation in dispersal within populations
6.7.1 Dispersal polymorphism
One source of variability in dispersal within populations is a
somatic polymorphism amongst the progeny of a single parent.
This is typically associated with habitats that are variable or
unpredictable. A classic example is the desert annual plant
Gymnarrhena micrantha. This bears very few (one to three) large
seeds (achenes) in flowers that remain unopened below the 
soil surface, and these seeds germinate in the original site of the
parent. The root system of the seedling may even grow down
through the dead parent’s root channel. But the same plants also
produce above-ground, smaller seeds with a feathery pappus, and
these are wind dispersed. In very dry years only the undispersed
underground seeds are produced, but in wetter years the plants
grow vigorously and produce a large number of seeds above
ground, which are released to the haz-
ards of dispersal (Koller & Roth, 1964).
There are very many examples of
such seed dimorphism amongst the
flowering plants. Both the dispersed and the ‘stay at home’ seeds
will, in their turn, produce both dispersed and ‘stay at home’
progeny. Moreover, the ‘stay at home’ seed is often produced from
self-pollinated flowers below ground or from unopened flowers,
whereas the seeds that are dispersed are more often the product
of cross-fertilization. Hence, the tendency to disperse is coupled
with the possession of new, recombinant (‘experimental’) geno-
types, whereas the ‘stay at home’ progeny are more likely to be
the product of self-fertilization.
A dimorphism of dispersers and nondispersers is also a common
phenomenon amongst aphids (winged and wingless progeny). As
this differentiation occurs during the phase of population growth
when reproduction is parthenogenetic, the winged and wingless
forms are genetically identical. The winged morphs are clearly
more capable of dispersing to new habitats, but they also often
have longer development times, lower fecundity, shorter lifespans
and hence a reduced intrinsic rate of increase (Dixon, 1998). It is
perhaps no surprise, therefore, that aphids may modify the pro-
portions of winged and wingless morphs in immediate response
to the environments in which they find themselves. The pea aphid,
Acyrthosiphon pisum, for example, produces more winged morphs
in the presence of predators (Figure 6.11), presumably as an escape
response from an adverse environment.
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Figure 6.11 The mean proportion 
(± SE) of winged morphs of the pea aphid,
Acyrthosiphon pisum, produced after two
separate periods of exposure to each of 
two predators: (a) hoverfly larvae and 
(b) lacewing larvae. Dark bars, predator
treatment; light bars, control. (After Kunert
& Weisser, 2003.)
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6.7.2 Sex-related differences
Males and females often differ in their liability to disperse.
Differences are especially strong in some insects, where it is the
male that is usually the more active disperser. For example, in
the winter moth (Operophtera brumata), the female is wingless whilst
the male is free-flying. In a seminal paper, Greenwood (1980) con-
trasted the sex-biased dispersal of birds and mammals. Amongst
birds it is usually the females that are the main dispersers, but
amongst mammals it is usually the males. Evolutionary explana-
tions for a sex bias have emphasized on the one hand the advant-
ages of a sex bias in its own right as a means of minimizing 
inbreeding, but also that details of the mating system may gen-
erate asymmetries in the costs and benefits of dispersal and
philopatry in the two sexes (Lambin et al., 2001). Thus, in birds,
competition for territories is typically most intense amongst
males. They, therefore, have most to gain from philopatry in terms
of being familiar with their natal habitat, whereas the dispersing
(and often monogamous) females may gain from exercising a 
choice of mate amongst the males. In mammals, the (often
polygamous) males may compete more often for mates than for 
territories, and they therefore have most to gain by dispersing to
areas with the largest number of defensible females.
6.7.3 Age-related differences
Much dispersal is natal dispersal, i.e. dispersal by juveniles before
they reproduce for the first time. In many taxa this is constitu-
tional: we have already noted that seed dispersal in plants is, by
its nature, natal dispersal. Likewise, many marine invertebrates
have a sessile adult (reproductive) stage and rely on their larvae
(obviously pre-reproductive) for dispersal. On the other hand, 
most insects have a sessile larval stage and rely on the reproductive
adults for dispersal. Here, for iteroparous species, dispersal is most
often something that occurs throughout the adult life, before 
and after the first breeding episode; but for semelparous species,
dispersal once again is almost inevitably natal.
Birds and mammals, once they have fledged or been weaned
and are independent of their mothers, also have the potential to
disperse throughout the rest of their lives. None the less, most
dispersal here, too, is natal (Wolff, 1997). Indeed, age-biases 
and sex-biases in dispersal, and the forces of inbreeding-avoidance,
competition-avoidance and philopatry, are all tied intimately
together in the patterns of dispersal observed in mammals. Thus,
for example, in an experiment with gray-tailed voles, Microtus 
canicaudus, 87% of juvenile males and 34% of juvenile females 
dispersed within 4 weeks of initial capture at low densities, but
only 16% and 12%, respectively, dispersed at high densities (Wolff
et al., 1997). There was massive juvenile dispersal, which was 
particularly pronounced in the males; and the inverse density 
dependence, and especially the very high rates at low densities,
argue in favor of inbreeding-avoidance as a major force shaping
the pattern.
6.8 The demographic signiﬁcance of dispersal
The ecological fact of life identified in Section 4.1 emphasized 
that dispersal can have a potentially profound effect on the
dynamics of populations. In practice, however, many studies
have paid little attention to dispersal. The reason often given is
that emigration and immigration are approximately equal, and 
they therefore cancel one another out. One suspects, though, that
the real reason is that dispersal is usually extremely difficult 
to quantify.
The nature of the role of dispersal
in population dynamics depends on
how we think of populations. The 
simplest view sees a population as a 
collection of individuals distributed more or less continuously over
a stretch of more or less suitable habitat, such that the popula-
tion is a single, undivided entity. Dispersal is then a process 
contributing to either the increase (immigration) or decrease
(emigration) in the population. Many populations, however, are
in fact metapopulations; that is, collections of subpopulations.
We noted in Section 6.3.1 the ubiquity of patchiness in eco-
logy and the importance of dispersal in linking patches to one
another. A subpopulation, then, occupies a habitable patch in 
the landscape, and it corresponds, in isolation, to the simple 
view of a population described above. But the dynamics of the
metapopulation as a whole is determined in large part by the 
rate of extinction of individual subpopulations, and the rate 
of colonization – by dispersal – of habitable but uninhabited
patches. Note, however, that just because a species occupies
more than one habitable site, each of which supports a popula-
tion, this does not mean that those populations comprise a
metapopulation. As we shall discuss more fully below, ‘classic’
metapopulation status is conferred only when extinction and
recolonization play a major role in the overall dynamics.
6.8.1 Modeling dispersal: the distribution of patches
The ways in which dispersal intervenes in the dynamics of 
populations can be envisaged, or indeed modeled mathematically,
in three different ways (see Kareiva, 1990; Keeling, 1999). The first
is an ‘island’ or ‘spatially implicit’ approach (Hanski & Simberloff,
1997; Hanski, 1999). Here, the key feature is that a proportion 
of the individuals leave their home patches and enter a pool of
dispersers and are then redistributed amongst patches, usually at
random. Thus, these models do not place patches at any specific
spatial location. All patches may lose or gain individuals through
dispersal, but all are, in a sense, equally distant from all other
••••
metapopulations and
subpopulations
EIPC06  10/24/05  1:55 PM  Page 176
DISPERSAL, DORMANCY AND METAPOPULATIONS 177
patches. Many metapopulation models, including the earliest
(Levins’ model, see below), come into this category, and despite
their simplicity (real patches do have a location in space) they have
provided important insights, in part because their simplicity
makes them easier to analyze.
In contrast, spatially explicit models acknowledge that the 
distances between patches vary, as do therefore the chances of
them exchanging individuals through dispersal. The earliest such
models, developed in population genetics, were linear ‘stepping
stones’, where dispersal occurred only between adjacent patches
in the line (Kimura & Weiss, 1964). More recently, spatially
explicit approaches have often involved ‘lattice’ models in which
patches are arranged on a (usually) square grid, and patches 
exchange dispersing individuals with ‘neighboring’ patches – 
perhaps the four with which they share a side, or the eight 
with which they make any contact at all, including the diagonals
(Keeling, 1999). Of course, despite being spatially explicit, such
models are still caricatures of patch arrangements in the real world.
They are none the less useful in highlighting new dynamic patterns
that appear as soon as space is incorporated explicitly: not only
spatial patterns (see, for example, Section 10.5.6), but also altered
temporal dynamics, including, for example, the increased prob-
ability of extinction of whole spatially explicit metapopulations 
as habitat is destroyed (Figure 6.12). Further spatially explicit 
models are also spatially ‘realistic’ (see Hanski, 1999) in that they
include information about the actual geometry of fragmented 
landscapes. One of these, the ‘incidence function model’ (Hanski,
1994b), is utilized below (Section 6.9.4).
Finally, the third approach treats space not as patchy at all but
as continuous and homogeneous, and usually models dispersal as
part of a reaction–diffusion system, where the dynamics at any
given location in space are captured by the ‘reaction’, and dispersal
is added as separate ‘diffusion’ terms. The approach has been more
useful in other areas of biology (e.g. developmental biology)
than it has in ecology. None the less, the mathematical under-
standing of such systems is strong, and they are particularly 
good at demonstrating how spatial variation (i.e. patchiness) can
be generated, internally, within an intrinsically homogeneous
system (Kareiva, 1990; Keeling, 1999).
6.8.2 Dispersal and the demography of single
populations
The studies that have looked carefully at dispersal have tended to
bear out its importance. In a long-term and intensive investiga-
tion of a population of great tits, Parus major, near Oxford, UK,
it was observed that 57% of breeding birds were immigrants rather
than born in the population (Greenwood et al., 1978). In a pop-
ulation of the Colorado potato beetle, Leptinotarsa decemlineata,
in Canada, the average emigration rate of newly emerged adults
was 97% (Harcourt, 1971). This makes the rapid spread of the 
beetle in Europe in the middle of the last century easy to under-
stand (Figure 6.13).
A profound effect of dispersal on the dynamics of a popula-
tion was seen in a study of Cakile edentula, a summer annual plant
growing on the sand dunes of Martinique Bay, Nova Scotia. The
population was concentrated in the middle of the dunes, and
declined towards both the sea and the land. Only in the area
towards the sea, however, was seed production high enough and
mortality sufficiently low for the population to maintain itself year
after year. At the middle and landward sites, mortality exceeded
seed production. Hence, one might have expected the population
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Figure 6.12 In a series of models, as an increasing fraction of
habitat is destroyed (left to right on the x-axis), the fraction of
available sites occupied (y-axis) declines until the whole population
is effectively extinct (no sites occupied). The diagonal dotted line
shows the relationship for a spatially implicit model in which all
sites are equally connected. The dots show output from a spatially
explicit lattice model: values are the means of five replicates 
(the model is probabilistic: each run is slightly different). Three
examples of the lattice are shown below, with 0.05. 0.40 and 0.70
of the patches destroyed (black). With little habitat destruction
(towards the left), an explicit spatial structure makes negligible
difference as the remaining patches are well connected to other
patches. But with more habitat destruction, patches in the lattice
become increasingly isolated and unlikely to be recolonized, and
many more of them remain unoccupied than in the spatially
implicit model. (After Bascompte & Sole, 1996.)
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to become extinct (Figure 6.14). But the distribution of Cakile did
not change over time. Instead, large numbers of seeds from the
seaward zone dispersed to the middle and landward zones.
Indeed, more seeds were dispersed into and germinated in these
two zones than were produced by the residents. The distribution
and abundance of Cakile were directly due to the dispersal of seeds
in the wind and the waves.
Probably the most fundamental consequence of dispersal for
the dynamics of single populations, though, is the regulatory effect
of density-dependent emigration (see Section 6.3.3). Locally, all
that was said in Chapter 5 regarding density-dependent mor-
tality applies equally to density-dependent emigration. Globally, 
of course, the consequences of the two may be quite different.
Those that die are lost forever and from everywhere. With 
emigration, one population’s loss may be another’s gain.
6.8.3 Invasion dynamics
In almost every aspect of life, there 
is a danger in imagining that what is
usual and ‘normal’ is in fact universal,
and that what is unusual or eccentric can safely be dismissed or
ignored. Every statistical distribution has a tail, however, and those
that occupy the tail are as real as the conformists that outnum-
ber them. So it is with dispersal. For many purposes, it is reasonable
to characterize dispersal rates and distances in terms of what is
typical. But especially when the focus is on the spread of a
species into a habitat that it has previously not been occupied,
those propagules dispersing furthest may be of the greatest
importance. Neubert and Caswell (2000), for example, analyzed
the rate of spread of two species of plants, Calathea ovandensis
and Dipsacus sylvestris. In both cases they found that the rate of
spread was strongly dependent on the maximum dispersal distance,
whereas variations in the pattern of dispersal at lesser distances
had little effect.
This dependence of invasion on rare long-distance dispersers
means, in turn, that the probability of a species invading a new
habitat may have far more to do with the proximity of a source
population (and hence the opportunity to invade) than it does on
the performance of the species once an initial bridgehead has been
established. For instance, the invasion of 116 patches of lowland
heath vegetation in southern England by scrub and tree species
was studied for the period from 1978 to 1987 (Figure 6.15) and
also from 1987 to 1996 (Nolan et al., 1998; Bullock et al., 2002). There
were four types of heath – dry, humid, wet and mire – and with
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production was prolific at the seaward site. Births, however, declined with plant density, and where births and deaths were equal, an
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Figure 6.15 The invasion (i.e. increase in
abundance) of most of the 116 patches of
lowland heath in Dorset, UK, by scrub 
and tree species between 1978 and 1987.
Coastland is to the south and the county
boundary to the east. (After Bullock et al.,
2002.)
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two periods, eight data sets on which an analysis could be carried
out. For six of these, a significant proportion of the variation in
the loss of heath to invading species could be accounted for. The
most important explanatory variables were those describing the
abundance of scrub and tree species in the vegetation bordering
the heath patches. Invasions, and thus the subsequent dynamics
of patches, were being driven by initiating acts of dispersal.
6.9 Dispersal and the demography of
metapopulations
6.9.1 The development of metapopulation theory:
uninhabited habitable patches
Recognition that many populations are in fact metapopulations
was firmly established around 1970, but there was a delay of around
20 years before that recognition was translated into action and
an increasing number of studies placed metapopulation dynamics
prominently on the ecological stage. Now, the danger is not so
much one of neglect, but that all populations are thought of as
metapopulations, simply because the world is patchy.
Central to the concept of a metapopulation is the idea,
emphasized by Andrewartha and Birch back in 1954, that habit-
able patches might be uninhabited simply because individuals have
failed to disperse into them. To establish that this is so, we need
to be able to identify habitable sites that are not inhabited. Only
very rarely has this been attempted. One method involves 
identifying characteristics of habitat patches to which a species is
restricted and then determining the distribution and abundance
of similar patches in which the species might be expected to occur.
The water vole (Arvicola terrestris) lives in river banks, and in a
survey of 39 sections of river bank in North Yorkshire, UK, 10
contained breeding colonies of voles (core sites), 15 were visited
by voles but they did not breed there (peripheral sites) and 14
were apparently never used or visited. A ‘principle component’ ana-
lysis was used to characterize the core sites, and on the basis of
these characteristics a further 12 unoccupied or peripheral sites
were identified that should have been suitable for breeding voles
(i.e. habitable sites). Apparently, about 30% of habitable sites were
uninhabited by voles because they were too isolated to be colo-
nized or in some cases suffered high levels of predation by mink
(Lawton & Woodroffe, 1991).
Habitable patches can also be identified for a number of rare
butterfly species because the larvae feed on only one or a few
patchily distributed plant species. Thomas et al. (1992) found that
the patches that remained uninhabited were small and isolated
from the sources of dispersal: the butterfly Phlebejus argus was 
able to colonize virtually all habitable sites less than 1 km 
from existing populations. Indeed, the habitability of some of 
the isolated (previously uninhabited) sites was established when
the butterfly was successfully introduced (Thomas & Harrison,
1992). This is the crucial test of whether a site is really habitable
or not.
6.9.2 The development of metapopulation theory:
islands and metapopulations
The classic book, The Theory of Island Biogeography by MacArthur
and Wilson (1967), was an important catalyst in radically changing
ecological theory in general. The authors developed their ideas
in the context of the dynamics of the animals and plants on real
(maritime) islands, which they interpreted as reflecting a balance
between the opposing forces of extinctions and colonizations. They
emphasized that some species (or local populations) spend most
of their time either recovering from past crashes or in phases of
invasion of new territories (islands), while others spend much of
their time at or around their carrying capacity. These two ends
of a continuum are the r- and K-species of Section 4.12. At one
extreme (r-species), individuals are good colonizers and have
characteristics favoring rapid population growth in an empty 
habitat. At the other end of the continuum (K-species) indi-
viduals are not such good colonizers but have characteristics
favoring long-term persistence in a crowded environment. 
K-species therefore have relatively low rates of both colonization
and extinction, whereas r-species have relatively high rates.
These ideas are developed further in the discussion of island 
biogeography in Chapter 21.
At about the same time as MacArthur and Wilson’s book was
published, a simple model of ‘metapopulation’ dynamics was
proposed by Levins (1969, 1970). Like MacArthur and Wilson, he
sought to incorporate into ecological thinking the essential
patchiness of the world around us. MacArthur and Wilson were
more concerned with whole communities of species, and envisaged
a ‘mainland’ that could provide a regular source of colonists for
the islands. Levins focused on populations of a single species and
awarded none of his patches special mainland status. Levins
introduced the variable p(t), the fraction of habitat patches occu-
pied at time t, reflecting an acceptance that not all habitable patches
are always inhabited.
The rate of change in the fraction of
occupied habitat (patches, p) is given in
Levins’ model as:
dp/dt = mp(1 − p) − µp, (6.1)
in which µ is the rate of local extinction of patches and m is the
rate of recolonization of empty patches. That is, the rate 
of recolonizations increases both with the fraction of empty
patches prone to recolonization (1 − p) and with the fraction of
occupied patches able to provide colonizers, p, whereas the rate
of extinctions increases simply with the fraction of patches prone
to extinction, p. Rewriting this equation, Hanski (1994a) showed
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that it is structurally identical to the logistic equation (see
Section 5.9):
dp/dt = (m − µ) p {1 − p/[1 − (m/µ)]}. (6.2)
Hence, as long as the intrinsic rate of recolonization exceeds the
intrinsic rate of extinction ((m − µ) > 0), the total metapopulation
will reach a stable equilibrium, with a fraction, 1 − (µ/m), of the
patches occupied.
The most fundamental message
from taking a metapopulation perspect-
ive, then, which emerges from even 
the simplest models, is that a meta-
population can persist, stably, as a
result of the balance between random
extinctions and recolonizations even though none of the local 
populations are stable in their own right. An example of this is
shown in Figure 6.16, where within a persistent, highly frag-
mented metapopulation of the Glanville fritillary butterfly
(Melitaea cinxia) in Finland, even the largest local populations 
had a high probability of declining to extinction within 2 years.
To re-state the message another way: if we wish to understand the
long-term persistence of a population, or indeed that population’s
dynamics, then we may need to look beyond the local rates 
of birth and death (and what determines them), or even the 
local rates of immigration and emigration. If the population as 
a whole functions as a metapopulation, then the rates of 
subpopulation extinction and colonization may be of at least 
comparable importance.
6.9.3 When is a population a metapopulation?
Two necessary features of a metapopulation have already been
established here: that individual subpopulations have a realistic
chance of experiencing both extinction and recolonization. To 
this we can add a third, which has been implicit in the discussion
thus far. The dynamics of the various subpopulations should be
largely independent, i.e. not synchronous. There would, after all,
be little hope of stability if when one subpopulation went extinct
they all did. Rather, asynchrony guarantees that as one goes
extinct (or even declines), there are likely to be others that are
thriving and generating dispersers, promoting the ‘rescue effect’
(Brown & Kodric-Brown, 1977) of the former by the latter.
Some metapopulations may con-
form to the ‘classic’ concept, in which
all the subpopulations have a realistic
(and roughly equal) chance of extinction, but in other cases 
there may be significant variation in either the size or quality of
individual patches. Thus, patches may be divided into ‘sources’
(donor patches) and ‘sinks’ (receiver patches) (Pulliam, 1988). In
source patches at equilibrium, the number of births exceeds the
number of deaths, whereas in sink patches the reverse is true.
Hence, source populations support one or more sink populations
within a metapopulation. The persistence of the metapopulation
depends not only on the overall balance between extinction and
recolonization, as in the simple model, but also on the balance
between sources and sinks.
In practice, of course, there is likely to be a continuum of types
of metapopulation: from collections of nearly identical local pop-
ulations, all equally prone to extinction, to metapopulations in
which there is great inequality between local populations, some
of which are effectively stable in their own right. This contrast is
illustrated in Figure 6.17 for the silver-studded blue butterfly
(Plejebus argus) in North Wales.
Just because a population is patchily distributed, however, this
does not necessarily make it a metapopulation (Harrison &
Taylor, 1997; Bullock et al., 2002). First, a population may be patchily
distributed, but dispersal between the patches may be so great
that the dynamics of the individual patches are no longer inde-
pendent: a single population, albeit occupying a heterogeneous
habitat. Alternatively, patches may be so isolated from one
another that dispersal between them is negligible: a series of 
effectively separate populations.
Finally, and perhaps most commonly, all patches may simply
have a negligible chance of extinction, at least on observable
timescales. This means that their dynamics may be influenced 
by birth, death, immigration and emigration – but not to any
significant degree by extinction or recolonization. This last 
category comes closest to being a true metapopulation, and
there can be little doubt that the title has been given to many
patchy populations fitting this description. Of course, there can
be a danger in being overprotective of the purity of definitions.
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Figure 6.16 Comparison of the local population sizes in June
1991 (adults) and August 1993 (larvae) of the Glanville fritillary
butterfly (Melitaea cinxia) on Åland island in Finland. Multiple data
points are indicated by numbers. Many 1991 populations, including
many of the largest, had become extinct by 1993. (After Hanski 
et al., 1995.)
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What harm can there be if, as interest in the metapopulation 
concept grows, the term itself is extended to a wider variety 
of ecological scenarios? Perhaps none – and the spread of the 
term’s usage to populations originally beyond its reach may, in
any case, be unstoppable. But a word, like any other signal, is only
effective if the receiver understands what the sender intends. 
At the very least, care should be taken by users of the term to
confirm whether the extinction and recolonization of patches 
has been established.
The problem of identifying meta-
populations is especially apparent 
for plants (Husband & Barrett, 1996;
Bullock et al., 2002). There is no doubt
that many plants inhabit patchy envi-
ronments, and apparent extinctions of local populations may be
common. This is shown in Figure 6.18 for the annual aquatic plant
Eichhornia paniculata, living in temporary ponds and ditches in arid
regions in northeast Brazil. However, the applicability of the idea
of recolonization following a genuine extinction is questionable
in any plant species that has a buried seed bank. In E. paniculata,
for instance, the heavy seeds almost always drop in the immedi-
ate vicinity of the parent rather than being dispersed to other
patches. ‘Extinctions’ are typically the result of the catastrophic
loss of habitat (note in Figure 6.18 that the chance of extinction
has effectively nothing to do with the previous population size) 
and ‘recolonizations’ are almost always simply the result of the
germination of seeds following habitat restoration. Recolon-
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Figure 6.17 Two metapopulations of the silver-studded blue butterfly (Plejebus argus) in North Wales: (a) in a limestone habitat in the
Dulas Valley, where there was a large number of persistent (often larger) local populations amongst smaller, much more ephemeral local
populations; (b) in a heathland habitat at South Stack Cliffs, where the proportion of smaller and ephemeral populations was much greater.
Filled outlines, present in both 1983 and 1990; open outlines, not present at both times; e, present only in 1983 (presumed extinction); 
c, present only in 1990 (presumed colonization). (After Thomas & Harrison, 1992.)
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Figure 6.18 Of 123 populations of the annual aquatic plant
Eichhornia paniculata in northeast Brazil observed over a 1-year
time interval, 39% went extinct, but the mean initial size of those
that went extinct (dark bars) was not significantly different from
those that did not (pale bars). (Mann-Whitney U = 1925, P > 0.3.)
(After Husband & Barrett, 1996.)
ization by dispersal, a prerequisite for a true metapopulation, is
extremely rare.
Moreover, as Bullock et al. (2002) point out, of the plant 
studies that have documented patch extinctions and colonizations,
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the vast majority have been in recently emerged patches (the 
early stages of succession, see Chapter 16). Extinctions mostly 
occur when the vegetation in a patch develops to a state where
it is no longer suitable for the plant species in question, and 
that patch is therefore also not suitable for recolonization by the
same species. This is ‘habitat tracking’ (Harrison & Taylor, 1997)
rather than the repeated extinction and recolonization of the same
habitat that is central to the concept of a metapopulation.
6.9.4 Metapopulation dynamics
Levins’ simple model does not take into account the variation 
in size of patches, their spatial locations, nor the dynamics of 
populations within individual patches. Not surprisingly, models
that do take all these highly relevant variables into account
become mathematically complex (Hanski, 1999). Nevertheless, the
nature and consequences of some of these modifications can be
understood without going into the details of the mathematics.
For example, imagine that the habitat patches occupied by a
metapopulation vary in size and that large patches support larger
local populations. This allows persistence of the metapopulation,
with lower rates of colonization than would otherwise be the 
case, as a result of the lowered rates of extinction on the larger
patches (Hanski & Gyllenberg, 1993). Indeed, the greater the 
variation in patch size, the more likely it is that the metapopula-
tion will persist, other things being equal. Variations in the size
of local populations may, alternatively, be the result of variations
in patch quality rather than patch size: the consequences would
be broadly the same.
The probability of extinction of local populations typically
declines as local population size increases (Hanski, 1991). More-
over, as the fraction of patches occupied by the metapopulation,
p, increases, there should on average be more migrants, more 
immigration into patches, and hence larger local populations
(confirmed, for example, for the Glanville fritillary – Hanski et al.,
1995). Thus, the extinction rate, µ, should arguably not be 
constant as it is in the simple model, but should decline as p
increases. Models incorporating this effect (Hanski, 1991; Hanski
& Gyllenberg, 1993) often give rise to an intermediate unstable
threshold value of p. Above the threshold, the sizes of local 
populations are sufficiently large, and their rate of extinction
sufficiently low, for the metapopulation to persist at a relatively
high fraction of patches, as in the simple model. Below the
threshold, however, the average size of local populations is 
too low and their rate of extinction hence too high. The meta-
population declines either to an alternative stable equilibrium 
at p = 0 (extinction of the whole metapopulation) or to one in 
which p is low, where essentially only
the most favorable patches are occupied.
Different metapopulations of the
same species might therefore be
expected to occupy either a high or a low fraction of their 
habitable patches (the alternative stable equilibria) but not an 
intermediate fraction (close to the threshold). Such a bimodal 
distribution is indeed apparent for the Glanville fritillary in
Finland (Figure 6.19). In addition, these alternative equilibria
have potentially profound implications for conservation (see
Chapter 15), especially when the lower equilibrium occurs at 
p = 0, suggesting that the threat of extinction for any metapopu-
lation may increase or decline quite suddenly as the fraction of 
habitable patches occupied moves below or above some thresh-
old value.
One study drawing many of the preceding threads together
examined the dynamics of a presumed metapopulation of a small
mammal, the American pika Ochotona princeps, in California
(Moilanen et al., 1998). (The qualifier ‘presumed’ is necessary
because dispersal between habitat patches was itself presumed
rather than actually observed (see Clinchy et al., 2002).) The
overall metapopulation could itself be divided into northern,
middle and southern networks, and the patch occupancy in each
was determined on four occasions between 1972 and 1991
(Figure 6.20a). These purely spatial data were used alongside 
more general information on pika biology, to provide parameter
values for Hanski’s (1994b) incidence function model (see Sec-
tion 6.8.1). This was then used to simulate the overall dynamics
of each of the networks, with a realistic degree of stochastic 
variation incorporated, starting from the observed situation in 
1972 and either treating the entire metapopulation as a single 
entity (Figure 6.20b) or simulating each of the networks in 
isolation (Figure 6.20c).
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Figure 6.19 The bimodal frequency distribution of patch
occupancy (proportion of habitable patches occupied, p) amongst
different metapopulations of the Glanville fritillary (Melitaea cinxia)
on Åland island in Finland. (After Hanski et al., 1995.)
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The data themselves (Figure 6.20a) show that the northern net-
work maintained a high occupancy throughout the study period,
the middle network maintained a more variable and much lower
occupancy, while the southern network suffered a steady and sub-
stantial decline. The output from the incidence function model
(Figure 6.20b) was very encouraging in mirroring accurately
these patterns in temporal dynamics despite being based only on
spatial data. In particular, the southern network was predicted to
collapse periodically to overall extinction but to be rescued by the
middle network acting, despite its low occupancy, as a stepping
stone from the much more buoyant northern network. This
interpretation is supported by the results when the three networks
are simulated in isolation (Figure 6.20c). The northern network
remains at a stable high occupancy; but the middle network, starved
of migrants from the north, rapidly and predictably crashes; and
the southern network, while not so unstable, eventually suffers
the same fate. On this view, then, within the metapopulation as
a whole, the northern network is a source and the middle and
southern networks are sinks. Thus, there is no need to invoke
any environmental change to explain the decline in the southern
network; such declines are predicted even in an unchanging
environment.
Even more fundamentally, these results illustrate how whole
metapopulations can be stable when their individual subpopula-
tions are not. Moreover, the comparison of the northern and 
middle networks, both stable but at very different occupancies,
shows how occupancy may depend on the size of the pool of 
dispersers, which itself may depend on the size and number of
the subpopulations.
Finally, these simulations direct us
to a theme that recurs throughout this
book. Simple models (and one’s own
first thoughts) often focus on equilibria attained in the long
term. But in practice such equilibria may rarely be reached. In
the present case, stable equilibria can readily be generated in 
simple metapopulation models, but the observable dynamics of
a species may often have more to do with the ‘transient’ behavior
of its metapopulations, far from equilibrium. To take another ex-
ample, the silver-spotted skipper butterfly (Hesperia comma) declined
steadily in Great Britain from a widespread distribution over
most calcareous hills in 1900, to 46 or fewer refuge localities (local
populations) in 10 regions by the early 1960s (Thomas & Jones,
1993). The probable reasons were changes in land use – increased
ploughing of unimproved grasslands and reduced stocking with
••••
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domestic grazing animals – and the virtual elimination of rab-
bits by myxomatosis with its consequent profound vegetational
changes. Throughout this nonequilibrium period, rates of local
extinction generally exceeded those of recolonization. In the
1970s and 1980s, however, the reintroduction of livestock and 
the recovery of the rabbits led to increased grazing and the 
number of suitable habitats increased again. Recolonization
exceeded local extinction – but the spread of the skipper
remained slow, especially into localities isolated from the 1960s
refugia. Even in southeast England, where the density of refugia
was greatest, it is predicted that the abundance of the butterfly
will increase only slowly – and remain far from equilibrium – for
at least 100 years.
Summary
We distinguish between dispersal and migration, and within 
dispersal between emigration, transfer and immigration.
Various categories of active and passive dispersal are
described, including especially passive dispersal in the seed rain
and the guerrilla and phalanx strategies of clonal dispersers.
Random, regular and aggregated distributions are explained,
and the importance of scale and patchiness in the perception 
of such distributions is emphasized, especially in the context 
of environmental ‘grain’. Forces favoring and diluting aggrega-
tions are elaborated, including the theory of the selfish herd and
density-dependent dispersal.
We describe some of the main patterns of migration at a range
of scales – tidal, diurnal, seasonal and intercontinental – including
those that recur repeatedly and those that occur just once.
We examine dormancy as migration in time in both animals
(especially diapause) and plants. The importance of photoperiod
in the timing of dormancy is emphasized.
The relationship between dispersal and density is examined 
in detail. The roles of in- and outbreeding in driving density 
dependences are explained, including especially the importance
of avoiding kin competition on the one hand and the attractions
of philopatry on the other.
We describe a variety of types of variation in dispersal within
populations: polymorphisms and sex- and age-related differences.
We turn to the demographic significance of dispersal and
introduce the concept of the metapopulation composed of a
number of subpopulations. Dispersal can be incorporated into 
the dynamics of populations, and modeled, in three different 
ways: (i) an ‘island’ or ‘spatially implicit’ approach; (ii) a spatially
explicit approach that acknowledges that the distances between
patches vary; and (iii) an approach treating space as continuous
and homogeneous.
Probably the most fundamental consequence of dispersal 
for the dynamics of single populations is the regulatory effect 
of density-dependent emigration. It is important also, though, to
recognize the importance of rare long-distance dispersers in 
invasion dynamics.
Metapopulation theory developed from the earlier concept 
of the uninhabited habitable patch. Its origin as a concept in its
own right was the Levins’ model, which established the most 
fundamental message: that a metapopulation can persist, stably,
as a result of the balance between random extinctions and recolon-
izations, even though no subpopulations are stable in their own
right.
Not all patchily distributed populations are metapopulations,
so we address the question ‘When is a population a meta-
population?’, which may be particularly problematic with plant 
populations.
Finally, we explore the dynamics of metapopulations, em-
phasizing especially the likely importance of alternative stable 
equilibria.
••••
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7.1 Introduction
The expanding human population
(Figure 7.1) has created a wide variety
of environmental problems. Our species
is not unique in depleting and con-
taminating the environment but we
are certainly unique in using fire, fossil
fuels and nuclear fission to provide the energy to do work. This
power generation has had far-reaching consequences for the
state of the land, aquatic ecosystems and the atmosphere, with
dramatic repercussions for global climate (see Chapter 2). More-
over, the energy generated has provided people with the power
to transform landscapes (and waterscapes) through urbanization,
industrial agriculture, forestry, fishing and mining. We have 
polluted land and water, destroyed large areas of almost all kinds
of natural habitat, overexploited living resources, transported
organisms around the world with negative consequences for
native ecosystems, and driven a multitude of species close to 
extinction.
An understanding of the scope of 
the problems facing us, and the means
to counter and solve these problems,
depends absolutely on a proper grasp of
ecological fundamentals. In the first
section of this book we have dealt with the ecology of individual
organisms, and of populations of organisms of single species
(population interactions will be the subject of the second section).
Here we switch attention to how this knowledge can be turned
to advantage by resource managers. At the end of the second and
third sections of the book we will address, in a similar manner,
the application of ecological knowledge at the level of population
interactions (Chapter 15) and then of communities and ecosys-
tems (Chapter 22).
Individual organisms have a physi-
ology that fits them to tolerate partic-
ular ranges of physicochemical conditions and dictates their need
for specific resources (see Chapters 2 and 3). The occurrence and
distribution of species therefore depends fundamentally on their
physiological ecology and, for animals, their behavioral repertoire
too. These facts of ecological life are encapsulated in the concept
of the niche (see Chapter 2). We have observed that species 
do not occur everywhere that conditions and resources are
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appropriate for them. However, management strategies often rely
on an ability to predict where species might do well, whether we
wish to restore degraded habitats, predict the future distribution
of invasive species (and through biosecurity measures prevent their
arrival), or conserve endangered species in new reserves. Niche
theory therefore provides a vital foundation for many manage-
ment actions. We deal with this in Section 7.2.
The life history of a species (see
Chapter 4) is another basic feature that
can guide management. For example,
whether organisms are annuals or
perennials, with or without dormant stages, large or small, or 
generalists or specialists may influence their likelihood of being
a successful part of a habitat restoration project, a problematic
invader or a candidate for extinction and therefore worthy of 
conservation priority. We turn to these ideas in Section 7.3.
A particularly influential feature of the behavior of organ-
isms, whether animals or plants, is their pattern of movement 
and dispersion (see Chapter 6). Knowledge of animal migratory
behavior can be especially important in attempts to restore 
damaged habitats, predict and prioritize invaders, and design
conservation reserves. This is covered in Section 7.4.
Conservation of endangered species
requires a thorough understanding of
the dynamics of small populations. In
Section 7.5 we deal with an approach
called population viability analysis (PVA), an assessment of
extinction probabilities that depends on knowledge of life tables
(see Chapter 4, in particular Section 4.6), population rates of increase
(see Section 4.7), intraspecific competition (see Chapter 5), density
dependence (see Section 5.2), carrying capacities (see Section 5.3)
and, in some cases, metapopulation structure (if the endangered
species occurs in a series of linked subpopulations – see Section 6.9).
As we shall see in Part 2 of this book (and particularly in the syn-
thesis provided in Chapter 14), the determination of abundance,
and thus the likelihood of extinction of a population, depends 
not only on intrinsic properties of individual species (birth and
death rates, etc.) but also on interactions with other species in
their community (competitors, predators, parasites, mutualists, etc.).
However, PVA usually takes a more simplistic approach and does
not deal explicitly with these complications. For this reason, the
topic is dealt with in the present chapter.
One of the biggest future challenges
to organisms, ecologists and resource
managers is global climate change (see
Section 2.9). Attempts to mitigate pre-
dicted changes to climate have an ecological dimension (e.g.
plant more trees to soak up some of the extra carbon dioxide 
produced by the burning of fossil fuels), although mitigation must
also focus on the economic and sociopolitical dimensions of the
problem. This is discussed in Chapter 22, because the relevant 
issues relate to ecosystem functioning. However, in the current
chapter we deal with the way we can use knowledge about the
ecology of individual organisms to predict and manage the con-
sequences of global climate change such as the spread of disease
and weeds (see Section 7.6.1) and the positioning of conservation
reserves (see Section 7.6.2).
Given the pressing environmental problems we face, it is 
not surprising that a large number of ecologists now perform
research that is applied (i.e. aimed directly at such problems) 
and then publish it in specialist scientific journals. But to what
extent is this work assimilated and used by resource managers?
Questionnaire assessments by two applied journals, Conservation
Biology (Flashpohler et al., 2000) and the Journal of Applied Ecology
(Ormerod, 2003), revealed that 82 and 99% of responding authors,
respectively, made management recommendations in their papers.
Of these, it is heartening to note that more than 50% of respon-
dents reported that their work had been taken up by managers.
For papers published between 1999 and 2001 in the Journal of 
Applied Ecology, for example, the use of findings by managers most 
commonly involved planning aimed at species and habitats of 
conservation importance, pest species, agroecosystems, river
regulation and reserve design (Ormerod, 2003).
7.2 Niche theory and management
7.2.1 Restoration of habitats impacted by 
human activities
The term ‘restoration ecology’ can be
used, rather unhelpfully, to encompass
almost every aspect of applied ecology
(recovery of overexploited fisheries, removal of invaders, reveg-
etation of habitat corridors to assist endangered species, etc.)
(Ormerod, 2003). We restrict our consideration here to restora-
tion of landscapes and waterscapes whose physical nature has been
affected by human activities, dealing specifically with mining, inten-
sive agriculture and water abstraction from rivers.
Land that has been damaged by
mining is usually unstable, liable to
erosion and devoid of vegetation.
Tony Bradshaw, the father of restora-
tion ecology, noted that the simple
solution to land reclamation is the reestablishment of vegetation
cover, because this will stabilize the surface, be visually attractive
and self-sustaining, and provide the basis for natural or assisted
succession to a more complex community (Bradshaw, 2002).
Candidate plants for reclamation are those that are tolerant of 
the toxic heavy metals present; such species are characteristic of 
naturally metalliferous soils (e.g. the Italian serpentine endemic
Alyssum bertolonii) and have fundamental niches that incorporate
the extreme conditions. Moreover, of particular value are ecotypes
(genotypes within a species having different fundamental niches
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– see Section 1.2.1) that have evolved resistance in mined areas.
Antonovics and Bradshaw (1970) were the first to note that the
intensity of selection against intolerant genotypes changes
abruptly at the edge of contaminated areas, and populations on
contaminated areas may differ sharply in their tolerance of heavy
metals over distances as small as 1.5 m (e.g. sweet vernal grass,
Anthoxanthum odoratum). Subsequently, metaltolerant grass cul-
tivars were selected for commercial production in the UK for use
on neutral and alkaline soils contaminated by lead or zinc
(Festuca rubra cv ‘Merlin’), acidic lead and zinc wastes (Agrostis 
capillaris cv ‘Goginan’) and acidic copper wastes (A. capillaris cv
‘Parys’) (Baker, 2002).
Since plants lack the ability to move,
many species that are characteristic 
of metalliferous soils have evolved 
biochemical systems for nutrient acquisi-
tion, detoxification and the control of
local geochemical conditions (in effect, they help create the con-
ditions appropriate to their fundamental niche). Phytoremediation
involves placing such plants in contaminated soil with the aim of
reducing the concentrations of heavy metals and other toxic
chemicals. It can take a variety of forms (Susarla et al., 2002).
Phytoaccumulation occurs when the contaminant is taken up by
the plants but is not degraded rapidly or completely; these
plants, such as the herb Thlaspi caerulescens that hyperaccumulates
zinc, are harvested to remove the contaminant and then replaced.
Phytostabilization, on the other hand, takes advantage of the abil-
ity of root exudates to precipitate heavy metals and thus reduce
bioavailability. Finally, phytotransformation involves elimination 
of a contaminant by the action of plant enzymes; for example,
hybrid poplar trees Populus deltoides x nigra have the remarkable
ability to degrade TNT (2,4,6-trinitrotoluene) and show promise
in the restoration of munition dump areas. Note that microorgan-
isms are also used for remediation in polluted situations.
Sometimes the aim of land man-
agers is to restore the landscape for 
the benefit of a particular species. The
European hare Lepus europaeus pro-
vides a case in point. The hare’s fun-
damental niche includes landscapes
created over the centuries by human activity. Hares are most 
common in farmed areas but populations have declined where
agriculture has become too intensive and the species is now 
protected. Vaughan et al. (2003) used a farm postal survey (1050
farmers responded) to investigate the relationships between hare
abundance and current land management. Their aim was to
establish key features of the two most significant niche dimen-
sions for hares, namely resource availability (crops eaten by hares)
and habitat availability, and then to propose management action
to maintain and restore landscapes beneficial to the species.
Hares were more common on arable farms, especially on those
growing wheat or beet, and where fallow land was present
(areas not currently used for crops). They were less common on
pasture farms, but the abundance of hares increased if ‘improved’
grass (ploughed, sown with a grass mixture and fertilized), some
arable crops or woodland were present (Table 7.1). To increase
the distribution and abundance of hares, Vaughan et al.’s (2003)
recommendations include the provision on all farms of forage 
and year-round cover (from foxes Vulpes vulpes), the provision of
woodland, improved grass and arable crops on pasture farms, and
of wheat, beet and fallow land on
arable farms.
One of the most pervasive of human
influences on river ecosystems has been
••••
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Variable Variable description Arable farms Pasture farms
Wheat Wheat Triticum aestivum (no, yes) *** –
Barley Barley (no, yes) ** –
Cereal Other cereals (no, yes) NS –
Spring Any cereal grown in spring? (no, yes) * –
Maize Maize (no, yes) NS –
Rape Oilseed rape Brassica napus (no, yes) ** –
Legume Peas/beans/clover Trifolium sp. (no, yes) ** –
Linseed Flax Linum usitatissimum (no, yes) NS –
Horticulture Horticultural crops (no, yes) NS –
Beet Beet Beta vulgaris (no, yes) *** –
Arable Arable crops present (see above; no, yes) – **
Grass Grass (including ley, nonpermanent) (no, yes) NS –
Type grass Ley, improved, semi-improved, unimproved NS ***
Fallow Set aside/fallow (no, yes) *** –
Woods Woodland/orchard (no, yes) NS *
NS, not signiﬁcant.
Table 7.1 Habitat variables potentially
determining the abundance of hares
(estimated from the frequency of hare
sightings), analyzed separately for arable
and pasture farms. Analysis was not
performed for variables where fewer than
10% of farmers responded (–). For those
variables that were significantly related to
whether or not hares were seen by farmers
(*, P < 0.05; **, P < 0.01; ***, P < 0.001), 
the variable descriptor associated with
most frequent sightings are shown in 
bold. (After Vaughan et al., 2003.)
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the regulation of discharge, and river restoration often involves
reestablishing aspects of the natural flow regime. Water abstrac-
tion for agricultural, industrial and domestic use has changed 
the hydrographs (discharge patterns) of rivers both by reducing
discharge (volume per unit time) and altering daily and seasonal
patterns of flow. The rare Colorado pikeminnow, Ptychocheilus
lucius, is a piscivore (fish-eater) that is now restricted to the upper
reaches of the Colorado River. Its present distribution is positively
correlated with prey fish biomass, which in turn depends on the
biomass of invertebrates upon which the prey fish depend, and
this, in its turn, is positively correlated with algal biomass, the basis
of the food web (Figure 7.2a–c). Osmundson et al. (2002) argue
that the rarity of pikeminnows can be traced to the accumulation
of fine sediment (reducing algal productivity) in downstream
regions of the river. Fine sediment is not part of the funda-
mental niche of pikeminnows. Historically, spring snowmelt often
produced flushing discharges with the power to mobilize the bed 
of the stream and remove much of the silt and sand that would
otherwise accumulate. As a result of river regulation, however,
the mean recurrence interval of such discharges has increased 
from once every 1.3–2.7 years to only once every 2.7–13.5 years
(Figure 7.2d), extending the period of silt accumulation.
High discharges can influence fish in other ways too by, 
for example, maintaining side channels and other elements of 
habitat heterogeneity, and by improving substrate conditions 
for spawning (all elements of the fundamental niche of particular
species). Managers must aim to incorporate ecologically influen-
tial aspects of the natural hydrograph of a river into river restora-
tion efforts, but this is easier said than done. Jowett (1997)
describes three approaches commonly used to define minimum
discharges: historic flow, hydraulic geometry and habitat assess-
ment. The first of these assumes that some percentage of the mean
discharge is needed to maintain a ‘healthy’ river ecosystem: 30%
is often used as a rule of thumb. Hydraulic methods relate 
discharge to the hydraulic geometry of stream channels (based 
on multiple measurements of river cross-sections); river depth and
width begin to decline sharply at discharges less than a certain
percentage of mean discharge (10% in some rivers) and this
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Figure 7.2 Interrelationships among biological parameters measured in a number of reaches of the Colorado River in order to determine
the ultimate causes of the declining distribution of Colorado pikeminnows. (a) Invertebrate biomass versus algal biomass (chlorophyll a).
(b) Prey fish biomass versus algal biomass. (c) Pikeminnow density versus prey fish biomass (from catch rate per minute of electrofishing).
(d) Mean recurrence intervals in six reaches of the Colorado River (for which historic data were available) of discharges necessary to
produce widespread stream bed mobilization and to remove silt and sand that would otherwise accumulate, during recent (1966–2000) 
and preregulation periods (1908–42). Lines above the histograms show maximum recurrence intervals. (After Osmundson et al., 2002.)
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inflection point is sometimes used as a basis for setting a minimum
discharge. Finally, habitat assessment methods are based on dis-
charges that meet specified ecological criteria, such as a critical
amount of food-producing habitat for particular fish species.
Managers need to beware the simplified assumptions inherent in
these various approaches because, as we saw with the pikemin-
nows, the integrity of a river ecosystem may require something
other than setting a minimum discharge, such as infrequent but
high flushing discharges.
7.2.2 Dealing with invasions
It is not straightforward to visualize the
multidimensional niche of a species
when more than three dimensions are
involved (see Chapter 2). However, a
mathematical technique called ordination (discussed more fully in
Section 16.3.2) allows us to simultaneously analyze and display
species and multiple environmental variables on the same graph,
the two dimensions of which combine the most important of 
the niche dimensions. Species with similar niches appear close
together on the graph. Influential environmental factors appear
as arrows indicating their direction of increase within the two
dimensions of the graph. Marchetti and Moyle (2001) used an 
ordination method called canonical correspondence analysis to
describe how a suite of fish species – 11 native and 14 invaders –
are related to environmental factors at multiple sites in a regu-
lated stream in California (Figure 7.3). It is clear that the native
and invasive species occupy different parts of the niche space: most
of the native species occurred in places associated with higher mean
discharge (m3 s−1), good canopy cover (higher levels of percent
shade), lower concentrations of plant nutrients (lower conductivity,
µS), cooler temperatures (°C) and less pool habitat in the stream
(i.e. greater percent of fast flowing, shallow riffle habitat). This
combination of variables reflects the natural condition of the stream.
The pattern for introduced species
was generally the opposite: invaders
were favored by the present com-
bination of conditions where water
regulation had reduced discharge and
increased the representation of slower flowing pool habitat,
riparian vegetation had been removed leading to higher stream
temperatures, and nutrient concentrations had been increased by
agricultural and domestic runoff. Marchetti and Moyle (2001) con-
cluded that restoration of more natural flow regimes is needed
to limit the advance of invaders and halt the continued down-
ward decline of native fish in this part of the western USA. It should
not be imagined, however, that invaders inevitably do less well
in ‘natural’ flow regimes. Invasive brown trout (Salmo trutta) in
New Zealand streams seem to do better in the face of high dis-
charge events than some native galaxiid fish (Townsend, 2003).
Of the invader taxa responsible for
economic losses, fish are a relatively
insignificant component. Table 7.2
breaks down the tens of thousands 
of exotic invaders in the USA into a 
variety of taxonomic groups. Among these, the yellow star thistle
(Centaurea solstitalis) is a crop weed that now dominates more than
4 million ha in California, resulting in the total loss of once 
productive grassland. Rats are estimated to destroy US$19 billion
of stored grains nationwide per year, as well as causing fires (by
gnawing electric wires), polluting foodstuffs, spreading diseases
and preying on native species. The red fire ant (Solenopsis invicta)
kills poultry, lizards, snakes and ground-nesting birds; in Texas
alone, its estimated damage to livestock, wildlife and public
health is put at about $300 million per year, and a further 
$200 million is spent on control. Large populations of the zebra 
mussel (Dreissena polymorpha) threaten native mussels and other
fauna, not only by reducing food and oxygen availability but 
by physically smothering them. The mussels also invade and 
clog water intake pipes, and millions of dollars need to be spent
clearing them from water filtration and hydroelectric generating
plants. Overall, pests of crop plants, including weeds, insects and
pathogens, engender the biggest economic costs. However,
imported human disease organisms, particularly HIV and influenza
viruses, cost $7.5 billion to treat and result in 40,000 deaths per year.
(See Pimentel et al., 2000, for further
details and references.)
The alien plants of the British Isles
illustrate a number of points about
invaders and the niches they fill
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Figure 7.3 Plot of results of canonical correspondence analysis
(first two CCA axes) showing native species of fish (), introduced
invader species (5) and five influential environmental variables
(arrows represent the correlation of the physical variables with 
the canonical axes). (After Marchetti & Moyle, 2001.)
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(Godfray & Crawley, 1998). Species whose niches encompass areas
where people live and work are more likely to be transported to
new regions, where they will tend to be deposited in habitats like
those where they originated. Thus more invaders are found in
disturbed habitats close to transport centers and fewer are found
in remote mountain areas (Figure 7.4a). Moreover, more invaders
arrive from nearby locations (e.g. Europe) or from remote loca-
tions whose climate (and therefore the invader’s niche) matches
that found in Britain (Figure 7.4b). Note the small number of alien
plants from tropical environments; these species usually lack the
frost-hardiness required to survive the British winter. Shea and
Chesson (2002) use the phrase niche opportunity to describe the
potential provided in a given region for invaders to succeed – in
terms of a high availability of resources and appropriate physico-
chemical conditions (coupled with a lack or scarcity of natural 
enemies). They note that human activities often disrupt conditions
••••
Table 7.2 Estimated annual costs (billions of US$) associated with invaders in the United States. Taxonomic groups are ordered in terms
of the total costs associated with them. (After Pimentel et al., 2000.)
Type of organism Number of invaders Major culprits Loss and damage Control costs Total costs
Microbes (pathogens) > 20,000 Crop pathogens 32.1 9.1 41.2
Mammals 20 Rats and cats 37.2 NA 37.2
Plants 5,000 Crop weeds 24.4 9.7 34.1
Arthropods 4,500 Crop pests 17.6 2.4 20.0
Birds 97 Pigeons 1.9 NA 1.9
Molluscs 88 Asian clams, Zebra mussels 1.2 0.1 1.3
Fishes 138 Grass carp, etc. 1.0 NA 1.0
Reptiles, amphibians 53 Brown tree snake 0.001 0.005 0.006
NA, not available.
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Figure 7.4 The alien flora of the British
Isles: (a) according to community type
(note the large number of aliens in open,
disturbed habitats close to human
settlements) and (b) by geographic origin
(reflecting proximity, trade and climatic
similarity). (After Godfray & Crawley,
1998.)
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in ways that provide niche opportunities for invaders – river 
regulation is a case in point. Not all invaders cause obvious eco-
logical harm or economic loss; indeed some ecologists distinguish
exotic species that establish without significant consequences
from those they consider ‘truly invasive’ – whose populations
expand ‘explosively’ in their new environment, with significant
impacts for indigenous species. Managers need to differentiate
among potential new invaders both according to their likelihood
of establishing should they arrive in a new region (largely depend-
ent on their niche requirements) and in relation to the probability
of having dramatic consequences in the receiving community 
(dealt with in Chapter 22). Management strategies to get rid of
invading pests usually require an understanding of the dynamics
of interacting populations and are covered in Chapter 17.
7.2.3 Conservation of endangered species
The conservation of species at risk often involves establishing pro-
tected areas and sometimes the translocation of individuals to new
locations. Both approaches should be based on considerations of
the niche requirements of the species concerned.
The overwintering habitat in
Mexico is absolutely critical for the
monarch butterfly (Danaus plexippus),
which breeds in southern Canada and
the eastern United States. The butterflies form dense colonies 
in oyamel (Abies religiosa) forests on 11 separate mountains in 
central Mexico. A group of experts was assembled to define
objectives, assess and analyze the available data, and to produce
alternative feasible solutions to the problem of maximizing the
protection of overwintering habitat while minimizing the inclu-
sion of valuable land for logging (Bojorquez-Tapia et al., 2003). 
As in many areas of applied ecology, ecological and economic 
criteria had to be judged together. The critical dimensions of 
the butterfly’s overwintering niche include relatively warm and
humid conditions (permitting survival and conservation of energy
for the return north) and the availability of streams (resource) from
which the butterflies drink on clear, hot days. The majority of
known colony sites are in forests on moderately steep slopes, at
high elevation (>2890 m), facing towards the south or southwest,
and within 400 m of streams (Figure 7.5). According to the
degree to which locations in central Mexico matched the optimal
habitat features, and taking into account the desire to mimimize
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Figure 7.5 Observed frequency distributions of 149 overwintering monarch butterfly colonies in central Mexico in relation to: (a) slope,
(b) elevation, (c) aspect and (d) proximity to a stream. (After Bojorquez-Tapia et al., 2003.)
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the inclusion of prime logging habitat, a geographic information
system (GIS) was then used to delineate three scenarios. These
differed according to the area the government might be prepared
to set aside for monarch butterfly conservation (4500 ha, 16,000
ha or no constraint) (Figure 7.6). The experts preferred the 
no-constraint scenario, which called for 21,727 ha of reserves
(Figure 7.6c), and despite the fact that their recommendation was
the most expensive it was accepted by the authorities.
Unraveling the fundamental niche 
of species that have been driven to
extreme rarity may not be straight-
forward. The takahe (Porphyrio hoch-
stetteri), a giant rail, is one of only two
remaining species of the guild of large,
flightless herbivorous birds that dominated the prehuman New
Zealand landscape (Figure 7.7). Indeed, it was also believed to be
••••
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Figure 7.6 Optimal distribution in 
the mountains of central Mexico of
overwintering monarch butterfly reserves
(colored areas) according to three
scenarios: (a) area constraint of 4500 ha, 
(b) area constraint of 16,000 ha, and (c) no
area constraint (area included is 21,727 ha). 
The orange lines are the boundaries
between river catchment areas. Scenario 
(c) was accepted by the authorities for the
design of Mexico’s ‘Monarch Butterfly
Biosphere Reserve’. (After Bojorquez-Tapia
et al., 2003.)
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Figure 7.7 The location of fossil bones 
of the takahe in the South Island of New
Zealand. (After Trewick & Worthy, 2001.)
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extinct until the discovery in 1948 of a small population in the
remote and climatically extreme Murchison Mountains in the south-
east of South Island (Figure 7.7). Since then intense conservation
efforts have involved habitat management, captive breeding,
wild releases into the Murchison Mountains and nearby ranges,
and translocation to offshore islands that lack the mammals
introduced by people that are now widespread on the mainland
(Lee & Jamieson, 2001). Some ecologists argued that because takahe
are grassland specialists (tall tussocks in the genus Chionochloa are
their most important food) and adapted to the alpine zone they
would not fare well outside this niche (Mills et al., 1984). Others
pointed to fossil evidence that the species was once widespread
and occurred mainly at altitudes below 300 m (often in coastal
areas – Figure 7.7) where they were associated with a mosaic of 
forest, shrublands and grasslands. These ecologists argued that
takahe might be well suited for life on offshore islands that are
free of mammalian invaders. It turned out that the sceptics were
wrong in thinking that translocated island populations would not
become self-sustaining (takahe have been successfully introduced
to four islands), but they seem to have been right that islands would
not provide an optimal habitat: island birds have poorer hatch-
ing and fledging success than mountain birds ( Jamieson & Ryan,
2001). The fundamental niche of takahe probably encompasses 
a large part of the landscape of South Island, but the species 
became confined to a much narrower realized niche by people
who hunted them, and by mammalian invaders such as red deer
(Cervus elaphus scoticus) that compete with them for food and stoats
(Mustella erminea) that prey upon them. The current distributions
of species like takahe, which have been driven very close to extinc-
tion, may provide misleading information about niche require-
ments. It is likely that neither the Murchison Mountains nor offshore
islands (with pasture rather than tussock grasses) coincide with
the optimal set of conditions and resources of the takahe’s 
fundamental niche. Historical reconstructions of the ranges of
endangered species may help managers identify the best sites 
for reserves.
7.3 Life history theory and management
We saw in Chapter 4 that particular combinations of ecological
traits help determine lifetime patterns of fecundity and survival,
which in turn determine the distribution and abundance of
species in space and time. In this section we consider whether par-
ticular traits can be of use to managers concerned with restora-
tion, biosecurity and the risk of extinction of rare species.
7.3.1 Species traits as predictors for effective restoration
Pywell et al. (2003) assembled the results of 25 published experi-
ments dealing with the restoration of species-rich grasslands
from land that had previously been
‘improved’ for pasture or used for
arable farming. They wished to relate
plants’ performances to their life his-
tories. On the basis of the results of the
first 4 years of restoration, they calculated a performance index
for commonly sown grasses (13 species) and forbs (45 species; forbs
are defined as herbaceous plants that are not grass-like). The index,
calculated for each of the 4 years, was based on the proportion
of quadrats (0.4 × 0.4 m or larger) that contained the species in
treatments where that species was sown. Their life history ana-
lysis included 38 plant traits, including longevity of seeds in the
seed bank, seed viability, seedling growth rate, life form and life
history strategy (e.g. competitiveness, stress tolerance, coloniza-
tion ability (ruderality)) (Grime et al., 1988) and the timing of life
cycle events (germination, flowering, seed dispersal). The best 
performing grasses included Festuca rubra and Trisetum flavescens
(performance indexes averaged for the 4 years of 0.77); and
among the forbs Leucanthemum vulgare (0.50) and Achillea melle-
folium (0.40) were particularly successful. Grasses, which showed
few relationships between species traits and performance (only
ruderality was positively correlated), consistently outperformed the
forbs. Within the forbs, good establishment was linked to colon-
ization ability, percent germination of seeds, fall germination, 
vegetative growth, seed bank longevity and habitat generalism,
while competitive ability and seedling growth rate became increas-
ingly important determinants of success with time (Table 7.3). 
Stress tolerators, habitat specialists and species of infertile 
habitats performed badly (partly reflecting the high residual
nutrient availability in many restored grasslands). Pywell et al. (2003)
argue that restoration efficiency could be increased by only 
sowing species with the identified ecological traits. However,
because this would lead to uniformity amongst restored grasslands,
they also suggest that desirable but poorly performing species could
be assisted by phased introduction several years after restoration
begins, when environmental conditions are more favorable for
their establishment.
7.3.2 Species traits as predictors for setting 
biosecurity priorities
A number of species have invaded
widely separated places on the planet
(e.g. the shrub Lantana camara (Fig-
ure 7.8), the starling Sturnus vulgaris
and the rat Rattus rattus) prompting the question of whether 
successful invaders share traits that raise the odds of successful
invasion (Mack et al., 2000). Were it possible to produce a list of
traits associated with invasion success, managers would be in a
good position to assess the risks of establishment, and thus to 
prioritize potential invaders and devise appropriate biosecurity 
••••
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procedures (Wittenberg & Cock, 2001). The success of some invas-
ive taxa has an element of predictability. Of 100 or so introduced
pine species in the USA, for example, the handful that have suc-
cessfully encroached into native habitats are characterized by
small seeds, a short interval between successive large seed crops
and a short juvenile period (Rejmanek & Richardson, 1996). In
New Zealand there is a similarly precise record of successes and
failures of attempted bird introductions. Sol and Lefebvre (2000)
found that invasion success increased with introduction effort 
(number of attempts and number of individuals since European
colonization), which is not surprising. Invasion success was also
higher for nidifugous species whose young are not fed by their
parents (such as game birds), species that do not migrate and, in
particular, birds with relatively large brains. The relationship
with brain size was partly a consequence of nidifugous species
having large brains but probably also reflects greater behavioral
flexibility; the successful invaders have more reports in the inter-
national literature of adopting novel food or feeding techniques
(mean for 28 species 1.96, SD 3.21) than the unsuccessful species
(mean for 48 species 0.58, SD 1.01).
Despite indications of predictability of invasion success for 
some taxa, related to high fecundity (e.g. pine seed production)
and broad niches (e.g. bird behavioral flexibility), exceptions to
the ‘rules’ are common and there are many more cases where
••••
Trait n Year 1 Year 2 Year 3 Year 4
Ruderality (colonization ability) 39 + * NS NS NS
Fall germination 42 + * NS NS NS
Germination (%) 43 + ** + * + * NS
Seedling growth rate 21 NS + * + ** + *
Competitive ability 39 + * + ** + *** + ***
Vegetative growth 36 + ** + * + * + *
Seed bank longevity 44 + * + * + * + *
Stress tolerance 39 − ** − ** − *** − ***
Generalist habitat 45 + ** + ** + ** + **
*, P < 0.05; **, P < 0.01; ***, P < 0.001; n, number of species in analysis; NS, not signiﬁcant.
Table 7.3 Ecological traits of forbs that
showed a significant relationship with plant
performance in years 1–4 after sowing in
grassland restoration experiments. The 
sign shows whether the relationship was
positive or negative. (After Pywell et al.,
2003.)
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Figure 7.8 The shrub Lantana camara, an example of a very successful invader, was deliberately transported from its native range (shaded
area) to widely dispersed subtropical and tropical locations where it spread and increased to pest proportions. (After Cronk & Fuller, 1995.)
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no relationships have been found, prompting Williamson (1999)
to wonder whether invasions are any more predictable than
earthquakes. The best predictor of invasion success is previous
success as an invader elsewhere. However, even this provides 
invasion managers with useful pointers for prioritizing potential
invaders to their regions.
7.3.3 Species traits as predictors for conservation and
harvest management priorities
Managers would be better able to 
prioritize species for conservation
intervention if it were possible to pre-
dict, on the basis of species traits, those
most at risk of extinction. With this in
mind, Angermeier (1995) analyzed the traits of the 197 historic-
ally native freshwater fish in Virginia, USA, paying particular 
attention to the characteristics of the 17 species now extinct in
Virginia and nine more considered at risk because their ranges
have shrunk significantly. Of particular interest was the greater
vulnerability of ecological specialists. Thus species whose niche
included only one geological type (of several present in Virginia),
those restricted to flowing water (as opposed to occurring in both
flowing and still water) and those that included only one food
category in their diet (i.e. wholly piscivorous, insectivorous, her-
bivorous or detritivorous as opposed to omnivorous on two or
more food categories) had a higher probability of local extinction.
It might be supposed that top predators would be at higher risk of
extinction than species at lower trophic levels whose food supply
is more stable. In a study of beetle species in experimentally 
fragmented forest habitat (compared to continuous forest) Davies
et al. (2000) found that among species whose density declined, 
carnivores (10 species, reducing on average by 70%) did indeed
decline more than species feeding on dead wood or other 
detritus (five species, reducing on average by 25%).
A pattern that has repeatedly
emerged is that extinction risk tends to
be highest for species with a large
body size. Figure 7.9 illustrates this for
Australian marsupials that have gone
extinct within the last 200 years or are currently considered
endangered. Some geographic regions (e.g. arid compared to
mesic zone) and some taxa (e.g. potoroos, bettongs, bandicoots
and bilbies) have experienced higher extinction/endangerment rates
than others, but the strongest relationship is between body size
and risk of extinction (Cardillo & Bromham, 2001). Recall that
body size is part of a common life history syndrome (essentially
r/K) that associates large size, late maturity and small reproduct-
ive allocation (see Section 4.12).
Cortes (2002) has explored the relationship between body
size, age at maturity, generation time and the finite rate of popu-
lation increase λ (referred to in Section 4.7 as R), by generating
age-structured life tables (see Chapter 4) for 41 populations of 
38 species of sharks that have been studied around the world. 
A three-dimensional plot of λ against generation time and age at
maturity shows what Cortes (2002) calls a ‘fast–slow’ continuum,
with species characterized by early age at maturity, short gen-
eration times and generally high λ at the fast end of the spectrum
(bottom right hand corner of Figure 7.10a). Species at the slow
end of the spectrum displayed the opposite pattern (left of 
Figure 7.10a) and also tended to be large bodied (Figure 7.10b).
Cortes (2002) further assessed the various species’ ability to respond
to changes in survival (due, for example, to human disturbance
such as pollution or harvesting). ‘Fast’ sharks, such as Sphyrna tiburo,
could compensate for a 10% decrease in adult or juvenile survival
by increasing the birth rate. On the other hand, particular care
should be taken when considering the state of generally large, slow-
growing, long-lived species, such as Carcharhinus leucas. Here, even
moderate reductions to adult or, especially, juvenile survival
require a level of compensation in the form of fecundity or
immediately post-birth survival that such species cannot provide.
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Skates and rays (Rajidae) provide a graphic illustration of Cortes’
warning. Of the world’s 230 species, only four are known to 
have undergone local extinctions and significant range reduction
(Figure 7.11a–d). These are among the largest of their group (Fig-
ure 7.11e) and Dulvy and Reynolds (2002) propose that seven 
further species, each as large or larger than the locally extinct taxa,
should be prioritized for careful monitoring.
7.4 Migration, dispersion and management
7.4.1 Restoration and migratory species
Species that spend part of their time in
one habitat (or region) and part in
another (see Section 6.4) can be badly
affected by human activities that 
influence the ability to move between
them. The declining populations of
river herrings (Alosa pseudoharengus and
A. aestivalis) in the northeastern USA provide a case in point. These
species are anadromous: adults ascend coastal rivers to spawn in
lakes between March and July and the young fish remain in fresh
water for 3–7 months before migrating to the ocean. Yako et al.
(2002) sampled river herrings three times per week from June to
December in the Santuit River downstream of Santuit Pond, which
contains the only spawning habitat in the catchment. They
identified periods of migration as either ‘peak’ (>1000 fish week−1)
or ‘all’ (>30 fish week−1, obviously including the ‘peak’). By
simultaneously measuring a range of physicochemical and biotic
variables, they aimed to identify factors that could predict the 
timing of juvenile migration (Figure 7.12). They determined 
that peaks of migration were most likely to occur during the 
new moon and when the density of important zooplankton prey 
was low (Bosmina spp.). All migration periods, taken together 
(30 to 1000+), tended to occur when water visibility was low and 
during decreased periods of rainfall. It is not unusual for changes
in the moon phase to influence animal behavior by acting as cues
for life cycle events; in the herrings’ case, migration near to the
new moon phase, when nights are dark, may reduce the risk of
becoming prey to piscivorous fish and birds. The trough in avail-
ability of the herrings’ preferred food may also play a role in 
promoting migration, and this could be exacerbated by murky 
water interfering with the foraging of the visually hunting fish.
Predictive models such as the one for river herrings can help man-
agers identify periods when river discharge needs to be maintained
to coincide with migration.
Populations of flying squirrels
(Pteromys volans) have declined dramat-
ically since the 1950s in Finland, mainly
because of habitat loss, habitat frag-
mentation and reduced habitat con-
nectivity associated with intensive forestry practices. Areas of natural
forest are now separated by clear-cut and regenerating areas. The
core breeding habitat of the flying squirrels only occupies a few
hectares, but individuals, particularly males, move to and from
Figure 7.10 Mean population growth rates λ of 41 populations from 38 species of shark in relation to: (a) age at maturity and generation
time and (b) age at maturity and total body length. (After Cortes, 2002.)
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this core for temporary stays in a much larger ‘dispersal’ area 
(1–3 km2), and juveniles permanently disperse within this range
(Section 6.7 dealt with within-population variation in dispersal).
Reunanen et al. (2000) compared the landscape structure around
known flying squirrel home ranges (63 sites) with randomly 
chosen areas (96 sites) to determine the forest patterns that favor
the squirrels. They first established that landscape patch types 
could be divided into optimal breeding habitat (mixed spruce–
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EIPC07  10/24/05  1:56 PM  Page 198
ECOLOGICAL APPLICATIONS AT THE LEVEL OF ORGANISMS AND SINGLE-SPECIES POPULATIONS 199
deciduous forests), dispersal habitat (pine and young forests) and
unsuitable habitat (young sapling stands, open habitats, water).
Figure 7.13 shows the amount and spatial arrangement of the breed-
ing habitat and dispersal habitat for examples of a typical flying
squirrel site and a random forest site. Overall, flying squirrel land-
scapes contained three times more suitable breeding habitat
within a 1 km radius than random landscapes. Squirrel landscapes
also contained about 23% more dispersal habitat than random 
landscapes but, more significantly, squirrel dispersal habitat was
much better connected (fewer fragments per unit area) than 
random landscapes. Reunanen et al. (2000) recommend that for-
est managers should restore and maintain a deciduous mixture,
particularly in spruce-dominated forests, for optimal breeding
habitat. But of particular significance in the context of dispersal
behavior, they need to ensure good physical connectivity between
the optimal squirrel breeding and dispersal habitats.
7.4.2 Predicting the spread of invaders
A broad scale approach to preventing
the arrival of potential invaders is to
identify major ‘migration’ pathways,
such as hitchhiking in the mail or cargos
and on aircraft or in ships, and to man-
age the risks associated with these (Wittenberg & Cock, 2001).
The Great Lakes of North America have been invaded by more
than 145 alien species, many arriving in the ballast water of
ships. For example, a whole series of recent invaders (including
fish, mussels, amphipods, cladocerans and snails) originated from
the other end of an important trade route in the Black and
Caspian Seas (Ricciardi & MacIsaac, 2000). A ballasted ocean
freighter before taking on cargo in the Great Lakes may discharge
3 million liters of ballast water that contain various life stages of
many plant and animal taxa (and even the cholera bacterium Vibrio
cholerae) that originate where the ballast water was taken aboard.
One solution is to make the dumping of ballast water in the open
ocean compulsory rather than voluntary (this is now the case for
the Great Lakes). Other possible methods involve filter systems
when loading ballast water, and on-board treatment by ultra-
violet irradiation or waste heat from the ship’s engines.
The most damaging invaders are not simply those that arrive
in a new part of the world; the subsequent pattern and speed 
of their spread is also significant to managers. Zebra mussels
(Dreissena polymorpha) have had a devastating effect (see Sec-
tion 7.2.2) since arriving in North America via the Caspian Sea/
Great Lakes trade route. Range expansion quickly occurred through-
out commercially navigable waters, but overland dispersal into
inland lakes, mainly attached to recreational boats, has been
much slower (Kraft & Johnson, 2000). Geographers have developed 
so-called ‘gravity’ models to predict human dispersal patterns 
based on distance to and attractiveness of destination points, and
Bossenbroek et al. (2001) adopted the technique to predict the spread
of zebra mussels through the inland lakes of Illinois, Indiana,
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Michigan and Wisconsin (364 counties in all). The model has three
steps involving (i) the probability of a boat traveling to a zebra
mussel source; (ii) the probability of the same boat making a sub-
sequent outing to an uncolonized lake; and (iii) the probability
of zebra mussels becoming established in the uncolonized lake.
1 Uninfested boats travel to an already colonized lake or boat
ramp and inadvertently pick up mussels. The number of
boats, T, that travel from county i to a lake or boat ramp, j,
is estimated as:
Tij = AiOiWj c ij
−α
where Ai is a correction factor that ensures all boats from 
county i reach some lake, Oi is the number of boats in county
i, Wj is the attractiveness of location j, cij is the distance from
county i to location j and α is a distance coefficient.
2 Infested boats travel to an uncolonized lake and release mus-
sels. The number of infested boats Pi consists of those boaters
that travel from county i to a source of zebra mussels,
summed for each county over the total number of zebra
mussel sources. Tiu, then, is the number of infested boats that
travel from county i to an uncolonized lake u:
Tiu = AiPiWuc iu
−α.
The total number of infested boats that arrive at a given
uncolonized lake is summed over all the counties (Qu).
3 The probability that transported individuals will establish a new
colony depends on lake physicochemistry (i.e. key elements
of the mussel’s fundamental niche) and stochastic elements.
In the model, a new colony is recruited if Qu is greater than a
colonization threshold of f.
To generate a probabilistic distribution of zebra mussel-colonized
lakes, 2000 trials were run for 7 years and the number of colonized
lakes for each county was estimated by summing the individual
colonization probabilities for each lake in the county. The results,
shown in Figure 7.14, are highly correlated with the pattern of
colonization that actually occurred up to 1997, giving confidence
••••
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Figure 7.13 The spatial arrangement of patches (dark) of breeding habitat (left hand panels) and breeding plus dispersal habitat (right
hand panels) in a typical landscape containing flying squirrels (Pteromys) (top panels) and a random forest location (bottom panels). This
flying squirrel landscape contains 4% breeding habitat and 52.4% breeding plus dispersal habitat, compared with 1.5 and 41.5% for the
random landscape. Dispersal habitat in the squirrel landscape is much more highly connected (fewer fragments per unit area) than in 
the random landscape. (After Reunanen et al., 2000.)
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in the predictions of the model. However, areas of central
Wisconsin and western Michigan were predicted to be colonized,
but no colonies have so far been documented. Bossenbroek et al.
(2001) suggest that invasion may be imminent in these locations,
which should therefore be the focus of biosecurity efforts and 
education campaigns.
Of course invaders do not all rely on human agency; many
disperse by their own devices. The red fire ant (Solenopsis invicta)
has spread rapidly through much of southern USA with dramatic
economic consequences (see Section 7.2.2). The species, which
originated in Argentina, occurs in two distinct social forms. The
single-queened (monogyne) form and the multiple-queened
(polygyne) form differ in their patterns of reproduction and
modes of dispersal. The queens from monogyne colonies take part
in mating flights and found colonies independently, whereas the
queens from polygyne colonies are adopted into established
nests after mating. As a result, the monogyne populations spread
three orders of magnitude more quickly than their polygyne
counterparts (Holway & Suarez, 1999). The ability of managers
to prioritize potentially problematic invaders and to devise strat-
egies to counter their spread can be expected to be improved by
a thorough understanding of the invaders’ behavior.
7.4.3 Conservation of migratory species
An understanding of the behavior of
species at risk can also assist managers
to devise conservation strategies. Suther-
land (1998) describes an intriguing 
case where the knowledge of migratory
and dispersal behavior has proved 
critical. A scheme was devised to alter the migration route of the
lesser white-fronted geese (Anser erythropus) from southeastern
Europe, where they tend to get shot, to spend their winters in
the Netherlands. A population of captive barnacle geese (Branta
leucopsis) breeds in Stockholm Zoo but overwinters in the
Netherlands. Some were taken to Lapland where they nested and
were given lesser white-fronted goose eggs to rear. The young
geese then flew with their adopted parents to the Netherlands 
for the winter, but next spring the lesser white-fronted geese
returned to Lapland and bred with conspecifics there, subsequently
returning again to the Netherlands. Another example involves the
reintroduction of captive-reared Phascogale tapoatafa, a carnivorous
marsupial. Soderquist (1994) found that if males and females
were released together, the males dispersed and females could not
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find a mate. Much more successful was a ‘ladies first’ release
scheme; this allowed the females to establish a home range
before males came and joined them.
Where migrating species are con-
cerned, the design of nature reserves
must take account of their seasonal
movements. The Qinling Province in
China is home to approximately 220 giant pandas (Ailuropoda
melanoleuca), representing about 20% of the wild population of
one of the world’s most imperiled mammals. Of particular
significance is the fact that pandas in this region are elevational
migrants, needing both low and high elevation habitat to survive,
but current nature reserves do not cater for this. Pandas are extreme
dietary specialists, primarily consuming a few species of bamboo.
In Qinling Province, from June to September pandas eat Fargesia
spathacea, which grows from 1900 to 3000 m. But as colder weather
sets in, they travel to lower elevations and from October to May
they feed primarily on Bashania fargesii, which grows from 1000
to 2100 m. Loucks et al. (2003) used a combination of satellite
imagery, fieldwork and GIS analysis to identify a landscape to meet
the long-term needs of the species. The process for selecting poten-
tial habitat first excluded areas lacking giant pandas, forest block
areas that were smaller than 30 km2 (the minimum area needed
to support a pair of giant pandas over the short term) and forest
with roads, settlements or plantation forests. Figure 7.15 maps 
summer habitat (1900–3000 m; F. spathacea present), fall/winter/
spring habitat (1400–2100 m; B. fargesii present) and a small
amount of year-round habitat (1900–2100 m, both bamboo
species present) and identifies four areas of core panda habitat (A–D)
that provide for the migrational needs of the pandas. Superimposed
on Figure 7.15 are the current nature reserves; disturbingly, they
cover only 45% of the core habitat. Loucks et al. (2003) recom-
mend that the four core habitat areas they have identified should
be incorporated into a reserve network. Moreover, they note the
importance of promoting linkage between the zones, because
extinction in any one area (and in all combined) is more likely if
the populations are isolated from each other (see Section 6.9, which
deals with metapopulation behavior). Thus, they also identify 
two important linkage zones for protection, between areas A and
B where steep topography means few roads exist, and between
B and D across high elevation forests.
7.5 Dynamics of small populations and 
the conservation of endangered species
Extinction has always been a fact of life, but the arrival on the
scene of humans has injected some novelty into the list of its causes.
Overexploitation by hunting was probably the first of these, 
but more recently a large array of other impacts have been
brought to bear, including habitat destruction, introduction of 
exotic pest species and pollution. Not surprisingly, conservation
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of the world’s remaining species has come to assume great import-
ance. Here we deal with the conservation of species populations,
leaving the management of communities and ecosystems to
Chapter 22.
7.5.1 The scale of the problem
To judge the scale of the problem facing conservation man-
agers we need to know the total number of species that occur 
in the world, the rate at which these are going extinct and how
this rate compares with that of prehuman times. Unfortunately,
there are considerable uncertainties in our estimates of all these
things.
About 1.8 million species have so 
far been named (Alonso et al., 2001), but
the real number is very much larger.
Estimates have been derived in a vari-
ety of ways (see May, 1990). One approach is based on a general
observation that for every temperate or boreal mammal or bird
(taxa where most species have now apparently been described)
there are approximately two tropical counterparts. If this is
assumed also to hold for insects (where there are many undescribed
species), the grand total would be around 3–5 million. Another
approach uses information on the rate of discovery of new
species to project forward, group by group, to a total estimate of
up to 6–7 million species in the world. A third approach is based
on a species size–species richness relationship, taking as its start-
ing point that as one goes down from terrestrial animals whose
characteristic linear dimensions are a few meters to those of
around 1 cm, there is an approximate empirical rule that for each
10-fold reduction in length there are 100 times the number of
species. If the observed pattern is arbitrarily extrapolated down
to animals of a characteristic length of 0.2 mm, we arrive at a global
total of around 10 million species of terrestrial animals. A fourth
approach is based on estimates of beetle species richness (more
that 1000 species recorded in one tree) in the canopies of tropical
trees (about 50,000 species), and assumptions about the proportion
of nonbeetle arthropods that will also be present in the canopy
plus other species that do not occupy the canopy; this yields an
estimate of about 30 million tropical arthropods. The uncertain-
ties in estimating global species richness are profound and our best
guesses range from 3 to 30 million or more.
An analysis of recorded extinctions
during the modern period of human 
history shows that the majority have
occurred on islands and that birds and
mammals have been particularly badly
affected (Figure 7.16). The percentage of extant species involved
appears at first glance to be quite small, and moreover, the
extinction rate appears to have dropped in the latter half of the
20th century, but how good are these data?
Once again, these estimates are bedevilled by uncertainty. First,
the data are much better for some taxa and in some places than
others, so the patterns in Figure 7.16 must be viewed with a good
deal of scepticism. For example, there may be serious underestim-
ates even for the comparatively well-studied birds and mammals
because many tropical species have not received the careful
attention needed for fully certified extinction. Second, a very large
number of species have gone unrecorded and we will never
know how many of these have become extinct. Finally, the drop
in recorded extinctions in the latter half of the 20th century 
may signal some success for the conservation movement. But it
might equally well be due to the convention that a species is only
denoted extinct if it has not been recorded for 50 years. Or it may
indicate that many of the most vulnerable species are already
extinct. Balmford et al. (2003) suggest that all our attention
should not be focused on extinction rates, but that a more mean-
ingful view of the scale of the problem of species at risk will come
from the long-term assessment of changes (often significant
reductions) in the relative abundance of species (which have not
yet gone extinct) or of their habitats.
An important lesson from the fossil
record is that the vast majority, proba-
bly all, of extant species will become
extinct eventually – more than 99% of species that ever existed
are now extinct (Simpson, 1952). However, given that individual
species are believed, on average, to have lasted for 1–10 million
years (Raup, 1978), and if we take the total number of species on
earth to be 10 million, we would predict that only an average 
of between 100 and 1000 species (0.001–0.01%) would go extinct
each century. The current observed rate of extinction of birds 
and mammals of about 1% per century is 100–1000 times this 
‘natural’ background rate. Furthermore, the scale of the most 
powerful human influence, that of habitat destruction, continues
to increase and the list of endangered species in many taxa is alarm-
ingly long (Table 7.4). We cannot be complacent. The evidence,
whilst inconclusive because of the unavoidable difficulty of mak-
ing accurate estimates, suggests that our children and grandchil-
dren may live through a period of species extinction comparable
to the five ‘natural’ mass extinctions evident in the geological record
(see Chapter 21).
7.5.2 Where should we focus conservation effort?
Several categories of risk of species
extinction have been defined (Mace 
& Lande, 1991). A species can be
described as vulnerable if there is considered to be a 10% prob-
ability of extinction within 100 years, endangered if the probability
is 20% within 20 years or 10 generations, whichever is longer, and
critically endangered if within 5 years or two generations the risk of
extinction is at least 50% (Figure 7.17). Based on these criteria,
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43% of vertebrate species have been classified as threatened 
(i.e. they fell into one of the above categories) (Mace, 1994).
On the basis of these definitions, both governments and non-
governmental organizations have produced threatened species lists
(the basis of analyses like that shown in Table 7.4). Clearly, these
lists provide a starting point for setting priorities for developing
plans to manage individual species. However, resources for con-
servation are limited and spending the most money on species
with the highest extinction probabilities will be a false economy
if a particular highly ranked species would require a huge recov-
ery effort but with little chance of success (Possingham et al., 2002).
As in all areas of applied ecology, conservation priorities have both
ecological and economic dimensions. In desperate times, painful
decisions have to be made about priorities. Wounded soldiers arriv-
ing at field hospitals in the First World War were subjected to a
triage evaluation: priority 1 – those who were likely to survive
but only with rapid intervention; priority 2 – those who were likely
to survive without rapid intervention; priority 3 – those who were
likely to die with or without intervention. Conservation managers
are often faced with the same kind of choices and need to
demonstrate some courage in giving up on hopeless cases, and
prioritizing those species where something can be done.
Species that are at high risk of
extinction are almost always rare. Nev-
ertheless, rare species, just by virtue 
of their rarity, are not necessarily at
risk of extinction. It is clear that many, probably most, species
are naturally rare. The population dynamics of such species may
follow a characteristic pattern. For example, out of a group of four
species of Calochortus lilies in California, one is abundant and three
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are rare (Fiedler, 1987). The rare species have larger bulbs but 
produce fewer fruits per plant and have a smaller probability 
of survival to reproductive age than the common species. The
rare species can all be categorized as climax species that are
restricted to unusual soil types, whilst the common one is a 
colonizer of disturbed habitats. Rare taxa may generally have a
tendency towards asexual reproduction, lower overall reproduc-
tive effort and poorer dispersal abilities (Kunin & Gaston, 1993).
In the absence of human interference there is no reason to
expect that the rarer types would be substantially more at risk 
of extinction.
However, while some species are
born rare, others have rarity thrust upon
them. The actions of humans have
undoubtedly reduced the abundance
and range of many species (including naturally rare species). A
review of the factors responsible for recorded vertebrate extinc-
tions shows that habitat loss, overexploitation and invasions 
of exotic species are all of considerable significance, although 
habitat loss was less prominent in the case of reptiles and over-
exploitation less important in the case of fishes (Table 7.5). As 
far as threatened extinctions are concerned, habitat loss is most
commonly the major hazard, whilst risk of overexploitation
remains very high, especially for mammals and reptiles. The
probability of extinction may be enhanced in small populations
for two different reasons related to genetics (Section 7.5.3) and
population dynamics (Section 7.5.4). We deal with them in turn.
7.5.3 Genetics of small populations: signiﬁcance for
species conservation
Theory tells conservation biologists 
to beware genetic problems in small
populations that may arise through
loss of genetic variation. Genetic vari-
ation is determined primarily by the joint action of natural 
selection and genetic drift (where the frequency of genes in a 
population is determined by chance rather than evolutionary
advantage). The relative importance of genetic drift is higher in
small, isolated populations, which as a consequence are expected
••••
Number of Approximate Percentage 
Taxons threatened species total species threatened
Animals
Molluscs 354 105 0.4
Crustaceans 126 4.0 × 103 3
Insects 873 1.2 × 106 0.07
Fishes 452 2.4 × 104 2
Amphibians 59 3.0 × 103 2
Reptiles 167 6.0 × 103 3
Birds 1,029 9.5 × 103 11
Mammals 505 4.5 × 103 11
Total 3,565 1.35 × 106 0.3
Plants
Gymnosperms 242 758 32
Monocotyledons 4,421 5.2 × 104 9
Monocotyledons: palms 925 2,820 33
Dicotyledons 17,474 1.9 × 105 9
Total 22,137 2.4 × 105 9
Table 7.4 The current numbers and
percentages of named animal and plant
species in major taxa judged to be
threatened with extinction. The higher
values associated with plants, birds 
and mammals may reflect our greater
knowledge of these taxa. (After Smith 
et al., 1993.)
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to lose genetic variation. The rate at which this happens depends
on the effective population size (Ne). This is the size of the ‘genet-
ically idealized’ population to which the actual population (N) is
equivalent in genetic terms. As a first approximation, Ne is equal
to or less than the number of breeding individuals. Ne is usually
less, often much less, than N, for a number of reasons (detailed
formulae can be found in Lande & Barrowclough, 1987):
1 If the sex ratio is not 1 : 1; for example with 100 breeding males
and 400 breeding females N = 500, but Ne = 320.
2 If the distribution of progeny from individual to individual is
not random; for instance if 500 individuals each produce one
individual for the next generation on average N = 500, but 
if the variance in progeny production is 5 (with random 
variation this would be 1), then Ne = 100.
3 If population size varies from generation to generation, 
then Ne is disproportionately influenced by the smaller sizes;
for example for the sequence 500, 100, 200, 900 and 800, mean
N = 500, but Ne = 258.
The preservation of genetic diversity 
is important because of the long-term
evolutionary potential it provides. Rare
forms of a gene (alleles), or combinations of alleles, may confer
no immediate advantage but could turn out to be well suited to
changed environmental conditions in the future. Small popula-
tions that have lost rare alleles, through genetic drift, have less
potential to adapt.
A more immediate potential prob-
lem is inbreeding depression. When
populations are small there is a ten-
dency for individuals breeding with one another to be related.
Inbreeding reduces the heterozygosity of the offspring far below
that of the population as a whole. More important, though, is that
all populations carry recessive alleles which are deleterious, or even
lethal, when homozygous. Individuals that are forced to breed with
close relatives are more likely to produce offspring where the harm-
ful alleles are derived from both parents so the deleterious effect
is expressed. There are many examples of inbreeding depression
– breeders have long been aware of reductions in fertility, sur-
vivorship, growth rates and resistance to disease – although high
levels of inbreeding may be normal and nondeleterious in some
animal species (Wallis, 1994) and many plants.
How many individuals are needed to
maintain genetic variability? Franklin
(1980) suggested that an effective 
population size of about 50 would be
unlikely to suffer from inbreeding depression, whilst 500–1000
might be needed to maintain longer term evolutionary potential
(Franklin & Frankham, 1998). Such rules of thumb should be
applied cautiously and, bearing in mind the relationship between
Ne and N, the minimum population size N should probably be set
an order of magnitude higher than Ne (5000–12,500 individuals)
(Franklin & Frankham, 1998).
It is interesting that no example of extinction due to genetic
problems is found in Table 7.5. Perhaps inbreeding depression has
••••
Percentage due to each cause*
Species 
Group Habitat loss Overexploitation† introduction Predators Other Unknown
Extinctions
Mammals 19 23 20 1 1 36
Birds 20 11 22 0 2 37
Reptiles 5 32 42 0 0 21
Fishes 35 4 30 0 4 48
Threatened extinctions
Mammals 68 54 6 8 12 –
Birds 58 30 28 1 1 –
Reptiles 53 63 17 3 6 –
Amphibians 77 29 14 – 3 –
Fishes 78 12 28 – 2 –
* The values indicated represent the percentage of species that are inﬂuenced by the given factor.
Some species may be inﬂuenced by more than one factor, thus, some rows may exceed 100%.
† Overexploitation includes commercial, sport, and subsistence hunting and live animal capture for
any purpose.
Table 7.5 Review of the factors
responsible for recorded extinctions of
vertebrates and an assessment of risks
currently facing species categorized
globally as endangered, vulnerable or 
rare by the International Union for the
Conservation of Nature (IUCN). (After
Reid & Miller, 1989.)
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occurred, although undetected, as part of the ‘death rattle’ of some
dying populations (Caughley, 1994). Thus, a population may
have been reduced to a very small size by one or more of the
processes described above and this may have led to an increased
frequency of matings amongst relatives and the expression of 
deleterious recessive alleles in offspring, leading to reduced 
survivorship and fecundity, causing the population to become
smaller still – the so-called extinction vortex (Figure 7.18).
Evidence of a role of genetic effects
in population persistence was reported
in a study of 23 local populations of 
the rare plant Gentianella germanica in
grasslands in the Jura mountains (Swiss–
German border). Fischer and Matthies (1998) found a negative 
correlation between reproductive performance and population 
size (Figure 7.19a–c). Furthermore, population size decreased
between 1993 and 1995 in most of the studied populations, but
population size decreased more rapidly in the smaller populations
(Figure 7.19d). These results are consistent with the hypothesis
that genetic effects resulted in a reduction in fitness in the small
populations. However, they may equally have been caused by dif-
ferences in local habitat conditions (small populations may be small
because they have low fecundity resulting from low-quality 
habitat) or because of the disruption of plant–pollinator inter-
actions (small populations may have low fecundity because of low
frequencies of visitation by pollinators). To determine whether
genetic differences were, indeed, responsible, seeds from each 
population were grown under standard conditions in a common
garden experiment. After 17 months, there were significantly
more flowering plants and more flowers (per planted seed) from
seeds from large populations than those from small populations.
We can conclude that genetic effects are of importance for popu-
lation persistence in this rare species and need to be considered
when developing a conservation management strategy.
7.5.4 Uncertainty and the risk of extinction: 
the population dynamics of small populations
Much of conservation biology is a crisis discipline. Managers 
are inevitably confronted with too many problems and too few
resources. Should they focus attention on the various forces that
bring species to extinction and attempt to persuade governments
to act to reduce their prevalence; or should they restrict activit-
ies to identifying areas of high species richness where reserves can
be set up and protected (see Section 22.4); or should they ident-
ify species at most risk of extinction and work out ways of 
keeping them in existence? Ideally, we should do all these things.
However, the greatest pressure is often in the area of species pre-
servation. For example, the remaining populations of pandas in
China or of yellow-eyed penguins (Megadyptes antipodes) in New
Zealand has become so small that if nothing is done the species
may become extinct within a few years or decades. Responding
to the crisis requires that we devote scarce resources to identi-
fying some special solutions; more general approaches may have
to be put on the back-burner.
The dynamics of small populations
are governed by a high level of uncer-
tainty, whereas large populations can 
be described as being governed by the
law of averages (Caughley, 1994). Three kinds of uncertainty or
variation can be identified that are of particular importance to the
fate of small populations.
1 Demographic uncertainty: random variations in the number
of individuals that are born male or female, or in the number
that happen to die or reproduce in a given year or in the 
quality (genotypic/phenotypic) of the individuals in terms of 
survival/reproductive capacities can matter very much to the
fate of small populations. Suppose a breeding pair produces a
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clutch consisting entirely of females – such an event would
go unnoticed in a large population but it would be the last
straw for a species down to its last pair.
2 Environmental uncertainty: unpredictable changes in envir-
onmental factors, whether ‘disasters’ (such as floods, storms
or droughts of a magnitude that occur very rarely – see
Chapter 2) or more minor (year to year variation in average
temperature or rainfall), can also seal the fate of a small 
population. Even where the average rainfall of an area is
known accurately, because of records going back centuries, 
we cannot predict whether next year will be average or
extreme, nor whether we are in for a number of years of 
particularly dry conditions. A small population is more likely
than a large one to be reduced by adverse conditions to zero
(extinction), or to numbers so low that recovery is impossible
(quasi-extinction).
3 Spatial uncertainty: many species consist of an assemblage 
of subpopulations that occur in more or less discrete patches
of habitat (habitat fragments). Since the subpopulations are likely
to differ in terms of demographic uncertainty, and the patches
they occupy in terms of environmental uncertainty, the patch
dynamics of extinction and local recolonization can be
expected to have a large influence on the chance of extinction
of the metapopulation (see Section 6.9).
To illustrate some of these ideas, take
the demise in North America of the
heath hen (Tympanychus cupido cupido)
(Simberloff, 1998). This bird was once extremely common from
Maine to Virginia. Being tasty and easy to shoot (and also sus-
ceptible to introduced cats and affected by conversion of its
grassland habitat to farmland), by 1830 it had disappeared from
the mainland and was only found on the island of Martha’s
Vineyard. In 1908 a reserve was established for the remaining 
50 birds and by 1915 the population had increased to several 
thousand. However, 1916 was a bad year. Fire (a disaster) elim-
inated much of the breeding ground, there was a particularly hard
winter coupled with an influx of goshawks (Accipiter gentilis)
(environmental uncertainty), and finally poultry disease arrived
on the scene (another disaster). At this point, the remnant 
population was likely to have become subject to demographic
uncertainty; for example, of the 13 birds remaining in 1928 only
two were females. A single bird was left in 1930 and the species
became extinct in 1932.
The heath hen provides one example of a relatively recent global
extinction. At a different scale, local extinctions of small popula-
tions in insular habitat patches are common events for diverse
taxa, often being in the range of 10–20% per year (Figure 7.20).
Such extinctions are also observed on true islands. The detailed
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records from 1954 to 1969 of birds breeding on Bardsey Island, a
small island (1.8 km2) off the west coast of Great Britain, revealed
that 16 species bred every year, two of the original species dis-
appeared, 15 flickered in and out, whilst four were initially absent
but became regular breeders (Diamond, 1984). We can build a
picture of frequent local extinctions, which in some cases are coun-
tered by recolonization from the mainland or other islands.
Examples such as these provide a rich source of information about
the factors affecting the fate of small populations in general. The
understanding gained is entirely applicable to species in danger
of global extinction, since a global extinction is nothing more nor
less than the final local extinction. Thus, of the high-risk factors
associated with local extinctions, habitat or island area is probably
the most pervasive (Figure 7.21). No doubt the main reason for
the vulnerability of populations in small areas is the fact that the
populations themselves are small. A local extinction of an endemic
species on a remote island is precisely equivalent to a global extinc-
tion, since recolonization is impossible. This is a principal reason
for the high rates of global extinction on islands (see Figure 7.16).
7.5.5 Population viability analysis: the application of
theory to management
The focus of population viability ana-
lysis (PVA) differs from many of the 
population models developed by 
ecologists (such as those discussed in
Chapters 5, 10 and 14) because an aim of PVA is to predict
extreme events (such as extinction) rather that central tendencies
such as mean population sizes. Given the environmental circum-
stances and life history characteristics of a particular rare species,
what is the chance it will go extinct in a specified period?
Alternatively, how big must its population be to reduce the
chance of extinction to an acceptable level? These are frequently
the crunch questions in conservation management. The ideal 
classical approach of experimentation, which might involve set-
ting up and monitoring for several years a number of populations
of various sizes, is unavailable to those concerned with species at
risk, because the situation is usually too urgent and there are
inevitably too few individuals to work with. How then are we
to decide what constitutes the minimum viable population
(MVP)? Three approaches will be discussed in turn: (i) a search
for patterns in evidence already gathered in long-term studies
(Section 7.5.5.1); (ii) subjective assessment based on expert
knowledge (Section 7.5.5.2); and (iii) the development of popu-
lation models, both general (Section 7.5.5.3) and specific to par-
ticular species of interest (Section 7.5.5.4). All the approaches have
their limitations, which we will explore by looking at particular
examples. But first it should be noted that the field of PVA has
largely moved away from the simple estimation of extinction 
probabilities and times to extinction, to focus on the comparison
of likely outcomes (in terms of extinction probabilities) of altern-
ative management strategies.
7.5.5.1 Clues from long-term studies of biogeographic patterns
Data sets such as the one displayed in
Figure 7.22 are unusual because they
depend on a long-term commitment
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to monitoring a number of populations – in this case, bighorn sheep
in desert areas of North America. If we set an arbitrary definition
of the necessary MVP as one that will give at least a 95% prob-
ability of persistence for 100 years, we can explore the data on
the fate of bighorn populations to provide an approximate
answer. Populations of fewer than 50 individuals all went extinct
within 50 years whilst only 50% of populations of 51–100 sheep
lasted for 50 years. Evidently, for our MVP we require more than
100 individuals; in the study, such populations demonstrated close
to 100% success over the maximum period studied of 70 years.
A similar analysis of long-term records of birds on the
Californian Channel Islands indicates an MVP of between 100 and
1000 pairs of birds (needed to provide a probability of persistence
of between 90 and 99% for the 80 years of the study) (Table 7.6).
Studies such as these are rare and
valuable. The long-term data are avail-
able because of the extraordinary inter-
est people have in hunting (bighorn
sheep) and ornithology (Californian birds). Their value for con-
servation, however, is limited because they deal with species that
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Table 7.6 The relationship for a variety of bird species on the
Californian Channel Islands between initial population size and
probability of populations persisting. (After Thomas, 1990.)
Population size (pairs) Time period (years) Percentage persisting
1–10 80 61
10–100 80 90
100–1000 80 99
1000+ 80 100
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are generally not at risk. It is at our peril that we use them to
produce recommendations for management of endangered
species. There will be a temptation to report to a manager ‘if 
you have a population of more than 100 pairs of your bird
species you are above the minimum viable threshold’. Indeed, such
a statement would not be without value. But, it will only be a
safe recommendation if the species of concern and the ones in
the study are sufficiently similar in their vital statistics, and if 
the environmental regimes are similar, something that it would
rarely be safe to assume.
7.5.5.2 Subjective expert assessment
Information that may be relevant to a
conservation crisis exists not only in
the scientific literature but also in the
minds of experts. By bringing experts
together in conservation workshops, well-informed decisions
can be reached (we have already considered an example of this
approach in the selection of overwintering reserves for monarch
butterflies – Section 7.2.3). To illustrate the strengths and weak-
nesses of the approach when estimating extinction probability, we
take as our example the results of a workshop concerning the
Sumatran rhinoceros (Dicerorhinus sumatrensis).
The species persists only in small, 
isolated subpopulations in an increas-
ingly fragmented habitat in Sabah
(East Malaysia), Indonesia and West Malaysia, and perhaps also
in Thailand and Burma. Unprotected habitat is threatened by 
timber harvest, human resettlement and hydroelectric develop-
ment. There are only a few designated reserves, which are them-
selves subject to exploitation, and only two individuals were
held in captivity at the time of the workshop.
The vulnerability of the Sumatran rhinoceros, the way this 
vulnerability varies with different management options and the
most appropriate management option given various criteria-
were assessed by a technique known as decision analysis. A decision
tree is shown in Figure 7.23, based on the estimated probabilities
of the species becoming extinct within a 30-year period (equi-
valent to approximately two rhinoceros generations). The tree 
was constructed in the following way. The two squares are 
decision points: the first distinguishes between intervention on the
rhinoceros’ behalf and nonintervention (status quo); the second
distinguishes the various management options. For each option,
the line branches at a small circle. The branches represent altern-
ative scenarios that might occur, and the numbers on each branch
indicate the probabilities estimated for the alternative scenarios.
Thus, for the status quo option, there was estimated to be a 
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probability of 0.1 that a disease epidemic will occur in the next
30 years, and hence, a probability of 0.9 that no epidemic will occur.
If there is an epidemic, the probability of extinction (pE) is 
estimated to be 0.95 (i.e. 95% probability of extinction in 30 years),
whereas with no epidemic the pE is 0.85. The overall estimate
of species extinction for an option, E(pE), is then given by:
E(pE) = probability of first option × pE for first option +
probability of second option × pE for second option,
which, in the case of the status quo option, is:
E(pE) = (0.1 × 0.95) + (0.9 × 0.85) = 0.86.
The values of pE and E(pE) for the intervention options are 
calculated in a similar way. The final column in Figure 7.23 then
lists the estimated costs of the various options.
We will consider here two of the
interventionist management options
in a little more detail. The first is to fence
an area in an existing or new reserve,
and to manage the resulting high density of rhinoceroses with 
supplemental feeding and veterinary care. Disease here is a
major risk: the probability of an epidemic was estimated to be
higher than in the status quo option (0.2 as opposed to 0.1)
because the density would be higher. Moreover, the pE if there
was an epidemic was considered to be higher (0.95), because 
animals would be transferred from isolated subpopulations to the
fenced area. On the other hand, if fencing were successful, the
pE was expected to fall to 0.45, giving an overall E(pE) of 0.55.
The fenced area would cost around US$60,000 to establish and
$18,000 per year to maintain, giving a 30-year total of $0.60 million.
For the establishment of a captive breeding program, animals
would have to be captured from the wild, increasing the pE if
the program failed to an expected 0.95. However, the pE would
clearly drop to 0 if the program succeeded (in terms of the con-
tinued persistence of the population in captivity). The cost,
though, would be high, since it would involve the development
of facilities and techniques in Malaysia and Indonesia (around $2.06
million) and the extension of those that already exist in the USA
and Great Britain ($1.63 million). The probability of success was
estimated to be 0.8. The overall E(pE) is therefore 0.19.
Where do these various probability values come from? The
answer is from a combination of data, the educated use of data,
educated guesswork and experience with related species. Which
would be the best management option? The answer depends on
what criteria are used in the judgement of ‘best’. Suppose we
wanted simply to minimize the chances of extinction, irrespect-
ive of cost. The proposal for best option would then be captive
breeding. In practice, though, costs are most unlikely to be
ignored. We would then need to identify an option with an
acceptably low E(pE) but with an acceptable cost.
The subjective expert assessment
approach has much to commend it. 
It makes use of available data, know-
ledge and experience in a situation
when a decision is needed and time for
further research is unavailable. Moreover, it explores the vari-
ous options in a systematic manner and does not duck the regret-
table but inevitable truth that unlimited resources will not be 
available.
However, it also runs a risk. In the
absence of all necessary data, the recom-
mended best option may simply be
wrong. With the benefit of hindsight (and in all probability 
some rhinoceros experts who were not part of the workshop would
have suggested this alternative outcome), we can now report that
about $2.5 million have been spent catching Sumatran rhino-
ceroses; three died during capture, six died postcapture, and of
the 21 rhinoceroses now in captivity only one has given birth and
she was pregnant when captured (data of N. Leader-Williams
reported in Caughley, 1994). Leader-Williams suggests that $2.5
million could have been used effectively to protect 700 km2 of prime
rhinoceros habitat for nearly two decades. This could in theory
hold a population of 70 Sumatran rhinoceroses which, with a rate
of increase of 0.06 per individual per year (shown by other
rhinoceros species given adequate protection), might give birth
to 90 calves during that period.
7.5.5.3 A general mathematical model of population 
persistence time
At its simplest, the likely persistence
time of a population, T, can be expected
to be influenced by its size, N, its
intrinsic rate of increase, r, and the variance in r resulting from
variation in environmental conditions through time, V. Demo-
graphic uncertainty is only expected to be influential in very 
small populations; persistence time increases from a low level with
population size when numbers are tiny, but approaches infinity
at a relatively small population (dashed curve in Figure 7.24).
Various researchers have manipulated the mathematics of
population growth, allowing for uncertainty in the expression of
the intrinsic rate of increase, to provide an explicit estimate, 
T, of mean time to extinction as a function of carrying capacity,
K (briefly reviewed by Caughley, 1994). Making a number of
approximations (e.g. that demographic uncertainty is incon-
sequential, and that r is constant except if the population is at the
carrying capacity when r is zero), Lande (1993) has produced one
of the more accessible equations:
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where:
c = 2r/V − 1,
r is the intrinsic rate of increase and V is the variance in r result-
ing from variation in environmental conditions through time.
This equation is the basis for the solid curves in Figure 7.24,
which indicate that mean time to extinction is higher for larger
maximum population sizes (K ), for greater intrinsic rates of 
population growth and when environmental influences on the
expression of r are smaller. In contrast to earlier claims that ran-
dom disasters pose a greater threat than smaller environmental
variation, it turns out that what really matters is the relationship
between the mean and variance of r (Lande, 1993; Caughley, 1994).
The relationship between persistence time and population size
curves sharply upwards (i.e. is influential only for small or inter-
mediate population sizes) if the mean rate of increase is greater
than the variance, whereas if the variance is greater than the mean
the relationship is convex – so that, even at large population sizes,
environmental uncertainty still has an influence on likely persis-
tence time. This all makes intuitive good sense but can it be put
to practical use?
In their study of the Tana River
crested mangabey (Cercocebus galeritus
galeritus) in Kenya, Kinnaird and
O’Brien (1991) used a similar equation to estimate the population
size (K) needed to provide a 95% probability of persistence for
100 years. This endangered primate is confined to the floodplain
forest of a single river where it declined in numbers from 1200
to 700 between 1973 and 1988 despite the creation of a reserve.
Its naturally patchy habitat has become progressively more frag-
mented through agricultural expansion. The model parameters,
estimated on the basis of some real population data, were taken
to be r = 0.11 and V = 0.20. The latter was particularly uncertain
because only a few years’ data were available. Substituting in the
model yielded a MVP of 8000. Using the standard rule of thumb
described earlier, that to avoid genetic problems an effective
population size of 500 individuals is needed, an actual population
of about 5000 individuals was indicated. Given the available
habitat it was concluded that the mangabeys could not attain a
population size of 5000–8000. Moreover, Kinnaird and O’Brien
think it unlikely that this naturally rare and restricted species ever
has. Either the data were deficient (e.g. environmental variation
in r may be smaller than estimated if they are able to undergo
dietary shifts in response to habitat change) or the model is too
general to be much use in specific cases. The latter is likely to be
true. However, this is not to deny the value of ecologists con-
tinuing to search for generalizations about processes underlying
the problems facing conservation managers.
7.5.5.4 Simulation models: population viability analysis (PVA)
Simulation models provide an altern-
ative, more specific way of gauging 
viability. Usually, these encapsulate
survivorships and reproductive rates in
age-structured populations. Random variations in these elements
or in K can be employed to represent the impact of environmental
variation, including that of disasters of specified frequency and 
intensity. Density dependence can be introduced where required, 
as can population harvesting or supplementation. In the more
sophisticated models, every individual is treated separately in terms
of the probability, with its imposed uncertainty, that it will sur-
vive or produce a certain number of offspring in the current time
period. The program is run many times, each giving a different
population trajectory because of the random elements involved.
The outputs, for each set of model parameters used, include estim-
ates of population size each year and the probability of extinc-
tion during the modeled period (the proportion of simulated 
populations that go extinct).
Koalas (Phascolarctos cinereus) are
regarded as near-threatened nation-
ally, with populations in different parts
of Australia varying from secure to
vulnerable or extinct. The primary aim
of the national management strategy is to retain viable popula-
tions throughout their natural range (ANZECC, 1998). Penn 
et al. (2000) used a widely available demographic forecasting
tool, known as VORTEX (Lacey, 1993), to model two populations
in Queensland, one thought to be declining (at Oakey), the other
secure (at Springsure). Koala breeding commences at 2 years in
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females and 3 years in males. The other demographic values used
in the two PVAs were derived from extensive knowledge of the
two populations and are shown in Table 7.7. Note how the
Oakey population had somewhat higher female mortality and fewer
females producing young each year. The Oakey population was
modeled from 1971 and the Springsure population from 1976 (when
the first estimates of density were available) and the model tra-
jectories were indeed declining and stable, respectively. Over 
the modeled period (Figure 7.25), the probability of extinction of
the Oakey population was 0.380 (i.e. 380 out of 1000 iterations
went extinct) while that for Springsure was 0.063. Managers con-
cerned with critically endangered species do not usually have the
luxury of monitoring populations to check the accuracy of their
predictions. In contrast, Penn et al. (2000) were able to compare
the predictions of their PVAs with real population trajectories,
because the koala populations have been continuously moni-
tored since the 1970s (Figure 7.25). The predicted trajectories were
close to the actual population trends, particularly for the Oakey
population, and this gives added confidence to the modeling
approach.
The predictive accuracy of VORTEX and other simulation 
modeling tools was also found to be high for 21 long-term ani-
mal data sets by Brook et al. (2000). How can such modeling be
put to management use? Local governments in New South Wales
are obliged both to prepare comprehensive koala management
plans and to ensure that developers survey for potential koala 
habitat when a building application affects an area greater than
1 ha. Penn et al. (2000) argue that PVA modeling can be used to
determine whether any effort made to protect habitat is likely to
be rewarded by a viable population.
Overall numbers of African eleph-
ants (Loxodonta africana) are in decline
and few populations are expected to
survive over the next few decades out-
side high-security areas, mainly because
of habitat loss and poaching for ivory. For their simulation 
models Armbruster and Lande (1992) chose to represent the 
elephant population in twelve 5-year age classes through dis-
crete 5-year time steps. Values for age-specific survivorship and 
density-dependent reproductive rates were derived from a 
thorough data set from Tsavo National Park in Kenya, because
its semiarid nature has the general characteristics of land planned
for game reserves now, and in the future. Environmental stoch-
asticity, perhaps most appropriately viewed as disasters, was
modeled as drought events affecting sex- and age-specific survivor-
ship – again realistic data from Tsavo were used, based on a 
mild drought cycle of approximately 10 years superimposed on
a more severe 50-year drought and an even more severe 250-year
drought cycle. Table 7.8 gives the survivorship of females under
‘normal’ conditions and the three drought conditions. The rela-
tionship between habitat area and the probability of extinction
was examined in 1000-year simulations with and without a culling
regime. At least 1000 replicates were performed for each model
with many more (up to 30,000) to attain acceptable statistical
confidence in the smaller extinction probabilities associated with
larger habitat areas. Extinctions were taken to have occurred when
no individuals remained or when only a single sex was represented.
The results imply that an area of 1300 km2 (500 sq. miles) is
required to yield a 99% probability of persistence for 1000 years
(Figure 7.26). This conservative outcome was chosen because of
••
Variable Oakey Springsure
Maximum age 12 12
Sex ratio (proportion male) 0.575 0.533
Litter size of 0 (%) 57.00 (± 17.85) 31.00 (± 15.61)
Litter size of 1 (%) 43.00 (± 17.85) 69.00 (± 15.61)
Female mortality at age 0 32.50 (± 3.25) 30.00 (± 3.00)
Female mortality at age 1 17.27 (± 1.73) 15.94 (± 1.59)
Adult female mortality 9.17 (± 0.92) 8.47 (± 0.85)
Male mortality at age 0 20.00 (± 2.00) 20.00 (± 2.00)
Male mortality at age 1 22.96 (± 2.30) 22.96 (± 2.30)
Male mortality at age 2 22.96 (± 2.30) 22.96 (± 2.30)
Adult male mortality 26.36 (± 2.64) 26.36 (± 2.64)
Probability of catastrophe 0.05 0.05
Multiplier, for reproduction 0.55 0.55
Multiplier for survival 0.63 0.63
% males in breeding pool 50 50
Initial population size 46 20
Carrying capacity, K 70 (± 7) 60 (± 6)
Table 7.7 Values used as inputs for
simulations of koala populations at Oakey
(declining) and Springsure (secure),
Australia. Values in brackets are standard
deviations due to environmental variation;
the model procedure involves the selection
of values at random from the range.
Catastrophes are assumed to occur with 
a certain probability; in years when the
model selects a catastrophe, reproduction
and survival are reduced by the multipliers
shown. (After Penn et al., 2000.)
the case of the
African elephant –
necessary size of
reserves?
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Female survivorship
Age class (years) Normal years 10-year droughts 50-year droughts 250-year droughts
0–5 0.500 0.477 0.250 0.01
5–10 0.887 0.877 0.639 0.15
10–15 0.884 0.884 0.789 0.20
15–20 0.898 0.898 0.819 0.20
20–25 0.905 0.905 0.728 0.20
25–30 0.883 0.883 0.464 0.10
30–35 0.881 0.881 0.475 0.10
35–40 0.875 0.875 0.138 0.05
40–45 0.857 0.857 0.405 0.10
45–50 0.625 0.625 0.086 0.01
50–55 0.400 0.400 0.016 0.01
55–60 0.000 0.000 0.000 0.00
Table 7.8 Survivorship for 12 elephant
age classes in normal years (occur in 
47% of 5-year periods), and in years with
10-year droughts (41% of 5-year periods), 
50-year and 250-year droughts (10 and 
2% of 5-year periods, respectively). (After
Armbruster & Lande, 1992.)
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trends () compared with trajectories 
( ± 1 SD) predicted by 1000 iterations of
VORTEX at (a) Oakey and (b) Springsure,
USA. (After Penn et al., 2000.)
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the difficulty of reestablishing viable populations in isolated areas
where extinctions have occurred and because of the elephant’s
long generation time (about 31 years). In fact, the authors recom-
mend to managers an even more conservative minimum area of
2600 km2 (1000 sq. miles) for reserves. The data are least reliable
for survivorship in the youngest age class and for the long-term
drought regime, and a ‘sensitivity analysis’ shows extinction
probability to be particularly sensitive to slight variations in
these parameters. Of the parks and game reserves in Central and
Southern Africa, only 35% are larger than 2600 km2.
Many aspects of the life history of
plants present particular challenges 
for simulation modeling, including seed
dormancy, highly periodic recruitment
and clonal growth (Menges, 2000).
However, as with endangered animals, different management sce-
narios can be usefully simulated in PVAs. The royal catchfly, Silene
regia, is a long-lived iteroparous prairie perennial whose range has
shrunk dramatically. Menges and Dolan (1998) collected demo-
graphic data for up to 7 years from 16 midwestern USA popula-
tions (adult population sizes of 45–1302) subject to different
management regimes. The species has high survivorship, slow
growth, frequent flowering and nondormant seeds, but very
episodic recruitment (most populations in most years fail to pro-
duce seedlings). Matrices, such as that illustrated in Table 7.9, were
produced for individual populations and years. Multiple simula-
tions were then run for every matrix to determine the finite rate
of increase (λ; see Section 4.7) and the probability of extinction
in 1000 years. Figure 7.27 shows the median finite rate of
increase for the 16 populations, grouped into cases where particular
management regimes were in place, for years when recruitment
of seedlings occurred and for years when it did not. All sites where
λ was greater than 1.35 when recruitment took place were man-
aged by burning and some by mowing as well; none of these were
predicted to go extinct during the modeled period. On the other
hand, populations with no management, or whose management
did not include fire, had lower values for λ and all except two
had predicted extinction probabilities (over 1000 years) of from
10 to 100%. The obvious management recommendation is to use
prescribed burning to provide opportunities for seedling recruit-
ment. Low establishment rates of seedlings in the field may be
due to frugivory by rodents or ants and/or competition for light
with established vegetation (Menges & Dolan, 1998) – burnt
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Figure 7.26 Cumulative probability of elephant population
extinction over 1000 years for six habitat areas (without culling).
(After Armbruster & Lande, 1992.)
Table 7.9 An example of a projection matrix for a particular Silene regia population from 1990 to 1991, assuming recruitment. Numbers
represent the proportion changing from the stage in the column to the stage in the row (bold values represent plants remaining in the
same stage). ‘Alive undefined’ represents individuals with no size or flowering data, usually as a result of mowing or herbivory. Numbers
in the top row are seedlings produced by flowering plants. The finite rate of increase λ for this population is 1.67. The site is managed by
prescribed burning. (After Menges & Dolan, 1998.)
Seedling Vegetative Small ﬂowering Medium ﬂowering Large ﬂowering Alive undeﬁned
Seedling – – 5.32 12.74 30.88 –
Vegetative 0.308 0.111 0 0 0 0
Small ﬂowering 0 0.566 0.506 0.137 0.167 0.367
Medium ﬂowering 0 0.111 0.210 0.608 0.167 0.300
Large ﬂowering 0 0 0.012 0.039 0.667 0.167
Alive undeﬁned 0 0.222 0.198 0.196 0 0.133
the case of the 
royal catchﬂy:
management of an
endangered plant
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areas probably reduce one or both of these negative effects.
While management regime was by far the best predictor of 
persistence, it is of interest that populations with higher genetic
diversity also had higher median values for λ.
In an ideal world, a PVA would
enable us to produce a specific and
reliable recommendation for an endan-
gered species of the population size, or
reserve area, that would permit persis-
tence for a given period with a given level of probability. But this
is rarely achievable because the biological data are hardly ever
good enough. The modelers know this and it is important that
conservation managers also appreciate it. Within the inevitable
constraints of lack of knowledge and lack of time and oppor-
tunity to gather data, the model building exercise is no more nor
less than a rationalization of the problem and quantification of
ideas. Moreover, even though such models produce quantitative
outputs, common sense tells us to trust the results only in a qual-
itative fashion. Nevertheless, the examples above show how, on
the basis of ecological theory discussed in Chapters 4–6, we can
construct models that allow us to make the very best use of avail-
able data and may well give us the confidence to make a choice
between various possible management options and to identify 
the relative importance of factors that put a population at risk 
(Reed et al., 2003). The sorts of management interventions that
may then be recommended include translocation of individuals
to augment target populations, creating larger reserves, raising
the carrying capacity by artificial feeding, restricting dispersal by
fencing, fostering of young (or cross-fostering of young by related
species), reducing mortality by controlling predators or poachers,
or through vaccination and, of course, habitat preservation.
7.5.6 Conservation of metapopulations
We noted in Section 7.5.4 that local
extinctions are common events. It fol-
lows that conservation biologists need
to be aware of the critical importance
of recolonization of habitat fragments
if fragmented populations are to persist. Thus, we need to pay
particular attention to the relationships amongst landscape ele-
ments, including dispersal corridors, in relation to the dispersal
characteristics of focal species (Fahrig & Merriam, 1994).
Westphal et al. (2003) built a stoch-
astic patch occupancy model for the
critically endangered southern emu-
wren (Stipiturus malachurus intermedius)
(based on realistic extinction and recol-
onization matrices) and then used a
technique known as stochastic dynamic modeling to find optimal
solutions for its future management. The metapopulation in the
Mount Lofty ranges of South Australia occurs in six remaining
patches of dense swamp habitat (Figure 7.28). Emu-wrens are poor
flyers and interpatch corridors of appropriate vegetation are
likely to be important for metapopulation persistence. The man-
agement strategies that Westphal et al. (2003) evaluated were the
enlargement of existing patches, linking patches via corridors
and creating a new patch (Figure 7.28). The ‘cost’ of each strat-
egy was standardized to be equivalent to 0.9 ha of revegetated
area. The optimization modeling checked among individual
management actions, and also compared a variety of management
scenario trajectories (e.g. first build a corridor from the largest
patch to its neighbor, then, in the next time period, enlarge the
largest patch; then create a new patch, etc.), to find those that
reduced the 30-year extinction risk to the greatest extent.
Optimal metapopulation management decisions depended
on the current state of the population. For example, if only the
two smallest patches were occupied, the optimal single action would
be to enlarge one of them (patch 2; strategy E2). However, when
only a more extinction-resistant large patch is occupied, connecting
it to neighboring patches is optimal (strategy C5). The best of 
these fixed strategies reduced the 30-year extinction probabilities
by up to 30%. On the other hand, the optimal state-dependent
strategies, where chains of different actions were taken over suc-
cessive time periods, reduced extinction probabilities by 50–80%
compared to no-management models. The optimal scenario 
trajectories varied according to the starting state of the meta-
population and are shown in Figure 7.29.
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These results hold a number of lessons for conservation 
managers. First, optimal decisions are highly state dependent, 
relying on knowledge of patch occupancy and a good understand-
ing of extinction and recolonization rates. Second, the sequence
of actions is critical and recognition of an optimal sequence 
can only be underpinned by an approach such as stochastic
dynamic modeling (Clark & Mangel, 2000); it will be hard to 
come up with simple rules of thumb about metapopulation
management. Most important of all is the point that funds 
available for conservation will always be limited and tools 
such as these should help achieve the optimal use of scarce
resources.
7.6 Global climate change and management
Given predicted increases in carbon
dioxide and other greenhouse gases,
temperature is expected to increase 
by between 1.4 and 5.8°C from 1990 
levels by the year 2100 (IPCC, 2001).
The effects of such increases can be
expected to be profound, through a melting of glaciers and ice
caps and the consequent raising of sea level, and more generally
through large-scale changes to the global climate. Alterations 
to temperature, and other aspects of climate, provide a shifting
physicochemical template upon which species’ niches will be
superimposed in future. In other words, nature reserves already
set up for key species may be in the wrong places and species 
currently appropriate for restoration projects may no longer suc-
ceed. Moreover, each region of the world is likely to be subject
to a new set of invaders, pests and diseases.
Political approaches to the mitigation of climate change focus
on international efforts to reduce emissions and to augment 
ecological sinks (e.g. by increasing the amount of the world’s 
surface that is forest). We deal with these aspects in Chapter 22.
Here we focus on predicting the effects of climate change on the
spread of diseases and other invasive species (Section 7.6.1) and
deciding where to locate nature reserves in a changing world
(Section 7.6.2).
7.6.1 Predicting the spread of diseases and other
invaders in a changing world
We are only at an early stage of pro-
jected trends in global climate change
but already there is evidence of re-
sponses by the flora and fauna. Thus,
shoot production and flowering of a
variety of plants is happening earlier, many birds, butterflies and
amphibians are breeding earlier, and shifts in species’ ranges
have been detected both polewards and towards higher altitudes
(Walther et al., 2002; Parmesan & Yohe, 2003). We can expect
much more dramatic changes in the potential ranges of both native
and invasive species in the coming century.
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Figure 7.28 The southern emu-wren
metapopulation, showing the size and
location of patches and corridors. For
further details, see text. (After Westphal 
et al., 2003.)
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Dengue fever is a potentially fatal
viral disease currently limited to trop-
ical and subtropical countries where its
mosquito vectors occur. No mosquito
species currently in New Zealand appears to be capable of carry-
ing the disease. Worldwide, the two most important vectors are
Aedes aegypti and A. albopictus. Both have been intercepted at New
Zealand’s borders and the latter, which is tolerant of somewhat
••••
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Figure 7.29 The optimal management
scenario trajectories for different starting
configurations of the southern emu-wren
metapopulation. Each circle represents 
one action. Concentric circles show the
repeated execution of a strategy before the
next strategy is implemented. Note that
each trajectory ends with a do-nothing
action when the metapopulation state is
such that lack of management action does
not produce a probability of extinction that
is significantly worse than any active
strategy. (After Westphal et al., 2003.)
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colder conditions, has recently invaded Italy and North America.
If a vector mosquito population becomes established, it needs 
only a single virus-carrying human traveler to trigger an outbreak
of the disease. de Wet et al. (2001) used knowledge of the funda-
mental niches of the two mosquito species in their natural ranges
(in terms of temperature and precipitation), coupled with climate
change scenarios, to predict areas of high risk of invasion of the
vector and establishment of the disease. Under present climatic
conditions, A. aegypti is unlikely to be able to establish anywhere
in New Zealand whereas A. albopictus could invade the northern
part of North Island (Figure 7.30a). Under a climate change 
scenario at the more extreme end of what has been predicted,
most of North Island and some of South Island would be at risk
of invasion by A. albopictus. Under the same scenario, the greater
Auckland area in the north of North Island, where a large propor-
tion of the human population lives, would become susceptible to
invasion by the more efficient virus vector A. aegypti (Figure 7.30b).
Vigilant border surveillance is vital, with most emphasis on
northern ports of entry, in particular Auckland (with 75% of 
air passenger arrivals, 74% of bulk shipping cargo and 50% of 
the imported tyres that provide a prime transport route for
mosquito larvae) (Hearnden et al., 1999).
Spiny acacia (Acacia nilotic subspecies
indica) is a woody legume whose native
range encompasses parts of Africa 
and extends as far east as India. It has
invaded many parts of the world, including Australia where it 
was originally introduced for shade, fodder and ornamental 
purposes. It has spread widely and is now considered a noxious
weed because it reduces pasture production and impedes stock
mustering and access to water. On the basis of conditions in its
natural range, Kriticos et al. (2003) first determined the species’
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Figure 7.30 Dengue fever risk maps for:
(a) Aedes albopictus for (i) present climatic
conditions and (ii) for a high-range climate
change scenario for 2100, and (b) A. aegypti
for (i) a high-range climate change scenario
for (i) 2050 and (ii) 2100. (After de Wet 
et al., 2001.)
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fundamental niche in terms of lower and upper tolerance limits
and optima for temperature and moisture, and the thresholds for
cold stress, heat stress, dry stress and wet stress (water-logging).
They then modeled the invasive potential of spiny acacia under
two climate change scenarios. Both assumed a 2°C temperature
rise, coupled with either a 10% increase or 10% decrease in rain-
fall, because there is considerable uncertainty about the effects of
global change on precipitation in Australia (Figure 7.31). The actual
current distribution of spiny acacia is widespread within the
range indicated by the model, but it has not yet spread to all 
predicted areas. When climate change is taken into account, its
eventual invaded range should be much greater, particularly
because the plant is expected to become more efficient in its use
of water as a result of a fertilization effect of increased atmospheric
carbon dioxide. Thus elevated atmospheric concentration can have
both indirect effects, via climate change, and direct effects on 
the performance and distribution of plants (Volk et al., 2000). Further
spread of this species should be containable because trees can be
physically removed and the spread of seeds (in stock feces) can
be prevented as long as animals are not moved indiscriminately.
A crucial component in containing the invasion will be raising 
public awareness of the weed and how to control it (Kriticos 
et al., 2003).
7.6.2 Managing endangered species
Temperature and moisture also strongly
influence the life cycle of butterflies.
Beaumont and Hughes (2002) used the
approach applied to spiny acacia above
to predict the effect of climate change
on the distribution of 24 Australian butterfly species. Under 
even a moderate set of future conditions (temperature increase
of 0.8–1.4°C by 2050), the distributions of 13 of the species
decreased by more than 20%. Most at risk are those, such as
Hypochrysops halyetus, that not only have specialized food-plant
requirements but also depend on the presence of ants for a
mutualistic relationship. The models suggest that H. halyetus,
which is restricted to coastal heathland in Western Australia, will
lose 58–99% of its current climatic range. Moreover, less than 27%
of its predicted future distribution occurs in locations that it 
••
Figure 7.31 (right) The predicted distribution of spiny acacia in
Australia on the basis of (a) current climate, (b) a scenario with 
an average 2°C increase and a 10% increase in precipitation, 
and (c) a 2°C increase and a 10% decrease in precipitation. The
predicted distributions in (b) and (c) also assume an increased
efficiency of water use by spiny acacia because of a fertilizing
effect of increased atmospheric carbon dioxide. (After Kriticos 
et al., 2003.)
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currently occupies. This result highlights a general point for
managers: regional conservation efforts and current nature reserves
may turn out to be in the wrong place in a changing world.
Téllez-Valdés and Dávila-Aranda (2003) explored this issue for
cacti, the dominant plant form in Mexico’s Tehuacán-Cuicatlán
Biosphere Reserve. From knowledge of the biophysical basis of
the distribution of current species and assuming one of three future
climate scenarios, they predicted future species’ distributions in
relation to the location of the reserve. Table 7.10 shows how the
potential ranges of species contracted or expanded in the various
scenarios. Focusing on the most extreme scenario (an average 
temperature increase of 2.0°C and a 15% reduction in rainfall),
it is evident that more than half of the species that are currently
restricted to the reserve are predicted to go extinct. A second cat-
egory of cacti, whose current ranges are almost equally within
and outside the reserve, are expected to contract their ranges, but
in such a way that their distributions become almost completely
confined to the reserve. A final category, whose current distributions
are much more widespread, also suffer range contraction but in
future they are expected to still be distributed within and outside
the reserve. In the case of these cacti, then, the location of the
reserve seems to cater adequately for potential range changes.
We noted above that the performance of the butterfly
Hypochrysops halyetus depends not just on its own physiology and
behavior but also on a mutualistic interaction with ants. More-
over, while cactus distributions are fundamentally dependent on
appropriate physicochemical conditions, they are also certain to
be influenced by competition for resources with other plants and
by their interactions with the species that feed upon them. We
now turn our attention, in the second section of the book, to the
ecology of interacting populations.
Summary
Ecologists and managers need to identify effective ways to apply
ecological knowledge to deal with the wide range of environmental
problems that confront us all. In this chapter we discuss ecolog-
ical applications of theory and knowledge at the level of indi-
vidual organisms and of single populations. This is the first of 
a trio of chapters; the others will address, in a similar manner,
the application of the fundamentals of ecology at the level of 
population interactions (Chapter 15) and of communities and
ecosystems (Chapter 22).
••••
Current +1.0°C +2.0°C +2.0°C
Species category climate −10% rain −10% rain −15% rain
Restricted to the reserve
Cephalocereus columna-trajani 138 27 0 0
Ferocactus ﬂavovirens 317 532 100 55
Mammillaria huitzilopochtli 68 21 0 0
Mammillaria pectinifera 5,130 1,124 486 69
Pachycereus hollianus 175 87 0 0
Polaskia chende 157 83 76 41
Polaskia chichipe 387 106 10 0
Intermediate distribution
Coryphantha pycnantha 1,367 2,881 1,088 807
Echinocactus platyacanthus f. grandis 1,285 1,046 230 1,148
Ferocactus haematacanthus 340 1,979 1,220 170
Pachycereus weberi 2,709 3,492 1,468 1,012
Widespread distribution
Coryphantha pallida 10,237 5,887 3,459 2,920
Ferocactus recurvus 3,220 3,638 1,651 151
Mammillaria dixanthocentron 9,934 7,126 5,177 3,162
Mammillaria polyedra 10,118 5,512 3,473 2,611
Mammillaria sphacelata 3,956 5,440 2,803 2,580
Neobuxbaumia macrocephala 2,846 4,943 3,378 1,964
Neobuxbaumia tetetzo 2,964 1,357 519 395
Pachycereus chrysacanthus 1,395 1,929 872 382
Pachycereus fulviceps 3,306 5,405 2,818 1,071
Table 7.10 The potential core
distributions (km2) of cacti under current
climatic conditions and for three climate
change scenarios for Mexico. Species in 
the first category of cacti are currently
completely restricted to the 10,000 km2
Tehuacán–Cuicatlán Biosphere Reserve.
Those in the second category have a
current range more or less equally
distributed within and outside the reserve.
The current ranges of species in the final
category extend widely beyond the reserve
boundaries. (After Téllez-Valdés & 
Dávila-Aranda, 2003.)
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Management strategies often rely on an ability to predict
where species might do well, whether we wish to revegetate con-
taminated land, restore degraded animal habitats, predict the
future distribution of invasive species (and through biosecurity
measures prevent their arrival) or conserve endangered species
in new reserves. We describe how our understanding of niche
theory provides a vital foundation for many management actions.
The life history of a species is another basic feature that can
guide management. Particular combinations of ecological traits
help determine lifetime patterns of fecundity and survival, which
in turn determine the distribution and abundance of species in
space and time. We consider whether particular traits (such as
seed size, growth rate, longevity and behavioral flexibility) can
be of use to managers concerned with the likelihood of a species
being a successful part of a habitat restoration project, a problematic
invader or a candidate for extinction and therefore worthy of 
conservation priority. Body size turns out to be a particularly 
important indicator of extinction risk.
A particularly influential feature of the behavior of organisms,
whether animals or plants, is their pattern of movement and 
dispersion. Knowledge of migratory behavior and dispersion be-
havior in a patchy environment can underpin attempts to restore
damaged and suboptimal habitats and in the design of conserva-
tion reserves. Moreover, a detailed understanding of patterns of
species transmission by human agency permits us to predict and
counter the spread of invaders.
Conservation of endangered species requires a thorough
understanding of the dynamics of small populations. Theory tells
conservation biologists to beware genetic problems in small 
populations, which needs to be taken into account when devis-
ing conservation management plans. Small populations are also
subject to particular demographic risks that make extinction
more likely. We focus on an approach called population viabil-
ity analysis (PVA) – an assessment of extinction probabilities that
depends on knowledge of life tables, population rates of increase,
intraspecific competition, density dependence, carrying capacities
and, when appropriate, metapopulation structure. Careful ana-
lysis of populations of particular species at risk can be used to 
suggest management approaches with the greatest chance of
ensuring their persistence.
One of the biggest future challenges to organisms, ecologists
and resource managers is global climate change. We deal with
the way we can use knowledge about the ecology of individual
organisms, coupled with predicted global changes in patterns 
in physicochemical conditions across the face of the globe, to 
predict and manage the spread of disease-carrying organisms 
and other invaders, and to determine the appropriate positioning
of conservation reserves.
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