












第 1章 序論 1
1.1 研究背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 研究目的 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
第 2章 従来手法 5
2.1 脳波 (Electroencephalography) . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 計測 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 事象関連電位 (event related potential) . . . . . . . . . . . . . . . . 7
2.1.3 加算平均 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 ニューラルネットワーク (Neural Network) . . . . . . . . . . . . . . . . . . 9
2.3.1 単純パーセプトロン . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 順伝播型ニューラルネットワーク (Feedforward Neural Network) . . 10
2.3.3 畳み込みニューラルネットワーク (Convolutional Neural Network) . 12
2.3.4 活性化関数 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.5 過学習 (overfitting) . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
第 3章 提案手法 17
3.1 Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.1 Temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1.2 Spatio-temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . 19
3.2 ニューラルネットワーク (Neural Network) . . . . . . . . . . . . . . . . . . 20
3.2.1 ディープニューラルネットワーク (Deep Neural Network) . . . . . . 20
3.2.2 畳み込みニューラルネットワーク (Convolutional Neural Network) . 21
第 4章 実験と結果 23
4.1 実験方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2 脳波記録 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.3 Temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Spatio-temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . 30
4.5 ディープニューラルネットワーク . . . . . . . . . . . . . . . . . . . . . . . 32
4.6 畳み込みニューラルネットワーク . . . . . . . . . . . . . . . . . . . . . . . 34
4.7 Event Related Potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
ii
4.8 事前学習を用いた ERPの識別 . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.9 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
第 5章 考察・結論と今後の展望 45
5.1 考察 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.2 結論 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3 今後の展望 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
謝辞 49
参考文献 51
付録 A 図面 55
A.1 スペーサ図面 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
付録 B 結果 57
B.1 Temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
B.2 Spatio-temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . . . . . 58
B.3 Deep Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
B.4 Convolutional Neural Network . . . . . . . . . . . . . . . . . . . . . . . . 64
B.4.1 畳み込み層 1層，フィルタ数 32 . . . . . . . . . . . . . . . . . . . . 64
B.4.2 畳み込み層 1層，フィルタ数 16 . . . . . . . . . . . . . . . . . . . . 69




1.1 研究背景 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2










式には皮質内電位 (Single Unit Activity: SUA, Multi Unit Activity: MUA, Local Field







分光法 (Near Infrared Spectroscopy: NIRS)，機能的核磁気共鳴画像 (functional Magnetic
Resonance Imaging: fMRI)，脳磁図 (Magnetoencephalography: MEG)，陽電子放出断層
















Component Analysis: ICA)によって低減することができる [3]．環境由来のノイズは電源や
コモンモードによるものであり，バンドパスフィルタや適切なインピーダンスを保つ Active
電極によって低減することができる．
脳波は自発電位と事象関連電位 (Event Related Potentials: ERP)からなる．ERPは、内
的または外的刺激によって引き起こされ，BCIでは視覚誘発電位 (Visual Evoked Potentials:






Spatio-Spectral Patterns for Event-Related Potentials)は，ERPを強調するフィルタとし
て使用されている [4][5]．CSP (common spatial pattern)は µリズムなど自発電位を強調す
るフィルタとして使われる [6]．定常状態視覚誘発電位 (Steady State Visual Evoked Poten-
tials: SSVEP) を強調するフィルタとして正準相関分析 (Canonical Correlation Analysis:
CCA) が使われる [7]．他にも信号対雑音比 (Signal-to-Noise Ratio: SNR) を改善するため
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電極配置は一般的に国際 10-20法または拡張国際 10-20法を使用する (図 2.1参照)．








2.1.2 事象関連電位 (event related potential)
事象関連電位とは外因もしくは内因の刺激によって発生する脳波の一種である．事象関連
電位には様々な種類が存在し，代表的なものを以下に例示する．
• N100 · · · 外因刺激によって誘発される．刺激後およそ 100ms 後に負の電位が発生
する．
• P300 · · · 内因刺激によって誘発される．刺激後およそ 300ms 後に正の電位が発生
する．
• N400 · · · 言語における意味の逸脱に関連してみられる．
• P600 · · · 文章における統合的逸脱に関連してみられる．

















Filter は線形手法であり，FIR (Finite Impulse Response) フィルタの一種とみなすことが
できる．





h[m]x[n−m], (n =M − 1,M, . . . , N − 1) (2.2-1)
ここで，h[m], m = 0, . . . ,M − 1はフィルタ係数である．yˆ[n]と目標信号 y[n]の平均二乗
誤差を最小化する．誤差を e[n] = y[n]− yˆ[n]とすると目的関数は以下のように表せる．
min
h[·]









x[M − 1] x[M − 2] · · · x[0]








y[M − 1] y[M ] · · · y[N − 1] ]T (2.2-5)
h =
[
h[0] h[1] · · · h[M − 1] ]T . (2.2-6)
である．l2 正則化を導入すると最適化問題の解は以下の式で与えられる．
h = (XTX + λI)−1XTy, (2.2-7)
ここで λは正則化係数であり，正の小さな値を設定する．
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2.3 ニューラルネットワーク (Neural Network)


























0 (wx ≤ θ)

















u = w1x1 + w2x2 + · · ·+ wMxM + b (2.3-2)
で与えられる．ここで b はバイアスである．ここで入力ベクトルを改め x =
[x0, x1, . . . , xM ]
T とし，重みベクトルを改め w = [w0, w1, . . . , wM ], x0 = 1 とする
と，b = w0 とすることができるためユニットへの入力 uは
u = wx (2.3-3)
とできる．ユニットの出力 z は，入力に活性化関数 f(·)を適用し，
z = f(u) (2.3-4)
と求まる．
L層を持つ多層のネットワークについて考える．入力から出力にかけて各層を l = 1, . . . , L
で表す．なお，l = 1を入力層，l = Lを出力層と呼び，それ以外の層を中間層と呼ぶ．各層
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2.3 ニューラルネットワーク (Neural Network)
ごとのユニット入出力を u(l) や z(l) と示す．l + 1層のユニット出力 z(l+1) はひとつ前であ
る l層のユニット出力から
u(l+1) =W (l+1)z(l) + b(l+1) (2.3-5)
z(l+1) = f(u(l+1)) (2.3-6)
で計算される．ここで，W (l+1) は w(l+1)ji を要素とした重み行列であり，w(l+1)ji は l 層のユ
ニットのインデックスを i = 0, . . . , I，l + 1層のユニットのインデックスを j = 0, . . . , J と




y ≡ z(L) (2.3-7)
と表記する．
ニューラルネットワークでは，与えられた目標値 tn, n = 1, . . . , N とネットワーク出力 yn
の誤差が最小になるようにパラメータ w を最適化する．ここで，w はネットワークのパラ







‖tn − y(xn;w)‖2 (2.3-8)
この誤差関数を最小にする wを求めるには様々な手法が存在するが，最も基本的なものとし










と定義される．ここでM は w の成分数である．勾配降下法では次式で更新を繰り返して重
みを求める．























入力のサイズを W ×W ×K とし，l 層の畳み込み層での処理を考える．(l − 1) 層から
K チャンネルの入力 z(l−1)ijk , (k = 0, . . . ,K − 1)についてM 種類のフィルタ hpqkm, (M =








zi+p,j+q,khpqkm + bijm (2.3-11)
出力はここで得た uijm に活性化関数を適用し，
zijm = f(uijm) (2.3-12)
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f(u) = u (2.3-15)


















• 正規化線形関数 (rectified linear function)




f(u) = max(u, 0) (2.3-18)







ここで，出力の総和は∑k yk = 1であることに注意する．ここで K クラス分類問題
を考えると，ソフトマックス関数を使用した出力層のユニット出力 yk は入力 xがク
ラス Ck に属する確率と解釈することができる．










2.3 ニューラルネットワーク (Neural Network)


























λ は正則化の強さを制御するパラメータで，通常 λ = 0.00001 ∼ 0.01 程度の値を選
ぶ．これにより勾配法での更新式は
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第 3章 提案手法
3.1 Wiener Filter
線形手法としてWiener Filterを考える．Wiener Filterは 2つの信号間の平均二乗誤差を
最小にするフィルタである．ここでは入力を乾式電極 EEGとして，湿式電極 EEGとの誤差




図 3.1 Wiener Filter の設計
は乾式電極 EEG，y[n]は湿式電極 EEG，h[·]がWiener Filter，yˆ[n]はフィルタによって復
元した EEG，e[n]が誤差である．









h[m]x[n−m], (n =M − 1,M, . . . , N − 1) (3.1-1)
l2 正則化を導入するとフィルタ係数 hについて最適化問題の解は以下の式で与えられる．
h = (XTX + λI)−1XTy, (3.1-2)
ここで λ = 0.001と設定した．X を乾式電極，Y を湿式電極としてフィルタを求めた．
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3.1 Wiener Filter
3.1.2 Spatio-temporal Wiener Filter
Spatio-temporal Wiener Filterでは乾式電極を複数使用して湿式電極一つに対しての誤差
を最小化するフィルタを設計する．Temporal Wiener Filterでは一つの乾式電極について一
定の時間長で重み付き平均を取ったが，Spatio-temporal Wiener Filter では複数の電極に
またがって一定の時間長で重み付き平均を取る．このようなフィルタを，時空間フィルタと
呼ぶ．




































入力層と中間層の活性化関数には ReLU関数 (2.3-18)を用いた．最適化には Adamを用い
た．学習率などのパラメータは提案論文に従った [13]．活性化関数に ReLU関数を使用する









3.2 ニューラルネットワーク (Neural Network)












































図 3.4 畳み込み層 2 層の畳み込みニューラルネットワーク
22
第4章 実験と結果
4.1 実験方法 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2 脳波記録 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.3 Temporal Wiener Filter . . . . . . . . . . . . . . . . . . . . . . 28
4.4 Spatio-temporal Wiener Filter . . . . . . . . . . . . . . . . . . 30
4.5 ディープニューラルネットワーク . . . . . . . . . . . . . . . . . . . . 32
4.6 畳み込みニューラルネットワーク . . . . . . . . . . . . . . . . . . . . 34
4.7 Event Related Potentials . . . . . . . . . . . . . . . . . . . . . 38
4.8 事前学習を用いた ERP の識別 . . . . . . . . . . . . . . . . . . . . . 41
4.9 まとめ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
第 4章 実験と結果
4.1 実験方法




間隔は 0.8-1.3秒でランダムに決定した．合計 250回の刺激を 1 sectionとし，1 sectionは



















Cz,CPz,Pz に配置し，湿式電極を C1,CP1,P1 に配置した．Fp1 を乾式電極の GND とし，
FPzを湿式電極の GNDとした．また両耳たぶをそれぞれの Reference電極とした．湿式電














図 4.3 乾式電極 (左) と湿式電極 (右)．乾式電極はスナップの位置で固定されるが，湿式
電極は底面の溝の位置で固定されるため，取り付け位置が大きく異なる．
図 4.4 3DCAD にて設計したスペーサー
した．図 4.6にスペーサーを装着した湿式電極と乾式電極を示す．
得られた脳波に 0.5-100Hzの bandpassフィルタを適用し，16bit, 512Hzで記録した．解
析では目視で大きなアーティファクトが無いことを確認し，45-55Hzの bandstopフィルタ
と 1-45Hzの bandpassフィルタを適用後，平均 0分散 1に標準化した．
解析には主に Intel® Distribution for Python* 3.6.3 を使用し，パッケージに numpy
1.15.0, scipy 1.1.0, Keras 2.2.0, tensorflow 1.6.0, tensorflow-gpu 1.6.0を使用した．
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4.2 脳波記録
図 4.5 3D プリンタにより作成されたスペーサー





4.3 Temporal Wiener Filter
乾式電極 EEGから湿式電極 EEGへの復元性能を式 (4.3-1)で評価した．
E =
‖Xˆ − Y ‖2F
‖X − Y ‖2F
(4.3-1)





section ごとの結果は表 B.1 に示す．これよりWiener Filter での最適な入力長は 512 (1s)
表 4.1 Wiener Filter 復元誤差
Input Size 32 64 128 256 512
Mean 0.9062 0.9031 0.9020 0.9009 0.8984
Std 0.0137 0.0129 0.0124 0.0125 0.0134







4.3 Temporal Wiener Filter








図 4.7 Wiener Filter 振幅応答 (入力長 512)
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第 4章 実験と結果





section での平均値を示している．各被験者，section ごとの結果は表 B.2 に示す．ここで，
表 4.2 Spatio-temporal Wiener Filter 復元誤差
Input Size 1 32 64 128 256 512
Mean 0.8590 0.8192 0.8151 0.8133 0.8121 0.8101
Std 0.0575 0.0448 0.0427 0.0421 0.0415 0.0410
入力長が 1の時はチャンネル方向のみの重み付けをする Spatio Wiener Filterである．これ
よりWiener Filterでの最適な入力長は 512 (1s)であった．こちらも 4.3節と同様にフィル
タ長が長くなるほど復元信号と湿式電極 EEGの誤差が小さくなっていることがわかる．ま
た，全体を通して 4.3節よりも誤差が小さいことがわかる．
図 4.8は被験者 1で作成したフィルタの振幅特性である．振幅特性についても 4.3節と似
た結果が得られた．
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4.4 Spatio-temporal Wiener Filter













メータとして，入力層のユニット数 N と中間層のユニット数M がある．これらのパラメー
タを検討するために，グリッドサーチによる探索を行った．変更可能なパラメータとしてユ
ニット数の他に層の数もあるが，これはユニットの数を増やすことで近似できるため今回は






表 4.3 DNN での入力層と中間層のユニット数と復元誤差
入力層 \中間層 25% 50% 100% 200% 400%
32, Mean 0.8981 0.8934 0.8946 0.8939 0.8941
32, Std 0.0168 0.0204 0.0210 0.0235 0.0239
64, Mean 0.8891 0.8873 0.8889 0.8930 0.8947
64, Std 0.0224 0.0269 0.0274 0.0273 0.0264
128, Mean 0.8880 0.8937 0.9003 0.9118 0.9206
128, Std 0.0292 0.0294 0.0275 0.0233 0.0195
256, Mean 0.9122 0.9226 0.9334 0.9618 0.9673
256, Std 0.0207 0.0191 0.0225 0.0254 0.0343
512, Mean 0.9500 0.9622 0.9688 0.9796 0.9951
512, Std 0.0217 0.0236 0.0214 0.0300 0.0263

















32 (62.5ms) 64 (125ms) 128 (250ms) 256 (500ms) 512 (1s)




湿式電極 CP1 を乾式電極 (Cz,CPz,Pz) から復元するよう学習した．4.3 節と同様に式
(4.3-1)で評価した．フィルタの作成と評価は前節と同様に各被験者ごとに行い，3 sectionを
フィルタの作成に使用し，残りを評価に使用した．これを被験者ごとにすべての組み合わせ




表 4.4 畳み込み層 1 層，フィルタ数 32 のユニット数と復元誤差
入力層 \中間層 25% 50% 100% 200% 400%
32, Mean 0.8891 0.8873 0.8889 0.8930 0.8947
32, Std 0.0224 0.0269 0.0274 0.0273 0.0264
64, Mean 0.8349 0.8391 0.8419 0.8446 0.8494
64, Std 0.0470 0.0475 0.0449 0.0419 0.0415
128, Mean 0.8200 0.8218 0.8221 0.8269 0.8291
128, Std 0.0462 0.0461 0.0470 0.0494 0.0464
256, Mean 0.8719 0.8903 0.9019 0.8929 0.8856
256, Std 0.0505 0.0537 0.0777 0.0479 0.0360
512, Mean 0.8362 0.8376 0.8359 0.8336 0.8380
512, Std 0.0463 0.0567 0.0525 0.0439 0.0540
表 4.5 に畳み込み層 2 層，フィルタ数 32 のときの各被験者，section での平均値を示す．
各被験者，section，入力長，中間層ユニット数ごとの結果は B.4.3節に示す．図 4.11に結果
をまとめる．

















32 (62.5ms) 64 (125ms) 128 (250ms) 256 (500ms) 512 (1s)
図 4.10 畳み込み層 1 層，フィルタ数 32 での入力層と中間層のユニット数と復元誤差の比較
表 4.5 畳み込み層 2 層，フィルタ数 32 のユニット数と復元誤差
25 50 100 200 400
32, Mean 0.9760 0.9744 0.9753 0.9792 0.9844
32, Std 0.0501 0.0485 0.0477 0.0493 0.0488
64, Mean 0.8402 0.8434 0.8441 0.8501 0.8542
64, Std 0.0496 0.0483 0.0485 0.0450 0.0433
128, Mean 0.8739 0.8798 0.8881 0.9008 0.9088
128, Std 0.0502 0.0430 0.0429 0.0395 0.0380
256, Mean 0.9802 1.0064 1.0243 1.0556 1.0945
256, Std 0.0476 0.0504 0.0644 0.0729 0.0832
512, Mean 0.8447 0.8467 0.8509 0.8581 0.8625
512, Std 0.0517 0.0512 0.0513 0.0538 0.0501
これらの結果より，畳み込みニューラルネットワークでは畳み込み層は 1層，フィルタ数

















32 (62.5ms) 64 (125ms) 128 (250ms) 256 (500ms) 512 (1s)
図 4.11 畳み込み層 2 層，フィルタ数 32 での入力層と中間層のユニット数と復元誤差の比較
表 4.6 畳み込み層 1 層，フィルタ数 16 のユニット数と復元誤差
25 50 100 200 400
32, Mean 0.8140 0.8181 0.8169 0.8190 0.8204
32, Std 0.0480 0.0485 0.0471 0.0471 0.0467
64, Mean 0.8345 0.8381 0.8432 0.8456 0.8520
64, Std 0.0498 0.0479 0.0454 0.0427 0.0419
128, Mean 0.8206 0.8218 0.8285 0.8279 0.8329
128, Std 0.0467 0.0474 0.0487 0.0455 0.0476
256, Mean 0.8733 0.8809 0.9177 0.9409 0.9256
256, Std 0.0518 0.0491 0.0629 0.0766 0.0751
512, Mean 0.8396 0.8408 0.8390 0.8393 0.8432















32 (62.5ms) 64 (125ms) 128 (250ms) 256 (500ms) 512 (1s)
図 4.12 畳み込み層 1 層，フィルタ数 16 での入力層と中間層のユニット数と復元誤差の比較
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第 4章 実験と結果
4.7 Event Related Potentials
これまで作成した 4つの復元フィルタが ERPにどのような影響を及ぼすのか調べた．図
4.13は被験者 1で 40回の加算平均を行った ERP波形である．これよりフィルタによる復元


























図 4.13 フィルタによる復元後の P300 波形
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4.7 Event Related Potentials
を行っても ERP 波形が崩れることは無いことが確認できた．また，それぞれのフィルタに
より湿式電極 EEGでの ERP波形に近づけていることがわかった．
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Spatio-temporal Wiener Filter 10.62
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DNN 11.77







































150 回分の合計 300 データであり，テストに使用したデータは残りの 1 section に含まれる



















表 4.8 P300 テストデータ識別率
事前学習あり 事前学習なし
sub.1 sub.2 sub.3 sub.1 sub.2 sub.3
sess.1 0.67 0.64 0.75 0.75 0.69 0.63
sess.2 0.70 0.79 0.67 0.66 0.82 0.71
sess.3 0.80 0.72 0.72 0.71 0.65 0.67




対する識別率については有意差がなく (p = 0.19)，教師データに対する識別率は事前学習を








































表 4.9 P300 テストデータに対する二乗誤差
事前学習あり 事前学習なし
sub.1 sub.2 sub.3 sub.1 sub.2 sub.3
sess.1 0.6189 0.7268 0.5700 0.7446 0.6629 0.7282
sess.2 0.5748 0.4636 0.6472 1.1195 0.4613 0.7989
sess.3 0.5086 0.5749 0.5530 0.5357 0.8008 0.7246
sess.4 0.6493 0.6799 0.6881 0.5889 0.4976 0.8724
Mean 0.6046±0.0743 0.7113±0.1747
場合と行ってない場合で対応ありの片側 t検定を行ったところ，テストデータに対して誤差は



















1 32 (62.5ms) 64 (125ms) 128 (250ms) 256 (0.5s) 512 (1s)
図 4.19 各復元手法と入力長による比較
ルタ，最後に時間フィルタであった．ここで Spatio Wiener Filterとは，入力に対してチャ
ンネル方向のみの重み付き平均を取ったものであり，Spatio-temporal Wiener Filterで入力
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B.1 Temporal Wiener Filter
表 B.1 Temporal Wiener Filter での各被験者，セクションの結果
Input Size 32 64 128 256 512
sub.1 sess.1 0.9011 0.8978 0.8971 0.8972 0.8970
sub.1 sess.2 0.9111 0.9070 0.9062 0.9058 0.9061
sub.1 sess.3 0.9162 0.9118 0.9108 0.9112 0.9115
sub.1 sess.4 0.9111 0.9081 0.9072 0.9075 0.9080
sub.2 sess.1 0.9075 0.9075 0.9066 0.9067 0.9046
sub.2 sess.2 0.8989 0.8985 0.8986 0.8994 0.8938
sub.2 sess.3 0.9207 0.9200 0.9182 0.9173 0.9120
sub.2 sess.4 0.8982 0.8982 0.8972 0.8970 0.8953
sub.3 sess.1 0.9042 0.8982 0.8964 0.8915 0.8887
sub.3 sess.2 0.8824 0.8819 0.8818 0.8796 0.8738
sub.3 sess.3 0.9350 0.9266 0.9233 0.9193 0.9156
sub.3 sess.4 0.8879 0.8812 0.8802 0.8786 0.8746
Mean 0.9062 0.9031 0.9020 0.9009 0.8984
Std 0.0137 0.0129 0.0124 0.0125 0.0134
付録 B 結果
B.2 Spatio-temporal Wiener Filter
表 B.2 Spatio-temporal Wiener Filter での各被験者，セクションの結果
Input Size 32 64 128 256 512
sub.1 sess.1 0.7754 0.7724 0.7711 0.7712 0.7696
sub.1 sess.2 0.7692 0.7660 0.7636 0.7624 0.7603
sub.1 sess.3 0.7726 0.7685 0.7670 0.7658 0.7644
sub.1 sess.4 0.7690 0.7666 0.7646 0.7641 0.7637
sub.2 sess.1 0.8074 0.8067 0.8062 0.8071 0.8052
sub.2 sess.2 0.8311 0.8306 0.8306 0.8304 0.8286
sub.2 sess.3 0.8420 0.8414 0.8404 0.8399 0.8389
sub.2 sess.4 0.7872 0.7861 0.7857 0.7852 0.7842
sub.3 sess.1 0.8941 0.8846 0.8809 0.8780 0.8769
sub.3 sess.2 0.8614 0.8576 0.8569 0.8556 0.8513
sub.3 sess.3 0.8946 0.8830 0.8780 0.8753 0.8716
sub.3 sess.4 0.8264 0.8173 0.8142 0.8107 0.8070
Mean 0.8192 0.8151 0.8133 0.8121 0.8101
Std 0.0448 0.0427 0.0421 0.0415 0.0410
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B.3 Deep Neural Network
B.3 Deep Neural Network
表 B.3 DNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8705 0.8687 0.8757 0.8627 0.8771
sub.1 sess.2 0.9029 0.8837 0.9059 0.8972 0.8882
sub.1 sess.3 0.8913 0.8814 0.8714 0.8733 0.8671
sub.1 sess.4 0.8848 0.8793 0.8728 0.8683 0.8690
sub.2 sess.1 0.9103 0.9172 0.9164 0.9316 0.9350
sub.2 sess.2 0.9015 0.8988 0.9012 0.9005 0.9009
sub.2 sess.3 0.9205 0.9212 0.9230 0.9227 0.9231
sub.2 sess.4 0.9033 0.9009 0.8998 0.9011 0.9032
sub.3 sess.1 0.8998 0.8971 0.8978 0.8991 0.8974
sub.3 sess.2 0.8729 0.8568 0.8557 0.8570 0.8546
sub.3 sess.3 0.9292 0.9269 0.9246 0.9225 0.9248
sub.3 sess.4 0.8897 0.8885 0.8908 0.8908 0.8893
Mean 0.8981 0.8934 0.8946 0.8939 0.8941
Std 0.0168 0.0204 0.0210 0.0235 0.0239
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付録 B 結果
表 B.4 DNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8586 0.8536 0.8544 0.8613 0.8579
sub.1 sess.2 0.8792 0.8861 0.8733 0.8804 0.8906
sub.1 sess.3 0.8747 0.8510 0.8576 0.8600 0.8632
sub.1 sess.4 0.8646 0.8587 0.8559 0.8666 0.8640
sub.2 sess.1 0.9128 0.9161 0.9166 0.9339 0.9224
sub.2 sess.2 0.9005 0.9043 0.9060 0.9051 0.9083
sub.2 sess.3 0.9217 0.9235 0.9281 0.9292 0.9298
sub.2 sess.4 0.9038 0.9045 0.9069 0.9083 0.9117
sub.3 sess.1 0.8940 0.8938 0.8969 0.8986 0.9010
sub.3 sess.2 0.8541 0.8477 0.8543 0.8526 0.8585
sub.3 sess.3 0.9202 0.9201 0.9252 0.9239 0.9301
sub.3 sess.4 0.8853 0.8881 0.8914 0.8964 0.8987
Mean 0.8891 0.8873 0.8889 0.8930 0.8947
Std 0.0224 0.0269 0.0274 0.0273 0.0264
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B.3 Deep Neural Network
表 B.5 DNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8616 0.8523 0.8640 0.8837 0.9006
sub.1 sess.2 0.8575 0.8692 0.8810 0.8867 0.9137
sub.1 sess.3 0.8457 0.8599 0.8684 0.8835 0.9154
sub.1 sess.4 0.8542 0.8581 0.8683 0.8974 0.9044
sub.2 sess.1 0.9193 0.9254 0.9342 0.9371 0.9431
sub.2 sess.2 0.9082 0.9150 0.9118 0.9207 0.9227
sub.2 sess.3 0.9284 0.9337 0.9403 0.9450 0.9523
sub.2 sess.4 0.9063 0.9107 0.9145 0.9154 0.9210
sub.3 sess.1 0.8961 0.9052 0.9092 0.9206 0.9236
sub.3 sess.2 0.8563 0.8661 0.8687 0.8879 0.8807
sub.3 sess.3 0.9214 0.9304 0.9329 0.9518 0.9470
sub.3 sess.4 0.9008 0.8990 0.9107 0.9114 0.9233
Mean 0.8880 0.8937 0.9003 0.9118 0.9206
Std 0.0292 0.0294 0.0275 0.0233 0.0195
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付録 B 結果
表 B.6 DNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8890 0.9036 0.9289 0.9463 0.9628
sub.1 sess.2 0.8968 0.8912 0.9057 0.9480 0.9290
sub.1 sess.3 0.8958 0.9146 0.9281 0.9400 0.9525
sub.1 sess.4 0.8907 0.9240 0.9181 0.9638 0.9761
sub.2 sess.1 0.9304 0.9278 0.9436 0.9824 0.9759
sub.2 sess.2 0.9167 0.9218 0.9413 0.9727 0.9830
sub.2 sess.3 0.9520 0.9560 0.9630 0.9855 0.9973
sub.2 sess.4 0.9182 0.9289 0.9266 0.9259 0.9267
sub.3 sess.1 0.9100 0.9295 0.9314 0.9418 0.9467
sub.3 sess.2 0.8865 0.8954 0.8929 0.9355 0.9162
sub.3 sess.3 0.9438 0.9537 0.9805 1.0145 1.0025
sub.3 sess.4 0.9164 0.9249 0.9412 0.9852 1.0395
Mean 0.9122 0.9226 0.9334 0.9618 0.9673
Std 0.0207 0.0191 0.0225 0.0254 0.0343
62
B.3 Deep Neural Network
表 B.7 DNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.9373 0.9484 0.9614 0.9479 0.9786
sub.1 sess.2 0.9194 0.9299 0.9489 0.9443 0.9727
sub.1 sess.3 0.9464 0.9686 0.9585 0.9856 0.9790
sub.1 sess.4 0.9452 0.9663 0.9724 0.9928 1.0058
sub.2 sess.1 0.9658 0.9759 0.9864 0.9913 1.0123
sub.2 sess.2 0.9387 0.9521 0.9669 0.9570 0.9891
sub.2 sess.3 0.9713 0.9784 0.9912 1.0263 1.0201
sub.2 sess.4 0.9348 0.9439 0.9545 0.9647 0.9683
sub.3 sess.1 0.9546 0.9541 0.9766 0.9890 0.9851
sub.3 sess.2 0.9228 0.9272 0.9210 0.9309 0.9579
sub.3 sess.3 1.0003 1.0121 1.0056 1.0307 1.0184
sub.3 sess.4 0.9633 0.9896 0.9823 0.9945 1.0539
Mean 0.9500 0.9622 0.9688 0.9796 0.9951
Std 0.0217 0.0236 0.0214 0.0300 0.0263
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付録 B 結果
B.4 Convolutional Neural Network
B.4.1 畳み込み層 1層，フィルタ数 32
表 B.8 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8586 0.8536 0.8544 0.8613 0.8579
sub.1 sess.2 0.8792 0.8861 0.8733 0.8804 0.8906
sub.1 sess.3 0.8747 0.8510 0.8576 0.8600 0.8632
sub.1 sess.4 0.8646 0.8587 0.8559 0.8666 0.8640
sub.2 sess.1 0.9128 0.9161 0.9166 0.9339 0.9224
sub.2 sess.2 0.9005 0.9043 0.9060 0.9051 0.9083
sub.2 sess.3 0.9217 0.9235 0.9281 0.9292 0.9298
sub.2 sess.4 0.9038 0.9045 0.9069 0.9083 0.9117
sub.3 sess.1 0.8940 0.8938 0.8969 0.8986 0.9010
sub.3 sess.2 0.8541 0.8477 0.8543 0.8526 0.8585
sub.3 sess.3 0.9202 0.9201 0.9252 0.9239 0.930
sub.3 sess.4 0.8853 0.8881 0.8914 0.8964 0.8987
Mean 0.8891 0.8873 0.8889 0.8930 0.8947
Std 0.0224 0.0269 0.0274 0.0273 0.0264
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B.4 Convolutional Neural Network
表 B.9 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7833 0.7880 0.7937 0.7949 0.8009
sub.1 sess.2 0.7765 0.7804 0.7908 0.7983 0.8048
sub.1 sess.3 0.7830 0.7871 0.7973 0.8069 0.8097
sub.1 sess.4 0.7825 0.7865 0.7949 0.8085 0.8124
sub.2 sess.1 0.8441 0.8492 0.8495 0.8535 0.8556
sub.2 sess.2 0.8573 0.8640 0.8575 0.8556 0.8600
sub.2 sess.3 0.8671 0.8752 0.8727 0.8726 0.8765
sub.2 sess.4 0.7995 0.8016 0.8027 0.8018 0.8096
sub.3 sess.1 0.9027 0.9007 0.9049 0.9080 0.9116
sub.3 sess.2 0.8515 0.8562 0.8509 0.8541 0.8560
sub.3 sess.3 0.9183 0.9273 0.9313 0.9267 0.9321
sub.3 sess.4 0.8534 0.8533 0.8569 0.8543 0.8633
Mean 0.8349 0.8391 0.8419 0.8446 0.8494
Std 0.0470 0.0475 0.0449 0.0419 0.0415
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付録 B 結果
表 B.10 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7687 0.7700 0.7727 0.7735 0.7809
sub.1 sess.2 0.7621 0.7684 0.7667 0.7702 0.7751
sub.1 sess.3 0.7660 0.7696 0.7696 0.7764 0.7740
sub.1 sess.4 0.7706 0.7698 0.7708 0.7728 0.7756
sub.2 sess.1 0.8158 0.8220 0.8162 0.8186 0.8272
sub.2 sess.2 0.8418 0.8428 0.8426 0.8465 0.8712
sub.2 sess.3 0.8586 0.8559 0.8581 0.8733 0.8648
sub.2 sess.4 0.7910 0.7872 0.7859 0.7871 0.7918
sub.3 sess.1 0.8923 0.8887 0.8916 0.8966 0.8921
sub.3 sess.2 0.8462 0.8436 0.8501 0.8606 0.8533
sub.3 sess.3 0.8930 0.9016 0.9038 0.9133 0.9040
sub.3 sess.4 0.8336 0.8421 0.8374 0.8343 0.8395
Mean 0.8200 0.8218 0.8221 0.8269 0.8291
Std 0.0462 0.0461 0.0470 0.0494 0.0464
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B.4 Convolutional Neural Network
表 B.11 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7687 0.7700 0.7727 0.7735 0.7809
sub.1 sess.2 0.7621 0.7684 0.7667 0.7702 0.7751
sub.1 sess.3 0.7660 0.7696 0.7696 0.7764 0.7740
sub.1 sess.4 0.7706 0.7698 0.7708 0.7728 0.7756
sub.2 sess.1 0.8158 0.8220 0.8162 0.8186 0.8272
sub.2 sess.2 0.8418 0.8428 0.8426 0.8465 0.8712
sub.2 sess.3 0.8586 0.8559 0.8581 0.8733 0.8648
sub.2 sess.4 0.7910 0.7872 0.7859 0.7871 0.7918
sub.3 sess.1 0.8923 0.8887 0.8916 0.8966 0.8921
sub.3 sess.2 0.8462 0.8436 0.8501 0.8606 0.8533
sub.3 sess.3 0.8930 0.9016 0.9038 0.9133 0.9040
sub.3 sess.4 0.8336 0.8421 0.8374 0.8343 0.8395
Mean 0.8200 0.8218 0.8221 0.8269 0.8291
Std 0.0505 0.0537 0.0777 0.0479 0.0360
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付録 B 結果
表 B.12 畳み込み層 1 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7822 0.7765 0.7873 0.7809 0.7788
sub.1 sess.2 0.7666 0.7745 0.7723 0.7700 0.7782
sub.1 sess.3 0.7794 0.7896 0.7770 0.7917 0.7769
sub.1 sess.4 0.8033 0.7735 0.7799 0.7904 0.7796
sub.2 sess.1 0.8877 0.8266 0.8195 0.8433 0.8395
sub.2 sess.2 0.8587 0.8430 0.9086 0.8486 0.8417
sub.2 sess.3 0.8597 0.9164 0.8788 0.8709 0.9067
sub.2 sess.4 0.7938 0.7986 0.7934 0.8016 0.8065
sub.3 sess.1 0.8941 0.9165 0.8945 0.8989 0.9156
sub.3 sess.2 0.8582 0.8447 0.8498 0.8537 0.8478
sub.3 sess.3 0.9006 0.9375 0.9198 0.9046 0.9310
sub.3 sess.4 0.8508 0.8540 0.8500 0.8485 0.8537
Mean 0.8362 0.8376 0.8359 0.8336 0.8380
Std 0.0463 0.0567 0.0525 0.0439 0.0540
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B.4 Convolutional Neural Network
B.4.2 畳み込み層 1層，フィルタ数 16
表 B.13 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7627 0.7650 0.7665 0.7708 0.7705
sub.1 sess.2 0.7584 0.7599 0.7606 0.7627 0.7656
sub.1 sess.3 0.7604 0.7649 0.7662 0.7680 0.7680
sub.1 sess.4 0.7570 0.7592 0.7617 0.7627 0.7628
sub.2 sess.1 0.8069 0.8170 0.8137 0.8121 0.8139
sub.2 sess.2 0.8383 0.8510 0.8351 0.8408 0.8383
sub.2 sess.3 0.8460 0.8516 0.8513 0.8542 0.8540
sub.2 sess.4 0.7791 0.7786 0.7784 0.7797 0.7885
sub.3 sess.1 0.8777 0.8790 0.8761 0.8777 0.8795
sub.3 sess.2 0.8511 0.8534 0.8546 0.8531 0.8615
sub.3 sess.3 0.8983 0.8988 0.8999 0.9013 0.9009
sub.3 sess.4 0.8321 0.8383 0.8387 0.8443 0.8416
Mean 0.8140 0.8181 0.8169 0.8190 0.8204
Std 0.0480 0.0485 0.0471 0.0471 0.0467
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表 B.14 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7825 0.7873 0.7926 0.7988 0.8148
sub.1 sess.2 0.7764 0.7816 0.7889 0.7961 0.8030
sub.1 sess.3 0.7796 0.7872 0.7957 0.8046 0.8209
sub.1 sess.4 0.7773 0.7826 0.7915 0.8035 0.8103
sub.2 sess.1 0.8454 0.8470 0.8578 0.8542 0.8614
sub.2 sess.2 0.8625 0.8522 0.8569 0.8599 0.8570
sub.2 sess.3 0.8672 0.8750 0.8753 0.8787 0.8828
sub.2 sess.4 0.7938 0.8030 0.8081 0.8049 0.8093
sub.3 sess.1 0.9128 0.9088 0.8995 0.8995 0.9088
sub.3 sess.2 0.8457 0.8491 0.8583 0.8561 0.8537
sub.3 sess.3 0.9194 0.9258 0.9325 0.9324 0.9435
sub.3 sess.4 0.8514 0.8574 0.8608 0.8584 0.8584
Mean 0.8345 0.8381 0.8432 0.8456 0.8520
Std 0.0498 0.0479 0.0454 0.0427 0.0419
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表 B.15 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7696 0.7718 0.7746 0.7729 0.7858
sub.1 sess.2 0.7639 0.7631 0.7714 0.7748 0.7726
sub.1 sess.3 0.7684 0.7694 0.7720 0.7782 0.7883
sub.1 sess.4 0.7668 0.7664 0.7739 0.7764 0.7747
sub.2 sess.1 0.8194 0.8199 0.8249 0.8233 0.8304
sub.2 sess.2 0.8519 0.8447 0.8506 0.8580 0.8536
sub.2 sess.3 0.8557 0.8637 0.8684 0.8655 0.8720
sub.2 sess.4 0.7839 0.7849 0.7903 0.7955 0.7937
sub.3 sess.1 0.8870 0.8890 0.8987 0.8862 0.8983
sub.3 sess.2 0.8505 0.8522 0.8543 0.8511 0.8449
sub.3 sess.3 0.8963 0.8981 0.9078 0.9071 0.9174
sub.3 sess.4 0.8334 0.8385 0.8557 0.8458 0.8626
Mean 0.8206 0.8218 0.8285 0.8279 0.8329
Std 0.0467 0.0474 0.0487 0.0455 0.0476
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表 B.16 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8158 0.8335 0.8545 0.8452 0.8468
sub.1 sess.2 0.8109 0.8496 0.8694 0.8816 0.8639
sub.1 sess.3 0.8323 0.8374 0.8591 0.8706 0.8400
sub.1 sess.4 0.8226 0.8344 0.8795 0.9293 0.9474
sub.2 sess.1 0.9035 0.8710 0.9533 0.9188 0.9001
sub.2 sess.2 0.8851 0.8729 0.8718 1.0094 0.9561
sub.2 sess.3 0.8906 0.9329 0.9148 1.0868 0.9903
sub.2 sess.4 0.8281 0.8691 0.8562 0.8462 0.8372
sub.3 sess.1 0.9821 0.9175 1.0285 0.9238 0.9588
sub.3 sess.2 0.8802 0.8565 0.9072 0.9362 0.9323
sub.3 sess.3 0.9466 1.0100 1.0108 1.0660 1.1131
sub.3 sess.4 0.8817 0.8853 1.0070 0.9763 0.9217
Mean 0.8733 0.8809 0.9177 0.9409 0.9256
Std 0.0518 0.0491 0.0629 0.0766 0.0751
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表 B.17 畳み込み層 1 層，フィルタ数 16 の CNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7896 0.7788 0.7891 0.7891 0.7962
sub.1 sess.2 0.7775 0.7826 0.7831 0.7899 0.7820
sub.1 sess.3 0.7837 0.7887 0.7851 0.7866 0.7973
sub.1 sess.4 0.7822 0.7790 0.7917 0.7912 0.7979
sub.2 sess.1 0.8317 0.8521 0.8312 0.8310 0.8432
sub.2 sess.2 0.8588 0.8475 0.8501 0.8490 0.8604
sub.2 sess.3 0.8727 0.8751 0.8735 0.8725 0.8847
sub.2 sess.4 0.8316 0.8000 0.8015 0.8025 0.8018
sub.3 sess.1 0.9004 0.9117 0.9109 0.8990 0.9024
sub.3 sess.2 0.8515 0.8595 0.8529 0.8607 0.8516
sub.3 sess.3 0.9394 0.9463 0.9218 0.9272 0.9227
sub.3 sess.4 0.8560 0.8685 0.8776 0.8732 0.8784
Mean 0.8396 0.8408 0.8390 0.8393 0.8432
Std 0.0487 0.0533 0.0476 0.0462 0.0456
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B.4.3 畳み込み層 2層，フィルタ数 32
表 B.18 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 32)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.9643 0.9630 0.9670 0.9637 0.9704
sub.1 sess.2 0.9788 0.9741 0.9774 0.9752 0.9798
sub.1 sess.3 1.0098 1.0106 1.0097 1.0129 1.0119
sub.1 sess.4 1.0286 1.0211 1.0216 1.0283 1.0288
sub.2 sess.1 0.9783 0.9855 0.9890 0.9892 1.0003
sub.2 sess.2 0.9195 0.9216 0.9249 0.9398 0.9496
sub.2 sess.3 0.9660 0.9618 0.9634 0.9660 0.9699
sub.2 sess.4 0.8959 0.8944 0.8968 0.8985 0.9020
sub.3 sess.1 0.9935 0.9965 0.9970 1.0070 1.0199
sub.3 sess.2 0.9103 0.9059 0.9068 0.9032 0.9048
sub.3 sess.3 1.0842 1.0735 1.0737 1.0814 1.0820
sub.3 sess.4 0.9826 0.9849 0.9762 0.9851 0.9928
Mean 0.9760 0.9744 0.9753 0.9792 0.9844
Std 0.0501 0.0485 0.0477 0.0493 0.0488
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表 B.19 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 64)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7878 0.7885 0.7906 0.7949 0.8012
sub.1 sess.2 0.7827 0.7854 0.7882 0.7990 0.8112
sub.1 sess.3 0.7933 0.7917 0.7919 0.8068 0.8107
sub.1 sess.4 0.7871 0.7937 0.7943 0.8049 0.8153
sub.2 sess.1 0.8552 0.8630 0.8619 0.8634 0.8729
sub.2 sess.2 0.8512 0.8533 0.8524 0.8666 0.8605
sub.2 sess.3 0.8723 0.8768 0.8727 0.8746 0.8790
sub.2 sess.4 0.7986 0.8076 0.8117 0.8118 0.8149
sub.3 sess.1 0.9211 0.9160 0.9172 0.9046 0.9211
sub.3 sess.2 0.8459 0.8469 0.8461 0.8606 0.8546
sub.3 sess.3 0.9324 0.9321 0.9391 0.9431 0.9391
sub.3 sess.4 0.8549 0.8654 0.8628 0.8714 0.8699
Mean 0.8402 0.8434 0.8441 0.8501 0.8542
Std 0.0496 0.0483 0.0485 0.0450 0.0433
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表 B.20 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 128)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.8205 0.8381 0.8414 0.8573 0.8697
sub.1 sess.2 0.8125 0.8260 0.8336 0.8632 0.8775
sub.1 sess.3 0.8290 0.8493 0.8641 0.8658 0.8986
sub.1 sess.4 0.8367 0.8396 0.8648 0.8944 0.9125
sub.2 sess.1 0.9017 0.8989 0.9179 0.9153 0.9232
sub.2 sess.2 0.8700 0.8815 0.8885 0.8892 0.9034
sub.2 sess.3 0.8943 0.9077 0.9130 0.9252 0.9238
sub.2 sess.4 0.8392 0.8407 0.8399 0.8505 0.8515
sub.3 sess.1 0.9665 0.9397 0.9536 0.9622 0.9594
sub.3 sess.2 0.8564 0.8659 0.8696 0.8836 0.8734
sub.3 sess.3 0.9659 0.9700 0.9729 0.9790 0.9923
sub.3 sess.4 0.8944 0.8999 0.8978 0.9234 0.9201
Mean 0.8739 0.8798 0.8881 0.9008 0.9088
Std 0.0502 0.0430 0.0429 0.0395 0.0380
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表 B.21 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 256)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.9263 0.9763 0.9890 1.0814 1.0009
sub.1 sess.2 0.9473 0.9773 1.0193 1.0141 1.0786
sub.1 sess.3 1.0061 1.0573 1.0792 1.1316 1.0951
sub.1 sess.4 0.9930 1.0489 1.0985 1.1114 1.1863
sub.2 sess.1 1.0158 1.0433 1.0731 1.0859 1.0892
sub.2 sess.2 0.9497 0.9913 0.9935 0.9847 1.1193
sub.2 sess.3 0.9829 1.0336 1.0271 1.1519 1.1993
sub.2 sess.4 0.9357 0.9216 0.9294 0.9408 0.9817
sub.3 sess.1 1.0082 1.0356 1.0433 1.0460 1.1185
sub.3 sess.2 0.9039 0.9059 0.8955 0.9297 0.9722
sub.3 sess.3 1.0836 1.0676 1.1271 1.1453 1.2472
sub.3 sess.4 1.0097 1.0180 1.0166 1.0449 1.0459
Mean 0.9802 1.0064 1.0243 1.0556 1.0945
Std 0.0505 0.0537 0.0777 0.0479 0.0360
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表 B.22 畳み込み層 2 層，フィルタ数 32 の CNN での各被験者，セクションの結果 (入力長 512)
Hidden 25% 50% 100% 200% 400%
sub.1 sess.1 0.7817 0.7871 0.7944 0.7948 0.8120
sub.1 sess.2 0.7817 0.7862 0.7959 0.8075 0.8075
sub.1 sess.3 0.7998 0.7917 0.7934 0.8028 0.8089
sub.1 sess.4 0.7953 0.7865 0.7934 0.7920 0.7983
sub.2 sess.1 0.8459 0.8426 0.8817 0.8801 0.9112
sub.2 sess.2 0.8545 0.8667 0.8658 0.8653 0.8527
sub.2 sess.3 0.8852 0.8799 0.8941 0.8942 0.9145
sub.2 sess.4 0.7981 0.8288 0.8056 0.8097 0.8300
sub.3 sess.1 0.9146 0.9104 0.9104 0.9376 0.9255
sub.3 sess.2 0.8516 0.8567 0.8518 0.8698 0.8664
sub.3 sess.3 0.9379 0.9508 0.9485 0.9532 0.9474
sub.3 sess.4 0.8905 0.8731 0.8754 0.8900 0.8750
Mean 0.8447 0.8467 0.8509 0.8581 0.8625
Std 0.0517 0.0512 0.0513 0.0538 0.0501
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