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ABSTRACT
In this paper, Artificial Neural Networks (ANNs) are used to study the correlations between
solar irradiance and solar photovoltaic (PV) output power which can be used for the de-
velopment of a real-time prediction model to predict the next day produced power. Solar
irradiance records were measured by ASU weather station located on the campus of Ap-
plied Science Private University (ASU), Amman, Jordan and the solar PV power outputs
were extracted from the installed 264KWp power plant at the university. Intensive training
experiments were carried out on 19249 records of data to find the optimum NN configura-
tions and the testing results show excellent overall performance in the prediction of next 24
hours output power in KW reaching a Root Mean Square Error (RMSE) value of 0.0721.
This research shows that machine learning algorithms hold some promise for the predic-
tion of power production based on various weather conditions and measures which help in
the management of energy flows and the optimisation of integrating PV plants into power
systems.
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1. INTRODUCTION
The importance of solar Photovoltaic (PV) systems is increasing with the ongoing industrial growth and
the increased energy demand for developed and developing countries [1, 2]. Energy production by PV systems is
becoming one of the main renewable energy sources as it turns the power of the sun into electricity and this can be
done repeatedly without causing any damage to the environment.
The term “Photovoltaic” is first used in English since 1849 as the process of light conversion into electricity
[3]. Solar PV power plants are installed in two modes: grid-connected and a stand-alone (Off-Grid) [4]. Off-Grid
systems are used for isolated or remote areas that are normally on smaller scale. On the other hand, grid-connected
systems are widely operated and they are proven to be hugely beneficial but they were known as uncertain systems,
uncontrollable, and non-scheduling power source [5]. This is because such type of power production depends on the
variable weather conditions according to the geographical area of the system.
To maintain a stable power quality and scheduling and improve investment feasability, many studies were
reported in the literature suggesting different modeling, simulation, and prediction methods for the expected power
production of solar PV plants [6, 7]. In [8], the accuracy of one-day ahead prediction for the power produced by 1MW
PV System is compared for two methods, Support Vector Machines (SVM) and Multilayer Perceptron (MP) Artificial
Neural Networks (ANNs). It was found that the two algorithms approximately obtained almost the same accuracy with
0.07 KWh/m2 and 0.11 KWh/m2 Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), respectively.
Various forecasting methods of PV power output were reviewed in [9]. It was demonstrated that any model
Journal Homepage: http://iaescore.com/journals/index.php/IJECE
 
 
 
Institute of Advanced Engineering and Science 
w  w  w  .  i  a  e  s  j  o  u  r  n  a  l  .  c  o  m 
 
498 ISSN: 2088-8708
uses numerically predicted weather data will not take into account the effect of cloud cover and cloud formation when
initializing, therefore sky imaging and satellite data methods used to predict the PV power output with higher accuracy.
The article also outlined some key factors affecting the accuracy of prediction, such as forecast horizon, forecasting
interval width, system size and PV panels mounting method (fixed or tracking). The aim of the work published in [10]
was to study the effect of forecast horizon on the accuracy of the method used to predict the PV power production,
which was Support Vector Regression (SVR) using numerically predicted weather data. Two forecast horizons studied:
up to 2 and 25 hours ahead. As expected, the forecasting of up to 2 hours ahead was more accurate with RMSE and
MAE increased 13% and 17%, respectively, when the forecast horizon was up to 25 hours ahead.
The authors of [11] developed and validated a model that adapted an ANN with tapped delay lines and built
for one day ahead forecasting. The inputs were the irradiation and the sampling hours. The model achieved seasonal
MAE ranging from 12.2% to 26% in spring and autumn, respectively.
The research work of [12] compared two short-term forecasting models: the analytical PV power forecasting
model (APVF) and the MP PV forecasting model (MPVF), with both of the models using numerically predicted
weather data and past hourly values for PV electric power production. The two models achieved similar results
(RMSE varying between 11.95% and 12.10%) with forecast horizons covering all daylight hours of one day ahead,
thus the models demonstrated their applicability for PV electric power prediction.
A new Physical Hybrid ANN (PHANN) method was proposed in [13] to improve the accuracy of the standard
ANN method. The hybrid method is based on ANN and clear sky curves for a PV plant. The PHANN method
reduced the Normalized MAE (NMAE) and the Weighted MAE (WMAE) by almost 50% in many days compared
to the standard ANN method. In [14], the PV energy production for the next day with 15-minutes intervals was
accurately predicted with a SVM model that uses historical data for solar irradiance, ambient temperature and past
energy production. The method demonstrated very good accuracy with R2 correlation coefficients of more than 90%,
and the coefficient was strongly dependent on the quality of the weather forecast.
A model using multilayer perceptron-based ANN was proposed in [5] for one day ahead forecasting. The
daily solar power output and atmospheric temperature for 70 days used for training the ANN. For the different settings
of the ANN model (number of hidden layers, activation function and learning rule), the minimum MAPE achieved
was 0.855%.
In this research work, ANNs were optimized to find the best learning configurations and map the available
solar irradiance records into the generated solar PV power. The proposed system provides real-time next-day predic-
tions for the output power based on the knowledge extracted from the available historical data. These predictions can
be used by many energy management systems [15] and power control systems of grid-tied PV plants [16].
2. PV SYSTEMS AND DATA
The data used in this research were collected from the existing weather station and solar PV plants at Applied
Science Private University (ASU) as depicted in the map of Figure 1.
Figure 1. A map showing part of ASU’s campus.
There are four separate PV systems installed at the university campus for a total generation capacity of
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550KWp: three rooftop mounted solar systems and one ground mounted test field. In this work, the power production
data extracted from the PV system ASU09 (Faculty of Engineering) [17] is correlated with the solar irradiance mea-
sured for the same period by the weather station [18] which is located about 175m from the engineering building (see
Figure 1).
2.1. PV ASU09: Faculty of Engineering
The largest PV system is installed on top of the faculty of engineering building with a capacity of 264KWp.
It consists of 14 SMA sunny tripower inverters (17KW and 10KW) connected with Yingli Solar (YL 245P-29b-PC)
panels that are tilted by 11and oriented 36(S to E).
The dataset used in this research was created using all reported solar irradiance and PV power records between
15 May 2015 and 30 September 2017. This consists of 19800 PV power and 20808 weather station records with one
hour frequency.
3. THE PROPOSED PREDICTION SYSTEM
3.1. Preprocessing
As shown in Figure 2, the first stage of our system is to make sure that all data entries are consistent and
available for both solar irradiance and PV power per instance of time.
Figure 2. A block diagram for the proposed system.
A filter was designed to remove out any irradiance record where no PV power value is reported at the same
time. In addition, many records were not reported correctly because of some network connection disruptions and in
some cases this was caused by an inverter failure. An irradiance record is associated with a solar PV output power
value at each hour for a total of 19249 samples as depicted in Figure 3. As shown in Figure 2, the dataset is then
normalized between 0 and 1 for a better machine learning performance.
3.2. Artificial Neural Networks
ANNs is a machine learning algorithm that interconnects non-linear elements through adjustable weights.
The structure of ANN consists of three layers: input, hidden, and output layers as illustrated in Figure 4 [19]. The
input layer receives the raw data, and then these inputs are processed in the hidden layer to be finally sent as computed
information from the output layer [5].
Using neural network learning methods provide a robust algorithm to interpret real-world sensor data [20],
and it has been widely used in the field of solar energy [21]. Artificial intelligence techniques can be used for sizing
PV systems: stand-alone PVs, grid-connected PV systems, and PV-wind hybrid systems [22]. There are many learning
algorithms that can be used in our work [23, 24, 25], but it was shown in the literature that ANN systems were proven
to provide excellent prediction and classification results in similar applications such as [26] and [27].
3.3. ANN Experiments and Optimisation
In this research work, an ANNs network model was created with five inputs representing the solar irradiance
(Irr) records at the same time of the previous five days that are associated with a current solar PV output power (P )
which represents the target function (output node). So, if the mean power value for the hour h on day d is represented
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Figure 3. The associated PV power and irradiance data (0 on the time axis corresponds to 15 May 2015).
Figure 4. The structure of ANN.
by Ph(d), then it is associated with the irradiance values at the same hour h for the previous five days: Irrh(d − 1),
Irrh(d− 2), Irrh(d− 3), Irrh(d− 4), Irrh(d− 5).
All training and testing experiments were carried out using the MATLAB ANNs toolbox with the aid of
the back-propagation learning algorithm [28]. To optimize the model performance, the number of hidden layers was
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incremented from 1 to 30 and at each value of hidden layers, ten experiments were carried out using a different set of
randomly mixed samples consisting 80% of the samples (15399 samples) for training, 5% for validation, and 15% for
testing. The average RMSE for each of ten experiments is calculated to evaluate the performance per specific number
of hidden layers.
A total of 300 sets of training, validation, and testing experiments were handled and the best ANN config-
urations were found to provide an average RMSE of 0.0721 and best validation MSE of 0.0053397 using 22 hidden
layers for the testing performance illustrated in Figure 5 and Figure 6. These results are very good compared to the
methods and measures reported in the literature and related to the current research.
Figure 5. Correlation coefficients calculations.
A two-days prediction for the PV energy production for 23 and 24 May 2015 was simulated using our model
(see Figure 7 (left)) and the system provided a RMSE=0.0234 and correlation coefficient of R=0.9983 which means
an almost perfect linear relationship between solar irradiation and the output power generated. In addition a ten-days
simulation for the duration from 20 to 30 July 2015 provided RMSE=0.0333 and R=0.9965 as illustrated in Figure 7
(right).
4. CONCLUSIONS
In this work, a machine learning model is proposed to analyses historical solar PV output power and solar
irradiance data to provide a set of decision rules that represent a proper prediction system. All data records in the
duration from 16 May 2015 to 30 September 2017 were used in this research work and the ANNs-based system
provided promising results.
We believe that this work is the first to predict the next-day solar PV output power using real time irradiation
data measured accurately at a weather station that is located at the same geographical area of the PV plants.
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Figure 6. ANN experiments using 22 hidden layers.
Figure 7. Measured and forecasted PV energy production for 23-24 May 2015 (left) and 20-30 July 2015 (right).
ACKNOWLEDGMENT
The authors would like to acknowledge the financial support received from Applied Science Private Univer-
sity that helped in accomplishing the work of this article.
REFERENCES
[1] W. Hoffmann, “Pv solar electricity industry: Market growth and perspective,” Solar Energy Materials and Solar
Cells, vol. 90, no. 18, pp. 3285 – 3311, 2006.
[2] I. E. Agency, “Technology roadmap: Solar photovoltaic energy 2014 edition,” Paris, France, 2014, last accessed:
IJECE Vol. 8, No. 1, February 2018: 497 – 504
IJECE ISSN: 2088-8708 503
2017-10-2. [Online]. Available: https://goo.gl/6opzZ8
[3] A. Smee, Elements of electro-biology,: or the voltaic mechanism of man; of electro-pathology, especially of the
nervous system; and of electro-therapeutics. London, UK: Longman, Brown, Green, and Longmans, 1849.
[4] V. Karthikeyan, S. Rajasekar, V. Das, P. Karuppanan, and A. K. Singh, Grid-Connected and Off-Grid Solar
Photovoltaic System. Cham: Springer International Publishing, 2017, pp. 125–157.
[5] R. Muhammad Ehsan, S. P. Simon, and P. R. Venkateswaran, “Day-ahead forecasting of solar photovoltaic output
power using multilayer perceptron,” Neural Computing and Applications, vol. 28, no. 12, pp. 3981–3992, Dec
2017.
[6] M. Elyaqouti, L. Bouhouch, and A. Ihlal, “Modelling and predicting of the characteristics of a photovoltaic
generator on a horizontal and tilted surface,” International Journal of Electrical and Computer Engineering,
vol. 6, no. 6, pp. 2557–2576, 2016, cited By 0.
[7] S. Mankour, A. Belarbi, and M. Benmessaoud, “Modeling and simulation of a photovoltaic field for 13 kw,”
International Journal of Electrical and Computer Engineering, vol. 7, no. 6, pp. 3271–3281, 2017, cited By 0.
[8] J. G. da Silva Fonseca Junior, T. Oozekia, T. Takashimaa, G. Koshimizub, Y. Uchidab, and K. Ogimoto, “Forecast
of power production of a photovoltaic power plant in japan with multilayer perceptron artificial neural networks
and support vector machines,” in 26th European Photovoltaic Solar Energy Conference and Exhibition. WIP-
Renewable Energies, Sep. 2011, pp. 4237–4240.
[9] A. Tuohy, J. Zack, S. Haupt, J. Sharp, M. Ahlstrom, S. Dise, E. Grimit, C. Moehrlen, M. Lange, M. Gar-
cia Casado, J. Black, M. Marquis, and C. Collier, “Solar forecasting: Methods, challenges, and performance,”
IEEE Power and Energy Magazine, vol. 13, pp. 50–59, 11 2015.
[10] J. G. da Silva Fonseca, T. Oozeki, T. Takashima, G. Koshimizu, Y. Uchida, and K. Ogimoto, “Photovoltaic
power production forecasts with support vector regression: A study on the forecast horizon,” in 2011 37th IEEE
Photovoltaic Specialists Conference, June 2011, pp. 002 579–002 583.
[11] M. Cococcioni, E. D’Andrea, and B. Lazzerini, “One day-ahead forecasting of energy production in solar pho-
tovoltaic installations: An empirical study,” Intelligent Decision Technologies, vol. 6, no. 3, pp. 197–210, Aug.
2012.
[12] C. Monteiro, L. A. Fernandez-Jimenez, I. J. Ramirez-Rosado, and P. M. Lara-Santillan, “Short-term forecast-
ing models for photovoltaic plants: Analytical versus soft-computing techniques,” Mathematical Problems in
Engineering, vol. 2013, pp. 1–9, 2013.
[13] A. Dolara, F. Grimaccia, S. Leva, M. Mussetta, and E. Ogliari, “A physical hybrid artificial neural network for
short term forecasting of pv plant power output,” Energies, vol. 8, no. 2, pp. 1138–1153, 2015.
[14] R. Leone, M. Pietrini, and A. Giovannelli, “Photovoltaic energy production forecast using support vector regres-
sion,” Neural Computing and Applications, vol. 26, no. 8, pp. 1955–1962, Nov. 2015.
[15] V. Jyothi, T. Muni, and S. Lalitha, “An optimal energy management system for pv/battery standalone system,”
International Journal of Electrical and Computer Engineering, vol. 6, no. 6, pp. 2538–2544, 2016, cited By 1.
[16] B. Allaah and L. Djamel, “Control of power and voltage of solar grid connected,” International Journal of
Electrical and Computer Engineering, vol. 6, no. 1, pp. 26–33, 2016, cited By 5.
[17] ASU, “Pv system asu09: Faculty of engineering,” 2017, last accessed: 2017-10-14. [Online]. Available:
https://goo.gl/cxGYVb
[18] U. ASU, “Weather station,” 2017, last accessed: 2017-10-14. [Online]. Available: http://web.asu.edu.jo/wsp
[19] N. J. Nilsson, “Introduction to machine learning. an early draft of a proposed textbook,” 1996.
[20] T. M. Mitchell, Machine Learning, 1st ed. New York, NY, USA: McGraw-Hill, Inc., 1997.
[21] S. A. Kalogirou, “Applications of artificial neural-networks for energy systems,” Applied Energy, vol. 67, no. 1,
pp. 17 – 35, 2000.
[22] A. Mellit, S. Kalogirou, L. Hontoria, and S. Shaari, “Artificial intelligence techniques for sizing photovoltaic
systems: A review,” Renewable and Sustainable Energy Reviews, vol. 13, no. 2, pp. 406 – 419, 2009.
[23] R. Qahwaji, M. Al-Omari, T. Colak, and S. Ipson, “Using the real, gentle and modest adaboost learning al-
gorithms to investigate the computerised associations between coronal mass ejections and filaments,” in 2008
Mosharaka International Conference on Communications, Computers and Applications, Aug 2008, pp. 37–42.
[24] M. AL-Omari, R. Qahwaji, T. Colak, S. Ipson, and C. Balch, “Next-day prediction of sunspots area and mcintosh
classifications using hidden markov models,” in 2009 International Conference on CyberWorlds, Sept 2009, pp.
253–256.
[25] M. Al-Omari, R. Qahwaji, T. Colak, and S. Ipson, “Machine leaning-based investigation of the associations
between cmes and filaments,” Solar Physics, vol. 262, no. 2, pp. 511–539, Apr 2010.
[26] M. Alomari, E. Awada, and O. Younis, “Subject-independent eeg-based discrimination between imagined and
executed, right and left fists movements,” European Journal of Scientific Research, vol. 118, no. 3, pp. 364–373,
Solar PV Power Forecasting in Jordan using Artificial ... (Alomari)
504 ISSN: 2088-8708
02 2014.
[27] R. Qahwaji, T. Colak, M. Al-Omari, and S. Ipson, “Automated prediction of cmes using machine learning of
cme – flare associations,” Solar Physics, vol. 248, no. 2, pp. 471–483, Apr 2008.
[28] S. E. Fahlman and C. Lebiere, “The cascade-correlation learning architecture,” in Proceedings of the 2Nd Inter-
national Conference on Neural Information Processing Systems, ser. NIPS’89. Cambridge, MA, USA: MIT
Press, 1989, pp. 524–532.
BIOGRAPHIES OF AUTHORS
Mohammad Alomari is currently an Associate Professor of Electrical Engineering (Solar Systems)
at Applied Science Private University, Jordan. He received his B.Sc. and M.S. degrees in Electrical
Engineering (Communications and Electronics) from Jordan University of Science and Technology,
Irbid, Jordan, in 2005 and 2006, respectively and the PhD degree from the University of Bradford
in 2009. His research interests include smart and green buildings, solar PV applications, space
weather and solar energy, computer vision, brain computer interface and digital image processing.
Jehad Adeeb received his B.Sc. degree in Mechanical Engineering from Al-Balqa Applied Uni-
versity, FET, Amman, Jordan, in 2015. He is mainly responsible of Systems Monitoring and Main-
tenance, alongside with training of students and supporting graduation projects technically. His
research interests include Renewable Energy and Energy Efficiency, Green Building and PV Panels
Technologies.
Ola Younis is currently a full-time PhD student at the School of Electrical Engineering, Electronics
and Computer Science at the University of Liverpool, United Kingdom. She received her B.Sc.
degree in Computer Science from Jordan University of Science and Technology, Irbid, Jordan, in
2010 and her M.S. degree in 2012 from Philadelphia University, Jordan. Her research interests
include digital signal, image, and video processing, computer vision, vision impairment assistive
technology, and Bio-inspired Software Engineering.
IJECE Vol. 8, No. 1, February 2018: 497 – 504
