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1. Introduction
The spectral density (SD) is central to the theory of
dissipative quantum dynamics [1]. It describes the cou-
pling of the relevant system to particular modes of the
environmental bath. There is a number of model SDs
(Ohmic, Debye-Drude or Multi-Mode Brownian Os-
cillator) [2? , 3], whose general influence on the dy-
namics of model systems has been extensively studied.
The actual definition of the SD is linked to an assump-
tion concerning the system-bath coupling. For vibra-
tional dynamics, the Caldeira-Leggett model, i.e. a bi-
linear form in system and bath coordinates, is typically
assumed, although its applicability in general has re-
cently been challenged [4]. For problems involving an
electronic excitation coupled to nuclear dynamics, the
Huang-Rhys (HR) model is commonly applied. It as-
sumes that vibrational degrees of freedom (DOFs) are
described in harmonic approximation with the equilib-
rium positions of the oscillators being linearly shifted
upon electronic excitation [? ]. Recently, SDs beyond
simple models have attracted considerable attention in
the context of Frenkel exciton dynamics in photosyn-
thetic light-harvesting complexes. Here, the electronic
excitation of the chlorophyll molecules is coupled to
both, intramolecular and protein vibrations. While the
SD for the latter is essentially structureless and often
well described by model functions, intramolecular vi-
brations give rise to distinct features in the SD, whose
spectral positions and weights might be relevant for the
exciton dynamics [5].
Under the assumptions of the HR model, SDs can
in principle be reconstructed from spectroscopic data
such as site-selective fluorescence [6]. For the widely
discussed Fenna-Matthews-Olson (FMO) complex of
cyanobacteria, Wendling et al. [7] have determined a
SD by focussing on the lowest energetic bacteriochloro-
phyll a (BChl a) pigment at 4 K. Although their assump-
tion that this particular BChl a molecule is electroni-
cally decoupled from the other BChl a molecules of the
complex has been critically discussed [8], the Wendling
SD has become a standard for the discussion of FMO
dynamics [9–12]. In Ref. [9] the low-frequency phonon
part had been found to be rather similar to that of the
B877 monomer complex studied in Ref. [13]. However,
the Wendling SD, in contrast to the bare phonon wing,
contains structured features due to discrete vibrations.
In Ref. [9] this effect was modeled by adding an iso-
lated delta-like peak to the SD. Such sharp features are a
notorious problem for density matrix approaches to the
dynamics. It can be circumvented by including the re-
lated vibrational mode into the relevant system [14, 15].
For the case of the FMO complex, this approach has
been used to perform path integral [16] and Quantum
Master equation [17] simulations.
The computational determination of SDs for specific
pigment-protein complexes usually employs sampling
of the fluctuations of local electronic energy gaps using
ground state equilibrium classical molecular dynamics.
In a pioneering work, Schulten and coworkers have cal-
culated the SD for BChl a in the light-harvesting an-
tenna LH2 of purple bacteria [18]. Due to the lim-
ited trajectory length only the high-frequency part of
the SD was accessible. Concerning the FMO complex
there are essentially as many different SDs as there are
published papers on this topic, although most of them
agree in gross features. For instance, Kleinekatho¨fer
and coworkers have determined site-specific FMO SDs
using the semiempirical ZINDO/S approach to calculate
electronic excitation energies [19, 20]. A comparison of
the effect of different force fields and electronic struc-
ture methods has been provided in Ref. [? ]. Further, the
use of the classical approximation has been scrutinized
in Ref. [21]. A different strategy has been followed by
Renger et al., who used the shifted harmonic oscillator
model directly by employing a normal mode analysis of
the pigment-protein complex [22]. The latest SD comes
from the group of Coker et al. [23, 24] and will also be
used in the present work. The Coker SD combines both
ideas mentioned above, i.e. the phonon wing is modeled
using general gap correlation functions, whereas for the
intramolecular vibrations a harmonic approximation is
assumed [23, 24].
In view of the many different FMO SDs, the question
arises whether the details really matter for the dynam-
ics of excitation energy transfer. In other words, are
there any vibrational mode specific effects in a system
as complicated as the FMO complex? Previously, we
have shown that, in principle, an answer can be provided
based on the propagation of the full exciton-vibrational
wavepacket [11, 12], which becomes possible by us-
ing the ML-MCTDH approach [25–31]. Given an ex-
citon Hamiltonian and a discretized SD, ML-MCTDH
provides a numerical solution to the time-dependent
Schro¨dinger equation, whose convergence to a desired
accuracy can be monitored.
In the present contribution, ML-MCTDH is ap-
plied to FMO dynamics using different SDs, i.e. the
Wendling [7] and the Coker SD [24]. This will allow
us to highlight the sensitivity of the dynamics with re-
spect to the details of the SD model. The paper starts
with a brief outline of Frenkel exciton theory and ML-
MCTDH in Section 2. Here, we will also introduce the
different SD models. Results of numerical simulations
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are discussed in Section 3 and a summary is provided in
Section 4.
2. Theoretical Methods
2.1. Exciton-Vibrational Hamiltonian
The Frenkel exciton Hamiltonian describes an aggre-
gate with Nagg sites (site index m), each site having the
excitation energy Em, and different sites being coupled
by the Coulomb interaction Jmn[1]
Hex =
Nagg∑
m,n=1
(δmnEm + Jmn)|m〉〈n| . (1)
Here, we used the Frenkel one-exciton states |m〉 =
|em〉∏n,m |gn〉, which are defined in terms of the local
electronic ground, |gm〉, and excited, |em〉, states. For
the site energies and Coulomb interactions, we will use
the FMO values reported by Moix et al. [32]. They
are based on a combination of site energies obtained
from quantum chemical/electrostatic calculations [33]
and Coulomb couplings described within the dipole-
dipole approximation. Previously, it has been shown
that the dynamics is essentially confined to the sites 1
to 3 [12, 32]. This justifies the restriction to these three
sites in the following. Thus the Hamiltonian matrix is
given by (in units of cm−1, off-set is 12195 cm−1) [32]:
Hex =
 310 −98 6−98 230 306 30 0
 . (2)
Note that the labeling of the sites follows the structure of
the Hamiltonian matrix, e.g., site m = 3 is the energeti-
cally lowest site, which is connected to the cytoplasmic
membrane containing the reaction center complex.
Diagonalization of this matrix yields the (in the fol-
lowing called adiabatic) one-exciton eigenstates |α〉 =∑
m cm(α)|m〉 with energies Eα. The related transition
energies are given in Fig. 1. The decompositions into
the local (in the following called diabatic) states |m〉
are as follows (in order of decreasing energy): c(3) =
(−0.83, 0.56, 0.03), c(2) = (0.56, 0.81, 0.16), and c(1) =
(−0.06,−0.15, 0.99).
The local vibrations at site m are described in har-
monic approximation by the set of dimensionless nor-
mal mode coordinates {Qm,ξ} with frequencies {ωm,ξ},
i.e. the vibrational Hamiltonian reads
Hvib =
∑
m
∑
ξ∈m
hm,ξ , (3)
0
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Figure 1. Distribution of Huang-Rhys factors in the SD according to
the experiment of Wendling et al. [7] and the site-specific calculations
of Coker et al. [24]. In the lower three panels the SDs are separated
into a phonon wing (grey) and intramolecular mode contributions
(sticks). The transition energies between adiabatic states are given
as red bars (Eα=3 − Eα=2 = 208 cm−1 and Eα=2 − Eα=1 = 173 cm−1).
with the harmonic oscillator Hamiltonian
hm,ξ =
~ωm,ξ
2
− ∂2
∂Q2m,ξ
+ Q2m,ξ
 . (4)
EVC is accounted for within the linearly shifted os-
cillator model, i.e.
Hex−vib =
∑
m
∑
ξ∈m
~ωm,ξ
√
2Sm,ξQm,ξ |m〉〈m| . (5)
The coupling of a particular mode to the electronic tran-
sition is characterized by the Huang-Rhys (HR) factor
Sm,ξ.
Frequencies and HR factors can be obtained from the
SD, Jm(ω), of the monomeric BChl a molecule [1]
Jm(ω) = A
∑
ξ∈m
Sm,ξδ(ω − ωm,ξ) , (6)
where A is a constant that will be used to adjust the total
HR factor for site m for a finite discretization according
to S tot = A−1
∫
dωJm(ω) =
∑
ξ∈m Sm,ξ.
Since the reported SDs differ considerably, we have
used the experimentally determined SD of Wendling et
al. [7] in our previous investigation (cf. Fig. 1) [11, 12].
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In the present study, the Wendling SD will be taken as
a reference and will be called model I. Specifically, it is
discretized into 74 modes within the interval [2 : 300]
cm−1 as shown in Fig. 1. The amplitudes of the individ-
ual HR factors have been adjusted homogeneously via
the constant A such as to preserve the total HR factor,
S tot = 0.42, upon summation.
The results of model I will be compared to those ob-
tained using the site-specific Coker SDs of Ref. [24],
called model II. In Fig. 1 these SDs are decomposed into
a phonon wing and a discrete intramolecular part. The
former has been fitted to a log-normal distribution, i.e.
(S ph = (0.33, 0.68, 0.37) for sites (1, 2, 3) and σ = 0.7,
ωc = 38 cm−1)
Jph(ω) =
piS phω√
2piσ
exp
{
− [ln(ω/ωc)]
2
2σ2
}
. (7)
Note that in Ref. [23] a different definition of the SD
had been used. The present Jph are chosen such as to
give the same reorganisation energies. The Jph have
been discretized in the interval [2 : 160] cm−1 into 32
modes. The intramolecular part was taken directly from
Ref. [24]. This results in a total of 81 modes for each
site. In the Coker model II the total HR factors are site-
specific, i.e. S tot = (0.64, 0.96, 0.58) for sites (1, 2, 3).
Notice that these values exceed the one extracted from
the experimental data (0.42) by Wendling et al. [7].
Therefore, we will consider model III, where the mode
structure of model II is kept, but all HR factors are uni-
formly scaled to the experimental value S tot = 0.42. Fi-
nally, model IV is designed such that all sites share the
scaled Coker SD of site 3, i.e. the mode structure is
uniform but different from model I.
As a final note in caution, we would like to point
out that the discretization leads to a recurrence time,
Trec = 2pi/∆ω, of about 8 ps for the monomer in case of
model I. For the Coker SD, the situation is more compli-
cated due to the dominance of a few discrete peaks in the
intramolecular part. Indeed, this is the reason why we
will restrict the propagation time to 1 ps. Beyond this
time, effects of recurrences in the population dynamics
start to appear (not shown), which can be considered as
an artifact of the model.
2.2. Quantum Dynamics
The time-dependent Schro¨dinger equation will be
solved employing the ML-MCTDH method (for a re-
view, see Ref. [28]). The state vector is expanded into
the local exciton basis according to
|Ψ(Q; t)〉 =
∑
m
χm(Q; t) |m〉 . (8)
The nuclear coordinates are comprised into the D =
Nagg × Nvib dimensional vector Q. Here, Nvib is the
number of modes per site, which is assumed to be site-
independent. The nuclear wave function is expanded
into MCTDH form
χm(Q, t) =
n j1 ...n jD∑
j1... jD
C(m)j1,..., jD (t)φ
(m)
j1
(Q1; t) . . . φ
(m)
jD
(QD; t) .
(9)
Here, the C(m)j1,..., jD (t) are the time-dependent expansion
coefficients weighting the contributions of the differ-
ent Hartree products, which are composed of n jk sin-
gle particle functions (SPFs), φ(α)jk (Qk; t), for the kth de-
gree of freedom in state |m〉. In ML-MCTDH the SPFs
themselves describe multi-dimensional logical coordi-
nates that are expanded into MCTDH form [29–31].
This yields a nested set of expansions that can be repre-
sented by so-called ML-MCTDH trees [30]. The partic-
ular choice of this tree strongly influences the required
numerical effort [31, 34]; for applications to coupled
electron-vibrational dynamics, see also Refs. [35, 36].
In the following simulations we use a grouping accord-
ing to the magnitude of the HR factor and frequency as
detailed in Ref. [11].
Wave packet propagations have been performed us-
ing the Heidelberg program package [37]. The initial
conditions has been a vertical Franck-Condon transi-
tion at site m = 1 (with respect to a Hartree product
ground state composed of non-shifted harmonic oscilla-
tors) and the propagation time was 1 ps. Convergence of
the ML-MCTDH setup has been monitored by means of
the grid size, the precision of the integrator, and the nat-
ural orbital populations [26]. The largest population of
the least occupied natural orbital was typically ∼ 10−3.
The quantum dynamics will be characterized by
means of the exciton populations either in site (dia-
batic) Pm(t) = 〈Ψ(t)|m〉〈m|Ψ(t)〉 or in eigenstate (adi-
abatic) Pα(t) = 〈Ψ(t)|α〉〈α|Ψ(t)〉 representation. The
latter are obtained from the propagated state vector via
Pα(t) =
∑
mn cm(α)c∗n(α)〈Ψ(t)|m〉〈n|Ψ(t)〉.
Vibrational excitation in the electronic ground and
excited state will be called vibrational and vibronic ex-
citation, respectively. The energy of the vibrational ex-
citation at site m follows from the expectation value of
the operator
H(vibra)m =
∑
ξ∈m
hm,ξ(1 − |m〉〈m|) , (10)
which gives the vibrational energy irrespective which
site of the aggregate is electronically excited.
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Figure 2. (color online) Energy expectation values of the three-site model with the Wendling SD (shown next to the right axes) for the vibrational
(lower panel) and vibronic (upper panel) Hamiltonian according to Eqs. (10) and (11), respectively (model I). The non-equilibrium vibrational
excitation of site 3 is negligible (not shown). The black lines represent the averaged excitation energy according to Eq. (12). The lower right panel
shows the population dynamics in the diabatic (Pm(t), solid) and adiabatic (Pα(t), dotted) basis (states 1, 2, and 3 correspond to the red, black and
blue line, respectively, in the diabatic basis and vice versa in the adiabatic one.)
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Figure 3. (color online) Same as Fig. 2, but for the full Coker model (model II).
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Figure 4. (color online) Same as Fig. 2, but for the rescaled Coker model (model III).
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Figure 5. (color online) Same as Fig. 2, but for the rescaled Coker model using only the site 3 SD (model IV).
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The vibronic energy at site m is defined by the expec-
tation value of the operator
H(vibro)m =
∑
ξ∈m
(
hm,ξ + ωm,ξ
√
2Sm,ξQm,ξ
)
|m〉〈m| .
(11)
As a global measure of the vibrational and vibronic
excitation we will calculate
Em(t) = ~
Nvib∑
ξ∈m
p(t, ωm,ξ)ωm,ξ (12)
where p(t, ωm,ξ) is the distribution of excitation ener-
gies for the modes in a particular electronic state at a
given time t. It is calculated from the expectation val-
ues of the terms contributing to the sums in Eqs. (10)
and (11). Since this distribution changes with the state
populations, it is normalized to unity at each time step.
Further, we will inspect the local energy gaps defined
as
∆m(t) = Em +
∑
ξ∈m
~ωm,ξ
√
2Sm,ξ
×
∫
dQ χ∗m(Q; t) Qm,ξ χm(Q; t) . (13)
3. Results and Discussion
In Figs. 2 to 5 exciton population and vibrational as
well as vibronic dynamics are presented for the four
models. First, we discuss the population dynamics
taking model I as a reference. In all cases the dia-
batic populations show a beating between sites 1 and
2 with decreasing amplitude. Both state populations
decay into state 3, whose population increases almost
monotonously. The four models differ in the amplitude
of the oscillations, their decay as well as in the over-
all decay towards site 3. In particular, as compared to
model I the oscillations are less pronounced in model
II and more pronounced in models III and IV. The ac-
cumulation of population at the final site 3 is fastest in
model II. For instance, the final population is about 0.67
and 0.8 in model I and II, respectively. Models III and
IV behave similar to model I in this respect.
The adiabatic populations do not show an oscillatory
behavior, instead they reflect a decay of the states at
higher energy towards the lowest energy state. The lat-
ter is almost identical to the diabatic state 3 such that di-
abatic and adiabatic populations are rather close to each
 0  200  400  600  800  1000
time [fs]
site 1 site 2 site 3
(a)
(b)
 12200
 12250
 12300
 12350
 12400
 12450
 12500
 12550
Δ
m [
cm
−1
]
 12150
 12200
 12250
 12300
 12350
 12400
 12450
 12500
Δ
m [
cm
−1
]
Figure 6. Energy gaps, ∆m(t), according to Eq. (13) for model I
(solid lines) as compared with models II (a) and IV (b) (dotted lines).
other. As a consequence the acceleration of the dynam-
ics for model II is seen in both representations. The dif-
ferent models can be further distinguished by means of
two characteristics of the populations dynamics. These
are the behaviors of Pα=2 and Pα=3, which signal how
long population is trapped in the highest and intermedi-
ate excited state.
The exciton population relaxation towards the low-
est state is due to energy dissipation into the vibrational
DOF. The associated time scale should be governed by
the strength of EVC, i.e. the HR factor. Thus, it is not
surprising that model II shows the fastest population of
the lowest state, whereas models I, III, and IV, which
have the same total HR factor, behave similar. However,
inspecting the dynamics of the higher excited states, we
notice that there is a difference, which doesn’t have an
obvious relation to the total HR factor. For instance,
the population of the highest adiabatic state, Pα=3, be-
comes close to zero in the order model I, II, III, IV. Fur-
ther, at the end of the propagation interval the values
of the intermediate state population Pα=2 are in the or-
der model III, I, IV, II. From this difference between I
and III/IV we conclude that although the transfer rate
through the complex is governed by the total HR factor,
it is the shape of the SD which determines the details of
the relaxation dynamics.
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Figure 7. Difference (∆E) between vibronic energies for site 3 (upper
panel) and vibrational energies at site 1 (lower panel) for simulations
using the Wendling (model I) and the Coker site 3 (model IV) SDs av-
eraged with respect to the propagation time. The differences between
the respective SDs are also shown (∆J). Data have been obtained by
binning the frequency interval using a width of 15 cm−1.
Next, we focus on the vibrational and vibronic dy-
namics in the local potential energy surfaces. The
behavior of model I has been rationalized previously
in terms of two basic mechanisms [12]. The extent
of vibrational excitation in the electronic ground state
of sites 1 and 2 is due to the competition between
wavepacket motion in the electronic excited state and
exciton transfer. Upon transfer, the wavepacket will be
projected back onto the electronic ground state. Here,
its displacement away from the equilibrium position is
the larger the shorter the vibrational period is with re-
spect to the transfer time. Therefore, there appears to
be an almost sharp cut-off at around 160 cm−1below
which vibrational periods are below the transfer time. In
contrast, the vibronic excitation at site 3 can be traced
to vibrationally-assisted transfer, i.e. the narrow range
of excited modes just provides good resonance condi-
tions to compensate for the mismatch between energies
of sites 2 and 3.
This behavior is essentially recovered for all four
models as can be seen in Figs. 2 to 5. In fact, the dif-
ferences between the models relate just to the actual
distribution and magnitude of vibrational and vibronic
excitations. Here, it is the fact that the Coker SD is es-
sentially dominated by a few intramolecular mode that
gives rise to most differences. In this respect it is in-
teresting to compare the averaged excitation energies,
Em(t), which are rather similar in shape for the different
models. However, they appear to be shifted with respect
to each other.
How this influences the transfer dynamics can
be scrutinized by inspecting the local energy gaps,
Eq. (13), shown in Fig. 6 for models I, II, and IV. Over-
all, the behavior of the different models is rather similar.
During the first 200 fs ∆1 and ∆2 approach each other,
thus facilitating efficient energy transfer between these
two sites and thus population switching. The decrease
of ∆1 is essentially due to vibrational excitation at site 1,
whereas the increase of ∆2 is due to vibronic excitation
at site 2. Subsequently, ∆1 levels off and the difference
between ∆2 and ∆3 gradually decreases, such that effi-
cient transfer to site 3 becomes possible. This is due to
vibrational excitation at site 2 and vibronic excitation at
site 3. Inspecting models I and II (panel a) one notices
that the essential difference is in ∆2, which decreases
more rapidly in model II as compared with model I. As
far as models I and IV are concerned, Fig. 6b shows that
the difference ∆2 − ∆3 is almost the same and so is the
final population at site 3. However, ∆1 −∆2 is larger for
model IV as compared with model I, which explains the
more rapid depopulation of the initial state in the latter
case.
Finally, we discuss in more detail how the differences
in vibrational/vibronic excitation correlate with differ-
ence in the SD. In Fig. 7 differences in vibrational and
vibronic excitation at site 1 and 3, respectively, are con-
trasted with differences in the SD for models I and IV.
First, we notice that in the low-frequency region of the
phonon wing up to about 100 cm−1, differences in the
SD don’t really matter since the overall excitation level
is very low. From 100 to about 150 cm−1 changes
on SD come along with respective changes in vibra-
tional/vibronic energy. In the range starting from about
150 cm−1, however, noticeable effects can be observed.
First, for the vibronic excitation only narrow frequency
ranges play a role (in accord with the above mentioned
resonance-assisted transfer). Second, for vibrational ex-
citation there are some frequency intervals where al-
ready small changes in SD have a large effect on the
level of excitation. Judging this effect one should keep
in mind that in the considered frequency range model
IV has only discrete modes whereas in model I the SD
is continuous. This way the HR factor for the interval
225-240 cm−1 of model IV (a single mode) is diluted
over four modes in model I.
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4. Summary
The ML-MCTDH approach has been applied to study
the dynamics of four different models describing the ex-
citation energy transfer in the FMO complex. These
models differed in their SDs, which were taken from ex-
periment [7] and recent calculations [24]. As compared
with density matrix based approaches, ML-MCTDH
has the advantage that a high-dimensional wavepacket is
propagated such that mode-specific information is avail-
able, while approaching the continuum limit for the vi-
brational DOFs. The simple form of the Frenkel exci-
ton Hamiltonian with linear EVC, greatly facilitates the
ML-MCTDH implementation and its numerical feasi-
bility. In contrast to density matrix approaches, there
appears to be no restriction as far as the actual form of
the SD is concerned (see also, Refs. [11, 12, 38, 39]).
For the specific problem of FMO energy transfer, the
following main conclusions could be drawn: First, the
total HR factor is more decisive for the rate of popu-
lation trapping at the lowest energy site than the actual
shape of the SD. Second, the shape of the SD determines
the distribution of vibrational and vibronic excitations
and thus the local energy gap. Even for identical total
HR factors, energy gaps may differ and thus the actual
pattern of population relaxation. For instance, depend-
ing on the SD one may observe transient trapping of
intermediate state populations.
As a consequence, care must be taken when compar-
ing different SDs. Even though they might look similar
at first glance, small differences might become ampli-
fied if they occur in a frequency range relevant for the
quantum dynamics.
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