Abstract-One of the fundamental challenges in the design of perception systems for autonomous vehicles is validating the performance of each algorithm under a comprehensive variety of operating conditions. In the case of vision-based semantic segmentation, there are known issues when encountering new scenarios that are sufficiently different to the training data. In addition, even small variations in environmental conditions such as illumination and precipitation can affect the classification performance of the segmentation model. Given the reliance on visual information, these effects often translate into poor semantic pixel classification which can potentially lead to catastrophic consequences when driving autonomously. This paper presents a novel method for analysing the robustness of semantic segmentation models and provides a number of metrics to evaluate the classification performance over a variety of environmental conditions. The process incorporates an additional sensor (lidar) to automate the process, eliminating the need for labour-intensive hand labelling of validation data. The system integrity can be monitored as the performance of the vision sensors are validated against a different sensor modality. This is necessary for detecting failures that are inherent to vision technology. Experimental results are presented based on multiple datasets collected at different times of the year with different environmental conditions. These results show that the semantic segmentation performance varies depending on the weather, camera parameters, existence of shadows, etc.. The results also demonstrate how the metrics can be used to compare and validate the performance after making improvements to a model, and compare the performance of different networks.
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I. INTRODUCTION
A UTONOMOUS vehicles require measurably reliable and comprehensive information of the surroundings in order to make safe driving decisions. Semantic segmentation is a type of deep neural network model that assigns class labels to every pixel in the camera image, providing a high-level understanding of the scene using a similar representation to a human observer. There is a significant amount of prior work using this type of model that achieves either high accuracy [1] , [2] , [3] when measured against a public benchmark [4] , or high computational efficiency [5] , [6] , [7] to enable real-time implementation.
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(a) Sample semantic segmentation on Cityscapes [4] validation set. From left to right: original images, predicted results from ENet model [8] , ground truth labels.
(b) Semantic segmentation results on the University of Sydney (USYD) campus with different shadows, illumination, camera conditions, etc. From left to right: original images, predicted results from ENet model [8] , no ground truth labels. datasets such as [4] , [9] , [10] do not usually adapt well to new environments due to variations in scene structure, sensor configuration, weather conditions, etc. when compared to the training datasets. Further fine-tuning of a model using locally labelled data is commonly required to improve the model generalisation for various conditions. This process is challenging as labelling data is extremely labour intensive, and the process of selecting representative images requires significant expertise. In addition, it is critically important to validate the performance of a model across a range of locations and in a variety of weather/illumination conditions. This drastically increases the number of labelled images required to reliably validate the semantic segmentation model. original ground truth labels for a publicly available dataset.
The comparison of the model output with the ground truth labels is commonly used to validate the performance. Fig. 1b shows samples from our local operating environment under various environmental conditions. It is not viable to manually annotate sufficient images with ground truth labels to cover the full range of possible camera exposure settings and varying environmental conditions. This would require an order of magnitude increase in validation samples to cover different conditions across each time of day, and time of year. To perform this validation in a comprehensive manner, it is necessary to examine new methods to make this a tractable problem. To the best of the authors' knowledge, this topic has barely attracted any attention in the research community due to the complexity and cost of generating ground truth labels.
In this paper, we propose to address the validation problem by incorporating an alternative sensing modality (lidar) to automatically generate ground truth labels for evaluation. As the estimation of the drivable road area is one of the most essential classes for autonomous vehicles, a lidar-based road extraction approach is proposed to validate specifically the 'Road' class of a semantic segmentation model. This complementary sensing modality is not as prone to varying lighting or shading conditions, allowing the validation of the model performance across a range of possible scenarios.
To evaluate the real-world performance of a semantic model, it is necessary to collect data of the proposed area of operation with varied time of day throughout the year. For our research, the target area is the surroundings of the University of Sydney campus (USYD). We have collected datasets covering the entire campus periodically over an extended period that has captured a wide range of conditions. This data is a valuable and unique resource to address the fundamental reliability issue of semantic segmentation for autonomous vehicles. In this paper we present multiple validation methods to demonstrate the performance and failure cases of several semantic models when operating across different environmental conditions, and across a variety of locations.
The major contributions in this paper are:
• A semantic segmentation validation pipeline to automatically validate any semantic model across different environments without additional hand labelling of data.
The proposed method provides new metrics to perform an analysis of the classification failure rate, and to determine the quality of the model using multiple datasets. A local dataset containing a number of drives throughout the year with varied conditions is under preparation and will be released soon.
• Automatic generation of ground-truth labelled data for the 'Road' class using lidar as a complementary sensing modality. This sensor is immune to many of the illumination conditions such as strong shadows that are one of the main sources of error in vision-based semantic segmentation. The proposed method completely avoids time-consuming hand labelling.
• Several applications utilising the proposed pipeline are presented to show the significance of the validation process. Normally, different network architectures are compared against publicly available datasets with a limited range of camera and environmental conditions. In this paper, we present the results of the semantic classification when operating under a variety of environment conditions that are commonly experienced in real-world scenarios. This clearly demonstrates that it is insufficient to measure the performance of a model by only testing against public datasets. The presented method can also be used to validate deep learning augmentation techniques applied during training. The performance metrics can further be associated with global position information that enables a location-based comparison. This allows us to understand and compare the performance given the spatial context when validating a model. The paper is organized as follows: Section II presents background work related to vision and lidar based segmentation, and the estimation of reliability in the semantic segmentation process. Section III describes the proposed validation pipeline with a detailed description of the main components. Section IV shows the pipeline implementation details. Section V presents the experimental results for the validation of semantic segmentation models across varied environmental conditions. Finally, the conclusion and future work are presented in Section VI.
II. RELATED WORK
In this section, we will present an overview of the existing work that relates to the main contributions in this paper.
A. Semantic Segmentation
Semantic segmentation is the process of allocating a semantic class label to each pixel in an image. Originating from FCN [11] and SegNet [12] , today there is significant literature and a range of models and techniques available in this area. DeepLabv2 [1] proposed an Atrous Spatial Pyramid Pooling (ASPP) method which segments images at different scales and organises modules either in cascade or in parallel. PSPNet [2] also presented novel work to take local and global features into account for predictions. The pyramid pooling module in their architecture separated feature maps from ResNet [13] into sub-regions at different scales and obtained pooled representations for those sub-regions. By adding an auxiliary loss, they optimised the learning process and achieved state-of-theart performance across many benchmarks. DeepLabv3 [3] reevaluated the atrous convolution and proved that by varying the rate for a filter's field of view (FOV), it is possible to control the feature map resolution and obtain more information from the image. DeepLabv3+ [14] further added a decoder to extend DeepLabv3 to refine object boundaries.
Apart from these high-accuracy networks, there are also some architectures designed primarily for improved real-time performance. ENet [5] down-samples images at the early stage and utilises a small decoder to achieve fast inference speed. ERFNet [6] replaces the bottleneck module in ENet and proposed the use of convolutions with 1D kernels. This resulted in a significant reduction of computational cost while maintaining similar accuracy to using 2D convolutions.
B. Road Detection and Segmentation 1) Lidar-based algorithms: Since lidar does not provide texture or colour information, estimating the extent of the road surface with lidar is usually achieved by extracting the geometric properties of curbs, barriers, and road boundary lines from the sensor point cloud.
Kang et al. [15] developed an interacting multiple model method to detect road curbs using lidar measurements. The geometric features of curb points were detected by a Hough transform-based method. Then, two Kalman filters were applied based on different hypotheses to track the existence of a road curb. A downward-looking lidar was used in [16] to detect the road boundary and low obstacles. By assuming a flat ground, they extracted the line segments in polar coordinates with roll and pitch angles, and tracked road boundaries using an integrated probabilistic data association filter. In [17] , Bruls et al. proposed a road surface extraction method based on analyzing the normal of every lidar point within a radius of 0.35m range. The surface normal was calculated by principal component analysis and the road boundary was found when the normal is no longer perpendicular to the ground surface.
2) Camera-based algorithms: As lidar points are generally sparse, camera images are widely used to estimate the road surface given their rich colour and high level contextual information.
Extended StixelWorld [18] used colour information to learn models for road and obstacles. These models can be used together with disparity information to obtain vertical stacks and a planar ground representation which distinguishes road from obstacles. Deep neural network (DNN) models have recently demonstrated remarkable performance improvements that have been shown to outperform most traditional methods. A number of contributions in the area of DNN road segmentation are presented in [19] , [20] , [21] , [22] , [23] . However, their performance has not been carefully validated for real-world applications due to the lack of publicly available datasets. Also vision-based methods have been demonstrated to have poor performance under extreme illumination conditions such as shadows, direct sunlight or over/under exposed images. This variability of conditions are not fully considered in the publicly available datasets, which makes testing and validation possible for only a limited range of scenarios.
3) Multiple sensor modalities: Another approach to add robustness to the detection process is by combining different sensor modalities. Conditional random field (CRF) based algorithms are popular and widely applied in many road detection algorithms [24] , [25] . In [25] , it was proposed to project the lidar point clouds into the camera image to get a height encoded image. By using a joint bilateral filter, they obtained a high-resolution height image and classified pixels into road and non-road classes accordingly.
C. Segmentation Reliability
As mentioned in [26] , vision-based algorithms may have very different performance with different camera configurations and environmental conditions. This aspect of reliability and integrity is of significant importance for autonomous vehicles. The application of any autonomous technology will require a verifiable processes to validate and identify failure modes for any critical algorithms. Kim el al. [27] introduced a robust vehicle detection and tracking system which could work in different lighting and road conditions. They validated the detected vehicle candidates by extracting vertical edges at left and right side of the vehicle to avoid false positive errors induced by shadow patterns. Ramanagopal et al. [28] proposed an automated verification process which compares the detection performance of a pair of images taken from stereo cameras to detect errors. This process does not require labelled data, and is able to correlate the error with geospatial information. The pair of images are run through the same detector, and due to the differences in camera pose and sensitivity of the detector there are times when the resulting detector output differs. The drawback of this approach is the use of a single sensor modality in which each information source can be affected by the same common failure mode such as shadows and lighting effects. Another issue is that it is measuring the performance of the detector against itself, which is useful for making the detector less sensitive but is unable to validate the performance against unseen data.
III. SEMANTIC SEGMENTATION VALIDATION FRAMEWORK
This section introduces the semantic validation pipeline and describes the essential components required for the implementation.
The overall validation pipeline is shown in Fig. 2 . The data collection platform (Fig. 3a) incorporates cameras, lidar, global positioning system (GPS), and dead-reckoning information based on encoders and an inertial measurement unit (IMU). The platform is used to collect data across a range of different environmental conditions over an extended period of time. From the lidar data, we then extract the drivable road surface to use as a ground truth label and compare this label to the vision-based semantic segmentation 'Road' class. In the final stage, we generate a set of metrics to evaluate the performance of the semantic segmentation against the lidar extracted road label, and associate the results with geographical information. The following sections present a detailed description of each of these components.
A. Data Collection and Preparation 1) Vehicle setup: To test the algorithm under different environmental conditions, we collected a weekly dataset over a 6 month period around the USYD campus using an electrical vehicle (EV) as shown in Fig. 3a . Our data collection vehicle is designed to operate using the Robot Operating System (ROS), and all collected data is stored as standard messages in ROS bags. The transforms between different coordinate systems are published as tf messages [29] which is utilised to maintain the relationship between coordinates in a tree structure. The vehicle is equipped with the following sensing and processing capabilities:
• 6 × SF3322 NVIDIA 2MP GMSL cameras, each with 100
• horizontal field of view (FOV) and 60
• vertical FOV, 1928×1208×3, 30Hz
• 1 × Velodyne VLP-16 rotating 3D laser scanner, 10Hz, mounted 7
• facing downwards
• NVIDIA DRIVE PX 2 computing platform The front facing camera is tilted 15
• downwards so that the lowest pixels in the image correspond to a point 1.4 meters in front of the vehicle on flat ground, which is important to detect close obstacles. This camera is used throughout this paper to generate the semantic segmentation results and for the projection of the lidar points. The NVIDIA DRIVE PX 2 provides the computing capability to implement real-time semantic segmentation on board the vehicle.
2) Data collection route: In Fig. 3b , the red trajectory is the route traversed each week during the data collection period. The various datasets include a diverse range of weather and illumination conditions and span a range of different scene structures. The university campus is under significant renovation and there are many active constructions areas. The configuration of trees, roads boundaries and buildings have dramatically changed in certain areas over the data collection period. These datasets present a considerable variety of scenarios that we use to evaluate the robustness of semantic segmentation models.
3) Local modifications to the semantic model: Semantic segmentation models are normally trained and validated on publicly available datasets in order to demonstrate their performance. It is well understood however that the model performance often does not translate well into different environments, particularly with changes to the sensor configuration. The process of transfer learning is used to address this problem [8] by incorporating additional labelled samples from the new environment. For our situation, the model was fine-tuned using a locally collected and labelled semantic segmentation dataset (USYD Dataset) which includes 12 categories: 'Sky', 'Building', 'Column Pole', 'Road', 'Undrivable Road', 'Vegetation', 'Sign Symbol', 'Fence', 'Vehicle', 'Pedestrian', 'Rider' and 'Void'. In Fig. 3b , the green trajectory indicates the route used to collect local images which were subsequently manually annotated using the labelme toolbox [30] . In this USYD Dataset, there are around 200 images recorded by a frontfacing PointGrey camera (56
• FOV) in mostly cloudy days without strong shadows or over-exposures.
B. Road Surface Extraction Using Lidar
This section describes the process used to classify the road surface from a lidar point cloud which is subsequently projected onto the image. The outputs of this process are images that are automatically labelled with the semantic 'Road' class, which is one of the most important classes for path planning, localisation, driving decision making, etc. in autonomous vehicle operations.
1) 3D lidar motion correction and filtering: The lidar provides range and bearing information relative to the frame of the vehicle. As the laser scans mechanically, and the vehicle is moving, the global frame of the sensor changes continuously within each scan which introduces significant distortion. It is important to compensate for the translation and rotation of the vehicle for each lidar point to remove this error [31] .
The strategy for correcting the motion distortion in each point cloud packet is originally from [32] . The lidar points are first translated into the vehicle footprint coordinate frame using the rigid transform T L veh . The corrected lidar points can then be evaluated by:
where X L,i is a raw lidar point, T Ego is the ego-motion transform, and the X L,i is the final corrected point. The lidar data collected in urban environment can be contaminated by noise sources including dirt, leaves or other light objects blown by the wind. A statistical filter is applied to remove outliers such as separated points in the air, and other measurement errors. A median filter is also applied to replace the point coordinates with the median of neighboring points.
2) Road points extraction: The road surface is extracted using 6 lidar rings (shown in Fig. 4a ) that cover a reasonable distance in front of the car. The algorithm presented does not use the lidar return intensity as it is significantly affected by the reflectance of different objects. We consider instead a smoothness factor, evaluated by the change in angle between neighboring points, to separate road and non-road areas. Since the trajectory of the vehicle was free of collisions, it is guaranteed that the space immediately in front of the vehicle is free of obstacles.
To evaluate the smoothness factor, it is necessary to first find the intersections of the projected future vehicle trajectory with the lidar rings. When driving straight, the intersection point is directly in front of the vehicle. When the vehicle is turning, the trajectory can be modelled as a circle of radius:
where α is the yaw angle, W and H are vehicle's width and height. The radius R also meets
as shown in Fig. 4b . Each lidar ring radius r n can be represented in Fig. 4a as:
Therefore, the starting point becomes the intersection of the trajectory circle and each lidar ring.
Since the distance between two circle centers is D = √ R 2 + d 2 , the triangle area ∂ formed by two circle centers and the intersection point q can be calculated as
Then the Y coordinate of the intersection point is:
After defining the intersection point which is known to be on-road, we start iterating outwards measuring the angle between neighbouring points. If the angle for a given pair of points is larger than the set threshold, the evaluation will be interrupted and this point is considered to be the boundary between the road and non-road area.
IV. VALIDATION PIPELINE IMPLEMENTATION
This section describes the implementation details of the validation pipeline including the training of the semantic segmentation model, classifying the lidar 'Road' class, and using these measures to validate the semantic model.
A. Semantic Segmentation Model Training
The ENet [5] architecture for semantic segmentation was used in this paper because of its lightweight and good real-time performance. The model was first trained on the Cityscapes Dataset [4] , and then fine-tuned by adding additional training samples from our USYD Dataset using a GeForce GTX 1080 Ti graphics card. Several data augmentation algorithms including flipping, cropping, adding noise, blurring and gamma correction were also applied to artificially expand the dataset and improve the performance in a different domain [8] , [33] . The input image can have an arbitrary resolution, while the output segmentation result has a fixed resolution of 640 × 360. To balance the unequally distributed classes in the dataset, median frequency balancing [34] was applied to reweigh each class in the cross-entropy loss function. The learning rate was set to be 5e − 5 at the beginning and decayed by 0.1 when the validation error stopped reducing for 100 epochs.
B. Lidar-based Road Label Generation 1) Sparse lidar point cloud accumulation:
The Velodyne VLP-16 used in the datasets have lidar points across the road area that are extremely sparse compared to the image pixels. The closest lidar points are around two meters away from the vehicle, so when the points are projected into the image frame there is a large space directly in front of the vehicle which has no corresponding lidar information (as shown in Fig. 5b ). Upsampling the point cloud reduces the accuracy of the projection into the image frame, and leads to poor classification performance. To improve the coverage of the lidar information projected to the image, we accumulate multiple lidar scans from before and after the 'reference' (ref coordinate) time.
The relative vehicle position and orientation information is obtained from a combination of wheel encoders and a VN-100 IMU containing 3-axis gyros, accelerometers and magnetometers. These odometry measurements are measured relative to the starting position (odom coordinate) of the vehicle. The lidar measurements, lidar point L ), are relative to the vehicle frame which can be converted into the odom frame by knowing the current position of the vehicle.
The vehicle pose is represented by a 3 dimensional position vector and a 4 dimensional quaternion vector derived from the odometry information. We denote the position as P odom t and the quaternion as q t for each timestamp. The points are concatenated using the process shown below: To generate the concatenated point cloud, we use the 20 lidar messages prior and 5 lidar messages after the reference timestamp. This covers approximately 2 3 of the road in the corresponding image when the vehicle is moving. Using the previous lidar messages ensures that the bottom part of image (directly in front of the vehicle) contains samples of the road surface. Incorporating lidar messages taken after the reference time allows samples of the road from further distances to be projected onto the image. Fig. 6 shows the road surface detected using the lidar projected into the reference image as yellow points. Each individual lidar beam was segmented to determine the boundary between the road and pavement or other obstacles by considering when the angle between neighboring points was larger than a certain threshold. The pixels from the reference image corresponding to the lidar road points are then converted into a one-channel labelled image and used as the ground truth to compare the output of the semantic segmentation model described in the next section.
2) Lidar points to image projection: After concatenating several lidar point clouds, the accumulated points are projected onto the corresponding image frame using homogeneous transformations and camera projections:
where C = is the transformation matrix to transform lidar coordinate to camera coordinate. Then the corresponding pixel (u, v) can be found by:
The area covered by these points are considered to be the ground truth for road surface as determined by the lidar.
C. Semantic Segmentation Validation
The semantic segmentation model is validated following the pipeline described in Fig. 2 . The first process in the pipeline involves extracting the ROS messages to obtain the lidar point cloud, camera image, GPS location, odometry and ROS transform information for a given reference position. The next stage is the accumulation of the lidar point clouds from the set of messages before and after the reference time. This requires the projection of each point into the odometry frame of the reference position. Once transformed, the points can then be projected into the corresponding image and used as the ground truth for road surface. In parallel with this stage, the camera image at the reference position is published to the semantic segmentation node to complete the segmentation process 
The final step is to associate the validation percentage with the location of the sample given by a satellite-based global position. During this process, all of the global locations and validation percentages are stored into a PostgreSQL [35] database and plotted against a satellite image using QGIS [36] (results are shown in Sec. V-B).
V. EXPERIMENTAL RESULTS
In this section, we show the results of the automated semantic segmentation validation process in a range of different conditions and in different locations. We also show how this process can be used to compare the results of different network architectures.
A. Validating Performance across Datasets
The proposed validation pipeline is used to determine how many pixels have been correctly classified as 'Road' class compared with the lidar-based ground truth labels. As the lidar points are sparser than image pixels, the percentage correct metric only considers the parts of the image corresponding to projected lidar points. 
1) Qualitative validation results across local environmental conditions:
As the datasets were regularly collected at different times of the year, images in these datasets cover a wide variety of environmental conditions as illustrated in Fig. 7 .
In Fig. 7a , the selected testing images have roughly similar illumination condition as the training images in USYD Dataset. The high cloud cover restricted the contrast caused by shadows and resulted in favourable illumination conditions. Subsequent datasets were collected with a change in the camera hardware, and with a wide variety of weather/illumination conditions. The main difference with the new datasets was the high contrast between shadows and direct sunlight on bright days. The camera configuration and the contrast caused problems for the semantic segmentation model and resulted in a higher percentage of false positives particularly for the 'Road' class (Fig. 7b) . These new datasets operated outside the area of the training data, and included a drive through an underground car park. Transitioning between outdoors and the underground car park resulted in dramatic changes in light levels, and the camera requires some time to automatically adjust to the new conditions. The internal car park lighting is also different to sunlight, and the reflections from the artificial lighting on the ground resulted in a higher percentage of false positives (Fig. 7c) . Another issue that was identified in several datasets occurred when the sun was low in the sky, a problem that is more prominent in winter due to the lower trajectory of the sun through the sky. In this situation, there were a number of locations where the sun directly shone into the camera lens causing large areas of over-exposure in the image (Fig. 7d) . The semantic segmentation performed poorly when the sun was orientated in this way.
By visually inspecting a wide range of the qualitative results and grouping them into several bands, it appears that images with higher than 95% accuracy generally represent acceptable segmentation results, even with some minor noise at the object boundaries. A percentage range between 90% and 95% generally indicate some noise outside the object boundaries and a percentage range between 85% and 90% starts indicates a more perceptible error. When the accuracy is lower than 85%, there is generally some significant classification failure in the image which requires further improvement to the model.
2) Quantitative analysis of validation results: As we have a diverse range of environmental and camera conditions, we visually inspected the representative image quality from each dataset and manually grouped them into three categories based on a combined consideration of weather, illumination, sun location and camera performance:
• 'Good quality' usually indicates cloudy days with no challenging illumination conditions and objects in the image generally have clear boundaries; • 'Poor exposure' commonly happens in very sunny days with harsh illumination conditions and strong reflections into the camera which results in the existence of overexposures in most images; • 'Direct sunlight' occurs when the sun location is too low and there are direct sunlight and lens flares in the image as shown in Fig. 7d .
In Fig. 8 , we summarise the validation results based on these three categories. When the camera is performing well with good lighting conditions, the semantic segmentation has better performance in general. In these datasets, there are a (a) Week16 Dataset sub-area. ENet model fine-tuned on USYD Dataset with four randomly selected data augmentation methods [8] .
(b) Week16 Dataset sub-area. Existing ENet model [8] finetuned with gamma correction augmentation was used to improve robustness [33] . higher percentage of images with classification performance greater than 90%. With the remaining dataset categories, i.e. when there are many poorly exposed images or with the lens under direct sunlight, the number of points with less than 90% accuracy increases dramatically, with the exception of Week 6 which can be considered as an outlier.
3) Detailed analysis of the accuracy distribution: Shadows have been universally recognized as a strong factor affecting the performance of vision-based algorithms. In this section, we select three representative datasets: one with strong shadows, one with moderate shadows and one with almost no shadows. We analyse these datasets in more detail to demonstrate the influence of shadows on semantic segmentation performance. Fig. 9 shows the detailed distribution of the classification performance for each of the three datasets using a histogram of the validation accuracy. The red bars show the distribution of classification percentage from a dataset with almost no shadows on the ground due to heavy cloud cover. The performance distribution is heavily skewed towards 100% with many samples measured as greater than 98% accuracy. The dataset with moderate shadows (blue bars), shows the distribution is shifted slightly lower towards 96% accuracy. The dataset with strong shadows (yellow bars) is seen to be a bimodal distribution which the top mode is above 95%, and a smaller mode peaking around 84%. The bimodal nature of the strong shadow dataset is caused by specific locations in the dataset where the consequences of direct sunlight or strong shadows influence the camera. This happens primarily in particular areas with partial shade (i.e. under trees), which also indicates that there is a spatial component to the classification performance. The spatial context will be further explored in the next subsection.
B. Validating Performance in a Spatial Context
To evaluate the performance of a semantic segmentation model in a geospatial context, we associate the validation percentage metric obtained in the previous sections with a corresponding global position obtained from a GNSS sensor. Fig. 10 shows a plot of the validation percentage metric where the percentage range is indicated by different colours. The blue dots correspond to a validation accuracy over 95%, the green dots are measurements between 90% and 95%, the yellow dots are between 85% and 90%, and the red dots are lower than 85%. Semantic segmentation models (and classification models in general) are considered to work better in areas where there is labelled training data in comparison to unseen areas. Our validation pipeline quantitatively shows this result, with areas incorporating labelled image data in the model (the overlapping green and red trajectories in Fig. 3b ) containing a higher number of blue dots (>95% accuracy) compared to areas outside the training set with comparatively worse performance.
1) Overall performance:
In addition, the geolocated validation performance metrics are useful to determine areas in which the semantic segmentation performs poorly. In Fig. 10 , although position information is lost in the underground car park, it is still clear that the semantic segmentation has reduced performance (indicated by red and yellow points) at the entrance and exit of car park due to the significant illumination changes. The areas that are identified as having poor semantic segmentation performance require further analysis, and cannot be used for autonomous driving until the performance is improved.
2) Validating network improvement based on associated GPS information: In our previous work [33] we explored the use of data augmentation techniques, specifically gamma correction, to improve the model robustness for images with strong shadows. For the results of this previous work however, we were only able to benchmark the improvement against a limited hand-labelled dataset containing high contrast shadows to demonstrate qualitative results of the augmentation performance.
The negative performance of the semantic model caused by shadows is not consistent across the entire dataset. With the validation pipeline proposed in this paper, we are now able to identify the issues with the segmentation model in specific areas. The model is then re-trained using data augmentation techniques to address the issues specific to the areas in question. Finally, the proposed pipeline is able to quantitatively demonstrate the network improvement under the these conditions. Fig. 11 illustrates this process using a specific area of the dataset to compare the differences in the semantic model performance with additional augmented training samples. Fig. 11a shows the spatial performance of the ENet model trained with randomly selected augmentation algorithms including flipping, cropping, adding noise and blurring [8] . It is clear that there are a significant number of red points in certain areas indicating that the performance of the network is poor. Fig. 11b shows the change in performance after adding gamma corrected data augmentation [33] . There is a significant improvement after the gamma corrected training samples are added, with a reduction in the number of low-accuracy points (red points).
C. Comparison of Different Networks
Deep neural networks are generally benchmarked against public datasets to compare their performance. These datasets cover only a limited range of locations, scene participants, lighting and weather conditions which may not be sufficient to examine the ability of a network to generalise across a range of real-world scenarios. By using the proposed validation pipeline, we compared ENet [5] and Bonnet [7] and demonstrate their performance under a wide variety of conditions.
The standard method for evaluating two networks is to compare performance against the same dataset and benchmark them using metrics such as mean accuracy, computation performance, etc. The original Cityscapes Dataset [4] has more than 30 classes. A number of these classes are not relevant to the autonomous vehicle application, so we remapped this set of classes into 12 categories and trained ENet and Bonnet using this simplified dataset. Table I shows the standard comparison results between networks. The results show that the Bonnet model has a higher average class accuracy and mean Intersection over Union measurement, while the 'Road' class accuracy and computation speed are similar to the ENet model. Based on this result, the Bonnet model would be selected over ENet given a superior global performance when measured against the public datasets.
To provide a more comprehensive analysis of the performance of each model under different environmental conditions, we fine-tuned both the Bonnet and ENet models using our locally labeled USYD Dataset. We then compared the performance of the two networks using our validation pipeline using datasets covering multiple weeks.
We selected four datasets with varying conditions to demonstrate the comparison between the Bonnet and ENet models, shown in Table II . The results show that Bonnet has better performance during bright sunny days with higher image contrast caused by strong shadows in the images. The results are reversed however on dataset from days where the sunlight is not so strong, and the images are of a better quality with fewer high contrast areas. In this case, the ENet model demonstrated a higher average percentage of correct classifications. This is an important result to show that the 'best' network can be dependent on the dataset, and it is not possible to form a complete comparison without taking many varied datasets into consideration. Semantic segmentation has been a popular area of research in recent years with the development of deep neural networks and high performance hardware for computation. Validating the reliability and robustness of a trained model under different environmental conditions has not been widely addressed due to the complexity of generating ground truth labels which generally requires labour-intensive hand labelling. In this paper, we have addressed the validation problem by proposing a pipeline which incorporated an additional sensor (lidar) to examine the semantic segmentation performance of a model in a variety of real-world scenarios. By examining the geometric properties of neighbouring lidar points, we were able to distinguish the boundaries of the road near to the vehicle, and automatically generate a large amount of ground truth road labels. By comparing the 'Road' class from the output of the semantic segmentation process against the lidar generated ground truth, we have shown that it is possible to obtain a measure of the classification accuracy in order to validate the model.
We have collected a weekly dataset around our local area across different times of the year. These datasets were used to perform a comprehensive analysis of the performance of a trained segmentation network. In addition, the validation accuracy of a model was compared against datasets with different weather conditions, lighting conditions, geospatial context, etc. This analysis was used to show the variation in performance given a range of conditions and to compare/visualise the performance in different locations.
The validation pipeline was also used to compare the difference in performance between two different semantic models. The standard approach to comparing different deep neural networks is to measure the performance against publicly available datasets which provide only a limited range of conditions. This can potentially lead to a suboptimal outcome when selecting the best model for use in a different real-world application. We have demonstrated that the selection of the best model can depend on the operating conditions, the relative accuracy of two models can vary depending on the dataset. In addition, we used the validation pipeline to visualise the improvements resulting from applying data augmentation to the training dataset. The spatial context of the performance metrics were used to identify areas with poor performance, and after applying the appropriate data augmentation it was shown that the performance in these areas was improved.
The importance of system validation in an engineering system cannot be understated. Before semantic segmentation models can be used in real-world applications, it must be proven that the model is capable of acceptable performance under different environmental conditions. We have demonstrated that it is possible to identify areas where additional training is required before the model is suitable for autonomous operation. The proposed validation pipeline not only enables large scale system validation without requiring hand labelled data, but has the potential to provide a metric of performance in real time while the vehicle is in operation. This pipeline can be further extended to cover additional sensor modalities, and to automatically label other classes to create additional robustness to semantic segmentation in an autonomous driving context.
