Abstract. In this article, we present some new general forms of numerical radius inequalities for Hilbert space operators. The significance of these inequalities follow from the way they extend and refine some known results in this field. Among other inequalities, it is shown that if A is a bounded linear operator on a complex Hilbert space, then
Introduction
Let B(H) denote the C * algebra of all bounded linear operators on a complex Hilbert space
H. An operator A ∈ B(H) is associated with some numerical inequalities to better understand these operators and to facilitate the comparison between such operators.
In this article, we investigate the (usual) operator norm A and the numerical radius w(A)
of the operator A, defined respectively by
Ax and w(A) = sup
| Ax, x |; x ∈ H.
These quantities define equivalent norms on B(H) as one has the equivalence inequalities (1.1) 1 2 A ≤ w(A) ≤ A ; A ∈ B(H).
Such inequalities are important as one can have upper or lower bounds of one quantity in terms of the other. Consequently, having sharper bounds is highly demanded in this field. We refer the reader to [1, 2, 4, 5, 7, 9, 10, 11] as a sample of treatments of this interest.
In [7] , Kittaneh proved that for any A ∈ B (H),
Here |A| stands for the positive operator (A * A) 1 2 . This inequality is sharper than the right inequality in (1.1) since
The main goal of this article is two folded. First, we show that (1.2) follows from a more general convex form and, second, to present refined versions of (1.2) and the general form as well.
More precisely, we show that if f : [0, ∞) → R is an increasing operator convex function, then for A ∈ B(H),
Then upon selecting certain functions, we obtain specific inequalities. For example, letting f (t) = t 2 implies and refines (1.2).
With this theme, we present several new convex inequalities.
Our arguments make use of the well known Hermite-Hadamard inequalities stating that for a convex function f : J → R, and for any a, b ∈ J we have
The following two well known inequalities for Hilbert space operators are also useful to accomplish our results. Lemma 1.2. Let A ∈ B (H) be a self-adjoint operator with spectrum contained in the interval J, and let x ∈ H be a unit vector. If f is a convex function on J, then
We will also need to recall the definition of an operator convex function. Namely, a function f : J → R is said to be an operator convex function if f is continuous and f
for all self adjoint operators A, B ∈ B(H) with spectra in the interval J.
Other results will involve numerical radius inequalities with unital positive linear mappings.
Recall that a linear map Φ : B(H) → B(K) is said to be positive if it maps positive operators to
then Φ is said to be unital. In this context, I H is the identity mapping on H.
Among the most interesting properties of such maps is the well known Choi-Davis inequality that states [3] (1.5)
for the unital positive linear map Φ, the operator convex function f : J → R and the self adjoint operator A whose spectrum is in the interval J. As a consequence, for example, one has the Kadison inequality
It is unfortunate that the Inequality (1.5) is not valid for convex functions f . However, if f is convex, instead of operator convex, then one has the weaker inequality (see [6, lemma 2.1])
Main Results
In this section we prove our results for convex functions, then we show how these results are related to the existed ones.
(by AM-GM inequality)
On the other hand,
where the last inequality follows from operator convexity of f . Now, integrating over t on [0, 1],
Combining (2.2) and (2.3), we get
By taking supremum we get the desired result (2.1).
Since the function f (t) = t r , 1 ≤ r ≤ 2 is an increasing operator convex function, Theorem 2.1 implies the following general form of Kittaneh inequality (1.2).
Corollary 2.1. Let A ∈ B (H). Then for any 1 ≤ r ≤ 2,
In particular,
Notice that the condition that f is operator convex is essential to accomplish the proof of Theorem 2.1. In the next result, we present another version for convex functions.
Theorem 2.2. Let Φ : B (H) → B (H) be a unital positive linear map and let A ∈ B (H).
If
Proof. Let A = B + iC be the Cartesian decomposition of A ∈ B(H). That is, B = . Then clearly,
Replacing a and b by Φ (A * A) x, x and Φ (AA * ) x, x , where x ∈ H is a unit vector, in (1.4) we obtain (2.6)
Noting (1.7), we have
By combining the second inequality in (2.6) and (2.7), then taking the supremum, we have
On the other hand, noting that f is increasing,
Consequently, by combining the first inequality in (2.6) and (2.9), then taking the supremum, we get
Finally, (2.10) and (2.8) imply the desired result. Then for any r ≥ 1,
Assume that A 1 , . . . , A n are operators and Φ 1 , . . . , Φ n are positive linear maps with 
where P 1 , . . . P n are contractions with
Proposition 2.1. Let Φ : B (H) → B (H) be a unital positive linear map and let A ∈ B (H).
In particular, for any 1 ≤ r ≤ 2
Proof. We have
Combining (2.11), (2.12), and (2.13), we get
for any unit vector x ∈ H. Taking the supremum over x implies the desired inequalities.
Using similar argument as in Proposition 2.1, we get the following result. 
