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Analytical Determination of Interwell Connectivity
Based on Interwell Influence
Jiangru Yuan, Xingjie Zeng , Haiyun Wu, Weishan Zhang, Jiehan Zhou, and Bingyang Chen
Abstract: Interwell connectivity, an important element in reservoir characterization, especially for water flooding,
is used to make decisions for better oil production. The existing methods in literature directly use related data of
wells to infer interwell connectivity, but they ignore the influence between different wells. The connection of one
well to more than two wells (as is often true in the oil field well pattern) will impact the accuracy of the connectivity
analysis. To address this challenge, this paper proposes the Particle Swarm Optimization-based CatBoost for
Interwell Connectivity (PSOC4IC) based on relative features to analyze interwell connectivity with the combination
of joint mutual information maximization-based denoising sparse autoencoder for inter-feature construction and
extraction and PSO-based CatBoost (PSO-CatBoost) for connectivity prediction with high-dimensional noise data.
The experimental results show that the PSOC4IC improves analysis accuracy.
Key words: interwell connectivity; interwell influence; Particle Swarm Optimization (PSO); CatBoost

1

Introduction

Water flooding is the primary method used to extract
crude oil from oil-bearing reservoirs in petroleum
engineering. However, deciding on the construction
of the injection/production pattern to obtain maximum
oil production with minimum cost is always a challenge
for oil field enterprises. Fortunately, many elements can
support decision making, and interwell connectivity is
an important one. Up to date, the interwell connectivity
of reservoirs can be studied in many ways, including
engineering operations, reservoir numerical simulations,
and data-driven methods. Engineering operations mainly
include the well test analysis, tracer analysis, and
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geochemical methods. However, these methods are
expensive and of low efficiency, so they cannot meet
the requirement of oil field-scale applications. The
reservoir numerical simulation method is based on
many assumptions, which are greatly affected by
human experience and have limited accuracy. However,
machine learning methods can make full use of data[1–3]
and promote the development of data-driven method.
Data-driven methods examine the data of injection and
production wells to predict interwell connectivity. Due to
their good practicality and high efficiency, these methods
have attracted increasing attention in recent years.
Yi[4] proposed a multi-population genetic algorithm
for predicting interwell connectivity with injection/
production data. The disturbance of surrounding
production wells and the injection/production unbalance
of the block were focused in this paper, which
presented a new way to predict interwell connectivity.
Cheng et al.[5] proposed a global sensitivity analysis
based on long short-term memory to predict interwell
connectivity. This method concerned the influence
of time and improved accuracy. Cheng et al.[6] also
proposed an interwell connectivity prediction based on
an artificial neural network. These methods made full
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use of oil field data, but they all did not consider the
relationship between two wells and did not find the best
parameters of the model with noise data for a better
prediction. Therefore, the current data-driven methods
still have the following limitations:
(1) The influence between different wells is often
ignored. The relationship between two wells using data
is ignored in many methods, which limits the accuracy of
the interwell connectivity analysis. Moreover, because
we need to select the important features of the wells,
some features may interfere with the analysis, which
deteriorates the accuracy.
(2) For noise data, it is difficult to find the best
parameters of the model.
To solve the above problems, this paper proposes
Particle Swarm Optimization-based CatBoost for
Interwell Connectivity (PSOC4IC) to precisely infer
interwell connectivity. Firstly, Joint Mutual Information
Maximization-based Denoising Sparse Autoencoder
(JMIM-DSA) is proposed to extract the relative features
and eliminate redundant and negative features to express
the relationship of two wells. Then, PSO-based CatBoost
(PSO-CatBoost) analyzes the interwell connectivity with
high-dimensional noise data. This study makes the
following contributions:
(1) We construct the relative features of two wells
for interwell connectivity, which extends the study on
interwell connectivity.
(2) We propose a complete analysis method for
interwell connectivity, which makes full use of oil field
data.
The remainder of this paper is structured as follows:
Section 2 overviews related work. Section 3 introduces
the PSO and CatBoost as the basis for our method.
Section 4 proposes the JMIM-DSA to structure interfeatures of the injection and production wells and extract
the relative features for prediction. Section 5 proposes
the PSO-CatBoost based on relative features to infer the
interwell connectivity of the injection and production
wells. Section 6 presents the experimental results and
demonstrates that the PSO-CatBoost is superior to others
in terms of accuracy. Section 7 summarizes the paper
and presents future work.

2

Related Work

There are two main research directions for interwell
connectivity. One is to build mathematical equations
with examination data for an exact solution, and the other

is to construct data-driven models to learn regularities
from labels.
2.1

Mathematical method

Yousef et al.[7] proposed a method to quantify interwell
connectivity based on fluctuations in production and
injection rates. A nonlinear signal-processing model
was used to provide information about preferential
transmissibility trends and the presence of flow barriers.
Pang et al.[8] proposed a mass transport model in the
fractured medium, which is suitable for a geothermal
reservoir. Zhai et al.[9] proposed a methodology to model
interwell connectivity and achieve an improved reservoir
energy distribution and sweep pattern. Mirzayev and
Jensen[10] modified the capacitance model to measure
interwell connectivity with flow rates.
2.2

Data-driven method

Chen et al.[11] presented the study about a computeraided design for a petroleum cyber-physical system
to estimate interwell connectivity. This framework
presented a water/oil index integrated with cross-entropy
optimization. Liu et al.[12] proposed a corresponding
inverse method based on Bayesian inverse theory and
the projection gradient method for greater robustness.
Wang et al.[13] proposed a diffusivity filter model of
a carbonate reservoir, which combined a multivariate
linear regression model with a correction coefficient.
This model eliminated the effect of bottom-hole pressure
fluctuations and can illustrate the injection signal
attenuation and lag characteristics.
However, mathematical methods have many
hypotheses that restrict the accuracy of models. Datadriven methods extract knowledge from data and have
fewer hypotheses. Thus, with the development of
data mining, data-driven methods have been given
more attention. However, there are few reports on
the consideration of the influence of two wells in
data-driven models. Moreover, it is necessary to use
feature selection to improve accuracy and efficiency, but
this factor is normally ignored. Therefore, the PSOC4IC,
a data mining method, is presented to address these
problems. To clearly explain the proposed model, we
will firstly introduce the PSO and CatBoost in Section 3.

3
3.1

Preliminary
PSO
[14]

PSO
is a bionic algorithm inspired by birds. Each
potential solution of the optimization problem is a bird,
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which is called a particle in the algorithm in the search
space. There are two properties: velocity and position.
Each particle searches an optimal solution by itself, and
these particles communicate with one another to find
the best particle. Then, all particles will adjust their
velocities and positions by comparing the best particle
with its current status. Figure 1 presents the process of
PSO.
3.2

CatBoost

CatBoost[15] is an advanced machine learning method
based on the Gradient Boosting Decision Tree (GBDT).
It can not only avoid overfitting but also deal with
categorical features and support users to customize the
loss function. All classical gradient lifting algorithms
face the problem of overfitting because of the bias of
gradient estimation. To overcome this problem, CatBoost
proposes a new training trick. For each sample Xk , all
data except themselves were used to train a single model
Mk , which can estimate the gradient of sample Xk .
The estimation result is used to grade the tree. The
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common way to use categorical features is to calculate
their average and use the average as criteria for node
splitting. The disadvantage of this method is that the
feature contains more information than the label. If
the average value of the label is used to represent the
feature, then there will be some condition shifts when
the structure and distribution of the training dataset
and test dataset are different. Thus, priori knowledge
is introduced. The equation is as follows:
pP1
Œxıj;k D xıp;k   Yıj C a  p
xO ki D

j D1

pP1
j D1

(1)
Œxıj;k D xıp;k  C a

where xO ki is a target statistic, ı D .ı1 ; ı2 ; : : : ; ın / is a
permutation, xıp;k is a categorical feature, p is a priori
knowledge, Yıj is a label of the corresponding value,
and a > 0 is a parameter that shows the importance of
priori knowledge.

4

Joint Mutual Information MaximizationBased Denoising Sparse Autoencoder
Design

To allow the relationship of two wells to determine
interwell connectivity, we propose a method for
extracting inter-features, namely, JMIM-DSA. The
JMIM-DSA consists of the following steps: construction,
selection, and extraction of inter-features.
 The construction of inter-features generates new
features with the data of two wells to express the
relationship between them.
 The selection of inter-features introduces JMIM to
obtain the most relevant features.
 The extraction of inter-features introduces the DSA
to deeply extract the relationship of the inter-features.
4.1

Fig. 1

A specific processing of PSO.

Construction of inter-features

For numeric attribute features, arithmetical operations,
such as addition and subtraction, are adopted to produce
new features so that we can derive better physical
characteristics. For example, the sum of the pressure
of two wells reflects the formation of energy in the
reservoir between two wells. Furthermore, the difference
in pressure between the production and injection
wells reflects the producing energy. Moreover, other
arithmetical operations from tsfresh, an open source
Python package for extracting features, are used to
produce new features.
For categorical attribute features, the categories of two
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wells are used to create a new category. Of note, the two
categories have a fixed order. For example, we have two
categories, A and B. If the category of the production
well is A and the category of the injection well is B,
which is different from the situation that the category of
the production well is B, and the category of the injection
well is A.
For model training, we need to define the category
of interwell connectivity. In this study, there are four
categories, Types 1–4, with a decline in the capacity of
interwell connectivity.
4.2

Selection of inter-features

There are several inter-features, including original and
created features. We need to delete redundant and
invalid features and keep important features for model
training. In this paper, JMIM[16] is introduced to select
features. We define F as a complete set of all features
and S as a selected feature set. Then, fi is defined
as a candidate feature, and fs is defined as a selected
feature. Firstly, each inter-feature is calculated with a
type of interwell connectivity, which is defined as C to
obtain mutual information. Then, the most relevant interfeature is selected based on the mutual information with
a descending order. After that, other important features
are selected with Eq. (2):
fJMIM D argmax I.fi ; fs I C /jfi 2 .F

S/

(2)

where I is the JMIM for mutual information.
4.3

PSO-CatBoost Design

CatBoost alleviates the overfitting problem with the
regularization strategy, but it has many parameters that

Structure of DSA with oil field data.

cause difficulty in gaining the best balance. To address
this challenge, PSO-CatBoost based on JMIM-DSA is
proposed to predict the interwell connectivity. Table 1
presents the most important parameters of CatBoost.
In this paper, the parameters of CatBoost will be
optimized with PSO, whose process is presented as
follows:
Step 1: Set the range of the specie size, weight, and
above parameters for initiating the parameters randomly.
Table 1

Extraction of inter-features

To realize the composition relationship for model
training, an autoencoder is introduced to extract the
deep information from inter-features. However, the
autoencoder is affected by noise, volume of data, and
complexity of the model. To overcome these problems, a
denoising autoencoder is proposed. To represent features
with a low dimension instead of repeating the features,
which is also a challenge for autoencoders, a sparse
autoencoder is proposed. For oil field data, there are
several noises with a high dimension. To combine the
advantage of the denoising autoencoder and sparse
autoencoder, the DSA is proposed. In this paper, the
DSA is introduced to extract inter-features. Figure 2
presents the structure of the extraction process of the
DSA with oil field data.

5

Fig. 2

No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

Joint mutual information sorted results.
Name of features
Result of JMIM
Thickness of the layer
0.561
Depth of ceiling of the layer
0.517
Average depth of bottom of the layer
0.505
Average depth of ceiling of the layer
0.416
Average shale content
0.382
Inter-condition of perforation
0.3658
Average of porosity
0.3656
Difference of porosity
0.364
Inter-data of log
0.354
Difference between shale content
0.342
Difference of permeability
0.339
Average of oil saturation
0.335
Difference in oil saturation
0.324
Average of permeability
0.307
Permeability variation factor
0.302
Average of thickness of layer
0.294
Average of saturation of developable oil
0.252
Difference in saturation of developable oil
0.231
Permeability ratio
0.166
Permeability breakthrough coefficient
0.084
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Step 2: Calculate the accuracy of each particle with
CatBoost. The accuracy of the i -th particle is pbesti ,
which is the best result with the current conditions. The
particle with the best accuracy will be defined as the best
particle whose accuracy is gbest.
Step 3: At time t , the speed of the i -th particle is
vi .t/ and the position of the i -th particle is xi .t /, which
is in the given range. The speed and position of each
particle will be updated next time within the range that is
given in the initialization according to Eqs. (3) and (4):
vi D1 .t C 1/ D wvi .t / C c1 r1 .pbesti .t /
xi .t / C c2 r2 .gbest

xi .t ///

xi C1 .t C 1/ D xi .t / C vi C1 .t C 1/

(3)
(4)

where w is the weight, c1 and c2 are the learning rates,
and r1 and r2 are the random numbers.
Step 4: Compare the accuracy of each particle, and a
new best particle will be found in the new condition.
Step 5: Halt the iteration when the number of
iterations exceeds the maximum number and then
presents the optimized parameters. If the stop condition
is not met, then return to Step 3 and keep optimizing.
Figure 3 presents the structure of PSOC4IC, which
consists of JMIM-DSA and PSO-CatBoost, to predict
the interwell connectivity of two wells with highdimensional noise data.

Fig. 3

Data flowchart of PSOC4IC.

6
6.1
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Experiment and Evaluation
Experimental design

A total of 1200 samples from an oil field in China,
which were obtained from 1969 to 2006, are selected as
the training and testing data. There are few methods
for static interwell connectivity, so we tested our
method with oilfiled data which do not include the
production data. Oil field data have several numeric
attributes, including the depth of the ceiling of the
layer, depth of the bottom of the layer, thickness
of the layer, porosity, oil saturation, saturation
of developable oil, and shale content. Perforation
condition and log data are categorical attribute features.
Many inter-features are obtained from the above
features according to the method of the construction
of inter-features. Combining inter-features with the
permeability breakthrough coefficient, permeability
ratio, and permeability variation factors, the inter-feature
set was obtained for model training.
6.2

Evaluation

After constructing and selecting inter-features, we obtain
the sorted results of different mutual information, which
show the importance of different inter-features.
The results show that the thickness of the layer,
average depth of the bottom of the layer, average depth
of the ceiling of the layer, average shale content, intercondition of perforation, average of porosity, difference
of porosity, and difference of permeability are the most
important features, which are consistent with expert
experience.
The number of inter-features will affect the accuracy
of the model. Figure 4 presents the different results with
a different number of inter-features. The accuracy of

Fig. 4 Different accuracies of CatBoost with an increasing
number of inter-features.
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CatBoost becomes the best with the ten most important
inter-features. Thus, in the next experiment, ten interfeatures will be adopted.
Feature extraction is a kind of mapping based on
existing features to gain another expression of data.
Different dimensions of feature extraction have varying
influences on the model accuracy. Figure 5 presents
different accuracies of CatBoost with an increasing
number of dimensions. CatBoost gets the best accuracy
with eight dimensions. Thus, in the next experiment,
eight dimensions will be adopted.
To evaluate different methods, the same data
processed by different methods were used for CatBoost.
70% of the data are for training and 30% for testing.
The evaluation metrics are accuracy, precision, recall,
and F1-score. Table 2 represents the evaluation metric
comparison with different processing methods. JMIMDSA is the most accurate with all evaluation metrics.
Due to the small amount of data, the PSO-CatBoost
based on JMIM-DSA is mainly compared with machine
learning methods. Table 3 presents the evaluation
metric comparison of different models. The analysis
shows that the PSOC4IC is better than other models.
Ensemble learning methods also have good results,
which show their good adaptability to small sample

Fig. 5 Different accuracies of CatBoost with an increasing
number of dimensions.
Table 2 Evaluation metric comparison of different methods.
Method
Accuracy Precision Recall F1-score
Original
0.85
0.85
0.85
0.84
Inter-feature
0.88
0.89
0.88
0.87
without selection
and extraction
JMIM
0.92
0.93
0.92
0.92
DSA
0.90
0.90
0.90
0.90
JMIM-DSA
0.95
0.95
0.95
0.94

Table 3 Evaluation metric comparison of different models.
Model
Accuracy Precision Recall F1-score
PSOC4IC
0.95
0.95
0.95
0.94
XGBoost
0.87
0.87
0.87
0.87
Light Gradient
0.87
0.88
0.87
0.87
Boosting Machine
(GBM)
GBDT
0.89
0.90
0.89
0.89
AdaBoost
0.63
0.75
0.63
0.62
Random forest
0.88
0.90
0.88
0.88
Decision tree
0.88
0.89
0.88
0.88
Support Vector
0.79
0.83
0.79
0.79
Machine (SVM)
K-Nearest
0.66
0.69
0.66
0.67
Neighbor (KNN)
Neural network
0.42
0.40
0.42
0.38
Logistics regression
0.42
0.37
0.42
0.37
Bayes
0.41
0.30
0.41
0.30

problems. The accuracy of GBDT is 6% lower than that
of the PSOC4IC. Thus, the data process for interwell is
very important for connectivity prediction. The neural
network has low accuracy, which might be due to the
small volume of 1200 samples. Another possible reason
is that there may be some noise in data, and the neural
network is sensitive to them.

7

Conclusion and Discussion

Interwell connectivity is one of the most important
elements to guide the development of oil fields.
Furthermore, it is the comprehensive characterization of
formations between the two wells. With the increase
in oil field data, more attention has been paid to
data-driven methods in recent years. Nevertheless, the
current interwell connectivity analysis methods ignore
the relationship between two wells. Moreover, there
is much noise in high-dimensional data, which is not
differentiated. To address these challenges, we propose
the PSOC4IC with the combination of JMIM-DSA and
PSO-CatBoost to structure the inter-features and deal
with noise data. Experiments with data collected from
an oil field in China show that the PSOC4IC is more
accurate than other models, and this method overcomes
the problem when a small amount of data are used, which
cannot support the training of the neural network. In the
future, we will continue the research with the following
aspects:
 In this study, we collected only 1200 samples,
which is small. In the future, we will collect more data
to train the model.
 We will consider the influence of surrounding wells,
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including the interbedded disturb problem in the multilayer commingling production/injection pattern.

[6]
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