We use the sum-of-squares theorem from number theory to construct eigenfunctions of the Laplacian on the d-dimensional torus, d ≥ 2, which vanish to any prescribed order at some point. These functions are then applied to provide a negative answer (in dimension d ≥ 2) to a question in the context of quantitative unique continuation for spectral projectors of Schrödinger operators, asked by Egidi and Veselić in [EV16].
For a compact, connected manifold X with C ∞ Riemannian metric, the Laplace (or Laplace-Beltrami) operator ∆ on X is a non-positive, self-adjoint operator. One says that f : X → C vanishes to order N > 0 at x 0 ∈ X if lim sup
In [DF88] , Donnelly and Feffermann proved that if f is a nonzero eigenfunction of −∆ on X with eigenvalue λ it will vanish to order at most c √ λ at any point x ∈ X where c is a constant that depends only on X.
A complementary question is: Given any vanishing order N , can we find eigenfunctions vanishing to order at least N at some point x 0 ? In dimension d = 1, for instance if X is an interval with its end points identified, this is not possible as soon as N > 1. This follows immediately from the fact that all nonzero eigenfunctions are of the form α sin(ωx + y 0 ) + β cos(ωx + y 0 ) and vanish to order at most 1 at any point. However, in dimension d ≥ 2 it is indeed possible to find eigenfunctions of high vanishing order as our first result, Theorem 1, shows. Let us denote by 
is an eigenfunction to the eigenvalue λ ≥ 0 if and only if f is of the form
We expand the ψ k in a Taylor series around 0
where we used multindex notation, i.e. given α = (α 1 , ...,
Since the Taylor series is locally absolutely convergent, f vanishes to order N at 0 if for all α ∈ N d 0 with |α| 1 ≤ N , we have
This is a system of finitely many linear equations, indexed by α, with variables {µ k } k∈I λ . More precisely, we have
If ♯{variables} > ♯{equations} then there will be a non-trivial solution {µ k } k∈I λ . This will yield a function f which vanishes to order N at 0. Since f is a nontrivial linear combination
Thus, it remains to show that for every C ∈ N, there is λ ≥ 0 such that ♯{k ∈ Z d : |k| 2 = λ} ≥ C. Clearly, it suffices to establish this in dimension d = 2 and in this case, the task boils down to finding λ ≥ 0 such that the number of all pairs (x, y) ∈ Z 2 satisfying x 2 + y 2 = λ exceeds C. For λ ∈ N, this number is explicitly given by the so-called sumof-squares theorem, sometimes also referred to as Gauss's formula, which can be found in [Gau01] . See also [Fri82,  Chapter 1] for a more modern reference. The sum-of-squares theorem states that for λ ∈ N with prime factor decomposition
where p i are primes of the form 4k + 1 and q i are primes of the form 4k + 3, the number of pairs (x, y) ∈ Z 2 with x 2 + y 2 = λ is
Choosing e.g. λ = 5 C , this implies
An analogous argument works if the Laplacian on the torus is replaced by the Laplacian on a hypercube with Dirichlet or Neumann boundary conditions. Our motivation to study the vanishing order of eigenfunctions comes from quantitative unique continuation principles (UCPs) or observability estimates with explicit dependence on the geometry. The above notion of vanishing to order N at a point x 0 can be understood as vanishing with respect to the sup norm. The UCPs we are interested in are then bounds on the vanishing order with respect to the L 2 norm, i.e. estimates of the form
where we set B δ := B δ (0). The following lemma clarifies the connection between functions of high vanishing order and counterexamples to (1).
Proof. We estimate by Hoelder's inequality
where we used that the second term on the right hand side remains bounded as δ → 0. Thus, Ineq. Let us emphasize that we only cited very special cases here: All of the results i) to vi) have actually been stated (and the constant M holds uniformly) in a much more general setting, namely in a multiscale setting where T d is replaced by an infinite family of hypercubes and where B δ is replaced by a family of equidistributed arrangements of balls. Furthermore, in i) to iv), the constant M depends on V only via V ∞ whence it is uniform over a large class of potentials V . Even though this constituted a large part of the originality of these results and was crucial for the applications envisioned therein, we omitted these aspects here for the sake of a simpler presentation and refer to [NTTV18] for a more comprehensive discussion.
One interesting part about the results v) and vi) is that they allow for linear combinations of eigenfunctions of arbitrarily high eigenvalues -with some restrictions on their Fourier transforms. This lead Egidi and Veselić to a question, a special case of which we cite here.
and fix w ∈ (0, ∞). Is there a constant M , which may depend on w and V , such that for all E 0 ∈ R, all 0 < δ < π, and all f ∈ Ran χ [E 0 −w,E 0 ] (−∆ + V ), the estimate
holds true?
Again, the authors in [EV16] asked the question in a more general geometric setting but since this is not relevant for our reasoning, we omit it here. Furthermore, they suggested that the answer might depend on the dimension and/or regularity properties of V .
Theorem 2. The answer to Question 3 in [EV16] is no in dimension d ≥ 2.
Proof. It suffices to consider V = 0, i.e. the case of the pure Laplacian. By the above lemma, it suffices to find for every N ≥ 0 a function f ∈ Ran χ [E 0 −ω,E 0 ] for some E 0 ∈ R that vanishes to order N at 0. Eigenfunctions are definitely in some Ran χ [E 0 −ω,E 0 ] and by Theorem 1, we find an eigenfunction f , vanishing to order N at 0.
