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We have investigated the reason for significant discrepancies between the results of two recent, similar
computational methods Zatsarinny et al., Astron. Astrophys. 426, 699 2004; Gu, Astrophys. J. 590, 1131
2003 for dielectronic recombination DR of Mg2+. It is found that the choice of orbital description can lead
to discrepancies by as much as a factor of 2 between total peak DR rate coefficients resulting from otherwise-
identical computations. These unexpected differences are attributed to the large sensitivity to bound-orbital
relaxation and continuum-orbital description effects on the computed radiative and autoionizing transitions
arising from accidental cancellation. In order to obviate these effects, an approach, using a separate, nonor-
thogonal orbital basis for each configuration, is employed to yield a DR rate coefficient that we assess to be
more reliable than all earlier published results.
DOI: 10.1103/PhysRevA.77.032713 PACS numbers: 34.80.Lx, 32.70.Cs, 32.80.Zb
I. INTRODUCTION
Dielectronic recombination DR is the process by which
an incident electron collides with an atomic ion to produce
an intermediate resonance state that then radiates to a final
bound state:
e− + Aq+ → Aq−1+** → Aq−1+* + h . 1
In astrophysical and fusion-related plasmas, DR is usually
the dominant pathway for converting ions of charge q to a
lower charge q−1 and it is also responsible for DR satellite
lines 1–5. It is thus important to have accurate DR rate
coefficients available for reliable plasma modeling, which is
not always the case.
In response to this need, we have embarked on a program
for computing DR data for ions of all isoelectronic sequences
of astrophysical and fusion interest 6. The latest work has
treated up through Mg-like sequences using state-of-the-art
atomic physics methods 7.
We recently presented calculations for the DR of Ne-like
ions forming Na-like ions 8, where our DR rate coefficient
results were found to be roughly half the previously recom-
mended data 9. This we attributed to the various approxi-
mations and scalings used in the determination of those ear-
lier recommended rate coefficients 9. However, we
subsequently discovered that our reported DR rate coeffi-
cients for the low ionization stages of the Ne-like series—
Mg2+ in particular—were roughly 50% greater than the re-
sults reported in a similar-in-spirit theoretical study 10 see
Fig. 1. Both of these state-of-the-art methods were based on
the independent-processes, isolated-resonance, distorted-
wave IPIRDW approximation. Our multiconfiguration
Breit-Pauli MCBP approach 11, as used in our earlier
study 8, approximates solutions to the Schrödinger equa-
tion with first-order relativistic corrections, whereas the flex-
ible atomic code FAC 10 instead approximates solutions
to the fully relativistic Dirac equation with a similar multi-
configurational representation; but, for such a low nuclear-
charged ion such as Mg2+, such additional relativistic effects
can be safely ruled out as a possible source of discrepancy
between these two calculational results. Thus it is surprising
that two methods based on the same essential physics should
yield such different results. Indeed, several comparisons be-
tween MCBP, FAC, and/or the similar multiconfigurational
Dirac-Fock MCDF methods have noted quite good agree-
ment between results using these three IPIRDW methods for
most other ions 8,12–14.
The purpose of the present paper is to explain why two,
similar, state-of-the-art theoretical approaches can yield such
large differences in computed DR rate coefficients. Further-
more, we present results and assess the reliability of our
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FIG. 1. Comparison of Mg2+ DR rate coefficients DRT:
dashed line, recommended results of Mazzotta et al. 9; solid line,
AUTOSTRUCTURE results of Zatsarinny et al. 8; and dash-dot line,
flexible atomic code FAC results of Gu 10.
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tablished that the original discrepancies were not due to any
particular deficiency on the part of either theoretical method;
rather, the choice of initial atomic bound and continuum or-
bital description differed between the two published calcula-
tions 8,10, and this alone was responsible for the roughly
50% discrepancy between the two.
The rest of the paper is organized as follows. We first give
a brief outline of the relevant physical processes in the next
section, then we describe our various theoretical atomic
physics approaches in Sec. III, including a discussion of the
importance of choice of orbitals. Finally, in Sec. IV we com-
pare various theoretical results and also present our recom-
mended 15 results from what we assess to be the most
reliable computations—those obtained using a separate non-
orthogonal basis description for each initial, intermediate,
and final configuration.
II. THEORETICAL CONSIDERATIONS
The dominant contribution to DR of Mg2+ can be de-
scribed as follows: an initial electron-ion collision state of a
free electron incident on a Mg2+ ion undergoes dielectronic
capture into a doubly excited resonance state, with a rate
proportional via detailed balance to the reverse autoioniza-
tion rate Aa1, and is then followed by radiative decay to a








Mg+2s22p6nl + h .
2
This is inherently a nc0 core excitation with the
2p→3l core transitions dominating. The energy averaged
DR cross section is proportional to the dielectronic capture
rate Aa1 times the radiate branching ratio for radiative decay,
with rate Ar, vs autoionization to either the ground or excited









Here, no is the number of open channels. This is equal to one
up to collision energies of 49.6 eV i.e., capture into n
9 above which point the 2p53s3P+e− channel opens up.
Thus the accuracy of computed DR rate coefficients—
Maxwellian averages v—hinges on the accuracy of the
various autoionization and radiative rates.
We find that the dominant contribution to the DR cross
section , and therefore to the Maxwellian-averaged DR rate
coefficient v, comes from the 2p53s1Pnl 3n9
resonances see Fig. 2 that radiate predominantly via
3s→2p transitions. This is because for higher-n of this
dipole-favored capture resonance series, and indeed for the
other strong oscillator strength populated 2p53d1Pnl
series, there are, besides autoionization to the ground
level, additional autoionizing channels open that contribute
to Eq. 3, and thus there is a sudden drop off of these reso-
nance contributions see Fig. 3. This is the familiar
autoionization-into-excited-states suppression phenomenon
16. Consequently, the large discrepancies between the
otherwise-similar IPIRDW results—the MCBP 8 and
FAC 10 DR rate coefficients—can be understood
by studying the 2p53s1Pnl→2p6nl+h radiative and
2p53s1Pnl→2p6+e− autoionization transitions. We begin
with a description of our various orbital bases and demon-
strate how different choices of orbital optimization affect our
computed radiative and autoionization rates that determine



















FIG. 2. Mg2+ DR cross section DR convoluted with a full width
at half maximum FWHM Gaussian of 0.05 eV, indicating that the
dominant resonances contributing to the Maxwellian-averaged rate
coefficient derives from the 2p53snl Rydberg series of resonances.
The arrows at the top of the figure show, from left to right, the






























FIG. 3. 2p6p→2p53s1Pnd1Po→2p6nd+h contributions
to DR of Mg2+, showing the dominance of the n9 members. The
cross section DR has been convoluted with a 0.05 eV FWHM
Gaussian for clarity.
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III. ORBITAL DESCRIPTIONS
When describing the various atomic wave functions oc-
curring in Eq. 2, it is important to note that the intermediate
Mg+2s22p53lnl resonance states and the final excited con-
tinua 2s22p53l+e− differ from the 2s22p6 initial ground
state of Mg2+ in that there are only five 2p electrons rather
than six. As a result, the 2p orbitals in the resonance and/or
excited states, which experience a weaker repulsive screen-
ing potential due to the screening from only four similar 2p
electrons, are more compact, or “relaxed,” than the more-
diffuse 2p orbital in the ground state, which is screened by
five other 2p electrons.
Accounting for relaxation effects can be difficult using
conventional atomic structure and collision codes that typi-
cally rely on a single, orthogonal set of atomic orbitals in the
description of the initial, intermediate, and final states. How-
ever, as will be shown below, the so-called active 2p orbital
entering into the calculation of radiative and autoionization
rates is in fact the more diffuse “ground” orbital rather than
the compact “relaxed” orbital. We have tracked down the
underlying cause for the differences between the results of
Zatsarinny et al. 8 and Gu 10 as being due to the use of
orbitals that were optimized on the Mg2+ 2s22p53s excited
state 8 or the Mg+ 2s22p53l2 intermediate resonance core
states 10, respectively.
We describe the effect of using four separate orbital de-
scriptions on the computed radiative and autoionization tran-
sitions and, ultimately, on the DR rate coefficient. Utilizing
the same atomic structure and collision code AUTOSTRUC-
TURE 11 as was used in our earlier study 8, these four sets
of orbitals are used within otherwise identical DR calcula-
tions. The first set of “relaxed” or “N*-electron” orbitals is
essentially that used in 8, the second set of “ground” or
“N-electron” orbitals is our assessment of the “best” orthogo-
nal basis to use, the third set of “resonance” or
“N+1-electron” orbitals is essentially that used in 10, and
the fourth set of nonorthogonal orbitals is what we assess to
yield the most reliable DR rate coefficient.
At this point, we should address why a particular choice
of orbitals should be so important. After all, provided that
adequate configuration-interaction CI is included using any
complete basis of orbitals, convergence of wave functions
should be obtainable. For practical computational purposes,
however, only lowest-order CI can be feasibly included, and
given especially the strong orbital relaxation effects that exist
for our dominant 2→3 transitions, the choice of orbital basis
can be crucial, as we now demonstrate.
In order to designate the various bases used for the
present, otherwise identical, DR calculations, we choose the
following. For the case of Mg2+, we have an atomic number
A=12 with a target ion consisting of N=10 electrons, with a
ground state configuration of 1s22s22p6 and the important
excited state 1s22s22p53s we shall not consider the closed
1s and 2s subshells further.
A. Relaxed „N*… basis
The basis used in our earlier study 8 is designated by the
symbol N* in that the relevant orbitals were determined from
a Hartree-Fock HF 17 calculation optimized on the 2p53s
excited state. These were then followed by successive
frozen-core HF calculations the 1s, 2s, and 2p orbitals were
not reoptimized of the 2p53l configuration-averaged states
for the remaining 	3p ,3d
 orbitals.
B. Ground „N… basis
We also present results using a basis, designated as N, for
which the 2p orbital was determined from a HF calculation
optimized on the 2p6 ground state, and then the 3l orbitals
were determined from frozen-core the 2p orbital was not
varied HF calculations for the 2p53l excited states.
C. Resonance „N+1… basis
The third basis, which we designate by N+1, is essen-
tially that used by Gu 10, as we have confirmed by direct
comparison of orbitals. The 2p orbital was again determined
from a HF calculation for the 2p6 state, but the n=3 orbitals,
that contribute 15% of the total peak DR rate coefficient
via the 2pl→3l3l lower-lying resonances, were optimized
instead on three partially weighted HF calculations to de-
scribe more accurately these low-lying resonance states. To
determine the 3s orbital, a HF calculation on the 2p53s2.25
fictitious state was performed. The 3p orbital was then opti-
mized on the 2p53p2.5 state and the 3d orbital was optimized
on the 2p53d2 state.
D. Nonorthogonal basis
In the fourth basis, we have implemented a method within
the AUTOSTRUCTURE atomic code 11 in which separate or-
bital basis sets are used to describe each individual configu-
ration and, hence, the initial, intermediate, and final states.
The only approximation used in this approach is that the
overlap integrals are all assumed to be unity or zero, as if the
orbital basis were orthogonal. This is similar to the approach
taken by Cowan 22. Furthermore, the uncertainty intro-
duced by this approximation can be assessed by determining
and utilizing the overlap integrals which would otherwise be
taken to be unity. The contribution from terms involving
overlap integrals taken to be zero can be expected to be of
similar magnitude. We have confirmed that this approxima-
tion holds quite well for the present case, introducing uncer-
tainties in the computed DR rate coefficient peak of 5%
that are insignificant compared to the discrepancies that we
are investigating.
E. Orbital and rate coefficient comparisons
The relaxed N* basis includes somewhat more compact
2p orbitals compared to the N and N+1 bases, having been
optimized with different 2p orbital screening. On the other
hand, the 3s orbital from the N+1 basis will be more diffuse
than the other two since it was screened by an extra electron
in the HF calculation. These orbitals are compared in Fig. 4.
At first glance, only slight differences exist overall that
would not seem too important. However, the resultant total
DR rate coefficient DR, shown in Fig. 5, is seen to differ
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appreciably between the three basis sets. In order to under-
stand why seemingly small orbital differences lead to large
rate coefficient differences, we examine the computed ener-
gies, radiative rates, and autoionization rates that are used in
the final DR calculations.
F. Transition energy differences
Typically, energy uncertainties E only affect the accu-
racy of near-threshold nc=0 rate coefficients due to the
corresponding uncertainty in whether a low-lying resonance
is above or below threshold 18. Furthermore, the computed
energy position of an above-threshold resonance affects the
DR rate coefficient via the exp−E /kBT Maxwellian distri-
bution term 19 here kB is the Boltzmann factor; see also
the Appendix. Whether the lower-lying resonances are
above or below threshold is not a problem for the present
case of Ne-like Mg2+ where only nc0 processes are pos-
sible the L shell is initially full; even the lowest-lying
2p53l3l resonances are far above the initial 2p6l continua.
However, we demonstrate in the Appendix that energy
differences in computed resonance energies lead to
even larger differences in maximum rate coefficients via the
exp−E /kBT Maxwellian distribution term see also Ref.
19.
In Table I we compare the target energies computed using
all four basis sets. The N* basis, having been optimized on
the excited states, does a poorer job describing the ground
state. As a result, the 2p53l states are more converged than
the 2p6 state and the transition energies are underestimated
compared to the NIST values 20. The N and N+1 bases, on
the other hand, describe the ground state better than the ex-
cited states and as a result overestimate the transition ener-
gies. The nonorthogonal basis yields results close to the
NIST values.
The transition energies in Table I differ by roughly 10%,
between the N* and N or N+1 bases, and this leads to a
difference of about 15% between respective rate coefficient
peaks see the Appendix. However, the N* rate coefficient
maximum is 60% greater than the N+1 maximum see
Fig. 5, so we now look at differences in the radiative and
autoionization rates as the source of the remaining 45%
difference.
TABLE I. Mg2+ energy levels in Rydbergs.
Energy level NIST 20 N* N N+1 Nonorthogonal
2s22p61S0 0.000 0.000 0.000 0.000 0.000
2s22p53s3P2 3.879 3.650 3.983 4.019 3.903
3P1 3.890 3.661 3.995 4.030 3.914
3P0 3.899 3.671 4.002 4.038 3.922
2s22p53s1P1 3.932 3.705 4.053 4.073 3.966
2s22p53p3S1 4.259 4.029 4.348 4.425 4.276
2s22p53p3D3 4.320 4.084 4.420 4.473 4.338
3D2 4.325 4.089 4.426 4.479 4.344
3D1 4.333 4.097 4.433 4.486 4.351
2s22p53p1D2 4.351 4.113 4.460 4.501 4.374
2s22p53p1P1 4.359 4.123 4.467 4.508 4.380
2s22p53p3P2 4.364 4.127 4.471 4.512 4.385
3P0 4.367 4.131 4.475 4.515 4.388
3P1 4.369 4.133 4.476 4.517 4.389
2s22p53p1S0 4.520 4.448 4.841 4.748 4.720
2s22p53d3P0 4.831 4.587 4.955 4.983 4.876
3P1 4.834 4.590 4.957 4.985 4.878
3P2 4.838 4.595 4.962 4.990 4.883
2s22p53d3F4 4.844 4.601 4.970 4.994 4.889
3F3 4.846 4.604 4.974 4.997 4.891
3F2 4.855 4.612 4.981 5.003 4.898
2s22p53d1F3 4.857 4.615 4.986 5.006 4.901
2s22p53d3D1 4.868 4.627 5.001 5.016 4.911
3D3 4.875 4.631 5.002 5.020 4.916
3D2 4.877 4.632 5.003 5.021 4.917
2s22p53d1D2 4.873 4.634 5.005 5.023 4.919












































FIG. 5. Comparison of the total DR rate coefficient obtained
using each of the three orthogonal bases. The N* maximum is 60%
greater than the N+1 maximum.
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G. Radiative transition differences
Another quantification of the atomic structure description
is the radiative transition rates between Mg2+ states. Indeed,
the DR rate coefficient in Eq. 2 depends on the 3s→2p
core radiative transition rate. We are ultimately interested in
the radiative rate Ar, but it is instructive to inspect the indi-
vidual computed matrix elements that make up the final ex-
pression for this rate. For the transition i→ f , where
	i↔2p53s and 	 f ↔2p6, the two quantities of interest are
the transition energy 
 and the line strength S. Given our
initial and final wave functions, these are computed as the
matrix element difference

 	iH	i − 	 fH	 f 4
and the matrix element
S  	iD	 f2, 5
where H is the N-electron Hamiltonian and D is the length
N-electron dipole operator. It is interesting to note at this
point that a first-order error in either wave function
	→ 	+ 	 gives a second-order error in the transition
energy 	 H 	=0 variationally but a first-order error in
the line strength 	 D 	0, so we expect slight inac-
curacies in our actual wave functions to be manifested as
larger relative uncertainties in line strength than in energy.
Given these two matrix element results, the other quanti-
ties of interest are the dimensionless, bounded oscillator
strength gf and the radiative rate Ar. They are related to the
line strength via














on using atomic units, and with  being the fine structure
constant. For our specific problem of the transition
2p53s1Po→2p61S, the initial statistical weight is gi=3
and the final statistical weight is gf =1. Thus the radiative
rate—that which goes into Eq. 3—depends on both the
transition energy and the line strength, and its final computed
value may have fortuitous cancellation of errors associated
with each.
A comparison of radiative data is given in Table II. It is
seen, first of all, that the N* radiative rate is greater than the
N and N+1 bases. In fact, the N* /N+1 ratio is 1.34, or 34%
greater, which accounts, once energy difference effects have
been considered, for most of the remaining discrepancy be-
tween the two rate coefficients.
To study the root of this large line strength difference,
given that the orbitals in Fig. 4 do not seem to differ too
much, we look at the dependence of line strength on target
orbitals. In the independent particle approximation neglect-
ing higher-order CI effects, we have that the line strength





and there must be some reason that this integral is so sensi-
tive to whether the N* or N orbitals are used. It should be
pointed out that, since the N* basis uses a poor 2p orbital for
describing the 2p6 ground state, there is significant correla-
tion from the 2p53p configuration and this also contributes to
the line strength computation.
In Fig. 6, we show the radial integrand for all three cases.
It is seen that there is a significant cancellation between the
positive and negative contributions to the radial integral de-
termining the line strength and subsequently the radiative
rate and the DR strength. This makes the integral more sen-
sitive to slight variations. Thus the larger-r contribution is
more important, and here we see that the relaxed N* 2p
orbital has a smaller amplitude and contributes less; but, the
correction due to the 2p53p mixing for the N* relaxed case,
which is zero by Brillouin’s theorem 21,22 for the N and
N+1 cases, turns out in this case to overcompensate and as a
result, the N* computed line strength is too large compared
to the NIST 20 value. Thus we would expect that the N*
rate coefficient, like that in our earlier study 8, is an over-
estimate of the true value, and the N+1 result, like that in
10, is an underestimate. Before quantifying this further,
TABLE II. Radiative data dependence on the choice of orbitals
used to describe the Mg2+ 2p53s→2p6 transition. The transition
energy 
 and line strength S are given in atomic units, the weighted
oscillator strength gf = 23





23gf is given in units of 109 s−1.
NIST 20 N* N N+1 Nonorthogonal

 1.966 1.852 2.026 2.036 1.983
S 0.168 0.229 0.163 0.129 0.169
gf 0.220 0.282 0.221 0.175 0.221




















<2p | r |3s>N* =0.21
<2p | r |3s>N =0.28




FIG. 6. Comparison of the Mg2+ radial integrands
rP2prP3sr.
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however, we look at the autoionization transitions in the next
section.
The near-cancellation of positive and negative integrands
toward the total but still dominant 3s→2p radiative transi-
tion resembles that of the phenomenon in photoionization—
the reverse process of DR in most ways—commonly referred
to as a Cooper minimum 23. In that case, a continuum
orbital l1, with energy-dependent nodal variation, inevi-
tably reaches a low-energy point at which the radial integral
with the bound electron nl, which has absorbed the incident
photon, goes through zero, i.e., l1 r nl=0 24,25.
H. Autoionization transition differences
In addition to the radiative rate Ar, the final determination
of our DR rate coefficient from Eq. 3 also depends on the
various autoionization rates. For the important initial capture
and autoionization 2p53snl→2p6+e−, we have
Aa1  2iV f2, 9
with i↔2p53snl,  f ↔2p6l1, and V is the electron-
electron interaction operator. In the independent particle ap-


















We see again that the autoionization rate is dependent on the
overlap of the 2p and 3s orbitals, and so we expect the same
sensitivity to orbital description as we found for the radiative
rate. Additionally, however, there is an explicit dependence
on the distorted wave valence electron nl and the resultant
continuum orbital l1. In our earlier study 8, these or-
bitals were generated using a Thomas-Fermi-Dirac-Amaldi
TFDA model potential 26; the valence and continuum
orbitals have usually been found to be insensitive to this
choice. However, given the extra sensitivity to orbitals in this
DR process, it seemed natural to investigate the dependence
of valence and continuum orbital descriptions. In addition to
the TFDA model potentials, AUTOSTRUCTURE 11 also has
the capability of utilizing Slater-type-orbital STO model
potentials 27 to generate the orbital basis. Both model po-
tentials contain adjustable radial scaling parameters, one per
radial orbital, which can be optimized by minimizing a
weighted-sum of eigenenergies, say. The resultant STO val-
ues are much closer to unity than the TFDA. This is impor-
tant for consideration of Rydberg and continuum orbitals, for
which no direct optimization is possible and a default value
of unity is normally assumed. It turns out that for this case,
the N and N+1 DR rate coefficients were independent of
which method TFDA or STO was used, as is usually the
case, as we have found. However, there was unexpected sen-
sitivity to which model was used for the N* case. In Fig. 7,
we compare the total DR rate coefficient for the N* case
using both models. We see that by using the more accurate
see below STO model potential method, a much larger rate
coefficient is obtained.
An assessment of which valence and continuum orbitals
to use for the final N* case can be determined by studying
these orbitals and comparing them to the most reliable HF
results for a given case. Unlike the TFDA and STO ap-
proaches, the HF method uses no approximations and instead
solves the complete self-consistent field equations including
the nonlocal exchange potential the TFDA and STO meth-
ods approximate this with a local potential. We choose the
specific process 2p6d2De↔2p53s1Po5p2De since we
narrowed down this particular transition as leading to the






















FIG. 7. Comparison of Mg2+ DR rate coefficients obtained using
STO and TFDA model potentials for the valence and continuum



















FIG. 8. Partial DR cross section contribution DR from the LS
2p6d2De→2p53s1Po5p2De→2p65p1Po+h process. The
relaxed N* basis was used for the 2p and 3s bound orbitals
whereas the valence and continuum orbitals were determined from
an optimization on the 2p53s5p and 2p6d states, for the 5p and d
orbitals, respectively, using either the STO solid line or TFDA
dashed line methods.
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restrict ourselves to a nonrelativistic LS-coupling calculation
for the clearest demonstration. It is seen that the TFDA re-
sults for this particular transition show a very weak DR reso-
nance compared to the STO result. This is because the TFDA
autoionization rate Aa1, coincidentally, has a much smaller
value. We have tracked it down to a near cancellation in the
two-dimensional integral in Eq. 10, similar to the Cooper
minimum phenomena discussed above.
In Fig. 9, the orbitals of interest are shown. At present, it
is only possible for us to generate bound HF orbitals. It is
seen that the STO potential and HF 5p orbitals are in good
agreement, but the TFDA potential 5p orbital differs consid-
erably. It is this difference that leads to the near cancellation
in the integral of Eq. 10. Given that the STO potential
orbitals agree best with the most accurate HF orbitals, we
assess that the use of STO potential orbitals is a more reli-
able approach and we shall use these for final comparison.
IV. FINAL RESULTS
For our final results, we use STO potential distorted
waves. Furthermore, to filter out any energy difference ef-
fects, we adjust all theoretical thresholds to the NIST values.
The DR rate coefficient obtained from all four basis sets is
shown in Fig. 10. Given the good agreement in energies and
radiative rates between the nonorthogonal basis and the
NIST 20 values, we assess the nonorthogonal rate coeffi-
cient to be the most reliable, and these values are listed in
our recommended database 15. Ironically, the final nonor-
thogonal result shown in Fig. 10 is very close to the original
relaxed-orbital case Zatsarinny et al. 8 in Fig. 1 and N* in
Fig. 5 using TFDA potential distorted wave orbitals. How-
ever, we now know that those earlier results 1 underesti-
mated the transition energy since the excited states were de-
scribed more accurately than the ground state, 2
overestimated the line strength due to the poor choice of the
2p orbital, and 3 underestimated certain autoionization
rates due to a poorer choice of TFDA potential distorted
wave orbitals rather than the more reliable STO distorted
wave potential orbitals, and these three effects fortuitously
largely canceled each other in such a way that the final re-
ported DR rate coefficient lines up with the more accurate
nonorthogonal basis result. The latter does not suffer from
any of those three difficulties.
V. CONCLUSION
We have investigated the cause of the 50% difference in
computed Mg2+ DR rate coefficients between our earlier
MCBP calculations 8 and the earlier FAC calculations 10.
The primary reason for this discrepancy was the use of inap-
propriate bound orbitals in each case. For the MCBP calcu-
lations, a poor 2p orbital was used, since it was determined
from a Hartree-Fock excited-state optimization, and this re-
sulted in a radiative rate that was greater than the NIST
value. The FAC calculations, on the other hand, used a good
2p orbital but a poor 3s orbital; the latter was determined
from more of a resonance-state 2p53s2 optimization rather
than on the more accurate 2p53s excited state, and resulted in
a smaller radiative rate. Other factors were the use of incor-
rect energies—they were smaller than NIST for the MCBP
calculations and greater than NIST for the FAC
calculations—and an accidental near cancellation in the auto-
ionization matrix element when using the less-reliable TFDA
potential for generating distorted waves.
By using a nonorthogonal basis, where the orbitals for the
initial, intermediate, and final configurations can all be opti-
mized separately, no inappropriate orbitals are used and we
assess these final results to be the most accurate. The entire
Ne-like isoelectronic sequence has been recomputed and the
new data are available in our database 15, although only
the lower ionization stages of the sequence were affected
significantly by these orbital sensitivity effects.
As a final note, it needs to be emphasized that the present
orbital sensitivity is so pronounced because we are dealing





















FIG. 9. Comparison of two different “relaxed” or N*-electron
5p and d orbitals generated by AUTOSTRUCTURE using STO dotted
























FIG. 10. Final DR comparison using shifted energies and STO
potential DW orbitals. We assess the final nonorthogonal basis re-
sult to be the most reliable, and ironically, this is in fairly close
agreement with our originally published result see Zatsarinny et al.
8, also shown in Fig. 1, and the N* results in Fig. 5.
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pied. Therefore the only DR resonances that occur are de-
rived from n0 2→3 core excitations, giving rise to
strong relaxation effects. For ions with a partially filled shell,
n=0 core excitations can often dominate the DR process.
For these excitations, relaxation effects are less pronounced,
and thus we expect that for open shell systems, there will
generally though not always be less orbital sensitivity and
results from calculations using orbitals optimized on the ini-
tial, intermediate, or final states will be in better accord.
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APPENDIX: EFFECT OF RESONANCE ENERGY
DIFFERENCES ON COMPUTED
DR RATE COEFFICIENTS
The DR rate coefficient DRT as a function of tempera-
ture T is given as a Maxwellian average vE of the ve-





Here we assume that we have two resonances of equal




E − Ei , A2
where A is the same for both resonances and the factor of
1 /E gives the correct energy normalization 28.
The contribution to the rate coefficient from each reso-
nance is therefore
DR
i T = 1/2Ae−Ei/kBTkBT−3/2, A3
which peaks at kBT=
2Ei
3 with a value of
maxDR
i T = 1/2Ae−3/22Ei3 
−3/2
, A4









For a given energy difference E12=E2−E1, this introduces









so a relative energy difference of, say, 10% leads to a relative
ratio difference of 15%.
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