In this paper we continue the study of conditional Markov chains (CMCs) with finite state spaces, that we initiated in Bielecki, Jakubowski and Niewęgłowski (2014a) in an effort to enrich the theory of CMCs that was originated in Bielecki and Rutkowski (2004) . We provide an alternative definition of a CMC and an alternative construction of a CMC via a change of probability measure. It turns out that our construction produces CMCs that are also doubly stochastic Markov chains (DSMCs), which allows for study of several properties of CMCs using tools available for DSMCs.
Introduction
In this paper we continue the study of conditional Markov chains (CMCs) with finite state spaces, that we initiated in Bielecki, Jakubowski and Niewęgłowski [5] in an effort to enrich the theory of CMCs that was originated in Bielecki and Rutkowski [8] .
CMCs were conceptualized in the context of credit risk, where they have been found to provide a useful tool for modeling credit migrations. In many ways, a CMC is an important generalization of the concept of a default time with stochastic compensator, a key concept in the models of financial markets allowing for default of parties of a financial contract. Such a default time is really just a special example of a CMC: it is a CMC taking values in a state space consisting of only two states, say 0 and 1, where 0 is the transient state and 1 is the absorbing state.
In [5] we proposed a modified definition of the conditional Markov property, which was less general than Definition 11.3.1 used in Chapter 11.3 in [8] . The reason for this was that the definition of conditional Markov property proposed in [5] was aimed at providing a suitable framework for study of Markov consistency properties for conditional Markov chains and study of Markov copulae for conditional Markov chains, a feat that can't be achieved within the framework of the CMC framework proposed in [8] . Still, the definition of the conditional Markov property, and the related construction of a CMC as presented in [5] were not general enough, as they did not allow for study of conditional Markov families. This is because in [5] we only dealt with processes starting from a fixed, non-random, initial state. Here, we generalize the definition of a conditional Markov property and construction of a CMC that allow for the initial state of the chain to have a nondegenerate conditional initial distribution, and, consequently, allow for study of conditional Markov families. Such study will be conducted elsewhere.
• The constructed CMCs enjoy the conditional Markov property, which has unquestionable practical appeal, and
• The constructed CMCs enjoy the doubly stochastic Markov property, which has critical theoretical implications allowing for applying important tools from stochastic analysis to studying CMCs.
The paper is organized as follows: In Section 2 we introduce the concept of CMC, which underlies the present study. In this section we also introduce and discuss the relevant concept of stochastic generator (or an intensity matrix) of a CMC. In addition, we give there two examples of (F, G)-CMC, one which does not have the intensity, and one with the intensity. Section 3 is devoted to presentation of a specific method for constructing a CMC. In Section 4 we relate conditional Markov chains to doubly stochastic Markov chains. In particular, we show that any conditional Markov chain constructed using the change of measure technique used in Section 3 is also a doubly stochastic Markov chain. Finally, in the last section we collect all needed technical results used throughout the paper.
Conditional Markov Chain and Its Intensity
Let T > 0 be a fixed finite time horizon. Let (Ω, A, P) be an underlying complete probability space, which is endowed with two filtrations, F = (F t ) t∈[0,T ] and G = (G t ) t∈ [0,T ] , that are assumed to satisfy the usual conditions. For the future reference we also define
as well as the corresponding filtration G := ( G t ) t∈ [0,T ] . Typically, processes considered in this paper are defined on (Ω, A, P), and are restricted to the time interval [0, T ]. Moreover, for any process U we denote by F U the completed right-continuous filtration generated by this process. In addition, we fix a finite set S, and we denote by d the cardinality of S. Without loss of generality we take S = {1, 2, 3, . . . , d}.
Definition 2.1. An S-valued, G-adapted càdlàg process X is called an (F, G)-conditional Markov chain if for every x 1 , . . . , x k ∈ S and for every 0 ≤ t ≤ t 1 ≤ . . . ≤ t k ≤ T it satisfies the following property
Remark 2.2. (i) We will call filtration G the base filtration, and we will call filtration F the reference filtration. Usually G = F X .
(ii) It needs to be stressed that an (F, G)-conditional Markov chain may not be a classical Markov chain (in any filtration). However, if G is independent of F, then the above definition reduces to the case of a classical Markov chain with respect to filtration G, or G -Markov chain. In other words, a classical G-Markov chain is an (F, G)-conditional Markov chain for the reference filtration independent of the base filtration.
In what follows we shall write (F, G)-CMC, for short, in place of (F, G)-conditional Markov chain.
Intensity of an (F, G)-CMC
Let X be an (F, G)-CMC. For each x ∈ S we define the corresponding state indicator process of X, H
Accordingly, we define a column vector H t = (H x t , x ∈ S) ⊤ , where ⊤ denotes transposition. Similarly, for x, y ∈ S, x = y, we define process H xy that counts the number of transitions from x to y,
The following definition generalizes the concept of the generator matrix (or intensity matrix) of a Markov chain. Definition 2.3. We say that an F-adapted (matrix valued) process Λ t = [λ xy t ] x,y∈S such that λ xy t ≥ 0, ∀x, y ∈ S, x = y, and
is an F-stochastic generator or an F-intensity matrix process for X, if the process (M x t , x ∈ S) ⊤ defined as
is an F ∨ G -local martingale (with values in R d ).
Remark 2.4. We remark that even though the above definition is stated for an (F, G)-CMC process X, it applies to S-valued semimartingales.
We will now discuss the question of uniqueness of F-intensity.
Definition 2.5. We say that two processes Λ and Λ are equivalent relative to X if
Proposition 2.6. Let X be an (F, G)-CMC.
i) If Λ and Λ are F-intensities of X, then they are equivalent relative to X. In particular F-intensity of X is unique up to equivalence relative to X.
ii) Let Λ be an F-intensity of X. If Λ is an F-adapted process equivalent to Λ relative to X, then Λ is F-intensity of X.
Proof. i) By assumption, M given by (2.6) and M defined as
are F ∨ G-local martingales. We have that
Thus M − M is a continuous finite variation F ∨ G-martingale starting from 0, and hence it is a constant null process. Thus (2.7) holds. ii) Note that (2.7) implies that for F ∨ G martingale M given by (2.6) it holds
Thus Λ is an F-intensity of X.
In [4, Example 3.9] we exhibit an (F, G)-CMC X, which admits two different intensities Γ and Λ that are eqivalent relative to X.
In the case of classical Markov chains with finite state space, intensity matrix may not exist if the matrix of transition probabilities is not differentiable (e.g. when X is not quasi left continuous). In the case of (F, G)-CMC the situation is similar. That is, there exist (F, G)-CMCs that do not admit F-intensities. We illustrate this possibility by means of the following example (see [5] for details):
Example 2.7. Suppose that (Ω, A, P) supports a real valued standard Brownian motion W, and a random variable E with unit exponential distribution 1 and independent from W. Define a nonnegative process γ, by formula
By definition, γ is an increasing and continuous process. It is well known (cf. Section 1.7 in Itô and McKean [15] ) that trajectories of γ are not absolutely continuous with respect to the Lebesgue measure on real line. It is shown in [5] that the process X defined by The F-intensity matrix of an (F, G)-CMC X is related to the F∨G-compensators of processes H xy , x, y ∈ S, x = y. In fact, we have the following result, which is a special case of [18, Lemma 4.3 ] , which deals with general jump semimartingales, and thus its proof is omitted.
Theorem 2.8. Let X be an (F, G)-CMC.
1)
Suppose that X admits an F-intensity matrix process Λ. Then for every x, y ∈ S, x = y, the process H xy admits an absolutely continuous F ∨ G-compensator given as · 0 H x u λ xy u du, i.e. the process K xy defined by
is an F ∨ G -local martingale.
2) Suppose that we are given a family of nonnegative F-progressively measurable processes λ xy , x, y ∈ S, x = y, such that for every x, y ∈ S, x = y, the process K xy given in (2.8) is an F ∨ G -local martingale. Then, the matrix valued process Λ t = [λ xy t ] x,y∈S , with diagonal elements defined as
is an F-intensity matrix of X.
We see that the F-intensity may not exist since F ∨ G-compensators of H xy may not be absolutely continuous with respect to Lebesgue measure. On the other hand, absolute continuity of F ∨ G-compensators of all processes H xy , for x ∈ S, x = y, is not sufficient for existence of an F-intensity. This is due to the fact that the density of F ∨ G compensator is, in general, F ∨ G-adapted, whereas the F-intensity is only F-adapted.
In order to focus our study, we now introduce the following restriction:
In the rest of this paper we restrict ourselves to CMCs, which admit F-intensity.
CMCs that do not admit intensities will be studied in a follow-up paper.
(F, G)-CMC as a pure jump semimartingale
It is important to note that an (F, G)-CMC X admitting F-intensity process Λ can be viewed as a pure jump semimartingale, 2 with values in S, whose corresponding random jump measure µ defined by (cf. Jacod [16] )
where
So the problem of construction of an (F, G)-CMC with an F-intensity (matrix) process Λ is equivalent to the problem of construction of any G-adapted, S-valued pure jump semimartingale with the (F ∨ G, P)-compensator ν given by (2.9), and additionally satisfying condition (2.2).
Remark 2.9. With a slight abuse of terminology, we shall refer to a G-adapted, S-valued pure jump semimartingale X with the F ∨ G compensator ν given by (2.9), as to a G-adapted, S-valued pure jump semimartingale admitting the F-intensity process Λ. In particular, this also means that the process M corresponding to X as in (2.6) (see Remark 2.4) is an F ∨ Glocal martingale and, even though X is not necessarily (F, G)-CMC, the conclusions 1) and 2) of Theorem 2.8 hold.
Theorem 2.11 below shows that a G-adapted, S-valued pure jump semimartingale admitting F-intensity process Λ is, under some additional conditions, an (F, G)-CMC with the same F-intensity process Λ. Before stating the theorem, we recall the notion of immersion between two filtrations. Definition 2.10. We say that a filtration F is P-immersed in a filtration H if F ⊂ H and if every (P, F) -local martingale is a (P, H) -local martingale.
We now have, Theorem 2.11. Assume that
Let X be a G-adapted, S-valued pure jump semimartingale admitting the F-intensity process Λ. Moreover suppose that all real valued F − local martingales are orthogonal to components M x , x ∈ S, (2.11)
of process M given by (2.6).
Then X is an (F, G)-CMC with the F-intensity process Λ. 3 Proof. Let us fix 0 = t 0 ≤ t 1 ≤ . . . ≤ t k ≤ T, and x 1 , . . . , x k ∈ S. It is enough to show that the martingale N , given as
Indeed, this implies that
which is the (F, G)-CMC property. To this end, for each n = 1, . . . , k, we define a process V n t by
where e x denotes a column vector in R d with 1 at the coordinate corresponding to state x and with zeros otherwise, and Z, Y are solutions of the random ODE's 4
We will show, that
which, in particular, implies that for every t ∈ [0, t 1 ] the random variable N t = V 1 t is measurable with respect to F t ∨ σ(X t ).
We first note that, in view of Lemma 5.5 in Appendix B, the process V n is an F ∨ G martingale on [t n−1 , t n ]. Moreover, we have that
where the third equality follows from Lemma 5.4 formula (5.7), and from the fact that
We will finish the proof by demonstrating (2.12) with use of backward induction. Towards this end, we start from the last interval, i.e. n = k. Observing that
and using the martingale property of
Now, suppose that for some n = 2, . . . , k − 1, the process V n coincides with N on
This, together with (2.13), yields that
Thus, by the martingale property of V n−1 on the interval [t n−2 , t n−1 ], we obtain that
So the (backward) induction principle completes the proof.
Remark 2.12. A sufficient condition for orthogonality of real valued F -local martingales and components of process M is that F -local martingales and the process M do not have common jumps or, equivalently, that F -local martingales and the process X do not have common jumps. Indeed, let Z be an (F, P) -local martingale. Since M x is a local martingale of finite variation we have that
Now, note that X jumps iff one of the processes H x , x ∈ S, jumps. Thus if X and Z do not have common jumps then [Z, M x ] is the null process, hence it is a local martingale. Consequently Z and M x are orthogonal local martingales.
We complete this section with the following proposition, which furnishes an interesting example of filtrations F and G that satisfy conditions (2.10) and (2.11) of Theorem 2.11. Proposition 2.13. Let X be an S-valued pure jump semimartingale in its own filtration. Let W be a Brownian motion in filtration F W ∨ F X . Then (2.10) and (2.11) of Theorem 2.11 are satisfied with G = F X and F = F W .
Proof. Note that W is also F W Brownian motion, thus any square integrable F W -martingale N can be represented as
for some F-predictable process φ. The assumption that W is a Brownian motion in F W ∨F X , implies that N is also an F W ∨F X -martingale. This proves that F W is immersed in F W ∨F X . So (2.10) holds. Condition (2.11) is satisfied, since all F W martingales are continuous.
Remark 2.14. The assumption that W is a Brownian motion in the filtration
The construction of CMC given in this section generalizes the construction provided in [5] . In [5] the authors constructed CMCs that are starting from a given state with probability one. Here, we construct a process (X t ) t∈[0,T ] such that X is an (F, G)-CMC with the F-intensity matrix process Λ, and with X 0 satisfying
Even though in case of ordinary Markov chains a construction of a chain starting from a given state with probability one directly leads to construction of a chain with arbitrary initial distribution, this is not the case any more when one deals with CMCs. In fact, some non-trivial modifications of the construction argument used in [5] will need to be introduced below.
Preliminaries
In our construction we start from some underlying probability space, say (Ω, A, Q), on which we are given:
(I2) An S-valued random variable ξ, such that for any x ∈ S we have that In what follows we take
and we recall that
Next, we will construct G-Markov chain, say X, as a solution of an appropriate stochastic differential equation. This is an intermediate step in our goal of constructing an (F, G)-CMC with the F-intensity matrix process Λ, and with X 0 satisfying
for a measure P to be constructed later. 
is a G -Markov chain with the infinitesimal generator A. Moreover, A is an F-intensity of X under Q.
Proof. In view of (I3), the processes N xy and N xy ′ , y = y ′ , do not jump together. Thus, the process H xy defined for x, y ∈ S, x = y by
counts number of transitions of X from state x to state y. Independence of N xy from F T ∨ σ(ξ) implies that N xy is also a G-Poisson processes with intensity a xy . Thus, by boundedness and G-predictability of (
7) is a G-martingale. Consequently, application of relevant characterization theorem [18, Thm. 4.1] yields that X is a G-Markov chain with the infinitesimal generator A. 5 A random variable ξ ′′ and sigma field FT are said to be orthogonal if
To finish the proof we observe that since X given by (3.6) is a pure jump process with finite variation, it is a semimartingale. The ( G, Q)-compensator of the jump measure of X, that is, the jump characteristic of X relative to ( G, Q), is given in terms of matrix A (cf. (3.7) ). Moreover, since X is adapted to filtration F ∨ G ⊆ G, then we see that X is a semimartingale with the (F ∨ G, Q)-compensator of its jump measure given in terms of matrix A. Now, A is F-adapted (since it is deterministic), so, in view of the terminology introduced earlier (cf. Definition 2.3), A is an F-intensity of X under Q.
The fact that X is a Markov chain in filtration G will be critically important below.
Canonical conditions
Let Λ t = [λ xy t ] x,y∈S be matrix valued process satisfying the following conditions: (C1) Λ is an F-progressively measurable and it fulfills (2.5).
(C2) The processes λ xy , x, y ∈ S, x = y, have countably many jumps Q-a.s. We are now ready to proceed with construction of a CMC via change of measure.
Construction of a CMC
In this section we provide a construction of a probability measure P, under which the process X following the dynamics (3.6) is an (F, G)-CMC with a given F-intensity matrix Λ and with F T -conditional initial distribution satisfying (3.5).
Theorem 3.4. Let Λ satisfy canonical conditions relative to the pair (S, F) and assume that ξ satisfies (I2). Suppose that a xy , introduced in (I3), is strictly positive for all x, y ∈ S, x = y. Moreover, let X be the unique solution of SDE (3.6). For each pair x, y ∈ S, x = y, define the processes κ xy as satisfies E Q ϑ = 1. 6 Finally, define on (Ω, G T ) the probability P by
(ii) X is an (F, G)-CMC under P with the F-intensity matrix process Λ, and with the initial distribution satisfying
Proof. In view of Theorem 2.11, in order to prove (ii) it suffices to prove that: (a) under measure P process X has an F-intensity Λ,
We will prove these claims in separate steps. In the process, we will also demonstrate (i).
Step 1: Here we will show that Λ is an F-intensity of X under P. Towards this end, we consider a G-adapted process η given as
so that
where L xy is a ( G, Q)-martingale given by (3.7). Consequently, process η is a ( G, Q)-local martingale. Now, note that η T = ϑ, and thus
Since κ xy is a left-continuous and F-adapted process, and since F ⊂ G, we conclude that κ xy is G-predictable. Thus, by the Girsanov theorem (see Brémaud [10, Thm. VI.T3]), we conclude that the ( G, P) compensator of H xy has density with respect to the Lebesgue measure given as 7
So, for any x = y, the process K xy defined as
is a G -local martingale under P. Since X is a càdlàg process and since λ xy satisfies condition (C2) we see that
is a G -local martingale under P. Since F ∨ G ⊂ G, and the process K xy is F ∨ G-adapted, we conclude that K xy is also a F ∨ G -local martingale. Thus according to Remark 2.9 we can use Theorem 2.8 to conclude that Λ is an F-intensity of X under P.
Step 2: In this step we prove (3.9). By definition of P and by the tower property of conditional expectations we conclude that for an arbitrary ψ ∈ L ∞ (F T ) we have
Step 3: Next, we show that F is P-immersed in F ∨ G. In view of Proposition 5.9.1.1 in Jeanablanc, Yor and Chesney [20] it suffices to show that for any ψ ∈ L ∞ (F T ) and any
Now, observe that
by (I3), (3.7) and (C1). Thus we have
where the third equality holds in view of the fact that η is ( G, Q)-martingale, and where the last equality holds since F is Q-immersed in F ∨ G (see Appendix A, Corollary 5.2). Hence, using (3.9) we conclude
Consequently, (3.12) holds.
Step 4: Now we show the required orthogonality, that is we prove claim (c). Towards this end it suffices to prove that all real valued (F, P)-martingales do not have common jumps with X under P (see Remark 2.12). Let us take Z to be an arbitrary real valued (F, P)-martingale. Then, in view of (3.9) Z is an (F, Q)-martingale. By (I3), we have that (F, Q)-martingales and Poisson processes in N are independent under Q. Thus, by Lemma 5.3 in the Appendix A, the Q probability that process Z has common jumps with any process from family N is zero. Consequently, in view of (3.6), the (F, Q)-martingale Z does not jump together with X, Q-a.s. Therefore, by absolute continuity of P with respect to Q, P probability that Z jumps at the same time as X is zero.
Step 5: Finally, we will show that (3.10) holds. Towards this end, let us take an arbitrary real valued function h on S. The abstract Bayes rule yields
where the last equality follows from the fact that by assumption (3.2) the initial condition of the process X satisfies
Consequently,
This completes the proof of (3.10), and the proof of the theorem.
(F, G)-CMC vs (F, G)-DSMC
In this section we first re-visit the concept of the doubly stochastic Markov chain. Then, we study relationships between conditional Markov chains and doubly stochastic Markov chains. These relationships are crucial for the theory of consistency of CMCs and for the theory of CMC copulae, that are put forth in the companion paper [4] .
(F, G)-DSMC
We start with introducing the concept of (F, G)-doubly stochastic Markov chain ((F, G)-DSMC for brevity), which generalizes the notion of F-doubly stochastic Markov chain (cf. [18] ), as well as the notion of continuous time G-Markov chain.
stochastic Markov chain with state space S if for any 0 ≤ s ≤ t ≤ T and for every y ∈ S we it holds that
We refer to [18] for examples of processes, which are (F, F X )-DSMCs. We remark that in [18] it was assumed that the chain X starts from some point x ∈ S with probability one, whereas here, we allow for the initial state X 0 to be a non-constant random variable.
With any X, which is an (F, G)-DSMC, we associate a matrix valued random field P = (P (s, t), 0 ≤ s ≤ t ≤ T ), where P (s, t) = (p xy (s, t)) x,y∈S is defined by
2)
The following result provides a characterization of (F, G)-DSMC.
Proposition 4.2.
A process X is an (F, G)-DSMC iff there exists a stochastic matrix valued random field P (s, t) = ( p xy (s, t)) x,y∈S , 0 ≤ s ≤ t ≤ T , such that:
2) for any 0 ≤ s ≤ t ≤ T and for every x, y ∈ S we have
or, equivalently, for every y ∈ S we have
Proof. We first prove the sufficiency. Using (4.3) we have that
So, taking conditional expectations with respect to F t ∨ σ(X s ) on both sides of (4.5), observing that F t ∨ σ(X s ) ⊂ F T ∨ G s , and using the tower property of conditional expectations, we obtain
where the last equality follows from measurability of x∈S 1 {Xs=x} p xy (s, t) with respect to F t ∨ σ(X s ). This and (4.5) imply
which is (4.1). Now we prove the necessity. First we observe that, using similar arguments as in Jakubowski and Niewęgłowski [17, Lemma 3] (see also Bielecki, Crépey, Jeanblanc and Rutkowski [2, Lemma 2.1]), we have that for t ≥ s
Consequently, in view of (4.2) we have
It is enough now to let p x,y (s, t) = p x,y (s, t), for x, y ∈ S, 0 ≤ s ≤ t ≤ T .
As we saw in the proof of Proposition 4.2 we can take P = P , where P is given by (4.2). This, and (4.3) justify the following definition Definition 4.4. The matrix valued random field P = (P (s, t), 0 ≤ s ≤ t ≤ T ), defined by (4.2) is called the conditional transition probability matrix field (c-transition field for short) of X.
Remark 4.5. For the future reference, we note that (4.4) in the definition of an (F, G)-DSMC, can be written in the following form (recall that we take P = P ):
which is equivalent to
We know that in the case of classical Markov chains the transition semigroup and the initial distribution of the chain characterize the finite dimensional distributions of the chain, and thus they characterize the law of the chain. The next proposition shows that, in case of an (F, G)-DSMC X, the c-transition field P of X and the conditional law of X 0 given F T characterize conditional law of X given F T . Proposition 4.6. If X is an (F, G)-DSMC with c-transition field P, then for arbitrary 0 ≤ t 1 ≤ . . . ≤ t n ≤ t ≤ T and (x 1 , . . . , x n ) ∈ S n it holds that
Proof. Let us fix arbitrary x 1 , . . . , x k ∈ S and 0 ≤ t 1 ≤ . . . ≤ t k ≤ t ≤ T , and let us define a set A by
Note that by Lemma 3.1 in [18] we have
which proves (4.8). Thus, in view of (4.9), the following equality is satisfied
Since P is a c-transition field we obtain that P(A|F T ) is F t measurable as a product of F tmeasurable random variables. Thus, the tower property of conditional expectations yields (4.10).
Proof. In view of Proposition 4.6 process X satisfies (4.10). This, by [17, Lemma 2] , is equivalent to P-immersion of F in F ∨ F X .
In analogy to the concept of F-intensity for (F, G)-CMCs, one considers the concept of intensity with regard to (F, G)-DSMCs. Definition 4.8 introduces a concept of such intensity. This definition is stated in the form, which is consistent with the way the original definition of intensity for DSMCs was introduced in [18] . Later on, we will show that this definition can be equivalently stated in the form analogous to Definition 2.3. 3) The Kolmogorov backward equation holds: for all v ≤ t,
4) The Kolmogorov forward equation holds: for all v ≤ t,
Remark 4.9. The above Kolmogorov equations admit unique solution provided that Γ satisfies (4.11). The unique solution of Kolmogorov equation (4.13) is given by the formula which is known as Peano-Baker series
and the solution of (4.14) is given by
There is also a different useful representation of the solution of Kolmogorov equations. It is given in terms of a matrix exponential, and it is called the Magnus expansion:
where Φ(v, t) is the Magnus series
We refer to Blanes, Casas, Oteo and Ros [9] for a detailed statement of the Magnus expansion in deterministic case. The formulae found in [9] are adequate in our case, as here we use the Magnus expansion of P (v, t) for every ω ∈ Ω. It is easily seen from the Magnus expansion, that P (v, t) has inverse Q(v, t) = exp(−Φ(v, t)). For an alternative proof of invertibility of P (v, t) we refer to [18, Proposition 3.11.iii)].
Martingale characterizations of (F, G)-DSMC
It turns out that the (F, G)-DSMC property of process X is fully characterized by the martingale property (with respect to the filtration G given by (2.1)) of some processes related to X. These characterizations are given in the next theorem. i) The process X is an (F, G)-DSMC with the intensity process Γ.
ii) The processes M x defined by 15) are G -local martingales.
iii) The processes K xy defined by 
where Z is a unique solution to the random integral equation
is a G -local martingale. v) For any t ∈ [0, T ], the process N t defined as
is a G martingale, where
Proof. The proof of equivalence of (i)-(iv) goes along the lines of the proof of [18, Theorem 4.1]; only minor and straightforward modifications are needed, and therefore the proof is omitted. Equivalence of (iv) and (v) follows from formula
and the fact that Y t is uniformly bounded G 0 measurable invertible matrix (Lemma 5.4).
The following result is direct counterpart of Proposition 2.6 and therefore we omit its proof.
Proposition 4.11. Let X be an (F, G)-DSMC. i) If Γ and Γ are intensities of X, then they are equivalent relative to X. In particular intensity of X is unique up to equivalence relative to X.
ii) Let Γ be an intensity of X. If Γ is an F-adapted process equivalent to Γ relative to X, then Γ is intensity of X.
We will not discuss here the question of existence of an (F, G)-DSMC with intensity (Γ t ) t∈ [0,T ] . This question will be addressed in some generality in Bielecki, Jakubowski and Niewęgłowski [3] . Instead, in the next section, we will show that any (F, G)-CMC process X constructed in Theorem 3.4 is also an (F, G)-DSMC.
Since an (F, G)-DSMC X is a S-valued càdlàg process, then it is a pure jump semimartingale. This observation sheds a new light on the intensity of X as the following corollary shows. Proof. The process M is a G-local martingale by Theorem 4.10.ii). But M is also F ∨ Gadapted. Hence M is an F ∨ G-local martingale, which implies that the F-adapted process Γ is an F-intensity of X.
Relation between CMC and DSMC
In this section we present some aspects of relationship between the classes of (F, G)-CMCs and (F, G)-DSMCs.
DSMCs that are CMCs
Proposition 4.13. Assume that F and G satisfy the immersion property (2.10), and that X is an (F, G)-DSMC. Then X is an (F, G)-CMC. In addition if X considered as an (F, G)-DSMC admits intensity Γ, then X considered as an (F, G)-CMC admits F-intensity Λ = Γ.
Proof. Let us fix arbitrary x 1 , . . . , x k ∈ S and 0 ≤ t ≤ t 1 ≤ . . . ≤ t k ≤ T, and let us define a set A by
We need to show that
Towards this end we first note that by Lemma 3.1 in [18] we have
The tower property of conditional expectation and (4.22) imply
Thus using the assumed immersion property of F in F ∨ G we obtain
which implies the CMC property. The second claim of the theorem follows immediately from Corollary 4.12.
The following example illustrates the use of Proposition 4.13.
Example 4.14. (Time changed discrete Markov chain) Consider processC, which is a discrete time Markov chain with values in S = {1, . . . , K} and with transition probability matrix P . In addition consider process N , which is a Cox process with càdlàg F-intensity processλ. From [17, Theorem 7 and 9] we know that under assumption that the processes (C k ) k≥0 and (N t ) t∈[0,T ] are independent and conditionally independent given F T , the process
Thus, by Corollary 4.7 and Proposition 4.13, the process C is an (F, F C )-CMC with Fintensity Λ = Γ.
CMCs that are DSMCs
Theorem 4.15. Suppose that X is an (F, G)-CMC admitting an F-intensity Λ. In addition, suppose that X is also an (F, G)-DSMC with an intensity Γ. Then Γ is an F-intensity of X and Λ is an intensity of X.
Proof. It follows from Corollary 4.12 that Γ is an F-intensity. Thus by Proposition 2.6 Λ and Γ are equivalent relative to X. Consequently, by Proposition 4.11 process Λ is an intensity of X.
This and Proposition 4.6 imply Corollary 4.16. If X is an (F, G)-CMC with F-intensity and also an (F, G)-DSMC with intensity, then F-intensity (or, equivalently, intensity) and F T -conditional distribution of X 0 determine the F T -conditional distribution of X.
In case of process X constructed in Theorem 3.4 the result of Theorem 4.15 can be strengthen as follows.
Proposition 4.17. Let X be a process constructed in Theorem 3.4, so that X is an (F, G)-CMC process with an F-intensity process Λ. Then X is also an (F, G)-DSMC with an intensity process Γ = Λ.
Proof. In Step 1 of the proof of Theorem 3.4 we showed that the processes K xy , x, y ∈ S, x = y, given by (3.11) , are G -local martingales. Thus, by Theorem 4.10, X is an (F, G)-DSMC with intensity Λ.
Pure jump semimartingales that are both CMCs and DSMCs
Theorem 4.18. Let F, G satisfy the immersion property (2.10). Assume that S-valued Gadapted pure jump semimartingale X admits an F-intensity Λ. Moreover suppose that the orthogonality property (2.11) is fulfilled. Then X is an (F, G)-CMC and an (F, G)-DSMC with intensity Λ.
Proof. In Theorem 2.11 we showed that X is an (F, G)-CMC. In order to prove that X is an (F, G)-DSMC it suffices to show that for for every A ∈ F T , B ∈ G t , t ≤ u and y ∈ S it holds that
where Y and Z are defined by (5.5) and (5.4), respectively. Indeed, by the monotone class theorem, the above yields
Consequently, since the right hand side of (4.24) is measurable with respect to F t ∨ σ(X t ) we obtain the desired (F, G)-DSMC property of X. It remains to prove (4.23). Since Z t Y u e y 1 A ∈ L 1 (F T ) (see Lemma 5.4), the following formula
The immersion property (2.10) leads to
Next, we will show that V t = D t , which in turn will imply that 
Next we observe that for s ∈ [u, T ]
where the penultimate equality follows from immersion of F in F ∨ G. Hence, using the fact that Z u Y u = I (see Lemma 5.4), we have
Thus, by the martingale property of D and V (on [t, u]), we conclude that D = V on [t, u] . This completes the proof of (4.23) and, consequently, demonstrates that X is an (F, G)-DSMC.
In order to verify that X admits intensity Λ we first note that the random field P defined as
solves the Kolmogorov equations (4.13) and (4.14). Next we observe that (4.24) implies the martingale property of N u given as in (4.20) , with P (t, u) as in (4.26). Thus, by Theorem 4.10, Λ is an intensity of X. The proof of the theorem is now complete.
Appendices
Appendix A
In this appendix we provide technical results needed for derivations done in Section 3.
Lemma 5.1. Let ξ be an S-valued random variable defined on a filtered probability space (Ω, A, H, P) with H = {H t } t∈[0,T ] . Suppose that
for every real valued function h on S. Then H is P-immersed in H ∨ σ(ξ).
Proof. It is sufficient to prove (c.f. [8, Lemma 6.1.1]) that for every ψ ∈ L ∞ (H T ) it holds that
Let us fix t ∈ [0, T ] and ψ ∈ L ∞ (H T ). By the standard π − λ system arguments it is enough to show that
Towards this end we first derive another representation of the right hand side in (5.3),
where the fourth equality follows from (5.1). The left hand side of (5.3) can be rewritten as
where the last equality follows from (5.1). This proves (5.3) and thus concludes the proof of the lemma.
Corollary 5.2. Let K be a filtration on (Ω, A, P), such that it is independent of H ∨ σ(ξ).
Proof. The result follows from Lemma 5.1 and from the fact that if H 1 and H 2 are two independent filtrations on (Ω, A, P), then
In the next lemma we use the same probabilistic setup as in Section 2.
Lemma 5.3. Let X be an F adapted càdlàg process process, and let N be a Poisson process. Suppose that N and F are independent. Then P ({ω ∈ Ω : ∃t ∈ [0, T ] s.t. ∆X t (ω)∆N t (ω) = 0}) = 0.
Proof. First note that both X and N have countable number of jumps on [0, T ], and let denote their jump times as (T n ) n≥1 and (S n ) n≥1 , respectively. Independence of N and F implies that (T n ) n≥1 and (S n ) n≥1 are independent. Since each random variable S n is Gamma distributed and thus has density, then for any n, k ≥ 1 it holds that P(T n = S k ) = 0. 
Appendix B
In this appendix we derive some technical results that are used in Section 2 and Section 4. Proof. Using Remark 4.9 one can verify that for each t, the functions Y t (·) and Z t (·) are measurable, so that Y and Z are matrix valued random processes. Since Ψ satisfies (2.5), then for every ω, Y · (ω) is a solution of matrix forward Kolmogorov equation, and so its elements belong to the interval [0, 1] (since they give conditional probabilities, see e.g. Gill and Johansen [13, Thm. 12 and Thm. 13]).
Next, observe that, letting Z(t, v) = Z t Y v we have that and so, it has non-negative elements bounded by 1.
The following lemma is used in the proof of Theorem 2.11.
Lemma 5.5. Suppose that assumptions of Theorem 2.11 are satisfied. Let U be an R dvalued bounded random variable, and let Z and Y be solutions of the random ODE's (5.4) and (5.5), respectively. Fix u and v satisfying 0 ≤ u < v ≤ T, and fix set A ∈ F u ∨ G u . Then, process V given by
is an F ∨ G martingale on the interval [u, v].
Proof. It suffices to prove that the process V given as
is an F ∨ G martingale on [0, v] . Furthermore, since all components of H t and Z t Y v are non-negative and bounded by 1 (for the latter see Lemma 5.4), and since random variable U is bounded, then it suffices to show that V is an F ∨ G local martingale.
Towards this end we first verify that vector valued process L = (L x , x ∈ S) ⊤ defined by L t := H ⊤ t Z t , t ∈ [0, T ], is an F ∨ G -local martingale with the following representation
Indeed, since Λ is an F-intensity, integration by parts yields that
Next, we observe that the vector valued process U (·, v) = (U x (·, v), x ∈ S) ⊤ defined by
is an F-martingale. Thus, by assumptions (2.10) and (2.11) in Theorem 2.11, its components are orthogonal to components of M . Hence the square bracket processes [M y , U x (·, v)], x, y ∈ S, are F ∨ Glocal martingales. By properties of square brackets (cf. Protter [21, Thm. II. 6 .28]) we obtain
Thus, by predictability and local boundedness of Z, and by [21, Thm. IV.2.29], we conclude that process [L x , U x (·, v)] is a local martingale, and consequently that local martingales L x and U x (·, v) are orthogonal. Since,
we conclude that V is an F ∨ G -local martingale as a sum of local martingales.
