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CHAPITRE 0
INTRODUCTION ET HISTORIQUE
DES NOMBRES D’EULER
1. Bref historique sur les nombres d’Euler
On sait depuis Euler que la relation
∑
n≥0
An(t)
un
n!
=
1− t
−t+ exp(u(t− 1))
(1)
de´finit des polynoˆmes syme´triques
A0(t) = 1 et An(t) = t
n−1An(t
−1) =
∑
0≤k≤n−1
An,kt
k (n ≥ 1),
de degre´ (n− 1), dont les coefficents An,k sont des entiers positifs de somme
An(1) = n!
Worpitzky [31] a donne´ la formule
xn =
∑
0≤k≤n−1
An,k
(
x+ k
n
)
(2)
et Frobenius [13], qui a appele´ les An(t) polynoˆmes eule´riens, a indique´
l’identite´
An(t) =
∑
0≤k≤n−1
(n− k)! (t− 1)kS(n, n− k), (3)
dans laquelle S(n, j) de´signe le nombre de Stirling de seconde espe`ce, c’est-
a`-dire le nombre de partitions en j classes d’un ensemble de n e´le´ments. Une
bibliographie de cette question a e´te´ rassemble´e par Carlitz [4].
De par ailleurs, les polynoˆmes eule´riens apparaissent dans divers proble`mes
d’e´nume´ration concernant le groupe syme´triqueSn sur l’ensemble totalement
ordonne´ [n ] = {1, 2, . . . , n} (= ∅ pour n = 0). Ainsi, d’apre`s (1) la somme
alterne´e (−1)p−1A2p−1(−1) est le coefficient de u
2p−1/(2p − 1)! dans le
de´veloppement de tg u (voir chapitre V § 4 du pre´sent article) et De´sire´ Andre´
[1], [2] (voir aussi [21], chap. 4) a de´couvert que ce dernier nombre est celui
des permutations σ ∈ S2p−1 qui sont alterne´es, c’est-a`-dire telles que pour
chaque j ∈ [p− 1], on ait a` la fois σ(2j) < σ(2j − 1) et σ(2j) < σ(2j + 1).
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MacMahon (19] a e´tudie´ le nombre A′n,k des permutations σ ∈ Sn telles
que j < σ(j) pour exactement k e´le´ments j ∈ [n ] et en application de son
〈〈Master Theorem 〉〉, il a montre´ que A′n,k est aussi le nombre des σ ∈ Sn
qui posse`dent k monte´es, c’est-a`-dire qui satisfont a` σ(j) < σ(j + 1) pour
exactement k valeurs j ∈ [n− 1 ]. Carlitz et Riordan [7] ont reconnu que les
A′n,k sont pre´cise´ment les coefficients des polynoˆmes eule´riens et Riordan a
ge´ne´ralise´ ceux-ci au moyen de sa the´orie des 〈〈rook polynomials 〉〉. Appelons
r-exce´dance de σ ∈ Sn tout j ∈ [n ] tel que j + r ≤ σ(j) (0 ≤ r) et soit
rAn,k le nombre des σ ∈ Sn ayant k r-exce´dances (
1An,k = An,k) ; Riordan,
dans le dernier chapitre de son livre [24], conside`re avec des notations un peu
diffe´rentes les polynoˆmes
rAn(t) =
∑
0≤k
rAn,k t
k (4)
et a` leur sujet e´tablit des extensions des formules (1) et (3). D’autres ge´ne´ra-
lisations sont dues a` Carlitz et son e´cole ([5], [8], [10]).
Soit |∆′Mσ| le nombre des monte´es de σ ∈ Sn. Roselle [25] a calcule´
le polynoˆme Bn(t) de´fini comme la somme de t
|∆′Mσ| e´tendue au sous-
ensemble Gn des σ ∈ Sn tels que 1 6= σ(1) et 1+σ(j) 6= σ(j+1) pour chaque
j ∈ [n − 1 ]. Il note que Bn(1) est le nombre de permutations sans points
fixes de Sn et il constate que la somme alterne´e (−1)
pB2p(−1) est e´gale
au coefficient de u2p/(2p)! dans le de´veloppement de 1/ cosu, c’est-a`-dire au
2pie`me nombre d’Euler. Or, on sait depuis longtemps que ce coefficient est le
nombre des σ ∈ S2p tels que σ(2p−1) < 2p et σ(2j−1) < σ(2j) > σ(2j+1)
(j ∈ [p− 1]) ([1], [14]), ceci e´tant d’ailleurs un cas particulier d’une formule
plus ge´ne´rale due a` Entringer [11] et dans une direction assez diffe´rente de la
the´orie des 〈〈 runs up and down 〉〉 de´veloppe´e par David et Barton a` des fins
statistiques [3].
Enfin, dans la the´orie dite du 〈〈proble`me de Newcomb 〉〉, on conside`re au
lieu de l’ensemble ordonne´ [n ] un ensemble pre´ordonne´ quelconque X . Les
e´nonce´s y de´pendent donc de fac¸on cruciale de la structure de X , ce qui
conduit a` une proble´matique sensiblement diffe´rente, sauf si l’on re´introduit
des hypothe`ses particulie`res sur X comme par exemple dans le cas des
polynoˆmes de Shanks [27], des polynoˆmes de Poussin [22] ou dans celui de la
〈〈spe´cification (1r(n − r)) 〉〉 qui fait apparaˆıtre directement les entiers rAn,k.
Hormis ce dernier cas, nous avons entie`rement laisse´ de coˆte´ le proble`me
de Newcomb qui nous euˆt entraˆıne´ fort loin des polynoˆmes eule´riens. Au
demeurant, les meˆmes techniques de base ont e´te´ employe´es re´cemment par
l’un de nous [9] pour traiter le cas ge´ne´ral et certaines de ses applications.
2. Re´sume´ du me´moire
Les the´ore`mes qui viennent d’eˆtre rappele´s ont e´te´, en re`gle ge´ne´rale,
e´tablis en utilisant conjointement quelques proprie´te´s ge´ome´triques (〈〈combi-
natoires 〉〉) des permutations et les me´thodes plus expe´ditives du calcul
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diffe´rentiel et inte´gral. En particulier, aucune connexion sauf la co¨ıncidence
de l’aboutissement de deux se´ries de calculs ne semble avoir e´te´ vue entre les
sommes alterne´es An(−1) et Bn(−1) et la signification des polynoˆmes An(t)
et Bn(t) en termes d’exce´dances ou de monte´es.
Le but du pre´sent me´moire est au contraire de de´velopper la the´orie
ge´ome´trique sous-jacente et c’est de fac¸on subsidiaire que nous en de´duisons
des identite´s entre se´ries ou polynoˆmes. Nous nous sommes cependant
attache´s a` toujours retrouver les re´sultats classiques. Dans de nombreux
cas, cette approche e´vacue pratiquement tous les calculs : c’est ce qui se
produit par exemple en ce qui concerne les formules reliant les polynoˆmes
eule´riens et les nombres de Stirling. Dans d’autres cas, nous obtenons
des se´ries d’identite´s nouvelles (par exemple les 〈〈 formules sommatoires 〉〉
ge´ne´ralisant celle de Worpitzky donne´es dans la section 6 du chapitre II ou
le the´ore`me 5.6). Les me´thodes du chapitre III contiennent implicitement
l’e´nume´ration du nombre des exce´dances pour les permutations dont les
longueurs des cycles satisfont a` des conditions de divisibilite´ donne´es.
Plus important nous semble la de´monstration du fait que toutes les
identite´s classiques concernant les polynoˆmes eule´riens sont seulement la
traduction de proprie´te´s tre`s simples des morphismes d’ensembles totalement
ordonne´s finis. Pour l’essentiel, elles de´rivent soit de me´thodes e´le´mentaires
courantes comme l’inversion de Mo¨bius ou la formule exponentielle, soit d’une
ope´ration unique nouvelle σ 7→ σˆ appele´e ici transformation fondamentale,
de´ja` introduite par l’un de nous [12] dans le cadre ge´ne´ral du proble`me de
Newcomb. Simultane´ment, les e´nonce´s que nous proposons, expriment, en
re`gle, des bijections entre ensembles. Ils sont donc plus riches que les identite´s
e´nume´ratives classiques auxquelles ils se re´duisent quand, en fin de calcul, on
substitue a` ces ensembles le nombre de leurs e´le´ments.
Le chapitre I est consacre´ a` l’e´tude de´taille´e des proprie´te´s de la transfor-
mation fondamentale. Celle-ci est une bijection de Sn sur lui-meˆme ayant la
proprie´te´ que l’ensemble des 〈〈exce´dances 〉〉 de σ est envoye´, de fac¸on biuni-
voque, sur celui des 〈〈descentes 〉〉 de σˆ. Elle permet ici d’e´tablir que la distri-
bution du nombre des exce´dances sur les permutations deSn est la meˆme que
sur le sous-ensemble Cn+1 des permutations circulaires de Sn+1. Ce re´sultat
est e´tendu dans le paragraphe 4, ou` nous employons les bi-exce´dances (c’est-
a`-dire les j ∈ [n ] tels que j soit a` la fois strictement plus petit que σ(j)
et que σ−1(j)) et les creux (c’est-a`-dire les j ∈ [n ] tels que j soit a` la fois
strictement plus petit que σ(j − 1) et que σ(j + 1)) pour e´tudier les sommes
alterne´es. Cette dualite´ pourrait eˆtre e´tendue a` des constructions plus com-
plexes sur lesquelles nous reviendrons peut-eˆtre dans un autre travail.
Dans le chapitre II, nous retrouvons et ge´ne´ralisons diverses formules de
re´currence de Riordan et l’identite´ de Worpitzky, en application des re´sultats
pre´ce´dents et de la conside´rations des morphismes [n ] → [m], c’est-a`-dire,
puisque [n ] et [m] sont des ensembles totalement ordonne´s des applications
φ : [n ]→ [m] telles que i ≤ j implique φ(i) ≤ φ(j).
4 CHAPITRE 0 : INTRODUCTION ET HISTORIQUE DES NOMBRES D’EULER
Dans le chapitre III, nous croyons utile de donner d’abord une the´orie
syste´matique de la formule exponentielle classique de Cauchy exprimant le
groupe syme´trique en fonction des permutations circulaires. Cette formule est
un cas particulier d’une constructuon tre`s ge´ne´rale permettant de ramener
divers proble`mes d’e´nume´ration a` un proble`me analogue sur une sous-famille
〈〈ge´ne´ratrice 〉〉 constitue´e par des objets 〈〈connexes 〉〉. Afin de clarifier ces
notions, nous donnons quelques e´nonce´s sous une forme qui permettrait
de traiter les e´nume´rations d’arborescences. Retournant aux permutations,
une application de cette formule et des re´sultats du chapitre I nous permet
d’obtenir dans le chapitre IV la fonction ge´ne´ratrice exponentielle du nombre
des r-exce´dances pour les permutations ayant une composition en cycles
donne´e.
Dans le chapitre V, nous e´tablissons un the´ore`me sur la distribution du
nombre des monte´es pour les permutations ayant un nombre de creux fixe´. De
fac¸on plus explicite, soit S′n,k l’ensemble des permutations σ ∈ Sn ayant k
creux et telles que σ(1) = n (2 ≤ 2k ≤ n) ; alors le nombre de σ ∈ S′n,k
ayant j monte´es est donne´ par le coefficient binomial
(
n−2k
j
)
(0 ≤ j ≤ n−2k).
Nous de´duisons de ce re´sultat les expressions des sommes alterne´es An(−1)
et Bn(−1) en fonction du nombre des permutations alterne´es. En particulier,
les de´veloppements de tg u et 1/ cosu sont obtenus sans calcul a` partir de
l’expression des fonctions ge´ne´ratrices exponentielles des polynoˆmes An(t) et
Bn(t) donne´es dans le chapitre IV.
Dans tout ce travail, e´tant donne´s deux ensembles A et B finis et une
application φ : A → B, nous appellerons ensemble ponde´re´ l’application
φ# : B → N de´finie pour chaque b ∈ B par φ#(b) = cardφ−1(b). Par abus
de notation, on de´signera par φA l’ensemble ponde´re´ φ# et il sera commode
d’identifier φA et φ# a` l’e´le´ment
∑
{φ#(b) : b ∈ B} du Q-module libre de
base B.
Nous sommes reconnaissants au professeur J. Riordan de nous avoir fait
be´ne´ficier de ses conseils et de son e´rudition. La dactylographie de ce me´moire
est due a` Mlle Cler, du de´partement de mathe´matique de Strasbourg, que
nous tenons a` remercier.
CHAPITRE PREMIER
PROPRIE´TE´S GE´NE´RALES DES SYSTE`MES
D’EXCE´DANCES ET DE MONTE´ES
1. Exce´dances
Dans tout ce chapitre, nous utilisons la notation x+ pour de´signer la partie
positive x+ = max{0, x} de tout x ∈ Z et pour σ ∈ Sn, nous de´signons
par σw le n-uple (ou vecteur) (σ(1), σ(2), . . . , σ(n)) ∈ Nn. Par conse´quent,
σw = ∅ pour n = 0.
De´finition 1.1. — Pour σ ∈ Sn, le syste`me des 0-exce´dances de σ est le
n-uple Eσ = (Eσ(1), Eσ(2), . . . , Eσ(n)) ∈ Nn, ou` pour chaque k ∈ [n ], on
pose
Eσ(k) =
(
σ(k)− (k − 1)
)
+
.
Par exemple, avec n = 6 et σw = (6, 4, 1, 2, 5, 3), on a
Eσ = ((6−0)+, (4−1)+, (1−2)+, (2−3)+, (5−4)+, (3−5)+) = (6, 3, 0, 0, 1, 0).
De´finition 1.2. — Quelque soit l’entier p ≥ 1, on note ∆, ∆′ et ∆′′
les applications de Np dans Np−1 envoyant respectivement chaque vecteur
x = (x1, x2, . . . , xp) ∈ N
p sur
∆x =
(
(x1 − 1)+, (x2 − 1)+, . . . , (xp−1 − 1)+
)
;
∆′x = (x2, x3, . . . , xp);
∆′′x = (x1, x2, . . . , xp−1).
Il est imme´diat que les trois ope´rateurs ∆, ∆′, ∆′′ ainsi de´finis commutent
deux a` deux. Prenant le meˆme exemple que ci-dessus, on obtient : Eσ =
(6, 3, 0, 0, 1, 0) (= ∆0Eσ = ∆′0Eσ = ∆′′0Eσ) ; ∆Eσ = (5, 2, 0, 0, 0) ;
∆′Eσ = (3, 0, 0, 1, 0) ; ∆′′Eσ = (6, 3, 0, 0, 1) ; ∆2Eσ = (4, 1, 0, 0) ; ∆∆′Eσ =
∆′∆Eσ = (2, 0, 0, 0) ; ∆′2Eσ = (0, 0, 1, 0), etc.
On notera que ∆Eσ est simplement la suite(
(σ(1)− 1)+, (σ(2)− 2)+, . . . , (σ(n− 1)− (n− 1))+
)
et que plus ge´ne´ralement le vecteur ∆rE de´crit les r-exce´dances de σ
mentionne´es dans l’introduction. L’une des raisons motivant l’introduction
de ∆′ est contenue dans le lemme 1.4 ci-dessous. L’ope´rateur ∆′′ permettra
dans le deuxie`me chapitre de formuler une inte´ressante proprie´te´ de syme´trie
des polynoˆmes eule´riens (proprie´te´ 2.3).
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Remarque 1.3. — Pour σ ∈ Sn et k ∈ [n ], on a Eσ(k) = 1 si et seulement
si (σ(k)− k + 1)+ = 1, c’est-a`-dire si k = σ(k) est un point fixe de σ.
Lemme 1.4. — Soit ζ ∈ Sn la permutation circulaire envoyant n
sur 1 et chaque k ≤ n − 1 sur k + 1 ou encore la permutation de´finie par
ζw = (2, 3, . . . , n, 1). Pour chaque r ≥ 0 et chaque σ ∈ Sn on a
∆′rEσ = ∆rEσζr.
De´monstration. — Posons σ′ = σζr. Pour chaque k ∈ [n−r], on a σ′(k) =
σ(r+k). Donc on obtient ∆′rEσ(k) = Eσ(r+k) = (σ(r+k)+1− r−k)+ =
(σ′(k) + 1− k − r)+ = ((σ
′(k) + 1− k)+ − r)+ = ∆
rEσ′(k).
Ce simple re´sultat a la conse´quence imme´diate suivante qui nous servira
fre´quemment par la suite.
The´ore`me 1.5. — Quelque soit le monoˆme Γ de degre´ r ≥ 0 en les
applications ∆ et ∆′, les ensembles ponde´re´s ∆rESn, ∆
′rESn et ΓESn
sont e´gaux.
De´monstration. — Puisque σ 7→ σζr est une bijection deSn sur lui-meˆme,
l’e´galite´ ∆rESn = ∆
′rESn re´sulte imme´diatement du lemme 1.4. Comme
∆ et ∆′ commutent, on peut e´cire Γ = ∆s∆′r−s, d’ou` ΓESn = ∆
rESn.
2. Descentes et monte´es
En paralle`le avec les exce´dances, nous introduisons le syste`me des 0-
descentes, Dσ, et des 0-monte´es, Mσ, de σ ∈ Sn par la de´finition suivante,
dans laquelle on convient que σ(0) = σ−1(0) = σ(n+ 1) = 0.
De´finition 1.6. — Pour σ ∈ Sn, on pose
Dσ =
(
Dσ(1), Dσ(2), . . . , Dσ(n)
)
∈ Nn;
Mσ =
(
Mσ(1),Mσ(2), . . . ,Mσ(n)
)
∈ Nn;
ou` pour chaque k ∈ [n ]
Dσ(k) =
(
σ(−1 + σ−1(k))− (k − 1)
)
+
;
Mσ(k) =
(
σ(1 + σ−1(k − 1))− (k − 1)
)
+
.
Par exemple, prenant encore σw = (6, 4, 1, 2, 5, 3), on obtient
Dσ =
(
(4−0)+, (1−1)+, (5−2)+, (6−3)+, (2−4)+, (0−5)+
)
= (4, 0, 3, 3, 0, 0)
Mσ =
(
(6−0)+, (2−1)+, (5−2)+, (0−3)+, (1−4)+, (3−5)+
)
= (6, 1, 3, 0, 0, 0).
Par construction, tous les termes de Dσ sont nuls ou supe´rieurs ou e´gaux
a` 2. D’autre part, Dσ(n) est toujours nul. Par conse´quent, Dσ et ∆Dσ ont
le meˆme nombre de termes (strictement) positifs. Il est clair que ∆rDσ et
∆r−1Mσ de´crivent les diffe´rences supe´rieures ou e´gales a` r (r ≥ 1) entre
termes conse´cutifs de σw, la connexion entre D et M e´tant explicite´e dans
le lemme 1.7 ci-dessous. Il est encore utile de noter que les termes positifs de
∆′rDσ (ou de ∆′r∆Dσ) correspondent aux paires (j−1, j) (0 ≤ j−1) telles
que σ(j − 1) > σ(j) > r.
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Lemme 1.7. — Soit σ 7→ σ˜ la bijection de Sn sur lui-meˆme de´finie
par l’identite´ σ˜(k) = σ(n + 1 − k) (k ∈ [n ]). On a Mσ˜(1) = σ(n) et
Mσ˜(k + 1) = ∆Dσ(k) pour chaque k ∈ [n− 1].
De´monstration. — Par de´finition Mσ˜(1) = (σ˜(1) − 0)+ = σ˜(1) et
σ˜(1) = σ(n + 1 − 1) = σ(n). Soit k = σ˜(j) avec k ∈ [n − 1] ; on a alors
σ˜−1(k) = j et σ(n+ 1− j) = k. D’ou` il vient
Mσ˜(k + 1)=(σ˜(1 + j)− k)+=(σ(n− j)− k)+=(σ(−1 + (n+ 1− j))− k)+
=(σ(−1 + σ−1(k))− (k − 1)− 1)+=∆Dσ(k).
Prenant σ comme dans l’exemple ci-dessus, on trouve ∆Dσ = (3, 0, 2, 2, 0),
σ˜w = (3, 5, 2, 1, 4, 6) et Mσ˜ = (3, 3, 0, 2, 2, 0). La construction d’une bijection
reliant E et M est l’objet des sections suivantes.
3. La transformation fondamentale
E´tant donne´e une permutation σ ∈ Sn, l’ensemble σ
∗(k)={σp(k) : p ∈ N}
est l’orbite contenant k (k ∈ [n ]). On note z(σ) le nombre des orbites de σ
ou, de fac¸on e´quivalente, le nombre des cycles de σ. A chaque k ∈ [n ], nous
attachons la paire Πσ(k) = (k, qk), ou` k est l’e´le´ment maximum de l’orbite
σ∗(k) et ou` qk = min{p ∈ N : σ
p(k) = k}.
De´finition 1.8. — Pour σ ∈ Sn on de´signe par σˆ la permutation telle que
pour chaque k la paire Πσ(σˆ(k)) est le k
ie`me terme de la suite
(
Πσ(j)
)
(j∈[n ])
ordonne´e par ordre lexicographique.
Par exemple, en prenant encore σw=(6, 4, 1, 2, 5, 3), on a z(σ)=3, les trois
orbites e´tant {4, 2}, le point fixe {5} et {6, 3, 1}. Comme 4 = σ0(4) = σ1(2),
puis 5 = σ0(5) et enfin 6 = σ0(6) = σ1(1) = σ2(3), la suite des Πσ(j),
ordonne´e suivant l’ordre lexicographique, est(
(4, 0), (4, 1), (5, 0), (6, 0), (6, 1), (6, 2)
)
, d’ou` σˆw = (4, 2, 5, 6, 1, 3).
Rappelons qu’un e´le´ment xk d’une suite (x1, x2, . . . , xn) ∈ N
n est dit
saillant si et seulement s’il n’existe aucun e´le´ment d’indice infe´rieur qui soit
supe´rieur ou e´gal a` lui, c’est-a`-dire si l’on a xk′ < xk pour tout k
′ < k. Donc
par de´finition x1 est toujours saillant.
Lemme 1.9. — L’e´le´ment k de [n ] est maximum dans son orbite σ∗(k)
(c’est-a`-dire Πσ(k) = (k, 0)) si et seulement si k est saillant dans σˆw. De
plus, k est un point fixe de σ si et seulement si k = σˆ(j) avec soit j = n, soit
j < n et σ(j + 1) un autre e´le´ment saillant de σˆw.
De´monstration. — Soit Πσ(k) = (k, q). Si et seulement si q est diffe´rent
de 0, l’entier k n’est pas l’e´le´ment maximum k de son orbite et k n’est
pas saillant dans σˆw puisque Πσ(k) = (k, 0) pre´ce`de Πσ(k) dans l’ordre
lexicographique, donc k pre´ce`de k dans la suite σˆw.
Re´ciproquement, soient q = 0 et σˆ(j) = k. Ou bien on a j = 1 auquel cas k
est saillant, ou bien j ≥ 2, auquel cas pour tout j′ < j, l’e´le´ment Πσ(σˆ(j
′))
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est avant l’e´le´ment Πσ(σˆ(j)) (= (k, 0)) pour l’ordre lexicographique ; ce qui
implique, en posant σˆ(j′) = k′, que l’on a σˆ(j′) = k′ < k′ < k = σˆ(j)
et prouve l’e´quivalence entre les e´le´ments maximaux des orbites de σ et les
e´le´ments saillants de σˆw.
Supposons maintenant k = k = σˆ(j). Si et seulement si k n’est pas un
point fixe de σ, il est imme´diatement suivi dans σˆw d’un e´le´ment k′ tel que
Πσ(k
′) = (k, 1). Par conse´quent, on a j < n et σˆ(j + 1) = k′ n’est pas
saillant.
Dans ce qui suit S′n de´signe l’ensemble des σ ∈ Sn telles que σ(1) = n
et Cn est le sous-ensemble des permutations circulaires.
Proprie´te´ 1.10. — L’application σ 7→ σˆ est bijective et satisfait a`
σ(n) = σˆ(n). Sa restriction a` Cn est une bijection sur S
′
n.
De´monstration. — E´tant donne´ τ ∈ Sn, il existe un et un seul σ ∈ Sn tel
que τ = σˆ, car d’une part, les e´le´ments saillants de τw livrent les e´le´ments
maximaux des orbites de σ d’apre`s le pre´ce´dent lemme, d’autre part, les
restrictions de σ a` chacune de ses orbites sont de´termine´es par la succession
meˆme des e´le´ments de τw. Ceci e´tablit le caracte`re bijectif de σ 7→ σˆ.
Comme τ(1) et n sont toujours des e´le´ments saillants de τw, il est clair que
z(σ) = 1 si et seulement si τ(1) = n. Enfin, si l’on a k = σ(n), c’est-a`-dire
n = σ−1(k), l’entier n est l’e´le´ment maximum de σ∗(k) et par conse´quent,
Πσ(k) = (n, qk) est le dernier terme de la suite (Πσ(j))(j∈[n ]) ordonne´e par
ordre lexicographique, c’est-a`-dire k = σˆ(n).
4. Relations entre les exce´dances et les descentes
Nous allons donner une premie`re application de la transformation fonda-
mentale σ 7→ σˆ. Aux 1-exce´dances de σ correspondent les 1-descentes de σˆ,
mais les 0-descentes de σˆ ne correspondent pas aux 0-exce´dances de σ. Ceci
ame`ne a` introduire un vecteur D′σˆ tel que Dσˆ +D′σˆ (= (D +D′)σˆ) rende
compte a` la fois des descentes et des e´le´ments saillants dans la suite σˆw et
qu’en outre l’identite´ Eσ = (D +D′)σˆ soit ve´rifie´e.
De´finition 1.11. — Pour τ ∈ Sn, le vecteur D
′τ est le n-uple(
D′τ(1), . . . , D′τ(n)
)
∈ Nn,
ou` pour j ∈ [n ], on pose D′τ(j) = +1 si d’une part, j est saillant et d’autre
part, soit j = n, soit j ≤ n− 1 et τ(1+ τ−1(j)) est aussi saillant ; D′τ(j) = 0
dans tous les autres cas.
The´ore`me 1.12. — On a identiquement
Eσ = (D +D′)σˆ et ∆Eσ = ∆Dσˆ.
De´monstration. — Quelque soit τ ∈ Sn, remarquons d’abord que j ≤ n−1
est saillant dans τw seulement si τ−1(j) ≤ n − 1. Nous ve´rifions le re´sultat
pour chaque k = σˆ(j) ∈ [n ] en posant Πσ(k) = (k, q) et en distinguant les
cas suivants :
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(i) q ≥ 1 ; on a alors σˆ(j − 1) = k′ ou` Πσ(k
′) = (k, q − 1), c’est-a`-dire
k′ = σ−(q−1)(k) = σ−(q−1)(σq(k)) = σ(k). Donc par de´finition, on a Dσˆ(k) =
(k′ − (k − 1))+ = (σ(k) − (k − 1))+ = Eσ(k) avec Dσˆ(k) = (D + D
′)σˆ(k)
puisque k n’est pas saillant.
(ii) q = 0, c’est-a`-dire k = k. On a toujours Dσˆ(k) = 0 car soit j−1 = 0,
soit j − 1 ≥ 1 avec k′ = σˆ(j − 1) appartenant a` une orbite dont l’e´le´ment
maximum est strictement plus petit que k = k. D’autre part, Eσ(k) = 0 ou 1
selon que σ(k) 6= k ou non, car Eσ(k) = (σ(k)−(k−1))+ ou` σ(k) ≤ k puisque
k = k. D’apre`s la deuxie`me partie du lemme 1.9 et la de´finition de D +D′,
on a donc Eσ(k) = 1 si et seulement si 1 = (D +D′)σˆ(k) 6= Dσˆ(k) = 0.
On remarquera que l’on a (D + D′)τ(j) 6= Dτ(j) si et seulement si
Dτ(j) = 0 et (D +D′)τ(j) = 1.
Exemple. — On a vu dans les exemples pre´ce´dents que si σw =
(6, 4, 1, 2, 5, 3), on avait Eσ = (6, 3, 0, 0, 1, 0) et σˆw = (4, 2, 5, 6, 1, 3). Comme
les e´le´ments successifs σˆ(3) = 5 et σˆ(4) = 6 sont saillants dans σˆw, on a
(D + D′)σˆ(5) = 1. Il vient donc (D +D′)σˆ = (6, 3, 0, 0, 1, 0) = Eσ et aussi
∆Dσˆ = (5, 2, 0, 0, 0) = ∆Eσ.
5. Applications aux permutations alterne´es
Une permutation σ ∈ Sn est alterne´e si l’on a σ(2j) < σ(2j−1), σ(2j+1)
pour tout entier j tel que 2 ≤ 2j ≤ n− 1 et si l’on a encore σ(n) < σ(n− 1)
lorsque n est pair. D’autre part, elle est biexce´de´e si pour tout j ∈ [n ], on
a j < σ(j), σ−1(j) ou j > σ(j), σ−1(j). Les ensembles des permutations
alterne´es et biexce´de´es sont note´s respectivement Tn et Bn. Nous allons, dans
cette section, utiliser la transformation fondamentale pour construire entre
Tn et Bn une bijection qui servira au chapitre V.
Lemme 1.13. — Soit k = σˆ(j) (j ∈ [n ]) ; on a k < σ(k), σ−1(k) si et
seulement si j 6= 1 et soit j ≤ n− 1 et σˆ(j) < σˆ(j − 1), σˆ(j + 1), soit j = n
et σˆ(j) < σˆ(j − 1).
De´monstration. — L’hypothe`se k < σ(k) entraˆıne k 6= k ou` k est le
maximum de l’orbite σ∗(k). Donc j 6= 1 et σˆ(j − 1) = σ(k) entraˆınant
l’e´quivalence de k < σ(k) et de σˆ(j) < σˆ(j−1), puisque l’on a σˆ(j) > σˆ(j−1)
quand k = k. Distinguons deux cas selon que j = n ou non.
Si j = n, on a σ−1(k) = k = n, donc k < σ−1(k) et le re´sultat est prouve´.
Si j 6= n, ou bien σ−1(k) = k, auquel cas l’hypothe`se k < σ−1(k) e´quivaut a`
k = σˆ(j) < σˆ(j + 1), puisque σˆ(j + 1) est le maximum d’une autre orbite ;
ou bien σ−1(k) 6= k, auquel cas σˆ(j + 1) = σ−1(k) et k < σ−1(k) e´quivaut a`
σˆ(j) < σˆ(j + 1).
Proposition 1.14. — Toute permutation σ ∈ Bn a tous ses cycles de
longueur paire ; donc Bn = ∅ si n est impair. La transformation fondamentale
σ 7→ σˆ e´tablit, lorsque n est pair, une bijection de Bn sur Tn.
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De´monstration. — Dire que σ est biexce´de´e e´quivaut a` dire que dans toute
orbite de σ, d’e´le´ment maximum k, on a identiquement σ2p+1(k) < σ2p(k),
σ2p+2(k) (0 ≤ p). Ces ine´galite´s impliquent d’abord que l’orbite n’est pas
re´duite a` un seul e´le´ment ; supposons maintenant qu’elle ait un nombre impair
d’e´le´ments, disons 2q + 1 (avec q ≥ 1). Ces meˆmes ine´galite´s applique´es a`
p = q entraˆınent que l’on a k = σ2q+1(k) < σ2q(k), ce qui est impossible
puisque k est l’e´le´ment maximum dans son orbite. La permutation σ n’a
donc que des cycles de longueur paire et par conse´quent Bn = ∅ si n est
impair.
La dernie`re partie de la proposition re´sulte du lemme 1.13 et des deux
e´quivalences suivantes, qui de´coulent imme´diatement de ce qui pre´ce`de :
(i) σ est dans B2p si et seulement si les ine´galite´s k < σ(k), σ
−1(k) sont
satisfaites pour exactement p indices k ;
(ii) τ est dans T2p si et seulement si, en posant τ(2p + 1) = 2p + 1, les
ine´galite´s τ(j) < τ(j − 1), τ(j + 1) sont vraies pour exactement p indices
j ≥ 2.
Exemple. — Nous donnons ci-dessous le tableau des cinq permutations
biexce´de´es de S4 et en face de chacune d’elles, la permutation alterne´e qui
lui correspond par l’application fondamentale.
i = 1 2 3 4 1 2 3 4 = i
σ(i) = 2 1 4 3 2 1 4 3 = σˆ(i)
3 4 1 2 3 1 4 2
B4 4 3 2 1 3 2 4 1 T4
4 3 1 2 4 1 3 2
3 4 2 1 4 2 3 1
4. Relations entre les exce´dances et les monte´es
Toujours au moyen de la transformation fondamentale, nous construisons
une bijection σ 7→ σ telle que Eσ =Mσ. Soit en effet σ ∈ Sn et notons ζ la
permutation circulaire de´finie dans le lemme 1.4 (ζw = (2, 3, . . . , n, 1)). On
pose successivement
σ1 = σ ζ;
σ2 = σˆ1 (transformation fondamentale);puis
σ = σ˜2 (ou` ˜ est de´fini dans le lemme 1.7).et enfin
The´ore`me 1.15. — L’application σ 7→ σ est une bijection de Sn sur
lui-meˆme satisfaisant a` Eσ = Mσ.
De´monstration. — Le caracte`re bijectif est e´vident d’apre`s ce qui pre´ce`de.
Ensuite, on a Eσ(1) = σ(1) = σ1(n) et on ve´rifie que Eσ(j + 1) = ∆Eσ1(j)
pour chaque j ∈ [n − 1]. D’apre`s la proprie´te´ 1.10, on a σ2(n) = σ1(n) et
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d’apre`s le the´ore`me 1.12, il vient ∆Eσ1 = ∆Dσ2. Par conse´quent, en utilisant
le lemme 1.7, on a bien Eσ =Mσ.
Par exemple, partant de σw = (6, 4, 1, 2, 5, 3), on a Eσ = (6, 3, 0, 0, 1, 0),
puis σ1w=(4, 1, 2, 5, 3, 6) et σ2w=(5, 4, 1, 2, 3, 6) ; enfin σw=(6, 3, 2, 1, 4, 5).
Comme on a ∆Eσ1 = ∆Dσ2 = (3, 0, 0, 1, 0), on ve´rifie bien que Mσ = Eσ.
On a note´ que Eσ(k) = 1 si et seulement si σ(k) = k. Par conse´quent,
la restriction de σ 7→ σ au sous-ensemble Dn des permutations sans points
fixes est une bijection sur le sous-ensemble des σ ∈ Sn telles que Mσ(j) 6= 1,
c’est-a`-dire des σ telles que σ(1) 6= 1 et 1 + σ(j) 6= σ(j + 1), pour chaque
j ∈ [n − 1]. L’ensemble de ces permutations σ n’est autre que la classe, que
nous noterons Gn, des permutations sans successions. On a ainsi le corollaire
suivant.
Corollaire 1.16. — La restriction de σ 7→ σ a` l’ensemble Dn des
permutations sans points fixes est une bijection sur l’ensemble Gn des per-
mutations sans successions telle que Eσ =Mσ.
7. Relations avec les permutations circulaires
Pour terminer ce chapitre, il nous reste a` e´tudier la distribution des
vecteurs-exce´dances sur l’ensemble Cn. Combinant d’abord les re´sultats de la
proprie´te´ 1.10 et du the´ore`me 1.12, nous avons de´ja` la proprie´te´ suivante.
Proprie´te´ 1.17. — La restriction de la transformation fondamentale
σ 7→ σˆ a` l’ensemble Cn est une bijection sur S
′
n telle que ∆Eσ = ∆Dσˆ.
Nous construisons ensuite une bijection σ 7→ σ′ de
S
′′
n = {σ ∈ Sn : σ(n) = 1}
sur S′n telle que ∆Eσ = ∆Dσ
′. Si σ est dans S′′n, on pose i = σˆ
−1(n) et σ′
est de´fini comme l’unique permutation telle que
σ′w =
(
σˆ(i), σˆ(i+ 1), . . . , σˆ(n), σˆ(1), . . . , σˆ(i− 1)
)
.
Lemme 1.18. — L’application σ 7→ σ′ est une bijection de S′′n sur S
′
n
satisfaisant a` ∆Eσ = ∆Dσ′.
De´monstration. — D’apre`s la proprie´te´ 1.10, on a σ(n) = σˆ(n) et
par conse´quent σˆ est dans S′′n. Il est clair que σ 7→ σ
′ est bijectif. En
outre, ∆Eσ = ∆Dσˆ d’apre`s le the´ore`me 1.12. Il suffit donc de ve´rifier
∆Dσ′(k) = ∆Dσˆ(k) pour chaque k ∈ [n ].
Distinguons d’abord deux cas particuliers :
(i) k = σˆ(1). On a k = σ′(n− i+2) avec σ′(n− i+1) = σˆ(n) = 1. Donc
∆Dσˆ(k) = (0− k)+ et ∆Dσ
′(k) = (1− k)+ sont nuls.
(ii) k = σˆ(i) = n. On a encore ∆Dσˆ(k) = (σˆ(i − 1) − n)+ = 0 et aussi,
puisque n = σ′(1), l’e´galite´ ∆Dσ′(k) = (0− n)+ = 0.
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Dans le cas ge´ne´ral ou` k = σˆ(j + 1) 6= n (j ∈ [n− 1]), on a k = σ′(j′ + 1)
avec j′ = j − i + 1 ou n + j − i + 1 selon que j ≥ 1 ou non. Dans les deux
cas, on a σˆ(j) = σ′(j′) et par conse´quent, (σˆ(j)− k)+ est la valeur commune
de ∆Dσˆ(k) et ∆Dσ′(k).
Ce lemme permet la construction suivante : soit σ ∈ Sn−1 ; on de´finit
σ1 ∈ S
′′
n en posant
σ1(n) = 1 et σ1(k) = 1 + σ(k) pour chaque k ∈ [n− 1] ; puis
σ2 = σ
′
1, ou` τ 7→ τ
′ est la bijection de´finie dans le lemme 1.18 ; enfin
σ′′ est la permutation de´finie per σˆ′′ = σ2.
The´ore`me 1.19. — L’application σ 7→ σ′′ est une bijection de Sn−1
sur Cn telle que Eσ = ∆Eσ
′′.
De´monstration. — Tout d’abord la bijectivite´ de σ 7→ σ′′ est e´vidente.
Si σ est dans Sn−1, on a ensuite σ1 ∈ S
′′
n et Eσ(k) = (σ(k) − (k − 1))+ =
(σ1(k)−k)+ = ∆Eσ1(k) pour chaque k ∈ [n−1], d’ou` il re´sulte Eσ = ∆Eσ1.
D’autre part, d’apre`s le lemme 1.18, on a σ2 ∈ S
′
n et Eσ = ∆Eσ1 = ∆Dσ2.
Enfin, en vertu de σ2 ∈ S
′
n, la proprie´te´ 1.17 montre que l’on a σ
′′ ∈ Cn et
∆Eσ′′ = ∆Dσ2.
8. Tableau des bijection utilise´es
Il paraˆıt inte´ressant de rappeler les proprie´te´s des bijections construites
dans le premier chapitre et d’indiquer leur re´fe´rence.
La bijection envoie sur a la proprie´te´ et la re´fe´rence
σ 7→ σζr Sn Sn ∆
′rEσ = ∆rEσζr (r ≥ 0) Lemme 1.4
σ 7→ σ˜ Sn Sn Mσ˜(1) = σ(n) et Lemme 1.7
Mσ˜(k + 1)=∆Dσ(k) (k∈ [n− 1])
σ 7→ σˆ Sn Sn De´finition 1.8
Cn S
′
n Proposition 1.10
Sn Sn Eσ = (D +D
′)σˆ, ∆Eσ = ∆Dσˆ The´ore`me 1.12
B2n T2n Proposition 1.14
σ 7→ σ Sn Sn Eσ =Mσ The´ore`me 1.15
Dn Gn Corollaire 1.16
σ 7→ σ′ S′′n S
′
n ∆Eσ = ∆Dσ
′ Lemme 1.18
σ 7→ σ′′ Sn−1 Cn Eσ = ∆Eσ
′′ The´ore`me 1.19
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9. Notations ge´ne´rales
Nous re´unissons dans cette section toutes les notations utilise´es pour les
sur- et les sous-ensembles de Sn. Pour n ≥ 1 et 1 ≤ k, r ≤ n, on conside`re
les sous-ensembles suivants de Sn :
Cn l’ensemble des permutations circulaires ; (C0 = ∅) ;
Gn l’ensemble des permutations sans successions, c’est-a`-dire des σ ∈ Sn
telles que 1 6= σ(1) et 1 + σ(j) 6= σ(j + 1) pour j ∈ [n− 1] ;
Dn l’ensemble des permutations sans points fixes ;
Tn l’ensemble des permutations alterne´es, c’est-a`-dire des σ ∈ Sn telles que
σ(2j) < σ(2j − 1), σ(2j + 1) pour tout entier j tel que 2 ≤ 2j ≤ n− 1
et en plus si n est pair, telles que σ(n) < σ(n− 1) ;
Bn l’ensemble des permutations biexce´de´es, c’est-a`-dire des σ ∈ Sn telles
que pour chaque j ∈ [n ], on ait j < σ(j), σ−1(j) ou j > σ(j), σ−1(j) ;
Sn,k l’ensemble des permutations σ ∈ Sn telles que σ(1) = k ; S
′
n = Sn,n ;
S′′n l’ensemble des permutations σ ∈ Sn telles que σ(n) = 1 ;
rSn l’ensemble des permutations σ ∈ Sn telles que
σ−1(n− r + 1) < σ−1(n− r + 2) < · · · < σ−1(n).
On posera e´galement : S =
⋃
0≤n
Sn ; puis C =
⋃
1≤n
Cn, G =
⋃
1≤n
Gn,
T =
⋃
1≤n
Tn, B =
⋃
1≤n
Bn et D =
⋃
1≤n
Dn. Enfin, on utilise les notations
courantes suivantes :
N l’ensemble des entiers naturels ;
Z l’ensemble des entiers ;
Q l’ensemble des nombres rationnels.
CHAPITRE II
LES POLYNOˆMES EULE´RIENS
1. Interpre´tation des polynoˆmes eule´riens
Les the´ore`mes 1.12, 1.15, 1.19 et la proprie´te´ 1.17 permettent d’e´tablir
imme´diatement l’e´galite´ des cinq ensembles ponde´re´s ESn, (D + D
′)Sn,
MSn, ∆ECn+1, ∆DS
′
n+1 ; et le the´ore`me 1.12 donne encore : ∆ESn =
∆DSn. La proprie´te´ 2.1 suivante re´sulte alors du the´ore`me 1.5.
Proprie´te´ 2.1. — Soit Γ un monoˆme en ∆ et ∆′ de degre´ r ≥ 0. On a
ΓESn = Γ(D +D
′)Sn = ΓMSn = Γ∆ECn+1 = Γ∆DS
′
n+1,
ou` en outre
ΓESn = ΓDSn
si et seulement si Γ a au moins un ∆ comme facteur.
Nous notons |x| le nombre de termes positifs de tout x ∈ Np et introduisant
une inde´termine´e t, nous posons θx = t|x|. Si K est une application dans Np
d’une partie P de Sn, l’ensemble ponde´re´
θKP =
∑
{θKσ : σ ∈ P} =
∑
0≤k
tk · card{σ ∈ P : |Kσ| = k}
sera appele´, par abus de langage, fonction ge´ne´ratrice de K. Pour P fini,
θKP sera donc un polynoˆme en t a` coefficients dans N et nous dirons que
(P, K) est une interpre´tation.
Les polynoˆmes eule´riens An(t) et leurs ge´ne´ralisations
rAn(t) selon Riordan
sont de´finis par :
rAn(t) = θ∆
rESn pour 0 ≤ r ≤ n− 1.
On conviendra que rAn(t) = n! pour r ≥ n. On posera A0(t) = 1 et
An(t) =
1An(t) pour n ≥ 1. Par construction, les
rAn(t) sont des polynoˆmes de
degre´ au plus e´gal a` n−r. L’e´nonce´ suivant en donne plusieurs interpre´tations
par simple application de la proprie´te´ pre´ce´dente.
Proprie´te´ 2.2. — Soit Γ un monoˆme en ∆ et ∆′ de degre´ r. On a
rAn(t) = θΓESn = θΓ(D +D
′)Sn = θΓMSn = θΓ∆ECn+1 = θΓ∆DS
′
n+1,
ou` en outre rAn(t) = θΓDSn si et seulement si Γ a au moins un ∆ comme
facteur.
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De meˆme, d’apre`s le corollaire 1.16, on a l’e´galite´ entre les ensembles
ponde´re´s EDn et MGn, d’ou` encore
θEDn = θMGn pour n ≥ 1.
La valeur commune de ces deux derniers polynoˆmes sera de´signe´e par Bn(t).
L’interpre´tation (Gn,M) de ces polynoˆmes est due a` Roselle [25]. L’interpre´-
tation (Dn, E) servira a` e´tablir au chapitre IV l’expression de la fonction
ge´ne´ratrice exponentielle des Bn(t).
2. Proprie´te´s de syme´trie
Les identite´s (1) et (4) ci-dessous sont bien connues (cf. Riordan [24]). Nous
en donnons ici des de´monstrations e´le´mentaires. Les polynoˆmes rAn(t) pour
r ≥ 2 n’ont pas de proprie´te´ de syme´trie e´vidente. En revanche, si l’on forme
les polynoˆmes re´ciproques tn−r rAn(t
−1), on obtient plusieurs interpre´tations
(cf. les relations (2) et (3) ci-dessous) qui nous serviront effectivement, dans
les sections 2.4 et 2.6, pour e´tablir des connexions avec le proble`me de
Simon Newcomb et pour de´montrer de nouvelles identite´s sur les polynoˆmes
eule´riens.
Proprie´te´ 2.3. — Pour n ≥ 1 on a :
0An(t) = t An(t). (1)
De plus, si Γ est un monoˆme de la forme ∆′′r−1∆ ou ∆′′r−1∆′ (r ≥ 1), on a
tn−r rAn(t
−1) = θΓESn = θΓ(D +D
′)Sn = θΓMSn. (2)
On a encore
tn−r rAn(t
−1) = θ∆′′r−1∆DSn, (3)
d’ou` en particulier pour r = 1
tn−1An(t
−1) = An(t). (4)
De´monstration. — Soit σ ∈ Sn ; de´finissant σˇ par l’identite´ σˇ(k) =
n+ 1− σ(n+ 1− k), l’on a Eσˇ(k) = 1 si et seulement si Eσ(n+ 1− k) = 1
et Eσˇ(k) ≥ 2 si et seulement si Eσ(n + 1 − k) = 0. Dans ces conditions, il
vient |Eσˇ|+ |∆Eσ| = n, ce qui e´tablit
0An(t) = t
nAn(t
−1). (5)
D’autre part, la relation entre les vecteurs Eσˇ et Eσ peut encore s’exprimer
par la condition
∆Eσˇ(k) ≥ 1 si et seulement si ∆′Eσ(n− k) = 0 pour 1 ≤ k ≤ n− 1. (6)
Mais la condition (6) est encore e´quivalente a`
|∆′r−1∆Eσˇ|+ |∆′′r−1∆′Eσ| = n− r
ou encore a`
|∆′′r−1∆Eσˇ|+ |∆′rEσ| = n− r.
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On en de´duit
θ∆′′r−1∆ESn = t
n−r
∑
0≤k
t−k card{σ ∈ Sn : |∆
′rEσ| = k}
= tn−r rAn(t
−1),
d’apre`s la proprie´te´ 2.2.
Les relations (2) et (3) re´sultent alors de la proprie´te´ 2.1 et faisant
r = 1 dans (3), on obtient tn−1An(t
−1) = θ∆DSn = An(t), c’est-a`-dire
la relation (4). Enfin, l’identite´ (2) re´sulte a` la fois de (4) et de (5).
Remarque 2.4. — D’apre`s la de´finition 1.6, pour 1 ≤ r ≤ n et σ ∈ Sn, il y
a exactement |∆′∆′′r−1Mσ| indices i tels que 1 ≤ i ≤ n− 1, σ(i) < σ(i+ 1)
et σ(i) < n− r. Comme on a pose´ d’autre part
rAn(t) =
∑
0≤k≤n−r
rAn,k t
k
et que d’apre`s la proprie´te´ 2.3, on a
θ∆′∆′′r−1MSn = t
n−r rAn(t
−1) =
∑
0≤s≤n−r
rAn,n−r−s t
s,
il vient :
rAn,n−r−s = card{σ ∈ Sn : |∆
′∆′′r−1Mσ| = s} pour 0 ≤ s ≤ n− r.
Cette remarque nous servira au paragraphe 6 du pre´sent chapitre.
3. Relations de re´currence
Dans cette section, nous e´tablissons une relation de re´currence sur les
polynoˆmes eule´riens qui ge´ne´ralise l’identite´ (1) ci-dessus et rede´montrons la
relation de re´currence trouve´e par Riordan [24].
Proprie´te´ 2.5. — Pour 0 ≤ r ≤ n, on a l’identite´ :
t · (r+1)An(t) =
rAn(t) + r(t− 1) ·
rAn−1(t).
De´monstration. — Pour r = 0, l’identite´ se re´duit a` tAn(t) =
0An(t).
Pour r = n, elle est encore vraie avec la convention que nous avons faite que
rAn(t) = n! quand r ≥ n. Nous supposons donc 1 ≤ r ≤ n − 1. Pour chaque
σ ∈ Sn, on a
∆rEσ =
(
(σ(1)− r)+, (σ(2)− r − 1)+, . . . , (σ(n− r)− (n− 1))+
)
.
D’une part, on a ∆rESn,s = ∆
rESn,r pour 1 ≤ s ≤ r ; d’autre part,
rθ∆rESn,1 = rθ∆
r∆′ESn,1 = r
rAn−1(t) d’apre`s la proprie´te´ 2.2. Il en
re´sulte : rAn(t)−r
rAn−1(t) = θ∆
r(Sn−(Sn,1+· · ·+Sn,r)) = θ∆
rE(Sn,r+1+
· · ·+Sn,n) = t∆
′∆rE(Sn,r+1 + · · ·+Sn,n) = t∆
′∆rE(Sn − (Sn,1 + · · ·+
Sn,r)) = t(∆
′∆rESn,1 − r∆
′∆rESn,1) = t(
(r+1)An(t)− r
rAn−1(t)).
Remarque 2.6. — Riordan ([24], p. 214) a trouve´ une autre relation de
re´currence, a` savoir
rAn(t) = (r+(n− r)t) ·
rAn−1(t)+ t(1− t) ·
rA′n−1(t) (0 ≤ r ≤ n; 1 ≤ n), (7)
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ou` rA′n−1(t) de´signe la de´rive´e du polynoˆme
rAn−1(t). Comme on a pose´
rAn(t) =
∑
0≤k≤n−r
rAn,kt
k,
cette relation de re´currence est encore e´quivalente aux (n − r + 1) relations
suivantes (cf. [24] p. 215)
rAn,k = (k + r) ·
rAn−1,k + (n+ 1− k − r) ·
rAn−1,k−1 (0 ≤ k ≤ n− r), (8)
ou` l’on a pose´ rAn,k = 0 si k ≤ −1 ou k ≥ n− r + 1.
Comme l’a note´ Welschinger [30], on peut rede´montrer facilement (8) et
par suite (7) en prenant les polynoˆmes eule´riens dans l’interpre´tation
rAn(t) = θ∆
′r−1∆DSn.
En effet, on ve´rifie tout d’abord que les relations (8) sont vraies pour n = r,
en notant que nAn,0 = n! et
nAn,k = 0 pour k 6= 0. On suppose ensuite
0 ≤ r ≤ n− 1 et l’on pose pour i ∈ [n ] et σ ∈ Sn−1
ηi(σ) =
(
σ(1), . . . , σ(i− 1), n, σ(i), . . . , σ(n− 1)
)
.
Il est clair que l’on a
Sn = {ηi(σ) : i ∈ [n ], σ ∈ Sn−1}.
Soit σ ∈ Sn−1 ; alors |∆
′r−1∆Dσ| = k [en abre´ge´ : σ ∈ rAn−1,k] si et
seulement s’il existe k couples (j − 1, j) tels que 1 ≤ j − 1 et σ(j − 1) >
σ(j) ≥ r. Prenons σ dans rAn−1,k ; on observe alors que ηi(σ) appartient a`
rAn,k pour les seuls indices i suivants
(i) 1 ≤ i− 1 et σ(i− 1) > σ(i) ≥ r ;
(ii) i ∈ [n− 1] et σ(k) ≤ r − 1 ;
(iii) i = n ;
c’est-a`-dire pour exactement k+ (r− 1) + 1 = k+ r indices i ∈ [n ]. Pour les
autres n − (k + r) indices i ne satisfaisant a` aucune des conditions (i), (ii),
(iii), on a ηi(σ) ∈
rAn,k+1. On constate donc que l’ensemble
rAn,k est contenu
dans la re´union
⋃
{ηi(
rAn−1,k ∪
rAn−1,k−1) : i ∈ [n ]}. On voit ensuite que
la relation ηi(σ) ∈
rAn,k est ve´rifie´e pour exactement (k+ r) indice i si σ est
dans rAn−1,k et pour exactement n − (k − 1 + r) = n + 1 − k − r indices i
si σ est dans rAn−1,k−1. Les relations (8) sont ainsi de´montre´es.
4. Relations avec le 〈〈proble`me de Simon Newcomb 〉〉
Nous allons expliciter maintenant le lien entre les polynoˆmes rAn(t) et les
polynoˆmes ge´ne´rateurs que l’on de´finit pour le 〈〈proble`me de Simon Newcomb
avec une spe´cification (1r(n−r)) 〉〉 (voir MacMahon [20], vol. 1, chap. 4 et 5).
Dans la de´monstration de la proprie´te´ qui suit, nous conside´rons σw comme
le mot σ(1)σ(2) . . .σ(n) dont les lettres sont des e´le´ments de [n ].
Proprie´te´ 2.7. — Soit r ≥ 2 ; on a : tn−r rAn(t
−1) = r! θ∆D rSn, ou`
rSn = {σ ∈ Sn : σ
−1(n− r + 1) < σ−1(n− r + 2) < · · · < σ−1(n)}.
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De´monstration. — D’apre`s la proprie´te´ 2.3, il nous suffit d’e´tablir
θ∆′′r−1∆DSn = r! θ∆D rSn ou encore de trouver une surjection σ 7→ σ
′
de Sn sur rSn telle que
(i) |∆′′r−1∆Dσ| = |∆Dσ′| ;
(ii) l’application σ 7→ σ′ soit homoge`ne de degre´ r!, c’est-a`-dire que
l’image inverse de chaque σ′ ∈ rSn ait r! e´le´ments.
Prenons σ ∈ Sn et soit σw=g1in−r+1g2 . . . gringr+1, ou` {in−r+1, . . . , in}=
{n−r+1, . . . , n}. On pose σ′w = g1(n−r+1)g2 . . . grngr+1. Il est clair que σ
′
est dans rSn et que σ 7→ σ
′ est homoge`ne de degre´ r! D’autre part, puisque
les e´le´ments n− r+ 1, n− r+2, . . . , n se pre´sentent dans cet ordre dans le
mot σ′w, on a ∆Dσ(j) = 0 pour j = n− r+1, n− r+2, . . . , n−1, ou encore
|∆Dσ′| = |∆′′r−1∆Dσ′|. Enfin, l’identite´ |∆′′r−1∆Dσ| = |∆′′r−1∆Dσ′|
re´sulte du fait que l’on a σ′(j) = σ(j) si σ(j) ≤ n− r et que σ′(j) ≥ n− r+1
si et seulement si σ(j) ≥ n− r + 1.
Si l’on envoie tout σ′w = g1(n−r+1)g2(n−r+2) . . . grngr+1 de rSn sur le
mot f = g1(n−r+1)g2(n−r+1) . . . gr(n−r+1)gr+1, on de´finit une bijection
de rSn sur une classe de mots de spe´cification (1
r(n − r)), c’est-a`-dire des
mots de longueur n, qui contiennent n − r + 1 lettres distinctes dont l’une
d’entre elles est re´pe´te´e r fois. Si l’on de´finit maintenant |∆Df | comme le
nombre de descentes, c’est-a`-dire le nombre de couples de lettres successives
dans f qui vont en de´croissant, on voit que l’on a |∆Df | = |∆Dσ′|. Ainsi
tn−r rAn(t
−1) est le polynoˆme ge´ne´rateur du nombre des descentes pour un
ensemble de spe´cification (1r(n− r)).
5. Relations avec les nombres de Stirling
Rappelons que pour 1 ≤ q ≤ p, le nombre de Stirling de seconde espe`ce
S(p, q) est le nombre de partitions de [ p ] en q parties non vides. Le re´sultat
suivant est obtenu par Riordan ([24], p. 213) au moyen de calculs assez
complexes.
Proprie´te´ 2.8. — L’entier S(p, q) est le nombre de parties W ⊂
[ p ]× [ p ] de p− q e´le´ments qui satisfont aux conditions suivantes :
(i) W est une quasi-permutation, c’est-a`-dire qu’il existe au moins un
σ ∈ Sp tel que W ⊂ {(k, σ(k)) ∈ [ p ]× [ p ] : k ∈ [ p ]} ;
(ii) W est supra-diagonale, c’est-a`-dire que (k, k′) ∈W implique k < k′.
De´monstration. — Soit {E1, E2, . . . , Eq} une partition de [ p ] que nous
pouvons conside´rer comme forme´e des classes d’une relation d’e´quivalence
E ⊂ [ p ] × [ p ]. A chaque Ej = {i1 < i2 < · · · < inj} comprenant
nj ≥ 1 e´le´ments, nous associons la quasi-permutation supra-diagonale
E′j = {(i1, i2), (i2, i3), . . . , (inj−1, inj )} contenant nj−1 (e´ventuellement ze´ro)
e´le´ments de [ p ] × [ p ]. Posant E′ =
⋃
1≤j≤q
E′j, on voit que E
′ est une quasi-
permutation supra-diagonale ayant
∑
(nj − 1) = p− q e´le´ments et que E est
la plus fine des e´quivalences sur [ p ] qui contienne E′.
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Re´ciproquement, e´tant donne´e une quasi-application supra-diagonale W
ayant p − q e´le´ments, soit E la plus fine de toutes les e´quivalences sur [ p ]
qui contienne W . On a W = E′ et la bijection de´sire´e est e´tablie.
La formule de Riordan ([24], p. 214)
rAn(s+ 1) =
∑
0≤k≤n−r
sk (n− k)! S(n+ 1− r, n+ 1− r − k)
e´tant obtenue par celui-ci au moyen de la me´thode alge´brique classique
d’inversion de Mo¨bius, nous pensons pouvoir nous dispenser d’en reproduire
ici la de´monstration.
6. Les identite´s de Worpitzky
Soient m, n, s trois entiers tels que 0 ≤ s < n ≤ m + s et (i1, i2, . . . , is)
une suite strictement de´croissante d’entiers compris entre 1 et n−1 que nous
nommerons indices distingue´s. Nous allons d’abord de´nombrer l’ensemble
Φm,n,s de tous les morphismes φ : [n ]→ [m ] tels que φ(i) 6= φ(i+1) si i n’est
pas un indice distingue´. Le de´nombrement de Φm,n,s permet non seulement
d’obtenir l’identite´ (9) ci-dessous due a` Worpitzky, mais une ge´ne´ralisation
de celle-ci au cas des polynoˆmes rAn(t) (r ≥ 2). La proposition 2.9 ci-dessous
est bien connue.
Proposition 2.9. — On a : cardΦm,n,s =
(
m+s
n
)
.
De´monstration. — Il suffit de faire correspondre, de fac¸on bijective, a`
tout φ ∈ Φm,n,s un morphisme injectif ψ : [n ] → [m + s] (c’est-a`-dire
une application strictement croissante). Dans ce but, de´signons pour tout
entier k ∈ [n ], par θ(k) le nombre d’indices distingue´s avant k, a` savoir
le nombre d’indices j tels que ij < k. On a θ(1) = 0 et θ(n) = s. La
bijection φ 7→ ψ est alors de´finie de la fac¸on suivante. Pour tout k ∈ [n ],
on pose ψ(k) = φ(k) + θ(k). On a 1 ≤ ψ(n) ≤ m + s et ψ est strictement
croissante, car si k − 1 est distingue´, on a θ(k − 1) < θ(k) et si k − 1 ne
l’est pas, on a φ(k − 1) < φ(k). Dans les deux cas, il vient ψ(k − 1) < ψ(k).
Enfin l’application φ 7→ ψ est trivialement injective. Elle est aussi surjective,
puisque φ est uniquement de´termine´ par les relations φ(k) = ψ(k) − θ(k)
(1 ≤ k ≤ n).
L’identite´ de Worpitzky sur les nombres eule´riens s’obtient par simple
application de cette proposition. L’ensemble de toutes les applications de [n ]
dans [m ] e´tant note´ Hn,m, soit φ ∈ Hn,m ; on de´finit δφ comme l’unique
σ ∈ Sn telle que la suite des paires (φσ(1), σ(1)), (φσ(2), σ(2)), . . . ,
(φσ(n), σ(n)) soit croissante pour l’ordre lexicographique. Par conse´quent,
δ−1σ est l’ensemble des applications φ : [n ]→ [m] telles que φσ(i) ≤ φσ(i+1)
pour i ∈ [n− 1] et telles que l’e´galite´ φσ(i) = φσ(i+ 1) ne soit possible que
si σ(i) < σ(i + 1). D’apre`s la remarque 2.4, il y a exactement s = |∆′Mσ|
indices i ve´rifiant une telle ine´galite´ ; donc, d’apre`s la pre´ce´dente proposition
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card δ−1σ =
(
m+s
n
)
. Comme le nombre de permutations σ ∈ Sn satisfaisant
a` |∆Mσ| = s est donne´ par le nombre eule´rien An,s, il vient enfin
mn =
∑
0≤s≤n−1
(
m+ s
n
)
An,s. (9)
Cette identite´ est un cas particulier de l’identite´ (10) ci-dessous.
Proprie´te´ 2.10. — Pour r ∈ [n ] et r ≤ m, on a :
∑
0≤s≤n−r
rAn,n−r−s
(
m+ s
n
)
= mn−r
m!
(m− r)!
. (10)
De´monstration. — Notons d’abord que pour r = 1, on retrouve bien
l’identite´ (9), puisque l’on a An,n−1−s = An,s d’apre`s la proprie´te´ 2.3. D’autre
part, l’identite´ est vraie pour r = n avec les conventions que nous avons
adopte´es. On prendra donc r ∈ [n−1]. SoitHm,n,r l’ensemble des applications
φ : [n ]→ [m] dont la restriction a` {n− r+ 1, n− r + 2, . . . , n} est injective.
Il est imme´diat que l’on a cardHm,n,r = m
n−rm! /(m− r)! Pour φ ∈ Hm,n,r
on de´finit δφ comme e´tant l’unique σ ∈ Sn telle que la suite (φσ(1), σ(1)),
(φσ(2), σ(2)), . . . , (φσ(n), σ(n)) soit croissante pour l’ordre lexicographique.
Comme pre´ce´demment, on a φσ(i) ≤ φσ(i+1) pour i ∈ [n−1], mais l’e´galite´
n’est possible que si l’on a σ(i) < σ(i + 1) et σ(i) ≤ n − r, puisque la
restriction de φ a` l’ensemble {n − r + 1, n − r + 2, . . . , n} est injective. Or,
d’apre`s la remarque 2.4, il y a exactement |∆′∆′′r−1Mσ| indices i tels que
1 ≤ i ≤ n − 1, σ(i) < σ(i + 1) et σ(i) ≤ n − r. D’apre`s la pre´ce´dente
proposition, on a card δ−1σ =
(
m+s
n
)
avec |∆′∆′′r−1Mσ| = s et comme le
nombre de σ ∈ Sn satisfaisant a` |∆
′∆′′r−1Mσ| = s est e´gal a` rAn,n−r−s, on
obtient l’identite´ de´sire´e.
Pour terminer cette section, nous donnons la formule explicite des coeffi-
cients rAn,k obtenue par un simple calcul traduisant de nouveau l’inversion
de Mo¨bius (cf. par exemple [26]) a` partir des identite´s (9) et (10).
En effet, pour 1 ≤ n+ r, on a
1
(1− t)n+r
=
∑
0≤k
tk
(
n+ r − 1 + k
n+ r − 1
)
. Donc
rAn−1+r(t)
(1− t)n+r
=
∑
0≤k
tk
(
n+ r − 1 + k
n+ r − 1
) ∑
0≤s≤n−1
rAn+r−1,s t
s
=
∑
0≤j
tj
∑
0≤s≤min(j,n−1)
rAn+r−1,s
(
n+ r − 1 + j − s
n+ r − 1
)
=
∑
0≤j
tj
∑
0≤s≤n−1
rAn+r−1,n−1−s
(
j + r + s
n+ r − 1
)
=
∑
0≤j
tj(j + r)n−1
(j + r)!
j!
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en utilisant le fait que
(
n+r−1+j−s
n+r−1
)
= 0 si j ≤ n − 2 et s = j + 1, . . . , n − 1
et pour la dernie`re e´tape en se servant de l’identite´ (10). Il en re´sulte
rAn−1+r(t)
r! (1− t)n+r
=
∑
0≤j
tj(j + r)n−1
(
j + r
r
)
.
On a donc pour 0 ≤ k ≤ n− 1 la formule explicite :
rAn−1+r,k = r!
∑
0≤i≤k
(−1)i(k − i+ r)n−1
(
n+ r
i
)(
k − i+ r
r
)
. (11)
7. Table des polynoˆmes eule´riens
Le paragraphe 4 du pre´sent chapitre ou l’identite´ (11) ci-dessus montre
que tous les coefficients des polynoˆmes rAn(t) sont divisibles par r! (on verra
une autre de´monstration de ce re´sultat a` la fin du chaitre IV). Comme on a
pose´
rAn(t) =
∑
0≤k≤n−r
rAn,k t
k (0 ≤ r ≤ n),
on peut e´crire
rAn,k = r!
ran,k,
ou` ran,k est un entier (0 ≤ k ≤ n−r). Le pre´sent tableau donne les premie`res
valeurs des coefficients ran,k pour r = 1, 2, 3, 4, 5, r ≤ n ≤ 8 et 0 ≤ k ≤ n− r.
r = 1 :
k = 0 1 2 3 4 5 6 7
n = 1 1
2 1 1
3 1 4 1
4 1 11 11 1
5 1 26 66 26 1
6 1 57 302 302 57 1
7 1 120 1191 2416 1191 120 1
8 1 247 4293 15619 15619 4293 247 1
r = 2 :
k = 0 1 2 3 4 5 6
n = 2 1
3 2 1
4 4 7 1
5 8 33 18 1
6 16 131 171 41 1
7 32 473 1208 718 88 1
8 64 1611 7197 8422 2682 183 1
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r = 3 :
k = 0 1 2 3 4 5
n = 3 1
4 3 1
5 9 10 1
6 27 67 25 1
7 81 376 326 56 1
8 243 1909 3134 1314 119 1
r = 4 :
k = 0 1 2 3 4
n = 4 1
5 4 1
6 16 13 1
7 64 113 32 1
8 256 821 531 71 1
r = 5 :
k = 0 1 2 3
n = 5 1
6 5 1
7 25 16 1
8 125 171 39 1
CHAPITRE III
LA FORMULE EXPONENTIELLE
Les trois premie`res sections de ce chapitre contiennent la de´finition et
quelques proprie´te´s d’une construction tre`s ge´ne´rale que nous appelons
〈〈compose´ partitionnel 〉〉. La motivation de cette notion apparaˆıt dans les
sections suivantes, ainsi qu’au chapitre IV, ou` nous appliquons toutes ces
techniques aux polynoˆmes eule´riens. Comme nous l’avons de´ja` mentionne´,
ces re´sultats ont e´te´ fre´quemment e´tudie´s en liaison avec divers proble`mes
d’e´nume´ration et tout particulie`rement dans [29], [14] et [15].
Dans ce chapitre, si Z est un ensemble non vide, on note Z∗ et Z+
les mono¨ıdes libre et abe´lien libre engendre´s par Z. On appellera mots les
e´le´ments de Z∗, qu’on pre´sentera comme des suites g = z1z2 . . . zr, ou` z1, z2,
. . . , zr appartiennent a` Z ; l’entier r est la longueur du mot g. On appellera
monoˆmes les e´le´ments de Z+. Si α est le morphisme canonique de Z∗ sur Z+,
on prendra dans chaque classe α−1(f), ou` f ∈ Z+, un mot canonique qu’on
identifiera a` f . Le monoˆme f sera dit de degre´ r si le mot f est de longueur r.
1. La formule de Hurwitz
Dans cette section, Y est un ensemble non vide, muni d’une application
λ : Y → N. Le meˆme symbole de´signera les morphismes dans N e´tendant
cette application aux mono¨ıdes Y ∗ et Y +. Le morphisme canonique de Y ∗
sur Y + sera note´ α.
Soit P l’ensemble des parties finies (y compris la partie vide) de N ; on
conside`re le sous-ensemble Yλ du produit carte´sien Y × P compose´ de tous
les couples (y, I) satisfaisant a` la condition card I = λy. On forme ensuite le
mono¨ıde libre Y ∗λ engendre´ par Yλ. Soit
h = (y1, I1)(y2, I2) . . . (yr, Ir)
un mot de Y ∗λ de longueur r ≥ 1. On pose
βh = g = y1y2 . . . yr ∈ Y
∗ et λh = λg. (1)
De´finition 3.1. — Pour chaque entier r ≥ 1, le compose´ partitionnel
marque´ de Y de degre´ r est le sous-ensemble Y ((r)) de Y ∗λ forme´ de tous les
mots h = (y1, I1)(y2, I2) . . . (yr, Ir) de longueur r satisfaisant aux conditions
(i) Ij ∩ Ij′ = ∅ si j 6= j
′ ;
(ii)
⋃
{Ij : j ∈ [r]} = [λh].
24 CHAPITRE III : LA FORMULE EXPONENTIELLE
On notera que si λyj est strictement positif pour tout j ∈ [r], la famille
{I1, I2, . . . , Ir} est une partition de l’ensemble [λh], aucun de ces sous-
ensembles n’e´tant vide.
Par convention, on supposera l’existence d’un ensemble Y ((r)) pour r = 0
contenant un seul e´le´ment, a` savoir l’e´le´ment neutre de Y . Ce dernier est
envoye´ par β sur l’e´le´ment neutre de Y ∗. On identifiera, d’autre part, le
compose´ partitionnel marque´ Y ((1)) de degre´ 1 avec Y .
The´ore`me 3.3 (Formule de Hurwitz). — Soit E(Y ) =
∑
{y/λy! : y ∈ Y }
la fonction ge´ne´ratrice exponentielle de Y (par rapport a` λ). Pour tout r ≥ 0,
on a dans la Q-alge`bre large de Y ∗ l’identite´(
E(Y )
)r
=
∑
{βh/λh! : h ∈ Y ((r))}. (2)
De´monstration. — Avec nos conventions sur β, il n’y a rien a` prouver
pour r = 0. Pour chaque mot g = y1y2 . . . yr de longueur r (r ≥ 1) de Y
∗,
le nombre de mots h ∈ Y ((r)) tels que βh = g est e´gal au nombre de suites
(I1, I2, . . . , Ir) de parties de N satisfaisant aux conditions (i) et (ii) de la
de´finition 3.1 ainsi qu’a` la condition card Ij = λyj pour chaque j ∈ [r]. Or, le
nombre de telles suites est e´videmment donne´ par le coefficient multinomial(
λ
g
)
=
λg!
λy1!λy2! . . . λyr!
.
Donc ∑
{βh/λh! : h ∈ Y ((r)), βh = g} =
1
λy1!λy2! . . . λyr!
g,
puisque λh = λg pour βh = g. Or, le facteur 1/(λy1!λy2! . . . λyr!) est
simplement le coefficient de g dans le de´veloppement de
(
E(Y )
)r
et le re´sultat
s’en de´duit par sommation sur tous les mots de longueur r de Y ∗.
2. Le compose´ partitionnel
Nous conservons les meˆmes notations que dans la section 1, mais
nous supposons cette fois que λy > 0 pour tout y ∈ Y . Soit h =
(y1, I1)(y2, I2) . . . (yr, Ir) un mot de Y
((r)). L’hypothe`se ci-dessus entraˆıne,
puisque l’on a card Ij = λyj pour chaque j ∈ [r], que les sous-ensembles I1,
I2, . . . , Ir sont non vides, donc tous distincts. Il en re´sulte que h est multi-
line´aire, c’est-a`-dire a toutes ses lettres distinctes. En notant δ le morphisme
canonique de Y ∗λ sur Y
+
λ , on voit donc que la classe abe´lienne δ
−1δh contient
exactement r! mots. De plus, les conditions (i) et (ii) de la de´finition 3.1 ne
faisant pas intervenir l’ordre des lettres de h, il s’ensuit que Y (r)) contient
toute une classe abe´lienne δ−1δh de`s qu’il contient h.
De´finition 3.3. — On appelle compose´ partitionnel de Y , de degre´ r
(r ≥ 0), l’ensemble Y (r) = δY ((r)) et l’union Y (+) =
⋃
0≤r
Y (r) est le compose´
partitionnel de Y .
2. LE COMPOSE´ PARTITIONNEL 25
Les e´le´ments de Y (r) sont donc des monoˆmes f = (y1, I1)(y2, I2) . . . (yr, Ir)
de Y +λ . On de´signe par γf le monoˆme m = y1y2 . . . ys de Y
+ et l’on pose
encore λf = λm. On a donc l’identite´
αβ = γδ
ou` α est le morphisme α : Y ∗ → Y + et ou` β a e´te´ de´fini en (1). On peut
rassembler les remarques ainsi faites dans un lemme.
Lemme 3.4. — Pour tout f ∈ Y (r), on a card{h ∈ Y ((r)) : δh = f} = r!
et si δh = f , on a : γf = αβh.
Venons-en a` la formule fondamentale de ce chapitre.
The´ore`me 3.5 (Formule exponentielle). — Dans la Q-alge`bre large
de Y +, on a l’identite´∑
{γf/λf ! : f ∈ Y (+)} = expE(Y ).
De´monstration. — On a
∑
{γf/λf ! : f ∈ Y (0)} = 1. D’autre part, pour
f ∈ Y (r) (r ≥ 1), on a∑
{αβh/λh! : δh = f} = r! (γf/λf !)
d’apre`s le lemme pre´ce´dent. D’ou`, il re´sulte∑
{γf/λf ! : f ∈ Y (r)} =
1
r!
∑
{αβh/λh! : h ∈ Y ((r))}
pour chaque r ≥ 1. Utilisant le the´ore`me 3.2, on obtient donc par sommation
sur tous les r ∈ N∑
{γf/λf ! : f ∈ Y (+)} =
∑
0≤r
1
r!
(
E(Y )
)r
= expE(Y ).
Remarque 3.6. — Dans la Q-alge`bre large de Y +, on a pris la topologie
des se´ries formelles induite par l’ordre o suivant : si a =
∑
{mam : m ∈ Y
+}
est une se´rie formelle, son ordre o(a) est de´fini par
o(a) = inf{n ≥ 1 : λm = n, am 6= 0}.
Utilisons les notations abre´ge´es
γ{Y (+) ∩ λ−1n} =
∑
{λf : f ∈ Y (+), λf = n} (n ≥ 0);
{Yn} =
∑
{y : y ∈ Y, λy = n} (n ≥ 1).
Les se´ries formelles γ{Y (+) ∩ λ−1n} et {Yn} sont d’ordre e´gal a` n, ce qui
permet d’e´crire la formule exponentielle sous la forme :∑
0≤n
1
n!
γ{Y (+) ∩ λ−1n} = exp
(∑
1≤n
1
n!
{Yn}
)
. (3)
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3. Une formule d’inversion pour les se´ries exponentielles
Pour f ∈ Y (+) de´signons par z(f) l’unique r ∈ N tel que f ∈ Y (r) ;
l’entier z(f) n’est autre que le degre´ de f . Posons
γ{Y (+) ∩ λ−1n} =
∑
{λf · (−1)z(f)+n : f ∈ Y (+), λf = n} (n ≥ 0).
Proprie´te´ 3.7. — Dans la Q-alge`bre large de Y +, on a l’identite´
(∑
0≤n
1
n!
γ{Y (+) ∩ λ−1n}
)−1
=
∑
0≤n
(−1)n
n!
γ{Y (+) ∩ λ−1n}. (4)
De´monstration. — D’apre`s le the´ore`me 3.5, le membre de gauche
de l’identite´ a` e´tablir, soit U , est e´gal a` (exp(E(Y ))−1, c’est-a`-dire a`
exp(−E(Y )). Notons φ le morphisme envoyant sur −y chaque y ∈ Y ; ceci
e´quivaut a` U = φ expE(Y ), donc de nouveau d’apre`s le the´ore`me 3.5, a`
U = φ
∑
0≤n
1
n!
γ{Y (+) ∩ λ−1n} =
∑
0≤n
1
n!
∑
0≤r
(−1)rγ{Y (+) ∩ λ−1n ∩ z−1r}
=
∑
0≤n
(−1)n
n!
γ{Y (+) ∩ λ−1n}.
Ceci termine l’e´tablissement des formules que nous utiliserons par la suite.
Le the´ore`me 3.2 avc une interpre´tation ade´quate des objets en cause exprime
que la transformation de Borel
∑
{y : y ∈ Y } 7→
∑
{y/λy! : y ∈ Y } est
un morphisme dans l’alge`bre large de Y + de l’alge`bre large de base Y par
rapport au 〈〈produit d’intercalement 〉〉 (〈〈shuffle 〉〉 de Chen, Fox et Lyndon). Le
the´ore`me 3.5 est appele´ 〈〈 formule de Cauchy 〉〉 dans les proble`mes concernant
le groupe syme´trique. Sous une forme ou sous une autre, elle a e´te´ retrouve´e
et utilise´e souvent dans diverses questions d’e´nume´ration. Nous l’appellerons
simplement formule exponentielle. En prenant le logarithme, on obtiendrait
e´videmment la fonction ge´ne´ratrice exponentielle E(Y ) de Y en fonction de
la fonction ge´ne´ratrice exponentielle du compose´ partitionnel Y (+) de Y .
De´finition 3.8. — Soient Y (+) un compose´ partitionnel et A un mono¨ıde
abe´lien ; une application µ : Y (+) → A sera dite multiplicative si et seulement
s’il existe un morphisme µ′ := Y + → A tel que le diagramme suivant soit
commutatif.
Y (+) ✲ A
µ
γ
❄
✟
✟
✟
✟
✟✯
µ′
Y +
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4. Le compose´ partitionnel des applications
Il existe de nombreuses familles de structures qui peuvent eˆtre consi-
de´re´es comme le compose´ partitionnel d’une de leurs sous-familles. Nous
examinerons ici, a` titre d’exemple, la famille des applications avec le but
d’introduire les notions ne´cessaires pour traiter le cas particulier des permu-
tations.
De´finition 3.9. — Soit f : I → I une application d’un ensemble fini I dans
lui-meˆme. L’e´quivalence f∗ de f est la relation d’e´quivalence dans I × I telle
que deux e´le´ments i et i′ de I appartiennent a` la meˆme classe si et seulement
s’il existe des ite´re´es fp et fp
′
de f satisfaisant a` fp(i) = fp
′
(i′).
Nous appellerons sous-domaines de f les classes de cette e´quivalence et
leur nombre sera de´signe´ par z(f). L’application f sera connexe si z(f) = 1.
Ainsi les sous-domaines d’une permutation sont les orbites de celle-ci ; les
permutations circulaires sont les permutations connexes.
Dans la suite, on notera Fn l’ensemble des applications de [n ] dans
lui-meˆme (n ≥ 0) et l’on posera F =
⋃
0≤n Fn. De´signons par I1, I2,
. . . , Ir (r = z(f)) les sous-domaines d’une application f ∈ Fn (n ≥ 1).
Pour tout j ∈ [r], on note ωj l’unique morphisme (d’ensembles ordonne´s)
ωj : [card Ij ] → [n ] qui a pour image Ij et f
′
j la restriction de f a` Ij .
Par de´finition de l’e´quivalence f∗ on voit que f ′j(Ij) ⊂ Ij et il est licite de
poser fj = ω
−1
j f
′
j ωj (j ∈ [r]). Les applications fj envoient [card Ij ] dans
lui-meˆme et sont toutes connexes (j ∈ [r]). Enfin, il est clair que toute
application f ∈ Fn de´termine, de fac¸on biunivoque le monoˆme (appartenant
au mono¨ıde (F × P)+, ou` P de´signe toujours l’ensemble des parties finies
de N) (f1, I1)(f2, I2) . . . (fr, Ir), que l’on appellera sa factorisation canonique,
les fj eux-meˆmes e´tant les facteurs de f . Par commodite´, on identifiera tout
f ∈ F avec sa factorisation canonique et f ∈ F0 avec le monoˆme unite´.
Le raccordement avec les trois premie`res sections se fait de la fac¸on sui-
vante. Soit donne´e une famille F d’applications connexes dont les domaines
sont des ensembles de la forme [n ] (n ∈ N). Posons Y = F et prenons pour λ
l’application qui envoie sur n chaque f ∈ F de domaine [n ] (n ∈ N). Formons
ensuite le compose´ partitionnel F (+). On constate alors que la factorisation
canonique d’une application f ∈ F appartient au compose´ partitionnel F (+)
si et seulement si les facteurs de f appartiennent a` F . Avec l’identification
faite ci-dessus, on a ainsi la proposition suivante.
Proposition 3.10. — Soit F ⊂ F une famille d’applications connexes.
Le compose´ partitionnel F (+) est l’ensemble des applications f ∈ F dont les
facteurs appartiennent a` F .
La proprie´te´ suivante de´coule imme´diatement de la de´finition du compose´
partitionnel d’un ensemble d’applications. Elle exprime le fait que la factori-
sation canonique d’une application f conserve les exce´dances et les points
fixes de f .
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Proprie´te´ 3.11. — Soit (f1, I1)(f2, I2) . . . (fr, Ir) (r ≥ 1) la factorisa-
tion canonique d’une application f . Pour tout j ∈ [r], le morphisme τj = ω
−1
j
est une bijection de Ij sur [card Ij ] telle que pour tout i ∈ Ij on ait les
e´quivalences : i < f(i)⇔ τj(i) < fj τj(i) ; i = f(i)⇔ τj(i) = fj τj(i) ;
i > f(i)⇔ τj(i) > fj τj(i).
De´monstration. — En effet, si l’entier i est dans le sous-domaine Ij, on a
fj(i) = ω
−1
j f
′
j ωj(i) = τjf
′
j τ
−1
j (i) ou` f
′
j est la restriction de f a` Ij . Les
e´quivalences ci-dessus re´sultent alors du fait que τj : Ij → [card Ij ] est un
morphisme strictement croissant.
Re´crivons la formule exponentielle (3) et la formule d’inversion (4) dans
ce cas particulier du compose´ partitionnel des applications. On a d’abord
F (+) ∩ λ−1n = Fn ∩ F
(+) pour n ≥ 0 et F ∩ λ−1n = Fn ∩ F pour n ≥ 1 et
les deux identite´s (3) et (4) se pre´sentent ainsi
∑
0≤n
1
n!
γ{Fn ∩ F
(+)} = exp
(∑
1≤n
1
n!
{Fn ∩ F}
)
; (5)
(∑
0≤n
1
n!
γ{Fn ∩ F
(+)}
)−1
=
∑
0≤n
(−1)n
n!
γ{Fn ∩ F
(+)}. (6)
En fait, ces deux identite´s seront applique´es ci-apre`s sous la forme sui-
vante. On suppose donne´e une application multiplicative µ : F (+) → Ω (cf.
de´finition 3.8). On forme ensuite l’alge`bre sur Q du mono¨ıde Ω ; notons Ω
cette alge`bre. On conside`re enfin l’alge`bre Ω[[u]] des se´ries formelles a` coef-
ficients dans Ω et a` une inde´termine´e u.
Proposition 3.12. — Soit µ : F (+) → Ω une application multiplicative.
Dans l’alge`bre des se´ries formelles Ω[[u]], on a les identite´s :
∑
0≤n
un
n!
µ{Fn ∩ F
(+)} = exp
(∑
1≤n
un
n!
µ{Fn ∩ F}
)
; (7)
(∑
0≤n
un
n!
µ{Fn ∩ F
(+)}
)−1
=
∑
0≤n
(−u)n
n!
µ{Fn ∩ F
(+)}. (8)
ou` µf = (−1)z(f)+nµf pour tout f ∈ Fn ∩ F
(+) (n ≥ 0).
De´monstration. — Soit µ′ le morphisme de F+ dans Ω tel que µ = µ′γ.
De´signons par φ l’application envoyant tout f ∈ Fn ∩ F sur le monoˆme
unµ′f (n ≥ 0). Comme µ est multiplicative, on a φγf = unµf pour tout
f ∈ Fn ∩ F
(+) (n ≥ 0). Tous les monoˆmes φγf ou` f ∈ Fn ∩ F
(+) sont donc
de degre´ n (en u). On peut donc prolonger φ en un morphisme continu de
la Q-alge`bre large de F+ dans Ω[[u]]. Appliquant ainsi φ aux deux membres
des deux identite´s (5) et (6), on obtient les identite´s (7) et (8).
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5. Applications
Il est e´vident que si F est l’ensemble C des permutations circulaires, le
compose´ partitionnel C(+) est exactement l’ensemble S =
⋃
0≤nSn. On a de
plus Fn ∩ F
(+) = Sn pour n ≥ 0 et Fn ∩ F = Cn pour n ≥ 1. Enfin, si σ est
dans Sn, se rappelant que z(σ) est le nombre des orbites de σ, on voit que
le coefficient (−1)z(σ)+n est la signature ǫ(σ) de σ. Dans ces conditions les
deux identite´s (7) et (8) s’e´crivent :∑
0≤n
un
n!
µ{Sn} = exp
(∑
1≤n
un
n!
µ{Cn}
)
; (9)
(∑
0≤n
un
n!
µ{Sn}
)−1
=
∑
0≤n
(−u)n
n!
µ{Sn}. (10)
ou` µσ = ǫ(σ)µσ pour tout σ ∈ S. Donnons quelques exemples d’application
des formules (9) et (10).
Soit (xn)n≥1 une suite d’inde´termine´es commutatives. Si σ est dans Sn,
posons µσ = xm11 x
m2
2 . . . x
mn
n , ou`, pour tout k ∈ [n ], l’entier mk est le
nombre de cycles de longueur k dans la σ. La fonction µ ainsi de´finie est
multiplicative. Dans ce cas, µ{Sn} est le polynoˆme indicateur de cycles deSn
ou polynoˆme de Bell (cf. [24] p. 68) et (un/n!)µ{Cn} se re´duit a` u
nxn/n
puisque card Cn = (n−1)! La formule exponentielle permet donc de retrouver
l’expression de la fonction ge´ne´ratrice exponentielle de ces polynoˆmes, a`
savoir ∑
0≤n
un
n!
µ{Sn} = exp
(∑
1≤n
un
n
xn
)
.
Un autre exemple de compose´ partitionnel est donne´ par l’ensemble U
des applications ultimement idempotentes, c’est-a`-dire, pour tout n ≥ 0, des
applications f ∈ Fn telles que f
n = fn−1. Conside´rons, en effet, pour tout
entier n ≥ 1, l’ensemble Vn des applications f ∈ Fn, dont l’image de la
(n− 1)ie`me ite´re´e fn−1 soit re´duite a` un seul point. Les e´le´ments de Vn sont
encore appele´s arborescences. Posons V =
⋃
1≤n Vn ; il est alors clair que
le compose´ partitionnel de V est l’ensemble U . Posons Un = Fn ∩ U pour
n ≥ 0 ; on obtient donc pour toute application multiplicative µ : U → Ω,
deux identite´s analogues a` (9) et (10) en substituant Un a` Sn, Vn a` Cn et en
posant µf = (−1)z(f)+n pour tout f ∈ Un (n ≥ 1). On pose naturellement
µU0 = µU0 = 1.
En particulier, prenons pour µ l’application qui envoie sur 1 tout f ∈ U .
Comme on a, de fac¸on e´vidente cardVn = n cardUn−1 pour n ≥ 1, il vient∑
0≤n
un
n!
µ{Vn} = u
∑
0≤n
un
n!
cardUn
et on retrouve, en appliquant la formule (7), ce re´sultat bien connu : que la
se´rie formelle w =
∑
0≤n
(un/n!) cardUn est solution dans Q[[u]] de l’e´quation
w = exp(uw).
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Enfin, prenons pour F l’ensemble G de toutes les applications connexes
de F . Dans ce cas, le compose´ partitionnel de G est F tout entier et l’on
obtient encore, pour toute application multiplicative µ : F → Ω donne´e,
deux identite´s analogues a` (9) et a` (10).
6. Une identite´ entre de´terminants et permanents
Dans l’e´nonce´ qui suit, Ξ est une matrice infinie Ξ = (ξi,j)(i,j=1,2,... ) a`
coefficients dans un anneau commutatif Ω ; on de´signe pour tout n ≥ 1
par Ξn la matrice (ξi,j)(1≤i,j≤n), par det Ξn son de´terminant et par per Ξn
son permanent.
The´ore`me 3.13. — Soient a, b et c trois e´le´ments de Ω et Ξ une
matrice infinie ayant ses coefficients supradiagonaux (resp. diagonaux, resp.
infradiagonaux) e´gaux a` a (resp. b, resp. c). On a l’identite´(
1 +
∑
1≤n
un
n!
per Ξn
)−1
= 1 +
∑
1≤n
(−u)n
n!
det Ξn. (11)
De´monstration. — De´signons par ξi,j les e´le´ments de la matrice Ξ, puis
posons µσ = ξ1,σ(1)ξ2,σ(2) . . . ξn,σ(n) pour tout σ ∈ Sn. Avec les notations de
la proprie´te´ 3.11 (en prenant f = σ), on voit que pour un entier i appartenant
au sous-domaine (i.e. a` l’orbite) Ij , on a ξi,σ(i) = ξτj(i),fj τj(i). On a ainsi
µσ =
∏
j
∏
i ξi,σ(i), ou` j varie dans [r] et ou` i, pour j fixe´, varie dans Ij .
Si i est dans Ij , l’e´le´ment i
′ = τj(i) est dans [card Ij] et l’on a, d’apre`s
ce qui pre´ce`de, µσ =
∏
j
∏
i′ ξi′,fj(i′) =
∏
j µfj . L’application µ est donc
multiplicative et l’on peut e´crire
µ{Sn} =
∑
σ
ξ1,σ(1) · · · ξn,σ(n) = per Ξn;
µ{Sn} =
∑
σ
ǫ(σ)ξ1,σ(1) · · · ξn,σ(n) = det Ξn.
Le the´ore`me 3.13 re´sulte alors de l’identite´ (10).
Remarque 3.14. — Notons que l’identite´ (11) n’est pas vraie pour toutes
les matrices, mais comme l’a remarque´ Kittel [18], on peut construire d’autres
matrices infinies Ξ que celles conside´re´es dans l’e´nonce´ du the´ore`me 3.13 pour
lesquelles l’identite´ (11) est ve´rifie´e. Par exemple, si la premie`re colonne de
la matrice Ξ n’a que des ze´ros, on a per Ξn = det Ξn = 0 pour tout n ≥ 1 et
l’identite´ (11) est trivialement ve´rifie´e.
De meˆme, conside´rons la matrice Ξ de´finie par
ξi,j =
{
1, si 1 ≤ i ≤ j ;
−(i− 1), si 1 ≤ i− 1 = j ;
0, si 1 ≤ j ≤ i− 2.
On obtient facilement per Ξ1 = 1 et per Ξn = 0 pour tout n ≥ 2, ainsi que
det Ξn = n! pour tout n ≥ 1. L’identite´ (11) est encore ve´rifie´e ; on retrouve
en fait l’identite´ (1 + u)−1 =
∑
0≤n(−u)
n.
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Notons enfin le re´sultat e´le´mentaire (pour n ≥ 1)
detΞn =


c(b− a)n − a(b− c)n
c− a
, si c 6= a ;
= (b− a)n−1(b+ (n− 1)a), si c = a.
Portant ces valeurs dans la formule (11), on est conduit a` l’identite´
(
1 +
∑
1≤n
un
n!
per Ξn
)−1
=


c exp((a− b)u)− a exp((c− b)u)
c− a
, si c 6= a;
(1− au) exp((a− b)u), si a 6= b et c = a.
(12)
CHAPITRE IV
FONCTIONS GE´NE´RATRICES
DES POLYNOˆMES EULE´RIENS
1. Fonction ge´ne´ratrice exponentielle de 0An(t), An(t), Bn(t)
Pour σ ∈ Sn (n ≥ 1), nous de´finissons E
′σ ∈ {0, 1}n par la condition
E′σ(k) = 1 ou 0 selon que k est ou non un point fixe de σ. De par la
de´finition de E et ∆E on a donc imme´diatement : |Eσ| = |E′σ| + |∆Eσ|.
Introduisant une nouvelle inde´termine´e t′, nous posons θ′σ = t′|E
′σ|t|∆Eσ| et
An(t, t
′) = θ′Sn (= 1 pour n = 0). Par conse´quent, on a
0An(t) = An(t, t); An(t) = An(t, 1);
An(t, 0) = θ∆E{σ ∈ Sn : |E
′σ| = 0} = θ∆EDn = θEDn = Bn(t).
(Voir la fin du paragraphe 1 du chapitre II.)
The´ore`me 4.1. — On a
A(t, t′, u) =
∑
0≤n
un
n!
An(t, t
′) = exp(ut′ + C(t, u)), (1)
ou`
C(t, u) =
∑
2≤n
un
n!
t An−1(t). (2)
De´monstration. — Que θ′ soit multiplicative de´coule de la proprie´te´ 3.11
et des de´finitions des vecteurs E′σ et ∆Eσ (σ ∈ Sn). Par conse´quent, le mem-
bre de droite de l’identite´ (9) du chapitre III devient exp(
∑
1≤n
(un/n!) θ′{Cn}).
Pour n = 1, on a θ′{Cn} = t
′ et pour n ≥ 2, d’apre`s les proprie´te´s 2.2 et 2.3,
on a : θ′{Cn} = θ∆E{Cn} = t An−1(t).
Le the´ore`me 4.1 nous a donne´ une identite´ sur les polynoˆmes An(t, t
′).
Nous allons maintenant trouver une formule explicite pour la fonction
ge´ne´ratrice A(t, t′, u) en utilisant les re´sultats de la section 6 du chapitre III.
The´ore`me 4.2. — On a :
A(t, t′, u) =
∑
0≤n
un
n!
An(t, t
′) =
1− t
exp((t− t′)u)− t exp((1− t′)u)
. (3)
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En particulier,
A(t, t, u) =
∑
0≤n
un
n!
0An(t) =
1− t
1− t exp((1− t)u)
; (4)
A(t, 1, u) =
∑
0≤n
un
n!
An(t) =
1− t
−t+ exp((t− 1)u)
; (5)
A(t, 0, u) =
∑
0≤n
un
n!
Bn(t) =
1− t
exp(ut)− t exp(u)
. (6)
De´monstration. — Avec les notations du the´ore`me 3.13, si l’on pose a = t,
b = t′ et c = 1, on a pour σ ∈ Sn (n ≥ 1) l’e´galite´ ξ1,σ(1) . . . ξn,σ(n) = θ
′σ ;
soit An(t, t
′) = per Ξn. La premie`re identite´ re´sulte donc de la formule (11)
du chapitre III. En posant successivement t′ = t, puis t′ = 1, enfin t′ = 0, on
obtient les trois suivantes.
Remarque 4.3. — Ces formules peuvent aussi s’obtenir par le proce´de´
suivant. D’apre`s la proprie´te´ 2.2, on a 0An(t) = t An(t) pour tout n ≥ 1 ; on
en tire
A(t, t, u) =
∑
0≤n
un
n!
0An(t) = 1 + t
∑
1≤n
un
n!
An(t),
soit
A(t, t, u) = 1 + t(A(t, 1, u)− 1). (7)
D’autre part, d’apre`s le the´ore`me 3.9 on a
exp(C(t, u)) = A(t, 1, u) exp(−u) (8)
ou encore
A(t, t, u) = exp(ut− u)A(t, 1, u). (9)
Du syste`me forme´ par les deux e´quations (7) et (9), on de´duit imme´diatement
les identite´s (4) et (5). On calcule ensuite C(t, u) en utilisant la formule (8)
et l’on en tire l’identite´ (3) en se servant du the´ore`me 4.1.
Remarque 4.4. — Les formules (4) et (5) sont connues (cf. Riordan [24],
p. 215 et 39). La formule (6) a e´te´ obtenue par Roselle [25], par les me´thodes
traditionnelles du calcul diffe´rentiel et inte´gral, dans le cas particulier ou`
Bn(t) = θMGn (n ≥ 1).
Notons encore que du the´ore`me 4.1 re´sulte imme´diatement, par sim-
ple de´rivation, que la fonction ge´ne´ratrice A = A(t, 1, u) est solution de
l’e´quation diffe´rentielle de Bernoulli :
∂
∂u
A = A(1 + t(A− 1)).
On peut aussi prouver ce re´sultat directement et pour ce faire, nous ferons
la convention suivante que nous utiliserons encore dans la section 2 : si σ est
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dans Sn (n ≥ 1), on conside`re σw comme le mot σ(1)σ(2) . . .σ(n) dont les
lettres sont les e´le´ments de [n ] ; lorsque σ est l’e´le´ment unique σ0 ∈ S0, alors
σw est le mot vide σ0w. Si f = y1y2 . . . ym est un mot dont les lettres y1, y2,
. . . , ym sont des entiers tous distincts, on de´signe par ω l’unique morphisme
surjectif ω : {y1, y2, . . . , ym} → [m ] et l’on note ωf le mot ωy1 ωy2 . . . ω ym.
On pose encore ωσ0w = σ0w.
Prenons alors un mot σw ∈ Sn+1 (n ≥ 0) ; il s’e´crit univoquement
σw = f(n+ 1)f ′. Conside´rons l’application σw 7→ (ωf, ωf ′) ; on a ωf ∈ Sm
et ωf ′ ∈ Sn−m pour un certain m tel que 0 ≤ m ≤ n et puisque ω est un
morphisme strictement croissant, on a encore
|∆Dσ|+ δn,m = |∆Dωf |+ |∆Dωf
′|+ 1
ou`, comme d’usage, δn,m = 1 ou 0 selon que m = n ou m 6= n. D’autre part,
l’image re´ciproque par l’application ci-dessus du couple (τw, τ ′w) ou` τ ∈ Sm
et τ ′ ∈ Sn−m, contient
(
n
m
)
e´le´ments. On en de´duit :
An+1(t) = An(t) + t
∑
0≤m≤n−1
(
n
m
)
Am(t)An−m(t) (n ≥ 0).
Il en re´sulte que la fonction ge´ne´ratrice A = A(t, 1, u) est bien solution de
l’e´quation diffe´rentielle pre´ce´dente. Ce re´sultat a e´te´ e´tabli pour la premie`re
fois par Riordan [23].
2. Fonction ge´ne´ratrice exponentielle des polynoˆmes rAn(t)
Pour r ≥ 1 posons
rAn(t, u) =
∑
r−1≤n
un−r+1
(n− r + 1)!
rAn(t).
On a en particulier 1A(t, u) = A(t, 1, u), dont on connaˆıt de´ja` la formule
explicite (cf. (5)). Le but de la pre´sente section est d’e´tablir l’identite´
remarquable suivante, due a` Riordan ([24] p. 235)
rA(t, u) = (r − 1)!
(
1A(t, u)
)r
.
Construction d’une bijection de
⋃
0≤n
Sn+r−1 sur Sr−1×S
((r)). — Il s’agit
d’une bijection sur le produit carte´sien de Sr−1 par le compose´ partitionnel
marque´ S((r)) (r ≥ 1). Pour de´finir ce dernier, il faut munir l’ensemble S
d’une application λ ; nous prenons naturellement l’application de´finie par
λσ = n⇔ σ ∈ Sn (n ∈ N).
Notons que l’e´le´ment unique σ0 ∈ S0 appartient a` S, satisfait a` λσ0 = 0
et est distinct de l’e´le´ment neutre e du mono¨ıde S∗ pour lequel on a aussi
λe = 0.
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Soit maintenant σ ∈ Sn+r−1 (0 ≤ n) ; le mot σw s’e´crit univoquement
σw = g1i1g2i2 . . . gr−1ir−1gr ou` {i1, i2, . . . , ir−1} = [r−1] et ou` g1, g2, . . . , gr
sont des mots (e´ventuellement vides) dont les lettres sont des entiers. Soient
I1, I2, . . . , Ir les sous-ensembles de N dont les e´le´ments sont respectivement
les lettres des mots g1, g2, . . . , gr. Posant σjw = ωgj pour chaque j ∈ [r]
(ou` ω est le morphisme de´fini a` la fin de la section pre´ce´dente et ou` l’on a
σj = σ0 si le mot gj est vide), on voit imme´diatement que le mot
h = (σ1, I1)(σ2, I2) . . . (σr, Ir)
est un e´le´ment du compose´ partitionnel marque´ S((r)).
On note β′σ (= βh dans les notations du chapitre III) le mot σ1σ2 . . . σr ∈
S∗ de longueur r. Soit ensuite σw la permutation de´finie par σw =
i1i2 . . . ir−1. On a σ ∈ Sr−1 et comme λh = λβ
′σ = λσ1 + · · · + λσr =
λσ − (r − 1) = n, on voit que l’application σ 7→ (σ, h) envoie Sn+r−1 dans
Sr−1 ×S
((r)) ∩ λ−1n. Il est d’autre part imme´diat de ve´rifier que cette ap-
plication est bijective. Ceci ache`ve la construction de la bijection cherche´e.
Maintenant, puisque cardSr−1 est e´gal a` (r − 1)!, on peut e´crire
∑{ β′σ
(λσ − r + 1)!
: σ ∈
⋃
0≤n
Sn+r−1
}
= (r − 1)!
∑{ βh
λh!
: h ∈ S((r))
}
= (r − 1)!
(∑{ σ
λσ!
: σ ∈ S
})r
,
d’apre`s le the´ore`me 3.2. Notant ̟rσ l’image abe´lienne de β
′σ, on obtient
l’identite´ suivante valable dans l’alge`bre large sur Q du mono¨ıde abe´lien S+
∑{ ̟r(σ)
(λσ − r + 1)!
: σ∈
⋃
0≤n
Sn+r−1
}
= (r − 1)!
(∑{ σ
λσ!
: σ∈S
})r
. (10)
Soient enfin µ : S+ → Ω un morphisme dans un mono¨ıde abe´lien Ω et u une
inde´termine´e. Comme de´ja` vu au chapitre III, on ve´rifie que l’application
σ 7→ uλσµσ (σ ∈ S) peut eˆtre prolonge´e en un morphisme continu φ de
la Q-alge`bre large de S+ dans Ω[[u]]. Appliquant φ aux deux membres de
l’identite´ (10), on trouve
∑
0≤n
un
n!
µ̟r{Sn+r−1} = (r − 1)!
(∑
0≤n
un
n!
µ{Sn}
)r
. (11)
The´ore`me 4.5. — Pour r ≥ 1 on a : rA(t, u) = (r − 1)!
(
1A(t, u)
)r
.
De´monstration. — Pour r = 1, il n’y a rien a` prouver. Supposons r ≥ 2 et
prenons pour µ le morphisme prolongeant l’application σ 7→ θ∆Dσ = t|∆Dσ|
au mono¨ıde S+. Si l’on a σ ∈ Sn+r−1 et σw = g1i1g2i2 . . . gr−1ir−1gr
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avec {i1, i2, . . . , ir−1} = [r − 1], il vient |∆Dgj| = |∆Dωgj| (j ∈ [r]),
puisque ω est un morphisme injectif. D’autre part, puisque le mot g1g2, . . . gr
contient toutes les lettres du mot σw supe´rieures ou e´gales a` r, on a
|∆′r−1∆Dσ| =
∑
j |∆Dωgj|, d’ou` µ̟rσ = θ∆
′r−1∆Dσ. On obtient alors,
d’apre`s la proprie´te´ 2.2, µ̟r{Sn+r−1} =
rAn+r−1(t). Comme on a d’autre
part µ{Sn} = An(t), le the´ore`me 4.5 re´sulte de l’identite´ (11).
3. Autres interpre´tations des polynoˆmes eule´riens
Les techniques du chapitre pre´ce´dent pourraient eˆtre applique´es a` d’autres
proble`mes d’e´nume´ration. Par exemple, au lieu d’introduire la fonction
multiplicative θ′ du paragraphe 1, on peut, pour chaque σ ∈ Sn (n ≥ 1),
poser µσ = θ′σ · rz(σ), ou` r est une inde´termine´e et ou` z(σ) est le nombre
de cycles de σ. La fonction µ est e´videmment multiplicative et l’on peut
appliquer la proposition 3.12. De plus, on a, comme dans la de´monstration
du the´ore`me 4.1
µ{Cn} = t
′ r, pour n = 1;
= r θ∆ECn = r tAn−1(t), pour n ≥ 2.
La proposition 3.12 conduit donc a` l’identite´, dans laquelle µ{S0} = 1,∑
0≤n
un
n!
µ{Sn} = exp
(
r(ut′ +
∑
2≤n
un
n!
t An−1(t))
)
. (12)
Le membre de gauche de cette dernie`re identite´ est la fonction ge´ne´ratrice
exponentielle des permutations classe´es a` la fois par nombre de cycles et
par nombre d’exce´dances. Maintenant les identite´s (3) et (12), ainsi que le
the´ore`me 4.1 permettent d’e´crire, lorsque r est un entier positif,∑
0≤n
un
n!
µ{Sn} =
(
A(t, t′, u)
)r
. (13)
On obtient donc d’apre`s (3) la formule explicite de cette fonction ge´ne´ratrice
exponentielle.
Si nous posons identiquement t′ = 1, nous obtenons
µ{Sn} =
∑
{t|∆Eσ|rz(σ) : σ ∈ Sn}
que nous de´signons par Qn(t, r) (n ≥ 1). On posera e´galement Q0(t, r) = 1.
Il re´sulte de (13) que l’on a, lorsque r est un entier positif,
(r − 1)!
∑
0≤n
un
n!
Qn(t, r) = (r − 1)!
(
1A(t, u)
)r
= rA(t, u) [d’apre`s le the´ore`me 4.5]
=
∑
0≤n
un
n!
rAn+r−1(t).
On en de´duit une nouvelle interpre´tation des polynoˆmes rAn(t), a` savoir
rAn+r−1(t) = (r − 1)!Qn(t, r) (r ≥ 1). (14)
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Enfin, de´signons par s(σ) le nombre des e´le´ments saillants de la suite σw
ou` σ ∈ Sn (n ≥ 1). Comme l’on a |Mσˆ| + |∆Eσ| = n et s(σˆ) = z(σ), on
obtient ∑
{t|Mσ|rs(σ) : σ ∈ Sn} = t
n
∑
{t−|∆Eσ|rz(σ) : σ ∈ Sn}
= tnQn(t
−1, r). (15)
Le premier membre de l’identite´ (15) est le polynoˆme ge´ne´rateur des per-
mutations σ ∈ Sn classe´es a` la fois suivant leur nombre d’e´le´ments saillants
et leur nombre de monte´es. Ce polynoˆme ge´ne´rateur a e´te´ conside´re´ pour la
premie`re fois par Dillon et Roselle [10] qui ont a` son sujet prouve´ un cer-
tain nombre d’identite´s, qu’on pourrait retrouver a` partir des formules (14)
et (15) et des re´sultats de ce chapitre.
Enfin, notons que la proprie´te´ 2.6 fait apparaˆıtre que les coefficents des
polynoˆmes rAn(t) sont tous divisibles par r! (ce que ne fait pas apparaˆıtre le
the´ore`me 4.5). Si donc on pose
rAn(t) = r!
rPn(t),
il semble inte´ressant d’obtenir une interpre´tation pour les polynoˆmes rPn(t)
(0 ≤ r ≤ n).
D’abord, si r = n, on a rPn(t) = 1 et pour r = 0 et 1, on a
rPn(t) =
rAn(t).
On fait donc l’hypothe`se 2 ≤ r ≤ n−1. La restriction de tout σ ∈ Sn a` [n−r]
est une injection de [n − r] dans [n ] que nous noterons φσ. L’application φ
est e´videmment une surjection de Sn sur l’ensemble In−r,n des injections de
[n − r] dans [n ] telle que l’image inverse de tout τ ∈ In−r,n a r! e´le´ments.
Introduisons l’application Λ de Np (p ≥ 1) dans lui-meˆme envoyant chaque
vecteur (x1x2, . . . , xp) sur ((x1 − 1)+, (x2 − 1)+, . . . , (xp − 1)+). On a ainsi
∆ = ∆′′Λ = Λ∆′′ et ∆r = ∆′′rΛr pour r ≥ 1. De´finissant le vecteur-
exce´dance d’une injection de fac¸on e´vidente, on a ainsi
∆rEσ =
(
(σ(1)− r)+, . . . , (σ(n− r)− r)+
)
= ΛrEφσ.
D’ou` l’on de´duit ∆rESn = r! Λ
rE In−r,n et par suite
rAn(t)
1
r!
= rPn(t) = θΛ
rE In−r,n.
Cette dernie`re interpre´tation des polynoˆmes rAn(t)/r! est due a` Strosser [28].
CHAPITRE V
LES SOMMES ALTERNE´ES An(−1) ET Bn(−1)
1. Distribution du nombre des descentes sur S′n
Nous attachons a` chaque σ ∈ S′n (= {σ ∈ Sn : σ(1) = n}) un mot note´
V (σ) = v1v2 . . . vn dans les lettres de l’alphabet X = {m,m, d, d} par les
re`gles suivantes, ou`, par de´finition, σ(n+ 1) = σ(1) (= n).
(1) Pour chaque j ∈ [n ], on a vj ∈ {d, d} ou vj ∈ {m,m} selon que
σ(j) > σ(j + 1) ou σ(j) < σ(j + 1) ;
(2) si vj ∈ {d, d}, j ∈ [n − 1], on a vj = d ou d selon que vj+1 est dans
{d, d} ou dans {m,m} ;
(3) si vj ∈ {m,m}, (2 ≤ j ≤ n), on a vj = m ou m selon que vj−1 est
dans {m,m} ou dans {d, d}.
En raison de σ(1) = σ(n + 1) = n, on a toujours v1 ∈ {d, d}, vn ∈
{m,m} et les seules occurrences des lettres d et m se rencontrent dans
les facteurs vjvj+1 = dm correspondant aux indices j ∈ [n − 1] tels que
σ(j) > σ(j + 1) < σ(j + 2). Par exemple, pour σ(w) = (7, 1, 4, 6, 3, 2, 5), on
aurait V (σ) = dmmddmm.
Introduisons maintenant pour tout lettre x et tout mot g la de´rivation
g (∂/∂x) envoyant chaque mot f = x1x2 . . . xp sur l’ensemble ponde´re´ forme´
de tous les mots obtenus en remplac¸ant dans f chaque occurrence de la
lettre x par le mot g. Formellement, g (∂/∂x) est l’ope´rateur line´aire de´fini
par sa restriction a` X , a` savoir(
g
∂
∂x
)
x′ =
{
g, si x′ = x ;
x′, si x′ ∈ X \ {x} ;
et par l’identite´ (
g
∂
∂x
)
ff ′ =
(
g
∂
∂x
)
f · f ′ + f ·
(
g
∂
∂x
)
f ′.
Donc si f = f1xf2x . . . fr−1xfr, ou` les fi ne contiennent pas la lettre x, l’on
aura :(
g
∂
∂x
)
f = f1gf2x . . . fr−1xfr+f1xf2g . . . fr−1xfr+ · · ·+f1xf2x . . . fr−1gfr.
Par exemple, on a :(
dm
∂
∂m
)
(dmmddmm) = dmdmddmm+ dmmddmdm.
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Lemme 5.1. — Soit
∇ =
(
d d
∂
∂d
)
+
(
mm
∂
∂m
)
+
(
dm
∂
∂d
)
+
(
dm
∂
∂m
)
.
On a identiquement : VS′n = ∇VS
′
n−1 (n ≥ 2).
De´monstration. — Il existe une bijection de S′n−1× [n ] sur S
′
n envoyant
chaque (σ′, k) ∈ S′n−1 × [n ] sur la permutation σ ∈ S
′
n telle que σw soit
obtenue en ajoutant 1 a` tous les chiffres de σ′w et en inse´rant 1 entre le
kie`me et le (k+ 1)ie`me terme de σ′w. Soit V (σ′) = v′1v
′
2 . . . v
′
n−1 et supposons
v′k ∈ {d, d} c’est-a`-dire 1 ≤ k ≤ n − 2 et σ
′(k) > σ′(k + 1). On a
σ(k) = 1 + σ′(k) > σ(k + 1) = 1 < σ(k + 2) = 1 + σ′(k + 1), donnant
dans V (σ) le facteur vkvk+1 = dm. Maintenant :
(i) si v′k = d, c’est-a`-dire si v
′
k+1 = m et σ
′(k + 1) < σ′(k + 2), on a
vk+2 = m puisque σ(k+2) = 1+σ
′(k+1) < σ(k+3) = 1+σ′(k+2) et toute
l’ope´ration e´quivaut au remplacement de v′k+1 = m par vk+1vk+2 = mm.
Remarquons qu’avec nos conventions, si k = n− 2, on a σ′(k+ 2) = σ′(n) =
σ′(1) = n− 1.
(ii) si v′k = d, c’est-a`-dire si σ
′(k+1) < σ′(k+2), on a encore vk+2 ∈ {d, d}
et V (σ) est de´duit de V (σ′) en remplac¸ant v′k = d par vkvk+1 = dm. Un
raisonnement analogue s’applique si v′k = m ou m.
Notons maintenant α le morphisme canonique envoyant le mono¨ıde libre
engendre´ par {m,m, d, d} sur le mono¨ıde commutatif libre de meˆme base.
The´ore`me 5.2. — Il existe des entiers positifs cn,k tels que
αVS′n =
∑
2≤2k≤n
cn,k (dm)
k (d+m)n−2k (n ≥ 2).
De´monstration. — Pour n = 2, on a VS′n = dm et le re´sultat s’en de´duit
par induction sur n puisque ∇ commute avec α.
Remarque 5.3. — Les coefficients cn,k des polynoˆmes αVS
′
n obe´issent a`
des relations de re´currence qu’il est facile d’e´tablir. Posons, par convention,
cn,k = 0 si k ≤ 0 ou si 2k ≥ n+ 1; on alors les deux relations :
c2,1 = 1 et pour n ≥ 3, k ≥ 1,
cn,k = kcn−1,k + 2(n+ 1− 2k)cn−1,k−1.
Remarque 5.4. — La fonction ge´ne´ratrice des nombres cn,k est donne´e
par Barton & David ([3] p. 180, voir aussi [17]). La the´orie de ces auteurs se
rattache aux conside´rations pre´sentes en utilisant l’observation suivante dont
la de´monstration est laisse´e au lecteur.
Pour σ ∈ Sn−1, soit σ
′ ∈ S′n de´finie par σ
′(1) = n, σ′(1 + j) =
n + 1 − σ(n − j). Le nombre des facteurs d ou d de V (σ′) surpasse de 1 le
nombre des j ∈ [n−1] tels que σ(j) > σ(j−1) et le nombre de facteurs dm de
V (σ′) est e´gal au nombre des j ∈ [n− 2] tels que σ(j) > σ(j+1) < σ(j+2),
augmente´ d’une unite´.
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2. Applications aux polynoˆmes eule´riens
Le the´ore`me 5.2 va nous permettre de donner une interpre´tation combina-
toire aux nombres An(−1). Il est commode, tout d’abord, de noter la relation
suivante sur les cardinaux des ensembles Tn des permutations alterne´es (cf.
chap. I, § 9).
Proprie´te´ 5.5. — Pour p ≥ 1, on a : card T2p−1 = card T2p ∩S
′
2p.
De´monstration. — En effet, l’application qui envoie chaque σ′ ∈ S′n
telle que V (σ′) = (dm)p (n = 2p ≥ 2) sur l’e´le´ment σ ∈ Sn−1 de´fini par
σ(j) = σ′(j + 1) (j ∈ [n− 1]), est une bijection sur Tn−1. D’autre part, il est
clair que l’on a : T2p ∩S
′
2p = {σ
′ ∈ S′2p : V (σ
′) = (dm)p}.
The´ore`me 5.6. — Pour n ≥ 2 on a l’identite´ :
t An−1(t) =
∑
2≤2k≤n
cn,k t
k(1 + t)n−2k. (1)
De plus, pour p ≥ 1, on a :
A2p(−1) = 0 et (−1)
p−1A2p−1(−1) = card T2p−1.
De´monstration. — Pour σ′ ∈ S′n, le nombre des occurrences des lettres d
ou d dans V (σ′) est e´gal a` |∆Dσ′|, puisque l’on a vn ∈ {m,m}. Or d’apre`s
les proprie´te´s 2.2 et 2.3, on a θ∆DS′n =
0An−1(t) = t An−1(t). On en de´duit
que t An−1(t) est obtenu en faisant d = d = t et m = m = 1 dans θVS
′
n. La
formule (1) re´sulte alros du the´ore`me 5.2.
D’autre part, le second membre de la formule (1) admet le facteur (1 + t)
si n est impair. On en conclut que A2p(−1) est nul pour p ≥ 1. Au contraire,
pour n = 2p ≥ 2, on voit que c2p,p = (−1)
p−1A2p−1(−1). Or
c2p,p = card{σ
′ ∈ S′2p : V (σ
′) = (md)p} = card T2p ∩S
′
2p = card T2p−1,
d’apre`s la proprie´te´ 5.5. Le the´ore`me 5.6 en re´sulte.
3. Applications aux polynoˆmes Bn(t)
Nous donnons enfin des identite´s analogues a` celles du the´ore`me 4.6,
concernant les polynoˆmes Bn(t) = θEDn = θMGn, ou` comme pre´ce´demment
Dn = {σ ∈ Sn : σ(j) 6= j}; Gn = {σ ∈ Sn : 1 6= σ(1), 1+ σ(j) 6= σ(j+1)}.
Pour de´montrer le the´ore`me 5.9 ci-dessous, nous allons de nouveau appliquer
la formule exponentielle et utiliser les proprie´te´s e´le´mentaires des permuta-
tions et de la transformation fondamentale du chapitre I. Pour n = 2p ≥ 2 et
σ ∈ Sn, nous posons µσ = 1 si et seulement si σ est biexce´de´e, c’est-a`-dire
si σ ∈ B (cf. chap. 1, § 9) et µσ = 0 dans les autres cas.
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Lemme 5.7. — L’application µ est multiplicative. En d’autres termes, σ
est une permutation biexce´de´e, si tous les termes de sa factorisation cano-
nique sont aussi des permutations biexce´des.
De´monstration. — Ce lemme re´sulte encore de la proprie´te´ 3.11. Soit
σ1σ2 . . . σr la de´composition en produit de cycles disjoints d’une permutation
σ ∈ B et (f1, I1)(f2I2) · · · (fr, Ir) sa factorisation canonique. Avec les meˆmes
notations que dans la proprie´te´ 3.11, on a fj = τjσjτ
−1
j (j ∈ [r]). Par
suite, i < σ(i) ⇔ τj(i) < fjτj(i) et i < σ
−1(i) ⇔ σσ−1(i) < σ−1(i) ⇔
fjτjσ
−1(i) < τjσ
−1(i) ⇔ τj(i) < f
−1
j τj(i), puisque les entiers i et σ
−1(i)
appartiennent a` la meˆme orbite. On a les meˆmes e´quivalences en remplac¸ant
le symbole “<” par “>”.
Lemme 5.8. — Pour p ≥ 1 on a :
µ{S2p} = cardB2p et µ{S2p−1} = µ{C2p−1} = 0; (2)
µ{C2p} = cardB2p ∩ C2p = card T2p ∩S
′
2p. (3)
De´monstration. — Les relations (2) re´sultent de la de´finition de µ et
de la proposition 1.14. D’apre`s la proprie´te´ 1.10 et la proposition 1.14, la
transformation fondamentale σ 7→ σˆ est une bijection de B2p ∩ C2p sur
T2p ∩S
′
2p. La relation (3) est ainsi ve´rifie´e.
Pour la de´monstration du the´ore`me ci-dessous, l’utilisation des nombres
complexes est une simple commodite´ d’e´criture e´vitant de recourir au produit
d’Hadamard.
The´ore`me 5.9. — Pour p ≥ 1 on a :
B2p−1(−1) = 0 et (−1)
pB2p(−1) = card T2p.
De´monstration. — On applique la formule (9) du chapitre III avec
l’application multiplicative µ du lemme 5.7. D’apre`s (2), le premier membre
de cette formule s’e´crit : 1+
∑
1≤n
(un/n!) cardBn. Maintenant pour p ≥ 1 on a
µ{C2p} = card T2p ∩S
′
2p [d’apre`s (3)]
= card T2p−1 [d’apre`s la proprie´te´ 5.5]
= (−1)p−1A2p−1(−1). [d’apre`s le the´ore`me 5.6]
Compte-tenu de la relation (2) le second membre de la formule (9) du
chapitre III s’e´crit donc
exp
(∑
1≤p
u2p
(2p)!
(−1)p−1A2p−1(−1)
)
.
En utilisant le fait que An(−1) = 0 si n est pair, on en de´duit :∑
0≤n
un
n!
cardBn = exp
(∑
2≤n
(iu)n
n!
(−1)An−1(−1)
)
,
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ou` i est le nombre complexe de module 1 et d’argument π/2. Or le membre
de droite de cette dernie`re e´quation est la valeur pour t = −1 de l’expression
exp
(∑
2≤n
(iu)n
n!
t An−1(t)
)
,
qui d’apre`s le the´ore`me 4.1 est e´gale a`∑
0≤n
(iu)n
n!
Bn(t).
En identifiant terme a` terme, il en re´sulte que l’on a Bn(−1) = 0 si n est
impair et que pour n = 2p, on a (−1)pB2p(−1) = cardB2p = card T2p d’apre`s
la proposition 1.14.
4. Les de´veloppements de tg u et de 1/ cosu
De l’identite´ (5) du the´ore`me 4.2, on tire
∑
0≤n
(iu)n
n!
An(−1) =
2
1 + e−2iu
,
qu’on peut re´crire∑
1≤n
u(iu)n−1
n!
An(−1) =
1− e−2iu
i(1 + e−2iu)
= tg u,
soit, en utilisant le the´ore`me 5.6,
tg u =
∑
1≤p
u2p−1
(2p− 1)!
card T2p−1. (4)
De meˆme, d’apre`s l’identite´ (6) du the´ore`me 4.2, on a∑
0≤n
(iu)n
n!
Bn(−1) =
2
e−iu + eiu
=
1
cosu
.
D’apre`s le the´ore`me 5.9, on de´duit donc :
1
cosu
= 1 +
∑
1≤p
u2p
(2p)!
card T2p. (5)
Les identite´s (4) et (5) sont dues a` De´sire´ Andre´ [1]. Nous avons pu les e´tablir
ici sans recourir aux me´thodes traditionnelles du calcul diffe´rentiel et inte´gral,
en n’utilisant que l’identite´ de Cauchy et des constructions sur la cate´gorie
des ensembles totalement ordonne´s finis.
Nous laissons au lecteur l’amusement de ve´rifier par les meˆmes techniques
la formule e´le´mentaire
1
cosu
= exp
(∫
tg u du
)
en utilisant une de´finition approprie´e de l’inte´grale.
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5. Table des nombres d’Euler
On a souvent appele´ nombres d’Euler les coefficients du de´veloppement de
tg u et de 1/ cosu. Les valeurs nume´riques de ces premiers coefficients ont de´ja`
e´te´ obtenues par Euler lui-meˆme (voir [16], p. 299–301). Nous reproduisons
ci-dessous ces premie`res valeurs. Rappelons que pour n ≥ 1 on note Tn le
sous-ensemble de Sn forme´ par les permutations alterne´es, qu’on a ensuite
les identite´s
(−1)p−1A2p−1(−1) = card T2p−1; (−1)
p−1B2p(−1) = card T2p (p ≥ 1).
Le tableau des quantite´s tn = card Tn pour n = 1, 2, . . . , 14 est alors le
suivant.
n tn
1 1
2 1
3 2
4 5
5 16
6 61
7 272
8 1385
9 7936
10 50521
11 353792
12 2702765
13 22368256
14 199360981
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