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ANALYSE MICRO-LOCALE ℓ-ADIQUE EN CARACTE´RISTIQUE p > 0
LE CAS D’UN TRAIT
AHMED ABBES, TAKESHI SAITO
Re´sume´. Nous de´veloppons, pour un faisceau e´tale ℓ-adique sur un trait complet de caracte´ris-
tique p > 0, la notion de varie´te´ caracte´ristique. Notre approche, inspire´e de l’analyse micro-locale
de Kashiwara et Schapira, est un pendant faisceautique de notre the´orie de ramification des corps
locaux a` corps re´siduel quelconque. Nous pre´sentons la principale proprie´te´ que devrait satisfaire
la varie´te´ caracte´ristique (conjecture de l’isoge´nie), et nous la de´montrons pour les faisceaux de
rang un sans restriction sur le trait, ou inconditionnellement sur le faisceau si le corps re´siduel
du trait est parfait.
Abstract. We develop, for an ℓ-adic e´tale sheaf on a complete trait of characteristic p > 0, the
notion of characteristic variety. Our approach, inspired by the microlocal analysis of Kashiwara
and Schapira, is a complement to our ramification theory for local fields with general residue
fields. We formulate the main property that should be satisfied by the characteristic variety
(the isogeny conjecture), and prove it for rank one sheaves unconditionally on the trait, or
unconditionally on the sheaf if the residue field of the trait is perfect.
1. Introduction
Ce travail s’inscrit dans un projet consacre´ a` ge´ne´raliser, pour les faisceaux e´tales ℓ-adiques sur
une varie´te´ de caracte´ritique p > 0 (avec ℓ 6= p), la notion emprunte´e a` la the´orie des D-modules de
varie´te´ caracte´ristique. Pour un D-module cohe´rent sur une varie´te´ analytique complexe, la the´orie
d’analyse micro-locale de Kashiwara et Schapira permet de reconstruire la varie´te´ caracte´ristique
a` partir du complexe de ses solutions holomorphes ([12] 11.3.3). C’est donc tout naturellement que
nous nous en inspirons pour notre projet. Il y a eu une premie`re tentative dans cette direction due
a` Verdier [18] ; elle n’a pas abouti car le foncteur de spe´cialisation de Verdier tue la ramification
sauvage.
Dans cet article, nous de´veloppons la variante locale en codimension un du projet. Conside´rons
un corps parfait k de caracte´ristique p > 0 et un anneau de valuation discre`te complet R qui est
une k-alge`bre, dont le corps re´siduel est de type fini sur k. On pose S = Spec(R), η (resp. s) son
point ge´ne´rique (resp. ferme´), η un point ge´ome´trique ge´ne´rique de S et s le point ge´ome´trique
localise´ en s correspondant. Soit D un diviseur effectif de S. Suivant Raynaud, on introduit dans
(3.6) un ouvert (S ×k S)(D) de l’e´clatement de S ×k S le long de D diagonalement plonge´, de´fini
par une condition de valuation. On l’appelle dilatation de D et on le conside`re comme un S-sche´ma
par la seconde projection. Sa fibre ge´ne´rique est isomorphe a` S ×k η et sa fibre au dessus de D
est isomorphe au fibre´ vectoriel TD = V(Ω
1
R ⊗R OD(D)) ; on pose T
t
D le fibre´ vectoriel dual sur
D. On peut voir dans cette construction une analogie avec la de´formation au coˆne normal de
Grothendieck, qui est aussi un exemple de dilatation (2.11).
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Soit Λ un anneau commutatif noethe´rien annule´ par un entier inversible dans k. On de´finit,
pour les faisceaux e´tales en Λ-modules sur S ×k η, le foncteur νD de spe´cialisation le long de D
comme e´tant le foncteur des cycles proches de (S ×k S)(D), et le foncteur µD de micro-localisation
le long de D comme e´tant la transforme´e de Fourier-Deligne de νD relativement a` un caracte`re
additif non-trivial.
L’anneau R apparaˆıt comme l’anneau local comple´te´ d’un k-sche´ma lisse X en un point de
codimension 1. Il est beaucoup plus aise´ de travailler avec le S-sche´ma (X ×k S)(D) obtenu en
dilatant X ×k S, plutoˆt que (S ×k S)(D). Pour de´montrer nos re´sultats, nous nous y ramenons par
alge´brisation. Pour les applications ge´ome´triques que nous avons en vue, un tel sche´ma X s’impose
naturellement. Donc on aurait pu se limiter a` ce cadre, mais cela aurait l’inconve´nient de rendre
la the´orie locale de´pendante d’un choix superflu. Il est aussi possible de dilater le sche´ma formel
comple´te´ de S×k S le long de D diagonalement plonge´, ce qui reviendrait a` comple´ter (S×k S)(D)
le long de sa fibre spe´ciale. Nous avons choisi de ne pas poursuivre cet approche ici car elle requie`re
le de´veloppement du formalisme e´tale pour le sche´ma formel ainsi obtenu et pour sa fibre rigide
au sens de Raynaud. Nous reviendrons a` cet aspect dans un travail ulte´rieur.
Soient F un faisceau e´tale constructible en Λ-modules plats sur η, F! son extension par 0
a` S. Notre ide´e principale, inspire´e de la the´orie de Kashiwara et Schapira, est de conside´rer le
support CD(F ) dans T
t
D = T
t
D ×D s du complexe µD(F! ⊠ Λ), ou` D est un divisieur critique
pour F . Pour de´finir ces diviseurs, on utilise la the´orie de ramification pour les corps locaux a`
corps re´siduel quelconque [1], dont ce travail est un pendant faisceautique. Nous avons de´fini dans
loc. cit. une filtration de´croissante, exhaustive et se´pare´e (Ga)a∈Q≥0 de G = Gal(η/η) par des
sous-groupes ferme´s distingue´s. Les pentes critiques de F sont les nombres rationnels r ≥ 0 tel que
(Fη)G
r
( (Fη)G
r+
. Ces derniers n’e´tant pas entiers en ge´ne´ral, nous sommes amene´s a` modifier
notre construction en remplac¸ant le second facteur de S ×k S par une extension finie.
Supposons que F ait une unique pente critique r > 1, et pour simplifier l’introduction que r soit
entier, ce qui de´termine un diviseur effectif D de S. Nous conjecturons que CD(F ) est un ensemble
fini de points du fibre´ vectoriel T
t
D ne contenant pas l’origine (9.3). Concre`tement, cela permet
d’associer a` F un nombre fini de formes diffe´rentielles “tordues” non-nulles. En homoge´ne´isant
CD(F ), on obtient la varie´te´ caracte´ristique de F (9.6). Cette de´finition ne depend pas du caracte`re
additif choisi.
Notre re´sultat principal est la de´monstration de la conjecture ci-dessus en rang un. Pour ce
faire, on compare notre approche a` la the´orie de ramification de Kato pour les caracte`res [13].
On montre (9.9) que la pente critique d’un faisceau de rang un correspond a` son conducteur de
Swan, et le support CD(F ) a` son conducteur de Swan raffine´. On retrouve en fait la variante de
la the´orie de Kato modifie´e par Matsuda [11] ; mais on de´veloppe aussi une variante logarithmique
qui correspond exactement a` la the´orie de Kato en rang un (9.10). Enfin, on de´montre la conjecture
inconditionnellement si le corps re´siduel de R est k, donc parfait (9.14).
L’article se compose de deux parties qui ont chacune ses propres notations. La premie`re partie
de´veloppe la notion ge´ome´trique de dilatation. La seconde partie est consacre´e a` l’analyse micro-
locale ; les constructions principales sont introduites dans les sections 7 et 8 ; les principaux re´sultats
sont e´nonce´s dans la section 9 et de´montre´s dans les sections 12 et 13. La the´orie de ramification
des caracte`res d’Artin-Schreier-Witt de Kato est reprise entie`rement dans les sections 10 et 11.
Enfin, on calcule dans la dernie`re section les invariants de ramification de´finis dans cet article en
termes d’invariants plus classiques sous l’hypothe`se que le corps re´siduel de R est k.
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Premie`re partie 1. Dilatations
2. Rele`vement d’un morphisme aux sche´mas e´clate´s
2.1. Soient S, S′ deux anneaux gradue´s a` degre´s positifs, θ : S′ → S un homomorphisme d’anneaux
gradue´s. Suivant EGA II 2.8.1, on de´signe par G(θ) la partie ouverte de X = Proj(S) re´union des
D+(θ(f
′)), ou` f ′ parcourt l’ensemble des e´le´ments homoge`nes de S′+. En vertu de loc. cit. 2.8.2 et
2.8.3, il existe un morphisme affine canonique du sche´ma induit G(θ) dans Proj(S′), dit associe´ a` θ.
Soient S′′ un troisie`me anneau gradue´ a` degre´s positifs, θ′ : S′′ → S′ un homomorphisme d’anneaux
gradue´s, et posons θ′′ = θ ◦ θ′. D’apre`s loc. cit. 2.8.4, on a G(θ′′) ⊂ G(θ), et si ϑ, ϑ′ et ϑ′′ sont les
morphismes associe´s a` θ, θ′ et θ′′, on a ϑ(G(θ′′)) ⊂ G(θ′) et ϑ′′ = ϑ′ ◦ (ϑ|G(θ′′)).
2.2. Soient Y un sche´ma, S , S ′ deux OY -alge`bres gradue´es quasi-cohe´rentes a` degre´s positifs ;
posons X = Proj(S ), X ′ = Proj(S ′), et soient p, p′ les morphismes structuraux de X et X ′
dans Y . Soit θ : S ′ → S un OY -homomorphisme d’alge`bres gradue´es. Pour tout ouvert affine
U de Y , on pose SU = Γ(U,S ), S
′
U = Γ(U,S ) ; l’homomorphisme θ de´finit un homomorphisme
θU : S
′
U → SU de AU -alge`bres gradue´es ; en posant AU = Γ(U,OY ). Il lui correspond dans p
−1(U)
un ensemble ouvertG(θU ) et un morphisme ϑU : G(θU )→ p
′−1(U). D’apre`s EGA II 3.5.1, il existe
une partie ouverte G(θ) de X et un Y -morphisme affine ϑ : G(θ) → X ′ dit associe´ a` θ, tels que,
pour tout ouvert affine U de Y , G(θ) ∩ p−1(U) = G(θU ) et ϑU soit la restriction de ϑ au dessus
de U .
2.3. Soient X,Y deux sche´mas, f : Y → X un morphisme, D (resp. E) un sous-sche´ma ferme´
de X (resp. Y ) de´fini par un ide´al quasi-cohe´rent I (resp. J ) de OX (resp. OY ), i : D → X
et j : E → Y les injections canoniques. On de´signe par X ′ l’e´clatement de D dans X et par Y ′
l’e´clatement de E dans Y . On suppose que f ◦ j soit majore´ par i ; il revient au meˆme de dire que
f∗(I )OY ⊂ J . Par suite, on a un homomorphisme de OY -alge`bres gradue´es
(2.3.1) θ : f∗(⊕n≥0I
n)→ ⊕n≥0J
n
qui de´termine par (2.2) un ensemble ouvert Y ′(D) = G(θ) de Y
′ et un morphisme ϑ : Y ′(D) →
Y ×X X
′.
De´finition 2.4 (Raynaud [4] 3.2). On appelle Y ′(D) la dilatation de E par rapport a` D, ϑ : Y
′
(D) →
Y ×X X
′ le morphisme canonique, et le compose´ f ′ : Y ′(D) → X
′ de ϑ et de la projection canonique
le rele`vement canonique de f .
2.5. Sous les hypothe`ses de 2.3, si E est l’image re´ciproque de D, ce qui revient a` dire que
f∗(I )OY = J , alors Y ′(D) = Y
′ et le morphisme canonique ϑ est une immersion ferme´ (EGA II
3.6.2). Si de plus E est un diviseur de Cartier de Y , alors Y ′ est isomorphe a` Y et le rele`vement
canonique f ′ : Y → X ′ traduit la proprie´te´ universelle des e´clatements.
2.6. Conservons les hypothe`ses de 2.3, de plus soient Z un troisie`me sche´ma, g : Z → Y un
morphisme, F un sous-sche´ma ferme´ de Z, k : F → Z l’injection canonique, Z ′ l’e´clatement de F
dans Z. On suppose que g ◦ k soit majore´ par j. On peut alors conside´rer les dilatations de F par
rapport a` E ou a` D, et les morphismes canoniques ϑ′ : Z ′(E) → Z ×Y Y
′ et ϑ′′ : Z ′(D) → Z ×X X
′.
Il re´sulte de 2.1 qu’on a Z ′(D) ⊂ Z
′
(E), ϑ
′(Z ′(D)) ⊂ Z ×Y Y
′
(D) et ϑ
′′ = (Z ×Y ϑ) ◦ (ϑ
′|Z ′(D)).
Proposition 2.7. Les hypothe`ses e´tant celles de (2.3), de plus soit g : Z → Y un morphisme tel
que l’ide´al J OZ soit inversible et I OZ = J OZ . Alors le rele`vement canonique g′ : Z → Y ′ de g
se factorise a` travers l’ouvert Y ′(D) de Y
′
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En effet, Z s’identifie aux dilatations de g−1(E) = g−1(f−1(D)) par rapport a` E ou a` D (2.5).
Donc la proposition re´sulte de la fonctorialite´ des dilatations (2.6).
Proposition 2.8. Sous les hypothe`ses de (2.3), on a l’e´galite´ des ide´aux
(2.8.1) (I OY ′)|Y
′
(D) = (J OY ′)|Y
′
(D)
et Y ′(D) est l’ouvert maximal de Y
′ ou` cette relation est satisfaite.
Comme I OY ′ ⊂ J OY ′ et J OY ′ est un ide´al inversible, (I OY ′) ⊗ (J OY ′)−1 est un ide´al
quasi-cohe´rent de OY ′ ; il de´finit un sous-sche´ma ferme´ de Y ′ dont le comple´mentaire U est l’ouvert
maximal de Y ′ tel que (I OY ′)|U = (J OY ′)|U . Il re´sulte de 2.7 que U est contenu dans Y ′(D).
Pour e´tablir l’e´galite´ U = Y ′(D), il suffit de montrer la relation (2.8.1). La question e´tant locale
sur X et Y , on peut supposer que X = Spec(A) et Y = Spec(B) soient affines ; donc f est de´fini
par un homomorphisme u : A→ B. Soient I (resp. J) l’ide´al de A (resp. B) tel que I = I˜ (resp.
J = J˜). On pose S = ⊕n≥0Jn, de sorte que Y ′ = Proj(S). Pour a ∈ J , si on note a′ l’e´le´ment a
vu comme un e´le´ment homoge`ne de degre´ un de S, l’image inverse de a engendre l’ide´al JOY ′ sur
l’ouvert D+(a
′). Donc l’inclusion IOY ′ ⊂ JOY ′ induit une e´galite´ sur les ouverts D+(u(a)
′) pour
a ∈ I. Mais on a Y ′(D) = ∪a∈ID+(u(a)
′), ce qui entraˆıne (2.8.1) et ache`ve la preuve.
Corollaire 2.9. Sous les hypothe`ses de (2.6), on a Z ′(D) = g
′−1(Y ′(D)) ou` g
′ : Z ′(E) → Y
′ est le
rele`vement canonique de g.
On pose U = g′−1(Y ′(D)) et on note K l’ide´al de OZ qui de´finit F . On sait (2.6) que Z
′
(D) ⊂
U ⊂ Z ′(E). D’autre part, on a (I OY ′)|Y
′
(D) = (J OY ′)|Y
′
(D) et (J OZ′ )|Z
′
(E) = (K OZ′)|Z
′
(E).
Donc (I OZ′)|U = (K OZ′)|U , ce qui entraˆıne que U ⊂ Z ′(D) (2.7).
Corollaire 2.10. Les hypothe`ses e´tant celles de (2.3), de plus notons E′ le diviseur exceptionnel
sur Y ′, c’est a` dire l’image re´ciroque de E sur Y ′, E′(D) sa restriction a` Y
′
(D). Alors le diagramme
E′(D) //

Y ′(D)

D // X
est carte´sien.
Cela re´sulte de la relation (2.8.1).
2.11. Soient k un corps, Y un k-sche´ma, X un sous-sche´ma ferme´ de Y , i : X → Y l’injection
canonique. Conside´rons le diagramme commutatif
X
j //

A1Y
π

Spec(k) s0
// A1k
ou` π est la projection canonique, s0 est la section nulle de A
1
k et j est le compose´ de i et de la
section nulle de A1Y . La dilatation de X dans A
1
Y par rapport a` l’origine de A
1
k n’est autre que
l’espace total de la de´formation au coˆne normal ; sa restriction au dessus de Gm,k est isomorphe a`
Gm,Y et sa fibre au dessus de l’origine de A
1
k est isomorphe au coˆne normal de X dans Y .
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3. Dilatation le long d’une section
3.1. Soient X,Y deux sche´mas, f : Y → X un morphisme se´pare´, g : X → Y une section de
f ; donc g est une immersion ferme´e. Soient D un sous-sche´ma ferme´ de X , i : D → X l’injection
canonique. L’immersion compose´e g◦i : D → Y de´termine un sous-sche´ma ferme´ de Y qu’on notera
simplement g(D). On de´signe par X[D] l’e´clatement de D dans X , par Y[D] l’e´clatement de g(D)
dans Y et par Y(D) la dilatation de g(D) par rapport a` D (2.4). On dira que Y(D) est la dilatation
de Y le long de la section g d’e´paisseur D. On notera E[D] (resp. E(D)) le diviseur exceptionnel sur
Y[D] (resp. Y(D)). D’apre`s 2.8 et 2.10, on a un diagramme commutatif canonique a` carre´s carte´siens
(3.1.1) E(D) //

Y(D)

Y ×X Uoo

D // X Uoo
3.2. Les hypothe`ses e´tant celles de (3.1), de plus soient u : X ′ → X un morphisme, D′ = u−1(D)
l’image re´ciproque de D sur X ′, Y ′ = X ′ ×X Y , f
′ : Y ′ → X ′ et v : Y ′ → Y les projections
canoniques, g′ : X ′ → Y ′ la section de´duite de g par le changement de base u. On a alors un
diagramme commutatif
(3.2.1) Y ′[D′]
v[D]

Y ′(D′)oo
v(D)

// X ′[D′]
u[D]

// X ′
u

Y[D] Y(D)oo // X[D] // X
ou` v[D], v(D) et u[D] sont les morphismes canoniques. En effet, g
′(D′) est l’image inverse de g(D)
par v, ce qui justifie la de´finition de v[D]. Compte tenu de 2.8, Y
′
(D′) s’identifie aussi a` la dilatation
de g′(D′) par rapport a` D ; la fle`che v(D) et la commutativite´ de (3.2.1) re´sultent alors de la
fonctorialite´ des dilatations (2.6). Le carre´ de gauche est carte´sien par 2.9. Si de plus u est plat,
les trois carre´s sont carte´siens ; ceci est e´vident pour le carre´ de droite ; donc la fle`che canonique
Y(D) ×X X
′ → Y ′ satisfait aux conditions de la proposition 2.7, et induit un morphisme Y(D) ×X
X ′ → Y ′(D′) ; on laissera au lecteur le soin d’en de´duire que le carre´ central est carte´sien.
3.3. Conservons les hypothe`ses de (3.1), de plus soient Z un sche´ma, p : Z → Y un morphisme
se´pare´, h : X → Z un morphisme tel que p ◦ h = g ; donc h est une section de f ◦ p. Il re´sulte de
2.6 qu’on a un diagramme commutatif
(3.3.1) EZ(D)

//
pE

Z(D) //
p(D)

Z
p

EY(D) // Y(D) // Y
ou` EY(D) (resp. E
Z
(D)) est le diviseur exceptionnel sur Y(D) (resp. Z(D)) ; de plus le carre´ de gauche
est carte´sien par 2.10. Si le diagramme
(3.3.2) D
h◦i // Z
p

D
g◦i
// Y
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est carte´sien, (3.3.1) s’inse`re dans un diagramme commutatif a` carre´ central carte´sien (cf. 2.9)
(3.3.3) EZ(D)

//
pE

Z(D)

//
p(D)

Z[D] //
p[D]

Z
p

EY(D) // Y(D) // Y[D] // Y
Si de plus p est plat, les trois carre´s ci-dessus sont carte´siens et pE est un isomorphisme.
3.4. Conservons les hypothe`ses de (3.1), supposons de plus que D soit un diviseur de Cartier sur
X et posons OD(D) = OX(D) ⊗OX OD. On de´signe par J l’ide´al de OY qui de´finit g(D). Le
diagramme commutatif
D
i // X
g // Y
f

D
i
// X
induit une suite exacte canonique de faisceaux conormaux
(3.4.1) i∗(Ng)→ J /J
2 → Ni → 0
et un scindage Ni → J /J 2. On en de´duit un homomorphisme surjectif
(Ng ⊗OX OD(D)) ⊕ OD → (J /J
2)⊗OD OD(D),
et donc une immersion ferme´e j de E[D] dans le fibre´ projectif P((Ng ⊗OX OD(D)) ⊕ OD) au
dessus de D 1. Ce dernier est canoniquement isomorphe a` la fermeture projective du fibre´ vec-
toriel V(Ng ⊗OX OD(D)) avec un lieu a` l’infini isomorphe a` P(Ng ⊗OX OD(D)). Il re´sulte de la
de´finition (2.3) que l’image inverse de V(Ng ⊗OX OD(D)) par j est l’ouvert E(D). Identifiant Ng
avec g∗(Ω1Y/X), on obtient une immersion ferme´e au dessus de D
(3.4.2) E(D) → V(g
∗(Ω1Y/X)⊗OX OD(D)).
Proposition 3.5. Sous les hypothe`ses de (3.4), si g est une immersion re´gulie`re, (3.4.2) est un
isomorphisme.
En effet, g ◦ i est une immersion re´gulie`re, la suite (3.4.1) est exacte a` gauche et l’immersion j
est un isomorphisme.
3.6. Soient k un corps, X un k-sche´ma, Y un k-sche´ma se´pare´, f : X → Y un k-morphisme, D
un divieur de Cartier effectif sur X , U l’ouvert comple´mentaire de D dans X . On peut appliquer
la construction (3.1) relativement a` la projection canonique pr2 : Y ×k X → X et au graphe
γ : X → Y ×k X de f ; on obtient un diagramme commutatif a` carre´s carte´siens
(3.6.1) E(D) //

(Y ×k X)(D)

Y ×k Uoo

D // X Uoo
et une D-immersion ferme´e E(D) → V(f
∗(Ω1Y/k) ⊗OX OD(D)) (3.4.2), qui est bijective si Y est
lisse sur k (3.5).
1Nous adoptons les conventions de EGA II pour les fibre´s projectifs (4.1.1) et les fibre´s vectoriels (1.7.8).
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Lemme 3.7. Les hypothe`ses e´tant celles de (3.6), supposons de plus qu’il existe un sous-sche´ma
ferme´ C de Y , que F = f−1(C) soit un diviseur de Cartier sur X et que D ≥ 2F . Alors C ×k U
est ferme´ dans (Y ×k X)(D).
Le diagramme commutatif a` carre´s carte´siens canonique
F

F //

C

D // X // Y
induit un diagramme carte´sien
F //

D

C ×k X
h // Y ×k X
Soit h′ : (C ×k X)[F ] → (Y ×k X)[D] la transforme´e stricte de h ; c’est une immersion ferme´e. Il
suffit de montrer que (C ×k X)[F ] ∩ (Y ×k X)(D) = C ×k U , ou que le diviseur exceptionnel de
(C ×k X)[F ] ne rencontre par E(D), autrement dit qu’il se plonge dans E[D] a` travers le lieu a`
l’infini P(f∗(Ω1Y/k)⊗OX OX(D)) (cf. 3.4). On se re´duit a` montrer que le morphisme canonique de
faisceaux conormaux
OD(−D)⊗OD OF → NF (C ×k X)
de´duit de la factorisation F → C ×k D → C ×k X est nul. D’une part, cette dernie`re s’inse`re dans
la factorisation F → C ×k F → C ×k D → C ×k X . D’autre part, le morphisme canonique de
faisceaux conormaux OD(−D)⊗OD OF → OF (−F ) est nul a` cause de l’ine´galite´ D ≥ 2F .
Lemme 3.8. Les hypothe`ses e´tant celles de (3.6), soient de plus T un k-sche´ma, f1 : X → T et
f2 : T → Y deux k-morphismes tels que f = f2 ◦f1. Supposons que f2 soit plat et que le diagramme
D
f1◦i // T
f2

D
f◦i
// Y
soit carte´sien. Alors on a un diagramme commutatif a` carre´s carte´siens
ET(D) //
e2

(T ×k X)(D) //

(T ×k X)[D]

// T
f2

EY(D) // (Y ×k X)(D) // (Y ×k X)[D] // Y
ou` on a note´ ET(D) et E
Y
(D) les diviseurs exceptionnels ; de plus e2 est un isomorphisme.
Cela re´sulte de 3.3.
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4. Produit fibre´ logarithmique
4.1. Soient k un corps, X (resp. Y ) un k-sche´ma, X0 (resp. Y0) un sous-sche´ma ferme´ de X (resp.
Y ). Conside´rons le diagramme commutatif canonique
Y0

Y0 ×k X0oo //

X0

Y Y ×k X //oo X
On note (Y ×k X)
′ l’e´clatement de Y0 ×k X0 dans Y ×k X , (Y ×k X)
′
(X0)
(resp. (Y ×k X)
′
(Y0)
) la
dilatation de Y0 ×k X0 dans Y ×k X par rapport a` X0 (resp. Y0) et
(4.1.1) (Y ×k X)
′
(Y0+X0)
= (Y ×k X)
′
(X0)
∩ (Y ×k X)
′
(Y0)
.
4.2. Conservons les hypothe`ses de (4.1), de plus soient p : S → X , q : T → Y deux morphismes
de sche´mas, S0 = p
−1(X0) (resp. T0 = q
−1(Y0)) l’image re´ciproque de X0 (resp. Y0). On note
(T ×k S)
′ l’e´clatement de T0 ×k S0 dans T ×k S et (T ×k S)
′
(T0+S0)
l’ouvert de´fini comme dans
(4.1.1). Alors on a un diagramme commutatif
(4.2.1) (T ×k S)
′
(T0+S0)
//


(T ×k S)
′ //

T ×k S
q×p

(Y ×k X)
′
(Y0+X0)
// (Y ×k X)′ // Y ×k X
ou` le carre´ de gauche est carte´sien (2.9). Si q et p sont plats, les deux carre´s sont carte´siens.
4.3. Conservons les hypothe`ses de (4.1), supposons de plus que X0 et Y0 soient des diviseurs
de Cartier sur X et Y respectivement. Lorsqu’il n’y a aucun risque de confusion, on utilisera la
notation Y ×logk X pour de´signer (Y ×kX)
′
(Y0+X0)
, les diviseurs X0 et Y0 e´tant sous-entendus. Les
immersions ferme´es Y0 ×k X → Y ×k X et Y ×k X0 → Y ×k X se rele`vent en des immersions
ferme´es Y0×kX → (Y ×kX)
′ et Y ×kX0 → (Y ×kX)
′. On voit aussitoˆt que Y ×logk X est l’ouvert
comple´mentaire de Y0×kX et Y ×kX0 dans (Y ×kX)
′. On note U (resp. V ) l’ouvert comple´mentaire
de X0 dans X (resp. Y0 dans Y ). On a un diagramme commutatif a` carre´s carte´siens
V

V ×k U //oo

U

Y Y ×logk Xpr1
oo
pr2
// X
ou` les fle`ches horizontales sont les projections canoniques. Soient f : X → Y un k-morphisme tel que
f−1(Y0) = X0, γ : X → Y ×kX son graphe. Comme γ
−1(Y0×kX0) = X0, il re´sulte de la proprie´te´
universelle des dilatations (2.7) que γ se rele`ve uniquement en une immersion γlog : X → Y ×logk X ,
dite graphe logarithmique de f .
Remarque 4.4. (i) Si dans (4.3), X = Spec(A) et Y = Spec(B) sont affines et X0 (resp. Y0) est
de´fini par une e´quation s ∈ A (resp. t ∈ B), alors Y ×logk X est le sche´ma affine associe´ a` l’alge`bre
B ⊗k A[u, u
−1]/(t⊗ 1− 1⊗ s · u).
(ii) Si dans (4.3), X0 et Y0 sont lisses sur k, on retrouve un cas particulier du produit logarith-
mique de´fini par Kato et Saito ([15] 4.2.4, [16] 1.1.1).
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Lemme 4.5. Les hypothe`ses e´tant celles de (4.3), supposons de plus que Y et Y0 soient lisses sur
k. Alors le morphisme pr2 : Y ×
log
k X → X est lisse et on a un isomorphisme canonique
Ω1
(Y×log
k
X)/X
≃ pr∗1(Ω
1
Y/k(log Y0)),
ou` Ω1Y/k(log Y0) est le faisceau des diffe´rentielles de Y sur k a` poˆles logarithmiques le long de Y0.
Les questions e´tant locales, on peut se borner au cas ou` X = Spec(A) et Y = Spec(B) soient
affines et X0 (resp. Y0) soit de´fini par une e´quation s ∈ A (resp. t ∈ B). Alors Y ×
log
k X est le
sche´ma affine associe´ a` l’alge`bre C = B ⊗k A[u, u
−1]/(t⊗ 1 − 1 ⊗ s · u) (4.4). Comme B et B/tB
sont des k-alge`bres lisses, la suite
0 −→ C
ρ
−→ (Ω1B/k ⊗B C)⊕ Cdu −→ Ω
1
C/A −→ 0,
ou` ρ(1) = dt ⊗ 1 − (1 ⊗ s)du, est exacte et localement scinde´e. Le lemme s’ensuit par le crite`re
jacobien.
4.6. Conservons les hypothe`ses de (4.3), supposons de plus que Y soit se´pare´ sur k. Soient f : X →
Y un k-morphisme tel que f−1(Y0) = X0, D un diviseur de Cartier effectif sur X de meˆme
support que X0. On peut appliquer la construction (3.1) relativement a` la projection canonique
pr2 : Y ×
log
k X → X (qui est se´pare´e) et au graphe logarithmique γ
log : X → Y ×logk X de f ; on
obtient un diagramme commutatif a` carre´s carte´siens
(4.6.1) E(D) //

(Y ×logk X)(D)

V ×k Uoo

D // X Uoo
En vertu de 3.5 et 4.5, si Y et Y0 sont lisses sur k, on a un isomorphisme canonique
(4.6.2) E(D)
∼
→ V(f∗(Ω1Y/k(log Y0))⊗OX OD(D)).
Lemme 4.7. Les hypothe`ses e´tant celles de (4.6), soient de plus T un k-sche´ma, f1 : X → T et
f2 : T → Y deux k-morphismes tels que f = f2 ◦f1. Supposons que f2 soit plat et que le diagramme
D
f1◦i // T
f2

D
f◦i
// Y
soit carte´sien. Alors T0 = f
−1
2 (Y0) est un diviseur de Cartier sur T , et on a un diagramme com-
mutatif a` carre´s carte´siens
ET(D) //
e2

(T ×logk X)(D)
//

(T ×logk X)[D]

// T
f2

EY(D) // (Y ×
log
k X)(D)
// (Y ×logk X)[D]
// Y
ou` on a note´ ET(D) et E
Y
(D) les diviseurs exceptionnels ; de plus e2 est un isomorphisme.
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On note p : T ×logk X → Y ×
log
k X la fle`che de´duite de f2 (4.2) et γ
log
1 : X → T ×
log
k X (resp.
γlog : X → Y ×logk X) le graphe logarithmique de f1 (resp. f). On a γ
log = p ◦ γlog1 (2.7). Il re´sulte
de 4.2 que le diagramme
D
γ1◦i // T ×logk X
//
p

T
f2

D
γ◦i
// Y ×logk X
// Y
est commutatif et ses carre´s sont carte´siens. Le lemme re´sulte alors de 3.3.
Deuxie`me partie 2. Analyse micro-locale ℓ-adique
5. Notations et conventions
5.1. On de´signe par k un corps parfait de caracte´ristique p > 0. Pour toute k-alge`bre A, on note
Ω1A = Ω
1
A/Ap = Ω
1
A/k le module des 1-diffe´rentielles absolues de A.
5.2. On de´signe par R un anneau de valuation discre`te complet qui est une k-alge`bre. On note
K le corps des fractions de R, F son corps re´siduel qu’on suppose de type fini sur k, m son ide´al
maximal, π une uniformisante et v : K× → Z la valuation de K normalise´e par v(π) = 1. On pose
S = Spec(R), η = Spec(K), s = Spec(F ), K une cloˆture se´parable de K, G le groupe de Galois de
K sur K, R la cloˆture inte´grale de R dans K, F son corps re´siduel, S = Spec(R), η = Spec(K) et
s = Spec(F ).
5.3. On notera que R est non-canoniquement k-isomorphe a` F [[π]] (EGA IV 0.19.6.6). Comme
F est de type fini sur k, l’endomorphisme de Frobenius de R est fini. Par conse´quent, Ω1R est un
R-module de type fini ; en particulier, il est complet et se´pare´ pour la topologie m-adique. D’autre
part, R est une k-alge`bre formellement lisse pour la topologie m-adique (EGA IV 0.22.2.2). Il
re´sulte alors que Ω1R est un R-module libre de type fini (EGA IV 0.20.4.10) ; on note d son rang.
5.4. On pose Ω1R(log) le R-module des 1-diffe´rentielles logarithmiques absolues de´fini par
(5.4.1) Ω1R(log) = (Ω
1
R ⊕ (R ⊗Z K
×))/F
ou` F est le sous-R-module de Ω1R ⊕ (R ⊗Z K
×) engendre´ par les e´le´ments de la forme (da, 0) −
(0, a ⊗ a) pour a ∈ R − {0}. Pour tout a ∈ K×, la classe de (0, 1 ⊗ a) sera note´e d log(a). Il est
imme´diat de ve´rifier que l’homomorphisme Ω1R ⊕ R → Ω
1
R(log) qui envoie (ω, a) sur ω + ad log π
est surjectif de noyau engendre´ par (dπ, 0)− (0, π). On a donc un isomorphisme canonique
(5.4.2) Ω1R ⊗R K
∼
→ Ω1R(log)⊗R K.
On pose Ω1F (log) = Ω
1
R(log)⊗R F et on note d log[π] la classe de d log(π). On voit aussitoˆt que
Ω1F (log) s’identifie canoniquement au quotient de Ω
1
F ⊕ (F ⊗ZK
×) par le sous-F -module engendre´
par les e´le´ments de la forme (da, 0)− (0, a⊗ a) pour a ∈ R− {0} et a sa classe dans F . On a alors
une suite exacte canonique
(5.4.3) 0 // Ω1F
// Ω1F (log)
res // F // 0 ,
ou` res(0, a⊗ b) = av(b) pour a ∈ F et b ∈ K×, qui est scinde´e par l’e´le´ment d log[π]. On en de´duit
que Ω1R(log) est engendre´ par d e´le´ments sur R ; il est donc libre de rang d (5.4.2).
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5.5. Pour L une extension finie de K, on pose RL la cloˆture inte´grale de R dans L, ηL = Spec(L),
SL = Spec(RL) et vL : L
× → Q la valuation de L qui prolonge v sur K. Pour D un diviseur (de
Cartier) effectif sur SL, on pose OD(D) = OSL(D) ⊗RL OD et vL(D) = vL(f), ou` f ∈ L est un
ge´ne´rateur de OSL(−D).
5.6. On de´signe par Λ un anneau commutatif noethe´rien, annule´ par un entier inversible dans k
et tel que Spec(Λ) soit connexe. Soit ψ : Fp → Λ
× un caracte`re additif non-trivial. Si X est un
k-sche´ma, on note D(X) = D(X,Λ) la cate´gorie de´rive´e des complexes de Λ-modules sur X pour
la topologie e´tale, Dctf(X) la sous-cate´gorie pleine forme´e des complexes de tor-dimension finie, a`
cohomologie constructible. On note avec un indice c la sous-cate´gorie pleine de D(X) (ou D+(X),
D−(X), Db(X)) forme´e des complexes a` cohomologie constructible.
5.7. Soient X,Y deux k-sche´mas, F (resp. G ) un faisceau e´tale en Λ-modules sur X (resp. Y ).
On de´signe par F ⊠ G et H (G ,F ) les faisceaux sur X ×k Y de´finis par
F ⊠ G = p∗1(F )⊗Λ p
∗
2(G ),
H (G ,F ) = H om(p∗2(G ), p
∗
1(F )),
ou` p1 : X×k Y → X et p2 : X ×k Y → Y sont les projections canoniques. On utilisera abusivement
les meˆmes notations pour designer les foncteurs de´rive´s des foncteurs ci-dessus.
6. Alge´brisation
6.1. Soient X un k-sche´ma affine et lisse, ξ : S → X un k-morphisme, x = ξ(s), A l’anneau local
de X en x. On suppose que ξ induit un k-isomorphisme entre les se´pare´s comple´te´s des anneaux
locaux Â ≃ R. On peut construire un tel morphisme ξ de la fac¸on suivante. Comme k est parfait et
F est de type fini sur k, il existe un k-sche´ma affine et lisse X0 de corps des fonctions rationnelles
F ; et comme R est k-isomorphe a` F [[π]], on peut prendre X = A1k ×k X0 et x le point ge´ne´rique
d’une fibre spe´ciale de la projection canonique X → A1k.
On de´signe par E la cate´gorie des sche´mas pointe´s (X ′, x′) au dessus de (X, x) tel que le mor-
phisme structural f : X ′ → X soit affine, e´tale et induise un isomorphisme k(x′) ≃ k(x). Pour tout
objet (X ′, x′) de E, on note X ′0 l’adhe´rence sche´matique de x
′ dans X ′. On rappelle qu’il existe un
et un unique k-morphisme ξ′ : S → X ′ relevant ξ car S est hense´lien (EGA IV 18.6.2).
On note Ah le hense´lise´ de A, de sorte qu’on ait un isomorphisme canonique
Spec(Ah) ≃ lim
←−
(X′ ,x′)∈E
X ′.
On identifie le se´pare´ comple´te´ de Ah avec R (EGA IV 18.6.6). On de´signe par C(Ah) (resp. C(R)) la
cate´gorie des Ah-alge`bres (resp. R-alge`bres) finies, plates et ge´ne´riquement e´tales. Par comple´tion,
ou` ce qui revient au meˆme par extension des scalaires Ah → R, on obtient une e´quivalence de
cate´gories ([3] 3.11)
(6.1.1) C(Ah)→ C(R).
Lemme 6.2. Pour tout extension finie se´parable L de K, il existe un objet (X ′, x′) de E et un
morphisme fini f : Y ′ → X ′ ve´rifiant les conditions suivantes :
(i) Y ′ est lisse sur k et f est e´tale au dessus de l’ouvert U ′ comple´mentaire de X ′0 dans X
′ ;
(ii) Si ξ′ : S → X ′ de´signe le rele`vement canonique de ξ, on a un S-isomorphisme
(6.2.1) Y ′ ×X′ S ≃ SL;
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(iii) Si de plus L est une extension galoisienne finie de K, alors (6.2.1) induit un isomorphisme
entre les groupes d’automorphismes AutX′(Y
′)
∼
→ AutK(L). En particulier, la restriction de f au
dessus de U ′ est un reveˆtement e´tale galoisien de groupe AutK(L).
Comme k est parfait, il revient au meˆme de demander que Y ′ soit lisse ou qu’il soit re´gulier ;
donc la condition (i) re´sulte de (ii) quitte a` remplacer X ′ par un ouvert convenable contenant x′.
Les propositions (ii) et (iii) re´sultent de l’e´quivalence de cate´gories (6.1.1) et EGA IV 8.8.2(ii),
8.8.2.5 et 10.8.5.
Lemme 6.3. Pour tout F ∈ ob Dctf(η), il existe un objet (X ′, x′) de E et si on note U ′ l’ouvert
comple´mentaire de X ′0 dans X
′, G ∈ ob Dctf(U
′) tel que ξ′∗U ′ (G ) ≃ F , ou` ξ
′ : S → X ′ est le
rele`vement canonique de ξ.
On rappelle que F est isomorphe a` un complexe borne´ de faisceaux constructibles en Λ-modules
plats sur η. Soit L une extension galoisienne finie de K qui trivialise chacun de ces faisceaux. Ap-
pliquant 6.2(iii), on en de´duit un complexe borne´ de faisceaux localement constants constructibles
en Λ-modules plats G sur U ′ tel que ξ′∗U ′ (G ) ≃ F .
Lemme 6.4. Le morphisme ξ : S → X est universellement localement acyclique.
Le morphisme canonique Spec(Ah)→ X est e´videmment universellement localement acyclique.
Le morphisme Spec(R)→ Spec(Ah) de´duit de ξ e´tant re´gulier (EGA IV 6.8.1), est aussi universelle-
ment localement acyclique (SGA 4 XIX 4.1). La preuve de loc. cit. de´pend de la re´solution des sin-
gularite´s en caracte´ristique p, mais le the´ore`me de changement de base formel de Fujiwara-Gabber
([8] 7.1.1) permet d’e´liminer cette condition. En effet, la re´solution des singularite´s intervient dans
la preuve de SGA 4 XIX 4.1 a` travers le lemme 2.4, qu’il suffit de remplacer par [8] 7.1.4.
Lemme 6.5. Soient Y un sche´ma, f : Y ′ → Y un morphisme universellement localement acy-
clique, F ∈ ob D−c (Y ) et G ∈ ob D
+(Y ). Alors l’homomorphisme canonique
f∗RH om(F ,G )→ RH om(f∗F , f∗G )
est un isomorphisme.
Il suffit de calquer SGA 5 I 4.3.
7. Spe´cialisation et Micro-localisation
7.1. Dans cette section, on de´signe par (X, x) le k-sche´ma pointe´ et ξ : S → X le k-morphisme
du (6.1), par L une extension finie se´parable de K et par D un diviseur effectif non-nul de SL. On
se donne un K-homomorphisme τ : L→ K, ce qui de´termine deux points ge´ome´triques η → SL et
s → SL (5.2). On note X0 l’adhe´rence sche´matique de x dans X (qui est un diviseur de Cartier),
U l’ouvert comple´mentaire de X0 dans X , f : SL → S le morphisme structural et i : D → SL
l’injection canonique.
7.2. On pose TD le fibre´ vectoriel V(Ω
1
R ⊗R OD(D)) sur D. Appliquons la construction (3.6) au
morphisme ξ ◦f : SL → X ; on de´signe par (X×kSL)(D) la dilatation de X×kSL le long du graphe
de ξ ◦f d’e´paisseur D. Comme ξ∗(Ω1X/k) ≃ Ω
1
R, on a un diagramme commutatif canonique a` carre´s
carte´siens
(7.2.1) TD //

(X ×k SL)(D)

X ×k ηLoo

D // SL ηLoo
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7.3. Appliquons la construction (3.6) au morphisme f ; on de´signe par (S ×k SL)(D) la dilatation
de S ×k SL le long du graphe de f d’e´paisseur D. On a un diagramme commutatif canonique a`
carre´s carte´siens
(7.3.1) TD //

(S ×k SL)(D)

S ×k ηLoo

D // SL ηLoo
Pour le voir, il suffit de noter que ξ est plat et le diagramme
D
f◦i // S
ξ

D
ξ◦f◦i
// X
est carte´sien. Donc en vertu de 3.8, on a un diagramme commutatif canonique a` carre´s carte´siens
(7.3.2) ES(D) //
e

(S ×k SL)(D) //
ξ(D)

S
ξ

TD // (X ×k SL)(D) // X
ou` on a note´ ES(D) le diviseur exceptionnel de (S ×k SL)(D) ; de plus e est un isomorphisme.
Remarque 7.4. On peut de´velopper un analogue formel de (7.3) ou` l’on remplace S ×k SL par
son comple´te´ le long de D diagonalement plonge´.
7.5. On pose TtD → D le fibre´ vectoriel dual de TD, TD = TD ×D s, T
t
D = T
t
D ×D s et
(7.5.1) F : D+(TD)→ D
+(T
t
D)
la transforme´e de Fourier-Deligne associe´e au caracte`re ψ (5.6) ([10] 1.2.1.1). On appelle foncteur
de spe´cialisation le long de D et on note
(7.5.2) νD : D
+(S ×k η)→ D
+(TD)
le foncteur des cycles proches ([7] 2.1.1) pour le morphisme (S×kSL)(D) → SL. On appelle foncteur
de micro-localisation le long de D associe´ au caracte`re ψ et on note
(7.5.3) µD : D
+(S ×k η)→ D
+(T
t
D)
le foncteur de´fini par µD = F ◦ νD.
7.6. Soient L′ une extension finie se´parable de L, q : SL′ → SL le morphisme structural, D
′ =
q−1(D). D’apre`s 3.2, on a un diagramme carte´sien canonique
(7.6.1) (S ×k SL′)(D′)
q(D) //

(S ×k SL)(D)

SL′
q // SL
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La restriction de q(D) au dessus de TD identifie TD′ avec TD ×D D
′. Soit L′ → K un K-
homomorphisme prolongeant τ (7.1). On en de´duit des isomorphismes
qD : TD′
∼
→ TD et q
t
D : T
t
D′
∼
→ T
t
D.
Proposition 7.7. Soient F un objet de Dctf(η), F! son extension par 0 a` S.
(i) Les complexes νD(F! ⊠ Λ), µD(F! ⊠ Λ), νD(H (Fη,F!)) et µD(H (Fη,F!)) (5.7) sont de
tor-dimension finie et leurs cohomologies sont constructibles.
(ii) Sous les hypothe`ses de (7.6), on a des isomorphismes canoniques
q∗D(νD(F! ⊠ Λ))
∼
→ νD′(F! ⊠ Λ),
qt∗D (µD(F! ⊠ Λ))
∼
→ µD′(F! ⊠ Λ),
et de meˆme pour H (Fη,F!).
Reprenons le diagramme (7.3.2) et notons ΨD : D
+(X ×k η)→ D
+(TD) le foncteur des cycles
proches pour le morphisme (X×kSL)(D) → SL. Il re´sulte de 6.4 et SGA 4 XVI 1.1 que le morphisme
de changement de base ΨD → νD ◦ ξ
∗
(D) ([7] 2.1.7.2) est un isomorphisme. En vertu de 6.3, quitte
a` remplacer (X, x) par un objet de E, on peut supposer qu’il existe G ∈ ob Dctf(U) tel que
ξ∗U (G ) ≃ F . Si on note G! l’extension de G par 0 a` X , alors G! ⊠ Λ et H (Fη,G!) appartiennent
a` Dctf(X ×k η) ([6] 1.6 et 1.7). D’apre`s 6.4 et 6.5, on a (ξ × idη)
∗(H (Fη,G!)) ≃ H (Fη,F!). La
proposition (i) re´sulte de ce qui pre´ce`de, [6] 3.2 et [7] 2.1.13. La proposition (ii) re´sulte de [6] 3.7 ;
en effet, on a un diagramme carte´sien canonique
(X ×k SL′)(D′) //

(X ×k SL)(D)

SL′ q
// SL
compatible avec (7.6.1).
De´finition 7.8. Soient F ∈ ob Dctf(η), F! son extension par 0 a` S.
(i) Soient L une extension finie se´parable de K, D un diviseur effectif non-nul de SL. On pose
CD(F ) le sous-sche´ma re´duit de T
t
D d’espace sous-jacent le support de µD(H (Fη,F!)), c’est a`
dire la re´union des supports de ses faisceaux de cohomologie.
(ii) Soit r > 0 un nombre rationnel. Soient L une extension finie se´parable de K, D un diviseur
de SL de valuation vL(D) = r (cf. 5.5). On pose Tr = TD, T
t
r = T
t
D et Cr(F ) = CD(F ). Ces
de´finitions ne de´pendent pas du choix de L a` un isomorphisme canonique pre`s (7.7).
On notera que pour F un faisceau e´tale constructible en Λ-modules plats sur η, CD(F ) co¨ıncide
avec le support de µD(F! ⊠ Λ).
8. Spe´cialisation et Micro-localisation : une variante logarithmique
8.1. Conservons les hypothe`ses de (7.1). On pose ΘD le fibre´ vectoriel V(Ω
1
R(log) ⊗R OD(D))
sur D, X ×logk SL et S ×
log
k SL les produits fibre´s logarithmiques relativement aux diviseurs de
Cartier X0 sur X , s sur S et l’image re´ciproque sL de s sur SL (4.3). Comme ξ
−1(X0) = s, on peut
appliquer la construction (4.6) au morphisme ξ ◦ f ; on de´signe par (X ×logk SL)(D) la dilatation de
X ×logk SL le long du graphe logarithmique de ξ ◦ f d’e´paisseur D. Le corps k e´tant parfait, X0 est
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lisse sur k au voisinage de son point ge´ne´rique x. Donc il re´sulte de (4.6.2) qu’on a un diagramme
commutatif canonique a` carre´s carte´siens
(8.1.1) ΘD //

(X ×logk SL)(D)

U ×k ηLoo

D // SL ηLoo
8.2. Appliquons la construction (4.6) au morphisme f ; on de´signe par (S×logk SL)(D) la dilatation
de S×logk SL le long du graphe logarithmique de f d’e´paisseur D. On a un diagramme commutatif
canonique a` carre´s carte´siens
(8.2.1) ΘD //

(S ×logk SL)(D)

η ×k ηLoo

D // SL ηLoo
Pour le voir, il suffit de noter que ξ est plat et le diagramme
D
f◦i // S
ξ

D
ξ◦f◦i
// X
est carte´sien. Donc en vertu de 4.7, on a un diagramme commutatif canonique a` carre´s carte´siens
(8.2.2) ES(D) //
e

(S ×logk SL)(D)
//
ξ(D)

S
ξ

ΘD // (X ×
log
k SL)(D)
// X
ou` on a note´ ES(D) le diviseur exceptionnel de (S ×
log
k SL)(D) ; de plus e est un isomorphisme.
8.3. On pose ΘtD → D le fibre´ vectoriel dual de ΘD, ΘD = ΘD ×D s, Θ
t
D = Θ
t
D ×D s et
(8.3.1) F : D+(ΘD)→ D
+(Θ
t
D)
la transforme´e de Fourier-Deligne associe´e au caracte`re ψ (5.6) ([10] 1.2.1.1). On appelle foncteur
de spe´cialisation logarithmique le long de D et on note
νlogD : D
+(η ×k η)→ D
+(ΘD)
le foncteur des cycles proches pour le morphisme (S ×logk SL)(D) → SL. On appelle foncteur de
micro-localisation logarithmique le long de D associe´ au caracte`re ψ et on note
µlogD : D
+(η ×k η)→ D
+(Θ
t
D)
le foncteur de´fini par µlogD = F ◦ ν
log
D .
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8.4. Soient L′ une extension finie se´parable de L, q : SL′ → SL le morphisme structural, D
′ =
q−1(D). D’apre`s 4.2, on a un diagramme carte´sien canonique
S ×logk SL′
//

S ×logk SL

SL′
q // SL
et le graphe logarithmique de f ◦ q est de´duit de celui de f par le changement de base q. Il en
re´sulte par 3.2 un diagramme carte´sien canonique
(8.4.1) (S ×logk SL′)(D′)
q(D) //

(S ×logk SL)(D)

SL′
q // SL
La restriction de q(D) au dessus de ΘD identifie ΘD′ avec ΘD ×D D
′. Soit L′ → K un K-
homomorphisme prolongeant τ (7.1). On en de´duit des isomorphismes
qD : ΘD′
∼
→ ΘD et q
t
D : Θ
t
D′
∼
→ Θ
t
D.
Proposition 8.5. Soit F un objet de Dctf(η).
(i) Les complexes νlogD (F ⊠ Λ), µ
log
D (F ⊠ Λ), ν
log
D (H (Fη,F )), et µ
log
D (H (Fη,F )) (5.7) sont
de tor-dimension finie et leurs cohomologies sont constructibles.
(ii) Sous les hypothe`ses de (8.4), on a des isomorphismes canoniques
q∗D(ν
log
D (F ⊠ Λ))
∼
→ νlogD′ (F ⊠ Λ),
qt∗D (µ
log
D (F ⊠ Λ))
∼
→ µlogD′ (F ⊠ Λ),
et de meˆme pour H (Fη,F ).
Il suffit de calquer la de´monstration de 7.7, en utilisant le diagramme (8.2.2) au lieu du dia-
gramme (7.3.2)
De´finition 8.6. Soit F ∈ ob Dctf(η).
(i) Soient L une extension finie se´parable de K, D un diviseur effectif de SL. On pose C
log
D (F )
le sous-sche´ma re´duit de Θ
t
D d’espace sous-jacent le support de µ
log
D (H (Fη,F )), c’est a` dire la
re´union des supports de ses faisceaux de cohomologie.
(ii) Soit r > 0 un nombre rationnel. On fixe une extension finie se´parable L de K telle qu’il
existe un diviseur effectif D de SL de valuation vL(D) = r (cf. 5.5). On pose Θr = ΘD, Θ
t
r = Θ
t
D et
Clogr (F ) = C
log
D (F ). Ces de´finitions ne de´pendent pas du choix de L a` un isomorphisme canonique
pre`s (8.5).
On notera que pour F un faisceau e´tale constructible en Λ-modules plats sur η, ClogD (F ) co¨ıncide
avec le support de µlogD (F ⊠ Λ).
9. Les conjectures de l’isoge´nie
9.1. On de´signe par (Gr)Q≥0 la filtration de ramification supe´rieure de G = Gal(K/K) et par
(Grlog)Q≥0 la filtration logarithmique de´finies dans [1]. On renvoie a` loc. cit. pour la de´finition des
sous-groupes Gr+ et Gr+log.
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De´finition 9.2. Soient F un faisceau e´tale constructible en Λ-modules sur η, r ≥ 0 un nombre
rationnel.
(i) On dit que r est une pente critique de F si (Fη)G
r
( (Fη)G
r+
.
(ii) On dit que r est une pente logarithmique critique de F si (Fη)
Grlog ( (Fη)
Gr+log .
On notera qu’un faisceau irre´ductible a une unique pente critique.
Conjecture 9.3. Soient F un faisceau e´tale constructible en Λ-modules plats sur η, r > 1 une
pente critique de F . On suppose que (Fη)
Gr = 0 et (Fη)
Gr+ = Fη, de sorte que r soit l’unique
pente critique de F . Alors Cr(F ) est un ensemble fini de points de T
t
r ne contenant pas l’origine
(cf. 7.8).
Conjecture 9.4. Soient F un faisceau e´tale constructible en Λ-modules plats sur η, r > 0 une
pente logarithmique critique. On suppose que (Fη)
Grlog = 0 et (Fη)
Gr+log = Fη, de sorte que r soit
l’unique pente logarithmique critique de F . Alors Clogr (F ) est un ensemble fini de points de Θ
t
r ne
contenant pas l’origine (cf. 8.6).
Ces conjectures ne dependent pas du choix de ψ ; comme Spec(Λ) est connexe (5.6), un autre
choix aura pour effet de multiplier Cr(F ) et Clogr (F ) par un entier premier a` p.
9.5. Pour tout nombre rationnel r, on de´signe par m(r) l’ide´al fractionnaire de R forme´ des x ∈ K
tel que v(x) ≥ r. On pose T = V(Ω1R ⊗R F ), T
t
le s-fibre´ vectoriel dual et
(9.5.1) T
t
r ×s V(m
(−r) ⊗R F )→ T
t
le morphisme de multiplication. On de´finit de meˆme des variantes logarithmiques Θ, Θ
t
...
De´finition 9.6. (i) Sous les hypothe`ses de 9.3, on appelle varie´te´ caracte´ristique de F et on note
SS(F ) le coˆne de T
t
engendre´ par Cr(F ).
(ii) Sous les hypothe`ses de 9.4, on appelle varie´te´ caracte´ristique logarithmique de F et on note
SSlog(F ) le coˆne de Θ
t
engendre´ par Clogr (F ).
Remarque 9.7. La conjecture 9.3 (resp. 9.4) implique que SS(F ) (resp. SSlog(F )) est de dimen-
sion un. Ces coˆnes ne dependent pas du choix de ψ.
9.8. On pose
(9.8.1) H1(K) = lim
−→
n≥1
H1(K,Z/nZ) ≃ Hom(G,Q/Z)
ou` la limite inductive est prise relativement aux homomorphismes H1(K,Z/nZ)→ H1(K,Z/mnZ)
de´duits des homomorphismes ·m : Z/nZ→ Z/mnZ. On de´finit de meˆme les sous-groupes de H1(K)
H1(K)[p∞] = lim
−→
m≥1
H1(K,Z/pmZ),(9.8.2)
H1(K)[p′] = lim
−→
(n,p)=1
H1(K,Z/nZ).(9.8.3)
Pour χ ∈ H1(K), on rappelle dans (10.16) (resp. (11.15)) les de´finitions des conducteurs de Swan
de Kato sw(χ) et rsw(χ) (resp. des conducteurs de Swan modifie´s de Kato-Matsuda sw′(χ) et
rsw′(χ)).
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9.9. Soient n ≥ 1 un entier, χ ∈ H1(K,Z/nZ). On suppose que n est un multiple de p et Λ
contient une racine n-e`me primitive de l’unite´. On fixe un homomorphisme injectif Z/nZ → Λ×
tel que le compose´ Z/pZ → Z/nZ → Λ× avec la multiplication par n/p soit le caracte`re ψ (5.6).
On note encore χ : G→ Λ× le caracte`re induit par χ et F le faisceau e´tale en Λ-modules de rang
1 associe´ sur η.
The´ore`me 9.10. Les hypothe`ses e´tant celles de (9.9), supposons de plus que sw′(χ) > 1.
(i) L’unique pente critique de F est l’entier r = sw′(χ) + 1.
(ii) La conjecture (9.3) est satisfaite par F . Plus pre´cise´ment, Cr(F ) est le point de T
t
r de´fini
par
−rsw′(χ) : F → Ω1R ⊗R (m
−r/m−r+1).
Ce the´ore`me est de´montre´ dans la section 12.
The´ore`me 9.11. Les hypothe`ses e´tant celles de (9.9), supposons de plus que sw(χ) ≥ 1.
(i) L’unique pente logarithmique critique de F est l’entier r = sw(χ).
(ii) La conjecture (9.4) est satisfaite par F . Plus pre´cise´ment, Clogr (F ) est le point de Θ
t
r de´fini
par
−rsw(χ) : F → Ω1R(log)⊗R (m
−r/m−r+1).
Ce the´ore`me est de´montre´ dans la section 13.
Corollaire 9.12. Soient χ ∈ H1(K) ≃ Hom(G,Q/Z), n ≥ 0 un entier, r un nombre rationnel tel
que n < r ≤ n+ 1. Alors les conditions suivantes sont e´quivalentes :
(i) χ ∈ filnH
1(K), le n-e`me cran de la filtration de Kato (10.4.1) ;
(ii) χ(Gn+log ) = 0 ;
(iii) χ(Grlog) = 0.
Il suffit de voir que si χ 6= 0, alors χ(G
sw(χ)+
log ) = 0 et χ(G
sw(χ)
log ) 6= 0. Cela re´sulte de 9.11(i) si
sw(χ) ≥ 1, et de [13] 6.1 et [1] part I 3.15 si sw(χ) = 0.
Remarque 9.13. Soient X un k-sche´ma lisse, U un ouvert de X comple´mentaire d’un diviseur a`
croisements normaux stricts, F un faisceau e´tale localement constant constructible en Λ-modules
libres de rang un sur U . Kato ([14] 7.1) a montre´ que son conducteur de Swan raffine´ se globalise.
Le the´ore`me 9.11 montre alors que notre notion de varie´te´ caracte´ristique permet de reconstruire
celle de Kato localement en les points ge´ne´riques du diviseur de ramification de F . Pour une
comparaison avec l’aspect global de la the´orie de Kato, on renvoie a` [2] Section 4.
The´ore`me 9.14. Les conjectures (9.3) et (9.4) sont ve´rifie´es si F = k.
Ce the´ore`me est de´montre´ dans 14.7.
10. Ramification des caracte`res d’Artin-Schreier-Witt
10.1. Soientm ≥ 0 un entier, Wm+1(K) l’anneau des vecteurs de Witt de longueurm+1. Suivant
[5, 13], pour tout entier n, on pose filnWm+1(K) le sous-ensemble de Wm+1(K) forme´ des e´le´ments
(x0, . . . , xm) tel que
(10.1.1) pm−iv(xi) ≥ −n pour tout 0 ≤ i ≤ m.
On obtient ainsi une filtration croissante exhaustive de Wm+1(K) par des sous-groupes ([5] 1). On
pose
GrnWm+1(K) = filnWm+1(K)/filn−1Wm+1(K).
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Soit V : Wm+1(K)→Wm+2(K) l’homomorphisme de de´calage. On a clairement
(10.1.2) V(filnWm+1(K)) ⊂ filnWm+2(K).
10.2. Soit F : Wm+1 →Wm+1 l’endomorphisme de Frobenius. La suite exacte de ηe´t
0 // Z/pm+1Z //Wm+1
F−1 //Wm+1 // 0
induit par passage a` la cohomologie un homomorphisme connectant surjectif
(10.2.1) δm+1 : Wm+1(K)→ H
1(K,Z/pm+1Z).
On ve´rifie imme´diatement que le diagramme
(10.2.2) Wm+1(K)
δm+1 //
V

H1(K,Z/pm+1Z)
.p

Wm+2(K)
δm+2
// H1(K,Z/pm+2Z)
est commutatif.
10.3. On pose
filnH
1(K,Z/pm+1Z) = δm+1(filnWm+1(K)).(10.3.1)
On obtient ainsi une filtration croissante exhaustive de H1(K,Z/pm+1Z). On note
GrnH
1(K,Z/pm+1Z) = filnH
1(K,Z/pm+1Z)/filn−1H
1(K,Z/pm+1Z).
10.4. En vertu de (10.1.2) et (10.2.2), (10.3.1) de´finit par passage a` la limite inductive une filtra-
tion croissante exhaustive (filnH
1(K)[p∞])n∈Z de H
1(K)[p∞] (cf. 9.8). Pour n ≥ 0, on pose
(10.4.1) filnH
1(K) = H1(K)[p′] + filnH
1(K)[p∞].
Pour n ≥ 1, on a
(10.4.2) GrnH
1(K) = filnH
1(K)/filn−1H
1(K) ≃ filnH
1(K)[p∞]/filn−1H
1(K)[p∞].
10.5. Soit F : W•+1Ω
1
K →W•Ω
1
K l’endomorphisme de Frobenius du complexe de de Rham-Witt.
L’homomorphisme
Fmd : Wm+1(K)→ Ω
1
K(10.5.1)
est donne´ par la formule
(10.5.2) Fmd(x0, . . . , xm) =
m∑
i=0
xp
m−i−1
i dxi.
En effet, posons x = (x0, . . . , xm) et x+ = (x1, . . . , xm), de sorte que x = x0 +V(x+). En vertu de
la relation FdV = d : Wm(K)→WmΩ
1
K ([9] I (2.18.3)), on a F
md(x) = Fmd(x0) + F
m−1d(x+). Il
suffit donc de ve´rifier que Fmd(x0) = x
pm−1
0 dx0, ce qui re´sulte de [9] I (2.18.5).
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10.6. On de´finit une filtration croissante exhaustive de Ω1K en posant, pour tout n ∈ Z, filnΩ
1
K
l’image du morphisme canonique Ω1R(log)⊗R m
−n → Ω1K . On a alors
GrnΩ
1
K = filnΩ
1
K/filn−1Ω
1
K ≃ Ω
1
F (log)⊗F (m
−n/m−n+1).
Il est clair que
Fmd(filnWm+1(K)) ⊂ filnΩ
1
K .(10.6.1)
On en de´duit un homomorphisme canonique
(10.6.2) grn(F
md) : GrnWm+1(K)→ GrnΩ
1
K .
Il re´sulte de (10.1.2) et la relation Fm+1dV = Fmd : Wm+1(K)→ Ω
1
K qu’on a
(10.6.3) grn(F
md) = grn(F
m+1d) ◦V.
Proposition 10.7 ([13] 3.2). Pour tout entier n ≥ 1, il existe un et un unique homomorphisme
(10.7.1) ψm,n : GrnH
1(K,Z/pm+1Z)→ GrnΩ
1
K
rendant commutatif le diagramme suivant :
(10.7.2) GrnWm+1(K)
−grn(F
md) //
grn(δm+1)

GrnΩ
1
K
GrnH
1(K,Z/pm+1Z)
ψm,n
44
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
L’homomorphisme δm+1 induit un isomorphisme
filnWm+1(K)
filn−1Wm+1(K) + filnWm+1(K) ∩ (F− 1)Wm+1(K)
≃ GrnH
1(K,Z/pm+1Z).
Il suffit donc de montrer que
(10.7.3) Fmd(filnWm+1(K) ∩ (F− 1)Wm+1(K)) ⊂ filn−1Ω
1
K .
Soient s ≥ 1 un entier, y ∈ filsWm+1(K) − fils−1Wm+1(K). On ve´rifie facilement que F(y) ∈
filpsWm+1(K) − filps−1Wm+1(K) ; d’ou` x = F(y) − y ∈ filpsWm+1(K) − filps−1Wm+1(K). On
conclut que si x = F(y) − y ∈ filnWm+1(K) alors y ∈ fil[n
p
]Wm+1(K), ou` [−] est la partie entie`re.
La relation dF = pFd : Wm+2(K) → Wm+1Ω
1
K ([9] I (2.18.2)) entraˆıne que F
md(x) = −Fmd(y).
L’inclusion (10.7.3) re´sulte alors de (10.6.1) puisque [np ] ≤ n− 1 pour n ≥ 1.
10.8. Soit n ≥ 1 un entier. Il re´sulte de (10.2.2), (10.6.3) et 10.7 qu’on a un triangle commutatif
(10.8.1) GrnH
1(K,Z/pm+1Z)
.p

ψm,n // GrnΩ1K
GrnH
1(K,Z/pm+2Z)
ψm+1,n
44
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
Le foncteur “limite inductive” e´tant exact a` droite, on en de´duit un homomorphisme
(10.8.2) ψn : GrnH
1(K)→ GrnΩ
1
K .
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10.9. Pour tout entier q ≥ 0, on pose ZqΩ•F = ker(d : Ω
q
F → Ω
q+1
F ), B
qΩ•F = d(Ω
q−1
F ),
C−1 : ΩqF
∼
→ Hq(Ω•F ) = Z
qΩ•F /B
qΩ•F(10.9.1)
l’isomorphisme de Cartier inverse, C: ZqΩ•F → Ω
q
F l’ope´ration de Cartier. Pour tout entier r ≥ 0,
on conside`re les sous-groupes
BrΩ
q
F ⊂ ZrΩ
q
F ⊂ Ω
q
F
de´finis dans [9] 0 (2.2.2). On note Cr : ZrΩ
q
F → Ω
q
F l’ope´ration de Cartier ite´re´e r fois.
Lemme 10.10. Soient (y1, . . . , yc) une p-base de F , Ic = {0, . . . , p − 1}
c, I ′c = Ic − {(0, . . . , 0)}.
Pour k = (k1, . . . , kc) ∈ Ic, on pose y
k =
∏c
i=1 y
ki
i . Soit r ≥ 1 un entier. Alors tout e´le´ment de
BrΩ
1
F peut s’e´crire d’une unique manie`re sous la forme
(10.10.1)
∑
0≤j≤r−1
∑
k∈I′c
xp
j+1
k,j (y
k)p
j
∑
1≤i≤c
ki
dyi
yi
,
ou` xk,j (pour 0 ≤ j ≤ r − 1 et k ∈ I
′
c) sont des e´le´ments de F .
L’e´nonce´ est imme´diat pour r = 1. Par de´finition, (10.9.1) induit un isomorphisme C−1 : BrΩ
1
F
∼
→
Br+1Ω
1
F /B1Ω
1
F . Le lemme s’en de´duit par re´currence sur r.
10.11. Soit n = mpr un entier ≥ 1 tel que r ≥ 0 et (m, p) = 1. On pose Qn ⊂ Br+1Ω
1
F ⊕ ZrF le
sous-groupe forme´ des e´le´ments (α, β) tel que
(10.11.1) mCr(α) = −dCr(β).
Observons qu’un e´le´ment β ∈ F appartient a` ZrF si et seulement s’il existe γ ∈ F tel que β = γ
pr .
Donc (10.11.1) est e´quivalente a` la condition mCr(α) = −dγ et on a la suite exacte
(10.11.2) 0 // BrΩ1F
i // Qn
j // ZrF // 0
ou` i(α) = (α, 0) et j(α, β) = β.
Compte tenu de (10.6.1), on de´finit l’homomorphisme de groupes
(10.11.3) tn,π : Qn → Ω
1
F (log)⊗F (m
−n/m−n+1) ≃ GrnΩ
1
K
par la formule
(10.11.4) tn,π(α, β) = (α+ βd log[π])⊗ [π
−n]
ou` [π−n] ∈ m−n/m−n+1 de´signe la classe de π−n.
Lemme 10.12. Soit n = mpr un entier ≥ 1 tel que r ≥ 0 et (m, p) = 1.
(i) L’homomorphisme tn,π est injectif d’image dans GrnΩ
1
K inde´pendante du choix de π ; on la
note BGrnΩ
1
K .
(ii) Avec les notations de (10.10), tout e´le´ment de BGrnΩ
1
K peut s’e´crire d’une unique manie`re
sous la forme
(10.12.1)

 ∑
0≤j≤r−1
∑
k∈I′c
xp
j+1
k,j (y
k)p
j
∑
1≤i≤c
ki
dyi
yi
+ xp
r−1dx −mxp
r
d log[π]

 ⊗ [π−n]
ou` xk,j (pour 0 ≤ j ≤ r − 1 et k ∈ I
′
c) et x sont des e´le´ments de F .
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(i) L’injectivite´ est e´vidente. Soient (α, β) ∈ Qn, γ ∈ F tel que γ
pr = β, a ∈ F×, a˜ ∈ R× un
rele`vement de a. On a alors a−nβ = (a−mγ)p
r
∈ ZrF ; a
−nβd log(a) ∈ ZrΩ
1
F ([9] 0 2.8.8) ;
a−nα+ a−nβd log[a˜π] = a−nα+ a−nβd log(a) + a−nβd log[π];
mCr(a−nα+ a−nβd log(a)) = ma−mCr(α) +ma−mγd log(a)
= −a−mdγ +mγa−m−1da = −d(γa−m).
On en de´duit que (a−nα+ a−nβd log(a), a−nβ) ∈ Qn et
(10.12.2) tn,π(α, β) = tn,a˜π(a
−nα+ a−nβd log(a), a−nβ),
ce qui ache`ve la preuve.
(ii) Cela re´sulte de 10.10.
10.13. Soit n = mpr un entier ≥ 1 tel que r ≥ 0 et (m, p) = 1. On pose M−1 = 0 et pour
tout entier j ≥ 0, Mj l’image de δj+1(filnWj+1(K)) dans GrnH
1(K) (10.2.1). Les Mj forment une
filtration croissante exhaustive de GrnH
1(K). Pour a ∈ K et j ≥ 0 un entier, on pose θj(a) =
δj+1((a, 0, . . . , 0)) ∈ H
1(K). On a clairement
(10.13.1) θj(a
p) = θj(a).
Pour tout x ∈ Mj , il existe a ∈ K tel que p
jv(a) ≥ −n et x − θj(a) ∈ Mj−1. On en de´duit que
Mr = GrnH
1(K), et pour tout 0 ≤ j ≤ r, θj induit un homomorphisme surjectif de groupes
(10.13.2) m−np
−j
/m−np
−j+1 →Mj/Mj−1.
Si r ≥ 1, 0 ≤ j ≤ r − 1 et a ∈ m−np
−j−1
, alors θj(a
p) = θj(a) ∈ filn/pH
1(K) ⊂ filn−1H
1(K) ;
d’ou` la classe de θj(a
p) est nulle dans Mj .
Proposition 10.14 ([13] 3.2 et 3.3). Pour tout entier n ≥ 1, le morphisme ψn (10.8.2) induit un
isomorphisme
ψn : GrnH
1(K)
∼
→ BGrnΩ
1
K .
On e´crit n = mpr avec r ≥ 0 et (m, p) = 1. On fixe pour tout e´le´ment x ∈ F un rele`vement x˜ ∈ R.
Reprenons les notations de (10.10), de plus, pour k = (k1, . . . , kc) ∈ Ic, posons y˜
k =
∏c
i=1 y˜
ki
i . En
vertu de 10.12, il existe une et une unique application
ρn : BGrnΩ
1
K → GrnH
1(K)
qui envoie l’e´le´ment (10.12.1) sur la classe de (cf. 10.13)
(10.14.1)
∑
0≤j≤r−1
∑
k∈I′c
θj(x˜
p
k,j y˜
kπ−np
−j
) + θr(x˜π
−m).
Il re´sulte de 10.13 que l’application ρn est surjective ; noter que dans (10.14.1), on peut se limiter
a` des sommes pour k ∈ I ′c (plutoˆt que k ∈ Ic).
Pour 0 ≤ j ≤ r − 1, a ∈ R et a la classe de a dans F , on a les relations
grn(F
jd)((aπ−np
−j
, 0, . . . , 0)) = (ap
j−1da)⊗ [π−n](10.14.2)
grn(F
rd)((aπ−m, 0, . . . , 0)) = (ap
r−1da−map
r
d log[π])⊗ [π−n](10.14.3)
dans BGrnΩ
1
K . On en de´duit aussitoˆt que ψn◦ρn est l’identite´ de BGrnΩ
1
K . Comme ρn est surjectif,
ψn et ρn sont des isomorphismes inverses l’un de l’autre. En particulier, ρn est un homomorphisme
de groupes qui ne de´pend d’aucun choix.
Remarque 10.15. On n’utilisera de 10.14 que l’injectivite´ de ψn.
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De´finition 10.16. Soit χ ∈ H1(K). On appelle conducteur de Swan de χ et on note sw(χ) le plus
petit entier n ≥ 0 tel que χ ∈ filnH
1(K).
Si sw(χ) ≥ 1, on appelle conducteur de Swan raffine´ de χ et on note rsw(χ) l’image de la classe
de χ par l’homomorphisme
ψsw(χ) : Grsw(χ)H
1(K)→ Grsw(χ)Ω
1
K .
11. Ramification des caracte`res d’Artin-Schreier-Witt : la variante de Matsuda
11.1. Soit m ≥ 0 un entier. Suivant [11], pour tout entier n ≥ 0, on pose
(11.1.1) fil′nWm+1(K) = V
m+1−m′(filn+1Wm′(K)) + filnWm+1(K),
ou` m′ = min(ordp(n + 1),m + 1). Il re´sulte de (10.1.2) que (fil
′
nWm+1(K))n∈N est une filtration
croissante exhaustive de Wm+1(K). Pour n ≥ 1, on note
Gr′nWm+1(K) = fil
′
nWm+1(K)/fil
′
n−1Wm+1(K).
Lemme 11.2. Pour tout entier n ≥ 0, on a V(fil′nWm+1(K)) ⊂ fil
′
nWm+2(K).
Si min(ordp(n + 1),m + 1) = min(ordp(n + 1),m + 2), l’assertion re´sulte aussitoˆt de (10.1.2).
Sinon, ordp(n + 1) > m + 1, auquel cas fil
′
nWm+1(K) = filn+1Wm+1(K) et fil
′
nWm+2(K) =
filn+1Wm+2(K) ; donc l’assertion re´sulte encore de (10.1.2).
11.3. Pour tout entier n ≥ 0, on pose (cf. (10.2.1))
(11.3.1) fil′nH
1(K,Z/pm+1Z) = δm+1(fil
′
nWm+1(K)).
On obtient ainsi une filtration croissante exhaustive de H1(K,Z/pm+1Z). Pour n ≥ 1, on note
Gr′nH
1(K,Z/pm+1Z) = fil′nH
1(K,Z/pm+1Z)/fil′n−1H
1(K,Z/pm+1Z).
11.4. En vertu de (10.2.2) et 11.2, (11.3.1) de´finit par passage a` la limite inductive une filtration
croissante exhaustive (fil′nH
1(K)[p∞])n∈N de H
1(K)[p∞] (cf. 9.8). Pour n ≥ 0, on pose
(11.4.1) fil′nH
1(K) = H1(K)[p′] + fil′nH
1(K)[p∞].
Pour n ≥ 1, on a
(11.4.2) Gr′nH
1(K) = fil′nH
1(K)/fil′n−1H
1(K) ≃ fil′nH
1(K)[p∞]/fil′n−1H
1(K)[p∞].
11.5. On de´finit une filtration croissante exhaustive de Ω1K en posant, pour tout n ∈ Z, fil
′
nΩ
1
K
l’image du morphisme canonique Ω1R ⊗R m
−n−1 → Ω1K . On a alors
(11.5.1) Gr′nΩ
1
K = fil
′
nΩ
1
K/fil
′
n−1Ω
1
K ≃ Ω
1
R ⊗R (m
−n−1/m−n).
Lemme 11.6. Pour tout entier n ≥ 0, on a
Fmd(fil′nWm+1(K)) ⊂ fil
′
nΩ
1
K .
Comme d log(x) ∈ m−1Ω1R pour tout x ∈ K
×, la relation (10.5.2) entraˆıne que
Fmd(filnWm+1(K)) ⊂ fil
′
nΩ
1
K .(11.6.1)
Posons m′ = min(ordp(n+1),m+1) et montrons que F
mdVm+1−m
′
(filn+1Wm′(K)) ⊂ fil
′
nΩ
1
K . On
peut se borner au cas ou` m′ ≥ 1. Compte tenu de la relation FmdVm+1−m
′
= Fm
′−1d : Wm′(K)→
Ω1K , il suffit de montrer que si m+ 1 ≤ ordp(n+ 1), alors
Fmd(filn+1Wm+1(K)) ⊂ fil
′
nΩ
1
K .(11.6.2)
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Soit (x0, . . . , xm) ∈ filn+1Wm+1(K). Si p
m−iv(xi) = −n− 1 pour un entier 0 ≤ i ≤ m, alors v(xi)
est un multiple de p car ordp(n + 1) ≥ m + 1 ; donc d log(xi) = 0. L’inclusion (11.6.2) s’ensuit
compte tenu de (11.6.1).
11.7. En vertu de 11.6, pour tout n ≥ 1, Fmd induit un homomorphisme canonique
(11.7.1) gr′n(F
md) : Gr′nWm+1(K)→ Gr
′
nΩ
1
K .
Il re´sulte de 11.2 et la relation Fm+1dV = Fmd : Wm+1(K)→ Ω
1
K qu’on a
(11.7.2) gr′n(F
md) = gr′n(F
m+1d) ◦V.
Proposition 11.8 ([11] 3.2.1). Pour tout entier n > 1 (resp. n ≥ 1 si p 6= 2), il existe un et un
unique homomorphisme
(11.8.1) φm,n : Gr
′
nH
1(K,Z/pm+1Z)→ Gr′nΩ
1
K
rendant commutatif le diagramme suivant :
(11.8.2) Gr′nWm+1(K)
−gr′n(F
md) //
gr′n(δm+1)

Gr′nΩ
1
K
Gr′nH
1(K,Z/pm+1Z)
φm,n
44
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
L’homomorphisme δm+1 (10.2.1) induit un isomorphisme
fil′nWm+1(K)
fil′n−1Wm+1(K) + fil
′
nWm+1(K) ∩ (F− 1)Wm+1(K)
≃ Gr′nH
1(K,Z/pm+1Z).
Il suffit donc de montrer que
(11.8.3) Fmd(fil′nWm+1(K) ∩ (F− 1)Wm+1(K)) ⊂ fil
′
n−1Ω
1
K .
Soit y ∈ Wm+1(K) tel que x = F(y) − y ∈ fil
′
nWm+1(K). Comme x ∈ filn+1Wm+1(K), alors
y ∈ fil[n+1
p
]Wm+1(K) ⊂ fil
′
[n+1
p
]Wm+1(K), ou` [−] est la partie entie`re (voir preuve de 10.7). La
relation dF = pFd : Wm+2(K) → Wm+1Ω
1
K ([9] I (2.18.2)) entraˆıne que F
md(x) = −Fmd(y).
L’inclusion (11.8.3) re´sulte alors de 11.6 puisque [n+1p ] ≤ n−1 sous les hypothe`ses de la proposition.
11.9. Soit n > 1 un entier (resp. n ≥ 1 si p 6= 2). Il re´sulte de (10.2.2), (11.7.2) et 11.8 qu’on a un
triangle commutatif
(11.9.1) Gr′nH
1(K,Z/pm+1Z)
.p

φm,n // Gr′nΩ
1
K
Gr′nH
1(K,Z/pm+2Z)
φm+1,n
44
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
Le foncteur “limite inductive” e´tant exact a` droite, on en de´duit un homomorphisme
(11.9.2) φn : Gr
′
nH
1(K)→ Gr′nΩ
1
K .
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11.10. Soient n ≥ 1 un entier, r = ordp(n+1), r
′ = ordp(n). On pose BGr
′
nΩ
1
K le sous-groupe de
Gr′nΩ
1
K ≃ Ω
1
R ⊗R m
−n−1/m−n (11.5.1) engendre´ par les e´le´ments de l’une des formes suivantes
ap
j−1da⊗ [π−n−1] (pour 0 ≤ j ≤ r − 1), ap
r′
dπ ⊗ [π−n−1]
ou` a ∈ R et [π−n−1] de´signe la classe de π−n−1. Pour 0 ≤ j ≤ r − 1, a ∈ R et b ∈ R×, on a
bn+1ap
j−1da = (b(n+1)p
−j
a)p
j−1d(b(n+1)p
−j
a)
bn+1ap
r′
d(b−1π) = (bnp
−r′
a)p
r′
dπ mod π.
Donc BGr′nΩ
1
K est inde´pendant du choix de π.
Lemme 11.11. Soient n ≥ 1 un entier, r = ordp(n + 1), r
′ = ordp(n). Soient (b1, . . . , bc) des
e´le´ments de R relevant une p-base de F , Ic = {0, . . . , p − 1}
c, I ′c = Ic − {(0, . . . , 0)}. Pour k =
(k1, . . . , kc) ∈ Ic, on pose b
k =
∏c
i=1 b
ki
i . On fixe pour chaque e´le´ment x de F un rele`vement x˜
dans R. Alors tout e´le´ment de BGr′nΩ
1
K peut s’e´crire d’une unique manie`re sous la forme
(11.11.1)

 ∑
0≤j≤r−1
∑
k∈I′c
x˜p
j+1
k,j (b
k)p
j
∑
1≤i≤c
ki
dbi
bi
+ x˜p
r′
dπ

⊗ [π−n−1]
ou` xk,j (pour 0 ≤ j ≤ r − 1 et k ∈ I
′
c) et x sont des e´le´ments de F .
L’assertion est imme´diate si r = 0. Supposons r ≥ 1 ; donc r′ = 0 et on a une suite exacte
(de´pendante du choix de π)
(11.11.2) 0→ F → BGr′nΩ
1
K → BrΩ
1
F → 0.
La proposition re´sulte alors de 10.10.
11.12. Soient n ≥ 1 un entier, r = ordp(n+ 1), r
′ = ordp(n). On a
fil′nWj+1(K) = filn+1Wj+1(K) (pour 0 ≤ j ≤ r − 1),
fil′nWj+1(K) = filnWj+1(K) + V
j+1−rfiln+1Wr(K) (pour j ≥ r).
On pose M ′−1 = 0 et pour tout entier j ≥ 0, M
′
j l’image de δj+1(fil
′
nWj+1(K)) dans Gr
′
nH
1(K)
(10.2.1). Les M ′j forment une filtration croissante exhaustive de Gr
′
nH
1(K) (11.2). On rappelle que
pour a ∈ K et j ≥ 0, on a note´ θj(a) = δj+1((a, 0, . . . , 0)) ∈ H
1(K) (10.13).
Supposons d’abord que r ≥ 1 ; donc r′ = 0 et M ′r−1 = Gr
′
nH
1(K). Si 0 ≤ j ≤ r − 1 et
a ∈ m−(n+1)p
−j
, alors θj(a) ∈ fil
′
nH
1(K) et sa classe dans Gr′nH
1(K) appartient e´videmment a` M ′j.
On voit aussitoˆt que θj induit un homomorphisme surjectif de groupes
(11.12.1) m−(n+1)p
−j
→M ′j/M
′
j−1.
On a fil′n−1Wj+1(K) = filn−1Wj+1(K) pour tout j ≥ 0. Donc le noyau de (11.12.1) contient
m−(n+1)p
−j+1 si 1 ≤ j ≤ r − 1, et m−n+1 si j = 0.
Supposons ensuite que r ≥ 1 et (n > 1 pour p = 2) ; donc n+ 1 ≤ p(n− 1). Si 0 ≤ j ≤ r − 1 et
a ∈ m−(n+1)p
−j−1
, alors θj(a
p) = θj(a) (10.13.1) et θj(a) ∈ fil
′
n−1H
1(K) ; d’ou` la classe de θj(a
p)
est nulle dans M ′j.
Supposons enfin que r = 0 ; alors M ′r′ = Gr
′
nH
1(K). On a
fil′n−1Wj+1(K) = filnWj+1(K) = fil
′
nWj+1(K) (pour 0 ≤ j ≤ r
′ − 1),
fil′n−1Wr′+1(K) = V(filnWr′(K)) + filn−1Wr′+1(K).
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On en de´duit que M ′j = 0 pour 0 ≤ j ≤ r
′ − 1, et l’application de´duite de θr′
(11.12.2) m−np
−r′
/m−np
−r′+1 →M ′r′
est un homomorphisme surjectif de groupes.
Proposition 11.13 ([11] 3.2.3). Pour tout entier n > 1 (resp. n ≥ 1 si p 6= 2), le morphisme φn
(11.9.2) induit un isomorphisme
φn : Gr
′
nH
1(K)
∼
→ BGr′nΩ
1
K .
On pose r = ordp(n+1) et r
′ = ordp(n). Avec les notations de 11.11, il existe une et une unique
application
κn : BGr
′
nΩ
1
K → GrnH
1(K)
qui envoie l’e´le´ment (11.11.1) sur la classe de (cf. 11.12)
(11.13.1)
∑
0≤j≤r−1
∑
k∈I′c
θj(x˜
p
k,jb
kπ−(n+1)p
−j
)−
1
np−r′
θr′(x˜π
−np−r
′
).
Il re´sulte de 11.12 que l’application κn est surjective ; on distinguera les cas r = 0, et r ≥ 1 qui
entraˆıne que r′ = 0.
Pour 0 ≤ j ≤ r − 1 et a ∈ R, on a les relations
gr′n(F
jd)((aπ−(n+1)p
−j
, 0, . . . , 0)) = (ap
j−1da)⊗ [π−n−1](11.13.2)
gr′n(F
r′d)((aπ−np
−r′
, 0, . . . , 0)) = −(np−r
′
ap
r′
dπ)⊗ [π−n−1](11.13.3)
dans BGrnΩ
1
K . On en de´duit aussitoˆt que φn◦κn est l’identite´ de BGr
′
nΩ
1
K . Comme κn est surjectif,
φn et κn sont des isomorphismes inverses l’un de l’autre. En particulier, κn est un homomorphisme
de groupes qui ne de´pend d’aucun choix.
Remarque 11.14. On n’utilisera de 11.13 que l’injectivite´ de φn.
De´finition 11.15. Soit χ ∈ H1(K). On appelle conducteur de Swan modifie´ de χ et on note sw′(χ)
le plus petit entier n ≥ 0 tel que χ ∈ fil′nH
1(K).
Si sw(χ) > 1 (resp. sw(χ) ≥ 1 et p 6= 2), on appelle conducteur de Swan modifie´ raffine´ de χ et
on note rsw′(χ) l’image de la classe de χ par l’homomorphisme
φsw′(χ) : Gr
′
sw′(χ)H
1(K)→ Gr′sw′(χ)Ω
1
K .
12. De´monstration du the´ore`me 9.10
12.1. Nous de´montrons en premier lieu des re´sultats pre´liminaires sur les vecteurs de Witt. On
de´finit une suite de polynoˆmes Qn ∈ Z[
1
p ][X1, . . . , Xi, Y0, . . . , Yi] (pour n ∈ N) par la relation de
re´currence
(12.1.1)
n∑
i=0
pi(Xi(1 + Yi))
pn−i =
n∑
i=0
piXp
n−i
i +
n∑
i=0
piQp
n−i
i .
Le lemme suivant est imme´diat.
Lemme 12.2. (i) Le polynoˆme Qn appartient a` l’ide´al de Z[X1, . . . , Xi, Y0, . . . , Yi] engendre´ par
(Y0, . . . , Yn), et la diffe´rence Qn −
∑n
i=0X
pn−i
i Yi appartient a` l’ide´al engendre´ par (YiYj)0≤i,j≤n.
(ii) Si on affecte a` la variable Xi le poids p
i et a` la variable Yi le poids 0, le polynoˆme Qn devient
homoge`ne de degre´ pn.
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(iii) Soient A un anneau commutatif, x = (x0, . . . , xn), y = (y0, . . . , yn) deux e´le´ments de A
n+1.
Posons x′i = xi(1 + yi) et x
′ = (x′0, . . . , x
′
n). On a alors la relation suivante dans Wn+1(A)
x′ − x = (Q0(x, y), Q1(x, y), . . . , Qn(x, y)).
12.3. Dans cette section, on de´signe par (X, x) le k-sche´ma pointe´ et ξ : S → X le k-morphisme
du (6.1), par D un diviseur effectif de S. On note X0 l’adhe´rence sche´matique de x dans X (qui
est un diviseur de Cartier) et U l’ouvert comple´mentaire de X0 dans X . On pose r = v(D) (5.5),
TD = V(Ω
1
R⊗R OD(D)) et TD = TD ×D s. Appliquons la construction (3.6) au morphisme ξ ; on
de´signe par (X ×k S)(D) la dilatation de X ×k S le long du graphe de ξ d’e´paisseur D. On a alors
un diagramme commutatif canonique a` carre´s carte´siens
(12.3.1) TD //

(X ×k S)(D)

X ×k ηoo

D // S ηoo
On note κ le point ge´ne´rique de TD, RK le se´pare´ comple´te´ de l’anneau local de (X ×k S)(D) en
κ (qui est un anneau de valuation discre`te), K son corps des fractions, mK son ide´al maximal. La
projection canonique (X ×k S)(D) → S e´tant lisse, elle induit un homomorphisme u : R → RK
ve´rifiant mK = u(m)RK. On note encore v : K
× → Z la valuation qui prolonge v sur K (5.2).
Compte tenu de l’interpre´tation modulaire de TD, le point κ est uniquement de´termine´ par un
F -homomorphisme
(12.3.2) t : Ω1R → m
r
K/m
r+1
K .
Appliquant le produit tensoriel ⊗F (m
−n−1/m−n) (pour n ∈ Z), on obtient un F -homomorphisme
(12.3.3) tn : Gr
′
nΩ
1
K → m
−n+r−1
K /m
−n+r
K = Grn−r+1W1(K).
La premie`re projection (X ×k S)(D) → X envoie κ sur x. On en de´duit un second homomorphisme
v : R→ RK.
Lemme 12.4. (i) Pour tout x ∈ R, on a v(x)− u(x) ∈ mrK et
(12.4.1) v(x) − u(x) ≡ t(d(x)) mod mr+1K .
(ii) Pour tout x ∈ K×, on a
(12.4.2) v(
v(x)
u(x)
− 1) ≥ r − 1.
(iii) Supposons r ≥ 2. Alors on a, pour tout x ∈ K×,
(12.4.3)
v(x)
u(x)
− 1 ≡ t0(d log(x)) mod m
r
K.
L’assertion (i) est e´vidente. L’assertion (ii) est e´vidente pour les unite´s et les uniformisantes de
R ; elle re´sulte en ge´ne´ral de la relation, pour tout x, y ∈ K,
(12.4.4) v(xy)− u(xy) = v(x)(v(y) − u(y)) + u(y)(v(x) − u(x)).
Il re´sulte encore de cette relation que si (12.4.3) est satisfaite par x et y, elle l’est aussi par 1/x et
xy, car r ≥ 2. Comme (12.4.3) est satisfaite par les unite´s et les uniformisantes de R, elle est alors
satisfaite en ge´ne´ral.
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Lemme 12.5. Supposons r ≥ 3. Soient m,n ≥ 0 deux entiers, x = (x0, . . . , xm) ∈ fil
′
nWm+1(K),
y = (y0, . . . , ym) ∈ K
m+1, ou` yi =
v(xi)
u(xi)
− 1 si xi 6= 0 et yi = 0 si xi = 0. Alors on a
pm−iv(Qi(u(x), y)) ≥ −n+ r, ∀ 0 ≤ i < m,(12.5.1)
v(Qm(u(x), y)) ≥ −n+ r − 1,(12.5.2)
v(Qm(u(x), y)−
m∑
j=0
xp
m−j
j yj) ≥ −n+ r.(12.5.3)
Soit 0 ≤ i ≤ m un entier. Si x ∈ filnWm+1(K), alors
pm−iv(Qi(u(x), y)) ≥ −n+ p
m−i(r − 1)
en vertu de (12.4.2) et 12.2, ce qui de´montre (12.5.1) et (12.5.2). De meˆme, on a
v(Qm(u(x), y)−
m∑
j=0
xp
m−j
j yj) ≥ −n+ 2(r − 1) ≥ −n+ r,
ce qui prouve (12.5.3).
Soit x ∈ Vm+1−m
′
(filn+1Wm′(K)) ⊂ filn+1Wm+1(K), ou` m
′ = inf(ordp(n+ 1),m+ 1). On a
pm−iv(Qi(u(x), y)−
i∑
j=0
xp
i−j
j yj) ≥ −n− 1 + 2p
m−i(r − 1) ≥ −n+ r,
ce qui de´montre (12.5.3). On dira que i est ordinaire si pm−iv(xi) ≥ −n ; i est exceptionnel si
pm−iv(xi) = −n− 1. Si i est exceptionnel, alors i ≥ m+1−m
′ ; donc ordp(v(xi)) ≥ 1 et v(yi) ≥ r
(12.4.3). Soit 0 ≤ j ≤ i. Si j est ordinaire, alors
pm−iv(xp
i−j
j yj) ≥ −n+ p
m−i(r − 1).
Si j est exceptionnel, alors
pm−iv(xp
i−j
j yj) ≥ −n− 1 + p
m−ir.
Les relations (12.5.1) et (12.5.2) s’en de´duisent aussitoˆt.
Remarque 12.6. Il re´sulte de la preuve de 12.5 que la condition r ≥ 2 suffit sauf peut eˆtre pour
(12.5.3) si x 6∈ filnWm+1(K).
Proposition 12.7. Supposons r = v(D) ≥ 3. Pour tout entiers m ≥ 0 et n ≥ r − 1, l’homomor-
phisme de groupes
(12.7.1) v − u : Wm+1(K)→Wm+1(K)
envoie fil′nWm+1(K) dans filn−r+1Wm+1(K) et le diagramme
(12.7.2) Gr′nWm+1(K)
gr(v−u) //
gr′(Fmd)

Grn−r+1Wm+1(K)
Gr′nΩ
1
K tn
// Grn−r+1W1(K)
gr(Vm)
OO
est commutatif.
Cela re´sulte de 12.2(iii), 12.5 et (12.4.3).
Lemme 12.8. Supposons r = v(D) ≥ 2. Soient n ≥ 1 un entier premier a` p, χ ∈ H1(K,µn).
Alors on a v∗(χ) = u∗(χ) dans H1(K, µn).
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En vertu de (12.4.2), pour tout x ∈ K×, v(x)/u(x) ∈ 1 + mK ; c’est donc une puissance n-e`me
de RK. La proposition re´sulte alors de la the´orie de Kummer.
Proposition 12.9. Soient n ≥ 1 un entier, n′ le plus grand diviseur de n premier a` p. On suppose
que K contient une racine primitive n′-e`me de l’unite´. Soit χ ∈ H1(K,Z/nZ) tel que sw′(χ) ≥ 2
et r = v(D) = sw′(χ) + 1. Alors n est un multiple de p et v∗(χ) − u∗(χ) est l’image de l’e´le´ment
−tsw′(χ)(rsw
′(χ)) par l’homomorphisme compose´
RK/mK → H
1
e´t(Spec(RK/mK),Z/pZ)
∼
→ H1e´t(Spec(RK),Z/pZ)→ H
1(K,Z/pZ)→ H1(K,Z/nZ),
ou` la premie`re fle`che est l’homomorphisme d’Artin-Schreier et la dernie`re fle`che est induite par la
multiplication par n/p sur les coefficients.
Cela re´sulte de 12.7 et 12.8.
12.10. On conserve dans la suite de cette section les hypothe`ses de (12.9), de plus on fixe un
homomorphisme injectif Z/nZ → Λ× tel que le compose´ Z/pZ → Z/nZ → Λ× avec la multipli-
cation par n/p soit le caracte`re ψ (5.6). On conside`re −rsw′(χ) comme un F -point de T
t
D, ou de
fac¸on e´quivalente comme une forme line´aire f : TD → A
1
s. On pose Lχ = f
∗(Lψ), ou` Lψ est le
faisceau d’Artin-Schreier associe´ a` ψ ([10] 1.1.3). On de´signe par F le faisceau e´tale localement
constant constructible en Λ-modules de rang 1 sur η associe´ au caracte`re χ. En vertu de 6.2, quitte
a` remplacer (X, x) par un objet de E, il existe χU ∈ H
1(U,Z/nZ) tel que ξ∗U (χU ) = χ. Posons
G le faisceau e´tale localement constant constructible en Λ-modules de rang 1 sur U associe´ au
caracte`re χU .
Comme r = v(D) ≥ 3, X0 ×k η est ferme´ dans (X ×k S)(D) (3.7). Soit (X ×k S)
◦
(D) l’ouvert
comple´mentaire de X0 ×k η dans (X ×k S)(D), de sorte qu’on ait un diagramme commutatif
canonique a` carre´s carte´siens
TD //

(X ×k S)
◦
(D)

U ×k ηoo

D // S ηoo
On note ΨD : D
+(U ×k η)→ D
+(TD) le foncteur des cycles proches.
Proposition 12.11. Le complexe ΨD(H (F ,G )) (5.7) est isomorphe a` Lχ[0].
Le morphisme (X×k S)
◦
(D) → S e´tant lisse, il suffit de montrer que H (F ,G ) se prolonge en un
faisceau localement constant constructible sur (X ×k S)
◦
(D) dont la restriction a` TD est isomorphe
a` Lχ. Cela re´sulte de 12.9 par le the´ore`me de purete´ de Zariski-Nagata (SGA 2 X 3.4) et SGA 1
V 8.2.
12.12. Soit L la sous-extension de K fixe´e par le noyau du caracte`re χ : G → Z/nZ. En vertu
de 6.2, quitte a` remplacer (X, x) par un objet de E, il existe un morphisme fini f : Y → X et un
diagramme carte´sien
(12.12.1) SL
ρ //

Y
f

S
ξ
// X
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tels que ρ induise un isomorphisme entre les groupes d’automorphismes AutX(Y ) ≃ AutK(L) =
Z/nZ et f soit e´tale au dessus de U de classe χU ∈ H
1(U,Z/nZ). Donc Y a un unique point y
au dessus de x, et son anneau local comple´te´ est isomorphe a` RL. On de´signe par H(D) le sche´ma
de´fini par le diagramme carte´sien
H(D) //
f(D)

Y ×k S
f×kS

(X ×k S)
◦
(D)
// X ×k S
par H ′(D) la normalisation de H(D) ×S SL dans YU ×k ηL et par f
′
(D) : H
′
(D) → (X ×k S)
◦
(D) ×S SL
le morphisme de´duit de f(D).
Proposition 12.13. (i) Le morphisme f ′(D) est e´tale, et il induit un reveˆtement e´tale non-trivial
de TD ×S SL.
(ii) On a χ(Gr+) = 0 et χ(Gr) 6= 0, ou` r = sw′(χ) + 1.
(i) Soit κ′ le point ge´ne´rique de TD ×S SL. Le comple´te´ se´pare´ de l’anneau local de (X ×k
S)(D) ×S SL en κ
′ s’identifie a` RK ⊗R RL. Il re´sulte de 12.9 que f
′
(D) est e´tale en tout point au
dessus de κ′ et le reveˆtement e´tale induit par f ′(D) au dessus de κ
′ est non-trivial (11.13 et 11.14).
On en de´duit par le the´ore`me de purete´ de Zariski-Nagata que f ′(D) est un reveˆtement e´tale.
(ii) On sous-entend par comple´te´ formel d’un S-sche´ma son comple´te´ formel le long de sa fibre
spe´ciale. Conside´rons le diagramme carte´sien
(12.13.1) SL
θ //

Y ×k S
f×kS

S γ
// X ×k S
induit par (12.12.1), ou` γ est le graphe de ξ. On note X (resp. Y) le comple´te´ formel de X ×k S
(resp. Y ×k S) et X
rig (resp. Yrig) sa fibre rigide au sens de Raynaud. Pour tout nombre rationnel
j ≥ 0, on de´signe par Xrig(j) (resp. Y
rig
(j)) le voisinage tubulaire de γ (resp. θ) de rayon j ([1] part
II 1.2) ; c’est un sous-domaine affino¨ıde de Xrig (resp. Yrig). On a Yrig(j) = X
rig
(j) ×Xrig Y
rig ; on note
f rig(j) : Y
rig
(j) → X
rig
(j) la projection canonique. Le comple´te´ formel de (X×kS)
◦
(D) est un mode`le formel
de Xrig(r). Les morphismes f(D) et f
′
(D) e´tant finis, leurs comple´te´s formels sont alors des mode`les
formels des morphismes f rig(r) et f
rig
(r) ⊗K L respectivement. La filtration (G
j)j∈Q≥0 de G est de´finie
dans [1] de sorte que
(Z/nZ)/χ(Gj) ≃ π0(Y
rig
(j),K
),
ou` le terme de droite de´signe l’ensemble des composantes connexes ge´ome´triques de Yrig(j). Par
conse´quent, la proposition (ii) re´sulte de (i) ([1] part I, 4.3).
12.14. Venons maintenant a` la preuve du the´ore`me 9.10. Soit k une cloˆture alge´brique de k. Il
suffit de de´montrer 9.10 apre`s avoir remplace´ S par une composante connexe de Sk. Donc on peut
supposer que K contient une racine primitive n′-e`me de l’unite´, ou` n′ est le plus grand diviseur
de n premier a` p. Il re´sulte alors de 12.13(ii) que r = sw′(χ) + 1 est l’unique pente critique de
F . Compte tenu de la de´monstration de 7.7, on a un isomorphisme canonique νD(H (Fη,F!)) ≃
ΨD(H (F ,G )) ; donc en vertu de 12.11, on a νD(H (Fη,F!)) ≃ Lχ[0]. Par ailleurs, il re´sulte par
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exemple de [10] 1.2.3.2 et 1.2.2.1, que la transforme´e de Fourier du faisceau Lχ = f∗(Lψ) est un
faisceau de support la section de T
t
D associe´e au morphisme f : TD → A
1
k (c’est a` dire la section
−rsw′(χ)), d’ou` l’assertion 9.10(ii).
13. De´monstration du the´ore`me 9.11
13.1. Dans cette section, on de´signe par (X, x) le k-sche´ma pointe´ et ξ : S → X le k-morphisme
du (6.1), par D un diviseur effectif de S. On note X0 l’adhe´rence sche´matique de x dans X (qui est
un diviseur de Cartier) et U l’ouvert comple´mentaire de X0 dans X . On pose X ×
log
k S le produit
fibre´ logarithmique relativement aux diviseurs de Cartier X0 sur X et s sur S (4.3), r = v(D)
(5.5), ΘD = V(Ω
1
R(log)⊗R OD(D)) et ΘD = ΘD ×D s. Comme ξ
−1(X0) = s, on peut appliquer la
construction (4.6) au morphisme ξ ; on de´signe par (X ×logk S)(D) la dilatation de X ×
log
k S le long
du graphe de ξ d’e´paisseur D. On a alors un diagramme commutatif canonique a` carre´s carte´siens
(13.1.1) ΘD //

(X ×logk S)(D)

U ×k ηoo

D // S ηoo
On note κ le point ge´ne´rique de ΘD, RK le se´pare´ comple´te´ de l’anneau local de (X ×
log
k S)(D) en
κ, K son corps des fractions, mK son ide´al maximal. La projection canonique (X ×
log
k S)(D) → S
e´tant lisse, elle induit un homomorphisme u : R → RK ve´rifiant mK = u(m)RK. On note encore
v : K× → Z la valuation qui prolonge v sur K (5.2). Le point κ est uniquement de´termine´ par un
F -homomorphisme
(13.1.2) t : Ω1R(log)→ m
r
K/m
r+1
K .
Appliquant le produit tensoriel ⊗F (m
−n/m−n+1) (pour n ∈ Z), on obtient un F -homomorphisme
(13.1.3) tn : GrnΩ
1
K → m
−n+r
K /m
−n+r+1
K = Grn−rW1(K).
La premie`re projection (X×logk S)(D) → X envoie κ sur x. On en de´duit un second homomorphisme
v : R→ RK.
Lemme 13.2. Pour tout x ∈ K×, on a v(v(x)/u(x) − 1) ≥ r et
v(x)
u(x)
− 1 ≡ t(d log(x)) mod mr+1K .
Compte tenu de la relation (12.4.4), on peut se borner aux cas ou` x est une unite´ de R ou x = π,
car r ≥ 1. Le premier cas est e´vident (cf. 12.4(i)). Le second se de´duit d’une relation analogue et
e´vidente dans l’anneau R⊗k R[u, u
−1]/(π ⊗ 1− 1⊗ π · u).
Lemme 13.3. Soient m,n ≥ 0 deux entiers, x = (x0, . . . , xm) ∈ filnWm+1(K), y = (y0, . . . , ym) ∈
Km+1, ou` yi =
v(xi)
u(xi)
− 1 si xi 6= 0 et yi = 0 si xi = 0. Alors on a
pm−iv(Qi(u(x), y)) ≥ −n+ r, ∀ 0 ≤ i ≤ m,(13.3.1)
v(Qm(u(x), y)−
m∑
j=0
xp
m−j
j yj) ≥ −n+ 2r ≥ −n+ r + 1.(13.3.2)
Cela re´sulte de 13.2 en calquant la preuve de 12.5.
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Proposition 13.4. Pour tout entiers m ≥ 0 et n ≥ r, l’homomorphisme de groupes
(13.4.1) v − u : Wm+1(K)→Wm+1(K)
envoie filnWm+1(K) dans filn−rWm+1(K) et le diagramme
(13.4.2) GrnWm+1(K)
gr(v−u) //
gr(Fmd)

Grn−rWm+1(K)
GrnΩ
1
K tn
// Grn−rW1(K)
gr(Vm)
OO
est commutatif.
Cela re´sulte de 12.2(iii), 13.2 et 13.3.
Lemme 13.5. Soient n ≥ 1 un entier premier a` p, χ ∈ H1(K,µn). Alors on a v
∗(χ) = u∗(χ) dans
H1(K, µn).
En vertu de 13.2, pour tout x ∈ K×, v(x)/u(x) ∈ 1 + mK ; c’est donc une puissance n-e`me de
RK. La proposition re´sulte alors de la the´orie de Kummer.
Proposition 13.6. Soient n ≥ 1 un entier, n′ le plus grand diviseur de n premier a` p. On suppose
que K contient une racine primitive n′-e`me de l’unite´. Soit χ ∈ H1(K,Z/nZ) tel que sw(χ) ≥ 1
et r = v(D) = sw(χ). Alors n est un multiple de p et v∗(χ) − u∗(χ) est l’image de l’e´le´ment
−tsw(χ)(rsw(χ)) par l’homomorphisme compose´
RK/mK → H
1
e´t(Spec(RK/mK),Z/pZ)
∼
→ H1e´t(Spec(RK),Z/pZ)→ H
1(K,Z/pZ)→ H1(K,Z/nZ),
ou` la premie`re fle`che est l’homomorphisme d’Artin-Schreier et la dernie`re fle`che est induite par la
multiplication par n/p sur les coefficients.
Cela re´sulte de 13.4 et 13.5.
13.7. On conserve dans la suite de cette section les hypothe`ses de (13.6), de plus on fixe un
homomorphisme Z/nZ → Λ× tel que le compose´ Z/pZ → Z/nZ → Λ× avec la multiplication
par n/p soit le caracte`re ψ (5.6). On conside`re −rsw(χ) comme un F -point de Θ
t
D, ou de fac¸on
e´quivalente comme une forme line´aire f : ΘD → A
1
s. On pose Lχ = f
∗(Lψ), ou` Lψ est le faisceau
d’Artin-Schreier associe´ a` ψ ([10] 1.1.3). On de´signe par F le faisceau e´tale localement constant
constructible en Λ-modules de rang 1 sur η associe´ au caracte`re χ. En vertu de 6.2, quitte a`
remplacer (X, x) par un objet de E, il existe χU ∈ H
1(U,Z/nZ) tel que ξ∗U (χU ) = χ. Posons G le
faisceau e´tale localement constant constructible en Λ-modules de rang 1 sur U associe´ au caracte`re
χU . On note ΨD : D
+(U ×k η) → D
+(ΘD) le foncteur des cycles proches pour le morphisme
(X ×logk S)(D) → S.
Proposition 13.8. Le complexe ΨD(H (F ,G )) (5.7) est isomorphe a` Lχ[0].
Le morphisme (X ×logk S)(D) → S e´tant lisse, il suffit de montrer que H (F ,G ) se prolonge
en un faisceau localement constant constructible sur (X ×logk S)(D) dont la restriction a` ΘD est
isomorphe a` Lχ. Cela re´sulte de 13.6 par le the´ore`me de purete´ de Zariski-Nagata (SGA 2 X 3.4)
et SGA 1 V 8.2.
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13.9. Soit L la sous-extension de K fixe´e par le noyau du caracte`re χ : G → Z/nZ. En vertu de
6.3, quitte a` remplacer (X, x) par un objet de E, il existe un morphisme fini f : Y → X et un
diagramme carte´sien
(13.9.1) SL
ρ //

Y
f

S
ξ
// X
tels que ρ induise un isomorphisme entre les groupes d’automorphismes AutX(Y ) ≃ AutK(L) =
Z/nZ et f soit e´tale au dessus de U de classe χU ∈ H
1(U,Z/nZ). On de´signe par H et H(D) les
sche´mas de´finis par le diagramme carte´sien
H(D) //
h(D)

H
h

// Y
f

(X ×logk S)(D)
// (X ×logk S)
// X
par H ′(D) la normalisation de H(D)×S SL dans YU ×k ηL et par h
′
(D) : H
′
(D) → (X×
log
k S)(D)×S SL
le morphisme de´duit de h(D).
Proposition 13.10. (i) Le morphisme h′(D) est e´tale, et il induit un reveˆtement e´tale non-trivial
de ΘD ×S SL.
(ii) On a χ(Gr+log) = 0 et χ(G
r
log) 6= 0, ou` r = sw(χ)
(i) Soit κ′ le point ge´ne´rique de ΘD ×S SL. Le comple´te´ se´pare´ de l’anneau local de (X ×
log
k
S)(D) ×S SL en κ
′ s’identifie a` RK ⊗R RL. Il re´sulte de 13.6 que h
′
(D) est e´tale en tout point au
dessus de κ′ et le reveˆtement e´tale induit par h′(D) au dessus de κ
′ est non-trivial (10.14 et 10.15).
On en de´duit par le the´ore`me de purete´ de Zariski-Nagata que h′(D) est un reveˆtement e´tale.
(ii) On sous-entend par comple´te´ formel d’un S-sche´ma son comple´te´ formel le long de sa fibre
spe´ciale. Conside´rons le diagramme carte´sien
(13.10.1) SL
θ //

H
h

S
γlog
// (X ×logk S)
induit par (13.9.1), ou` γlog est le graphe logarithmique de ξ (4.3). On note X (resp. Y) le comple´te´
formel de (X×logk S) (resp. H) et X
rig (resp. Yrig) sa fibre rigide. Pour tout nombre rationnel j ≥ 0,
on de´signe par Xrig(j) (resp. Y
rig
(j)) le voisinage tubulaire de γ
log (resp. θ) de rayon j ([1] II 1.2). On
a Yrig(j) = X
rig
(j) ×Xrig Y
rig ; on note hrig(j) : Y
rig
(j) → X
rig
(j) la projection canonique. Le comple´te´ formel
de (X ×logk S)(D) est un mode`le formel de X
rig
(r). Les morphismes h(D) et h
′
(D) e´tant finis, leurs
comple´te´s formels sont alors des mode`les formels des morphismes hrig(r) et h
rig
(r)⊗K L respectivement.
La filtration (Gjlog)j∈Q≥0 de G est de´finie dans [1] de sorte que
(Z/nZ)/χ(Gjlog) ≃ π0(Y
rig
(j),K
),
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ou` le terme de droite de´signe l’ensemble des composantes connexes ge´ome´triques de Yrig(j). Par
conse´quent, la proposition (ii) re´sulte de (i) ([1] part I, 4.3).
13.11. On peut maintenant de´montrer le the´ore`me 9.11 en calquant la preuve de 9.10 (cf. 12.14).
14. Ramification des corps locaux a` corps re´siduel parfait
14.1. On suppose que F = k et on se propose de calculer pour une Λ-repre´sentation finie de G les
invariants de ramification de´finis dans cet article en termes d’invariants plus classiques. Pour tout
nombre rationnel r > 0, on sait ([1] part I 3.7 et 3.15) que Gr+1 = Grlog est le r-e`me sous-groupe
de ramification supe´rieure “classique”de G ([17] IV Section 3).
14.2. Pour tout nombre rationnel r, on pose Nr = m
(r)⊗R F (cf. 9.5) ; c’est un F -espace vectoriel
de dimension 1 dont le dual est canoniquement isomorphe a` N−r ; donc V(Nr)(F ) = N−r. On
observe que si r > 0, Tr s’identifie canoniquement a` V(N1−r), et Θr a` V(N−r) graˆce a` (5.4.3).
14.3. Pour tout nombre rationnel r, on de´signe par πiso1 (V(Nr)) le quotient du groupe fondamental
de V(Nr) qui classifie les isoge´nies e´tales de groupes alge´briques ; c’est un groupe profini, abe´lien
et annule´ par p. On rappelle que l’isoge´nie de Lang A1s → A
1
s, de´finie par x 7→ x
p − x, est une base
du F -vectoriel HomZ(π
iso
1 (A
1
s),Fp). On en de´duit un isomorphisme canonique
(14.3.1) HomZ(π
iso
1 (V(Nr)),Fp) ≃ V(N−r)(F ) = Nr.
L’action de G sur K induit une action sur Nr et donc sur π
iso
1 (V(Nr)).
The´ore`me 14.4 ([1] part II 6.3(2)). Pour tout nombre rationnel r > 0, on a un isomorphisme
canonique G-e´quivariant
(14.4.1) πiso1 (V(N−r)) ≃ G
r
log/G
r+
log,
ou` l’action de G sur Grlog/G
r+
log est induite par la conjugaison.
14.5. Soient L une extension galoisienne finie de K de groupe G, (G
j
log)j∈Q≥0 la filtration de
ramification supe´rieure logarithmique de G, r le conducteur logarithmique de L sur K, c’est a` dire
l’unique nombre rationnel r ≥ 0 tel que G
r
log 6= 0 et G
r+
log = 0. On suppose que L/K est sauvagement
ramifie´e, de sorte que r > 0. On sait qu’il existe un diviseur D de SL tel que v(D) = r (5.5).
On de´signe par (X, x) le k-sche´ma pointe´ et ξ : S → X le k-morphisme du (6.1), par X0
l’adhe´rence sche´matique de x dans X (qui est un diviseur de Cartier) et par U l’ouvert comple´men-
taire deX0 dansX . On pose q : SL → S la fle`che canonique,X×
log
k SL le produit fibre´ logarithmique
relativement aux diviseurs de Cartier X0 sur X et q
−1(s) sur SL (4.3). Comme ξ
−1(X0) = s, on
peut appliquer la construction (4.6) au morphisme ξ ◦ q ; on de´signe par (X ×logk SL)(D) la dilata-
tion de X ×logk SL le long du graphe de ξ ◦ q d’e´paisseur D. On a alors un diagramme commutatif
canonique a` carre´s carte´siens
(14.5.1) ΘD //

(X ×logk SL)(D)

U ×k ηLoo

D // SL ηLoo
ou` ΘD = V(Ω
1
R(log)⊗R OD(D)).
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En vertu de 6.2, quitte a` remplacer (X, x) par un objet de E, il existe un morphisme fini
f : Y → X et un diagramme carte´sien
(14.5.2) SL
ρ //

Y
f

S
ξ
// X
tels que ρ induise un isomorphisme entre les groupes d’automorphismes AutX(Y ) ≃ AutK(L) = G
et f soit e´tale au dessus de U . On de´signe par H(D) la normalisation de (X ×
log
k SL)(D) dans
YU ×k ηL et par f(D) : H(D) → (X ×
log
k SL)(D) le morphisme canonique.
Proposition 14.6. Le morphisme f(D) est e´tale ; il induit sur chaque composante connexe au
dessus de ΘD = V(N−r) une isoge´nie e´tale de groupe G
r
log ; l’homomorphisme π
iso
1 (V(N−r))→ G
r
log
ainsi de´fini est compatible a` (14.4.1).
Cela re´sulte de [1] part II 5.9(3), 6.3(2) et 5.10.
14.7. Venons maintenant a` la preuve du the´ore`me 9.14. On se limite a` de´montrer l’e´nonce´ log-
arithmique (9.4), l’e´nonce´ (9.3) e´tant e´quivalent (la preuve de cet e´quivalence est similaire a` [1]
part I 9.11(ii) ou part II 6.4.1). Soient G l’image de l’homomorphisme χ : G → AutΛ(Fη), L
la sous-extension de K fixe´e par le noyau de χ. On reprend pour cet extension la construction
(14.5). Posons G le faisceau e´tale localement constant constructible en Λ-modules sur U associe´
a` la repre´sentation χ (via le reveˆtement e´tale fU ). On note ΨD : D
+(U ×k ηL) → D
+(ΘD) le
foncteur des cycles proches pour le morphisme (X ×logk SL)(D) → SL. On a alors un isomorphisme
canonique νlogD (F ⊠Λ) ≃ ΨD(G ⊠Λ) (cf. la preuve de 7.7). D’apre`s 14.6, G ⊠Λ se prolonge en un
faisceau localement constant constructible sur (X ×logk SL)(D). D’autre part, (X ×
log
k SL)(D) → SL
est lisse. La conjecture 9.4 re´sulte alors de 14.6.
14.8. On rappelle que Spec(Λ) est connexe (5.6). Soient F un faisceau e´tale constructible en
Λ-modules sur η, r > 0 une pente logarithmique critique de F (9.2). On rappelle que Grlog/G
r+
log
est un Fp-vectoriel et qu’on a fixe´ un caracte`re non-trivial ψ : Fp → Λ
×. Donc l’action de Grlog/G
r+
log
sur (Fη)
Gr+log de´termine un ensemble fini de caracte`res Grlog/G
r+
log → Fp, ce qui induit par (14.3.1)
et (14.4.1) un sous-ensemble fini Σr(F ) de N−r.
Proposition 14.9. Soient F un faisceau e´tale constructible en Λ-modules plats sur η, r sa plus
grande pente logarithmique critique. Supposons que F soit sauvagement ramifie´, de sorte que r > 0.
Alors on a Σr(F ) = Cr+1(F ) = C˜r(F ) (14.2).
Il suffit de calquer (14.7).
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