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INTRODUCTION 
Soit G un groupe de Lie reductif d’algebre de Lie g. On suppose qu’il 
existe un sous-groupe abelien distingue f dans G centralisant la com- 
posante connexe de l’element neutre G, de G tel que fGO soit d’indice lini 
dans G. Soit f0 E g* telle que g(fO) (son centralisateur dans g) soit une 
sous-algebre de Cartan de g. On note G(f,) le centralisateur de ,fO dans G 
et G(,f,,)” le revetement d’ordre deux de G(,f,) defini par Duflo [Dl] (voir 
section 5). On note E l’element non trivial du noyau de la projection de 
G(f,)” sur G(f,). On note x’“(fO) l’ensemble des classes de representations 
unitaires irreductibles T de G(,f,)” telles que T(E) = -Id et r(exp X) = 
ertbcx) Id pour tout XE~&). On suppose que xl’(&) est non vide. Soit 
tO~X’r’(fO). On note n(&, rO) la representation de G associee par Duflo a 
(fO, zO) [Dl]. Si G est dans la classe de Harish-Chandra, on obtient ainsi 
toutes les representations temperees a caractere infinitesimal regulier. La 
representation Z7(f0, tO) est a trace. On note O(fO, zO) son caractere. 
Soit s un element elliptique de G (i.e., Ad(s) est un endomorphisme semi- 
simple de g et toutes ses valeurs propres sont de module 1). On note 3 = 
ker( 1 -Ad(s)) et q = Im(1 - Ad(s)). Alors g = 3 0 q. On identifie 3* avec le 
* Ce travail a fait I’object d’une note [B2] parue aux Comptes Rendus de 1’Academie des 
Sciences. 
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sow-espace q1 de g *. On pose QTO = G *fO n 3*. Alors Q;” est une reunion 
finie de Z,-orbites fermees, 04 Z0 est la composante connexe de l’element 
neutre du centralisateur de s dans G. On note ‘p&, la fonction localement 
constante sur Q.tO detinie par Duflo, Heckman, et Vergne [DHV] (voir sec- 
tion 5). 
Soit X65 3. On pose 
j,(X) = det 
( 
el/2ad,3(.U _ e-V2ad,W) 
) ad,(X) ’ 
Suivant Harish-Chandra, on peut definir, dans un voisinage de 0 dans 3, 
une fonction generalisee par la formule: 
= j,3(X)“2 (det( 1 - Ad(seX),I”2 Idet( 1 - Ad(s)),1 e-1/2 O(fO, r,,)(se”). 
Le resultat principal de cet article est: 
TH~OR~ME. (i) Si Q,X = @, la fonction g&z&ah& 0(s, fO, zO) est nulle. 
(ii) Si Q;O# @, on a I’Pgalitk de fonctions gtnCralisPes dans un 
voisinage de 0 duns z: 
oti dfln;, est la mesure de Liouville SW 0~~. 
Le theoreme permet de calculer O(fo, r,,) dans G tout entier. En effet la 
fonction generalisee 0(s, fo, rO) determine O(f,, TV) dans un voisinage G- 
invariant de s dans G et on peut choisir pout tout element elliptique un tel 
voisinage de sorte que la reunion de ces voisinages recouvre G (voir 
lemme 8.1.1). 
Le theoreme n’est pas vrai si on ne suppose pas s elliptique. Par exemple 
si on prend G = SL(2, R), 17(fo, z,,) dans la serie discrete de G et s un 
element hyperbolique regulier de G, alors QjO = @ mais O(fo, T,,) est non 
nulle au voisinage de s. 
Supposons que s est en plus regulier (voir section 1). Alors 3 est une 
sous-algebre abelienne de g et son centralisateur dans g est une sous- 
algebre de Cartan de g [G]. Notons N(G, 3) (resp. Z(G, 3)) le nor- 
malisateur (resp. centralisateur) de 3 dans G. Alors W(G, 3) = 
N(G, 3)/Z(G, 3) est un groupe fini. Supposons que Q;O est non vide. Soit 
f E QTO. Alors QTO = { 0. f; w E W(G, 3)). Dans ce cas la definition de 
0(s, fo, tO) et la formule du theoreme donnent: 
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Cette formule est un point essentiel de la demonstration. Quand G est 
connexe (ou plus generalement dans la classe de Harish-Chandra), cette 
formule est due a Harish-Chandra. Elle donne le caractere de la serie 
fondamentale sur l’ensemble des elements reguliers elliptiques. 
Quand s est l’element neutre, on a J2r0 = G .fO et cp;l.,O(,f) =dim ‘co (voir 
section 5). La formule du theoreme s’ecrit: 
C’est la formule de Kirillov, demontree par Rossmann [Ros]. 
Quand G est connexe et Z7(&, z,,) est de carre integrable modulo le cen- 
tre de G, le theoreme est demontre dans [DHV]. Quand G est le produit 
semi-direct du groupe des points complexes d’un groupe algtbrique reductif 
dtfini sur IR par le group de Galois de @ sur iw et s est l’tlement non trivial 
du groupe de Galois, le theoreme est demontre (sous une autre forme) par 
Clozel [Cl, nous discuterons cet exemple dans la section 8. 
Donnons maintenant le plan de l’article. Les sections 1 a 4 contiennent 
des rtsultats preliminaires utilises dans la formulation et la demonstration 
du theoreme principal. Dans la section 1, nous lixons les notations et rap- 
pelons certains resultats sur les elements reguliers et elliptiques. Dans la 
section 2, nous demontrons le thioreme de Harish-Chandra (publie 
seulement pour les groupes reductifs connexes ou dans la classe de Harish- 
Chandra) sur l’integrabilite locale des caracteres de G, nous avons choisi 
d’tcrire la demonstration d’une part parcequ’elle st non publiee dans le cas 
qui nous inttresse et d’autre part parceque nous avons besoin de 
l’expression des parties radiales des operateurs differentiels G-invariants. 
Dans la section 3, nous donnons une estimation de la croissance des carac- 
t&es des representations que nous considerons. Dans la section 4, nous 
donnons une generalisation du theoreme d’unicite de Harish-Chandra et 
Ctablissons une formule d’induction pour le caicul des transformees de 
Fourier d’orbites. Dans la section 5, nous rappelons la definition des 
representations ZI(&, T”) et Cnonqons le thtoreme principal. Les sections 6 
et 7 seront consacres a la demonstration de ce theoreme. Dans la section 8, 
nous expliciterons le lien avec le theoreme de Clozei et donnons, comme 
consequence du thtoreme principal, un resultat d’independance des 
polarisations des representations I7(&. rO). 
I. NOTATIONS ET RBSULTATS PR~LIMINAIRES 
1.1. Tout au long de cet article on adoptera les notations suivantes 
(sauf mention explicite du contraire). 
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Soit V un espace vectoriel. On notera V* son dual, S(V) l’algebre 
symetrique de V et P(V) l’algebre des fonctions polynomiales sur V. Soit 
V, un sous-espace vectoriel de V. On notera V: = {a E V*; a( V,) = O}. Si A 
est un endomorphisme de V qui laisse stable V,, on notera A y, la restric- 
tion de A a V, et si Vz est un sous-espace vectoriel de V, stable par A, on 
notera A v,lvz l’endomorphisme de VI/V, qui se deduit de A. Si V est un 
&pace vectoriel reel on notera V, son complexifie et u + V la conjugaison 
complexe. 
Soit G un groupe et H un sous-groupe de G. Quand on parle de faction 
de H dans G un on sous-entend toujours l’action par automorphismes 
inttrieurs. Pour l’action par translation a gauche (resp. droite) on 
dira que H opere a gauche (resp. droite). Supposons que G opere dans 
un ensemble M. Soit M, une partie de M. On notera G[M,] = 
U&w g*M,, WG, M,)= {gEG, g.M, CM,} et Z(G, M,)= {goG; 
g. m = m Vm E M, }. On n’aura a considtrer que la situation ou N( G, M, ) 
est un groupe dans ce cas Z(G, M, ) est un sous-groupe distingue de 
N(G, M,), on notera W(G, 44,) le groupe quotient. Si K est une partie de 
G, on notera MK le sous-ensemble des elements de M invariants par K. Si 
l’indice de H dans G est fini on le notera [G: H]. L’element neutre dun 
groupe sera toujours note par 1. 
Si X est un ensemble lini on notera 1x1 son cardinal. 
Soit G un groupe topologique et soit x un Clement de G. On notera G, 
(resp. G,) la composante connexe de G contenant l’tlement neutre (resp. x). 
Soit g une algebre de Lie. On notera U(g) l’algebre enveloppante de g et 
Z(g) le centre de U(g). Si g opere dans un espace vectoriel V et si a est une 
partie de g, on notera V” le sous-espace des elements u de V tels que 
A . u = 0 pour tout Clement A de a. 
Si g est une algtbre de Lie reductive on notera g’ l’ensemble de ses 
elements emi-simples reguliers. 
Si M est une variett differentiable, on notera V”(M) l’espace des 
fonctions de classe C” sur M, V,“(M) le sous-espace de V(M) forme par 
les fonctions a support compact, A,“(M) l’espace des densites de classe C” 
a support compact sur M et 9(M) l’espace des fonctions gentralistes sur 
M. Si f est une fonction sur M et si N est une partie de 44, on notera fl ,,, la 
restriction de f a N. 
1.2. On dit qu’un groupe de Lie est reductif si son algebre de Lie 
est reductive. On fixe un groupe de Lie reductif G d’algebre de Lie g. On 
supposera le long de cet article que G veritie la propriete suivante 
(*) I1 existe un sowgroupe abelien distingut! r dans G contenu dans 
Z(G, G,) tel que I-G,, soit d’indice fini dans G. 
On note Ad, (ou Ad si aucune confusion n’est a craindre) l’application 
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adjointe de G dans le groupe des automorphismes de g. Alors Ad(G) a un 
nombre tini de composantes connexes. En particulier G est unimodulaire. 
Notons C~ le centre de g. Soit gE G. Alors Ad(g),R est d’ordre fini, en par- 
ticulier il est semi-simple. Notons Ad(G),4 l’ensemble des Ad(g),q (86 G). 
Alors Ad(G),9 est un groupe fini d’endomorphismes de c,. On en deduit 
facilement qu’il existe des formes bilineaires symetriques non degentrees et 
G-invariantes sur g. 
1.3. Soit x E G. On note I(x) la multiplicite de la valeur propre 1 de 
Ad(x). On pose I(G,)= inf,..V l(y). On dit que x est r&gulier si 
I(x) = 1(G,). On note G’ l’ensemble des elements reguliers de G. On dit que 
x est semi-simple si Ad(x) l’est. 
On d&nit la fonction D, (ou D si aucune confusion n’est a craindre) 
par: 
det( T+ 1 - Ad(x)) = D,(x) T’(G‘t) mod( T”“\’ + ’ ). 
C’est une fonction analytique G-invariante sur G. 11 est clair qu’un element 
x de G est regulier si et seulement si DG(x) # 0. On en deduit que G’ est un 
ouvert G-invariant dense dans G. 
On notera souvent Ad(x) simplement par .Y, par exemple, si XE g, on 
note x.X au lieu de Ad(x).X et g” au lieu de gAd”‘. 
1.3.1. LEMME [G, theoremes 5 et 281. Soit x E G’. Alors .Y est semi-sim- 
ple, nl; est une sous-algthre ahPlienne de g et 9 ‘. n CJ’ est non eide. 
Ce lemme est demontre, par Gantmarcher, quand G est semi-simple. La 
demonstration reste valable, dans la situation que nous considtrons, car 
Ad(x),” est semi-simple. 
Soit x E G’. Notons a = g ‘. Comme consequence facile du lemme, on voit 
que ga est une sous-algebre de Cartan de g (contenant a) et dim a = I(x). 
En effet soit XE a n g’, alors g” est une sous-algebre de Cartan de g con- 
tenant a, puisque gX est abelienne on a gX c g”, done gX = g’. On notera 
1) = g”. On note A = G”. II est clair que N(G,, “A,) est un groupe. 
1.3.2. LEMME. Le groupe W(G,, xA,) est d’ordrefi’ni. 
DPmonstration. On note H le sous-groupe de Cartan de G, correspon- 
dant a h (i.e., H = Z(G,, h)). Alors il est facile de voir que: 
Z(G,, xA,) = H-’ 
N(G,, xA,) = {YE N(G,, a); ~XJX ‘.Y -’ E A,}. 
Notons H’“‘= N(G,, xA,) n H. Comme N(G,, a) est inclus dans N(Go, h) 
et N(G,,, b)/H est d’ordre fini, l’ordre de N(G,, xA,)/H’-” est fini. II suffrt 
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alors de montrer que H’“‘/H” est d’ordre lini. Soit ye HcX). On pose 
a(y) = yxy-‘x-l. C’est un element de A0 et l’application y H a(y) est un 
morphisme de H’“’ dans AO. Son noyau est H”. 11 existe n E N tel que 
xn E TG, car fG,, est d’indice lini dans G. D’apres le lemme 1.3.1, on a 
a n g’ # 0, done Z(G,, a) = Z(G,, h). On en deduit que xn E TH. Puisque 
le centre de H est d’indice lini dans H, on en dtduit que le centre de TH est 
d’indice lini dans TH. Done il existe NE N tel que xN centralise H. Un 
calcul facile montre que yx”~~‘(x~‘)” =a(~)~ pour tout me N et tout 
ye H(“). Done a( JJ)” = 1 pour tout ye H(I). Le group A, etant abtlien 
connexe, l’ensemble de ses elements d’ordre N est lini. Done H’“‘/H” est 
d’ordre fini. Ceci termine la demonstration du lemme. 
1.4. Soit x un Clement semi-simple de G. On note 3 = g”. Un 
rtsultat classique dit que 3 est une sous-algebre de Lie reductive dans g. On 
note Z = G”. Alors 3 s’identifie avec l’algtbre de Lie de Z. Le groupe Z 
verifie la propriete (*). En effet, soit C,, le centre Go, alors le sowgroupe 
IT,, n Z est abelien distingue dans Z et (ZT,,, n Z) . Z, est d’indice lini 
dans Z. On note Z’ l’ensemble des elements reguliers dans Z (a ne pas con- 
fondre avec Z n G’). On note q l’image de (1 - Ad(x)). Alors g = 3 @ q. Soit 
z E Z. On pose v,(z) = det( 1 - Ad(xz)),. C’est une fonction analytique Z- 
invariante dans Z. On pose ‘Z = {z E Z; v,~(z) # O}. Alors ‘Z est un ouvert 
Z-invariant dense dans Z. I1 est clair, d’apres les definitions, que D,(xz) = 
v,(z) D,(z) pour tout element z de Z. On en deduit que, si z E Z, alors xz 
appartient a G’ si et seulement si z appartient a ‘Zn Z’. Notons 
‘Z, = Z,, n ‘Z. C’est un ouvert Z-invariant dense dans Z,. En particulier 
‘Z, n Z’ est non vide. 
1.4.1. LEMME. Aoec les notations ci-dessus on a rang 3 = l(G,) et si Q est 
une sow-alg2bre de Cartan de 3 alors g” est une sous-algPbre de Cartan de g. 
DPmonstration. Soit ZE ‘Z,nZ’. Alors XZE G.,n G’. D’apres le lemme 
1.3.1, xz est semi-simple et dim g”’ = /(G,). Comme z appartient ‘Z on a 
g”’ = 3’. Done rang 3 = I(G,). Notons A le sous-groupe de Cartan de Z, 
correspondant a a et A’ = A n Z’. Alors ‘Z, n A’ est non vide car Z,[A’] 
est un ouvert non vide. Soit a E ‘Z, n A’. Alors xa E G, n G’. 11 est clair que 
g”” = a. Ceci montre que g” est une sous-algebre de Cartan de g. 
1.4.2. Remarque. L’application II/ de G x ‘Z dans G delinie par 
$( g, z) = gxzg-’ est une submersion, La demonstration de ceci est classi- 
que et n’utilise pas le fait que G soit reductif (mais utilise que x est semi- 
simple). 
1.5. Soit y un element semi-simple de G. On dit que y est t&s 
rkgulier si (G,)Y est inclus dans un sous-groupe de Cartan de G,,. On 
notera G” l’ensemble des elements trbs reguliers de G. 
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1.5.1. LEMME. L’ensemble G” est un ouvert G-invariant inclus dans G’ CI 
dense dans G. Soient x E G’ et A = G’. Alors x est trt?s rigulier si et 
seulement si le centralisateur de x dans W(G,, xA,) est rkduit ri I’tlPment 
neutre. 
Dkmonstration. La G-invariance de G” est Claire. Soit y E G”. Alors g ’ 
est une sous-algebre abtlienne de g. Puisque y est semi-simple on a f(y) = 
dim 9.“. D’apres le lemme 1.4.1 on a rang g ” = I(G,.). D’oti f(y) = I(G,.). 
Done y E G’. Ce qui montre que G” est inclus dans G’. Notons H le sous- 
groupe de Cartan de G, correspondant a CJ’ (a = 9’). Alors x E G” si et 
seulement si A n G, = H”. Le centralisateur de x dans W(G,, xA,)) est le 
sous-groupe A n G,/H”. La deuxieme assertion du lemme est alors Claire. 11 
reste a montrer que G” est un ouvert dense dans G. Soient x E G’ et A = G‘. 
On note ‘A, l’emsemble des elements a de A,, tels que D&u) # 0. C’est un 
ouvert dense dans A,, contenant 1. L’application $ : (g, u) F+ gxag I de 
G, x ‘A,, dans G est une submersion. Done Go[s’A,,] est un ouvert G- 
invariant dans G’. I1 suffit alors de montrer que sA,, n G” est un ouvert 
dense dans xA,. Soit ~EX’A~. Alors (G’),,= A,,. Done W(G,,, xA,,)= 
W(G,, y(G-“),). On en deduit que y E G” si et seulement si son cen- 
tralisateur dans W(G,, xA,) est rtduit a 1. Le groupe W(G,,, .YA()) opere 
tidtlement dans xA,. Comme il est tini (lemme 1.3.2) l’ensemble des 
elements tres reguliers dans xA, est un ouvert dense. Ceci termine la 
demonstration du lemme. 
1.5.2. LEMME. Soit y E G”. On note A = G ’ . Alors il e.uiste un voisinage (r) 
de y duns yA, tel que pour tout ,f E%)“(O), il e.Yiste FE??~’ (G,,[w])“” telle 
que F I (,, = .fI 
Dkmonstration. Puisque 2. y# y pour tout I’E W(G,,, yA,)\( 1) on 
peut choisir un voisinage w de y dans yA, tels que 2. o A w = 0 pour tout 
2 E W(G,, yA,)\{ 1 }. On choisit un tel ouvert assez petit de telle sorte qu’il 
soit inclus dans G’. Soit g E G, tel qu’il existe x E w et gxg ’ E o. Comme I 
est regulier on a x(G’), = yA,. Done gE N(G,, yA,). Notons z(g) 
l’eliment de W(G,, xA,) defini par g. Alors z(g). o n w # 0. Done 
z(g) = 1, c’est a dire g E Z(G,, yA,). Done gxg -r = x pour tout x E cc). La 
suite de la demonstration est Cvidente. 
1.6. Soit x E G. On dit que x est eiliptique s’il est semi-simple et si le 
module de toute valeur propre de Ad(x) est Cgal a 1. On notera G,,, l’en- 
semble des elements elliptiques de G. 
Soit 19 un automorphisme d’ordre deux de g. On dit que 8 est un 
automorphisme de Cartan de g si OCn,nl est un automorphisme de Cartan 
(au sens usuel) de [g, g] et Otq = Idcq. On fixe un automorphisme de Cartan 
8 de CJ. On note f=g’, p=g-’ et K= N(G, f). Avec ces notions on a: 
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1.6.1. LEMME. Le groupe K rencontre to&es les composantes connexes de 
G, K,, = Kn G, et Gel, = G,[K]. 
Dt?monstration. Le lemme dtcoule facilement du fait que Ad,(K) est un 
sowgroupe compact maximal de Ad,(G) et du fait que si x E G,,, alors 
Ad,(x) appartient g un sous-groupe compact maximal de Ad,(G). 
On dCduit de ce lemme que rK, est d’indice lini dans K. Done K vkrilie 
la proprikti: (*). Soit x E K. On lixe une sous-algkbre de Cartan b de f”. On 
nore B, le sous-groupe analytique de K, correspondant g 6. IYap& le 
lemme 1.4.1, tb est une sous-algkbre de Cartan de f, on la notera t. On note 
T le sous-groupe de Cartan de K, correspondant g t. Alors T est connexe 
car Ad(K,,) est compact. Comme b n I’ # 0, on a T = Z(K,,, b). 
1.6.2. LEMME. Avec ces notations on a: 
0) K, = &C-%1. 
(ii) L’ensemble G’nxB, est un ouvert dense dans xB,. 
Ddmonstration. (i) L’application $: (t, b) H x-‘txbt -’ de TX B, dans 
T est un homomorphisme de groupes, en plus elle est submersive n (1, 1). 
Comme Test connexe, elle est surjective. Done, pour dkmontrer (i), il s&it 
de montrer que K, = K,[xT]. Soient x, E K.,, b, une sous-algkbre de Car- 
tan de t”’ et t, = fb’. Comme Ad(K,,) est compact, on peut supposer que 
t = t 1 ce qu’on fera dans la suite. D’aprks [G, thtorkme 281, il existe y E KC 
(groupe adjoint de f,) tel que J)’ b,, = b,. Done ~EN(K~, tc) car 
b n f’ # 0. Comme Ad(K,) est compact, on a W(K,, t) = W(K,, tc). Done 
il existe ZE K, tel que y-’ Ad(z)cZ(K,, tc). On en dkduit que z’b, = b. 
Alors zx,z-’ EZ(K.,, 6) et, done, zx,z-‘EXT. 
(ii) 11 suffit de montrer que xB, n G’ est non vide. On note Z = G-‘. 
Alors Ad,(K, n Z,) est un sous-groupe compact maximal de Ad,(Z,) et 
B, est un sous-groupe de Cartan de K, n Z,. Alors B, n Zb est un ouvert 
dense dans B, (Zb = Z, n Z’). Comme ‘Z, (notation de 1.4) est un ouvert 
de Z0 contenant 1, l’ensemble (B, n To) n ‘Z, est non vide. Soit 
bE(B,,nZb)n’Z,. Alors xb appartient g xB, n G’. Ceci termine la 
dtmonstration du lemme. 
1.6.3. LEMME. Supposons K compact. Alors: 
(i) II existe x, ,..., x, E G’ tels que, notant A’= G”l et ‘AA = {aE AL; 
D,(x,a)#O}, on ait G’=U,,,,,,G,,[x,‘A6]. . . 
(ii) Soient x E G’ et A = G’ et A = G”. Alors xA, n Gel, # 0. 
DPmonstration. (i) Puisque K est compact, G a un nombre lini de com- 
posantes connexes. Done il suffit de montrer (i) pour G’n G, od G, est 
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une composante annexe de G. Appelons G,-sowalgebre de Cartan de g 
tout sous-espace de g qui soit l’ensemble des points de g fixes par un 
element de G, n G’. D’apres [G, thloreme 281, si a, et a2 sont deux G,- 
sous-alglbres de Cartan de g, il existe g appartenant a Ge (groupe adjoint 
de gc) tel que g’alc=azc. Supposons qu’il existe une sous-algebre de Car- 
tan h de g contenant a, et a*. Comme a, n g’ et a1 n g’ sont non vides (voir 
lemme 1.3.1), ge N(G,, 6,). Done a,, et a21 sont conjuguees par le groupe 
de Weyl W(G,, hc). On en deduit que, dans une sous-algebre de Cartan de 
g, le nombre de G,-sous-algebres de Cartan est lini. Done il existe un nom- 
bre lini de classes de conjugaison (par G,) de G,-sous-algebres de Cartan. 
Choisissons des representants a’,..., a4 de ces classes. Soit 1 d j d q, notons 
A/, le sous-groupe analytique de G, correspondant a a’, I)‘= g”’ (I/ 
H’ = Z(G,, a-‘). Soit x E G, n G’ tel que g’ = a’. Alors si J E G, n G’ est tel 
que g.“ = ai, on a y E xH’. L’hypothese K compact entraine que Hi a un 
nombre lini de composantes connexes. Notons les HA,..., Hi, (H;, la com- 
posante connexe de l’element neutre de H’). Dans chaque classe .xH; on 
lixe un element regulier .x/ (s’il existe). Alors xH;= .u,‘H;. On montre 
facilement, comme dans le debut de la demonstration du lemme 1.6.2, que 
H:,[s/A:,] =x/H&. Notons Al,‘= G’: et ‘A,$’ = (u E A:;‘; Dc;(.x/u) # 0 ; 
(evidemment A,$’ = A,$. Alors G, n G’ = U,,, G,,[.yj ‘A;‘]. En effet soit 
s E G, n G’. Alors il existe 1 < j d q tel que .Y soit conjugue (par G,) a un 
element 4’ de Z(G, , a’). Done il existe 1 < i < r, tel que J’ E .u; H;. Done 13 
est conjugue (par Hi) a un element z de x;A;‘. Comme z est regulier. iI 
appartient necessairement a x,! ‘A&‘. Ceci dtmontre (i). 
(ii) Notons a = g’ et h = g”. Quitte a remplacer x par un conjugui, 
on suppose que h est stable par 0. On note H = Z(G,,, 6). Montrons que 
N(G, h) = N(K, f)) H,,. Soit y E N(G, h). Alors ~3 s’ecrit de facon unique 
1’ = k exp Y, k E K et YE p. Comme h est o-stable, Ad( y ’ ) 0’ Ad( J*) 0 = 
Ad(exp( -2Y)) normalise h. I1 est bien connu que Y appartient 
necessairement a h. D’oti le resultat. On a vu dans la demonstration de (i ) 
que H,[xA,,] =.uH,. Done, pour demontrer (ii), il suffit de montrer que 
sH,, n Gel, # a. Comme .Y appartient a N(G, I~), on Ccrit .Y = k exp X, k E K 
et XE h. On voit alors que k E xH,. Ceci demontre (ii). 
1.6.4. COROLLAIRE. Soit x E G’. On note a = g’-. Alors c est corzjugu& 
(par G,,) 2 une sous-aIgPbre O-stable. 
DPmonstration. D’apres le lemme 1.6.3, on peut supposer que 
.uA, n K # Qr (A = G’). Soit k E xA, n K. On note 3 = gk. 11 est clair que la 
restriction de 0 a [3, 31 est une involution de Cartan. D’apres le 
lemme 1.4.1, a est une sous-algebre de Cartan de 3. Notons Z = G”. Alors a 
est conjuguee par Z,, a une sous-algebre f&stable de 3. 
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2. INTBGRABILITB LOCALE DES FONCTIONS G~~N~RALIS~ES G-INVARIANTES 
2.1. On identifie U(g,) avec l’algebre des operateurs differentiels 
invariants a gauche sur G. Nous lixons une composante connexe de G que 
nous noterons G, . Le but de cette section est de demontrer le thtoreme 
suivant dt? a Harish-Chandra (non publie). Je me suis servi de ses notes sur 
la question [HC5] pour rtdiger la demonstration. 
2.1.1. THBOR~~ME. Soit 0 une fonction g&PralisPe GO-invariante et Z(g,)- 
finie sur G, . Alors 0 est une fonction localement sommable analytique sur 
G, nG’. 
2.1.2. Remarque. Ce theoreme est bien connu quand Ad(G) est inclus 
dans Cc (groupe adjoint de gc), il est dQ a Harish-Chandra (voir [HCl] 
ou [V]) (plus preciseement Harish-Chandra a publie le theoreme pour des 
groupes verifiant d’autres hypotheses outre le fait que Ad(G) c Go, mais la 
demonstration reste valable). Nous appellerons ce cas le cas classique. 
2.1.3. Remarque. Soit 0 une fonction gentralisee G-invariante et 
Z(g,)G-finie sur G. L’action de G dans Z(g,) se factorise a travers le 
groupe G/TG, qui est d’ordre lini. On en deduit que Z(g,) est un Z(g,)G- 
module de type fini. Done 0 est Z(g,)-finie. I1 dtcoule alors du 
theoreme 2.1.1 que 0 est une fonction localement sommable analytique sur 
b’. 
L’idee de la demonstration du thtoreme 2.1.1 est la meme que dans le 
cadre classique. On demontre le thtoreme au voisinage de chaque Clement 
semisimple de G, en utilisant la mtthode de descente dtveloppte par 
Harish-Chandra. Ici la methode de descente permet de se ramener au cas 
classique. 
2.2. Les outils essentiels de la mtthode de descente de Harish- 
Chandra sont les notions de restriction de fonctions generalikes, et, de par- 
ties radiales d’operateurs differentiels. Nous rassemblons dans ce 
paragraphe les rtsultats dont on aura besoin concernant ces deux notions. 
Soit X une varitte differentiable. Si crag, on note WF(cr) son front 
d’onde. Soit Y une variete differentiable et soit f: Y H X une application 
differentiable. 11 y a une man&e naturelle de delinir l’image reciproque des 
fonctions generalides sur X, dont les fronts d’onde sont transverses af, qui 
prolonge la notion usuelle d’image reciproque des fonctions C” sur X 
(voir, par exemple, [Dui] ou [GS]). Si TV EF(X) et WF(cr) est transverse d 
f on notera f*(a) son image reciproque. C’est un element de F(Y). Si f 
est submersive f*(Q) est alors delinie pour tout 0 E F(X), et l’application 
0 w f *(Q) est continue pour les topologies faibles de 9(X) et F(Y) (voir 
[Dui] ou [GS]). Dans cette situation Harish-Chandra a defini une notion 
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d’image reciproque qui prolonge, aussi, la notion usuelle d’image recipro- 
que des fonctions C” (voir [V, p. 22 J ). Les deux definitions coincident 
puisque dans les deux cas l’application image reciproque est continue pour 
les topologies faibles. 
On va appliquer ceci a une situation particuliere. Soit M une variete dif- 
ferentiable sur laquelle opere un group de Lie H. Soit N une sous-variete 
localement fermte de M. On note f l’injection canonique de N dans M et p 
l’application de H x N dans M dtfinie par p(h, n) = h. n. On suppose, en 
plus, que p est submersive. Alors l’application p* est dtlinie sur F(M) tout 
entier. Soit 8 une fonction generalisee H-invariante sur M. Alors WF(e) est 
transverse a f, done f*(0) est detinie, en plus 1 @f*(o)= p*(B) (voir 
[DHV, Appendice]). De son c&e Harish-Chandra a montre que p*(O) est 
de la forme 1 @ (T(, ou oI, E 9(N) et il appelle gIj la restriction de 0 a N. 
Ainsi la restriction de 8 a N n’est autre que ,f*(e). Avec ces notations on a 
le lemme suivant dG a Harish-Chandra [ HCl 1. 
2.2.1. LEMME. La fonction genhralisk 0 est une fonction localement som- 
mable si et seulement si il en est de mCme pour o(,. Soit K un sous-groupe de 
H laissant stable N. Alors u0 est K-invariante. 
On conserve les m&mes notations pour definir les parties radiales d’un 
operateur differentiel. Soit D un operateur differentiel H-invariant dans M. 
Un operateur differentiel E dans N est dit partie radiale de D dans N si 
pour tout ouvert Vc N et tout fonction H-invariante cp dans W’“(H[ V]) 
on a: 
(D.cp)l.=E.(cpl,-I. (2.2.2) 
Remarquons que si N’ est un ouvert dans N, alors la restriction de E a N’ 
est une partie radiale de D dans N’. En general les parties radiales 
n’existent que localement. Quand elles existent on aimerait que (2.2.2) se 
prolonge aux fonctions generalisees H-invariantes. Ceci n’est pas vrai en 
general comme le montre l’exemple suivant: 
2.2.3. EXEMPLE. On prend M = N = R2 et H = SL(2, R). On five une 
mesure de Lebesgue dX sur R2. Soit cp E J&‘(?( M), on pose B(cp) = (cp/dX)(O). 
Alors 0 est une fonction gendralisee H-invariante sur M et CJ(, = 8. On prend 
D Poperateur nul; il est H-invariant. I1 est facile de voir que E, le champ de 
vecteur d’Euler, est une partie radiale de D. Un calcul simple montre que 
E.B= -26. Done a,.,,#E~a,. 
On note h l’algebre de Lie de H. Soit x un element semi-simple de H (i.e.. 
Ad(x) est un endomorphisme semi-simple de 6). On note 3 = 
ker( 1 - Ad(x)), q = Im( 1 -Ad(x)) et Z = H”. Alors h = 3 @ q. Soit z E Z,,. 
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on pose v,(z)=det(l - Ad(xz)),. On pose ‘Z,= {zEZ,; v,(z) #O}. Alors 
x ‘Z, est une sous-varieti localement fermee de H et l’application I/J: 
(h, y) H hyh-’ de H x x ‘Z, dans H est submrsive. Dans [HCl], Harish- 
Chandra a montre, dans le cas oh M = H et N = x ‘ZO, que tout operateur 
differentiel H-invariant dans A4 a une partie radiale telle que (2.2.2) soit 
veriftee pour toute fonction generalisee H-invariante. (Dans [ HC 11, 
l’hypothese H reductive nest pas ntcessaire.) Pour Cnoncer de facon precise 
le resultat de Harish-Chandra, nous commencons par introduire quelques 
notations: 
Soit UE U(f),). On definit les applications L(U) et R(u) de U&c) dans 
lui-mCme par: 
L(u):u+uv 
R(u): u -+ vu. 
Soit ye H. On note ry la representation de hc dans U(h,) dttinie par 
r,(X) = L(Ad( y-‘). X)-R(X). Son extension a U&c) sera notee de la 
meme faGon. On definit une application lintaire T, de U(f),) @ .!I&,) dans 
U(b,) par r,(u 0 u) = z,(u). 0. 
Notons 1 l’application de symetrisation de S(hc) dans U(I),). Soit m un 
sous-espace de h,. On note G(m)=J(S(m)) et G+(m)=IZ(S+(m)) oti 
S’(m)=mS(m). Alors G(m)=C. 1 @G+(m). Si do N, on note S(m), le 
sous-espace des elements homogenes de degrt d dans S(m) et G(m),= 
CFGd;l(S(m),). Si m est une sous-algebre de h, on identifie G(m) avec 
u(m). 
Soit S un groupe de Lie d’algebre de Lie ~1. Soit D un operateur differen- 
tie1 defini dans un ouvert Co de S. Soit s E Co. On notera D, l’expression 
locale de D en s, i.e., l’unique Clement u de U(sc) qui verifie (D.f)(s) = 
(U .f)(s) pour tout fonction f de classe C” au voisinage de s. 
2.2.4. TH~OR~ME [HCl]. On utilise les notations ci-dessus. Soit 
y~x ‘Z,. Alors, pour tout dE N, f, est une bijection de &+d2Gd G(q,),, @ 
U(3C)dz sur U(b,)d. Soit UE U(I),). Notons ~1, l’unique Plkment de U(3,) tel 
que T;‘(U) = clp(u) mod(G+(q,)@ U(3&). Soit D un opkrateur dzjjhentiel 
analytique H-invariant duns H[x ‘Z,]. Alors il existe un opkrateur d$f&en- 
tiel analytique (unique) A(D) d ans x ‘Z, tel que A(D),, = E,,( D-V) pour tout 
y E x ‘Z,. L’opkrateur A(D) est une partie radiale Z-invariante de D dans 
x ‘Z,. En plus si 0 est une fonction gknkraliste H-invariante dans H[x ‘Z,] 
on a: 
2.2.5. Remarque. Dans le cas oh H est reductif et x regulier, A(D) est 
l’unique partie radiale de D . En effet, d’apres le lemme 1.5.2, deux parties 
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radiales coincident dans x ‘Z, n H”. L’assertion est alors Cvidente puisque 
.x ‘Z, n H” est dense dans x ‘Z, et d(D) est analytique. 
2.3. Soit x E G’. On note a = g” et A = G”. On pose h = g’. C’est une 
sous-algebre de Cartan de g d’apres le lemme 1.3.1. Soit R l’ensemble des 
racines non nulles de a, dans gc. 11 est facile de voir que R est un systeme 
de racines, mais comme nous n’avons pas reellement besoin de ce resultat 
nous laissons la demonstration au lecteur. On note 9 le sous-group additif 
de a: engendre par R. Pour p E B, on note <, le caractere de A, donne par 
S,(exp H) = epcH) (HE a). On note 8 l’algebre (sur C) engendree par les l,, 
(PEE). 
Les deux lemmes suivants sont dus a Harish-Chandra [HC5]. 
2.3.1. LEMME. Soient u E U(g,),, et DE U(gJd,. Alors il eniste des 
Plkments w, E U(gc )J, + d2 et tiE9 (1 <,j<r) tk que T,,,(u@v)= 
c Is,<r kIj(a)W, pour tout a~ A,. 
La demonstration de ce lemme est evidente. 
2.3.2. LEMME. Soit u E U(g,). Alors il existe r E N, des Plkments <, E $8 et 
u,EU(a,) (l<j<N) tels que v,(U)rcc..(u)=CI~,~~Yj(a)u, pour tOUt 
UE ‘A,. 
De’monstration. Pour la commodite du lecteur nous donnons la 
demonstration de ce lemme, elle est analogue a celle du corollaire 2 du 
lemme 10 dans [HCl]. 
On pro&de par recurrence sur d = degre de u. 11 est clair qu’on peut sup- 
poser u = A( Y, ‘. . Y,,H,...H,,) oti Y;~q,=(l -Ad(x))g,, H,E~(, et 
d = d, + A,. Si d, = 0, on a a,,(u) = u pour tout a E ‘A,; le lemme est alors 
clair. Nous supposerons que d, > 0. Posons v = Y, . . Y,, et w = H, . . . H,, 
ils appartiennent respectivement a S(q,) et S(Q). Soit a E A,. On pose 
z(a) = (Ad(xa) ’ - l),,. Le polynbme caracttristique de r(a) est 
det(T-r(a))=C,.,., D,(a) Tk (q = dim q,). I1 est clair que les Dk appar- 
tiennent a :2, D, = 1 et Do(a) = ( -1)” det Ad(xa),4 ’ \?,(a). I1 est clair que 
det Ad(xa),;.’ est une constante qui ne depend pas de a, on la notera c. On 
pose ~(a)=(-l)Y+l~~‘~O~k~yDk+,(a)~(a)k. D’apres Cayley et 
Hamilton on deduit que ~(a) z(a) = v,(a) Id. Posons Y,(a) = ~(a) Y, 
(1 <i<d,) et ~(a)=fl,,~,, Y,(a) (produit dans S(q,)). Rappelons (voir 
[HCl, lemme 21) que sik;,..., X, E gc, x E G et 1 < r < n on a: 
T,(E,(X,...X,)O~(X,+,...X,))-;1(X;...X:X,+,...X,,) modU(gc),-, 
ou Xi = (Ad(x-‘) - l)Xi. On en deduit que: 
L(44a)) 0 n(w)) - v,(aP i(vw) E U(g,L, 1. 
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Soit I/ un espace vectoriel complexe. On note .!%! @ V l’espace des fonctions 
f de A, dans V telles qu’il existe u1 ,..., u, E Vet 5i ,..., &, E &? verifiant f(a) = 
C;=i T,(a)u, pour tout a dans A,. Alors on vtrilie facilement que la 
fonction: a H u(a) appartient a w @ S(q,). On deduit alors du lemme 2.3.1 
que la fonction: a H r,,(J(u(a))) @ n(w)) appartient a 2 0 U(gc). Done la 
fonction f delinie par f(u) = ~,(a)~’ A(uw) - T,,(~(u)(u))@~(w)) appar- 
tient a B’o iJ(g,),-, . On Iixe des elements ur,..., u, E U(g&_ I et 
l, ,..., &, E 8 tels que f(u) = C;=, 5,(u)ui pour tout a E A,. Notons p la pro- 
jection de 6(q,)@ U(a,) sur U(a,) parallelement a G+(q,)@ U(ac). Par 
definition on a a,, = p o r’.;i pour tout a E ‘A,. Soit a E ‘A,. Alors on a 
Vx(U)d’ a,,(~(Uw))=p(~(“(u))O n(w)) + f [da) cIxo(ui)* 
i= 1 
Comme on a suppose d, > 0, p(l(u(u))@l(w)) = 0. Le lemme est alors 
clair, d’aprb l’hypothese de recurrence, car les ui appartiennent a 
w3cL- 1. 
On note Y l’ensemble des racines de ha, dans gc. Si c1 E Y, la restriction 
de CI a a, appartient a R et on obtient ainsi tous les elements de R. Remar- 
quons que la restriction de 01 E Y a a, est non nulle car an g’ # a. Soit 
Xeang’. On pose Y+ = {aEY; Re(a(X)) >O ou Re(cc(X))=O et 
Im(a(X)) > O}. Alors Y+ est un systeme de racines positives dans Y stable 
par l’action de x. On note R + l’ensemble des elements de R qui provien- 
nent (par restriction) des elements de Y+. Si /3 E R, on note gg le sous- 
espace radiciel de gc correspondant a la racine 8. On pose 
P=tCpsR+ (dim St)/? et n+ = 2 BE R+ gc. Alors n + est une sous-algebre de 
gc. On choisit un voisinage connexe Y de 0 dans a tel que W = exp(Y) 
soit inclus dans ‘A0 et l’application exp H H ep(“) (HE V”) soit bien dtlinie 
dans W. Soit a = exp H (HE 9’“) on notera <,(a) = ep(“). I1 est clair que les 
sous-espaces g{ (fi E R) sont stables par Ad(x). On definit, alors, d .~ dans 
W par d,(u) = r,(u)-’ det( 1 - Ad(xu)),+. 
2.3.3. LEMME. II existe une constunte non nulle b telle que 
Iv,(a)\ ‘I2 = bd,(u) pour tout a E W. 
DPmonstrution. Soit /I E R+. Notons I,, ,..., II,,, (np = dim 98,) les 
valeurs propres de Ad(x) dans g{ comptees avec leurs multiplicitts. Soit 
HE V. Alors det( 1 - Ad(x exp H)),+ = nBE R+ JJ;r 1 (1 - l,i ePcH)). Done 
Uexp W = l-I,= R+ l-I2 * (e pB(H)‘2 - A,i eBcH)12). Choisissons une forme 
bilineaire symetrique non degenerte G-invariante sur g qu’on notera B. 
Nous noterons de la meme facon son extension canonique a gc. Alors B 
definit une dualitt non dtgentrte entre gg et 960. Done les valeurs propres 
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de Ad(x) dans gcfl sont ip,: ,..., ,?,j&. Notons n = CPER+ gc fi. Alors 
g,=n+@h,@n. On a 
det(1 -Ad(xexpH)),,-= n fi (1 -E,j,,le B(H)) 
PER+ i=l 
=e -P(H) n+ ic, (pm _ &,le Pwv2) 
= ( -1 ),.::I: det Ad(x),, r P(“’ A.(exp H). 
11 est clair que VAexp W = det(l - AW exp W),,, @,, ) 
det(l - Ad(x)),, n hc. Done v,(exp H) = ( - 1 )dim ” ’ det( 1 - Ad(x)),, ~‘, ,Ia 
det(Ad(x).-(AJexp H))‘. La fonction a + v.,(a) est a valeurs reelles. Done 
(Iv.,(a)l “2)2 = (det( 1 -Ad(x)),, n ha )2(det Ad(x),, )‘(A,(a))’ pour tout 
u E ?V”. Le lemme est alors clair. 
Soit H le sous-groupe de Cartan de G, correspondant a h. Notons ./P 
l’ensemble des elements ,U E 6: telles que p soit la differentielle dun poinds 
de H dans une representation de dimension tinie de G,. On note 9+ le 
sous-ensemble des elements de 9 qui sont dominants relativement a l’ordre 
defini pat Y”+. On identitie a$ avec le sous-espace (ha: n qc)’ de h:. Avec 
cette identification a: coincide avec le sous-espace des elements invariants 
par x. Soit A E 9’ +. Alors A est le plus haut poids (relativement a Y + ) 
d’une representation de dimension finie rc”, de G,. La representation $, est 
stable par x si et seulement si A E a&r. 
Soit A E P+ n a:. I1 existe alors un operateur L dans l’espace V,, de ~0, 
tel que L 0 rr”,( y) c Lm ’ = rr;(xyx -‘) pour tout YE G,. Soit u,, E V,, non nul 
de poids A. On normalise L de telle facon que L. II,, = u,. Notons F le 
sous-groupe de G engendre par x et posons ‘G = F. G,. I1 existe un carac- 
t&e q,, de Fn G, tel que rc”,( y). v,,, = q,,( y)u, pour tout y E Fn G,. Soit r 
un caractere de F tel que tl Fn(;O = q,, (de tels caracteres existent). Soit 
+v E G, et n E Z. On pose rr,,,(x”g) = $x”)L” n;(g). On verifie facilement 
qu’on obtient ainsi une representation irreductible II,,, de ‘G dans V,. 
Remarquons qu’on obtient par ce pro&de toutes les representations 
irreductibles de dimension finite de ‘G dont la restriction a G,, est irreduc- 
tible. 
Notons W,, = W(g,, he) le groupe de Weyl de ge. Soit 0 E W,, On 
note I(o) la longueur de cr relativement a Y+ et qd = 1 Y+ I - I(a). La sous- 
algtbre b, opere de facon naturelle dans les groupes d’homologie 
H,(n+, V,,). Si PE@, on note H,(n+, V,,),, le sous-espace de poids ,u. 
D’apres [K], on a: 
dim H,“(n+, VnL,n+p~+,,= 1 
dim H,(n+, V/nL~n+p~+,~=O si .j#q,. 
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W P = t Cm, y + ~1, avec l’identilication de a: avec un sous-espace de h: il 
est &gal au p dtlini precedemment.) 
On note Civic le sous-groupe de W,, forme par les eelements qui laissent 
stable a,. Ce sont les elements qui commutent avec la restriction de Ad(x) 
a h,. Comme x laisse stable n +, il opere de facon naturelle dans les 
Hj(n+, I’,). On continue a noter par x cette action. Soit (TE W&. Alors le 
sous-wace Hy,(n +, VA Len + p) + p est stable par x. Done x y opere par une 
constante qu’on notera C,(x). Notons O,,, le caractere de rc,,,. Alors un 
argument standard du type caracteristique d’Euler et Poincare nous donne: 
pour tout a E ‘A,. 
SiaE7V,ona 
~/i,,W) = us)-’ 1 t-1 Y” Co(x) 4,(/l +p)W (2.3.4) 
OE 5, 
Nous terminons ce paragraphe par un lemme qui assure qu’on a suf- 
fisamment de representations irrtductibles de dimension finite de “G, dont 
la restriction a Go reste irriductible. 
2.3.5. LEMME. L’ensemble 9+ n a: est Zariski dense duns a:. 
Dkmonstration. 11 est clair que Y’+ est stable par x. Comme 
endomorphisme de l$, x est d’ordre lini (voir la demonstration du 
lemme 1.3.2). On note k son ordre. Soit p\- l’application de 9+ dans 
,Y+na$ dtlinie par p,(/i)=/i+x.n+ . ..x’-‘./i. Comme Y’+ est 
Zariski dense dans he, on verifie facilement que p,(9 + ) est Zariski dense 
dans a:. 
2.4. On va, maintenant, calculer les parties radiales des elements 
de Z( gc ) (consider& comme operateurs differentiels G,-invariants dans 
G, ). Soit x E G + un element semi-simple. On note 3 = gr et Z = G”. Soit a 
une sous-algebre de Cartan de 3. On note h = g”; c’est une sous-algebre de 
Cartan de g. On tcrit he = ae 0 (1 - Ad(x)). ho. On note 4 la projection 
de ljc sur a, suivant cette decomposition. Alors 4 se prolonge, de facon 
unique, en un homomorphisme de S(t),) sur S(a,); On note W,, (resp. 
Wac) le groupe de Weyl de (ge, lj,) (resp. (3c, a,)). On identilie W3, ti un 
sous-groupe de W,, de la facon suivante: soit G, le groupe adjoint de gc, 
on note Z, le sous-groupe de Gc correspondant a 3o A [gc, gc] alors W,, 
et W,, s’identifient respectivement a W(G,, hc) et W(Z,, a,), on identifie 
alors W,, a un sous-groupe de W,, a l’aide de l’injection canonique de 
W(Z,, ac) dans W(G,, ho). Avec cette identification W,?, est inclus dans 
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IV;, (le sous-groupe des elements de W’,( qui laissent stable ac). Comme 4 
commute a l’action de W&, il envoie S(h,)wqt, dans S(Q)% et done dans 
S(ll,y~e. 11 est clair que S(Q) est un &S(h,)Wqr)-module de type fmi. 
Notons p,, (resp. b,,) l’isomorphisme de Harish-Chandra de Z(qa) (resp. 
Z(3d) suf WkP~ (resp. S(a,) w0 ). On pose ,nR, ~ = b,s, ’ 4 0 fl,, C’est un 
homomorphisme de Z(g,) dans Z(3e) qui ne depend pas du choix de n. 
Evidemment Z(3c) est un pu,,,s(Z(gc))-module de type tini. 
On reprend les notations de 1.4. Si ,f est une fonction dttinie dans un 
ouvert Cc c Z,, on notera 7 la fonction d&tie dans XF par ,T( J) =,f(.\- ‘J’). 
Soit 2 E Z(g,). On pose 6,(z) = /J,I I,‘> pLRi3(r) I Ii;,1 ’ ‘. C’est un operateur 
differentiel analytique Z,,-invariant dans .Y ‘Z,, 
2.4.1. TH~OR~ME. Soit Q c x ‘Z, un ouwrt Z,-invariant. Alors 6,(z) cst 
unr partie radiale de z dans Q. 
Dkmonstration. (a) On suppose que x est regulier et, utilisant les 
notations de 2.3, que Q c XTV.. On va montrer que a,(r) = A(z) (d(z) est la 
partie radiale de ; donnee par le theoreme 2.2.4) ce qui demontre le 
thtoreme dans ce cas. On utilise les notations de 2.3, en particulier ,J = 11 et 
Z = A. Soit II E .Y+ n a:. La representation rr:, etant irriductible de plus 
haut poids ii, Z(ge) opere dans V,d par le caractere u H /I!,, (u)( n + p) (on 
a identifie S(h,) avec l’algebre des fonctions polynomiales sur hf). Par 
definition des parties radiales on a 
A(-). (H Lr/R) = (=’ fl,.T)I,,. 
Done 
d(z). (~,,,I,) =BJaf + P)(f) ,.r/Q). (2.4.2) 
On identifie U(a,) avec S(a,). Done p,?,,,(z) = d(fi,: (2)) est un element de 
S(a,.)U’b2. Alors pour tout GE W& on a 
II,.,(=) &,A +p1 = l-k, .(=)(A + ,)I rrm,,, + ,‘)’ 
Comme /i +PEaF, on a M,, (:)I (A + P) = B,,, (:)(A + PI. Done 
P’n n(z) . tflcn + ,I, = B,: (--)(A + PI tn,,r + ,‘I’ (2.4.3 ) 
D’apres le lemme 2.3.3, on a l’egalite d’optrateurs differentiels, dans Q, 
6,(z) = 2;’ “pLn,,(z)odY. Done d’apres (2.4.3) et la formule (2.3.4) donnant 
le caractere Q,,*, on dtduit 
6 Y;(Z) (O/l.,,, I= B,, (;)(A + P)(d,,., In). (2.4.4) 
De (2.4.2) et (2.4.4) on diduit 
(d(z)-6.(z)).(8,.,1,)=0. (2.4.5 ) 
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On va montrer qu’il existe p ,,..., pL, E 9 et 24i ,..., u, E u(a,) tels que 
Rappelons que t,d, appartient a L% (voir demonstration du lemme 2.3.3). 
11 sufft alors de montrer que si p E 9 et u E U(a,) alors % o u o r-,r,, est de 
la forme ~j~~,uj. I1 suflit de considerer le cas od u = X, . . X, (.Yie ac). Un 
calcul facile donne: 
Ceci prouve notre assertion. On dtduit alors de ceci et du lemme 2.3.2 qu’il 
existe r E N, A, ,..., A, E .??A? et 24, ,..., u, E u(a,) tels que 
v”‘,(d(z)-6.c(z))= i T&ui. 
,=I 
(2.4.6) 
On les choisit de telle sorte que les II, soient deux a deux distincts. Sup- 
posons que d(z) - 6,(z) soit non nul. Alors les u, ne sont pa tous nuls. On 
munit a: de la relation d’ordre suivante: ;1 Q p s’il existe a,,..., ap E R+ et 
n, ,..., nk E N tels que p - /z = CfI=, nicci. Notons Q l’ensemble des poids de 
hc dans V,, qui appartiennent a a:. Soit p E Q. On note b,(x) la trace de la 
restriction de z,.,(x) au sous-espace de V, de poinds ,LL Alors 
I,,, = 1 b,(x) 5,(a) (a E Al). (2.4.7) 
..Q 
D’apres (2.4.5) et (2.4.6) on deduit 
( > 
2 fj,,"j ' (e,,JQ)=o. 
i=l 
(2.4.8) 
En utilisant l’expression (2.4.7) de On.r, l’egalite (2.4.8) donne 
i 1 bp(x) ui(P) Zp+i.,=O. 
i=l pcQ 
Soit 1, un Clement maximal parmi les Ai (pour l’ordre < ). Alors ,4 + A, est 
mximal parmi les p + Ai (p E Q, 1 < i < n). Comme b,(x) # 0, on a alors 
u,(n) = 0. Ceci pour tout n EP+ n a,. * Cet ensemble ttant Zariski dense, 
d’apres le lemme 2.3.5, on en dtduit que ui,, = 0. Ceci contredit le fait que 
tous les ui sont non nuls. Done d(z) = 6,(z) dans 52. 
(b) Pour montrer le thtoreme dans le cas general, il suflit de montrer 
que pour tout ouvert UC Q invariant par Z, et toute fonction cp G,- 
CARACTtiRESDESGROUPESDE LIE RfiDUCTIFS 19 
invariante appartenant a F (G,[ U] ) on a (~~cp)l.=S,(z).(cpl.). On lixe 
de tels U et cp. On pose II/ = ‘plU. I1 suflit de montrer que (z. p)(y) = 
(6,Y(z). $)(y) pour tout YE G’ n U. Soit YE G’ n U. On note a = gJ, alors 
a c 3. On note A, le sous-groupe analytique de G, correspondant a a, alors 
A,c 2,. Soit U, un voisinage de y dans yA,,n G’ assez petit tel qu’on 
puisse appliquer (a). Alors (2. cp)lU, =6,,(z). (cplu,). Soit a~ A,. On note 
v,;,(a) = det( 1 - Ad( ya)),,,. Soit tEU,. On pose Cp(t)=v;,(y ‘t) et v”;(t)= 
q Y -I t) (on a rajoute l’exposant g pout differencier 11, de vp.). Alors 
Se(t)=&(t) 3$(t). 
D’apres (a), on a 
(Ici on a applique (a) a la situation ou y est un Celement regulier de Z et 
A&) E -ma-).) 
I1 est clair, d’apres les definitions, que p,, (,(:) = pLa ,(p,, ,(:)). On en 
dtduit 
(Iv”,1 “2”pLs,a(z)o 13J”“. Ic/)l[, 
=I~~l~“2~~LRi”(Z)“13~/‘2~(~l(~,). (2.4.9) 
Rappelons que $ = cpJ U, done, par definition le premier membre de (2.4.9) 
est (d,(z). (cp/ (,))I U, et, d’apres a), le second membre est (i. q)l L,, . Ainsi on 
a demontre que 6,(z). (cpl U) = z. cp au voisinage (dans U) de tout element 
y E G’ n U. Ceci termine la demonstration du theoreme 2.4.1. 
Notons ‘Z le sous-groupe de Z engendre par x et Z,. Rappelons (voir 
[VI), qu’un ouvert UC -‘Z est dit complement invariant s’ii est invariant 
(par ‘Z) et contient la partie semi-simple de chacun de ses elements (J’ 
semi-simple, ici, veut dire que Ad(y), est semi-simple). 11 est facile de 
verifier que x ‘Z, est completement invariant. Le theoreme suivant est du a 
Harish-Chandra (voir [V, thtortme 11.3.71). 
2.4.10. TH~OR~ME. Soit U c .‘Z un ouvert complstement invariant. Soit E 
un opkrateur dlffirentiel analytique Z,-invariant dans U tel que E. cp = 0 
pour toute,fonction Z,-invariante appurtenant Li 97’” (U). Alors E. 0 = 0 pour 
tout fonction gPnPralist!e Z,-invariante 0 dans U. 
Rappelons (notations de 2.2) que si 0 est une fonction gentraliste G,,- 
invariante dans G&x ‘Z,] on note cB sa restriction a I ‘Z,. 
2.4.11. COROLLAIRE. Soit 0 une fonction g&tralisk G,-invariante dans 
G,[x ‘Z,,]. Alors pour tout z~Z(g~) on a: 
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DPmonstration. On sait, d’apres le lemme 2.2.1 et le theorbme 2.2.4, que 
0@ est une fonction gentraliste Z,-invariante et que 0;. 8 = d(z) . g8. 11 suf- 
lit, alors, d’apres le thtorbme 2.4.10 de demontrer que (6,(z) - d(z)).f= 0 
pour toute fonction f Z,-invariante appartenant a qw(x ‘Z,). Soit f une 
telle fonction. Soit y E G” n x ‘Z,. On deduit facilement du lemme 1.52 
qu’il existe un voisinage Z,-invariant U de y dans x ‘Z, et une fonction f 
G,-invariante dans 5P(G,[ V]) tels que ,fl u =fl u. Soit z E Z(gc). D’apres 
le theoreme 2.2.4, on a (z . f)l u = d(z). (f 1 u). D’apres le thtoreme 2.4.1, on 
a (z.f)lO=S.~(z).(fIU). D one (6,(z) -d(z)). f est nulle au voisinage de 
tout element de G” r\ x ‘Z,. Le corollaire decoule alors du fait que 
G” n x’Z, est dense dans x ‘Z,. 
2.5. Dans ce paragraphe on va dtmontrer le theoreme 2.1.1. 
Soit x E G + un Clement semi-simple. On adopte les notations de 2.4. Soit 
Z l’ideal (de codimension fmie) de Z(g,) qui annule 0. D’apres le corollaire 
2.4.11, on a ~~,~(z). lF,l ‘/‘a0 = 0 pour tout z E I. Comme Z(jc) est de type 
lini sur p,,,(Z(g,)), la fonction gtntralisee I?,1 “*(TV est alors Z(jc)-finite. 
Comme on l’a remarque en 2.1, on peut appliquer le theoreme classique 
d’intbgrabilite locale de Harish-Chandra a lJ,I “‘o@. Done I$.,1 “‘0, est une 
fonction localement sommable analytique sur Z’ n x ‘Z,. I1 en est de meme 
pour (T@ car I F,l ‘I2 est analytique partout non nulle dans x ‘Z,. Done, 
d’apres le lemme 2.2.1, 0 est une fonction localement sommable dans 
G,[x ‘Z,] et analytique dans G,[x ‘Z,] n G’ car Z’ n x ‘Z, = G’ n x ‘Z,. 
On en deduit que 0 est analytique sur G, n G’ et localement sommable 
dans un ouvert G,-invariant de G, contenant tous les elements semi- 
simples. I1 est connu qu’un tel ouvert est &gal a G, . Ceci termine la 
demonstration du theoreme 2.1.1. 
3. CARACT~RES DES REPRESENTATIONS TEMP~R~ES 
3.1. Soit n une representation unitaire irreductible de G,. On dit 
que n est temperee s’il existe un sous-group parabolique cuspidal P de G,, 
P= MAN une decomposition de Langlands de P, une representation 
unitaire irreductible r de M de carre integrable modulo le centre (de M) et 
un caractere unitaire 6 de A tels que I-C soit une sous-representation de 
IndGo MANr 0 6 @ Id, (voir [W] pour les definitions dans le cas ou G, n’est 
pas dans le classe de Harish-Chandra). Une representation unitaire de 
longueur tinie de G, est dite temptrte si chacune de ses sous-reprtsen- 
tations irrtductibles et temperte. Soit z une reprtentation unitaire de 
longueur linie de G. On deduit de la propritte (*) de G que la restriction de 
n a G, est de longueur linie. On dit que n est temptree si sa restriction a G, 
et temperee. 
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Soit rc une representation unitaire irreductible de G. Alors rc et a trace, 
ceci rtsulte de ce que la restriction de x a G, est a trace [HC2]. On notera 
0, son caractere. C’est une fonction generalisee G-invariante et Z(gc)“- 
finie. Done, d’apres la remarque 2.1.3, c’est une fonction localement som- 
mable analytique sur G’. On dira que rc est a caractere infinitesimal rtgulier 
si une, et done chacune, des composantes irreductibles, de sa restriction a 
Go, a un caractere infinitesimal regulier. 
Le but de ce chapitre est de montrer le theoreme suivant, bien connu 
quand G est dans le classe de Harish-Chandra. 
3.1.1. TH~OR~ME. Soit 71 une reprksentation unitaire irriductihle de G 
tempPrPe et ci caracthe infinithimal rt!gulier. Alors il existe une constante C‘ 
telle que: 
ID&TN ‘u l@,(g)1 6 c pour tout g E G’. (3.1.2) 
3.1.2. Remarque. Supposons que G est dans le classe de Harish-Chan- 
dra. On tixe une mesure de Haar dg sur G. Soit 0 E P(G). On dit que f1 est 
tempttree si la distribution cp -+ tl(cp dg) est temperee. Cette definition ne 
depend pas du choix de la mesure de Haar. 11 est connu (voir [T]) qu’une 
representation de G est temperee (au sens de la definition ci-dessus) si et 
seulement si son caractere est une fonction generalisee temperee sur G; et 
l’estimation (3.1.2) est valable pour toute fonction gedralisee temper&e G- 
invariante et vecteur propre de Z(g,) avec un caractere infinitesimal 
regulier (voir [V, chap. II, 131). 
3.2. Dans ce paragraphe nous allons faire quelques reductions 
pour le demonstration du theoreme 3.1.1. 
De la theorie de Mackey on deduit qu’il existe un sous-groupe G, de G 
contenant TGO et une representation unitaire irreductible 7c, de G, tels que 
la restriction de rc, a TG,, soit un multiple d’une representation unitaire 
irreductible de TG,, et 7c soit equivalente a Ind:, n:, 11 est Claire que 71, est 
temperte. On note O,, le caractere de 71,. On regarde O,, comme une 
fonction analytique sur G; et on la prolonge en une fonction analytique SW 
G’ nulle en dehors de G’, (il est clair que G’ n G, = G’, ) qu’on continue a 
noter O,,. Alors un calcul simple et classique donne 
@J-x)= 1 @,,(g ‘.%I pour tout x E G’. 
KEG;‘G, 
On en deduit facilement qu’il s&it de dtmontrer le thtoreme 3.1.1 dans le 
cas oh G = G, ; c’est a dire dans le cas oti la restriction de 71 a TGo est un 
multiple d’une representation irreductible. Dans la suite on fera cette 
hypothese. En particulier notant C,, le centre de G,, la restriction de 7c a 
K’,, est un multiple d’un caractere unitaire de Z-C,,, que nous noterons q. 
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Maintenant on va introduire une technique due a Wolf [W] pour se 
ramener au cas oti G a un nombre lini de composantes connexes et C, est 
compact. On pose U = {z E Cc; Jz( = 1 } et on note q, le caractere de T dtlini 
par q I (z) = z. On pose G = G x 8. Alors it = rc @ q, est une representation 
unitaire irreductible de G. On pose fi,, = {(g, q(g)-‘); g E K,,}. C’est 
un sous-groupe ferme et distingue dans G. On note G(q) = c/E,,. Alors 
G(q) est un groupe reductif a un nombre lini de composantes connexes et 
G(q), a un centre compact. La restriction de T? a l?,, est triviale done il 
passe au quotient pour donner une representation unitaire irreductible n(q) 
de G(q). On laisse au lecteur la verification facile du fair que n(q) est tem- 
p&e a caractere infinitesimal regulier et qu’il suflit de demontrer le 
thtoreme 3.1.1 pour G(q) et rc(q). 
En resume il suflit de demontrer le theoreme 3.1.1 dans le cas oh G a un 
nombre fini de composantes connexes et le centre de Go est compact. Dans 
la suite de ce chapitre on supposera que ces hypotheses ont vtriliees. 
3.3. Soit K un groupe de Lie compact (non necessairement connexe). 
On note f son algebre de Lie. On fixe sur f une forme bilineaire symttrique 
dtlinie negative invariante par K. On la notera ( ., . ). On choisit une base 
{X,} de f telle que (Xi, X,) = -6, et on pose o = 1 - ,& $. Alors w est 
un element K-invariant de U(fc). On note k l’ensemble des classes d’t- 
quivalence de representations unitaires irreductibles de K. Si 6 E k, on note 
aussi 6 la representation de U(f,) qui s’en dtduit et d(6) la dimension de 6. 
Soit 6 E R Comme 0 est invariant par K, 6(o) est un scalaire. 11 est clair 
que ce scalaire est suptrieur ou egal a 1. On le note C,(6) (cette notation 
est mauvaise car elle ne reflete pas le choix de ( ., . ), mais elle est 
satisfaisante pour l’usage qu’on en fait). D’apres [V, lemme 11.7.21, il existe 
r E N et une constante positive a tels que 
d(S) Q aC,(SY pour tout 6 E R (3.3.1) 
3.3.2. Remarque. Si 6, est une sow-representation irreductible de K, 
dans la restriction de 6 a K,,, alors C,(6,) = C,(6). 
Soit H un sous-groupe ferme de K de m&me rang que K. On note h son 
algebre de Lie. On utillise la restriction de ( ., . ) a h pour definir C,(t) 
(5 l ii). Soit 6 E R et soit 5 E F? une sous-representation de la restriction de 
6 a H. Alors 
c,(t) d C,(6). (3.3.3) 
Pour voir ceci, on fixe une sous-algebre de Cartan t de h; c’est aussi une 
sous-algebre de Cartan de f. On note Yi (resp. Irb) l’ensemble des racines 
de t, dans f, (resp. h,). Soit p un poids extremal dans r. Soit Yr+ un sous- 
systeme de racines positives dans !Yy, tel que p soit dominant pour l’ordre 
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defmi par Yc. On note Y$ = !Pc n Y,,. C’est un sous-systeme de racines 
positives dans Y,. On note pt (resp. ph) la demi-somme des elements de 
Yr+ (resp. Y{). On choisit un poids dominant (relativement a Y;) i de 6 
tel que i - ,LL soit une somme d’elements de Yr+. Avec ces notations on a 
C,(S) = 1 + (i, JL) + 2(i, j?k) 
Comme (I”, I,) 3 (,u, p), il suffit de montrer que (i, pi) 3 (p, ph). On a 
(I., pt) 3 (p, p,), car 2-p est une somme d’eltments de Y:. On a 
pr--ph = 4CXea:,a; LX, done (p, pt-ph) 30 car ,U est dominant 
(relativement a Yr+ ). Done (2, or) 2 (p, p,, ). 
3.4. On fixe une involution de Cartan 6, de g et on utilise les 
notations de 1.6. Alors K est un sous-groupe compact maximal de G. On 
iixe une forme bilineaire symetrique G-invariante dans g telle que sa restric- 
tion a [g, g] soit Cgale a la forme de Killing et sa restriction a c, soit 
definie negative. On la notera ( ., . ). Sa restriction a f (resp. u) est alors 
dtfmie negative (resp. positive). Soit g E G. Alors g s’ecrit de facon unique 
g=kexp(X), kEKet XE~. On pose a(g)=((X,X))“. 
Soit a un sous-espace abelien maximal de p. On note C l’ensemble des 
racines non nulles de a dand g. Soit I+ un systeme de racines positives 
dans Z. On pose p = t CztZ+ 2 et n = Cltr + g3 (g’ est le sous-espace 
radiciel correspondant a c(). On note A et N les sous-groupes analytiques 
de G, correspondants respectivement a a et n. Alors G est diffeomorphe a 
K x A x N. Tout element g de G s’icrit de facon unique g = kan, k E K, 
a E A et n E N. On note H(g) l’unique element de a tel que a = exp(H( g)). 
On note dk l’unique mesure de Haar sur K telle que jK dk = 1. On note 3,, 
la fonction spherique elementaire de G, de caractere infinitesimal trivial. 
Avec les notations ci-dessus on a: 
ZG( x) = JK e -~{l(f,(Y~‘k)) & (XE G). 
Remarquons que la restriction de ZG a G, est tgale a EGO. 
Le lemme suivant doit &tre bien connu mais, ne trouvant pas de 
reference, nous en donnons une demonstration. 
3.4.1. LEMME. Soit n une reprksentation unitaire irr&ductihle temp$e de 
G dans un espace de Hilhert 2. On note ( , > X la structure hilhertienne de 
.fl”. Si 6 E k, on note Ye, la composante isotypique de type 6 de X. A1or.s il 
existe r E N et une constante positive a tels que: 
I(dx). u, v> x I G a CASY C,(S’Y %(x1 Ilull I Ilull x 
pour tout XEG, 6~$ S’~if; UEX~ et VE.#$. 
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Dtmonstration. (a) 11 est facile de voir qu’il suflit de demontrer le 
lemme dans le cas oti G est connexe; ceci decoule de la remarque 3.3.2, du 
fait que EG 1 G0 = ZccO et de la bi-invariance de ZG par K. 
(b) On suppose que G est connexe et que rc est dans la strie discrete 
de G. Dans cette situation le lemme est demontre par Trombi et Varadara- 
jan dans [TV] pour G semi-simple lidaire, mais la demonstration est 
valable dans le cadre que nous considerons. 
(c) On suppose G connexe. Par definition, il existe un sous-groupe 
parabolique cuspidal P = M,A,N, de G, une representation r dans la strie 
discrete de M,, VE a; (a, est l’algebre de Lie de AP) tels que rc soit 
equivalente a une sous-representation de ti = IndzpApNpr @ eiU @ 1. Done il 
suMit de dtmontrer le lemme pour k 11 est clair qu’on peut supposer 
A,c A et N,c N. Dans la suite on supposera que cette hypothbe est 
veriliee. On identilie l’espace de fi avec I’espace &’ des fonctions mesurables 
f de K dans 2’ (2’ est l’espace de r) telles que: 
(i) f(km)=z(m)-].f(k) pour tout kEKet tout mEKnMMp. 
(ii) jK ll.f(k)ll +dk < 00. 
La structure hilbertienne dans & est donnee par (A h),# = SK (f(k), 
h(k)),F, dk (A h E 2). 
Soit g E G. Alors g s’ecrit de facon unique g = K(g). m(g) 
exp(ffAg)) nAgI avec K(g) E K m(g) EM, n AN Wd E ap et 
n,(g) E N,. Avec ces notations on a: 
pour tout f E 2 (si HE ap, p,(H) = 1 tr(ad(H)),, oti np est l’algebre de Lie 
de Np). 
Soit 6 E k. On note x6 le caractere de 6. Soit f~ &‘. D’apres le theoreme 
de Peter et Weyl, on a 
f(l) = 46) j f(k) xa(k) dk. 
K 
Done 
(f(l)?f(l)>M~G (J K (f(k), f(k))r dk >( jK 46)’ Ix&)12 dk). 
Comme iKIX6(k)12 dk = 1, on a 
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Ceci est vrai pour tous les translates de ,L done 
pour tout k E K. (3.4.2) 
Soient .f E $a et h E $.,(S, 6’ E k). Alors 
= [ (,- Irl,+~p)(Hp(l: ‘k)l (z(m(g-‘k)-‘.,f’(x(g ‘k)),h(k)).rdk. 
“K 
D’apres (a) et (b), il existe r’ E fW et une constante u tels que: 
I<7(m)‘M., M.‘).X’I eC(MpnK)W C(h,pnX.)(5’)r’~,M,~(~)Il~~~// I’I U X’ 
pour tout rnE M,, ~E(M~~K)^, t’~(M~r\ K)^, N’E.;Y;T et M.‘E.X$. 
Remarquons que si f~ &a, pour tout k E K, f‘(k) appartient a la somme 
des ,fl; (t E (M, n K)*) tels que 5 intervienne dans la restriction de 6 a 
M,n K. Done, d’apres (3.3.3) on deduit 
I (ft(g) .,f; h),,,l <a’ C,(S)r’ C,(Y)” ?^, e “p’Hp’Y I”’ 
xz,,.,,(m(g ‘k)) Il.f(k-(g m’k))ll ,Mk)ll wT d,k 
On deduit alors de (3.4.2): 
I (4g).fi hb71 <a’ C,(SY CK(S’Ir’ 46) 46’) 1I.f Il.4 II& 
Cette integrale est egale a .ZJg) (voir [V, p. 3601). Done le lemme decoule 
de (3.3.1). 
3.5. On identifie U(g,) avec l’algebre des optrateurs differentiels 
sur G invariants a gauche (resp. a droite) et on note U. ,f (resp. ,f’. u) l’ac- 
tion d’un element u de U(ge) sur une fonction ,f appartenant a V’“(G). 
On lixe une mesure de Haar dg sur G. Nous dirons que 8 E 9(G) est 
temperee si la distribution f H 0(f dg) est continue pour la topologie, sur 
%?;“(G), detinie par les semi-normes P,,~., (u, u E U(g,,), r E fU) don&es par: 
Le but de ce paragraphe est de demontrer le lemme suivant: 
3.5.1. LEMME. Soient n une repr&entation unitaire irr&ductihle tempt!r&e 
de G et 0, son caracttre. Alors 0, est tempbhe. 
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Ddmonstration. Notons 2 l’espace de rc et ( *, . )% sa structure hilber- 
tienne. Soit 6 E k. On note n, la dimension de X6. D’apres [HC3, $41, il 
existe NE F+J tel que la serie C acp ndC,(6)pN converge; on note C, sa 
somme. Pour chaque 6 E k tel que %& # { 0} on choisit une base orthonor- 
mte (ej},?i de sh. 
Soit cp E W?(G). Par definition, on a rc((p dg) = jG cp(g) rc(g) dg et 
O,(cp dg) = tr rc(cp dg). Done 
On deduit du lemme 3.4.1 que 
I(n(cp &I$, $>,I d aCK(@2’ IG lcp(g)l z,(g) dg. 
D’apres [V, proposition 11.8.311, il existe r,, E N tel que 
i 
E”,(g)2(1 +c~(g))-~Odg< co. 
G 
Notons b la valeur de cette integrale. Alors 
ns 
c I<x(cp &k,S, e~>.d dabn6CK(~)2’suP zGk-‘(l -dg))‘“bdg)i. 
/=I G 
Rappelons l’element o de U(1,) dtlini en 3.3. Alors pour tout m E N on a 
(n(cp dg)ef, e,6), = C,(~)-“(TT(O.~~ dg)ef, ef),. 
On pose m = N + 2r. Comme la serie Cbt R nb C,(6) ~ N converge, on en 
deduit: 
Ceci termine la demonstration du lemme. 
3.5.2. Remarque. D’apres la demonstration du lemme la distribution 
fw O,(f dg) est continue sur v<?(G) muni de la topologie delinie par les 
semi-normes ~~,i,~. Ceci est en fait vrai pour toutes les fonctions 
generalisees temptrees K-invariantes. On en trouve une demonstration 
dans [V, proposition 11.9.161 pour G dans la classe de Harish-Chandra. 
Cette demonstration est valable dans la situation que nous considerons. 
3.6. Soit 0 E F(G) temperee, G-invariante et vecteur propre de Z(g,) 
a caracdre infinitesimal regulier. D’apres le thtoreme 2.1.1, 0 est une 
fonction localement sommable analytique sur G’. Compte tenu des reduc- 
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tions faites en 3.2 et du lemme 3.51, pour dtmontrer le thioreme 3.1.1, il 
suffit de demontrer. 
3.6.1. PROPOSITION. I1 existe une constante C telle que 
IDkv21@k)l G c pour tout g E G’. (3.6.2) 
DPmonstration. Nous allons imiter la demonstration de Harish-Chan- 
dra dans le cas des groupes connexes. Nous suivrons pas a pas l’exposi de 
Varadarajan [V, Chap. II. 131. 
Soit x E G’. On note a = 9’, A = G” et ‘A, l’ensemble des elements a E il, 
tels que xa E G’. D’apres le lemme 1.6.3(i), ii suffit de montrer l’estimation 
(3.6.2) dans x ‘A,. Compte tenu du lemme 1.6.3(ii), on supposera que 
~4, n K# @ et on supposera aussi que a est stable par 8 (voir le 
demonstration du corollaire 1.6.4). Soit x,, E x,4, n K. On note a, = a n f et 
aR = a n p, alors a = a, 0 aR. Si XE a, on note X, et X, les composantes de 
X suivant cette decompostition de a. On note A, et A, les sous-groupes 
analytiques de G, correspondants respectivement a a, et aR. Alors A, c K. 
l’application exponentielle realise un diffeomorphisme entre aR et A,, et A,, 
est isomorphe a A, x A,. On note R l’ensemble des racines non nulles de 
a,: dans gc. Soit a E R, on dit que c( est reelle (resp. imaginaire) si c( 1 u, = 0 
(resp. LX/ nR = 0). On notera R, (resp. R, ) l’ensemble des racines rielles (resp. 
imaginaires) dans R. Soit a E R, on note g; le sous-espace radiciel de go 
correspondant a CL Dans g;, A, opere par un caractere (de differentielle 2) 
qu’on notera <,. Dans chaque sous-espace gf on lixe une base X,,, ,..., X,.,,X 
(n, = dim g;,) formee de vecteurs propres de .Y(~ et on note E.,,j la valeur 
propre de .yg correspondante a X,,i. On lixe un systeme de racines positives 
R+ dans R (voir 2.3) et on note R,+=R,nR’ et R+=R,nR’. On 
posen=C,..+g, ~,nr=~~~Kli~61etp=iZ,.~+,I,.~~Soit1.ExA,,.0n 
note ‘A( ~1) = det( 1 - Ad(v)),, et ‘d,(y) = det( 1 - Ad( j,)),,,. On note 
XA,= (uEA,; ‘dd-ha) f 0). On pose q(.K,, exp Xl = n,, R K, a(X, 1 
(Xga). On note XAR= Java,; q(x, log(a))#Oi. On pose *A,,= 
x A, *A,. On note (,~,A,)’ = “,,A,, n G’. 
On notera I+‘, = W(G,, xA,); c’est un groupe lini d’apres le lemme 1.3.2. 
Avec les notations ci-dessus on a: 
3.6.3. LEMME. I1 existe une fonction localement constante E dans (“,,A,)’ 
d valeurs dans un sow-ensemble ,fini de C\ (0) telle que si HE a et 
x,, exp( H) E (x0 A,)’ on ait 
I D(x, exp( H))I “’ = &(x0 exp H)eP’“’ ‘A(.~, exp( H)). 
w (ii) L’ensemhle x0 x A, est un ouvert dense dans (x,A,,)’ invariant par 
0 
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Dkmonstration. (i) Elle est a nalogue ti la dtmonstration du lemma 2.3.2. 
(ii) Pour montrer que x0 xA, est un ouvert dense dans (x,&J, il est 
clair qu’il suffit de montrer qu’il est inclus dans (x0&)‘. Soient a, E x A, et 
aRe xA,. Soit CIE R\R,, alors a(aR) c l%, done a(log(a,)) est un rtel non 
nul; d’oti Ita( # 1. Si BE R,, on a t8(a,)= 1. Done 
‘4X,wh)=‘~,(%~,) n fi (1 -L,jLhd). let?+\/+ ,= I 
Soit a E R, alors a(a,) c i[w, d’oti /(,(a,)[ = 1. Comme x0 est elliptique les 
&j sont de module 1. Done ‘d(x,u,u,) #O. D’aprks (i), on dkduit que 
D(x,aIuR) # 0. Done x0 x A, c (x0 A,)‘. Soit s E W,. Alors pour tout a E A, 
il existe un tltment unique de A, qu’on notera s. a tel que s. x,u = x,&s. a). 
Ceci dXmit clairement une action de W, dans A, et on obtient alors de 
faGon naturelle une action de W, dans R. Pour montrer l’invariance de 
x0 x A, sous l’action de W,, il suflit de remarquer que R, est invariant par 
W,, la suite est Claire. Ceci termine la dkmonstration du lemme. 
On dkduit de ce lemme qu’il suffit de vtrilier l’estimation (3.6.2) dans 
x0 xA,. 
On note d l’algkbre des fonctions sur (x,A,)’ engendrke par les fonctions 
ql,i (a E R, 1 d j < n,) ditlinies par 
1&,4= 41 -L,,5-&w’. 
3.6.4. LEMME. Soit f E&. I1 existe des entiers mf, rn;., rn.;! appurtenant ci 
N et une constunte C, tels que: 
If( ~cfI’~,(Yr”‘(1 +dY)Yi pourtout JJEX,, xA,. 
DCmonstrution. La m;me que celle du lemme 11.13.7 dans [V]. 
3.6.5. LEMME. @it UE U(g,). I1 existe des dlkments vje U(g,), 
wje U(a,) et cp,~W (1 <j<p) tels quepour tout y~(x~A,,)’ on uit: 
1 cpi(Y)vjQwj =ld. 
1 <J<P > 
(Voir 2.2 pour la dkfinition de T,.) 
Demonstration. La m&me que celle de la proposition 11.13.6 dans [V]. 
Rappellons que 1 D I ‘I2 est une fonction analytique partout non nulle dans 
G’. 
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3.6.6. LEMME. Soit v E U(Q). Alors il existe m, m’ E N et une constante 
C > 0 tels que: 
pour tout y E x0 x A,. 
DPmonstration. On peut recopier la demonstration du lemme 11.13.10 
dans [V], le seul changement est l’expression de / DI ’ ’ en fonction des q,,, 
qui est donne, ici, par le lemme 3.6.3. 
Soient u E U(a,) et r E N. On defmit la semi-norme P~,,~ sur (Z~X(xo x A(,) 
par: 
P,,,(cp)= sup (1 +4.Y))rl(u.cp)(I’)I. 
I’EIO ‘A0 
On tixe une mesure de Haar da sur A. On dit que TE 9(x, “A,) est tem- 
peree si la distribution cp H T(cp da) est continue pour la topologie definie 
par les semi-normes p,,, (u E U(a,), r E FV). 
Le resultat clef pour la demonstration de la proposition 3.6.1 est le 
lemme suivant. 
3.6.7. LEMME. I1 existe m, m’E N tels que la fonction (analytique) 
IDI ‘I2 ‘A;“q”‘O, we comme fonction gCnPralisPe sur x0 x A,, soit temphie. 
Dkmonstration. Notons A 1 = Z(G,, x0 A,), C? = G,,/A , et g H g la pro- 
jection canonique de G, sur G. Soit s E W,. Si z E N(G,, x,A,) est un 
representant de s, l’application jj H yZ de C dans G est un diffeomorphisme 
analytique bien detini qui ne depend que de s. On notera I,. s =E. On 
obtient ainsi une action a droit de W, sur G. L’application naturelle 
l/:Gxx, x A,,H G,[x, x A,,] realise un revetement d’ordre tini dont les 
tibres sont les W,-orbites. On note dg la mesure de Radon positive G,,- 
invariante sur G telle que dg = dudg. 
Alors, pour tout f~ %‘F(G,[x,, x A,]), on a: 
s G,, .fbo g) dg =& j- lD(xoa)l j” .f(sxoag ‘)dS d . (3 6.8) 0 XAO (i 
On fixe a E%?(G) invariante par W, et E un compact de Go tels que 
SG a(g) dg = 1 et supp(cc) c E. Soit fi~gF(x,) x A,). On pose /?(~,a) = 
c,s, w,, /3(s. (xoa)) et fD(gxoag ‘) = m(g) /?(~,a) pour tout g E Go et tout 
a E XAo. Alors SD est une fonction bien detinie sur G,[x,, x A,]; elle est C’ 
et 
supp(ffi)= u g supp(B)g ‘. 
,qEE 
(3.6.9) 
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Done fa E %?:(G,,[x,, x A,]). I1 est clair que: 
s Gfp(gx,ag-l) @=/?(~,a) pour tout LZE xA,. (3.6.10) 
Comme 0 est tempkrte, il existe r E N, ul,..., 24, E U(g,) tels que, pour 
tout f E%?:(G), on a 
Qk)f(g)& G f suP(wl ++Iyfpl). (3.6.11) 
,=I G 
On applique (3.6.11) h fp, alors, en utilisant (3.6.8) et (3.6.10), on obtient: 
If Ph~)l Q(x,a) P(xoa) da d i sup(E”,‘(l + o)‘Iu,.fpI). (3.6.12) ‘Ao j=l G 
D’aprks (3.6.9), on a 
SUp(8,‘(1 + O)‘IUj’f&) 
G 
Comme g varie dans un ensemble compact, il existe une constante C, 
telle que 
BGkxOug -I)-‘(1 +o(gx,ug~‘))‘<c $“,(a)-‘(1 +~(a))’ (3.6.14) 
pour tout g E E et tout a E xA,. 
11 existe des kltments Ok,..., u, de U(gc) et des fonctions h, (1 < i<n, 
1 <j< t) appartenants a V?(G) tels que g-l. ui = xi’= 1 h,(g)u, pour tout 
g E G. On note gfp la fonction y H ffl( gyg-’ ). Alors 
D’aprbs le lemme 3.6.5, il existe (PJ~ E8, wjk E U(g,) et zjk E U(a,) (1 <j < t, 
1 < k <s), tels que 
(3.6.16) 
pour tout UE xA, et tout 1 dj<t. 
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On note I,$ l’application de Go x x0 xA, dans G detinie par 
$(g, x,a) = gx,ug-‘. Alors d+cI,,,,, = r,,,. On detinit a’ E %F’(G,) par 
a’(g) = a(g). Soit g E Go. On d&nit ai E %F (G,) par a;( y) = a’( gy). Alors 
“fa 0 $ = ai 0 fl. On dtduit alors de (3.6.15) et (3.6.16) que 
(ui~gf~)(xou)=C cp,,(x,a)C(w,,O~,~).a~OQl(l, -w) 
k 
=c qjk(xOu)(wjk ’ ah)(1 )tzlk P)(x~~u). (3.6.17) 
Comme !+ est un opkrateur invariant a gauche, (wlk . a;)( 1) = ( u’,~ . a’)(g). 
On dtduit alors de (3.6.15) et (3.6.17) que 
(3.6.18) 
pour tout g E E et tout a E x A,,. 
Les fonctions h, et (wlk. a’) sont bornees sur E (qui est compact). Alors 
il existe une constante C, telle que 
pour tout gE E et tout UE XA,. 
On utilise les estimations du lemme 3.6.4 et le fait que I’drl est borne 
dans x0 xA, et qu’il existe t-e N tel que Iq(x,u)l 6 (1 + a(~))~. Alors il 
existe une constante C, et m, m’, mn E N tels que 
x I’d,(x,u)l -m’Iq(x,u)l -““c 1 I((s~“z,k)‘P)(x,u)l 
,,k .s E W. 
(3.6.20) 
pour tout g E E et tout a E x A,. 
Compte tenu de (3.6.12) (3.6.13), (3.6.13), (3.6.14) et (3.6.20), on dtduit 
qu’il existe une constante C, des entiers k,, k’, k” E N et des elements 
c, ,..., u, de U(a,) tels que, pout tout fi~%‘~?(x,, XAO), on a 
d c sup (It IAg (~GW’(1 +~(~))kI’~,(x,~)l~k’Iq(~~,~)l -ku i: lwN4A]. 
,=l 
(3.6.21) 
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En remplacant, dans (3.6.21) /I par (Dl -l/*/I et en appliquant le lemme 
(3.6.6) on obtient une estimation de la forme. 
Is 
ID(x,a)l I’* O(x,a) p(x($z) da 
X4 
< sup { (1 + a(a))” I’~,(x,a)l py Iq(x,a)l pr i I(Ui. B)(%U)l} 
UE ‘A0 j= 1 
(3.6.22) 
(U I ,..-, u,E U(a,)) pour tout /IE QFc(xO “A,). 
Soit 24 E U(a,). I1 est clair qu’il existe une constante C, telle que 
lu.‘drl dC,l’d,l et lu.ql 6C,lql. Compte tenu de ceci, si on remplace 
dans (3.6.22) /I par ‘Afq’P, on obtient une estimation de la forme. 
ID(x,u)l”* ‘d,(x,u)~ q(xou)’ O(x,u) /?(x,u) da 
X& 
GC sup {(1 +o(a))” i lb++o~xou~l} 
UE XA,, j=l 
(0 1 Y.--Y uk E U(Q)) pour tout b E W:p”(xO x A,). Ceci termine la demonstration 
du lemme 3.6.7. 
On pose nR =cNE R; !&?. On note (x,AO)‘(R) = { y~x,A,; 
det( 1 - Ad(y),, # 0). Alors (x,A,)’ c (x,A,)‘(R). 
3.6.23. LEMME. La fonction ‘A(01 ~xoAo~~ ) se prolonge unulytiquement d 
bwM’uo 
Ddmonstrution. 11 est clair que tout element de x,A, est semi-simple. 
Soit y E (x&J’(R). On note j = gY et Z = GY. Alors a est une sous-algebre 
de Cartan de j et a, n’a pas de racines reelles dans jc car nR n jc = (0). 
Done A, est un sous-groupe de Cartan fondamenal dans Z,. Soit x E x, A,. 
On note ‘d,(x) = det( 1 - Ad(x)),, n “: On utilise les notations de 1.4. Alors 
(voir 2.5) lv”yl 1’201y ,zO est une fonction gentralide Z,-invariante et Z(jc)- 
linie. On note T la translate (a gauche) par y -’ de I FYI “201v ,zO. C’est 
une fonction generalisee Z,-invariante et Z(jc)-linie dans ‘Z,. Comme 
A, est un sous-groupe de Cartan fondamental de Z,, un thtoreme de 
Harish-Chandra (voir [V, theoreme 11.4.131) dit que la fonction 
a H det( 1 - Ad(u)), ~ B T(u), dans A, n Zbn ‘Z,,, se prolonge analyti- 
quement a A, n ‘Z,. Pour &tre plus p&is le thtoreme de Harish-Chandra 
cite ci-dessus est demontre pour Z, dans la classe de Harish-Chandra mais 
la demonstration est valable pour tout group reductif connexe. Done la 
fonction ‘de 1 v”J “* 0 1 (xOAOr se prolonge analytiquement dans un voisinage 
de y. Comme lijYl ‘I* est une fonction analytique non nulle au voisinage de 
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y, la fonction ‘d $01 (xoAOjz seprolonge analytiquement au voisinage de y et, 
done, il en est de m&me pour la fonction ‘dOl(rOA,,r car ‘d(t) = 
Wl -Ad(t)),,,,, ‘d,(t) pour tout t E x0,4,. Le lemme est alors dimontre. 
On note Fj = g”. C’est une sous-algebre de Cartan de g. On note W le 
groupe de Weyl de (gc, hc). Notons b = (1 - Ad(x,)). h. On identitie a: 
avec le sous-espace b1 de I$. On note Xj. (resp. 1?j.) le caractere de S(t), ) w 
(resp. S(h,)) obtenu par evaluation en I. (en identitiant Z’(hz) avec S(h)) 
et I, (resp. 7,) le noyau de xi. (resp. ji). Si IL E a:, on note Xi la restriction 
de Rj, a S(a,) et 1, son noyau. Alors jj. = j; 1 4 (4 dtfinie en 2.4). 
3.624. LEMME. Soit J. un Sment r&gulier de 6:. Alors 
si W. 2 n a,* # Iz, 
si W. Ln a: = fa. 
D4monstration. On a S(h,)Z, = n ~‘E w. j. Ffl (voir [V, lemme 1.4.91). Les 
Tfi (p E W. 2.) sont des idtaux maximaux distincts deux a deux dans S(t), ) 
done, d’apres le lemme chinois, on a r)F(E ,+.. j,Tfl = I], E w n r,,. I1 est clair 
que 4(Wk))=S(a,). Done S(ac) ~(Zj.)=9(S(bc)Z~)=n,. w.j. &I,,). 
Pour tout p appartenant a W. 1, &I,) est ou bien egal a S(a,) ou bien un 
ideal maximal de S(a,). Si b(G) # S(a,), il existe v E a: tel que #(7,) soit 
Cgal a 1,. Done ker(j” 0 4) = Z,,. Comme 2,. ~‘4 = j,,, on a necessairement 
v = p. D’ou le lemme. 
Nous sommes, maintenant, en mesure de terminer la demonstration de la 
proposition 3.6.1. Pour tout systeme de racines positives R+ dans R, on 
note a: = {HEa R; a(H) >O V’arz R+\R,}. Toute composante connexe de 
x A, est de la forme exp a: pour un choix de R+. En particulier ces com- 
posantes connexes sont en nombre fini. Done il s&it de demontrer 
l’estimation (3.6.2) sur chacun des ensembles x0 x A, exp a:. Dans la suite 
on lixe un systeme de racines positives R+ dans R et on note x A: = 
exp a:. Remarquons que x,A, “Ai c (x,,AO)‘(R). 
Par hypothbe 0 est vecteur propre de Z(g(;) a caractere infinitesimal 
regulier, i.e., il existe I, E tjr regulier tel que 
’ ’ @ = X2(Bqc(z)) @ pour tout z E Z(gc). 
I1 est clair que pour tout y E x,A, on a det( 1 - Ad(y)),,, = D(y). Done, 
d’apres 2.5, on a 
~g/a(z). (IDI “* @l~rgAg)‘) = Xj.(Bg,(z)) IDI “* @lfxoAo,, (3.6.25) 
pout tout zEZ(gc). 
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On identifie U(a,) avec s(a,). Alors, d’aprks (3.6.25) et le lemme 
(3.6.24), on dkduit 
u. (PI l’* Ql (xoAo)‘) = 0 pour tout 2.4 E n I,. (3.6.26) 
pE W.ina$ 
Prkcisons qu’on a implicitement suppost: que W. 1 n a: # 0, autrement 
IDI ‘/*@I (xOAOj, = 0 et il n’y a plus rien g dkmontrer. Les solutions du systkme 
(3.6.26) sont classiques. Soit Y un ouvert connexe dans a tels que 
x0 exp V c (x0&)‘. Alors il existe des constantes C,(p E W. i n a:) telles 
que 
(IDl”‘O)(x, exp H) = c C,epcH) pour tout HE V. 
pE W.i.na$ 
Rappelons (voir lemme 3.6.3) qu’il existe une fonction localement constante 
E sur (x,A,)’ telle que 
ID(x, exp H)I”* =&(x0 exp H)epcH’ ‘A(x, exp H) (3.6.27) 
pour tout HE a. 
On suppose que I’ensemble exp V n A, ’ ,4: est non vide. On !ixe 
H, E V tel que exp H, appartient g cet ensemble. Alors 
4.~ exp HoI e p(H)(‘AQ)(~, exp H) = ME ,c, nap C, eptH) (HE V). 
D’aprks le lemme 3.6.23, la fonction ‘AOlcxoao,, se prolonge analytiquement 
g (x,,A,)‘(R). On notera aussi ‘A0 son prolongement analytique. Alors la 
fonction HH (‘AO)(x, exp H) dans a, + al est analytique. Done 
(‘AO)(x, exp H) =&(x0 exp Ho)-’ eePcH) 1 C, ercH) 
VE w.i.no; 
pour tout HE a, + a;. 
Une conskquence immkdiate de cette formule est que si C, # 0, on a 
nkcessairement p(aI) c i[w car A, est compact. On utilise (3.6.27), alors 
(ID(“*O)(x,,exp H)= 4x0 exp W c 
4-ww%)p~w.,,,a~ 
C, ep’“) (3.6.28) 
pour tout HE a, + a; tel que x0 exp HE (x,A,)‘. 
En particulier (3.6.28) est vraie pour tout HE a tel que exp H, E x A, et 
H, E a;. On fixe une msure de Lebesgue dH sur aR. On dit que 0 E F(a,’ ) 
est temptrte si la distribution cp H O(cp dH) est temptrke. D’aprh le 
lemme 3.6.7, la fonction ID( ‘I2 ‘A;“q”’ 0 dttinit une fonction gkdralide 
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temperee dans x0 ’ A i * A,. On en deduit facilement que la fonction 
H~qm’(xOexPH)C,.,.j.,.~ C epcH) delinit une fonction gentraliste 
temptree dans ai. I1 dtcoule a?ors du lemme 1.7.6 de [V] (voir aussi 
lemme 4.1.2) que si C, # 0, Re(p(H) 6 0 pour tout HE a:. Ceci avec la for- 
mule (3.6.28), le fait que p(ai) c ilw si C, # 0 et le fait que E est a valeurs 
dans un ensemble fini dans C\(O} montrent que la fonction ( IDJ ‘I2 01 est 
bornee dans x0 x A, x A;. Ceci termine la demonstration de la proposition 
3.6.1. 
4. FONCTIONS G~NI~RALIS~ES TEMPBRI~ES SUR UNE ALGBBRE DE LIE REDUCTIVE 
4.1. Dans ce paragraphe nous allons donner une generalisation du 
theoreme d’unicitt de Harish-Chandra. 
Soit 3 une algebre de Lie reductive sur [w. On note Z (resp. Z,) le groupe 
adjoint de 3 (resp. jc). On note 3’ (resp. $-) l’ensemble des elements emi- 
simples reguliers de 3 (resp. jc). Alors 3’ = 3 n 3;. On fixe un 
automorphisme d’ordre deux 8 de 3 tel que sa restriction a [j, j] soit un 
automorphisme de Cartan (on ne fait aucune hypothese sur la restriction 
de 8 au centre de 3). On note f = 3” et p = 3-O. Soit h une sous-algebre de 
Cartan de 3 et soit x E Z tel que x. h soit f&stable, on note h, = 
x ‘.(.x.hnf) et hR=~-‘. (x.b n p). Alors h = hr@hR et cette dtcom- 
position ne depend pas du choix de x. Soit X un element semi-simple de 3 
(i.e., ad X est semi-simple). Soit h une sous-algebre de Cartan de 3 con- 
tenant X. Dans h, X s’ecrit de facon unique X= Xi + XR avec X, E h, et 
X, E hR. Cette decomposition ne depend pas du choix de la sous-algebre de 
Cartan contenant X. On appelle Xi (resp. X,) la composante elliptique 
(resp. hyperbolique) de X. Si YE 3, on note Y, la composante semi-simple 
de sa decomposition de Jordan. 
Rappelons la definition de Harish-Chandra de la classe 6(j) (ou (;I”) 
d’ouverts de 3. Soit @ un ouvert de 3. On dit que @ appartient a la classe 8 
s’il verilie les deux proprittes suivantes: 
(i) G? est completement Z-invariant (i.e., Z-invariant et si Xtz % 
alors X, E “2). 
(ii) Si XE 3 et s’il existe un element semi-simple Y de % tel que 
X, = Y, alors X appartient a a. 
Remarquons que si 0 E @, la propriete (ii) implique que oli contient tous 
les elements hyperboliques. 
Si I est une sous-algebre de Cartan de jc, on identifie I* avec le sous- 
ewce Cl, jcl’ de 3:. 
On notera I, = S(jc)z”. On identifie S(j,) avec l’algtbre des fonctions 
polynomiales sur 3;. Si 2 E Jo, on note xi. le caractere de I, obtenu par 
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evaluation en A. On identifie S(3& avec l’algebre des optrateurs differentiels 
a coefficients constants dans 3. Si u E S(3c), on note a(u) l’operateur dif- 
ferentiel correspondant. 
On lixe une mesure de Lebesgue dX sur 3. Soit D un ouvert de 3. Soit 
TE F(Q), on dit que T est temperee si la distribution cp H T(cp dX) est 
continue pour la topologie, sur %‘?(sZ), induite par celle de l’espace de 
Schwartz de 3. 11 est clair que cette definition ne depend pas du choix de la 
mesure de Lebesgue. 
Rappelons qu’un thtoreme de Harish-Candra (voir [V, theoreme 
1.5281) dit que si Test une fonction generalisee Z-invariante et S(3c)-finie 
dans un ouvert completement invariant % de 3, alors T est une fonction 
localement sommable analytique sur ok n 3’. 
Nous pouvons, maintenant, Cnoncer le theoreme d’unicitt. Ce resultat 
est demontre par Harish-Chandra dans le cas ou rang 3 = rang I, mais la 
demonstration est essentiellement la meme. 
On lixe une sous-algebre de Cartan fondamentale b de 3 . 
4.1.1. THBORCME. Soit @ un ouvert de 3 dans la classe d contenant 0 
et&oil&en 0. Soit TE F(U) temper&e Z-invariante et S(3,)-jinie telle que: 
(a) la restriction de T ri uz/ n h, n 3’ est nulle. 
(b) il existe des Plkments rtiguliers 2, ,..., I,,, de 6: tels que 
AJib, @ bR) c Iw pour tout l<j<n et a(u). T=O pour tout 
uEnl.i.,,Kerxi,. 
Alors T est nulle. 
Demonstration. Pour demontrer le theortme, on a besoin de deux lem- 
mes dus a Harish-Chandra (voir [V, lemmes 1.7.5 et 1.7.61). 
4.1.2. LEMME. Soit V un espace vectoriel de dimension finite sur I?% et 
V = V, @ VI une d&composition de V en somme directe de deux sous-espaces. 
Soit sZ=O,+Q, 022 Qi est un ouvert de V, (j= 1, 2). Soient 
Pi,..., pr~P(Vc)\(Oj et vl,.... v, E Vz tels que la fonction gdnPralisde dkfinie 
par la fonction C pie”1 soit tempbrke dans Q. Supposons que pour tout t 3 1 
on a t.R,cQ,. Alors Re(vj(v))<Opour tout VEQ, et tout l<jdr. 
Soit h une sous-algebre de Cartan de 3, on notera h’ = h n 3’, Y,, le 
systeme de racines de hc dans 3c et W, le groupe de Weyl de (Y,. Soit ‘Y< 
un systeme de racines positives dans Y,,. Pour HE be, on pose IIy$H) = 
n ?t y;a(H). Avec ces notations on a: 
4.1.3. LEMME. I1 existe m E N tel que la fonction ghnbralist!e dkfinie par 
II?: T soit tempkrde dans b’ n U. 
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On va montrer que la restriction de T a h’ n & est nulle. On choisit un 
systeme de racines positives Y z dans Yy,. On pose cp,‘( H) = (IT,; T)(H) 
pour tout HE b’n %!. D’apres [IV, theoreme 1.631, la fonction cpg se 
prolonge analytiquement a b n %!. Notons L = U;=, W,. E,,. On deduit 
alors de l’expression locale de (PC (voir [V, p. 77]), qu’il existe des constan- 
tes C’,, (p E L) telles que, pour tout HE b’ n %?/, on ait: 
q;(H) = c C/‘(? (4.1.4) 
11.5 L 
On note S2 = “& n b, n 3’. Alors Q + b, c b’ n %I,!. D’apres le lemme 4.1.3. 
la fonction Z7y;;b+(pc dtfinit une fonction generalisee temperee dans Q -t b, 
pour un certain m E N. Done, d’apres le lemme 4.1.2, si n E L est tel que 
C,,#O, Re(p(H))fO pour tout HEb,. Comme il,(ib,@b,)ciW et ib,@bR 
est stable par W,, on a p(ib, @ bR) c [w pour tout p E L. On en deduit que 
si C,, # 0, p(H) = p(H,) pour tout HE b. Done, d’apres (4.1.4). 
cpg(H)=cp,‘(H,) pour tout HEQ+ b,. De I’hypothese (a) on deduit que 
(p:(H) = 0 pour tout HE 52 + b,. Ceci implique que C,, = 0 pour tout ~1 EL. 
Done la restriction de T a b’ n Uzc est nulle. 
La suite de la demonstration du theoreme 4.1.1 est la m&me que dans le 
cas ou rang g= rang t. 
4.2. Dans ce paragraphe nous allons donner une formule d’induc- 
tion pour le calcul des transformees de Fourier d’orbites. 
Soit Q une reunion finie de Z-orbites dans 3* de m2me dimension. Si 
XE 3, on note ,? le champ de vecteurs sur Q definie par: 
On note 0 la structure symplectique Z-invariante sur Q dttinie par 
CT,(~~, Tg) = g( [X, Y]). On note /In la mesure de Liouville sur Q; elle est 
don&e par la 2k-forme 
(2n) -h 
___ G A . . A u (k-facteurs) 
k! 
ou 2k = dim R. 
Si p E Jz’p (3) on dtfinit sa transformee de Fourier, qu’on notera 3, par 
la formule: 
fi( g) = !*, eigtx’ f+(X) (sE3*). 
Cette fonction appartient a l’espace de Schwartz de 3*. Si T est une dis- 
tribution tempttree dans 3*, on detinit sa transformte de Fourier, qu’on 
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note f, par la formule (F, p) = (T, $) @~&p(3)). Alors f est une 
fonction gineralisee temperee dans 3. 
Soit f E 3*. On note 52/= Z-f: Si f est regulier, la mesure Bn, est tem- 
phte. Done B, est une fonction generalisee temper&e Z-invariante sur 3. 
En plus elle verifie le systeme d’tquations differentielles: 
d(u). Ba, = w)8q pour tout u E I,. 
Done Bn, est une fonction localement sommable analytique sur 3’ (voir [V, 
chap. 1.71). 
On fixe une sowalgebre parabolique q de 3. On note n son radical 
nilpotent et on tixe une composante de Levi m de q. On supposera dans la 
suite que m est B-stable. On note n- = e(n). Alors 3 = m @ n 0 n ~ (somme 
directe). On identifie m* avec le sous-espace (n 0 n - )’ de 3*. On note 
3, = [3, 31. Rappelons que Z est le groupe adjoint de 3, alors son algebre de 
Lie s’identifie avec 31. On note Q le sous-groupe parabolique de Z 
d’algebre de Lie q n 3,) M la composante de Levi de Q d’algebre de Lie 
m n 3r et N le sous-groupe analytique de Q correspondant a n (il est clair 
que n c 3r). Soit B un sous-groupe de Cartan de Z dont l’algebre de Lie est 
une sous-algebre de Cartan fondamentale de m A 3,. On fixe un sous- 
groupe M, de M contennt BM, (cette propritte ne depend pas du choix de 
B, car si B, est un autre sous-groupe de Cartan de Z ayant la meme 
propriete que B alors il est conjugue par M, a B). 
On fixe f. E m* dont le centralisateur dans 3 est une sous-algebre de Car- 
tan fondamentale de m. En particulier f. est un element regulier de 3*. On 
notera $2 = Z. f. et o = M, . fo. La mesure /I, ainsi que sa transformee de 
Fourier sont definies de facon analogue a fin et a p^,. 
Si h est une sous-algebre de Cartan de 3, on pose &z(h) = (ze Z; 
z.hcm}. On notera h’=hn3’. 
Le but de ce paragraphe est d’etablir le lemme ci-dessous qui doit &tre 
connu, mais faute de references prtcises nous en donnons une dtmon- 
tration; les idles de celle-ci se trouvent dans les travaux de Harish-Chandra 
et dans [Dl]. 
4.2.1. LEMME. Soit b une sowalgc?bre de Cartan de 3. Si XE I)‘, on a 
liQ(W = 0 si zJ+;(t))=QI 
/%2(X)= c 
Bw(z. Xl 
ZE M,\d;(h) Idet(W. X)),r~,nI I” 
si A;(b) # 0. 
Dkmonstration. On note b le centralisateur de f. dans 3. C’est une sous- 
algebre de Cartan fondamentale de m. On note B le sous-groupe de Cartan 
de Z correspondant a b n 3,. Alors B est inclus dans MI. On identitie G et 
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w respectivement avec Z/B et Ml/B. On transporte les mesures fin et [I’,,, 
sur Z/B et Ml/B et on les notera d5 et drib. On fixe une mesure de Haar db 
sur B. Alors il existe une mesure de Haar unique dz (resp. dm) sur Z 
(resp. M, ) telle que dz = dZ db (resp. dm = drii db). Notons c, le centre de 3, 
m,=mnj, et b,=bnj,. On fixe une mesure de Lebesgue d,, sur ca. On 
note d,?, d ,,,, et db, les mesures de Lebesgue sur 3,) m, et b, telles que 
dz(exp W=&,(X) d,3,(W, dm(exp X) =.i ,,,, (Xl d ,,,, (W et Wexp X) = d,,(X). 
On note d, = dcad3,, d,, = d,,d ,,,, et d, = dr,db,, ce sont des mesures de 
Lebesgue respectivement sur 3, nt et b. Les formules suivantes sont bien 
connues. 
,. 
! 
1 
zrh’l 4’(x) dt’(X) = ( W(Z, b)( z/B s s 
dZ cp(z. Y)ldet(ad Y),3.hj db( Y) (4.2.2) 
h’ 
pour toute fonction 50 intkgrable sur Z[b’]. 
(4.2.3 
pour toute fonction $ intttgrable sur M,[b’]. 
On note d? l’unique mesure de Radon positive Z-invariante sur Z/M, 
telle que dz = dj dm. On lixe une mesure de Haar dn sur N et on munit n de 
la mesure de Lebesque d,, qui coincide au voisinage de 0 avec l’image 
rttciproque de dn par l’application exponentielle. On note K le sous-groupe 
analytique de Z correspondant g f n 3,. I1 existe une unique mesure de 
Radon positive dli sur K/Kn M, K-invariante telle que: 
s q(z) dE = % s cp(knm)d%dn (4.2.4 K:Kn M, 
pour toute fonction cp intkgrable sur Z. En plus on peut intervertir l’in 
ttgration sur M, et sur N. On en dtduit: 
I v(g) dj= (4.2.5 )z. B s KiK;.M,dk{j‘viw Bq(knm)dfidn] 1 /’ 
pour toute fonction cp intttgrable sur Z/B (dans (4.2.5) cp est regardke 
comme fonction sur Z invariante 9 droite par B). 
Done 
s dmldi?=J‘X,KnM dkjvdkn)dn (4.2.6 )Z/Ml / I 
pour toute fonction cp inttgrable sur Z/M, (dans (4.2.6) cp est regardie 
comme fonction sur Z invariante g droite par M,). 
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On note d, = d,,,d,, c’est une mesure de Lebesgue sur q. On fixe une 
forme bilineaire symetrique non degentree Z-invariante sur 3 qu’on notera 
( ., . ). Dans la suite on identifiera 3* avec 3 a l’aide de cette forme. En par- 
ticulier on regardera f0 comme un Clement de b’. Pour la suite de la 
demonstration on a besoin dun lemme. 
4.2.7. LEMME. Soit cp E V?(3). Afors 
jn4(Y)j-3rp(X) ei<Y,x> d,(X)= Jdet(ad fO),j j q(X) d,(X). 
q 
Demonstration. On note d,- l’unique mesure de Lebesgue sur n ~ telle 
que d, = d,d,. Comme q est l’orthogonal de n pour la forme ( ., . ), il suffit 
de montrer que: 
pour toute fonction $ appartenant a %‘y(n- ). Toutes les mesures con- 
siderees sont donnees par des formes differentielles de degre maximum. 
Nous noterons ces formes, ainsi que leurs extensions aux complexifies des 
espaces ur lesquels elles sont definies, de la m&me facon que les mesures. 
Notons ul, le systeme de racines de b, dans 3c. On tixe un systeme de 
racines positives Yc dans Y’, contenant les racines de 6, dans n,. Nous 
indexons l’ensemble Yz = {xl,..., CI,) de telle sorte que (c(,+, ,..., a,} soit 
l’ensemble des racines de b, dans nc (p = n - dim n). Alors 
f \ -a, + 1 ,-**, -aA est l’ensemble des racines de 5, dans n, . Pour chaque 
a E ‘v, on choisit un Clement X, de 3c tels que 
(a) [H, X,] = a(H)X, pour tout HE b,; 
(b) (X,,, XL,) = 1, p+ 1 <jdn; 
(cl IdnJXap+, A .” A X,“)I = 1. 
On identifie n - avec n* a l’aide de ( ., . ). D’aprbs la formule d’inversion 
de Fourier, pour montrer le lemme 4.2.7, il suffit de montrer que: 
W,,&,+, A ... A X-d =& ldet~d(hM. 
Soit H, ,..., H, une base de b. D’apres les definitions on a 
Id,JHI * ... A H, A X,, A ... A X,” A Xp,, A ... A Xmmzn)I 
= Idz,,,(H, A ... A H, A X,, A ... A Xen A X-,, A ... A X-=,)1 
= W,,,(X,, A ... AX,” AX.,, A ... A Xp,“)lxld,,,,(H, A ... A H,)l. 
(4.2.8) 
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De m&me on a 
Id,, ,,“, (H, A ‘.’ A H, A x,, A “’ A xxp A xm l, A ‘.’ A x .,)I 
= Idfi(,,(x,, A “’ A xxp A xp,, A ..’ A x .,)I 
X Id~,o,(~, A “’ A ff,)I. (4.2.9) 
Par dttinition des mesures de Liouville Bn et /I,,, on a 
Id?,,,(x,, A .” A xx,! A x ?, A .” A x .,,)I 
=& p I(.f”, c-q>x.,,1>l (4.2.10) 
/ 1 
Idfi,,,(x,, A ‘.. A xxp A x~ ?, A “. A x .,)I 
(4.2.1 1 ) 
On dCduit des formules (4.2.8) i (4.2.1 1 ), du fait que d,3 = d,,,d,,d,, et de 
(~1 we 
On a (.h,~ IX,,, X-,,I > = (Ch, Xx,1, X-,,> = W;,Kx,i, X .,> = Wb). 11 
est clair que det(ad ,fO),, = n;= p + , a(,f,,). Ceci termine la dkmonstration du 
lemme 4.2.7. 
Reprenons la dkmonstration du lemme 4.2.1. Soit cp E %: (a). Alors, par 
dt%nition, on a 
D’aprks (4.2.5), on dtduit 
D’aprtts [V, lemme 1.3.361, pour tout fonction intkgrable sur n et tout 
YE;I’nm, on a 
s II/(T) d,,(T) = Idet(ad Y),,l j $(n. Y - Y) dn. (4.2.13) 
,t 1, 
On applique (4.2.13) d la fonction Tt-+ i,3 cp(X)e’ckn7 ‘0. x>e’<h 7:‘i> d3( X) 
qui est clairement intigrable sur n et g Y= m .,fo alors on obtient: 
j,,d,,(T)~~~(X)e’<““.‘U.\.‘e’<L.r.”)d,(X) 
= ldet ad@ ~fd,,l jN dn j cp(W e’(k”nl-‘o.x) d,(X). (4.2.14) 
1 
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11 est clair que ldet ad(m ‘fO)nl = ldet ad(&),/ pour tout m E M,. En 
faisant dans (4.2.14) le changement de variable XH k. X, on dtduit du 
lemme 4.2.7 
s s 
dn 
N 
q(X) eicknm’/o- x, d,(X) 
3 
= 
I 
q(k . X) er<m’.h, ‘) d,(X). 
q 
On deduit alors de (4.2.12) et (4.2.15) 
(4.2.15) 
ik(rpd,J = j
KIKnM, 
dk f dM j dm(X) 
M,lB nr 
X rp(k. (X+ Y)) e”“‘h,x+ ‘) d,(Y). (4.2.16) 
Comme m est orthogonal a n pour la forme (., . ) on a I?@‘~~, ‘> = 1 
pour tout m E M, et tout YE n. On applique (4.2.13) a la fonction 
THcp(k.(X+ T)) et a Y=X (XEj’nm) alors 
s cp(k ’ (X+ T) d,,(T) = Idet(ad X),, \ cp(kn . X) dn. 
” N 
On deduit facilement de ceci et de (4.2.16) que 
X 
s 
q(krn. X) (det(ad X),1 e’<m.fo-x> d,(X). (4.2.17) 
,” 
Par definition de p^, on a 
LB dCi in cp(kn. X) Idet(ad X),,l er(m-/o,X> d,,,(X) 
= 
s 
cp(kn. X) Jdet ad(X),, j?,(X) d,,,(X). 
,” 
Done, d’apres (4.2.6) et (4.2.17) on a 
i%A’pd,J= j d2 j tp(z. X) Idet(ad X),1 b,(X) d,,,(X). (4.2.18) 
ZIMI m 
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Supposons que &g(t))= a, alors .Z[l$] nm= 121. Done si supp (PC 
Z[b’], fin(cpd,) =0 d’aprks (4.2.8). Ce qui montre la premikre partie du 
lemme 4.2.1. On supposera dans la suite que S;(b) # a. On fixe des sous- 
algkbres de Cartan Q,,..., h, de m deux P deux non conjuguies par M, et 
conjugukes d b par Z telles que, si I est une sous-algkbre de Cartan de m 
conjugut par Z & b, alors I est conjugute par M, g l’une des b,. On lixe des 
Clkments x, ,..., x, de Z tels que x, . lo = 6, (1 <,j d u). Alors il est clair que 
.&9(l)) = G M,N(Z, ~,I~)x, (rkunion disjointe) et 
/=I (4.2.19) 
Z[b’] n nt = fi M, [II);.] (rtunion disjointe). 
/=I 
On note Hj le sous-groupe de Cartan de Z correspondant g f~, n 5, 
(1 <j< r). On fixe sur chaque Hi une mesure de Haar d’h et on note Li,),n ,~, 
la mesure de Lebesgue sur b, n s1 telle que djh(exp X) = d,,, ,,(X). On pose 
dh, = dc$l,,n ,A,’ On note d/F (resp. djlii l’unique mesure de Radon positive 
sur Z/Hi (resp. MJM, n H,) invariante d gauche par Z (resp. M, ) telle que 
dz = d’Z djh (resp. dm = d’rii djh). Alors on a 
s Zlhjl cp(x) ds(X) = I wz, $)I Z,H, ’ j- d’Z lh, cp(z I Y) ldet 4 Y)$ ,,,I dh,( Y) , 
(4.2.20 ) 
pour toute fonction intkgrable cp sur Z[b:]. 
= , w(l,, bj), jnM,,tf,dJti lb; ‘b(m. y) Wet a4 Yh,,,,,ii dh,( y) (4.2.21 
pour toute fonction intlgrable II/ sur M,[~J;]. 
Soit VE%?;“(~) telle que supp cpcZ[t)‘]. On dkduit de (4.2.18), (4.2.19 
et (4.2.21) que 
x 
I 11; 
cp(zm. Y) ldet a4 Y),,l Net a4 Vr,l~lll n h,i t,,( Y) dh,( V 
(4.2.22 ) 
La mesure dJZ d&nit une unique mesure Z-invariante g gauche sur 
Z/M, n H, (M, n Hi est d’indice tini dans Hi) qu’on notera dJZ. 11 est clair 
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que dJZ = di d%i. Si $I est une fonction inttgrable sur Z/H,, on la regarde 
comme fonction sur Z invariante B droite pat Hi, alors 
s Z,M,nH $(z)d’5=IHj:M,nHjl j i Z,H, e(z) & 
I1 est clear que 
Vet a4 y),,~,,l = Vet a4 YM2 Net a4 Y),,,,,l. 
On dkduit alors de (4.2.22) 
Ij,,Jcpd,)= i ‘Hj:MnHi’ j 
.i=l 1 W(M, hj)l Z/H, 
d’z?j cp(z. Y) 
b; 
1 
x ,,,f$~) 
” 
, Wet a4 Y),3,b,l 4,( Y). 
Soit s E W(Z, b,). Alors s laisse d, stable, en plus s opkre g droite SLIT 
Z/II, et laisse dji stable. On en dkduit ^ 
S,H dJz j put ‘) bi ‘(’ ’ ‘) ldet ad( Y),l ldet a4 Y),T,b,l 4,,( Y) I 
= jz/H 
/ 
82 jb, cp(z. Y) ,,,f$i 5, , Wet a4 %,,I 4,,( 0 
I n 
La fonction, sur I);, 
1 c B,(S~ Y) YH I WM,, bji,I SE wcz,b,J ldet =W’M 
se prolonge de faGon unique en une fonction Z-invariante sur Z[bi]. On 
dtduit facilement que: 
^ r lH,:M,nH,I c kh ’ xJ ’ x) 
Pnix’=J? I WM,, bJ)l sEwcz.h,, Met ad(s.xj. %I 
pour tout X E 6’. 
Le lemme dtcoule alors facilement de (4.2.19). 
On continue B utiliser les notations de 4.1 et les notations qui prtddent 
le lemme 4.2.1. On identilie f* avec les sous-espace p’ de 3*. On dit que 
f~ 3* est elliptique si f est conjugui: (par Z) g un tlkment de f *. On sup- 
posera que f0 est rkgulier elliptique. On note b le centralisateur de f0 dans 
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3. C’est une sowalgkbre de Cartan fondamentale de 3, qu’on supposera 0- 
stable. On tixe une sous-alg&bre de Bore1 I = b,@ u de jc telle que 
I +i = 3c. On note Y l’ensemble des racines de b, dans 3c, !P+ le sous- 
systtme de racines positives de Y dkfinj par 1, !Pc (resp. YV:,) l’ensemble 
des racines compactes (resp. imaginaires non compactes) dans Y+ et Y: 
l’ensemble des racines complexes dans Y + . Si tl E Y, on note H, (E b,) sa 
coracine. Si f~ 3~, on pose n(f) = n,, V+ f( H,). On suppose que m = 3’lK. 
Alors rang (fn [m, ml)= rang( [m, m]) et M est connexe. Dans cette 
situation, Ia restriction de 8, B b, est calcuke par Rossmann [Ros]: 
/I,,( Y) = ( -1 )I’;’ sign n(z&) 
c r”““ Y’ t;(S) 
SE i4’CM.b) det a4 Y),, (-, ,,: 
(4.2.23) 
pour tout YE b n m’ (oti E(S) = det(s), et m’ est l’ensemble des kltments 
semi-simples rtguliers de m). 
On identifie b* avec le sous-espace [b, 3J1 de 3*. Si f est un tliment 
rtgulier de b*, on note ql, le nombre de valeurs propres strictement 
ntgatives de la matrice associke i la forme hermitienne XH {f( [X, j?]) SW 
u. Un calcul facile donne 
On en dkduit 
D’Oli 
(-1 )“” ’ = &(S)( - 1 )“I, pour tout SE W(Z, b) (E(S) = det(s),). 
On peut maintenant donner une formule pour fi, sur 6’ 
(4.2.25) 
4.2.26. COROLLAIRE. Suit XE 6’. Alors 
B&2 = ( - 1 Jdlrn ”det afd( y) L, I t zz.,, ( - 1 )qa ‘” r”“” x’. 
DCmanstration. Comme b est fondamentale dans m et dans 3, il est clair 
que M\&;(b) s’identifie g W(M, b)\ W(Z, b). On choisit s, ,..., s, E W(Z, b) 
des reprtsentants des classes W( M, b)\ W( 2, b). D’aprks le lemme 4.2.1, on 
a 
(4.2.27: 
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On a ldetad(s,.X),,,,,I”2=In,,~~j.X)I. Soit rx~Y$. On note c!i 
l’tltment de 6: delini par c1( Y)=a( 8). C’est une racine appartenant a 
-Y$ et --a#~. Done 
$+a(si-X) =(-l)“:“* n (Sj.X). (4.2.28) 
c a.$ 
11 est clair que det ad(s, . A’), = Ed det ad(X),. Le corollaire decoule alors 
des formules (4.2.23), (4.2.24), (4.2.25), (4.2.27) et (4.2.28). 
5. ENON& DU TH~OR~~ME PRINCIPAL 
5.1. Soit V un espace vectoriel reel muni d’une structure symplectique 
B. L’extension canonique de B a Vc sera aussi notee B. On note Sp( V, B) 
(ou Sp( V)) le groupe symplectique et Mp( V, B) (ou Mp( V)) le groupe 
metaplectique. On note e l’element non trivial du noyau de la projection 
canonique de Mp( V) sur Sp( V). Soit L un sow-espace totalement isotrope 
de Ve. On note qf (ou qL) le nombre de valeurs propres strictement 
negatives de la matrice associte a la forme hermitienne v -+ iB(v, 5) sur L. 
Soit 1 un sous-espace Lagrangien de V c. On note Mp( V)[ le stabilisateur 
de 1 dans Mp( V). Rappelons brievement la definition du caracttre p, de 
Mp( V), [D2]. Notons W la representation metaplectique de Mp( V), 2 
l’espace de W et Z” le sous-espace des vecteurs C” de X. D’apres la 
definition de W, V, optre dans X” de facon compatible avec l’action de 
Mp( V) (i.e., si XE Mp( V), XE V, et VE%~ on a W(x). (X.v) = 
(x . X) . W(x). v). Done Mp( V), opere de facon naturelle dans les espaces 
d’homologie Hj(l, 2”). Ces espaces ont tous nuls sauf H,,(Z, X” ) qui est 
de dimension un. Par definition p, est le caractere par lequel Mp( V), opere 
dans cet espace. On a 
POX)* = detb), pour tout x E Mp( V), 
p,(e)= -1. 
(5.1.1) 
Soient (V, B) et (v’, B’) deux espaces vectoriels symplectiques reels et 
A: V+ V’ un isomorphisme symplectique. L’application (Pi definie par 
(P~( y) = AyA ~ ’ est un isomorphisme de Sp( V) sur Sp( V’). 11 existe un uni- 
que isomorphisme +A de M,(V) sur M,( V’) rendant le diagramme suivant 
commutatif: 
MP( V) - SP( V) 
@A I I 
v.4 
Mp(V’)- MP(V’) 
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Dans la suite on notera eA(x) = AxA -’ pour tout x E Mp( V). Si 1 est un 
sous-espace Lagrangien de Vc , A .l est un sous-espace Lagrangien de I$ 
et @,(Mp( I’),) = Mp( V’), ./. On a 
PA.,(x)=P,W~XA) pour tout x E Mp( v’)A ,. (51.2) 
5.2. Soit f~ g*. On note g(S)) le centralisateur de ,f dans g 
(resp. G), alors g(f) est l’algbbre de Lie de G(f). On note B, la forme 
bilineaire alter&e sur g dtfinie par B,(X, Y) = f( [X, Y] ) (X, YE g). Le 
noyau de Bfest tgal a g(f), alors B,dClinit une structure symplectique sur 
g/g(f) qu’on notera aussi B,. On note G(f)” l’ensemble des couples 
(x, m)EG(f) x Mp(g/g(j)) tels que x et m aient la m&me image dans 
Sp(g/g(f)). C’est une extension centrale 
Dans la suite on notera 1 = (1, 1) et s= (1, e). 
Soit A un automorphisme de G. On note de la meme facon 
l’automorphisme de g qui s’en dtduit par differentiation, Soit f~ g*. On 
note A .f=fo A ~ ‘. Alors A induit un isomorphisme symplectique A” de 
g/g(f) sur g/g(A ‘f). On obtient alors un isomorphisme de G(f)” sur 
G(A . f)“, qu’on notera aussi A, en posant A . (x, m) = (A . x, 2x2 ~ ’ ) pour 
(x, ml E WY. 
Si L est un sous-espace de gc dont l’image z dans g,Jgc(f‘) est un sous- 
espace totalement isotrope (pour ef) on notera q{ = qff. 
Soit I un sous-espace de gc dont l’image ? dans gc/g&f) est un sous- 
espace Lagrangien (pour Bf). On dira que 1 est un sous-espace lagrangien 
de gc. Soit (x, m) E G(f)“. Supposons que 1 soit stable par x, alors 7 est 
stable par m. On pose alors p,(x, m) = pr(m). D’apres (5.1.1), on a 
PAX, ml2 = det(xh 
PI(E)’ -1. 
(5.2.1 )
Quand il y a une confusion a craindre on note p{ = p,. 
On note X,(f) (ou X(f)) l’ensemble des classes de representation 
unitaires z de G(f)” telles que 
r(exp Y) = eif( “‘Id 
T(E)= -Id. 
pour tout YE g(.f) 
(5.2.2) 
On dit que f est admissible si X(f) est non vide. On note xl’(f) le sous- 
ensemble de X(f) forme par les representations irrtductibles. 11 est clair 
que G(f) verilie la propritte (*) (voir 1.2). Done les elements de x’“(f) 
sont de dimension linie. 
580’70 I-4 
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Soient A un automorphisme de G et r E X(f). Si y E G(A . f)“, on pose 
“z(y) = z(A-’ . y). Ceci delinit un element de X(A .f) et on obtient ainsi 
une bijection entre X(f) et X(A .f). En particulier si A est un 
automorphisme interieur d&i par un element g de G, on note ‘% = go. 
Soient g, et g, deux elements de G. Supposons que g, .f= g,.f, alors 
R’T = nzT. 
Soit I un sous-espace Lagrangien de gc (pour Bf). On note G(f), le 
stabilisateur de I dans G(f). Soit x E G(f),. Soit 2 un representant de x 
dans G(f)“. D’apres (5.2.1) et (5.2.2), pour tout z~X(f), ~(2) ~~(2) ne 
depend que de x. On notera (zp,)(x) = z(Z) p,(g). On obtient ainsi une 
representation (non unitaire) de G(f), dans l’espace de r. 
Soit f E g*, Nous Dirons que f est bien polarisable si g(f) est une sous- 
algebre de Cartan de g. Si on identilie g* avec g a l’aide d’une forme 
bilintaire symetrique non degtneree G,-invariante, f est bien polarisable si 
et seulement si f est semi-simple regulier. Supposons que f soit bien 
polarisable. Une polarisation 1 en f est une sous-algebre de Bore1 de gc 
contenant g( f ) telle que I+ i soit une sous-algebre de gc. I1 existe des 
polarisations en f G( f )-stables. En effet notons h = g( f ), Yb le systeme de 
racines de h, dans gc et, pour tout o! E !P’,, H, la coracine de IX; on pose 
!Pl = {C(E Yv,;Re(f(H,))>O ou Re(f(H,))=Oet Im(f(H1))<O}, c’est un 
systeme de racines positives dans !Ph et il est clair que la sous-algebre de 
Bore1 delinie par Yc est stable par G(f ), on la notera If. Nous dirons que f 
(bien polarisable) est standard s’il existe une polarisation I en f totalement 
complexe (i.e., I+ i = gc) et stable par G(f ). Cette definition est differente 
de celle don&e dans [DZ]. Cependant si f est standard au sens de [D2] 
elle est standard pour la definition ci-dessus. Remarquons que si f est stan- 
dard g(f) est une sous-algebre de Cartan fondamentale dans g. La recipro- 
que peut &tre fausse si G n’est pas connexe. Comme cas particulier de for- 
mes standards on a les formes elliptiques. On dit que f (bien polarisable) 
est elliptique si, choisissant 8 une involution de Cartan de g (voir 1.6) la 
restriction de f a g(f)R est nulle (01‘1 g(f)R est la partie hyperbolique de 
g(f) delinie par 8 (voir 4.1)). On remarque que cette definition ne depend 
pas du choix de 8 et n’implique pas que g(f) soit compacte. Si f est ellipti- 
que, il est clair que I,. est totalement complexe, done f est standard. 
5.3. On lixe f E g* admissible et bien polarisable. Soit p une sous- 
algebre parabolique de g contenant g(f) et stable par G( f ). Notons n le 
radical nilpotent de p et m la composante de Levi de p contenant g(f). 
Alors m et n sont stables par G(f) et p = m @ n. On note MO le sous- 
groupe analytique de Go correspondant a m et M= G(f) M,. On note r 
l’unique sous-espace supplementaire de m dans g stable par m (c’est 
l’orthogonal a m pour une forme bilineaire symetrique non degtneree G- 
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invariante dans g). 11 est clair que r est stable par M. On identifie m* avec 
le sowespace r’ de g *. Alors f~ m*. Quand il faut preciser que f est con- 
sidert comme un Clement de nt* on le notera f”,, alors 1,, est la restriction 
de f a m. 11 est clair que fm est bien polarisable et que M(f,,,) = G(f). Les 
groupes G(f)” et M(fm)“I ne sont pas egaux en general, cependant Duflo 
[D2] dtfinit une bijection ZHT, de X(f) sur X(f,). En particulier ceci 
montre que fn, est admissible. Soit x E G(f) et soit L un sous-espace 
Lagrangien (pour Bf,,) de me stable par x. Alors L @ n,: est un sous-espace 
Lagrangien (pour B,) de gc stable par x et par definition on a 
(LPAX) = (vLOnc-)(x) IW-xl,,1 I”. (5.3.1 ) 
Soit no une sous-algebre parabolique de g contenant g(,f) et stable par 
G(f). On note avec un exposant 0 les memes objects pour no qu’on a defini 
pour p. Ainsi no = m” @ no, et, MO et ,f,,,o sont bien dtfinis. Supposons que 
rn’czrn. Alors on a [Bl, lemme 71: 
(~,,,)d = ~,,I0 pour tout 5 E X(,f‘). (5.32) 
Soit I une polarisation enf. On dira que 1 est elliptisante pour ,f‘si, posant 
p = (I + i) n g, avec les notations ci-dessus ,f;,, est elliptique. 
5.4. On lixe f E g* admissible et bien polarisable et t E X(f‘). On 
notera h = g(f‘). Nous allons rappeler brievement la construction de la 
representation associee par Duflo a (f, T) [DZ]. 
(a) On supposef standard. On note ‘77 la representation de la serie 
fondamentale de Go associee a f par Harish-Chandra, Y? l’espace dans 
lequel elle opere et &?O” le sous-espace des vecteurs C’ de X’. Soit 
I = h, @ II une sous-algebre de Bore1 de gc totalement complexe et G(S)- 
stable. L’image de u dans g&c est un Lagrangien (pour B,), done le 
caracttre p,, de G(f)” est bien delini. On notera q! = qfff et p(u) la differen- 
tielle de p,,. Alors p(u) est la demi-somme des racines de h, dans uc. Si V 
est un hc-module et AE~:, on notera V, le sous-espace de V de poids 
generalist k. On sait d’apres [Vo] et [D2] que 
Hj(W .* = ),, + (1, ,I, = 0 si .i f q! 
dim K& =fxc),f+,~~u~= 1. 
(5.4.1) 
Alors [D2] il existe une representation unitaire unique S,., de G(,f‘)” 
dand X telle que 
(i) S,,(1) n/Go(y) S,,(X))’ = ZZfc”(xyx- ‘) pour tout XE G(f), I un 
representant de x dans G(f)” et y E Go. 
(ii) G(f)” opere dans H,$u, X’“)j,+,~(,,) par le caractere pI,. 
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Soient y E Go, XE G(f) et 2 un representant de x dans G(f)“. On pose 
(T 0 SA,nfc,)(xy) = t(Z) 0 S,.,(Z) n?(y). C’est un operateur unitaire dans 
EQ # (E est l’espace de 7). 11 ne depend que de xy et r 0 S/,,n,“o est alors 
une representation unitaire de G(f) Go dans E 0 Z. L’induite a G de cette 
representation sera notee Z7”(f, t, I) (ou n(f, T, I)). 
(b) Soit I une polarisation en f stable par G(f). On pose 
p=(l+i)f7g. c’ es une sous-algebre parabolique de g stable par G(f). t 
On utilise les notations de 5.3. Alors In m, est une polarisation 
totalement complexe en f, stable par M(fm). Done f, est standard. 
On note N le sous-groupe analytique de Go correspondant a n. Alors 
MN est un sous-groupe fermt de G. On pose Z7”(f, z, I)= 
JWL#‘(fm, z,, 1 n m,)@ Id,). Si aucune confusion n’est a craindre 
nous la noterons simplement n(f, r, I). C’est une representation unitaire 
de G. 
Soit A un automorphisme de G. Si 17 est une representation unitaire de 
G, on note “ZZ la representation (unitaire) de G dtlinie par 
An(x) = 17(A - ’ . x) (XE G). Le lemme suivant est dQ a Duflo [D2, 
lemme S]. 
5.4.2. LEMME. Avec les notations ci-dessus, on a 
(i) La reprksentation I7(f, z, I) est irrPductible si et seulement si z est 
irrPductible. 
(ii) La representation “Il(f, T, I) est Pquivalente ri Z7(A .f, A~, A . I). 
5.4.3. Remarque. Si r est de dimension linie, il dtcoule du lemme 5.4.2 
que n(f, 7, I) est de longueur linie et il est clair, par construction, qu’elle 
est temperee (voir 3.1). 
Dans [Bl], nous avons montrt, sous l’hypothese que le groupe derive de 
Go est a centre fini, que si I, et I, sont deux polarisations enfstables par 
G(f) alors les representations ZZ(f, r, Ii) et n(f, z, 1,) sont Cquivalentes. 
Nous verrons au section 8 que cette hypothbe nest pas necessaire dans le 
cas des groupes veriliants (*). Dans [Bl], il est deja demontre qu’elle nest 
pas necessaire si l’une des polarisations est totalement complexe. En par- 
ticulier n”(f,, z,, 1 n mc) est equivalente a n”(f,, z,, 1,J. La sous- 
algebre (Ir, +TJ n m est une sous-algebre parabolique de m stable par 
M(f,). On note D son radical nilpotent et B sa composante de Levi con- 
tenant m(f,). On note So le sous-groupe analytique de MO correspondant 
a 5, S = M(f,,,) S,, et V le sous-groupe analytique de MO correspondant a ~1. 
Alors SF’ est un sous-groupe fermt de M. On note f, la restriction defh 5, 
c’est aussi la restriction de& a 5. Alors, par definition, on a 
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On en dkduit que ZI”(f, z, I) est kquivalente A Ind$,JZ7s(f,, (T,,,)~, 
f,rm n B c) @I d,+,). Notons 1’ = If, A 5, @ D c 0 n,. Alors I’ est une polarisa- 
tion en f invariante par G(j), en plus elle est elliptisante pour jI Notons 
p’=(l’+i’)ng. Alors p’=s@u@n, u@n est le radical nilpotent de p’ 
et a est sa composante de Levi contenant g(j). Done, par definition, on a 
On dkduit alors de (5.3.2) que les reprksentations n”(,f, r,I) et Z7”(f; t, I’) 
sont equivalentes. Ainsi on a demontre qu’ttant donni 1 une polarisation 
en f invariante par G(f), il existe I’ une polarisation en ,f invariante par 
G(f) et elliptisante pour f telle que Z7”(f, z, I) et Z7”(f, z, I’) soient 
equivalentes. Ce qui nous permettra de ne considerer dans la suite que les 
polarisations elliptisantes pour la construction des representations 
m.f, T, 1). 
5.5. Soit s un element semi-simple de G. On note 3 = g” et 
q = ( 1 - Ad(s)). g. Alors g = 3 0 q. On identifie 3* avec le sous-espace q’ de 
g*. Alors 3* coincide avec le sous-espace des elements de g* fixes par s. On 
note Z = G”. Rappelons (notations du section 1) que si z E Z, 
v,,(z) = det( 1 - Ad(sz)), et que ‘Z = {z E Z; v&z) # 0). 
Soit .fO E g* bien polarisable. On note 52, = G. f. et .Q;” = a.,” n 3* (cette 
notation est coherente avec les notations generales qu’on a adopttes puis- 
que a,(, n 3* est l’ensemble des points de Q., fixes par s). Alors Q2;, est une 
reunion linie de Z,-orbites (qui peut &tre vide), en effet Q, est une reunion 
finie de G,-orbites, d’apres la propritte (*) de G, et l’intersection de la G,- 
orbite d’un Clement bien polarisable de g* avec 3* est une reunion tinie de 
Z,-orbites (on peut facilement adapter la demonstration du lemme 8.1.2 
dans [Dix] a cette situation). 
Supposons que f0 est en plus admissible, que s est elliptique et Q;O # @. 
Soit z0 E X(f,) de dimension fmie. Rappelons le definition de la fonction 
(p&o introduite dans [ DHV]. Soit f E Q;” et soit g E G tel que g. f0 = ,f. La 
representation Yt0 de G(f)” ne depend que de 7” 
note to,. Soit I un sous-espace Lagrangien (pour 
alors (voir 5.2) (T&)(S) est bien dtfini. On note 
dans g&l. On pose 
et de f’ (voir 5.2) on la 
B,) de gc stable par s 
lxq, I’image de In q t 
q;o,,“(fl = ( - l J4$T 
Wl - s),,~, 
W(h+pl)(s)). (5.5.1 )
Comme le suggere la notation la fonction q&o ne depend pas du choix de I 
et elle est localement constante sur Qj.. [DHV]. 
Soit q > 0. On note Y, l’ensemble des XE g tels que la partie imaginaire 
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de toute valeur propre de ad X soit de module strictement inferieur a ye. On 
choisit q > 0 verifiant: 
O<q<271 et exp( X) E ‘ZO pour tout XE %$ n 3. (5.5.2) 
Alors l’application h, de “y^, n 3 dans s ‘&, dtfmie par h,(X) = s exp X est 
un diffeomorphisme local. En particulier c’est une submension, done on 
peut definir I’image reciproque h,*(T) de toute fonction generalisee T sur 
s ‘Z, (voir 2.2). Soit Tune fonction generalisee G-invariante sur G, on note 
(comme en 2.2) frT sa restriction a s ‘ZO, alors la fonction generalisee, sur 
9$ n 3, h,:(a,) est bien definie. Elle est Z,-invariante et determine T dans 
un voisinage de s. On la notera XH T(seX). 
Soit I, une polarisation en f0 stable par G(f,). Comme r0 est de dimen- 
sion finie, il decoule du lemme 5.4.2 que la representation Z7”(&, rO, 1,) est 
de longueur finie. Comme nous l’avons remarqd en 3.1, elle est a trace. On 
notera &I’(&, tO, I,) (ou @I(&, TV, 1,)) son caractere. C’est une fonction 
gtneralisbe G-invariante sur G. Suivant Harish-Chandra on delinit sur 
Vn n 3 la fonction gtntralide 0(s, fO, rO) par la formule: 
x l/2 
fW, SO, TO)(X) =i,(W” ‘;ll:‘h ,1\,2 @(fo, TV, lo)(sex) \ 
Oh 
j,(X) = det 
e l/2 ad(X),j _ e ~ l/2 ad(X),T 
Comme le suggere la notation la fonction gtneralisee f3(s, fo, ro) ne depend 
pas du choix de lo, ceci est une consequence du theoreme ci-dessous. 
Le rtsultat principal de cet article est le theoreme suivant. On utilise les 
notations ci-dessus. 
5.5.3. TH~OR~ME. Soient f. E g* admissible et bien polarisable, t0 E X(f,) 
de dimension finie et 1, une polarisation en f. stable par G(f,). Soient s E GelI 
et q > 0 vPr$ant (55.2). Alors 
(i) si Q;O = a, la fonction gkntralis6e ets, fo, zo) est nulle; 
(ii) si Q;, # 0, on a l’kgaliti de fonctions ge%ralistes sur “y; n 3: 
e(s, fo, ~~~ = (~.;o.,,p~~o)A 
oti bra;, est la mesure de Liouville sur Sz;;, (voir 4.2). 
On fera la demonstration de ce thtoreme dans les sections 6 et 7. 
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6. DEMONSTRATION DU THBOR~ME 5.5.3 (,fO ELLIPTIQUE ET G = G(,f,)G,,) 
Dans cette section on va demontrer le thtoreme 55.3 dans le cas ou ,f,, 
est elliptique et G = G(,f,) G,. Dans la suite on supposera que ces 
hypotheses ont vtrifiees. 
6.1. Calcul du caractere sur G’ n G,,, 
Pour alleger les notations, on notera souvent 0 = O(f,, TV, lo). Comme 
nous l’avons remarqut en 3.1, il decoule du theoreme 2.1 .l que 0 est une 
fonction localement sommable analytique sur G’. On va calculer O(X) pour 
tout x E G’ n Gel,. 
On fixe une involution de Cartan 0 de g laissant stable g(,f;) et on utilise 
les notations de 1.6. On pose B= G(f,) n K. D’apres [Bl, lemme 31, on a 
G(f,) = BG(f,),. Comme g(fO) est une sous-algebre de Cartan fondamen- 
tale de g, on a G(f,),= G,(f,), B, = K,n B et B, est un sous-groupe de 
Cartan de K,. On deduit facilement des lemmes 1.6.1 et 1.6.2 que 
G’ n G,,, = G,[G’ n B] et que G’ n B est un ouvert dense dans B. Comme 
0 et G-invariante, pour calculer sa restriction a G’ n G,,, , il suffit done de 
calculer sa restriction a G’ n B. 
On fixe une forme bilineaire symetrique non degeneree t G-invariante 
sur g telle que sa restriction a k (resp. p) soit definie negative (resp. 
positive). On la notera ( ., ). Soit m une sous-algebre de g telle que la 
restriction de (., . ) a m soit non dtgintree. Notons 5 le sous-espace 
orthogonal a m dans g pour la forme (. , . ). Alors LY est un supplementaire 
de m dans g. On identilie m* avec le sous-espace B’ de g*. On identifie g* 
(resp. m*) avec g (resp. m) a l’aide de ( ., . ). Ceci donne une autre iden- 
tification de my avec un sous-espace de g* (qui provient de l’inclusion de 
nt dans g). 11 est clair que les deux identifications, de m* avec un sous- 
espace de g* d&rites ci-dessus comcident. Dans la suite on utilisera ce fait 
sans commentaire. Particulierement on utilise ceci pour m = I, m une sous- 
algebre de Cartan de g, m = g’; ou x est un element semi-simple de G et 111 
une sous-algebre de Cartan de gV (X semi-simple). (11 est clair que dans 
chacun de ces quatre cas la restriction de ( ., . ) a m est non degeneree.) 
Notons h = g(fO). Quand on identitie g* avec g on a foe h n f, ceci 
decoule de la regularite de f0 et de la definition de l’tllipticite. On pose 
W= W(G,, h). Soit XE B, alors x laisse h stable. On note W‘ le sous- 
groupe des elements WE W qui commutent a l’action de .Y dans h. 
6.1.1. LEMME. Soit XEB. On note A=g-‘, Z=G’, a=I)nA rt 
W, = W(Z,, a). Alors 
(i) ,fo est un &Ement Clliptiyue de 3*, 
(ii) a est une sous-alghbre de Cartan fondamentale de 3, 
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(iii) 52,, n u* = WX.fO, 
(iv) Qjo=U~~w,~~Z~~(~~f~). 
Dtmonstration. On identilie g* avec g a l’aide de ( p, . ). Notons 
jr = [a, 31. Puisque Ad(x) commute avec 0, la sowalgebre 3, est stable par 
8. La restriction de ( ., . ) g 3, n f (resp. 3, n p) est delinie negative (resp. 
positive). On en dtduit que la restriction de 8 a 3, est une involution de 
Cartan de 3, _ Soit B0 l’involution de Cartan de 3 dont la restriction a j1 est 
egale a celle de 8. Alors jeo 13 n I. 11 est clair que f0 E a n I. Done f0 E joo, 
c’est-a-dire f0 est un element elliptique de 3. Ce qui montre (i). L’assertion 
(ii) dtcoule de (i). Pour (iii), il est clair que W-‘.fO c SZ,n a. Recipro- 
quement, soient fe Sz,, n a et g E G, tels que g *fO =f: 11 est clair que 
g(f) = h. Done g delinit un Clement w(g) de W. On a (xgx ~ ’ ) .fO = J Done 
g-‘xgx-’ EG&). Ce qui prouve que w(g)E W” et done fg W .fO. 
L’assertion (iv) decoule de (ii) et (iii). Ceci termine la demonstration du 
lemme. 
La proposition suivante est un cas particulier du thloreme 5.53 (cas oh 
s E G’ n G,,r). Quand G est dans la classe de Harish-Chandra ou connexe, 
elle est due B Harish-Chandra et donne le caractere de la serie fondamen- 
tale sur l’ensemble des elements reguliers elliptiques. 
6.1.2. PROPOSITION. Soit x E B n G’. Alors 
@(fO> To, 10) = c ‘p;o,,o(~ .f h WE W’ 
Dtmonstration. On tixe une polarisation 1 en f. totalement complexe et 
stable par WJ. Elle existe car f. est elliptique. Done 
@(fo, 5 07 10) = @(fO? To, 1) (voir 5.4). On ecrit I = ljc + n oti n est le radical 
nilpotent de 1. On note b = h n I. C’est une sous-algtbre de Cartan de I. 
C’est aussi l’algebre de Lie de B. Alors b, + (n n I,) est une sous-alglbre de 
Bore1 de f, stable par B. On note W,. le groupe de Weyl de (I,, 6,). Le 
sous-groupe r de G(voir 1.2) est inclus dans K et dans B. 11 est clair alors 
que K et B vtritient (*). L’indice de I’K, dans K est egal a l’indice de TB, 
dans B; c’est un nombre tini on le notera no. 
On note k (resp. B) l’ensemble des classes de representations unitaires 
irreductibles de K (resp. B). Les elements de k et de B sont de dimension 
tinie car K et B verifient la propriett (*), Ad(K,) est compact et B, est 
abilien. Soit (6, I’,) une representation unitaire de dimension tinie de K 
(resp. B) on note chJ8) ou chK(V6) (resp. ch,(6) ou ch,(V,)) son carac- 
t&-e. Notons Rs l’anneau des caracteres unitaires de B (i.e., les com- 
binaisons lintaires tinies a coefficients entiers relatifs C,, B n,ch.(v)) et l?* 
le B-module des series formelles a coefficients entiers C,, d n,ch,(v). Alors 
I?, est canoniquement un R,-module; le point essentiel est que si v, , v2 E 3 
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il n’existe qu’un nombre fini de classes v E B telles que v2 0 v contienne v, 
On dit qu’un B-module unitaire X est admissible s’il est localement B&i 
(i.e., si x E X, le sous-espace vectoriel de X engendre par B. x est de dimen- 
sion tinie) et si, pour tout v E & la multiplicitt de v dans X est linie. Soit X 
un B-module unitaire admissible. On note Ch,(X) =C,,EbnVChB(v) oh n,. 
est la multipliciti de v dans X. C’est un element de k,. 
Sur n n f, il existe une structure unitaire B-invariante definie par: 
(X, Y) H -(X, F). Soit Y un K-module unitaire de dimension finie. Alors 
les Hj(n n fc, Y) sont canoniquement des B-modules unitaires. Soit 6 E k. 
Alors la restriction de 6 1 K, est la somme de au plus n, modules simples 
(comptes avec leurs multiplicitts). Notons I/, l’espace de 6. Alors on dkduit 
facilement de [K] que la dimension du B-module oj H,(n n fc), Vii) est 
inferieure ou egale a n, ) fV.1. Done il contient au plus n, / W,.) B-modules 
simples (comptes avec leurs multiplicites). Soit v E B. I1 existe au plus ~76 
elements 6 E k tels que v intervienne dans ej H,(n n f , , if,>). En effet, il 
existe v, ,..., V~ Ef-B, (l’ensemble des classes de reprksentations unitaires 
irrkductibles de TB,) avec rdn, telles que la restriction de v ri fB, soit 
&gale g la somme de vi. Pour tout 1 < j d r, il existe une reprtsentation 
unitaire irrkductible unique B tquivalence p&s (Sj, V,) de fK, telle que \I, 
intervienne dans @ i Hj( n n f c, V,). Soit 6 E k telle que sa restriction g fK,, 
ne contient aucun des ~5~. Alors @ 1 Hi(n n f,, Vii) ne contient pas v. Notre 
assertion est alors Claire. On en dkduit, qu’ktant donnC une famille d’entiers 
(n,),,d, Cii.~na(C,(-l)‘ch,(H,(nnf,, Vii))) est bien dtfini en tant 
qu’tkment de 8,. On pose: 
Soit 6 E k Alors un argument du style caractkristique d’Euler et Poincark 
donne 
ch,(6)XB(nn~,)=C(-1)jch,(H,(nnT,, ff,)). (6.1.3) 
On note X l’espace de la reprbentation n’(f,, T”, 1) et X0 le sous- 
espace des vecteurs K-his de X. Si 6 E k, on note 2: la composante 
isotypique de type 6 de 2’ et n6 la multipliciti: de 6 dans 2:. Sur n n pc il 
existe une structure unitaire B-invariante dkhie par: (X, Y) -+ (X, r). On 
pose 
Xa(nnp.)=C(-l)‘ch.(/lj(nnp.)). 
On sait que les E-modules Hj(n, 3’““) sont de dimension finie. On peut les 
munir de structures unitaires B-invariantes car le sous-groupe Z(B, Go) de 
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B est co-compact et il opere dans Z” par un nombre fmi de caracteres 
unitaires. 
Avec ces notations on a 
6.1.4. LEMME. Dans 1, on a l’identitd: 
C (-l)‘Ch,(Hj(nnfc, ~6)) i 
= c (- l)‘ch,(H,(n, X0)). 
Dgmonstration. I1 existe une suite spectrale EL,, aboutissant a 
H,(n,X”) dont les fleches sont des B-morphismes, et dont le terme EA,, 
est H,(nnf,, np(nnpc)@&“). On choisit une filtration (0) = 
P-1 c v2c . . . c V, = /i “(n n p c ) de /1 “(n n p o ) par des sous-espaces stables 
par B et par n n f, tels que Vi+ i/Vi soit un n n fc-module trivial pour tout 
1 < i B it - 1. 11 existe alors une suite spectrale ‘E;, j aboutissant a 
H,(n n f,, /ip(n n pc) @ ST’), dont les fltches sond des B-morphismes, et 
dont le terme ‘E:, j est H, + j(n n f,, X0) @ Vi/P’_, . Comme on l’a 
remarque plus haut le sous-groupe Z(B, Go) de B est co-compact et il 
opere dans X0 par un nombre lini de caracteres unitaires, done il existe 
des structures unitaires B-invariantes sur les B-modules EL,, et ‘E,!j. On 
a un isomorphisme nature1 de B-modules entre ‘E,!j et 
eatg H,+j(n nf,, X:)0 Vi/Vi-i. On en deduit facilement que ‘E:,j est 
admissible et que 
Chg(‘E:j)=Chs(Vi/Vi~I) C n,ch,(H,+j(nnfC, V,)). (6.1.5) 
acR 
Les B-modules E,& Ctant des sommes linies de sous-quotients des ‘E,!j ils 
sont done admissibles. De la theorie des suites spectrales (principe d’Euler 
et Poincare) on dtduit les formules 
,C, (-1)” Ch,(EA,,)=C (- l)itjchg(‘E;,j) 
=;(-l)YCch,(‘E;,,~i) 
(6.1.6) 
4 I 
et 
; (- 1)” ch,(H,(n, so)) = c (- 1 Y’+y ch,($,). 
P.4 
(6.1.7) 
Le lemme decoule alors de (6.1.5), (6.1.6) et (6.1.7). 
Notons d, le systeme de racines de 6, dans fc et .4,+ le sous-systeme de 
racines positives delini par n n Ic, On note pc = (l/2) C,, d,+ u. Soient b E i? 
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et Js E b*, un poids dominant (relativement $ A: ) de 6, dans V,s. Alors 
(ia, As) est un rkel positif (6 est unitaire) ne d&pendant pas du poids 
dominant choisi, on le notera a(6). Alors 
il existe NE N tel que la sCrie 1 ns( 1 + u(6)) mN converge. (6.1.8) 
(iER 
Ceci est diTi i Harish-Chandra quand G est semi-simple connexe (voir 
[HC2, p. 240 et thiokme 41). Le cas des groupes rtductifs connexes s’en 
dtduit facilement. Le cas des groupes vkrifiant (*) se dkduit du cas des 
groupes rkductifs connexes car si I7 est une reprksentation unitaire de 
longueur finie de G (G virifiant (*)), la restriction de (7 i G,, est de 
longueur finie. Soit 6 E If: Posons 
7B(6)=C(-1)‘chB(Hl(11nf,, V,j)). 
6.1.9. LEMME. (i). La .sPrie de $onctions CCjt k n,jXB(6) converge 
,fhihfement vers une,fonction gP&ralisPe sur B yu’on notera O! 
(ii) Soient bvOE B et C ,,.Bm,,ch.(v)ER. tels yue 
chdvd ( <zi n,xB(6)) = JB m,. ch,(v) (tgalitk dans I?,). 
A losr 11 shie de fonctions C,,, B m,, ch.( v) converge ,faihlement vers une 
,fbnction gbnkralisPe sur B et elle est &gale ti ch,(v,,) OB. 
Dbmonstration. Rappelons que si Y E & dim t’ <n,, et si 6 E k, 
C, dim H;(n n fc, V,) d ( W,.I n,. Done dans la d&composition de 
@;H,(nnf,, V,) 0 v0 il y a au plus 1 W, 1 n(2, B-modules simples (compttts 
avec leur multiplicitks), nous les noterons VA,..., +. Pour tout 6 E k et tout 
1 <.j < k, il existe cj = fl tels que l’on ait, dans k,, l’identiti: 
Notons p, ,..., pLr les poids de 5, dans vg. Alors, si j-6 est un poids de b,: 
dans v,:, il existe i, un poids dominant (relativement i A,t ) de 6, dans 6, 
CT E W, et 1 < t < r tel que 3,$ = c. (2, + p,.) + p, + ,u,. Le nombre r&e1 positif 
(Ai, 2~) ne dtpend que de vi, on le note C!, . On dkduit facilement de ceci 
et de (6.1.8) que 
la strie C nd $J (1 + Ci) fi converge. 
atk ,= 1 
(6.1.10) 
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Choisissons une base {Xi} de b telle que (Xi, Xi) = -6, et posons 
o = 1 - 1 z (tgalitt dans U(b,)). Alors o regarde comme optrateur dif- 
ferentiel sur B est B-invariant et formellement auto-adjoint. Si v E B et ,I est 
un poids de bc dans v, on a o. ch,(v)= (1 + (I, I+)) ch,(v). On tixe une 
mesure de Haar db sur B. Soit 4 E V:(B). Alors 
~~ch,(v)(dh=(l+(l,l)))“~~ch,(v)(~N~~)&. (6.1.11) 
Soient v E B et y E B alors Jch,(v)(y)l 6 n, car v est unitaire et dim v 6 n,. 
Done, d’apres (6.1.10) et (6.1.11), la strie 
converge. Done on peut r&arranger les termes de cette serie pour obtenir la 
convergence des series 
et ch,(v) 4 db 
Ceci pour tout 4 E %7;(B). Le lemme est alors clair. 
Reprenons la demonstration de la proposition 6.1.2. D’apres les lemmes 
(6.1.4) et (6.1.9) on deduit l’egalitt de fonctions generalides dans B: 
i+!B(nnp,) eB=c (-l)‘ChB(H,(n, 2”)). (6.1.12) 
La strie de fonctions C 6G A ns chK(b) converge faiblement vers une fonction 
generaliste sur K qu’on notera OK. Ceci est du a Harish-Chandra [HC3, 
lemme 411 quand G est semi-simple connexe; et vu (6.1.8) la mCme 
demonstration est valable pour les groupes vtritiants (*). Par ailleurs, 
WF(0) est transverse a l’injection canonique de K dans G [DHV, Appen- 
dice]. Ceci est demontre dans [DHV] pour G connexe, mais la m&me 
demonstration est valable pour les groupes veritiants (*). Done la restric- 
tion de 0 a K (en tant que fonction generalide) existe. En plus elle co’in- 
tide avec OK [DHV]. Comme 0 est une fonction analytique sur G’, on en 
deduit que OK est une fonction analytique sur Kn G’ et elle co’incide, sur 
KnG’, avec QiKnCr, L’application (k, b) H kbk ~ ’ de K x B n G’ dans K 
est submersive. Done on peut restreindre a Bn G’ toute fonction 
gentraliste K-invariante sur K, et l’application de restriction est continue 
pour les topologies faibles [DHV]. On en deduit que la serie de fonctions 
Cs s ic- ndch,(Q) I BnC’ converge faiblement vers 0 K 1 B n Gs. Done la strie de 
fonctions ‘&e R n,XB(n n f,)(ch,(d))) 1 Bn c;, converge faiblement vers 
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xB(nnk)(Q”l B n G,). D’apres (6.1.3), on en deduit que la restriction de QB 
a Bn G' est une fonction analytique et elle cdincide (sur Bn G') avec 
XJnnf,) 0. On deduit alors de (6.1.12) que, sur Bn G', on a 
XB(nnpc)Xe(nnfc) 0=x (- l)‘chB(Hi(n, X0)). 
11 est clair que, sur B, les fonctions x++det( 1 - Ad(.u)),, et 
XB(n n p6.) XB(n n f,) cokcident. Done, pour tout x E B n G', on a 
Q(x) = det( 1 -Ad(x)),’ c (- 1)’ ch.(H,(n, X”))(x). (6.1.13) 
Si j. E 55, on note H[(n, X0), le sous-espace des elements c de H,(n, X0) 
tels que pour tout HE h, il existe k E N verifiant (H - j.( H))k . c = 0. Par 
definition, la restriction de IZ”(fb, ro, 1) a G,, est un multiple (fini) de I72. 
Alors, d’apres [V, theoreme 6.101 on a 
H,(n, x0) = 0 H,(n, e@‘),, ,cr+ij,,, ). 
bE w ” h / = Y,, 
Soit x E B n G'. Si x opire dans un espace vectoriel V, on note tr, V sa 
trace. Soit aE: W, alors x envoie 
H,(n, ho),,.,, 1) fo+L,(,l). Done 
H,h c~“Lo f,~+p(lI) dans 
ch.(Hjn, 2”“)) (x) = tr,H,(n, X0) 
On dtduit alors de (6.1.13) et (6.1.14) que 
O(x)=det(l -Ad(x)),, ’ c (-l)Y~“‘tr.Hy~~~(~~,JYo),~.,~+i,,,,~. (6.1.15) 
OE W’ 
Soit a E W'. 11 est clair que 1 est une polarisation en cr. f,mais elle n’est 
pas stable par G(a .fo) en general. Pour remedier a ceci on se ram&e au 
cas ou G(.f,) = G(a .fo) de la facon suivante. On note ‘G le sous-groupe de 
G engendre par x et Go. Alors (“G(f,))” s’identifie canoniquement avec 
l’image reciproque de ‘G(f,) dans G(f,)“. La restriction de r. a (‘G(,fo))” 
est alors bien definie, on la notera aussi to. 11 est clair, d’apres les construc- 
tions, que la restriction de IZG(fo, zo, I) a ‘G est Cquivalente a 
n”(fo> To, I). Done la restriction de O”(f,, to, 1) a ‘G est Cgale a 
@‘“(.fo, To, 1). 11 sufftt alors de demontrer la proposition dans la cas ou 
G = ‘G. On fera cette hypothese dans la suite. Alors G(a .f;,) = G(.f,). Soit 
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g E N( G,, h) un representant de (r. Alors g. f0 = 0 .fO. D’apres le 
lemme 54.2, les representations Z7”( g .fO, grO, g 1) et Z7”(&, TV, I) sont 
equivalentes. Comme I est totalement complexe, les representations 
n”(g’fo, ‘TO, g.[) et n”(g.fo, ‘To, I) sont equivalentes d’apres [B] 
(voir 5.4). Done les representations Z7”(&, To, 1) et Z7”(g.f,, RIO, 1) sont 
equivalentes. Par construction m&me de nc(g .fO, Rio, I), la representation 
de G(g.f,) dans H,: /“(n, Xm)iR.,,o+p(nj est equivalente a ("~~pf"~). 
D’aprb [D2, lemme 111-41, I’application canonique de H,; fo(n, X0) dans 
H,; jO(n, X”) est un isomorphisme. 
Done 
(6.1.16) 
Par definition, on a 
cp~,,“kxJ = 
(- l)Y,r ‘O 
det( 1 -Ad(x)),, w”T0P:‘%x)3. 
La proposition decoule alors de (6.1.15) et (6.1.16). 
6.2. Dkmonstration du th.&orPme 5.5.3 (G = G(f,) Go et f. elliptique). 
Soit s E B. On note 3 = g” et a = h n 3. D’apres le lemme 6.1.1, a est une 
sous-algebre de Cartan de 3. On utilisera les notations de 2.4. On note y,$, 
l’isomorphisme de Chevalley de S(jc)“” sur S(ac) wlo.. On pose 
%a =JJ,’ ofi,$,. C’est un isomorphisme de Z(j,) sur So”. 
11 est connu que le caractlre infinitesimal de la representation z est 
delini par if,, i.e., Z(g,) opere dans I’espace des vecteurs C” de IT? par le 
caractere z H b,,(z)(ifo). Puisque la restriction de nG(,fo, zo, 1,) a Go est un 
multiple de Up, Z( gc) opere dans Xx par ce meme caractere. Done 
z. 0 = &(z)(if,) 0 pour tout z E Z( gc). (6.2.1) 
Notons Z,, le noyau du caractere zt-+PRc(z)(ifO) de Z(g,). Comme en 
2.2, on note cre la restriction de 0 a s ‘Zo. Remarquons que o. est une 
fonction localement sommable analytique sur s ‘Z, n Z’ et qu’elle coincide 
sur s ‘Z, n Z’ avec la restriction de 0 (en tant que fonction analytique). 
Ceci dtcoule aisement de la demonstration du theoreme 2.1.1 (voir 2.5). 
D’aprbs (6.2.1) et le corollaire 2.4.11), on a 
PC&). (1v.A “2 0s) = 0 pour tout z E I,. (6.2.2) 
Pour alleger les notations, on notera 8,s = @(s, Jo, TV). On deduit de 
(6.2.2) et de [V, theoreme 11.3.14] que 
~(WL,/,(z))). 0, = 0 pour tout z E ZirO. (6.2.3) 
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Notons .I l’ideal de S(3e)“” engendre par (A,< ‘p,,, ,)(I,,,,). Alors, d’apres 
(6.2.3), on a: 
a(u) . 8,s = 0 pour tout u E J. (6.2.4) 
Notons WA, le sous-groupe des elements w de W,( qui commutent avec s. 
Alors W,, (if,) n a*@ = Wir. (if,). En effet si w E Wkl , il est clair que 
11” ($,))Eag; soit WE Wnc tel que u” (&)EaF, alors SM‘S ” (&)= IV. ($,), 
comme,fo est regulier ceci implique que su‘s ’ = II’. On voit facilement quc 
J=y%, ‘(s(%)Wie 
u(if,j=O}. 
. (4 3 P,,)(Z,,)). I1 est clair que /j,, (I,,,,) = (u E S(h, )“‘n ; 
On deduit alors du lemme 3.6.24 que 
J= j~~S(~@)/l;~(i~.,f,)=o pour tout H‘ E W<;: j . (6.2.5 ) 
D’apres (6.2.4) et (6.2.5) on deduit que 8, est S(S~,)-linie. Done, d’apris un 
thtoreme classique de Harish-Chandra, 0,, est une fonction localement som- 
mable analytique sur 3‘. Rappelons, d’apres Harish-Chandra, qu’une 
fonction gineralisee Z,-invariante dans un ouvert Z,,-invariant de 3 donnee 
par une fonction localement sommable F telle que la fonction 
Xt--+ l.i,Jml ‘:’ IDz,,(eX)I’!’ F(X) soit bornie est temperee (voir V, 
proposition 1.7.91). I1 est clair que, pour tout XE ,j, on a 
/D,(.seY)I = lD,,(ey)l Idet(l - Ad(se’)),l. 
Done, d’apres le theoreme 3.1.1, la fonction generaliste W, est temperee. 
Notons a, = an f, alors a, c b (b l’algebre de Lie de B). I1 est clair que 
l’ensemble des X appartenant a a, tels que .s esp X soit regulier est un 
ouvert dense dans a,. Soient X appartenant a cet ensemble et ~1’ E W‘. On 
va calculer cp;;,:,, (M‘ .,f;,). Par definition, on a 
(P;,;.:,,c~y .fo) = 
( - 1 )Y:: ‘i) 
det( 1 - Ad(s/)),, 
tr( "T,,y;; ‘“)(w l ) 
(ici "T" designe ,?,, ou g est un representant de II’ dans N(G,,, I))). Utilisant 
les formules evidentes: 
tr(“‘~,~p;; ./O)(.ye*) = tr(“‘r,p; ./o)(s) f,(JL’ fii+/‘llI))I \I 
I* to - 41, - 4:: i7’yo + 4:: A’&. (q=(l -Ad(.s)).g) 
on obtient 
‘p;;w&. ,fb) = (P;o,r”(U’. fo) det(l - Ad(s))n n91 
W 1 - AdbeX),, n 4r 
(-1)“” !%,, 
’ det(l -A4eX)),,,,3j 
c,liu to +I’l”)NxI . (6.2.6) 
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11 est clair que q, = nnq,@iinq,@$,nq,. Laforme (.;) d&nit une 
dualitt non degtneree entre n n q, et ii n q, et la conjugaison complexe 
d&nit un anti-isomorphisme de n n qc sur ii n qc. Done 
det( 1 -Ad(&)), n qc = det( 1 - Ad(sex)), n qc 
= (-l)dimnnq~det(s-‘e-X),,,,det(l-Ad(sex)),,qc, 
(6.2.7) 
Pour XE a,, on pose ~(tt n 3e)(X) = 4 tr(ad(X)),,,, et ~(n n SC)(X) = 
5 tr(aW)),,,,. Alors p(n)(X) = P(n n 3&X) + ~(rt n q,)(X) et ces trois 
nombres sont des imaginaires purs. On pose 
h(X) = 
epp(nnqc)(X)det(l - Ad(sex)),,qc 
det(l -Ad(s)),,,, ’ 
Alors h est une fonction analytique sur a,. On deduit de (6.2.7) qu’elle est a 
valeurs reelles et que Ih( = Iv,(eX)I “*/Iv,( 1)1 ‘12. Soit q > 0 veriliant 
(5.5.2) alors l’ouvert a, n T+‘,-,- est connexe et pour tout X appartenant a cet 
ouvert on a h(X) # 0. Done la fonction X + h(X)/( Ih(X est bien dtfinie 
sur a,nVq et elle est constante. Comme h(O)/(jh(O)l)= 1, h(X)= Ih( 
pour tout XE “y n a,. Done, d’apres (6.2.6), pour tout XE VV n a, tel que 
seXE G’, on a 
cp&(w .fo) = (P;o,ro(w .fo) 
Ivs(l)l”2 ( - 1)“” !%,t, 
lv,(eX)I 1’2 det(1 - Ad(e’)),,,,\, 
x e(“‘.IO+P(““3C))(Xl 
Soit XE a, n Vq. Alors 
(6.2.8) 
det( 1 - Ad(ex)), n ac = (- l)dimnnjc ep(nn3C)(X)j,3(Jf)“2 &t(ad(X)),,,5c. 
(6.2.9) 
Soit XE a, n VV tel que s exp XE G’. Alors d’apres le lemme 6.1.1, le 
corollaire 4.2.26, la proposition 6.1.2 et les formules (6.2.8) et (6.2.9) on a 
Les fonctions generalisees 8, et (~;O,~Opn;O)^ sont des fonctions analytiques 
sur 3’ n VV et l’ensemble des X appartenant a a, n Vv tels que sex soit 
rtgulier est dense dans a, n j’ n Y$. Done 
es@-) = (~,;o.&2;or (a pour tout XE a, n j’ n “y,. 
Comme on l’a remarqut dans la demonstration du lemme 6.1.1 la restric- 
tion de 0 a [3,3] est une involution de Cartan de [3, 33. On se sert de la 
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restriction de 6’ a 3, qu’on notera aussi 8, pour definir la classe d’ouverts 
Z,-invariants d(3) (voir 4.1). I1 est facile de voir que “y;, n 3 appartient a 
6(j). On note aR = a n p, alors a = a, + aR. On identilie a: avec a, a l’aide 
de (., .). Soit WE IV&. 11 est clair que ~‘a,: c a, et que 
IV. (ia, @ aR) c (ia, @ aR). Comme & appartient a ia,, M’ ._(&) appartient h 
(ia, @ aR) pour tout w E IV;, . Posons T= 0, - ((p;,,,r,/lnio) . Alors T est une 
fonction generaliste Z,-invariante temper&e sur “I’; n j; elle est annulee par 
l’ideal J et sa restriction a Vi n j’n a, est nulle. Done, d’apres le 
theoreme 4.1.1, elle est nulle partout. 
Ceci montre le theoreme 55.3 pour tout s appartenant a B. D’apris les 
lemmes 1.6.1 et 1.6.2 et le fait que B rencontre tomes les composantes con- 
nexes de G, on deduit que tout element elliptique de G est conjugd a un 
element de B. Puisque les formules du theoreme 5.5.3 sont invariantes par 
conjugaison, le thtoreme est alors demontre dans le cas ou ,r, est elliptique 
et G = WA,) G,,. 
7. DEMONSTRATION DU TH~OR$ME 5.5.3 (CAS &NI?RAI.) 
Les notations sont celles du section 5. 
7.1. CaructPres des reprPsentations induites 
Dans ce paragraphe on suppose que G = G(fl) G,. On note h = g(.f;,). 
On tixe une involution de Cartan 8 de g laissant stable h et on utilise les 
notations de 1.6. On prolonge la forme de Killing de [g, s] en une forme 
bilineaire symetrique non degeneree G-invariante telle que sa restriction au 
centre de g soit definie negative qu’on notera (., ). On fixe une 
polarisation I en J;, elliptisante pour ,f,) telle que f7”(,f;,, 5(,, I,,) soit 
equivalente a 17”(,f0, zU, I). 
On note n le radical nilpotent de la sous-algebre parabolique (I+ i) n g 
et m sa composante de Levi contenant h. On note M, (resp. N) le sous- 
groupe analytique de G, correspondant a m (resp. n), M = G(f,,) M, et 
M# = M n G,. Le groupe A4 verifie la propriete (*). En effet il suflit de 
prendre pour sous-groupe invariant centralisant M, le sous-groupe 
I‘( C,,, n M) ou C,, est le centre de G,. La restrictionf,,,, def, a m est ellip- 
tique (par definition de I). Done le thtoreme 5.5.3 est demontre pour M 
(voir section 6). On notera M’ l’ensemble des elements reguliers de M (ne 
pas confondre avec M n G’). 
7.1.1.. LEMME. Soit x un hlkment semi-simple de G appartenant ci M. 
Alors (nt @ n)’ est une sous-algt%re parabolique de gy. En particulier si 
XEG’, on a gr=mr. 
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D&monstration. On note c,, le centre de c et a = c, n p (c’est le a de la 
decomposition de Langlands de m@n). On peut caracteriser a comme 
Ctant l’ensemble des elements X de c, n [g, g] tels que toutes les valeurs 
propres de (ad(X)), soient rtelles. Alors a est stable par M. On note Z+ 
l’ensemble des racines de a dans n. Comme a et n sont stables par M, on a 
une action naturelle de A4 dans C+. 11 est connu qu’il existe des racines 
a1 ,..., ~1, (r = dim a) appartenant a Z+ et lintairement independantes telles 
que tout a E C + s’ecrit de facon unique a = C;= I rziai avec n; E N. Alors l’en- 
semble {a, ,..., a,} est stable par M. Notons X0 l’unique Clement de a tel que 
ai = 1 pour tout 1~ i 6 r. Alors m 0 n est la somme des sous-espaces 
propres correspondants aux valeurs propres positives ou nulles de ad(X,) 
dans g et on a rn. X,=X, pour tout m E M. La suite de la demonstration 
du lemme est maintenant Claire. 
Soient s un Clement semi-simple de G et a une sous-algebre de Cartan de 
g”. On note A le sowgroupe analytique de Go correspondant a a et ‘A I’en- 
semble des elements CIE A tels que XZE G’. On pose &‘gO(sA) = 
{gEGo; gsAg--’ CM}. 
11 est clair que M# (resp. N(Go, sA)) opere par translations a gauche 
(resp. droite) sur &g(sA). On lixe un ensemble Xc G, de representants 
des classes M#\d,M,(sA)/N(G,, sA). Le cardinal de X est fini (voir remar- 
que 7.2.3). 
7.1.2. LEMME. Avec les notations ci-dessus, on a 
G,[s’A] n M= u M#[xs ‘Ax-‘] 
.x E x 
(rhtion disjointe). 
DCmonstration. I1 est clair que le deuxieme ensemble est inclus dans le 
premier et que la reunion est disjointe. Soient gE G, et a E ‘A tels que 
gsag ~’ E M. Notons y = gsag- ‘. I1 est clair que g”” = a et que g” = g. a. 
D’aprb le lemme 7.1.1, on a rang g’ = rang my. Comme g” est une algebre 
abelienne, on en dtduit que gY = my et done g. a c m. Alors gAg - ’ c M. 
La suite de la demonstration est Claire. 
Soit rc une representation unitaire de longueur finie de A4. Comme nous 
l’avons remarque en 3.1, la representation rc est a trace et son caractere, 
que nous noterons O,, est une fonction localement sommable analytique 
sur M’. On pose n = Indc,,, n @ Id,,,. 
La restriction de ZT a G,, que nous noterons n,, est equivalente a 
Ind$,zI,#@Id,. Le sous-groupe M#N est d’indice lini dans un sous- 
groupe parabolique de G,. Done ZZ, est de longueur linie car rt I M# est de 
longueur fmie. On en dtduit que I7 est a trace et done son caractere, que 
nous noterons On est une fonction localement sommable analytique sur G’. 
Le lemme suivant est dQ a Hirai’ quand G est connexe (voir [H, 
CARACTkRES DES GROUPES DE LIE RkDUCTIFS 65 
thtoreme 21 ou [W, theoreme 4.3.81 pour une situation plus g&&ale). La 
demonstration est essentiellement la meme; nous en donnons une esquisse. 
7.1.3. LEMME. Soit s un PlPment semi-simple de G. Avec les notations ci- 
dessus, on a 
(i) si .d$(sA) = a, Q,(sa) = 0 pour tout a E ‘A; 
(ii) si &‘,M,(sA) # 0, on a 
O,(sa) = ID,(sa)l -‘I2 C (ID,d’ 2 Q.Ng.w ‘1 
Xt M~\,.d&(%4 h 
pour tout a E ‘A. 
DPmonstration. On fixe des mesures de Haar dg, dm et dn respec- 
tivement sur G, M et N. Alors il existe une unique mesure de Radon 
positive dk invariante par K0 sur K,/K, n M telle que, pour toute fonction 
integrable f sur G, on ait 
&cM=j dt?j dn s ,f(knm)dm. (7.1.4) 
KoIKo n M .Y M 
Soit d E VT (G). La formule suivante est dG a Hirai’ quand G est connexe 
[H, theoreme 11, sa demonstration est valable dans notre situation. 
P 
= 
J dk 1 dn j #(knmk ‘) ldet Ad(m),,1 -’ ’ O,(m) dm. (7.15) K,,; K,, n ,M N M 
Soit m E M tel que det(Ad(m) - 1 ),, # 0. D’apres [HC4, lemme 111 (voir 
aussi [H, lemme 5.21) on a 
IN $(n) dn = Idet(Ad(m) - l),,I JN tj(nmn ‘m ‘) dn (7.1.6) 
pour toute fonction integrable tj sur N. 
On dtduit de (7.1.5) et (7.1.6) que 
s G‘ b(g) Q,(g) & 
= 
s 
dE 
Ku/Ku nM 
det Ad(m),,1 --‘j2 Idet(Ad(m)- l),,l O,(m) dm. (7.1.7) 
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Supposons que supp 4 c Go[s ‘A]. Alors, d’apres (7.1.7) on a 
5 G 4(g) @n(g) & = 0 si G,[s’A]nM#@, 
La premiere partie du lemme 7.1.3 decoule alors du lemme 7.1.2. On 
supposera dans la suite que GO[s ‘A] nM#@ et supp 4~ Go[s ‘A]. 
On indexe I’ensemble X (du lemme 7.1.2) par un ensemble d’indices J de 
sorte que X= {x,; jE J}. Soit Jo J. On notera sj = xisx,: ’ , A, = x,Ax, I, 
‘Ai = x, ‘Ax,- ’ , B,= Z(G,, SPA,), BT : Z(M#, siAi), W, = W(G,, .yiAj) et 
WT = W(M#, siA,). Pour toutjc J, on fixe une mesure de Haar dja sur A,. 
On note dig (resp. d.jrii) l’unique mesure de Radon positive invariante par 
Go (resp. M# ) sur G,,/Aj (resp. M#/A,i) telle que dg = djg dja (resp. 
dm = djti dja). Comme G,/B, est localement homtomorphe a Go/A, la 
mesure djg detinit une mesure G,-invariante sur Go/B, qu’on notera aussi 
d’g. On detinit de meme la mesure djti sur M#/BT. Alors on a 
s GOC .s,, A flg)dg=j&S i I Go/B, ,A,f(gSjag -‘) IDc;(sja)l d’a (7.1.8) 
pour toute fonction integrablefsur G 
dilrz ,A f(msjam-‘) ID,,,,(s.,a)l dja 
s, 
(7.1.9) 
pour toute fonction integrablefsur M. 
On dtduit de (7.1.4) 
s Go,BfkW’y=L j 1 B,: tf I /co/~nn M dkj~dnj~i,Bff(knm)dJm (7.1.10) I I 
pour toute fonction integrable f sur Go/B, (dans la formule on a identifie f 
avec une fonction sur Go invariante a droite par B,, l’indice de B,” dans B, 
est tini car B,? contient le centre de G,). 
On deduit de (7.1.7) et (7.1.9) 
5 G d(g) @n(g) &= c L j .jeJ IWl’l KoIKonM dk jN dn jMx,Bs d’rii i 
x J,A, t$(knmsiam -‘n -‘k-l) ID,(s,a)l 
x ldet Ad(s,a),J -‘/’ Jdet(Ad(s,a) - l),l x @,(.~,a) dju. 
(7.1.11) 
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Notons n =0(n). Alors g = m@n@n . La forme (., .) d&nit une 
dualite non degtneree entre n et n . 
Alors, pour tout a E ‘A ;, on a 
ldet Ad(sia),,l -‘I2 Idet(Ad(s,a) - 1 ),I = /~$~‘?\:,~. (7.1.12) 
Les formules (7.1.10), (7.1.11) et (7.1.12) donnent 
@,(~,a) lD,(s,a)l d’a. 
On deduit facilement de cette formule et de (7.1.8) que 
O(m) = ID&u)/ - “2 c /# 1 (ID&J”” O*)(gx,.su.u, ‘g- ‘). (7.1.13) 
I P;t w, 
Si Y, et Y, sont deux parties de G,, on notera Y, Yz l’ensemble des J: 
avec y E Y, et z E Y,. De la definition de l’ensemble X, on deduit que 
d,Mo(sA) = u M#N(G,,, s/l,) x,. (7.1.14) 
IEJ 
Le lemme decoule alors facilement de (7.1.13) et (7.1.14) 
7.2. Dhmonstrution du thhorkme 5.5.3 (cus G = G(,f,) G,) 
Dans ce paragraphe on suppose que G = G(f,) G,, et on utilise les 
notations de 7.1. On tixe un element elliptique s de G appartenant a G(,f;,). 
On note 3 = g”, q = (1 - Ad(s)). g et Z = G’. On identifie j* avec le sous- 
espace q’ de g*. Alors,f,Ej*. On note &.\?A,= (gEGO;gsg ‘EM]. I1 est 
clair que M# (resp. Z,) opere par translations a gauche (resp. a droite) sur 
g,. Alors l’ensemble M#\B’,/Z, est de cardinal tini (voir remarque 7.2.3). 
On lixe g, = 1, g, ,..., g, EB), des representants des doubles classes 
M# \&/Z,, . 
Si H est un sous-groupe de G et E et F sont deux parties de g, on pose 
a?;(F)= (gg H; g. Fc E}. 
Soit a une sous-algebre de Cartan de 3. On note A le sowgroupe 
analytique de Z, correspondant a a. 
7.2.1. LEMME. On u 
.+?$4= fi M”.$‘;z,,,4g;a)x, (r&union disjointe). 
,=a 
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D&monstration. 11 est clair que le deuxiitme ensemble est inclus dans le 
premier et que la r&union est disjointe. Soit g E d,M,(sA). Alors gsg-’ E A4 et 
g. a c m. Done g E Bs. 11 existe alors 0 d j < n, z E Z, et m E M# tels que 
g = mgjz. Puisque g. a c m, on a g/z. a c m. Done ( gjzg,: ‘) gj’ a est inclus 
dans m. Ceci montre que g appartient g M#&;&-I( g, . a). gJ et termine la 
dkmonstration. 
On pose sj = g,sg,:’ (0 6 j d n). Alors sj est un kkment elliptique de M. 
On note 0 = G. f0 et o = M. f,. Comme on a suppost: que G = G(f,) G, et 
M=G(f,)M,, on a Q=GO.fO et o=M,.f,. 
7.7.2. LEMME. On a 
Q;2”= (j z,.g,+w”, (rhion disjoin&). 
j=l 
Dkmonstration. 11 est clair que le deuxibme ensemble est inclus dans le 
premier. Soit f E Q”. Soit g E G, tel que g. f0 = J Comme sg . f0 = g. fO, on 
a g-‘sgE G(f,). Puisque G(f,) est inclus dans M, on dCduit que g-’ 
appartient g gJ. I1 existe alors 0 d j< n, z E Z, et m E M# tels que 
g -1 = mg,z. Alors zs ~ ‘g; ‘m - ’ . f0 = z - ‘g; ‘m - ’ . fO. Puisque z commute 
avec s, on en dkduit que sirn - ’ . f, = m-l . fO. Ceci montre que 
m -- ’ .fO E 0.9 et, done, f E ZO. g,: l .uYQ. Le fait que la rkunion soit disjointe 
est clair. Ceci termine la dlmonstration du lemme. 
7.2.3. Remarque. Le lemme 7.2.2 montre que M’\gJZ, est un ensem- 
ble hi, car Q2” est une rkunion finie de Z,-orbites. Ceci est vrai pour tout 
Clkment semi-simple s de G (m&me s’il n’est pas elliptique). On en dtduit 
facilement que M#\d,M,(sA) est un ensemble fini. 
On note 0, = 0(s, fO, to). En 6.2, nous avons vu que 0, est S(3&finie 
(ceci ne dtpend pas du fait quef, soit elliptique). Done 8,T est une fonction 
localement sommable analytique sur “y;, n 3’. On note @ l’ensemble des 
ClCments X de YG n 3 tels que s exp X soit rkgulier dans G. Alors % est un 
ouvert dense dans VV n 3’. Nous allons montrer que Q,(X) = (q& Pas)* (X) 
pour tout XE~?J. Pour kviter toute confusion, quand f0 est consid&+ 
comme un ClCment de m, on le noterafom. 
Soit XE a. On note a la sous-algkbre de Cartan de 3 contenant X et A le 
sous-groupe analytique de Z, correspondant g a. On note OM le caractkre 
de la reprksentation Z7”(&, TV,,, I n mc). Alors, d’aprb la dtfinition de d,T 
et le lemme 7.1.3, on a 
‘JAW = j,JW 
*,2 Ivs(eX)I l/2 
,v,( 1 ), ,,2 ID&eX)I ~ 112 
X c (ID,1 “* O”)(gseXg-I). (7.2.3) 
g E M*\.dg(sa) 
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11 est clair que ID,(seX)\ = Idet( 1 - Ad(seX)),,,I. Done 
I vAe9 ‘I2 j,(W”* ID,(seX)I ,,2 = Wet ad(Jf),,d ’ ‘. (7.2.4) 
On notera Z, = gjZ, g; ‘. Alors d’apres (7.2.3), (7.2.4) et le lemme 7.2.1. 
on a 
(7.2.5) 
On a l’analogue de (7.2.4): 
j,,,.?(W I’* 
Idet( 1 - Ad(s,e”“’ X),,n,41 Iv2 
(DM(s,e-yR” “)I “2 
= ldet ad(xg, X),,zb,Iry,nl “‘,
(7.26) 
On applique le theoreme 5.5.3 (cas elliptique) a M, fo,,,, ro,,, et s, alors, en 
utilisant (7.2.6), on obtient 
(ID,, “’ @“)(sjerRJ’X) = ldet a4.q. X)ms,,.rg,.nl I” 
IdWl -A4L~,)),,,.,,,s,l -I” 
x (cp~,“,,,‘“,8,,A) ^ (xl?, . Xl. (7.2.7 )
Soient SE ~0% et m E M, tels que f = m .,fo. Soit u une polarisation en j 
(dans me) stable par sj. Alors u + n, est une polarisation en f (dans g, ) 
stable par s,. On pose ui=(l -Ad(s,)).u et n,=(l -Ad(s,)).n. Par 
definition. on a 
(7.2.8 
La forme hermitienne (X,, X,) H if ([X,, X,]) est nulle sur n,. Done 
4, = 4.’ II, 0 “,L (7.2.9 
D’aprts (5.3.1), on a 
(“T,n,pf)(sj) = (“T,Pi’,n,)(sj) Idet(s,),l - “* (7.2.10) 
(ici on a utilise le fait que “(z,~) = (“kO),,, qui decoule facilement aussi de 
(53.1)). 
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On deduit de (7.2.8), (7.2.9) et (7.2.10) que 
@,,,.,W = W 1 - Adb,)),, ldet Ad(sj)nl~ 1’2 v&,(f) (7.2.11) 
pour tout f E o+. 
Puisque sj est elliptique, on a det( 1 - Ad(sj)),, > 0. De la dualite entre n 
et n-. on deduit alors 
Idet( 1 - Ad(sj))s,,J r” = Idet( 1 - Ad(sj)),,,,,,,,,l 1’2 /det Ad(sj),I ~ ‘I2 
x det( 1 - Ad(s,)),,. (7.2.12) 
11 est clair que 
Iv,(l)1 = Idet(l - Ad(sj)),,,l* (7.2.13) 
Compte tenu des formules (7.2.6) et (7.2.7) et des formules de (7.2.10) a 
(7.2.13), on peut retcrire (7.2.5): 
La fonction p,& est invariante par Z,, 03 est une reunion linie de 
(M# n Z,)-orbites et, si f~ ~9, g+(f) est une sous-algebre de Cartan fon- 
damentale de mq. On peut alors appliquer le lemme 4.2.1 (rappelons que, 
d’apres le lemme 7.1.1, rn? est une composante de levi d’une sous-algebre 
parabolique de g+), on deduit done de (7.2.14): 
eAx)= i (V%,r,Bz,.wr)Ll(gj'X) 
j=O 
Done, d’apres le lemme 7.2.2, on a 
es(x) = (4&$s2JA (Xl. (7.2.15) 
7.2.16. Remarque. On a suppose implicitement ci-dessus que dg(sA ) 
est non vide. Si d,Mo(sA)= 0, e,(X) =0 d’apres le lemme 7.1.3 et 
&‘;,( g, . a) = @ pour tout 0 < j < n d’aprts le lemme 7.2.1, done 
( @&Inz) A (1) = 0 d’apres le lemme 4.2.1. 
En definitive on a 0,(X) = (&,,/I,)^ (X) pour tout XE %. Les fonctions 
gtntralisees 8, et (#O,rOfins) sont des fonctions localement sommables 
analytiques sur *y;, n 3’. Comme elles coincident sur %! et % est dense dans 
VV n 3’, elles sont tgales dans VV n 3. Ceci montre le thboreme 5.5.3 dans le 
CARACThRES DES GROUPES DE LIE RkDUCTIFS 71 
cas oh G = G(f,) G, pour tout ikment elliptique s appartenant g G(f,) et 
par conjugaison pour tout tkment elliptique s tel que Sz;” soit non vide. 
Soit s un tkment elliptique de G. Supposons que QTO = Qr. Soit a une 
sous-algkbre de Cartan de g’. On note A le sous-groupe analytique de G 
correspondant d a. Alors ,&g&sA) est vide. En effet supposons qu’il existe 
g E Go tel que gsAg- ’ soit inclus dans M. Alors gsg ’ est un kliment ellipti- 
que de M. Comme f0 est un tltment de m*, il existe m E M, tel que 
mgsg ‘m-’ appartienne g M(f,) (voir la fin du section 6). Ceci implique 
que Qjb # 0. On dtduit alors du lemme 7.1.2 que Q(s, fO, rO) est nulle. Ceci 
termine le dtmonstration du thkorkme 5.5.3 dans le cas oti G = G(,f,) Go. 
7.3. Ddmonstration du tht?ortme 5.5.3 (cas g&&al). 
On ne suppose plus que G = G(f,) Go et on pose G I = G(f,) G,. Alors G, 
est d’indice fini dans G, ceci dkcoule de la propriktk (*) de G. On fixe des 
kkments g, = 1, g, ,..., g, de G reprtsentant les classes G/G,. Par dkfinition, 
on a DC&, zO, I,) = Indg, n”‘(f,, T,,, I,). On &tend @“l(fb, rO, 1,) en une 
fonction gkkraliste sur G nulle en dehors de G, (ceci a un sens puisque G , 
est une rkunion de composantes connexes de G). Alors un calcul simple et 
classique donne: 
@“(.fo, To, 4,)(x) = i @G’(fo, TV, l,)(g,--‘xg,) pour tout x E G’ (7.3.1 )
j= I 
Dans la suite on notera 0 = OG(fO, zo, I,) et 0’ = tPl(fo, fo, lo). 
Soit s E Gel,. On utilise les notations prlckdants le thCor&me 5.5.3. Si 
0 6 j d n, on pose sj = gl:‘sgj, 3, = g”’ et q, = (1 - Ad(s,)) . g (pourj = 0, on a 
S=SO, 3=30 et q=q,). 11 est clair que gi ‘.(Y;n3)= $‘in3,, que 
det(l -Ad(s)), = det( 1 - Ad(sj)), et que si XE Yi n 3 on a 
j,(X)‘!‘=j,(g,-’ ‘X)‘,2 
det( 1 - Ad(sex)), = det( 1 - Ad(.s,eRj~ “.Y))gl. 
Si s, E G, , on dtfinit la fonction gtntraliske 0,J, dans V; n 3, par la formule 
e.:,(x) = &,w)“2 
Idet( 1 - Ad(sje”)),,l “I 
Idet( 1 - Ad(s,)),,/ ‘j2 @‘(“jex)’ 
Si sj $ G, , on pose 19:, = 0. On note 8, = 0(s, fo, zo). Comme on I’a remar- 
quC en 7.2, 
localement 
les fonctioks gCnCralistes 8,Y et 01 (0 < j < n) sent des fonctions 
(OGjdn). 
sommables et analytiques respectivement sur “y^, n 3’ et ,%: n 3; 
On dCduit alors de (7.3.1) que 
e,(x) = i fli,( g;- ’ X). (7.3.2) 
,= 1 
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Supposons que G.f,n3*=@. Alors si sjsG, on a G,.f,n3?=(25. 
Done, d’apres 7.2, ei, est nulle pour tout 0 <j < n. Alors, d’aprts (7.3.2), 0, 
est nulle. Ce qui montre la premiere partie du theoreme 5.5.3. 
Supposons que G .fO n 3* # 0. Soient j, ,..., j, l’ensemble des 0 < j < n 
tels que Gi .fO n 3:# % (1 < i 6 r). Alors on voit facilement que G .fO n 3 = 
Ui=l g;(G,.f,n3;) ( reunion disjointe) et que sj, E G, pour tout 1 d i 6 r. 
Alors on deduit de (7.3.2) et 7.2 que: 
Notons Z, le sous-groupe analytique de Go correspondant a 3j. Soit 
f ~3;. Alors g,.f E3* et on a B~z,-r,(X)=Bz,,n,.,(gj.X) pour tout XE~J. 
Soit fgG.f,n37. On deduit facilement des definitions que 
rp&,( f) = cp&( gj. f ). 11 decoule de ceci et (7.3.3) que 
es(x) = i (‘p~,,&,,.(G, ,m;)r Gf) (XE “& n 3’). (7.3.4) 
i=l 
Done 0, = ((P;~.r~&G~,f~n~*) )- dans VV n 3. Ceci termine la demonstration 
du thtoreme 5.5.3. 
8. APPLICATIONS 
8.1. Indkpendance des polarisations 
On utilise les notations du section 5. Dans ce paragraphe on va montrer 
que les representations Z7”(A r, 1) ne dependent pas du choix des 
polarisations. On commence par prouver un lemme qui montre que les for- 
mules du theoreme 5.5.3 suffisent pour calculer O(f, r, 1) dans G tout 
entier. 
8.1.1. LEMME. Pour tout s E G,,, on fixe q, > 0 vhifiant (5.5.1) et on pose 
~2~ = G[s exp(V& n g”)]. Alors 2& est un voisinage ouvert G-invariant de s et 
G= u k&. 
s E G,,, 
DPmonstration. Le fait que 9J soit un ouvert G-invariant est clair. 
Notons 9 = U,, G,,, z!Js. Alors 9 est un ouvert G-invariant de G. Pour mon- 
trer que G = 9, il suflit de montrer que 9 contient tous les elements emi- 
simples de G. Soit x un element semi-simple de G. On lixe une sous-algebre 
de Cartan a de g” et on note A le sous-groupe analytique de G, correspon- 
dant a a. Soit YE G’n xA. Alors gy = a et xA = yA. On dtduit du 
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lemme 1.6.3 que l’ensemble yA n Geli est non vide. On fixe un element x0 de 
cet ensemble. On tcrit a = a, 0 aR de telle sorte que si XE a, (resp. a,), les 
valeurs propres de ad X soient imaginaires pures (resp. rtelles). Alors il 
existe XE a, et YE aR tels que x = x0 exp X exp Y. On pose s = x0 exp X. 
Alors s est elliptique et Y appartient a V, n g” pour tout q > 0. Ceci termine 
la demonstration. 
Comme e(s, fO, rO) determine O(,f,, rO, 1,) dans 2!,, on voit que les for- 
mules du thtoreme 5.5.3 permettent de calculer le caractere O(,fO, z,,, I,,) 
dans G tout entier et que ce caractere ne depend pas du choix de I,. 
8.1.2. COROLLAAIRE. Soient fO, 5,, vkifiant les hypothtses du th&orPme 
5.5.3 et I, et I? deux polarisations en fO stables par G(f,). Alors les reprksen- 
tations IIG(.fO, TO, I,) et 17”(f0, T(), I?) sont kquivalentes. 
Dkmonstration. On vient de voir que O”(,f,, T”, I,) = O”(&, TV,, I,). 
Comme les representations sont unitaires, le corollaire decoule d’un 
resultat classique (voir [Kir, $11.2. theoreme 31). 
8.1.3. Remarques. ( 1) Le corollaire 8.1.2 est vrai m&me si z0 n’est pas de 
dimension finie. Ceci decoule du fait que la construction des represen- 
tations Z7(,J t, I) commute aux sommes boreliennes de representations. 
(2) Le corollaire 8.1.2 etend le resultat principal de [ Bl ] aux 
groupes reductifs G veriliant (*) et tels que CC,,, G,] n’est pas 
nicessairement a centre fini. 11 faut noter que, dans la demonstration du 
theoreme 5.5.3, on a utilise le resultat de [Bl] quand f’ est standard pour 
lequel, comme on l’a remarque a la section 5, l’hypothese [G,,, G,] a cen- 
tre fini n’est pas ntcessaire. La difference avec [ Bl] est la suivante: les 
optrateurs d’entrelacements (a la Kunze et Stein), dont l’utilisation a 
necessite l’hypothese [G,, G,] a centre lini, sont remplaces par les carac- 
teres. 
8.2. Changement de base et rekvement des caractPres 
Dans ce paragraphe, nous allons expliciter la relation entre le 
theoreme 5.5.3 et le theoreme de relevement des caracteres de Clozel. Nous 
renvoyons a [C] pour les details et les references concernant la mat&e de 
ce paragraphe. Les notations ne sont pas conformes a celles adopttes dans 
le reste de l’article. 
Soit G un groupe algebrique reductif delini sur R. On note CR et G, les 
groupes de ses points reels et complexes. On note 0 la conjugaison com- 
plexe de G,. Alors G,= GE. On pose G, = (1,~) x G, (produit semi- 
direct) et on identifie c avec (a, 1) et G, avec ( 1 } x Cc. On notera & 
l’algebre de Lie reelle de GF (F= R ou C) et gF sa complexifiee. L’algtbre 
de Lie gg a une structure complexe, don&e par celle de G,, qui l’identifie a 
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gw. La diffkrentielle de 0 ainsi que son extension g gc seront not&es aussi cr. 
Alors (gE)“=g”, et g;=g.. On notera q= {X~gc;a*X= -X}. 
Rappelons la dkfinition de l’application norme de Cc. Un kltment g de 
G, est dit o-rkgulier si ag est rkgulier dans G,. Ceci est kquivalent au fait 
que a(g) g soit rbgulier. On dit que deux ClCments g, et g, de G, sont (T- 
conjuguCs si cg, et og, sont conjugu6.s par G,. On dit que deux ClCments 
rkguliers g, et g, de G, sont superstablement conjugds si, notant Tk et Tz, 
les sous-groupes de Cartan de G, contenant respectivement g, et g,, il 
existe x E G, tel que xg, x- ’ = g, et xThx ~ I = FR. On note 9’ l’ensemble 
des ClCments de G, o-conjuguks g des Cltments de carrC rtgulier de G,. 
Comme un tlkment de car& rkgulier est rkgulier, 9 est inclus dans l’ensem- 
ble des tlkments o-rtguliers. L’application norme de G, que nous noterons 
N est dkfinie sur Y B valeurs dans l’ensemble des classes de conjugaison 
superstables de G, de la faGon suivante: soit g E 9, par dklinition il existe 
x E G, et y E Glw tels que y2 E G’, et og = xayx-’ alors Ng est la classe 
superstable de y2. 11 est clair que si g, , g, E Y sont a-conjuguks, Ng, = Ng2. 
Notons ‘(G/F) le L-groupe de G, (F= If3 ou C) et WF le groupe de Weil 
de F. On a W, c W,. A chaque section 4 de ‘(G/F), Langlands associe 
une famille fmie “7 = (7~~ ,..., n,} de reprksentations de G, appeke L- 
paquet associi: g 4 (si F= C, r = 1). La section 4 est dite tempkrke si les ni 
sont tempkrkes. Elle est dite disc&e si les 7ti sont de carrC intitgrable 
modulo le centre de G. Par restriction d W,, une section de ‘(G/F?) donne 
une section de ‘(G/C), nous la noterons 6. Nous allons donner bribvement 
une description des L-paquets tempCr&s en conformiti: avec nos dkfinitions 
du section 5. Soit 4 une section disc&e de (G/k!). On lixe un tore maximal 
T de G anisotrope modulo le centre de G. On note t”, I’algkbre de Lie de 
T,= (F= [w ou C) WGf= W(G,, t”,). 11 est clair que t: est stable par W,,. 
On fixe des reprbsentants w, ,..., w, des classes WGR\ WG,. Alors & 4 est 
associkef, E t: admissible et bien polarisable et pour chaque w, un tkment 
~~ de XgR( wj. fO) tels que Z7, Gw= {Z7G~(wj.f0, z ); 1 <j<n). On notera aussi 
‘7;” = oi Z7G~(wj .fO, tj). On v&ifie facilement que 2if, est la diffkrentielle 
d’un caractkre xzirO de T,. Alors IT, G~ est la reprksentation de la skrie prin- 
cipale unitaire de’G, associke g 2if,. Avant de poursuivre la description des 
L-paquets tempkrts, voyons comment on peut ktendre Z77 g G,. La 
reprksentation l7p est o-stable. Alors il existe un opkrateur unitaire 
involutif A, dans YF (l’espace de Z7p) tel que AJp(g) A, = n,G”(a(g)). 11 
y a deux possibilitks pour A,, pour faire un choix on fixe une polarisation 
totalement complexe t, + u (dans gc) en 2fo stable par d (elle existe car 2f0 
est elliptique et (T. 2f0 = 2f0). On choisit A, de telle sorte que c opke dans 
fqdU~ ~O”Lifo+p(“)’ qui est de dimension un, par ( - l)Yyz~. Id. On 
obtient ainsi une reprksentation de G, dans 2 que nous noterons ZZF. 
Nous allons montrer que A, ne dtpend pas des diffkrents choix faits, i.e., si 
f appartient g (G, .fO)” et si g&f) + D est une polarisation totalement 
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complexe en 2f stable par 0, alors, en faisant operer cr dans X par A ~, u 
opere dans H,$a, Xoc)2il+p(a) par (- l)qo,~. Id. Now commencons par 
mettre flp: sous la forme 17G”(2f,, rO, u) ou T,, est un element de @-$(2f,). 
Le fait que 2f0 soit bien polarisable est evident. Pour montrer que 2f0 est 
admissible, il suflit de montrer que XGc(2f,) est non vide [D2, remar- 
que 11.31. Comme go@ a une structure complexe, il existe des polarisations 
reelles en 2f0 (i.e., sous-algebres de Bore1 de 9:: contenant t”,) stables par 
Gc(2f,) = T,. On lixe une que nous noterons n. Notons 7’$ l’image 
reciproque de T, dans Gc(2fo)“E et E l’element non trivial du noyau de la 
projection de @ sur T,. Alors x -+ p,,(x)/( ly,,(~)l) est un caracttre de 7$ 
a valeurs dans ( - 1, 1). Comme P,(E) = -1, ceci implique que Tf est non 
connexe; done il est isomorphe a { 1, E} x T,,. On en deduit que Z!fb est 
admissible. Choisissons un representant 6 de g dans (?‘c(2f0)“(:). Posons 
To(X) = X2~,“b) pour XE T,- 
q)(6) = (- l)“t’:,,;fii(6) ‘. 
11 est facile de verifier qu’on obtient ainsi un caractere z. appartenant 
a XG,(2f,). Par definition de n”c(&, TV), u), r~ opere dans 
K/y& 2 x h,,(, + p( ,I ) P ar (~~p~~‘J)(a). On en deduit que les representations 
~Wfo, TV, u) et ‘7p sont Cquivalentes. I1 decoule alors facilement des 
definitions, du lemme 5.4.2 et du corollaire 8.1.2 que cr opere dans 
H,$b fl” )2iftp@,) Par (%,pz’)(a) oti g E G,, est tel que g. ,f;, = ,J 11 reste a 
montrer: 
(“7(&‘)(g) = ( - 1 )&a, (8.2.1) 
On pose u, = g-’ u. Alors u, est a-stable car a( g ‘) g E T, et 
u,nii,={O).onap gf= “p$). Done ( “sopif) = “(top~‘p)(o). Soit HE ty 
tel que exp H = a( g- ‘) g. Alors exp(H + cr. H) = 1. I1 est clair que 
p(u,)(H)=p(~,ng~)(H+a~H) et 2f,(H)=f,(H+cr.H). Par definition, 
“(top$)(a) = (toptF)(gp log) = (topic) e(2ifij + p(“l)‘(H). Comme f0 est 
admissible, on en dtduit: 
(8.2.2) 
Comme gg a une structure complexe on voit facilement que 
4;f = $fi = ( - 1 )(dlm oV2 (voir 4.2). Identifions gR avec g:. Quand u n gox 
(resp. u 1 n gR) est consideri: comme sous-algebre de g: on le notera i?i (resp. 
ii, ). Alors on voit facilement que qifn gw = qif, qztn gl = q$t et g. ii, = ii. On 
en dtduit que qzfmggM = qffPnnw. Comme qzf= qz’L,,w + q&,, et de meme pour 
4 $)“, on dtduit 
4 2f onq = 4t?nq. (8.2.3 )
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D’aprb (8.2.2) et (8.2.3), pour montrer (8.2.1), il suflit de montrer 
(- l)q%+gp;~)(c) = 1. (8.2.4) 
Le membre de gauche de (8.2.4) est tgal a det(1 - c~)~,,,cp;~~,~~(2f,). 
Comme det( 1 - rr)“, n q = det( 1 - a), n q = 2dim ”n q, l’tgalite (8.2.4) decoule 
de la definition de r0 et du fait que (p;&,(2f,) ne change pas quand on tem- 
place ur par u. 
Revenons a la description des L-paquets temper&. Soit 4 une section 
temper&e de ‘(G/E!). A 4 est associee un sous-groupe parabolique P de G 
delini sur Iw, une composante de Levi M de P delinie sur [w et une section 
discrete &, de ‘(M/R) tels que Z~‘R soit equivalente a Ind($,,,,(Z72@ Id,J 
od N est le radical unipotent de P. On pose flp = Ind&cNc(Z7e 0 Id,,). 
Signalons que quand 4 n’est pas discrete les caracteres infinitesimaux de 
“7 et Z7p ne sont pas necessairement reguliers et par consequence ces 
representations ne sont pas dans la classe delinie au section 5. Notons 0, 
(resp. OS) le caractere de ‘72 (resp. Z7p). 
Shelstad a demontre que 0, est stablement invariante, i.e., si g, et g, 
sont deux elements reguliers de G, superstablement conjuguts, 
O,(g,) = O&g,). Ceci donne un sens a la notation O&Ng), g E 9. 
Nous pouvons maintenant enoncer le thtoreme de relevement de Clozel. 
8.2.5. T&OR~ME [Cl. Soient q3 une section tempPrPe de L(G/R) et 
g E 9. Avec les notations ci-dessus on a 
Dimonstration. Comme le caractere infinitesimal de Om n’est pas 
ntcessairement rtgulier, on ne peut pas appliquer le theoreme 5.5.3 a 0~. 
Ceci &ant, Repka a montre qu’il suftit de demontrer le theorbme 8.2.5 
quand 4 est discrete; le cas general s’en deduit en utilisant les formules des 
caracteres des representations induites analogues a celles du lemme 7.1.2. 
Nous nous limitons done au cas oti 4 est discrete. Dans cette situation on 
peut appliquer le thboreme 5.5.3 aux representations considtrtes. 11 est clair 
qu’on peut supposer que g appartient a G,. On fera cette hypothbe dans 
la suite. Notons H le tore maximal de G contenant g et H”u la composante 
connexe de l’element neutre de HR. L’application $: (x, y) H a(x) yx-’ de 
H, x H”, dans H, est un homomorphisme de groupes et elle est submersive 
en (1, 1); on en dtduit qu’elle est surjective. Done on peut supposer (et on 
le fera) que g appartient a PR. Notons h”, l’algebre de Lie de 
H, (F= [w ou C). Alors on voit facilement qu’on peut tcrire g = k exp X 
avec k un element elliptique de H”u tel que (g&)k = (gi)@ et XE 50, est tel 
que la valeur absolue de la partie imaginaire de toute valeur propre de 
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(ad Wg, soit inferieure a E aussi petit que l’on veut fixe a l’avance. Dans ce 
cas il est clair que (gE)Ok = (gt)k. On notera 3 = (90,)“. Comme k appartient 
a GE (composante neutre de G,), (G, .fO)” est non vide et done 
(Gc -?foYk est non vide. D’apres le thtoreme 5.5.3, on a 
O$ ak exp X) = j,(X) ~ ‘I2 
Idet( 1 - Ad(ok))& I2 
Idet( 1 - Ad(ak exp Tx)~~!,~I ‘I2 
Les formules suivantes decoulent facilement du fait que g$ s’identitie 
g SW. 
Idet( 1 - Ad(crk exp X))R;i,J = Idet( 1 + Ad(exp X)),l 
x Idet( 1 - Ad(k’ exp 2X))n(;~,~l. (8.2.7) 
(det(1 - Ad(ok))(,;.,, ( = 2dim 3 (det( 1 - Ad(k2)),;,.,31. (8.2.8) 
La formule suivante est ividente: 
j,%(X) Idet( 1 + Ad(exp X)),sl = 2d’m ,:j,I(2X). (8.2.9) 
Sans nuire a la gentralite on peut supposer que k appartient a FA (com- 
posante neutre de T,). On fera cette hypothese dans la suite. Notons Z la 
composante neutre de (GR)k alors Z est aussi la composante neutre de 
(Gc)bk. Alors 
(G,.XoY’k= () z . 2s . Jb (reunion disjointe). (8.2.10) 
.5h w(aJ;)~WGc 
Posons u’ = (I - Ad(ok)) . u. I1 est clair que r0 est de dimension un. Soit 
s E W,[ . Alors par definition: 
Soit YE t: tel que exp Y = k. Alors un calcul facile donne 
det( 1 - Ad(ak)),,, = 2(‘/2) dlm & det( 1 - Ad(k’)),,. n ROX. (8.2.11) 
(“sopt”“O)(ok)= (“rop;‘,“h)(a) e(21.s-/o+,~(l,))(Y), (8.2.12) 
On a u’=u’nq@u’ng.. Done 
qyo = q$;f; + q;:j&. (8.2.13) 
L’egalite suivante fait partie des definitions (voir (8.2.4)) 
(- l)“~“~(‘z”pz”~.‘o)(g) E (- l)“%(,,,~ffqo) = 1. (8.2.14) 
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11 est clair que p(u)(Y) = p(u n g,)(2 Y). On dtduit alors des formules de 
(8.2.11) a (8.2.14) que 
11 est clair q:;& = q;‘,fs,,. Soit 9 E WG,. Alors 
cP~&o(2~wj'f~) = 2-(1’2)di” 3'tOH~~. fo,r,(yIWj 'fo). 
Utilisant ceci et la formule 
ljz.2~.,~o(X)=2(“2)dim3~t~ljZ.~.~o(2X). 
On deduit des formules de (8.2.6) a (8.2.10) que 
O,(ok exp X) = i C 
IdeW - AW2))n;,31 “’ 
,= 1 fit W(ZJO,)\lv,, ‘,‘(2X)P”2 Idet( 1 - Ad(k* exp 2X))9~,aI ‘/* 
' (Pt5. jo,r,(rlwj '.fO) ljir~q~~~f”(~~). 
Le thtoreme 8.2.5 dtcoule alors du thtoreme 5.5.3 applique aux represen- 
tations Z7GW( wj fO, z,). 
8.2.15. Remargue. La normalisation A, differe de celle choisie par 
Clozel ce qui explique la disparution du signe E(G) de [C] dans la formule 
du theoreme 8.2.5. 
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