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1. Introduction
The widespread appearance of the Schwarzian derivative or the Schwarzian for short, which was
originally discovered by Lagrange and then named after Hermann Schwarz [1], in a variety of ﬁelds
from complex analysis to the theory of conformal maps is probably the main reason of why this differ-
ential operator drew so much attention leading to thorough examination of its basic properties [2–6].
Apart from its emergence in the theory of the complex projective line and hypergeometric series, the
Schwarzian partially owes its deserved reputation to the description of the real chaotic maps charac-
terizing one-dimensional dynamical systems in connection with Singer’s Theorem [7]. The application
of Schwarzian to symplectic Sturm theory was discussed in [8]. Recently some generalizations of
Schwarzian for multi-dimensional spaces was proposed in [5,9].
The deﬁnition of the Schwarzian derivative of a function of one complex or real variable involves
three equivalent forms. The Schwarzian derivative of a function f : Ω → C, where Ω is a domain in R
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S f (x) :=
(
f ′′(x)
f ′(x)
)′
− 1
2
(
f ′′(x)
f ′(x)
)2
= f
′′′(x)
f ′(x)
− 3
2
(
f ′′(x)
f ′(x)
)2
or
S f (x) = −2√ f ′(x) d2
dx2
(
1√
f ′(x)
)
, (1)
where f ′(x) = 0. The Schwarzian derivative is an important criterion for measuring the degree to
which a function deviates from a linear fractional transformation, namely the group of Möbius trans-
formations
G :=
{
M(x) = ax+ α
bx+ β
∣∣∣ a,b,α,β ∈ C (or R), aβ − αb = 0},
that is,
SM(x) = 0 (2)
if and only if M ∈ G . With a,b,α,β ∈ R, G represents a group of projective symmetries of the real
projective line. The basic property of the Schwarzian is its projective invariance under the action of
the group of Möbius transformations, which can be stated as
S(M ◦ f ) = S f (3)
for all M ∈ G . Let both f and g be two analytic functions (and locally univalent on the range of one
another for x ∈ C), then we have the chain-rule-like formula,
S( f ◦ g) = (S f ◦ g)(g′)2 + Sg,
where f and g can be regarded as diffeomorphisms of R, which, in the language of group cohomol-
ogy, is equivalent to state that the Schwarzian derivative is the unique continuous 1-cocycle on the
group DiffR of diffeomorphisms of the real projective line [5]. A direct application of the formula to
the Möbius transformation M yields
S( f ◦ M) = (S f ◦ M)(M′)2.
One of the main properties of the one-dimensional Schwarzian derivative is related to the Q -value
of the Sturm–Liouville equation,
φ′′(x) + Q (x)φ(x) = 0, (4)
which admits φ1(x) and φ2(x) as two linearly independent holomorphic solutions. Considering f =
φ1/φ2 as the ratio of these two solutions, it follows from the deﬁnition of the Schwarzian that
S f (x) = 2Q (x) (5)
over the domain on which φ1(x) and φ2(x) are deﬁned and φ2(x) = 0.
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√
f ′1(x),
the last one by (1) and (5) is a solution to Eq. (4). For the same Q (x) another producing function
f2(x) generates the solution φ2(x) = 1/
√
f ′2(x), and by (3):
f2(x) = af1(x) + α
bf1(x) + β . (6)
The choice f2 = M◦M◦ · · · ◦ f1 with the arbitrary constants of each Möbius transformation will lead
to the same result. Two linearly independent holomorphic solutions φ1(x) and φ2(x) form a basis for
the solution:
φ(x) = c˜1φ1(x) + c˜2φ2(x),
that by (6) implies (if aβ − bα = 0):
φ(x) = (c1 + c2 f1(x))[ f ′1(x)]−1/2 (7)
with two arbitrary constants c1 and c2. In particular case, if Q (x) = 0, then by (2): f1(x) = M(x) =
(ax+ α)/(bx+ β).
Thus, we expressed the solution to Eq. (4) with one producing function f1(x).
In the present work we apply this method to the n-dimensional case. We obtain the solution (7)
to the n-dimensional Sturm–Liouville-like equations in Rn using multi-dimensional Schwarzian. Our
aim is to extend the so far summarized properties of the one-dimensional equation (4) to the multi-
dimensional case by introducing a new Schwarzian derivative and a fractional linear transformation
in Rn which may be considered analogous respectively to the standard 1D Schwarzian derivative
and Möbius transformation in R. In Section 2, we brieﬂy mention the preliminaries and introduce
the necessary basic deﬁnitions, which we use in Section 3 to formulate several important theorems
related to our new multi-dimensional Schwarzian. Section 4 is the most important part of our paper,
where the solution to the n-dimensional Sturm–Liouville-like equations is derived. Conclusion is given
in Section 5. In Appendix A we mention some extra properties of new-deﬁned multi-dimensional
Schwarzian and derive its explicit forms for 2D and 3D cases.
2. Preliminaries and deﬁnitions
2.1. Directional derivative and homogeneity operators
We deﬁne a unit vector er := xr−1 with x := (x1, . . . , xn) ∈ Rn and r := ‖x‖ = (∑ni=1 x2i )1/2. Using∇ := (∂/∂x1, . . . , ∂/∂xn) and Dr := er ·∇, the operator for the directional derivative can be written as
Dr = 1
r
n∑
i=1
xi
∂
∂xi
= r−1Θ, (8)
where Θ :=∑ni=1 xi∂/∂xi is called the homogeneity operator in n variables. Note that Drr = 1 whence
Θr = r. (9)
Using (9) and the fact that the operator Θ obeys the usual differentiation rules, we have
Θ jr := Θ j−1Θr = r and Θrk = krk−1Θr = krk (10)
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any integer k,
Θ
(
rk P (Θ)
)= rk(Θ + kI)P (Θ), (11)
where I is the identity operator. Thus, applying (11) starting with P (Θ) = Θ and k = −1, it follows
from (8) that
D2r = r−1Θ
(
r−1Θ
)= r−2(Θ − I)Θ; (12)
and using (11) with P (Θ) = (Θ − I)Θ and k = −2 along with (12), we ﬁnd
D3r = r−1Θ
(D2r )= r−1Θ(r−2(Θ − I)Θ)= r−3(Θ − 2I)(Θ − I)Θ. (13)
An inductive argument for the higher-order derivatives implies for any positive integer j that
D jr = r− j
j−1∏
ν=0
(Θ − ν I) = r− j
j∑
ν=1
cνΘ
ν (14)
for some coeﬃcients cν . Note that D jr can be expressed in terms of the falling factorial, a polynomial
of degree j, which equals
(x) j := x(x− 1)(x− 2) · · · (x− j + 1). (15)
A falling factorial can also be written as
(x) j :=
j∑
ν=0
s( j, ν)xν, (16)
where the coeﬃcients s( j, ν) in the sum are called the Stirling numbers of the ﬁrst kind and are such
that s( j,0) = 0 and s( j, j) = 1 for any j  1. A simple observation by (15) reveals that s(2,1) = −1,
s(2,2) = 1, s(3,1) = 2, s(3,2) = −3, s(3,3) = 1. Considering (14)–(16) together, we see that cν =
s( j, ν) for (Θ) j , whence
D jr = r− j(Θ) j (17)
for every positive integer j.
2.2. Multi-dimensional Schwarzian
One way of extending the notion of the Schwarzian derivative of a function of one variable to
functions of several variables can be visualized through the generalization of ordinary derivative by
referring it to the directional derivative in a given particular direction. As there is no a priori speciﬁed
direction in a multi-dimensional domain of dimension n (n 2), we chose the following deﬁnitions.
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ﬁrst-order directional derivative (Dr f = 0). The multi-dimensional Schwarzian derivative of f is de-
ﬁned by
Sr f (x) := Dr
(D2r f (x)
Dr f (x)
)
− 1
2
(D2r f (x)
Dr f (x)
)2
= D
3
r f (x)
Dr f (x)
− 3
2
(D2r f (x)
Dr f (x)
)2
, (18)
where x := (x1, . . . , xn) ∈ Rn and the operator Dr stands for the directional derivative as deﬁned in (8).
We observe that the expression in (18) reduces back to one-dimensional Schwarzian as r = x and
Dr = d/dx when n = 1 in (8). Using (17) for j = 1, 2, and 3, the multi-dimensional Schwarzian deﬁned
in (18) can also be written as
Sr f = r−2
[
Θ3 f
Θ f
− 3
2
(
Θ2 f
Θ f
)2
+ 1
2
]
, (19)
where Θ =∑ni=1 xi∂/∂xi . Next, we consider the expression
−2(Dr f )1/2D2r (Dr f )−1/2
as a plausible candidate for an alternative form of the Schwarzian given in (18). Note that Dr f =
r−1Θ f and D2r f = r−2(Θ2 − Θ) f which together imply
D2r (Dr f )−1/2 = r−2
[
Θ2
(
r1/2(Θ f )−1/2
)− Θ(r1/2(Θ f )−1/2)], (20)
where
Θ
(
r1/2(Θ f )−1/2
)= 1
2
r1/2(Θ f )−1/2
(
1− Θ
2 f
Θ f
)
. (21)
It follows from (21) that
Θ2
(
r1/2(Θ f )−1/2
)= 1
2
r1/2(Θ f )−1/2
[
1
2
− Θ
2 f
Θ f
− Θ
3 f
Θ f
+ 3
2
(
Θ2 f
Θ f
)2]
. (22)
Using (20)–(22), we obtain
−2(Dr f )1/2D2r (Dr f )−1/2 = r−2
[
Θ3 f
Θ f
− 3
2
(
Θ2 f
Θ f
)2
+ 1
2
]
.
By virtue of (19), we conclude that the multi-dimensional Schwarzian derivative of f can also be
deﬁned by
Sr f (x) := −2
(Dr f (x))1/2D2r (Dr f (x))−1/2 (23)
which may be considered analogous to its one-dimensional counterpart.
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Deﬁnition 2.2. Let a := (a1, . . . ,an) and b := (b1, . . . ,bn) ∈ Rn and α,β ∈ R. The multi-dimensional
Möbius transformation is deﬁned by
M(x) := a · x+ α
b · x+ β =
P1(x)
P2(x)
, (24)
which is the ratio of two degree-1 polynomials, P1(x) :=∑nj=1 a jx j + α and P2(x) :=∑nj=1 b jx j + β
as functions of x := (x1, x2, . . . , xn) ∈ Rn .
It is easy to observe that the function in (24) corresponds to the usual one-dimensional Möbius
transformation when n = 1. It represents a natural generalization for a multi-dimensional version of
any one-dimensional fractional linear transformation.
Deﬁnition 2.3. Let Ω ⊂ Rn be a region, f ∈ C3(Ω), and D := ∑ni=1 ∂/∂xi . The quasi-Schwarzian
derivative of f is deﬁned by
S˜ f := D
3 f
D f
− 3
2
(
D2 f
D f
)2
, (25)
provided that Df = 0.
As usual, powers of D are deﬁned recursively as D j := D(D j−1) for every integer j  2. Note
that the quasi-Schwarzian deﬁned in (25) corresponds to a particular case of the multi-dimensional
Schwarzian deﬁned in (18) as the operator D does so as far as the directional derivative Dr is con-
cerned.
Like Sr f , the quasi-Schwarzian (25) can be presented in the form:
S˜ f (x) := −2(Df (x))1/2D2(Df (x))−1/2, (26)
that immediately follows from the above.
Deﬁnition 2.4. Let f : Rn → R and g : Rn → R be two C3-functions on Rn . The “composition” of f
and g is the binary relation ◦ : C3(Rn) × C3(Rn) → C3(Rn) so that ◦( f , g) := f ◦ g , where
f ◦ g := f (g, g, . . . , g). (27)
Note that ◦ corresponds to the usual composition of f and g when n = 1. The composition rule
deﬁned in (27) consists of using the range of g as the corresponding input xi for f (x1, x2, . . . , xn),
where i = 1,2, . . . ,n.
3. Basic theorems
The following results summarize the main properties of the multi-dimensional Schwarzian deriva-
tive and Möbius transformation introduced in Section 2.
Theorem 3.1. The multi-dimensional Schwarzian derivative of the Möbius transformation deﬁned in (24) van-
ishes, that is, SrM(x) = 0.
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P2 − β , and (24) that ΘM = (β P1 − αP2)P−22 . The successive action of Θ leads to
Θ2M
ΘM =
(2β − P2)
P2
(28)
and
Θ3M
ΘM =
(P22 − 6β P2 + 6β2)
P22
. (29)
Substituting (28) and (29) for the corresponding terms in (19), we obtain Sr f (x) = 0 for f = M. 
The Schwarzian derivative deﬁned in (18) measures the degree to which a function f ∈ C3(Rn)
with Dr f = 0 deviates from the multi-dimensional linear fractional transformation M(x).
Lemma 3.2. The quasi-Schwarzian derivative of the Möbius transformation deﬁned in (24) vanishes, that is,
S˜M(x) = 0.
Proof. As the operator D obeys the usual differentiation rules, it follows from DP1 = a :=∑nj=1 a j ,
DP2 = b :=∑nj=1 b j , and (24) that
DM = (aP2 − bP1)P−22 .
The successive action of D leads to
D2M
DM = −
2b
P2
(30)
and
D3M
DM =
6b2
P22
. (31)
Substituting (30) and (31) for the corresponding terms in (25), we get the desired result for
f = M. 
Theorem 3.3. Let f : Rn → R and g : Rn → R be two C3-functions on Rn with their composition being
deﬁned by (27). The multi-dimensional Schwarzian derivative of the composition of f and g is given by
Sr( f ◦ g) = (S˜ f ◦ g)(Dr g)2 + Sr g.
Proof. It is easy to observe, using the chain-rule, that
∂
∂xi
( f ◦ g) =
n∑
j=1
(
∂ f
∂x j
◦ g
)
∂ g
∂xi
= ∂ g
∂xi
(Df ◦ g)
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Θ( f ◦ g) :=
n∑
i=1
xi
∂
∂xi
( f ◦ g) = (Df ◦ g)
n∑
i=1
xi
∂ g
∂xi
= (Df ◦ g)Θ g. (32)
The successive action of Θ yields
Θ2( f ◦ g) = (D2 f ◦ g)(Θ g)2 + (Df ◦ g)Θ2g (33)
and
Θ3( f ◦ g) = (D3 f ◦ g)(Θ g)3 + 3(D2 f ◦ g)Θ gΘ2g + (Df ◦ g)Θ3g. (34)
The Schwarzian of the composition of two functions can be written, using (19), as
Sr( f ◦ g) = r−2
[
Θ3( f ◦ g)
Θ( f ◦ g) −
3
2
(
Θ2( f ◦ g)
Θ( f ◦ g)
)2
+ 1
2
]
. (35)
Substituting (32)–(34) for the corresponding expressions in (35) and rearranging terms, we obtain the
chain-rule-like formula for the multi-dimensional Schwarzian,
Sr( f ◦ g) = Sr g + r−2(S˜ f ◦ g)(Θ g)2, (36)
where S˜ f is the quasi-Schwarzian derivative deﬁned in (25). The desired form directly follows from
(36) using r−1Θ g = Dr g according to (8). 
Theorem 3.4. Let M be the multi-dimensional Möbius transformation deﬁned in (24). The multi-dimensional
Schwarzian Sr is invariant under M, that is,
Sr(M ◦ f ) = Sr f
for all f ∈ C3(Rn).
Proof. Applying Theorem 3.3 to the composition of M and f , we have
Sr(M ◦ f ) = (S˜M ◦ f )(Dr f )2 + Sr f .
The invariance property of Sr under the action of the multi-dimensional Möbius transformation M
is a direct consequence of using Lemma 3.2 according to which S˜M = 0. 
Theorem 3.5. Let M be the multi-dimensional Möbius transformation deﬁned in (24) and f ∈ C3(Rn). The
multi-dimensional Schwarzian derivative of f ◦ M is given by
Sr( f ◦ M) = (S˜ f ◦ M)(DrM)2.
Proof. Applying Theorem 3.3 to the composition of f and M, we get
Sr( f ◦ M) = (S˜ f ◦ M)(DrM)2 + SrM.
The desired result follows from Theorem 3.1 according to which SrM = 0. 
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Liouville-like equation
D2rφ +χ(x1, . . . , xn)φ(x1, . . . , xn) = 0,
then the ratio f (x1, . . . , xn) of these two solutions satisﬁes
Sr f (x1, . . . , xn) = 2χ(x1, . . . , xn)
over the domain on which φ1 and φ2 are deﬁned with φ1 = 0 and φ2 = 0.
Proof. Let φ1 and φ2 be two suﬃciently smooth functions such that φ1, φ2 ∈ C2(Rn). If D2rφ1 = −χφ1
and D2rφ2 = −χφ2 are satisﬁed for χ : Rn → R such that W (φ2, φ1) = 0 over the domain on which
φ1 and φ2 are deﬁned and differentiable, then DrW (φ2, φ1) = 0, where
W (φ2, φ1) := φ2Drφ1 − φ1Drφ2
is the Wronskian of φ2 and φ1. We have Dr f = φ−22 W (φ2, φ1) for f := φ1/φ2 with φ2 = 0. It follows
from the deﬁnition of the multi-dimensional Schwarzian in (23) that
D2rφ2 + (1/2)(Sr f )φ2 = 0.
Alternatively, one has Dr f = φ−21 W (φ1, φ2) for f := φ2/φ1 with φ1 = 0 and one gets
D2rφ1 + (1/2)(Sr f )φ1 = 0
following from (23). Note that Sr(φ1/φ2) = Sr(φ2/φ1) is a direct consequence of Theorem 3.4 which
in turn leads to the identiﬁcation of χ in terms of the Schwarzian of the ratio f . 
Theorem 3.7. Let f : Rn → R and g : Rn → R be two C3-functions on Rn with their composition being
deﬁned by (27). The quasi-Schwarzian derivative of the composition of f and g is given by
S˜( f ◦ g) = (S˜ f ◦ g)(Dg)2 + S˜g. (37)
Proof. Using the chain-rule (see the proof of Theorem 3.3),
∂
∂xi
( f ◦ g) = ∂ g
∂xi
(Df ◦ g)
for every i = 1, . . . ,n, whence
D( f ◦ g) = (Df ◦ g)
n∑
i=1
∂ g
∂xi
= (Df ◦ g)Dg. (38)
The successive action of D yields
D2( f ◦ g) = (D2 f ◦ g)(Dg)2 + (Df ◦ g)D2g (39)
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D3( f ◦ g) = (D3 f ◦ g)(Dg)3 + 3(D2 f ◦ g)DgD2g + (Df ◦ g)D3g. (40)
By Deﬁnition 2.3 from (38)–(40) we get (37). 
Theorem 3.8. Let M be the multi-dimensional Möbius transformation deﬁned in (24). The quasi-Schwarzian
S˜ is invariant under M, that is,
S˜(M ◦ f ) = S˜ f
for all f ∈ C3(Rn).
Proof. This is quasi-Schwarzian analogue of Theorem 3.4. Applying (37) from Theorem 3.7 to the
composition of M and f , we get
S˜(M ◦ f ) = (S˜M ◦ f )(Df )2 + S˜ f .
But by Lemma 3.2: S˜M = 0. 
4. Application to differential equations
In this section we formulate a way to ﬁnd the solution to n-dimensional Sturm–Liouville-like equa-
tions using theorems from Section 3.
4.1. Method of multi-dimensional Schwarzian
Let’s deﬁne f (x) such that we can ﬁnd its Schwarzian, and by (23):
D2rφ(x) + χ(x)φ(x) = 0, (41)
where we denote:
χ(x) = Sr f (x)
2
. (42)
Let the functions φ1 and φ2 be two linearly independent holomorphic solutions of Sturm–Liouville-
like equation (41):
φ1(x) =
(Dr f1(x))−1/2; φ2(x) = (Dr f2(x))−1/2. (43)
But by (42) the Schwarzians of f1 and f2 are equal:
2χ(x) = Sr f1(x) = Sr f2(x). (44)
Two functions f1(x) and f2(x) must be equivalent to each other with the precision of Möbius trans-
formation (Theorem 3.4). f2 can be chosen as:
f2(x) = M ◦ f1(x) = af1(x) + α , (45)
bf1(x) + β
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transformation will lead to the same result. Eq. (45) implies:
(Dr f2)−1/2 = bf1 + β√
aβ − bα (Dr f1)
−1/2,
and by (43):
φ2(x) = bf1(x) + β√
aβ − bα φ1(x). (46)
Eq. (46) obviously satisﬁes Theorem 3.6:
Sr
[
φ2
φ1
]
= Sr
[
bf1 + β√
aβ − bα
]
= Sr f1 = Sr f2 = 2χ.
Two linearly independent solutions φ1(x) and φ2(x) form a basis for the solution φ(x) of the
second-order DE (41):
φ(x) = c˜1φ1(x) + c˜2φ2(x) =
[
c1 + c2 f1(x)
](Dr f1(x))−1/2 (47)
with arbitrary constants c˜1, c˜2, c1, and c2. Thus, the coeﬃcient χ(x) of Eq. (41) can be constructed
with the producing function f (x), and the solution φ(x) can be presented in the form (47).
If χ(x) = 0, then (41) becomes homogeneous in analogy with the so-called time-independent
anisotropic diffusion operator:
D2rφ(x) = 0 (48)
with Sr f (x) = 0. By Theorem 3.5 it implies:
f1(x) = M(x) = a · x+ αb · x+ β , (49)
where we suppose βa − αb = 0. But
DrM(x) = 1
r
(βa − αb) · x
(b · x+ β)2 ,
then by (43):
φ1(x) =
(DrM(x))−1/2 = (b · x+ β)( (βa − αb) · x
r
)−1/2
, (50)
and by (47) the solution:
φ(x) = [ca(a · x+ α) + cb(b · x+ β)]( (βa − αb) · xr
)−1/2
, (51)
with arbitrary constants ca , cb , α, β , and arbitrary constant vectors a and b.
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One-to-one this method can be applied to the quasi-Schwarzian (26). Let’s have the equation:
D2ξ(x) + ζ(x)ξ(x) = 0, (52)
where
ζ(x) = S˜ f (x)
2
, (53)
then the solution of (52) is given by
ξ(x) = [c1 + c2 f (x)](Df (x))−1/2 (54)
with arbitrary constants c1 and c2. It follows from Theorem 3.8.
The solution (54) can be simpliﬁed, if we deﬁne X =∑ni=1 xi , then D = ∂/∂ X and
S˜ f = SX f = −2
√
∂ f
∂ X
∂2
∂ X2
(√
∂ f
∂ X
)−1
,
the standard one-dimensional Schwarzian deﬁned in the terms of partial derivative ∂ f /∂ X . Then (54)
becomes:
ξ = [c1 + c2 f ]
(
∂ f
∂ X
)−1/2
.
For the case ζ(x) = 0 we must use M for f , and
DM(x) = a(b · x+ β) − b(a · x+ α)
(b · x+ β)2 ,
where a =∑ni=1 ai , b =∑ni=1 bi . Thus, the solution takes the form:
ξ(x) = [ca(a · x+ α) + cb(b · x+ β)][a(b · x+ β) − b(a · x+ α)]−1/2, (55)
with arbitrary constants ca , cb , α, β , and arbitrary constant vectors a and b.
In the case of 2D equations on (x, y)-plane (41) and (52) become parabolic (the explicit form of
Dr is derived in Appendix A.2). Eq. (41) can be presented in the canonical form by changing variables
from (x, y) to (x, z), where z = xy. That leads to
Dr = xz√
x4 + z2
∂
∂z
and
D2r =
x2z2
x4 + z2
∂2
∂z2
+ x
6z
(x4 + z2)2
∂
∂z
.
The canonical parabolic form of (52) comes immediately from D2 = ∂2/∂ X2 for X = x+ y.
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A.1. Particular properties of multi-dimensional Schwarzian operator
Let’s focus on some of the particular properties of the multi-dimensional Schwarzian operator
Sr = r−2
[
Θ3
Θ
− 3
2
(
Θ2
Θ
)2
+ 1
2
]
. (A.1)
Suppose that u is a non-zero ﬁxed point of Θ , that is, Θu = u. Then Θ ju = u for every positive
integer j, whence (A.1) yields
Sru = 0. (A.2)
Using the composition rule given by Theorem 3.3, it follows from (A.2) that
Sr( f ◦ u) = (S˜ f ◦ u)(Dru)2, (A.3)
which implies that the composition property described in Theorem 3.3 holds true – besides the multi-
dimensional Möbius transformation – for every non-zero ﬁxed point of the homogeneity operator Θ .
Remembering that r is also a non-zero ﬁxed point of Θ by (9), such that Drr = 1, by (A.3), we obtain
Sr( f ◦ r) = S˜ f ◦ r,
or equivalently
Sr
(
f (r)
)= (S˜ f )(r). (A.4)
Equality (A.4) can be useful in simplifying calculations, if the Schwarzian operates on a function of
several variables that can be expressed as a function of the variable r along with the composition
convention according to (27).
Next, we consider, using Theorem 3.3, the composition of r and any positive function f to write
Sr(r ◦ f ) = Sr f + (S˜r ◦ f )(Dr f )2. (A.5)
By deﬁnition, we have
r ◦ f := r( f ) = ( f 2 + f 2 + · · · + f 2)1/2 = √n f .
Linearity of differentiation implies, considering (A.1), that the Schwarzian derivative of a function
leaves the same under multiplication by constants, that is, Sr(
√
n f ) = Sr( f ). Thus, (A.5) implies the
interesting property
(S˜r)( f ) = 0 (A.6)
provided that Dr f = 0. Note that (A.6) does not mean that S˜r is identically zero but it means that
(S˜r)( f ) is identically zero. To illustrate this, observe that after straightforward calculations, one ob-
tains
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2
[(∑n
i=1 xi
r2
)2
−
(
n∑n
i=1 xi
)2]
, (A.7)
and since r( f ) = √n f and (∑ni=1 xi)( f ) =∑ni=1 f = nf , we have by (A.7) that (S˜r)( f ) = 0.
According to the Cauchy–Schwarz inequality, one has
(
n∑
i=1
xi yi
)2

(
n∑
i=1
x2i
)(
n∑
i=1
y2i
)
(A.8)
for all real numbers xi , yi , where i = 1, . . . ,n. Setting yi = 1 for every i = 1, . . . ,n, (A.8) yields
(
n∑
i=1
xi
)2
 n
(
n∑
i=1
x2i
)
. (A.9)
Next, using r = (x21 + x22 + · · · + x2n)1/2, we explicitly rewrite (A.7) as
S˜r = 3
2
[
(
∑n
i=1 xi)4 − (n
∑n
i=1 x2i )
2
(
∑n
i=1 x2i )2(
∑n
i=1 xi)2
]
, (A.10)
and observe, taking into account (A.9), that
S˜r  0 (A.11)
in general.
Consider now the operators D and Θ and assume that they operate on C3-functions – which is
the case for the Schwarzian derivative, so that the mixed partial derivatives of order two are equal.
Deﬁning, by means of the Lie bracket [·,·], the commutator of D and Θ by
[D,Θ] := DΘ − ΘD,
we observe that
DΘ =
n∑
i=1
∂
∂xi
(
n∑
j=1
x j
∂
∂x j
)
=
n∑
i=1
n∑
j=1
∂
∂xi
(
x j
∂
∂x j
)
=
n∑
i=1
[
∂
∂xi
+
n∑
j=1
x j
∂
∂x j
(
∂
∂xi
)]
=
n∑
i=1
(I + Θ)
(
∂
∂xi
)
= (I + Θ)
n∑
i=1
∂
∂xi
= (I + Θ)D. (A.12)
Then (A.12) yields [D,Θ] = D or equivalently
[Θ, D] = −D. (A.13)
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f (tx1, . . . , txn) = tk f (x1, . . . , xn) (A.14)
for any positive constant t . Differentiating (A.14) with respect to t by using the chain-rule, we get
n∑
i=1
xi
∂ f
∂xi
(tx1, . . . , txn) = ktk−1 f (x1, . . . , xn),
and setting t = 1 in the above equality, we obtain the so-called Euler’s Theorem:
Θ f = kf . (A.15)
For a linear operator T on a vector space X , the non-zero constant λ and the vector x satisfying
T x = λx are the eigenvalue of T and the eigenvector corresponding to the eigenvalue λ, respectively.
The operators Θ and D are well-known examples of linear operators, and in our setting they are
deﬁned on the space C3(Rn). By Euler’s Theorem (A.15), it is seen that a homogeneous function of
degree k is an eigenvector of the linear operator Θ with the corresponding eigenvalue k. Let us now
assume that f is an eigenfunction of Θ with the corresponding eigenvalue λ, that is,
Θ f = λ f . (A.16)
Then, by (A.13) and (A.16), we have
ΘDf = D(Θ f − f ) = (λ − 1)Df , (A.17)
which means that Df is an eigenfunction of Θ with the corresponding eigenvalue λ − 1. Hence, the
procedure (A.16)–(A.17) yields
ΘD2 f = (λ − 2)D2 f .
Thus, inductively, we obtain
ΘDn f = (λ − n)Dn f (A.18)
for every positive integer n. Setting σn := Dn f , (A.18) yields
Θ jσn = (λ − n) jσn (A.19)
for every positive integer j, whence
Srσn = r−2
[
Θ3σn
Θσn
− 3
2
(
Θ2σn
Θσn
)2
+ 1
2
]
= 1− (λ − n)
2
2r2
, (A.20)
which implies that Srσn < 0 provided that |λ − n| > 1.
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Here we provide the reader with the explicit forms of the multi-dimensional Schwarzian derivative
corresponding to two cases for which the application of the Schwarzian to testing the chaotic behavior
of discrete multi-dimensional dynamical systems could be realized in future studies.
For the 2-dimensional case we set x1 = x and x2 = y to express for a function of two variables,
f = f (x, y), the directional derivative of order one,
Dr f = xfx + yf y
(x2 + y2)1/2 ,
of order two
D2r f =
x2 fxx + 2xyfxy + y2 f yy
x2 + y2 ,
and of order three
D3r f =
x3 fxxx + 3x2 yfxxy + 3xy2 fxyy + y3 f yyy
(x2 + y2)3/2 ,
where the subindices in terms of x and y symbolize the partial derivatives of the function f in the
usual sense. Substituting the directional derivatives written above for the corresponding terms of the
multi-dimensional Schwarzian deﬁned by (18), we obtain
Sr f (x, y) = A(x, y)
(x2 + y2)(xfx + yf y) −
3
2
B(x, y)
(x2 + y2)(xfx + yf y)2 , (A.21)
where
A(x, y) = x3 fxxx + 3x2 yfxxy + 3xy2 fxyy + y3 f yyy
and
B(x, y) = x4( fxx)2 + y4( f yy)2 + 2x2 y2 fxx f yy + 4xyfxy
(
xyfxy + x2 fxx + y2 f yy
)
.
For the 3-dimensional case, setting x1 = x, x2 = y, and x3 = z, the ﬁrst-, second-, and third-order
directional derivatives of a function of three variables, f = f (x, y, z), are
Dr f = xfx + yf y + zfz
(x2 + y2 + z2)1/2 ,
D2r f =
x2 fxx + y2 f yy + z2 f zz + 2xyfxy + 2xzfxz + 2yzf yz
x2 + y2 + z2 ,
and
D3r f =
V (x, y, z)
2 2 2 3/2
,(x + y + z )
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V (x, y, z) := M(x, y, z) + N(x, y, z)
such that
M(x, y, z) = x3 fxxx + y3 f yyy + z3 f zzz + 6xyzfxyz
and
N(x, y, z) = 3(x2 yfxxy + x2zfxxz + y2xf yyx + y2zf yyz + z2xfzzx + z2 yfzzy).
For simplicity, we also deﬁne
W (x, y, z) := F (x, y, z) + G(x, y, z) + H(x, y, z)
where
F (x, y, z) = x4( fxx)2 + y4( f yy)2 + z4( f zz)2 + J (x, y, z),
G(x, y, z) = 2x2z2 fxx f zz + 2y2z2 f yy f zz + 4x3 yfxx fxy + K (x, y, z),
and
H(x, y, z) = 4z3 yfzz f yz + 4x2 yzfxx f yz + 4y2xzf yy fxz + L(x, y, z),
such that
J (x, y, z) = 4x2 y2( fxy)2 + 4x2z2( fxz)2 + 4y2z2( f yz)2 + 2x2 y2 fxx f yy,
K (x, y, z) = 4x3zfxx fxz + 4y3xf yy fxy + 4y3zf yy f yz + 4z3xfzz fxz,
L(x, y, z) = 4z2xyfzz fxy + 8x2 yzfxy fxz + 8y2xzfxy f yz + 8z2xyfxz f yz
to write the explicit form of the 3-dimensional Schwarzian derivative as
Sr f (x, y, z) = V (x, y, z)
(x2 + y2 + z2)(xfx + yf y + zfz)
− 3
2
W (x, y, z)
(x2 + y2 + z2)(xfx + yf y + zfz)2 . (A.22)
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