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Abstract
In this paper, we find some error estimates for periodic homogenization of p-Laplace type
equations under the same structure assumption on homogenized equations. The main idea is
that by adjusting the size of the difference quotient of the correctors to make the convergence
rate visible. In order to reach our goal, the corresponding flux corrector with some properties
are developed. Meanwhile, the shift-arguments is in fact applied down to ε scale, which leads
to a new weighted type inequality for smoothing operator with the weight satisfying Harnack’s
inequality in small scales. As a result, it is possible to develop some large-scale estimates. We
finally mention that our approach brought in a systematic error (this phenomenon will disappear
in linear and non-degenerated cases), which was fortunately a quantity o(ε) here.
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1 Instruction and main results
The purpose of the present paper is mainly to study the error estimates for a class of quasilinear
elliptic equations, arising in the periodic homogenization theory. More precisely, let Ω ⊂ Rd be a
bounded domain, and consider the following elliptic equations in divergence form depending on a
parameter ε > 0,
(Dε)
{
Lεuε ≡ −divA(x/ε,∇uε) = F in Ω,
uε = g on ∂Ω.
Given three constants µ0, µ1, µ2 > 0, let us fix a function A : R
d × Rd → Rd which satisfies the
following conditions.
• For every y, ξ ∈ Rd, we have the periodicity A(y + z, ξ) = A(y, ξ) for z ∈ Zd, and A(y, ·) is
homogeneous with respect to the second variable, i.e.,
A(y, tξ) = tp−1A(y, ξ) for any t ≥ 0. (1.1)
• For any y ∈ Rd, and ξ, ξ′ ∈ Rd, we impose the following coerciveness and growth conditions:
µ0(|ξ|+ |ξ′|)p−2|ξ − ξ′|2 ≤
〈
A(y, ξ)− A(y, ξ′), ξ − ξ′〉 ≤ µ1(|ξ|+ |ξ′|)p−2|ξ − ξ′|2. (1.2)
• The smoothness condition is also imposed, and there holds
|A(y, ξ)− A(y′, ξ)| ≤ µ2|y − y′||ξ|p−1 (1.3)
for all y, y′ ∈ Rd and ξ ∈ Rd.
3As a class of the examples, one may consider the weighted p-Laplace equations such as A(y, ξ) =
a(y)|ξ|p−2ξ (see [24, pp.225]) or the model Ai(y, ξ) = aij(y)|ξ|p−2ξj appeared in [4, pp.117]. We also
mention that the Lipschitz continuity in (1.3) can be weaken into a Ho¨lder one, while the present
condition may highlight other key factors in the theory.
In terms of qualitative homogenization, our assumptions are merely special cases considered in
[7, 8, 12], so the process of homogenization of (Dε) may be understood in their way, i.e., in the sense
of G-convergence. Let F ∈ W−1,p′(Ω) with 1/p + 1/p′ = 1 and assume uε is a weak solution to
problem (Dε). It is known that uε ⇀ u0 weakly in W
1,p(Ω), and A(x/ε,∇uε) ⇀ Â(∇u0) weakly in
Lp(Ω;Rd), as ε→ 0, where u0 is the solution to the effective (homogenized) equation
(D0)
{
L0u0 ≡ −divÂ(∇u0) = F in Ω,
u0 = g on ∂Ω.
(1.4)
The function Â : Rd → Rd is defined for every ξ ∈ Rd by
Â(ξ) =
∫
Y=(− 1
2
, 1
2
]d
A(y, ξ +∇yN(y, ξ))dy, (1.5)
where N(y, ξ) is the so-called corrector, satisfying the cell problem
divA(y, ξ +∇yN(y, ξ)) = 0 in Y,
N(·, ξ) ∈ W 1,pper(Y ), −
∫
Y
N(·, ξ) = 0, (1.6)
where the definition W 1,pper(Y ) may be found in [8, 19], and “−
∫
Y
” is an average integral, defined in
Subsection 1.4. The existence theory may be found in [30, Theorem 26.A].
Concerning the quantitative estimates for homogenization problems, we hope the effective oper-
ator admits the same structure as the assumption (1.2),
µ˜0|ξ − ξ′|2
(|ξ|+ |ξ′|)p−2 ≤ 〈Â(ξ)− Â(ξ′), ξ − ξ′〉 ≤ µ˜1(|ξ|+ |ξ′|)p−2|ξ − ξ′|2 (1.7)
for any ξ, ξ′ ∈ Rd, where µ˜0, µ˜1 may depend on µ0, µ1, p and d, which means that the homogenized
operator L0 belongs to an analogy type of the operators as Lε does, and it is clear to be true in
the special case p = 2 (see for example [1, 4, 5, 29]). Under the assumptions (1.1),(1.2), one just
verified the growth condition of (1.7) for the case 2 ≤ p < ∞, and the coerciveness of (1.7) for the
case 1 < p ≤ 2 (see Lemma 2.4). However, there are some examples (see Section 5) to illustrate the
coerciveness of (1.7) for 2 < p <∞, and the growth condition for the case 1 < p < 2.
On the other hand, it is more or little known that the quantitative estimates in homogenization
theory relies on a higher regularity of the weak solution to the effective equation (a similar statement
may be found in [19, pp.477]). Therefore, the purpose of this hypothesis is to ensure that the weak
solution to (D0) owns a reasonable regularity (see Lemma 3.8), otherwise we have to directly assume
the effective solution u0 admits these regularities.
1.1 Motivation and relation to previous works
Before recounting the main results, it is better to explain our initial ideas and source of them.
We begin the introduction from the two-scale expansion argument (see [4, 19]), which is
uε = u0(x) + εu1(x, y) + ε
2u2(x, y) + · · · y = x/ε.
4By a formal computation, we derive that
divyA(y,∇u0 +∇yu1) = 0︸ ︷︷ ︸
(E1)
and divyA(y,∇u1 +∇yu2) = F − divxA(y,∇u0 +∇yu1),
while the solvability of the second equation implies
divx−
∫
Y
A(y,∇u0 +∇yu1)dy = F︸ ︷︷ ︸
(E2)
.
Obviously, the equations (E1) and (E2) inspired people to build the equation (1.6) and the formula
(1.5), respectively. Thus, the image of ∇u0 determines u1 and the cardinal number of the set
{∇u0(x) : x ∈ Ω} ⊂ Rd reveals how many equations like (1.6) need to be solved, if we want the
formula (1.5) to be fully understood. In this sense, one may quickly realize the benefit of the linear
equation, which tells us u1 is linearly dependent of ∇u0, and therefore we just solve a finite number
of equations that the correctors satisfy.
Hence, from the view of reducing the number of equations like (1.6), we find that the condition
(5.1) plays a similar role. And more importantly, it also works for nonlinear cases, which eventually
help us to construct some examples to verify the assumption (1.7) (see Section 5). Also, this view
might be used to explain the motivation of introducing numerical correctors. We refer the reader to
[10, 14, 8] and their references therein for this direction.
On the other hand, the non-degenerated case (p = 2) is very special. Although it does little to
decrease the number of the equations that the corrector satisfies, it has been proved that u1 is in fact
Lipschitz continuous with respect to ∇u0 (see for example [29, Lemma 2.1]). Thus, we may consider
the quantities wε = uε − v with v = u0 + εN(y, ϕ), and
∇wε = ∇uε −∇v,
where ϕ ∈ H10 (Ω;Rd) may be fixed later. As in the linear case, one may derive a convergence rate
from estimating the quantity ‖∇wε‖L2(Ω) by energy methods (see [29, Theorem 1.1]), in which we
believe that the formula below reveals an important information of convergence rates for elliptic
equations with the divergence structure,
‖∇wε‖2L2(Ω) ≤
∣∣∣∣ ∫
Ω
[
Â(∇u0)− Â(ϕ)︸ ︷︷ ︸
T1: involving the shift argument
+ Â(ϕ)− A(x/ε, ϕ+∇yN(x/ε, ϕ))︸ ︷︷ ︸
T2: giving the flux tensor
+ A(x/ε, ϕ+∇yN(x/ε, ϕ))− A(x/ε,∇v)︸ ︷︷ ︸
T3: producing the remainder terms of ε order
]
· ∇wεdx
∣∣∣∣
(1.8)
(where y = x/ε, and see [29, Lemma 3.1]). So, in order to better describe our ideas, we would like
to introduce the relevant calculations on the right-hand side of (1.8). In general, the computations
of T3 is not complicated as it appears, which can be reduced to those of the other two terms. As we
have claimed above, the term T1 is in fact related to the following estimate
‖Sε(ϕ)− ϕ‖L2(Σ2ε) ≤ Cε‖∇ϕ‖L2(Σε) (1.9)
5(a key inequality in the shift argument), where C depends only on d (see Lemma 2.14), and the
set Σr is referred to as the “co-layer” part of Ω (see Subsection 1.4). If the smoothing operator
Sε (see Definition 1) is replaced by Steklov averaging operator, the reader may clearly find the
relationship with a shift argument developed by V. Zhikov and S. Pastukhova (see [31, 32]), while
applying smoothing operator Sε to error estimates was first suggested by Z. Shen in [26], and this
improvement proved to be more flexibility in analysis. Moreover, let ϕ = ψr∇u0 in (1.9), where
ψr ∈ C10(Ω) is a cut-off function defined in (1.27). Then, the computations on T1 is consequently
translated into the layer type and co-layer type estimates, which means we need to estimate
‖∇u0‖L2(Ω\Σ2r) and ε‖∇2u0‖L2(Σr)
for the homogenized solution to (D0), respectively. If only a small rate of convergence is observed,
then Meyer’s estimate coupled with some interior estimates for higher derivatives is sufficient to
serve this purpose, which in fact will benefit a large scale estimate later on. These results have been
systematically stated in [25, 26] for linear systems, as well as in [29] for a non-degenerated equation
(p = 2). Then we proceed to show two points in the calculations of T2 in (1.8), which are all based
upon the cell problem (1.6). The first one derived from (1.5) is
∫
Y
T2dy = 0, and the second one
is divy(T2) = 0. Using both of them, it is not hard to construct the so-called flux corrector, and a
later calculation will benefit from its antisymmetric property. Interestingly, this construction does
not depend on whether the original model we studied is linear or not.
So far, we have mainly introduced the methods used in non-degenerated equations (p = 2), as
well as, our views on correctors and error estimates. Thus, in terms of the nonlinear problem (Dε),
a natural question is how to extend the above theory established for the special case p = 2 to more
general cases 1 < p <∞.
The first challenge we confront with is that the first order corrector u1 is only Ho¨lder continuous
with respect to ∇u0 (i.e., the corrector N(y, ·) is uniformly Ho¨lder continuous with respect to the
second variable for a.e. y ∈ Rd, and see Lemma 2.1). The idea is that we use the difference quotient
as the substitute for the derivatives of the corrector, and the first-order approximating corrector is
constructed in the form of
V (x) = ∇u0(x) +Dh
(
εN(·/ε, ϕ))(x), (1.10)
where Dh = (Dh1 , · · · , Dhd) is a difference quotient of size h (see Subsection 1.4). Then we consider
the quantity
∇uε − V,
which will play a similar role as the quantity ∇wε did in (1.8). Apparently, the main differences
are caused by the replacement of the derivative by the difference quotient. We are also aware of the
following fact: for any x ∈ Σε, there holds
Dhi (f)(x) = ∇if(x) + o(1), (1.11)
as h goes to zero, provided f ∈ C1(Ω). As usual, the calculations like “o(1) × ε = o(ε)” and
“o(1) × C = o(1) for a constant C” are agreed to be true, and o(ε) is referred as to the higher
order infinitesimal of ε, as ε goes to zero. Therefore, our main results may be shown by ignoring the
quantity o(ε), which may be regarded as a kind of systematic error. Thus, the main problem is to
find the accuracy of h in the formula (1.10).
61.2 Main results and some comments
For the ease of the statement, we impose the following index throughout the paper,
α =
{
1/(3− p), 1 < p ≤ 2;
2/p, 2 < p <∞, β = 1/p− 1/q, γ =
{
(p− 1)/(3− p), 1 < p ≤ 2;
2/p, 2 ≤ p <∞, (1.12)
where p < q ≤ p(1 + δ) and δ ∈ (0, 1) is usually very small, which is actually determined by Meyer’s
estimates (see Remark 4.2). Here β ∈ (0, δ
1+δ
], and α, γ ∈ (0, 1] are used to describe the Ho¨lder’s
continuity of N(y, ·) and the corresponding flux corrector E(y, ·) with respect to the second variable,
respectively. We now state the main results of the paper.
Theorem 1.1 (convergence rates). Let Ω ⊂ Rd be a bounded Lipschitz domain with r0 = diam(Ω),
and 0 < ε≪ r0. Assume that A satisfies the conditions (1.1), (1.2), (1.3). Then there exist θ ∈ (0, 1)
and a constant C, depending on µ1, µ2, µ3, p and d, such that
‖∇N(·, ξ)‖L∞(Y ) + [∇N(·, ξ)]C0,θ(Y ) ≤ C
(
−
∫
Y
|N(·, ξ)|p
)1/p
≤ C|ξ| (1.13)
holds for any ξ ∈ Rd. Moreover, suppose that Â satisfies the condition (1.7), and uε, u0 ∈ W 1,p(Ω)
satisfy Lεuε = L0u0 = 0 in Ω and uε = u0 on ∂Ω, with assumption that
M := ‖∇u0‖C0,ϑ(Ω) with some ϑ ∈ (0, 1), and ΩM,ε = {x ∈ Ω : |∇u0| ≤Mεϑ}. (1.14)
Let ϕε = Sε(ψ4ε∇u0), and the first-order approximating corrector is in the form of (1.10), i.e.,
V (x) = ∇u0(x) +Dh
(
εN(·/ε, ϕε)
)
(x),
where we prefer h = ετ and 1 < τ < 1/(1 − α) in advance, and ψ4ε ∈ C10(Ω) is cut-off function
satisfying (1.27). Then, by ignoring a systematic error o(ε), we have the following conclusions.
• For the case 1 < p < 2, one may derive that
‖∇uε − V ‖Lp(Ω) . |ΩM,ε|β‖∇u0‖Lq(ΩM,ε) + εθ(τ−1)‖∇u0‖Lq(Ω), (1.15)
where the range of τ is determined by
1 < τ <
1− γ + θ(p− 1) + γβ
1− γ + θ(p− 1) . (1.16)
If we further consider the connection to the non-degenerated case (p = 2), there holds
‖∇uε − V ‖Lp(Ω) . (1− I{p=2})|ΩM,ε|β‖∇u0‖Lq(ΩM,ε) + εαβ+
(1−γ)(1−τ)
p−1 ‖∇u0‖Lq(Ω) (1.17)
for any 1 < p ≤ 2, where I{p=2} denotes the character function of the set {p = 2}, and it
requires the range of τ to be
1− γ + θ(p− 1) + γβ
1− γ + θ(p− 1) < τ <
1− γ + γβ
1− γ . (1.18)
7• If 2 < p <∞, then we have
‖∇uε − V ‖Lp(Ω)
. |ΩM,ε|β‖∇u0‖Lq(ΩM,ε) +
{
ε(
p−2
p−1
)[β+(1−α)(1−τ)]‖∇u0‖Lq(Ω) if 2 < p < 3;
ε(
1
p−1
)[β+(1−α)(1−τ)]‖∇u0‖Lq(Ω) if 3 ≤ p <∞,
(1.19)
when τ is chosen such that
1− α + θ + β
1− α + θ < τ <
1− α + β
1− α . (1.20)
Here . means ≤ up to a multiplicative constant which depends on µ0, µ1, µ2, µ˜0, µ˜1, p, q, d and r0.
We really hope that the theorem can be written succinctly, and as a compensation, we make an
effort to explain as much as possible, and some comments are as follows.
Comment 1. Let us begin from the explanation of the estimate (1.17). For the special case p = 2, it
will become
‖∇uε − V ‖L2(Ω) . εβ‖∇u0‖Lq(Ω)
with any τ > (1+β/θ), where q = 2(1+ δ). As mentioned before the quantity ∇x(εN(x/ε, ϕ)) exists
in such the case, and so the above estimate implies
‖∇wε‖L2(Ω) . εβ‖∇u0‖L2(Ω),
which is exactly what we have proved in [29, Theorem 1.1]. So, this theorem may be roughly
regarded as an extension of the previous one, and our purpose is also to study a uniform estimate
for the solution of (Dε) through the convergence rates (see Theorem 1.2). For this consideration the
presence of the q-energy norm (i.e., ‖∇u0‖Lq(Ω) which is a little stronger than p-energy norm) in the
right-hand side of error estimates is quite convenient to us even when a higher rate of convergence
could be derived by a stronger norms.
Comment 2. The first term in the right-hand side of the estimates (1.17), (1.15) and (1.19) has two
possible directions:
|ΩM,ε|β‖∇u0‖Lp(ΩM,ε) ≤
{ |ΩM,ε|β‖∇u0‖Lp(Ω);
|ΩM,ε|β+
1
pMεϑ.
(1.21)
Although the first line of (1.21) does not clearly show any convergence rate, it is proved to be useful
and enlightening for investigating a large scale estimate (see Lemma 4.3 and Theorem 1.2). On the
contrary, the second line of (1.21) gives the rate of convergence on account of the assumption (1.14).
However, it actually indicates that the process of homogenization are not truely observable when
fluctuations are limited in a small scale.
Comment 3. Two reasons leads to the assumption (1.14). On the one hand, the C1,ϑ smoothness
imposed to the effective solution is reasonable under the precondition (1.7) (although it usually
admits such the regularity in a local sense), which ensures that the calculation like (1.11) conforms
to the rule and ultimately produces a quantity o(ε). On the other hand, the set ΩcM,ε = {x ∈ Ω :
|∇u0(x)| > Mεϑ} is in fact more important to us, since one may acquire a Harnack’s inequality
sup
Y kε
|∇u0| ≤ 2 inf
Y kε
|∇u0|
8for any Y kε ⊂ ΩcM,ε with |Y kε | = εd (where ΩcM,ε is an open set, and see Subsection 1.4 for Y kε ), and
this together with the estimate (1.9) implies the following weighted inequality(∫
ΩcM,ε
|ϕ− Sε(ϕ)|p|∇u0|rdx
)1/p
. ε
(∫
Ω
|∇ϕ|p|∇u0|rdx
)1/p
(1.22)
for any 1 < p, r <∞, where |∇u0| is referred to as a weight (see Remark 2.15). If familiar with the
regularity theory of p-Laplace type equations, one may immediately realize that the estimate (1.22)
is in help of giving the quantity of the left-hand side below,∫
Σ2r
|∇u0|p−2|∇2u0|2dx . 1
r2
∫
Σr
|∇u0|pdx for p > 2,∫
Σ2r
|∇2u0|pdx . 1
rp
∫
Σr
|∇u0|pdx for 1 < p ≤ 2,
(see Lemma 3.8). Thanks to them, the stated error estimates (1.17), (1.15) and (1.19) do not involve
the higher derivatives any more. The above computations serve as a counterpart of those for T1
in (1.8), which will be addressed in Lemmas 3.3, 3.9. Besides, the set ΩM,ε includes the degenerate
information of the homogenized equation (D0), and it seems that this kind of information can not be
known in advance through the homogenization of the equation (Dε), which eventually leads to the
separated two parts of the right-hand side in these error estimates.
Comment 4. In both periodic and aperiodic settings, error estimates have always been a hot topic in
homogenization theory (see for example [1, 2, 10, 14, 16, 17, 21, 24, 25, 27, 28, 29, 31, 32] and their
references therein for more details), while there is few contributions in this field concerning p-Laplace
type equations, to the authors’ best acknowledge. In fact, there seems to be an interesting problem:
except of the special cases in Section 5, what kind of conditions can guarantee the homogenized
operator L0 admits the structure (1.7).
As an application of Theorem 1.1, we derive the following result.
Theorem 1.2 (large-scale Ho¨lder estimates). Let B = B(0, 1) ⊂ Ω and 1 < p < ∞. Assume the
same conditions as in Theorem 1.1. Suppose that uε ∈ W 1,p(B) satisfies Lεuε = 0 in B. Then for
any κ ∈ (0, d), there holds an uniform estimate∫
B(x,r)
|∇uε|pdz .
( r
R
)d−κ ∫
B(x,R)
|∇uε|pdz (1.23)
for any ε ≤ r ≤ R ≤ (1/2), where the up-to constant depends on µ1, µ2, µ3, p, d and κ.
Comment 5. Recently, the large-scale estimates received important developments in quantitative
homogenization theory, and without attempting to be exhaustive we refer the reader to [1, 2, 15,
20, 26] for more details in periodic and non-periodic settings, while the first systematic study in this
area went back to M. Avellaneda, F. Lin [3]. Concerning the equation (Dε), we believe that the
estimate (1.23) is still true for κ = 0 (i.e., large-scale Lipschitz estimates), and may further develop
a large-scale Lq estimate with q > p in an average sense. However, we plan to investigate this
topic in a separated work. Since the method developed for large-scale estimates are based upon an
iteration argument, it is a kind of nonlinear approaches, which in fact is independent of the structure
of equations. Roughly speaking, the proof of Theorem 1.2 follows the same strategy introduced in
the previous work [29] (see [25, 26] for linear systems). Here, we just mention that the crucial step
between Theorems 1.1 and 1.2 is based upon the following corollary of Theorem 1.1, which will be
concretely known as an approximating lemma (see Lemma 4.3).
9Corollary 1.3. Assume the same conditions as in Theorem 1.1. If the left-hand side of the esti-
mates (1.15), (1.17) and (1.19) is replaced by ‖uε − u0‖Lp(Ω), respectively. Then, we have the same
conclusions.
Comment 6. Here we just mention that Corollary 1.3 can not be derived from Poincare´’s inequality.
Instead, it follows from the fact ‖uε − u0‖Lp(Ω) = ‖∇i(uε − u0)‖W−1,p(Ω) with i = 1, · · · , d, and the
related details have been shown in the proof of Lemma 4.3.
1.3 Outline of the proof of Theorem 1.1
In this subsection, we show a strategy of the proof, which consists of four ingredients in order.
Ingredient 1. We manage to obtain the following formula, which is the key ingredient, analogy to
the estimate (1.8) for the non-degenerated case.
‖∇uε − V ‖pLp(Ω) ≤
∣∣∣∣ ∫
Ω
[
Â(∇u0)− Â(ϕ)︸ ︷︷ ︸
P1: involving the estimate like (1.22)
+ Â(ϕ)−A(x/ε, ϕ+∇yN(x/ε, ϕ))︸ ︷︷ ︸
P2: handed by the flux tensor
+ A(x/ε, ϕ+∇yN(x/ε, ϕ))−A(x/ε, V )︸ ︷︷ ︸
P3: producing the remainder terms
]
· (∇uε − V )dx∣∣∣∣ + o(ε)︸︷︷︸
a systematic error
(1.24)
(where y = x/ε).
Ingredient 2. Estimating the term P1 forced us to find the weighted type estimate (1.22), which
means that the shift argument still works for nonlinear equations, at least in the small scales.
Ingredient 3. The core idea comes from dealing with the term P3 of (1.24), and we realized the
importance of the following equality
Dhi (εN(y, ϕ)) =
∫ 1
0
∂iN(y + t(h/ε)ei, ϕ)dt︸ ︷︷ ︸
R1
+ εhα−1Φ(y, ϕ)
∣∣Dhi ϕ∣∣α︸ ︷︷ ︸
R2
, (1.25)
and it inspires us to discover that there is an opportunity to observe the rate of convergence by
adjusting the size of h. A natural thinking is to set h = ετ , and reduce the problem to find out a
suitable range of τ , independent of ε. Note that we have R1 = 0 by periodicity of the corrector when
τ = 1. Since we have to estimate the quantity
‖Dhi (εN(y, ϕ))−∇yN(y, ϕ)‖Lp(Ω) (1.26)
produced by the term P3 in (1.24), the higher regularity of the corrector turns to be crucial in these
computations, and it is one of roles that the imposed assumption (1.3) plays. Meanwhile, the related
estimate of Φ in R2 leads to most of complicated parts in the paper.
Ingredient 4. Concerning P2 in (1.24), we also employ the antisymmetry property of the flux
corrector (see Lemma 3.4). The difference quotient presented here brings us more technical difficulties
compared to the computation of T2 in (1.8) (see Lemma 3.4). We finally mention that those arguments
developed for the corrector in (1.25) and (1.26) also worked for the flux corrector, although a little
more efforts and carefulness have to be paid.
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1.4 Notation
Throughout the paper, we make use of the following notation:
• d ≥ 1 is the dimension, and 1 < p <∞ is the characterization of the equation type, and α, β, γ
are defined in (1.12), and δ ∈ (0, 1) is known as a Meyer’s index;
• Ω ⊂ Rd is a bounded Lipschitz domain with r0 being the diameter of Ω, and Σr = {x ∈ Ω :
dist(x, ∂Ω) > r} represents the so-called “co-layer” part of Ω, and its layer part is denoted by
Ω \ Σr, and ψr ∈ C10 (Ω) is a cut-off function associated with Σr, satisfying
ψr = 1 in Σ2r, ψr = 0 outside Σ2r, |∇ψr| ≤ C/r; (1.27)
• Dh = (Dh1 , · · · , Dhd), where the ith difference quotient of size h is defined by Dhi (f)(x) =
f(x+hei)−f(x)
h
for any x ∈ Σε with 0 < h < ε;
• ∇ = (∇1, · · · ,∇d) with ∇i = ∇xi = ∂/∂xi, and ∇y (or divy) means we take a gradient (or
divergence) with respective to the variable y, when we need to emphasize that it is different
from the default case ∇. The notation div(F ) = ∇ ·F =∑di=1∇iFi, and ∇2f = ∇2ijf = ∂2f∂xi∂xj
denotes the divergence of F , and Hessian matrix of f , respectively. In general, we denotes
∇ziN(x/ε +̟,ϕ) by ∂iN(x/ε +̟,ϕ) without confusion, where z = x/ε+̟;
• o(1) represents an infinitesimal quantity, and o(ε) is a higher order infinitesimal of ε as ε→ 0;
• 〈A,B〉 = ∑di=1AiBi, and |ξ| = 〈ξ, ξ〉12 , and |Ω| represents the volume of Ω, and −∫Ω = 1|Ω| ∫Ω,
and Y kε = ε(k + Y ) for k ∈ Zd, where Y = (−12 , 12 ];
• . and & stand for ≤ and ≥ up to a multiplicative constant which may depend on any given
constants such as µ0,µ1,µ2,d,p,q, θ,ϑ, κ, δ,r0, but independent of ε, and rescaling parameters
such as r, R ∈ (0, 1), and we use ≪ instead of . to indicate that multiplicative constant is
quite close to zero (although it is still a positive number).
1.5 Structure of the paper
In Section 2, we mainly addressed the correctors and flux correctors. Concerned with the prop-
erties of the corrector N(·, ξ), we verified that N(·, ·) ∈ C1,θ × Cα, and in particular, gave a proof
of (1.13). As an application, the condition (1.7) was partially proved. Some new tricks were ded-
icated to estimating the quantity ‖Dh(εN(·/ε, ϕ))‖Lp(Ω). In terms of the flux corrector E(·, ξ), we
similarly proved that E(·, ·) ∈ C1,ρ×Cγ , where ρ = min{θ, (p− 1)θ}, while we merely demonstrated
Dh(εE(·/ε, ϕ)) ∈ Lr(Ω) with 1 < r ≤ p/(p−1). In the end of this section, we defined the smoothing
operator and stated its properties. In Section 3, the purpose was to show a proof of Theorem 1.1.
The structure of this section was in fact consistent with that shown in Subsection 1.3. In Section 4,
a main work was to show the so-called approximating lemma (see Lemma 4.3), and then we gave a
proof of Theorem 1.2, as well as, Caccioppolli’s inequality (see Lemma 4.1). Finally, in Section 5 we
constructed some special examples to satisfy the assumption (1.7).
The interest of the present paper is finding a new way (independent of numerical correctors) to
obtain the rate of convergence for nonlinear homogenization problems, which could be further applied
to studying large scale estimates. As a theory, it is more or less self-enclosed as we hoped. However,
it can not directly help us understand the mechanism of homogenization for nonlinear problems in
a little larger classes of operators, since this method does not tell us why the homogenized operator
runs out of the class (1.2) in most cases, and we will make an effort for this direction in future.
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2 Preliminaries
2.1 Corrector and its properties
Lemma 2.1. Assume that A satisfies the conditions (1.1), (1.2). Let N(·, ξ) ∈ W 1,pper(Y ) be the weak
solution to the equation (1.6), and then for any ξ ∈ Rd, we have the following estimate
−
∫
Y
|N(·, ξ)|p +−
∫
Y
|∇N(·, ξ)|p ≤ C|ξ|p. (2.1)
Moreover, by setting
P (y, ξ) = ξ +∇yN(y, ξ) (2.2)
one may derive(
−
∫
Y
|P (·, ξ)− P (·, ξ′)|p
) 1
p ≤ C
 |ξ − ξ
′| 2p (|ξ|+ |ξ′|)1− 2p if 2 ≤ p <∞;
|ξ − ξ′| 13−p (|ξ|+ |ξ′|) 2−p3−p if 1 < p ≤ 2, (2.3)
where C depends only on µ0, µ1, p and d.
Proof. These results have already been in [8, Lemma 3.4].
Lemma 2.2. Suppose that A satisfies the conditions (1.1) and (1.2). Then we conclude that N(·, ξ)
is Ho¨lder continuous with an upper bound estimate
‖N(·, ξ)‖L∞(Y ) . |ξ| (2.4)
for any ξ ∈ Rd. Moreover, if we additionally impose the smoothness condition (1.3), then there exist
θ ∈ (0, 1) and a constant C, depending on µ0, µ1, µ2, p and d, such that
‖P (·, ξ)‖L∞(Y ) + [P (·, ξ)]C0,θ(Y ) ≤ C
(
−
∫
Y
|P (·, ξ)|p
)1/p
≤ C|ξ| (2.5)
holds for any ξ ∈ Rd.
Proof. The estimate (2.4) have be shown in [5, Theorem 4] for the case p = 2. In terms of p 6= 2, by
setting u = N(y, ξ) + y · ξ, it follows from [22, Theorem 3.9] that
‖u‖L∞(B(0,r)) .
(
−
∫
B(0,2r)
|u|p
)1/p
(2.6)
for any 0 < r < (1/2). Obviously, this implies the stated estimate (2.4). Then we turn to address
the estimate (2.5). Under the smoothness assumption (1.3), it is known from [9, Theorems 1,2] that
‖∇u‖L∞(B(0,r)) + [∇u]C∞(B(0,r)) ≤ C
(
r, µ0, µ1, d, p, ‖u‖L∞(B(0,2/3))
)
≤ C(r, µ0, µ1, d, p, ‖u‖Lp(B(0,1))).
where r ∈ (0, 1/2), and we use the estimate (2.6) in the second inequality. Thus, it is fine to assume
‖u‖Lp(B(0,1)) = 1, and there holds
‖∇u‖L∞(B(0,1/4)) + [∇u]C∞(B(0,1/4)) ≤ C
(
µ0, µ1, d, p
)
.
Then, let u¯ = u/‖u‖Lp(B(0,1)), and it follows from the homogeneity assumption (1.1) that divA(y,∇u¯) =
0 in B(0, 1). Therefore,
‖∇u‖L∞(B(0,1/4)) + [∇u]C∞(B(0,1/4)) . ‖u‖Lp(B(0,1)).
This together with a covering argument leads to the stated result (2.5).
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Remark 2.3. In view of the estimate (2.1), one may conclude that N(y, 0) = 0 for any y ∈ Rd.
Lemma 2.4. Suppose A satisfies the assumptions (1.1) and (1.2). Let Â be given in (1.5). Then the
effective operator L0 satisfies Â(0) = 0, and{〈
Â(ξ)− Â(ξ′), ξ − ξ′〉 ≥ C0|ξ − ξ′|p,
|Â(ξ)− Â(ξ′)| ≤ C1|ξ − ξ′|
(|ξ|+ |ξ′|)p−2 (2.7)
for 2 ≤ p <∞, and 
〈
Â(ξ)− Â(ξ′), ξ − ξ′〉 ≥ C0(|ξ|+ |ξ′|)p−2|ξ − ξ′|2,
|Â(ξ)− Â(ξ′)| ≤ C2|ξ − ξ′|
p−1
3−p
(|ξ|+ |ξ′|) (p−1)(2−p)3−p (2.8)
for 1 < p ≤ 2, in which C0, C1, C2 depend on µ0, µ1, p and d.
Proof. The proof may be found in [8, Remark 1.3] or [12, Proposition 2.7].
Remark 2.5. In order to obtain some higher regularity from homogenized equations, we have to
impose the following conditions〈
Â(ξ)− Â(ξ′), ξ − ξ′〉 ≥ µ˜0|ξ − ξ′|2(|ξ|+ |ξ′|)p−2 (2.9)
in the case of 2 < p <∞ (since there merely holds the first line of (2.7) in general), and
|Â(ξ)− Â(ξ′)| ≤ µ˜1|ξ − ξ′|
(|ξ|+ |ξ′|)p−2 (2.10)
for the case 1 < p < 2, where ξ, ξ′ ∈ Rd \ {0}. Obviously, the assumptions (2.9) and (2.10) implies
the first line of (2.7) and the second one of (2.8), respectively.
Lemma 2.6. Suppose that A satisfies (1.1) and (1.2). Let ϕ ∈ C10 (Σ2ε;Rd), and 0 < h < ε ≪ 1.
Then, there exists Φ(·, ϕ) ∈ Lr(Y ) with 1 < r ≤ ∞, satisfying
(
−
∫
Y
|Φ(·, ϕ)|r
) 1
r
.
{
|ϕ| p−2p if 2 ≤ p <∞;
|ϕ| 2−p3−p if 1 < p ≤ 2,
(2.11)
such that
Dhi (εN(y, ϕ)) =
∫ 1
0
∂iN(y + t(h/ε)ei, ϕ¯)dt+ εh
α−1Φ(y, ϕ)
∣∣Dhi ϕ∣∣α, (2.12)
where ϕ¯ = ϕ(· + hei), and α is defined in (1.12). Moreover, let h = ετ with 1 < τ < 1/(1− α) and
p 6= 2, we obtain
∫
Ω
|Dhi (εN(x/ε, ϕ))|pdx .
∫
Ω
|ϕ|pdx+ εp−p(1−α)τ

∫
Ω
|ϕ|p−2|Dhi ϕ|2dx if 2 < p <∞;∫
Ω
|ϕ| p(2−p)3−p |Dhi ϕ|
p
3−pdx if 1 < p < 2,
(2.13)
in which the up to constant depends on µ0, µ1, p, d.
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Proof. According to the definition of the difference quotients, we have
Dhi (εN(y, ϕ)) =
ε
h
[
N(y + (h/ε)ei, ϕ¯)−N(y, ϕ¯)
]
+
εN(y, ϕ(x+ hei))− εN(y, ϕ(x))
h
=
ε
h
∫ 1
0
d
dt
(
N(y + t(h/ε)ei, ϕ¯)
)
+ εhα−1Φ(y, ϕ)|Dhi ϕ|α,
where we note that ϕ¯(x) = ϕ(x+ hei) and we omit the bar since the scale of h is even smaller than
ε, and it will not essentially change the location of ϕ even measured in ε scales. By letting
Φ(y, ϕ) =
N(y, ϕ(x+ hei))−N(y, ϕ(x))
|ϕ(x+ hei)− ϕ(x)|α ,
it is not hard to observe the equality (2.12). Then we proceed to verify the estimate (2.11). To do
so, we denoted by ξ = ϕ(x) and ξ′ = ϕ(x+ hei), and it follows from Poincare´’s inequality that(
−
∫
Y
|N(·, ξ)−N(·, ξ′)|p
) 1
p ≤
(
−
∫
Y
|∇N(·, ξ)−∇N(·, ξ′)|p
) 1
p
.
(
−
∫
Y
|P (·, ξ)− P (·, ξ′)|p
) 1
p
+ |ξ − ξ′|
This together with the estimate (2.3) leads to
(
−
∫
Y
|N(·, ξ)−N(·, ξ′)|p
) 1
p
.
{
|ξ − ξ′| 2p |ξ| p−2p , if 2 ≤ p <∞;
|ξ − ξ′| 13−p |ξ| 2−p3−p , if 1 < p ≤ 2,
where we use the fact that |ξ′| ≤ 2|ξ| whenever h is sufficient small. This proved the case 1 < r <∞
of (2.11). In the following, we proceed to show the case r = ∞. Let u(y, ξ) = N(y, ξ) + y · ξ and
u˜(y, ξ) = u(y, ξ) + M˜ , in which M˜ is such that u˜ is positive in B(0, 1). According to the estimate
(2.4), it is not hard to see the existence of M˜ whenever |ξ| is bounded, and such the boundedness is
in fact given by ‖ϕ‖L∞(Ω). Note that u˜ still satisfies the same type equation
divA(y,∇u(y, ξ)) = 0 in B(0, 1).
Thus, it follows from the local boundedness estimate and the weak Harnack inequality (see for
example [22, Corollary 3.10,Theorem 3.13]) that
sup
y∈B(0,2/3)
u˜(y, ξ) . −
∫
B(0,4/5)
u˜(·, ξ) and inf
y∈B(0,2/3)
u˜(y, ξ) & −
∫
B(0,4/5)
u˜(·, ξ), (2.14)
respectively. Then for any y ∈ Y such that u˜(y, ξ)− u˜(y, ξ′) > 0, there holds
u˜(y, ξ)− u˜(y, ξ′) ≤ sup
y∈Y
u˜(y, ξ)− inf
y∈Y
u˜(y, ξ′) . −
∫
B(0,4/5)
∣∣u˜(·, ξ)− u˜(·, ξ′)∣∣,
where we use the estimates (2.14) in the second inequality. Similarly, for any y ∈ Y such that
u˜(y, ξ′)− u˜(y, ξ) > 0, one may derive
u˜(y, ξ′)− u˜(y, ξ) ≤ sup
y∈Y
u˜(y, ξ′)− inf
y∈Y
u˜(y, ξ) . −
∫
B(0,4/5)
∣∣u˜(·, ξ)− u˜(·, ξ′)∣∣.
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Then we actually obtain
|u(y, ξ)− u(y, ξ′)| . −
∫
B(0,4/5)
∣∣u(·, ξ)− u(·, ξ′)∣∣
. −
∫
Y
|N(·, ξ)−N(·, ξ′)|+ |ξ − ξ′|
for any y ∈ Y , where we use a covering argument in the second inequality. This further implies
‖N(·, ξ)−N(·, ξ′)‖L∞(Y ) .
{
|ξ − ξ′| 2p |ξ| p−2p , if 2 ≤ p <∞;
|ξ − ξ′| 13−p |ξ| 2−p3−p , if 1 < p ≤ 2,
whenever h is sufficiently small, which will show Φ(·, ϕ) ∈ L∞(Y ) with
‖Φ(·, ϕ(x))‖L∞(Y ) .
{
|ϕ(x)| p−2p , if 2 ≤ p <∞;
|ϕ(x)| 2−p3−p , if 1 < p ≤ 2,
(2.15)
for any x ∈ Ω.
Recall Y iε = ε(i + Y ) for i ∈ Zd, and we collect a family of {Y iε }, whose index set is denoted by
Iε, such that suppϕ ⊂ ∪i∈IεY iε ⊂ Ω and Y iε ∩Y jε = ∅ if i 6= j. Thus the left-hand side of (2.13) equals∑
k∈Iε
∫
Y kε
∣∣Dhi (εN(x/ε, ϕ))∣∣pdx ≤∑
k∈Iε
∫
Y kε
∣∣∣ ∫ 1
0
∇yiN(y + t(h/ε)ei, ϕ)dt
∣∣∣pdx
+ εp−p(1−α)τ
∫
Ω
∣∣Φ(y, ϕ)|Dhi ϕ|α∣∣pdx.
The first term in the right-hand side above is controlled by∑
k∈Iε
∫
Y kε
∫ 1
0
∣∣∂iN(y + t(h/ε)ei, ϕ)∣∣pdtdx = ∑
k∈Iε
∫ 1
0
∫
Y kε
∣∣∇yiN(y + t(h/ε)ei, ϕ)∣∣pdxdt
.
∑
k∈Iε
|Y kε |
∫ 1
0
−
∫
Y kε
∣∣∇yN(y + t(h/ε)ei, ϕ)∣∣pdxdt
.
∑
k∈Iε
|Y kε |
∫ 1
0
−
∫
Y+k+t(h/ε)ei
∣∣∇zN(z, ϕ˜)∣∣pdzdt
.
∑
k∈Iε
|Y kε |−
∫
Y
∣∣∇zN(z, ˜˜ϕ)∣∣pdz,
where ϕ˜(z) = ϕ(εz− thei) with z ∈ (k+ thei)+Y , and ˜˜ϕ(z) = ϕ(εz− thei−k− t(h/ε)ei) with z ∈ Y .
Let xˆ = εz − thei − k − t(h/ε)ei, and one may conclude that xˆ ∈ Y k2ε. Note that the periodicity of
the corrector is employed in the last inequality. Therefore, it follows from the estimate (2.1) that∑
k∈Iε
|Y kε |−
∫
Y
∣∣∇N(z, ˜˜ϕ)∣∣pdz . ∑
k∈Iε
|Y kε | inf
xˆ∈Y k2ε
|ϕ(xˆ)|p .
∑
k∈Iε
∫
Y kε
|ϕ|pdx .
∫
Ω
|ϕ|pdx.
Here we use Chebyshev’s inequality in the second inequality. Thus, we arrive at∑
k∈Iε
∫
Y kε
∫ 1
0
∣∣∇yiN(y + t(h/ε)ei, ϕ)∣∣pdtdx . ∫
Ω
|ϕ|pdx. (2.16)
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In terms of the estimate (2.16) and the periodicity of Φ with respective to the first variable, it is
not hard to see that
|Φ(x/ε, ϕ(x))| . |ϕ(x)|ν ∀x ∈ Ω,
where ν = (p− 2)/p if 2 < p <∞, and ν = (2− p)/(p− 3) if 1 < p < 2. Thus, we have∫
Ω
∣∣Φ(y, ϕ)|Dhi ϕ|α∣∣pdx . ∫
Ω
|ϕ|νp|(Dhi ϕ)|αpdx. (2.17)
Finally, the estimates (2.16) and (2.17) imply the desired estimate (2.13), and we have completed
the proof.
Lemma 2.7. Let ϕ ∈ C10(Σ2ε;Rd). Let θ ∈ (0, 1) be given in Lemma 2.2, and assume the same
conditions and notation as in Lemma 2.6. Then, under the additional assumption (1.3), there holds
the following estimate∫
Ω
|Dhi (εN(x/ε, ϕ))− ∂iN(x/ε, ϕ)|pdx
. εpθ(τ−1)
∫
Ω
|ϕ|pdx+ εp−p(1−α)τ

∫
Ω
|ϕ|p−2|Dhi ϕ|2dx if 2 < p <∞;∫
Ω
|ϕ| p(2−p)3−p |Dhi ϕ|
p
3−pdx if 1 < p < 2,
(2.18)
where the up to constant depends on µ0, µ1, µ2, p, d.
Proof. According to the expression (2.12) and the estimate (2.13), it suffices to estimate the following
quantity∫
Ω
∫ 1
0
∣∣∂iN(y + t(h/ε)ej, ϕ¯)− ∂iN(y, ϕ)∣∣pdtdx
.
∫
Ω
∫ 1
0
∣∣∂iN(y + t(h/ε)ej, ϕ¯)− ∂iN(y, ϕ¯)∣∣pdtdx︸ ︷︷ ︸
I1
+
∫
Ω
∣∣∂iN(y, ϕ¯)− ∂iN(y, ϕ)∣∣pdx︸ ︷︷ ︸
I2
.
(2.19)
Then, it follows from the estimate (2.5) that
I1 ≤ (h/ε)pθ
∫
Ω
[∇N(·, ϕ¯)]p
C0,θ(Rd)
dx
∫ 1
0
tpθdt . εpθ(τ−1)
∫
Ω
|ϕ|pdx, (2.20)
where we note that the compact support of ϕ¯ is still included in Ω since 0 < h < ε. Moreover, we
claim that I1 will be the main term, since we have the following computations. In view of (2.3),
I2 ≤
∑
k∈Iε
|Y kε |−
∫
Y kε
|∇yN(y, ϕ¯)−∇yN(y, ϕ)|pdx
. hpα
∑
k∈Iε
|Y kε ||∇ϕ(xˆ)|pα|ϕ(xˆ)|pν . εpτα

∫
Ω
|∇ϕ|2|ϕ|p−2dx, if 2 ≤ p <∞;∫
Ω
|∇ϕ| p3−p |ϕ| p(2−p)3−p dx, if 1 < p ≤ 2,
(2.21)
where the index ν is defined in (2.17), and xˆ ∈ Y kε is due to mean value theorem, and the last step
follows from the definition of Riemann integral for ϕ ∈ C10(Ω). As in the previous lemma, we set
h = ετ with 1 < τ < 1/(1−α), and it is not hard to find that the term I2 will be eaten by the second
term in the right-hand side of (2.13) in terms of the order of ε. That is the reason why we say I1 is
main term here, and the proof is complete.
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Remark 2.8. In terms of p = 2, on account of Lemma 2.6 and the above calculations, there holds∫
Ω
|Dhi (εN(x/ε, ϕ))− ∂iN(x/ε, ϕ)|2dx . ε2
∫
Ω
|∇iϕ|2dx
for any 0 < h < ε. If we further assume ϕ = ψ4ε∇u0, then layer and co-layer type estimates (see
Lemma 3.9) leads to(∫
Ω
|Dhi (εN(x/ε, ϕ))− ∂iN(x/ε, ϕ)|2dx
)1/2
. εβ
(∫
Ω
|∇u0|qdx
)1/q
(2.22)
where q = 2(1 + δ) and δ ∈ (0, 1) is the so-called Meyer’s index.
2.2 Flux corrector and its properties
Lemma 2.9 (Flux correctors). Suppose A satisfies (1.1) and (1.2). Let b(y, ξ) = A(y, ξ+∇N(y, ξ))−
Â(ξ), where y ∈ Y and ξ ∈ Rd. Then we have two properties: (i) −∫
Y
b(·, ξ) = 0; (ii) divb(·, ξ) = 0
in Y . Moreover, there exists pˆ ∈ (1, 2), depending only on p, d, such that the so-called flux corrector
Eji(·, ξ) ∈ W 1,pˆper(Y ) ∩ L2per(Y ), and
bi(y, ξ) =
∂
∂yj
{
Eji(y, ξ)
}
and Eji = −Eij , (2.23)
and there holds(
−
∫
Y
|Eji(·, ξ)− Eji(·, ξ′)|2
) 1
2
.
 |ξ − ξ′|
2
p
(|ξ|+ |ξ′|) (p−2)(1+p)p if 2 < p <∞;
|ξ − ξ′| p−13−p (|ξ|+ |ξ′|) (2−p)(p−1)3−p if 1 < p ≤ 2. (2.24)
Moreover, if we additionally assume the smoothness condition (1.3), then we have
‖∇Eji(·, ξ)‖C0,ρ(Y ) ≤ C|ξ|p−1, (2.25)
where ρ = min{θ, (p− 1)θ}, and C depends only on µ0, µ2, µ3, p and d.
Proof. The proof is quite similar to the linear case (see for example [25, 32]). It is clear to see that
(i) and (ii) follow from the formula (1.5) and the equation (1.6), respectively. To obtain more results,
we first need to verify that bi(·, ξ) ∈ Lqˆ(Y ) with the index qˆ being as follows:
qˆ =(d=1,2) p/(p− 1), qˆ =(d≥3)
{
2d/(d+ 2) if 1 < p ≤ 2d/(2d− 2);
(1 + δ)p/(p− 1) if 2d/(2d− 2) < p <∞. (2.26)
Note that δ ∈ (0, 1) is a small number given in Remark 4.2, and we just employ Meyer’s estimate
(4.3) (note that this estimate is also true for ε = 1.) in the case of 2d/(2d− 2) < p <∞ with d ≥ 3.
In fact, a routine computation leads to(
−
∫
Y
|bi(·, ξ)|qˆ
)1/qˆ
. |ξ|p−1, (2.27)
whose proof is similar to that given for (2.30). Then, it is not hard to see that qˆ ≥ q in each case,
where q is shown in (2.31). This together with the property (i) guarantees the existence of the weak
solution of 
∆fi(·, ξ) = bi(·, ξ) in Y,
fi(·, ξ) ∈ H1per(Y ), −
∫
Y
fi(·, ξ) = 0
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for each i and ξ ∈ Rd. Also, we have the following energy estimate
‖Eji‖L2(Y ) . ‖∇fi‖L2(Y ) . ‖bi‖Lqˆ(Y ) . |ξ|p−1. (2.28)
Let Eji(y, ξ) =
∂
∂yj
{
fi(y, ξ)
} − ∂
∂yi
{
fj(y, ξ)
}
. Obviously, Eji = −Eij , and one may derive the first
expression in (2.23) from the fact (ii) in a weak sense. In fact, one may further show that Eji(·, ξ) ∈
W 1,pˆper(Y ) with some pˆ ∈ (0, 2) given by
pˆ =
{
q˜ ∈ (1, 2), 1 < p ≤ 2, and d = 1, 2;
qˆ, other cases.
Let Y ⊂ B(0, 2/3), and it follows from the Caldero´n-Zygmund theorem coupled with a localization
argument that,
‖∇2f(·, ξ)‖Lpˆ(Y ) . ‖∇f(·, ξ)‖Lpˆ(B(0,1)) + ‖b(·, ξ)‖Lpˆ(B(0,1))
. ‖∇f(·, ξ)‖L2(Y ) + ‖b(·, ξ)‖Lqˆ(Y )
. ‖b(·, ξ)‖Lqˆ(B(Y )),
(2.29)
in which we use the periodicity of f(·, ξ) and a covering argument in the second inequality, and the
estimate (2.28) in the last one. Note that 1 < pˆ ≤ qˆ in each case. Collecting the estimates (2.27)
and (2.29), we obtain the estimate (
−
∫
Y
|∇E(·, ξ)|pˆ
)1/pˆ
. |ξ|p−1.
Then, we turn to show the estimate (2.24). For any ξ, ξ′ ∈ Rd, note that(
−
∫
Y
|Eji(y, ξ)−Eji(y, ξ′)|2dy
)1
2
.
(
−
∫
Y
∣∣∇(fi(y, ξ)− fi(y, ξ′))∣∣2dy)12
. −
∫
Y
(∣∣bi(y, ξ)− bi(y, ξ′)∣∣qdy)1q , (2.30)
where we employ an H1 estimate in the second step, and
q =

2d/(d+ 2) if d ≥ 3;
1 < q < 2 if d = 2;
q = 1 if d = 1.
(2.31)
Then, we carry out a computation in the case of p > 2, which in fact involves higher regularity of
P (·, ξ). By definition, the right-hand side of (2.30) is controlled by(
−
∫
Y
|A(·, P (·, ξ))− A(·, P (·, ξ′))|q
)1/q
+
∣∣Â(ξ)− Â(ξ′)∣∣
.
(
−
∫
Y
|P (·, ξ)− P (·, ξ′)|q(|P (·, ξ)|+ |P (·, ξ′)|)q(p−2))1/q︸ ︷︷ ︸
I
+|ξ − ξ′|(|ξ|+ |ξ′|)p−2.
where we use the assumption (1.2) and the estimate (2.7) in the inequality. Then, it follows from
Ho¨lder’s inequality that
I ≤
(
−
∫
Y
|P (·, ξ)− P (·, ξ′)|p
) 1
p
(
‖P (·, ξ)‖L∞(Y ) + ‖P (·, ξ′)‖L∞(Y )
)p−2
. |ξ − ξ′| 2p (|ξ|+ |ξ′|) (p−2)(1+p)p ,
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where we use the estimates (2.3), (2.5) in the second inequality. This is the first line of (2.24) , and
we continue to show the case 1 < p ≤ 2. On account of (2.8), it suffices to compute the following
quantity, and by (1.2) we have(
−
∫
Y
|A(·, P (·, ξ))−A(·, P (·, ξ′))|q
)1/q
.
(
−
∫
Y
|P (·, ξ)− P (·, ξ′)|q(p−1)
)1/q
.
(
−
∫
Y
|P (·, ξ)− P (·, ξ′)|p
) p−1
p
. |ξ − ξ′| p−13−p (|ξ|+ |ξ′|) (2−p)(p−1)3−p ,
where we use the fact that p
p−1
≥ 2 in the second inequality (which gives p
q(p−1)
≥ 1), and (2.3) in
the last one. This ends the proof of the stated estimate (2.24).
We now proceed to prove the estimate (2.25). On account of Lemma 2.4, the assumptions
(1.1), (1.2), one may have
‖b(·, ξ)‖L∞(Rd) ≤ ‖P (·, ξ)‖p−1L∞(Rd) + |Â(ξ)| . |ξ|p−1.
where we also use the estimate (2.5) in the second inequality. For any y1, y2 ∈ Rd with |y1− y2| ≪ 1,
we first have
|b(y1, ξ)− b(y2, ξ)| .
∣∣A(y1, P (y1, ξ))− A(y2, P (y1, ξ))∣∣︸ ︷︷ ︸
I1
+
∣∣A(y2, P (y1, ξ))−A(y2, P (y2, ξ))∣∣︸ ︷︷ ︸
I2
.
Then, it follows from the assumption (1.3) and the estimate (2.5) that
I1 ≤ µ3|y1 − y2|‖P (·, ξ)‖p−1L∞(Rd) . |ξ|p−1|y1 − y2|.
Similarly, by the assumption (1.2), and the estimate (2.5) we derive that
I2 ≤ µ1
{ ‖P (·, ξ)‖p−2
L∞(Rd)
[P (·, ξ)]C0,θ(Rd)|y1 − y2|θ
[P (·, ξ)]p−1
C0,θ(Rd)
|y1 − y2|(p−1)θ
.
{
|ξ|p−1|y1 − y2|θ 2 ≤ p <∞;
|ξ|p−1|y1 − y2|(p−1)θ 1 < p < 2.
Hence, by setting ρ = min{θ, (p− 1)θ}, combining the above estimates leads to[
b(·, ξ)]
C0,ρ(Rd)
+ ‖b(·, ξ)‖L∞(Rd) . |ξ|p−1. (2.32)
This together with interior Schauder estimate (see for example [18, Theorem 5.19]) leads to[∇2fi]C0,ρ(Y ) . ‖∇fi‖L2(B(0,2/3)) + ‖bi‖C0,ρ(B(0,2/3)) . |ξ|p−1,
in which we use the estimates (2.28) and (2.32) in the second inequality. This implies the desired
estimate (2.25), and we have completed the whole proof.
Remark 2.10. In fact, the estimate (2.24) is still true if the integrand |Eji(y, ξ) − Eji(y, ξ′)| is
replaced by |∇yEji(y, ξ)−∇yEji(y, ξ′)|. Since Eji(y, ξ) satisfies
∆Eji(·, ξ) =
(∇× b(·, ξ))
ji
=: ∇jbi(·, ξ)−∇ibj(·, ξ) (2.33)
the result follows from the linearity and Caccioppoli’s inequality, i.e.,(
−
∫
Y
|∇Eji(·, ξ)−∇Eji(·, ξ′)|2
)1/2
.
(
−
∫
2Y
|Eji(·, ξ)−Eji(·, ξ′)|2
)1/2
+
(
−
∫
2Y
∣∣bi(·, ξ)− bi(·, ξ′)∣∣2)1/2.
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Thus, in view of (2.24), it suffices to estimate the last term above, while it admits the same com-
putations as in the proof of (2.30). We do not repeat here. Finally, we mention that the equation
(2.33) may be referred to as the definition of the flux corrector (see [15, Lemma 1]).
Lemma 2.11. Let ϕ ∈ C10(Ω;Rd). Assume the same conditions as in Lemma 2.9. Let Eji(·, ξ) ∈
W 1,pˆper(Y ) ∩ L2per(Y ) with pˆ ∈ (1, 2) be the flux corrector, then there exists Ψji(·, ϕ) ∈ L2(Y ) satisfying
(
−
∫
Y
|Ψji(·, ϕ)|2
) 1
2
.
 |ϕ|
(p−2)(1+p)
p if 2 ≤ p <∞;
|ϕ| (2−p)(p−1)3−p if 1 < p ≤ 2,
(2.34)
such that
• in the case of p = 2, we have
ε
∂
∂xj
[
Eji(x/ε, ϕ)
]
=
∂
∂yj
[
Eji(x/ε, ϕ)
]
+ ε
∂
∂ξk
[
Eji(·, ϕ)
]∂ϕk
∂xj
(2.35)
with the estimate (
−
∫
Y
|∇ξEji(·, ϕ)|2
)1/2
≤ C(µ0, µ1, d); (2.36)
• in the case of p ∈ (1, 2) ∪ (2,∞), there holds
Dhj (εEji(y, ϕ)) =
∫ 1
0
∂jEji(y + t(h/ε)ej, ϕ¯)dt+ εh
γ−1Ψji(y, ϕ)
∣∣Dhj ϕ∣∣γ, (2.37)
where ϕ¯ = ϕ(·+ hej), and γ is defined in (1.12).
Moreover, let h = ετ with 1 < τ < 1/(1− γ), and 1 < r ≤ p/(p− 1), we obtain∫
Ω
|Dhj (εEji(x/ε, ϕ))− ∂jEji(x/ε, ϕ)|rdx
. εrρ(τ−1)
∫
Ω
|ϕ|r(p−1)dx+ εr−r(1−γ)τ

∫
Ω
|ϕ| r(p−2)(1+p)p |Dhjϕ|
2r
p dx if 2 < p <∞;∫
Ω
|ϕ| r(2−p)(p−1)3−p |Dhjϕ|
(p−1)r
3−p dx if 1 < p < 2,
(2.38)
in which ρ = min{θ, θ(p− 1)}, and the up to constant depends on µ0, µ1, µ2, p and d.
Remark 2.12. Although one can not expect that the estimate (2.34) is true in a L∞-norm, the
quantities Ψ(·/ε, ϕ(·)) and ∂jEji(·/ε, ϕ(·)) are still continuous under the smoothness assumption
(1.3). In the end, we mention that the estimate (2.38) is also valid for the operator D−hj .
Proof. Obviously, using the same argument as in the proof of Lemma 2.6, we may easily carry out
the proof for the estimate (2.34) and the formula (2.37), which are all based upon the estimate
(2.24). Meanwhile, (2.35) and (2.36) have been shown in the previous work [29]. Here we just give
the expression of
Ψji(y, ϕ) =
Eji(y, ϕ(·+ hei))− Eji(y, ϕ)
|ϕ(·+ hei)− ϕ|γ ,
and note that |ϕ(·+ hei)| . |ϕ| as long as h is sufficiently small, and this inequality is independent
of the variable of ϕ, and this has shown the equality (2.37).
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Then we turn to show the estimate (2.38), and use the same notation as in the proof of Lemma
2.6. Let Y iε = ε(i+ Y ) for i ∈ Zd, and we collect a family of {Y iε }, whose index set is denoted by Iε,
such that suppϕ ⊂ ∪i∈IεY iε ⊂ Ω and Y iε ∩ Y jε = ∅ if i 6= j. Thus, the left-hand side of (2.38) may be
controlled by∑
k∈Iε
∫
Y kε
∣∣Dhj (εEji(x/ε, ϕ))− ∂jEji(x/ε, ϕ)∣∣rdx ≤ εr−r(1−γ)τ ∑
k∈Iε
∫
Y kε
∣∣Ψji(y, ϕ)∣∣r|Dhjϕ|rγdx︸ ︷︷ ︸
I1
+
∫
Ω
∫ 1
0
∣∣∂jEji(y + t(h/ε)ej, ϕ¯)− ∂jEji(y, ϕ)∣∣rdtdx︸ ︷︷ ︸
I2
,
where ϕk = infx∈Y kε |ϕ|, and xˆ ∈ Y kε . Then, by a similar computation given in the proof of (2.20), we
have
I2 . (h/ε)
rρ
∫ 1
0
trρdt
∫
Ω
[∇E(·, ϕ¯)]r
C0,ρ(Rd)
dx+
∫
Ω
∣∣∂jEji(y, ϕ¯)− ∂jEji(y, ϕ)∣∣rdx︸ ︷︷ ︸
I3
. εrρ(τ−1)
∫
Ω
|ϕ|r(p−1)dx+ εrτγ
∫
Ω
|∇ϕ|rγ|ϕ|rβ˜dx,
(2.39)
where we use the estimate (2.25) to derive the first term in the second inequality. Note that the
calculation for I3 is totally similar to that given in (2.21), and a required estimate could be found in
Remark 2.10. The notation β˜ is given after the estimate (2.40). Also, an analogy computation leads
to
I1 .
∑
k∈Iε
|Y kε |−
∫
Y kε
|Ψ(y, ϕ)|rdx|(Dhjϕ)(xˆ)|rγ
.
∑
k∈Iε
|Y kε ||ϕk|rβ˜|(Dhjϕ)(xˆ)|rγ .
∫
Ω
|ϕ|rβ˜|(Dhjϕ)|rγdx,
(2.40)
where β˜ = (p − 2)(1 + p)/p if 2 < p < ∞, and β˜ = (2 − p)(p − 1)/(3 − p) if 1 < p < 2. Here the
point xˆ ∈ Y kε is such that |Dhi (ϕ)(xˆ)| = supx∈Y kε |Dhi (ϕ)(x)|, and then we choose ϕk = ϕ(xˆ). In fact,
we employ the estimate (2.34) in the second inequality, and the last one is due to the definition of
Riemann integral for ϕ ∈ C10(Ω). Finally, the estimates (2.39) and (2.40) imply the desired estimate
(2.38), and the proof is complete.
2.3 Smoothing operator and its properties
Definition 1. Fix a nonnegative function ζ ∈ C∞0 (B(0, 1/2)), and
∫
Rd
ζ(x)dx = 1. Define the
smoothing operator
Sε(f)(x) = f ∗ ζε(x) =
∫
Rd
f(x− y)ζε(y)dy, (2.41)
where ζε = ε
−dζ(x/ε).
Lemma 2.13. Let f ∈ Lp(Ω) for some 1 ≤ p <∞. Then for any ̟ ∈ Lpper(Y ),∥∥̟(·/ε)Sε(f)∥∥Lp(Ω) ≤ C∥∥̟∥∥Lp(Y )∥∥f∥∥Lp(Ω), (2.42)
where C depends only on ζ and d.
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Proof. The proof may be find in [26, Lemma 2.1] or [28, Lemma 3.2].
Lemma 2.14. Let f ∈ W 1,p(Σε) for some 1 < p <∞. Then we have∥∥Sε(f)− f∥∥Lp(Σ2ε) ≤ Cε∥∥∇f∥∥Lp(Σε), (2.43)
where C depends only on d.
Proof. The proof may be found in [26, Lemma 2.2] and [28, Lemma 3.3], which is based upon the
characterization of W 1,p functions, i.e., ‖f(· − εy)− f(·)‖Lp(Σ2ε) ≤ ε‖∇f‖Lp(Σε), where |y| ≤ 1. This
together with Minkowskis inequality consequently leads to the stated estimate (2.43).
Remark 2.15. To obtain the inequality (1.22), we need to apply the estimate (2.43) in each of small
cells Y kε (see the proof of (3.13)). So, it is crucial in applications that the constant C is independent
of the size of domain. Compared to [28, Lemma 3.3], it is not hard to see that |∇u0|r with some
r > 1 in (1.22) plays a role as a weight.
3 Convergence rates
3.1 Variational formula
Lemma 3.1. Let Ω ⊂ Rd be a bounded Lipschitz domain. Suppose that uε, u0 ∈ W 1,p(Ω) satisfy
Lεuε = L0u0 in Ω with uε = u0 on ∂Ω. For any ϕ ∈ C10(Ω;Rd), the first-order approximating
corrector is given by vε = u0 + εN(x/ε, ϕ), and let V = (Vi) ∈ Lp(Ω;Rd), with
Vi(x) = ∇iu0(x) +Dhi
(
εN(x/ε, ϕ)
)
(3.1)
for some 0 < h < ε. Assume that A satisfies (1.1) and (1.2), then we have∫
Ω
(
A(x/ε,∇uε)− A(x/ε, V )
) · (∇uε − V )dx
=
∫
Ω
[
Â(∇u0)−A(x/ε, V )
] · (∇uε − V )dx− o(ε) ∫
Ω
N(x/ε, ϕ)dx
(3.2)
as h is sufficiently small.
Proof. In fact, it suffices to show∫
Ω
A(x/ε,∇uε) · (∇uε − V )dx =
∫
Ω
Â(∇u0) · (∇uε − V )dx− o(ε)
∫
Ω
N(x/ε, ϕ)dx.
In view of Lεuε = L0u0 in Ω, one may have
D−hi
[
A(x/ε,∇uε)− Â(∇u0)
]
= o(1),
as h→ 0. This gives∫
Ω
D−hi
[
Ai(x/ε,∇uε)− Âi(∇u0)
]
εN(x/ε, ϕ)dx = o(ε)
∫
Ω
N(x/ε, ϕ)dx,
and using integration by parts for difference quotients,∫
Ω
Ai(x/ε,∇uε)Dhi
(
εN(x/ε, ϕ)
)
dx =
∫
Ω
Âi(∇u0)Dhi
(
εN(x/ε, ϕ)
)
dx− o(ε)
∫
Ω
N(x/ε, ϕ)dx.
22
Note that N(x/ε, ϕ) = 0 on ∂Ω due to Remark (2.3). On the other hand, we have∫
Ω
A(x/ε,∇uε) ·
(∇uε −∇u0)dx = ∫
Ω
Â(∇u0) ·
(∇uε −∇u0)dx,
where we also use the fact that uε − u0 ∈ W 1,p0 (Ω). Obviously, the above two equalities imply the
desired equality (3.2). We are done.
Lemma 3.2. Assume the same conditions as in Lemma 3.1. Let K = (Ki) be with
Ki = ∇iuε −∇iu0 −Dhi
(
εN(y, ϕε)
)
, y = x/ε. (3.3)
Also assume ϕε = Sε(ψ4ε∇u0), where ψ4ε ∈ C10(Ω) is defined in (1.27). Then we have
‖K‖pLp(Ω) ≤
∣∣∣∣ ∫
Ω
[
Â(∇u0)− Â(ϕε)
+ Â(ϕε)−A(x/ε, P (x/ε, ϕε))
+ A(x/ε, P (x/ε, ϕε))− A(x/ε, V )
]
·Kdx
∣∣∣∣,
(3.4)
by ignoring a quantity o(ε).
Proof. In view of the assumption (1.2), the left-hand side of the equality (3.2) gives∫
Ω
(
A(x/ε,∇uε)− A(x/ε, V )
) ·Kdx ≥ µ0‖K‖pLp(Ω), (3.5)
while its right-hand side is equal to∫
Ω
[
Â(∇u0)− Â(ϕε) + Â(ϕε)− A(x/ε, P (x/ε, ϕε))
+ A(x/ε, P (x/ε, ϕε))−A(x/ε, V )
]
·Kdx+ o(ε)
∫
Ω
N(x/ε, ϕε)dx.
(3.6)
Note that ∫
Ω
|N(x/ε, ϕε)|dx .
∑
k∈Iε
|Y kε |−
∫
Y kε
|N(x/ε, ϕε)|dx
.
∑
k∈Iε
|Y kε | inf
x∈Y kε
|ϕε| .
∫
Ω
|ϕε|dx .
∫
Σ4ε
|∇u0|dx
(3.7)
where we use the estimate (2.1) in the second inequality, and the last one follows from the estimate
(2.42) by recalling ϕε = Sε(ψ4ε∇u0). Thus, due to the estimate (3.7) we may omit the second term
of (3.6), otherwise there is nothing to prove. Combining the estimates (3.5) and (3.6) leads to our
desired estimate (3.4), and we have completed the proof.
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3.2 Estimates involving a shift argument
Lemma 3.3. Assume the same conditions as in Lemma 3.2. Let K be defined in (3.3), and u0 ∈
W 1,p(Ω) satisfies L0(u0) = Lε(uε) = 0 in Ω with the assumption (1.14). Then we have∣∣∣ ∫
Ω
[
Â(∇u0)− Â(ϕε)
] · K˜dx∣∣∣ . (1− I{p=2})|ΩM,ε|β(p−1)(∫
ΩM,ε
|∇u0|qdx
)p−1
q
+

(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+ ε
(∫
Σ4ε
|∇2u0|2|∇u0|p−2dx
) 1
2
(∫
Ω
|∇u0|p
)p−2
2p
if p ∈ [2,∞);
(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+ ε
p−1
3−p
(∫
Σ4ε
|∇2u0|pdx
) p−1
p(3−p)
(∫
Ω
|∇u0|p
) (2−p)(p−1)
p(3−p)
if p ∈ (1, 2),
(3.8)
where the up to constant depends on µ0, µ1, p and d.
Proof. Obviously, the proof should be divided into two parts. We first handle the case 2 ≤ p < ∞.
It follows from the estimate (2.7) that∣∣∣ ∫
Ω
[
Â(∇u0)− Â(ϕε)
] · K˜dx∣∣∣ . ∫
Ω
|∇u0 − ϕε|
(|∇u0|+ |ϕε|)p−2|K˜|dx
.
∫
Ω\Σ3ε
|∇u0|p−1|K˜|dx+
∫
Σ3ε
|∇u0 − ϕε||∇u0|p−2|K˜|dx
.
∫
Ω\Σ8ε
|∇u0|p−1|K˜|dx︸ ︷︷ ︸
I1
+
∫
Σ3ε
|ψ4ε∇u0 − ϕε||∇u0|p−2|K˜|dx︸ ︷︷ ︸
I2
(3.9)
in which we recall that ϕε = Sε(ψ4ε∇u0), and employ the facts:
suppSε(ψ4ε∇u0) ⊂ Σ3ε, and
∣∣Sε(ψ4ε∇u0)(x)∣∣ ≤ 2|∇u0(x)| ∀x ∈ Σ3ε, (3.10)
whenever ε is sufficiently small. Also, the last step is due to the definition of the cut-off function.
The easier term is
I1 ≤
(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
. (3.11)
Then we show the estimate on I2,
I2 ≤
(∫
Σ3ε
|ψ4ε∇u0 − ϕε|
p
p−1 |∇u0|
p(p−2)
p−1 dx
)1− 1
p
≤
(∫
Σ3ε\ΩM,ε
|ψ4ε∇u0 − ϕε|
p
p−1 |∇u0|
p(p−2)
p−1 dx︸ ︷︷ ︸
I21
)1− 1
p
+
(∫
ΩM,ε
|ψ4ε∇u0 − ϕε|
p
p−1 |∇u0|
p(p−2)
p−1 dx︸ ︷︷ ︸
I22
)1− 1
p
.
Let Σ3ε \ΩM,ε ⊂ ∪k∈I′εY kε . Clearly, I ′ε ⊂ Iε, and the set Σ3ε \ΩM,ε is open. Here the notation Y kε and
Iε are given in Lemma 2.6. Note that for any k ∈ I ′ε, there holds a Harnack’s inequality
sup
Y k2ε
|∇u0| ≤ 4 inf
Y k2ε
|∇u0| (3.12)
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in small scales, since |∇u0| > Mεϑ in Σ3ε \ ΩM,ε under the assumption (1.14), Thus, where we use
the estimate (2.43) in the small scales. Then, one may have the following computation:
I21 ≤
∑
k∈I′ε
(∫
Y kε
|ψ4ε∇u0 − ϕε|
p
p−1dx
)
sup
Y kε
|∇u0|
p(p−2)
p−1
. ε
p
p−1
∑
k∈I′ε
(∫
Y k2ε
∣∣∇(ψ4ε∇u0)∣∣ pp−1dx) inf
Y k2ε
|∇u0|
p(p−2)
p−1
. ε
p
p−1
∑
k∈I′ε
∫
Y k2ε
∣∣∇(ψ4ε∇u0)∣∣ pp−1 |∇u0| p(p−2)p−1 dx
. ε
p
p−1
∫
Ω
∣∣∇(ψ4ε∇u0)∣∣ pp−1 |∇u0| p(p−2)p−1 dx
(3.13)
where we use the estimate (2.43) in the small scales, as well as (3.12) in the second inequality. Then,
the last line above will be immediately controlled by∫
Ω\Σ8ε
|∇u0|pdx+ ε
p
p−1
∫
Σ4ε
∣∣∇2u0∣∣ pp−1 |∇u0| p(p−2)p−1 dx.
Therefore, we arrive at
I21 .
{∫
Ω\Σ8ε
|∇u0|pdx+ ε
p
p−1
(∫
Σ4ε
∣∣∇2u0∣∣2|∇u0|p−2dx) p2(p−1)(∫
Ω
|∇u0|pdx
) p−2
2(p−1)
}
,
where we just merely use Ho¨lder’s inequality and it asks for the condition p ≥ 2. We now proceed to
show the estimate on I22. Note that it is fine to assume that there are finite connected components,
denoted by {Ωi}k0i=1 such that ΩM,ε = ∪k0i=1Ωi since the geometry of ΩM,ε is not bad in general on
account of the assumption (1.14).
I22 ≤
k0∑
i=1
∫
Ωi
|∇u0|pdx ≤
k0∑
i=1
|Ωi|1−
p
q
(∫
Ωi
|∇u0|qdx
)p
q
. |ΩM,ε|1−
p
q
(∫
ΩM,ε
|∇u0|qdx
)p
q
, (3.14)
where we just use Ho¨lder’s inequality. Thus, Plugging the above expression back into I2, we have
I2 . |ΩM,ε|β(p−1)
(∫
ΩM,ε
|∇u0|qdx
) p−1
q
+
(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+ ε
(∫
Σ4ε
∣∣∇2u0∣∣2|∇u0|p−2dx) 12(∫
Ω
|∇u0|pdx
)p−2
2p
,
where we use Ho¨lder’s inequality in the second line, which asks for the condition p ≥ 2. This together
with the estimates (3.9) and (3.11) consequently gives the first line of the desired estimate (3.8).
Now, we turn to show the proof in the case of 1 < p < 2. In view of the estimate (2.8),∣∣∣ ∫
Ω
[
Â(∇u0)− Â(ϕε)
] · K˜dx∣∣∣ . ∫
Ω
|∇u0 − ϕε|
p−1
3−p
(|∇u0|+ |ϕε|) (p−1)(2−p)3−p |K˜|dx
.
(∫
Ω
|∇u0 − ϕε|
p
3−p
(|∇u0|+ |ϕε|)p(2−p)3−p dx)1− 1p︸ ︷︷ ︸
I3
.
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In fact, it suffices to estimate the term I3, and we have
I3 ≤
(∫
Ω\Σ3ε
|∇u0|pdx
)1− 1
p
+
(∫
Σ3ε
|∇u0 − ϕε|
p
3−p
∣∣∇u0∣∣ p(2−p)3−p dx)1− 1p
.
(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+
(∫
Σ4ε
|ψ4ε∇u0 − ϕε|
p
3−p
∣∣∇u0∣∣ p(2−p)3−p dx)1− 1p
by noting the facts (3.10). Then using the same argument as in the proof of the estimates (3.13),
(3.14) we can derive that
I3 . |ΩM,ε|β(p−1)
(∫
ΩM,ε
|∇u0|qdx
) p−1
q
+
(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+ ε
p−1
3−p
(∫
Σ4ε
|∇2u0|
p
3−pdx
) p−1
p(3−p)
(∫
Ω
|∇u0|pdx
) (p−1)(2−p)
p(3−p)
,
where we also use the Ho¨lder’s inequality in the above estimate, which requires the condition 1 <
p < 2. This will give the second line of (3.8), and we have completed the whole proof.
3.3 Applications of the flux corrector
Lemma 3.4. Assume the same conditions as in Lemma 3.2. Let K be defined in (3.3), and Eji be
the flux corrector defined in Lemma 2.9. Then we obtain∣∣∣∣ ∫
Ω
[
Â(ϕε)− A(y, P (y, ϕε))
] ·Kdx∣∣∣∣
≤

∫
Ω
∣∣D−hj (εEji(y, ϕε))− ∂jEji(y, ϕε)∣∣∣∣Ki∣∣dx if p ∈ (1, 2) ∪ (2,∞);∫
Ω
∣∣∣{ ∂
∂ξk
[
Eji(x/ε, ϕε)
] ∂
∂xj
[
(ϕε)k
]}
Ki
∣∣∣dx if p = 2;
(3.15)
by ignoring a systematic error o(ε), where the notation (ϕε)k denotes the k
th component of ϕε, and
ϕε is given in Lemma 3.2.
Remark 3.5. In the case p = 2, there is in fact no real systematic error.
Proof. The main idea is to use the antisymmetry of the flux corrector E as one did in the linear
equations, which play an important role in quantitative estimates. We first show a proof of the first
case of (3.15), and inspired by the equation (2.37),∫
Ω
[
Â(ϕε)− A(y, P (y, ϕε))
] ·Kdx = −∫
Ω
∂
∂yj
[
Eji(y, ϕε)
]
Kidx
=
∫
Ω
(
D−hj
[
εEji(y, ϕε)
]− ∂
∂yj
[
Eji(y, ϕε)
])
Kidx+ ε
∫
Ω
Eji(y, ϕε)D
h
j (Ki)dx,
(3.16)
where we use “integration by parts” formula for difference quotients,
−
∫
Ω
D−hj
[
εEji(y, ϕε)
]
Kidx = ε
∫
Ω
Eji(y, ϕε)D
h
j (Ki)dx.
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Since ∇uε,∇u0 ∈ Lp(Ω;Rd) with higher regularities, there may hold the following facts
Ki = D
h
i
[
uε + u0 + εN(y, ϕε)︸ ︷︷ ︸
f
]
+ o(1)ei and D
h
jD
h
i f = D
h
iD
h
j f (3.17)
in a weak sense, whenever 0 < h≪ 1. This together with the property (2.23) leads to∣∣∣ε ∫
Ω
Eji(y, ϕε)D
h
j (Ki)dx
∣∣∣ ≤ o(ε) ∫
Ω
|E(y, ϕε)|dx.
Note that ∫
Ω
|E(y, ϕε)|dx ≤
∑
k∈Iε
|Y kε |−
∫
Yε
|E(y, ϕε)|dx .
∫
Ω
|ϕε|dx .
∫
Ω
|∇u0|dx,
where we use the estimate (2.28) in the second inequality. Thus, ignoring the quantity
o(ε)
∫
Ω
|∇u0|dx,
the estimate (3.16) gives the first line of (3.15). Then we turn to show a proof for its second line.
In terms of the equation (2.35), there holds∫
Ω
[
Â(ϕε)− A(y, P (y, ϕε))
] ·Kdx = −∫
Ω
∂
∂yj
[
Eji(y, ϕε)
]
Kidx
= −
∫
Ω
∂
∂xj
[
εEji(y, ϕε)
]
Kidx+ ε
∫
Ω
∂
∂ξk
[
Eji(y, ϕε)
] ∂
∂xj
[
(ϕε)k
]
Kidx.
(3.18)
Note that we also have
∂
∂xj
[
Eji(y, ϕε)
]
= D−hj
[
Eji(y, ϕε)
]
+ o(1)ei,
as h is sufficiently small (in such the case, h could be independent of ε). Thus, the above formula
together with the formula (3.17) and the antisymmetry property (2.23) gives∫
Ω
∂
∂xj
[
εEji(y, ϕε)
]
Kidx = ε
∫
Ω
D−hj
[
Eji(y, ϕε)
]
Kidx+ o(ε)ei
∫
Ω
Kidx
= ε
∫
Ω
D−hj
[
Eji(y, ϕε)
]
Dhi fdx+ o(ε)
∫
Ω
D−hj
[
Eji(y, ϕε)
]
dx+ o(ε)ei
∫
Ω
Kidx
= o(ε)ei
∫
Ω
Kidx.
Then, plugging this back into the formula (3.18) leads to our desired estimate in (3.15). We also
mention that in the last step above, we employ the following fact that∫
Ω
D−hj
[
Eji(y, ϕε)
]
dx =
∫
Ω
D−hj
[
Eji(y, ϕε)
]
ψεdx = −
∫
Ω
[
Eji(y, ϕε)
]
Dhj ψεdx = 0,
where ϕε = Sε(ψ4ε∇u0), and both of ψε and ψ4ε are cut-off functions defined in (1.27). This ends
the proof.
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3.4 Estimates on remainder terms
Lemma 3.6 (p > 2). Assume the same conditions as in Lemma 3.2. Let K be defined in (3.3), and
u0 ∈ W 1,p(Ω) be with the assumption (1.14). Then by setting K˜ = K/‖K‖Lp(Ω), we obtain∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣ . the first line of r.h.s. of (3.8) + (∫
Ω\Σ3ε
|∇u0|
p
p−1dx
) p−1
p
+
(∫
Ω
∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣pdx)1− 2p(∫
Ω
|∇u0|pdx
) 1
p
+
(∫
Ω
∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣pdx) 1p(∫
Ω
|∇u0|pdx
)1− 2
p
+
(∫
Ω
∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣pdx)1− 1p ,
(3.19)
where the up to constant depends only on µ0, µ1, p and d.
Proof. It follows from the assumption (1.2) that∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣ . ∫
Ω
|P (y, ϕε)− V |
(|P (y, ϕε)|+ |V |)p−2|K˜|dx. (3.20)
Recalling the expression V in (3.1), the right-hand side above will be controlled by∫
Ω
|ϕε −∇u0|
(|P (y, ϕε)|+ |∇u0|)p−2|K˜|dx := I1
+
∫
Ω
|ϕε −∇u0|
∣∣Dh(εN(y, ϕε))∣∣p−2|K˜|dx := I2
+
∫
Ω
∣∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣∣(|P (y, ϕε)|+ |V |)p−2|K˜|dx. := I3
Before proceeding further, we state the following facts: there holds
|P (x/ε, ϕε(x))| . |ϕε(x)| . |∇u0(x)| (3.21)
for any x ∈ Σ3ε, according to the estimates (2.5), (3.10) and, Remark 2.3 implies
P (x/ε, ϕε(x)) = 0 ∀x ∈ Ω \ Σ3ε. (3.22)
Hence, using (3.21), (3.22) one may have
I1 .
∫
Σ3ε
|ϕε −∇u0||∇u0|p−2|K˜|dx+
∫
Ω\Σ3ε
|∇u0|p−1|K˜|dx
. r.h.s. of (3.8),
(3.23)
where the second inequality is due to the estimate (3.9). By the same token, we also have∫
Ω
|ϕε −∇u0|
∣∣∇yN(y, ϕε)∣∣p−2|K˜|dx
.
∫
Σ3ε
|ϕε −∇u0||∇u0|p−2|K˜|dx+
∫
Ω\Σ3ε
|∇u0|p−1|K˜|dx . r.h.s. of (3.8).
(3.24)
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We now turn to show the estimate of I2, and
I2 ≤
∫
Ω
|ϕε −∇u0|
∣∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣∣p−2|K˜|dx
+
∫
Ω
|ϕε −∇u0|
∣∣∇yN(y, ϕε)∣∣p−2|K˜|dx.
Note that the estimate of the second term in the right-hand side above has been shown in (3.24).
Thus we merely handle its first term, and∫
Ω
|ϕε −∇u0|
∣∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣∣p−2|K˜|dx
.
∫
Ω\Σ3ε
|∇u0||K˜|dx+
∫
Σ3ε
|∇u0|
∣∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣∣p−2|K˜|dx
.
(∫
Ω\Σ3ε
|∇u0|
p
p−1dx
)1− 1
p
+
(∫
Σ3ε
∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣pdx)1− 2p( ∫
Ω
|∇u0|pdx
) 1
p
by using the facts (3.21) and (3.22) in the first inequality, and the last one follows from Ho¨lder’s
inequality. This together with the estimate (3.24) gives
I2 . r.h.s. of (3.8) +
(∫
Ω\Σ3ε
|∇u0|
p
p−1dx
)1− 1
p
+
(∫
Σ3ε
∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣pdx)1− 2p(∫
Ω
|∇u0|pdx
) 1
p
.
(3.25)
We proceed to estimate I3, and it follows from (3.21) that
I3 .
∫
Σ3ε
∣∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣∣|∇u0|p−2|K˜|dx := I31
+
∫
Σ3ε
∣∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣∣∣∣Dh(εN(y, ϕε))∣∣p−2|K˜|dx. := I32
Then we will compute one by one, and the easier one is
I31 ≤
(∫
Σ3ε
∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣pdx) 1p(∫
Ω
|∇u0|pdx
)1− 2
p
. (3.26)
By using triangle’s inequality coupled with Ho¨lder’s inequality, we obtain
I32 .
∫
Σ3ε
∣∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣∣p−1|K˜|dx
+
∫
Σ3ε
∣∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣∣∣∣∇yN(y, ϕε)∣∣p−2|K˜|dx
.
(∫
Σ3ε
∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣pdx)1− 1p + r.h.s. of (3.26),
where we also use the fact (3.21) in the last step. Obviously, I3 . I32. Plugging it with (3.23), (3.25)
back into the estimate (3.20), we will have the desired estimate (3.19), and have completed the whole
proof.
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Lemma 3.7 (1 < p ≤ 2). Assume the same conditions as in Lemma 3.6. Then we have∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣ . (∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+ εp−1
(∫
Σ4ε
|∇2u0|pdx
)1− 1
p
+
(∫
Ω
∣∣Dh(εN(y, ϕε))−∇yN(y, ϕε)∣∣pdx)1− 1p . (3.27)
Proof. In terms of the assumption (1.2), we have∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣ . ∫
Ω
∣∣P (y, ϕε)− V ∣∣p−1∣∣K˜∣∣dx
.
(∫
Ω
∣∣P (y, ϕε)− V ∣∣pdx)1− 1p ,
and the right-hand side is further controlled by(∫
Ω
∣∣ϕε −∇u0∣∣pdx)1− 1p︸ ︷︷ ︸
I
+
(∫
Ω
∣∣∇yN(y, ϕε)−Dh(εN(y, ϕε))∣∣pdx)1− 1p .
Recall that ϕε = Sε(ψ4ε∇u0). By (2.43), one may derive that
I .
(∫
Ω\Σ8ε
|∇u0|pdx
)1− 1
p
+ εp−1
( ∫
Σ4ε
|∇2u0|pdx
)1− 1
p
,
and this together with the above estimate shows the estimate (3.27). The proof is complete.
3.5 Layer and co-layer type estimates
Lemma 3.8 (higher regularity estimates for u0). Suppose that Â satisfies the structure assumption
(1.7). Let u0 ∈ W 1,ploc (Ω) be a weak solution of L0u0 = 0 in Ω, then there hold
−
∫
B(0,r)
|∇2u0|2|∇u0|p−2 . C
r2
−
∫
B(0,2r)
|∇u0|p (3.28)
for the case 2 ≤ p <∞, and(
−
∫
B(0,r)
|∇2u0|p
)1/p
.
C
r
(
−
∫
B(0,2r)
|∇u0|p
)1/p
(3.29)
for the case 1 < p ≤ 2, where B(0, 2r) ⊂ Ω for any 0 < r < 1. Also, we have
sup
B(0,r/2)
|∇u0| .
(
−
∫
B(0,r)
|∇u0|p
)1/p
. (3.30)
Here the up to constant depends on µ˜0, µ˜1, p and d.
Proof. The proof of the estimates (3.28), (3.29) may be found in [13, pp.267-271], and the estimate
(3.30) is included in [22, Theorem 3.19].
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Lemma 3.9 (layer and co-layer estimates). Let u0 ∈ W 1,ploc (Ω) be a weak solution of L0u0 = 0 in Ω,
with the construction assumption (1.7). Then there holds the layer type estimate(∫
Ω\Σ8ε
|∇u0|pdx
)1/p
. ε1/p−1/q
(∫
Ω
|∇u0|qdx
)1/q
(3.31)
for some q > p. Meanwhile, we have the co-layer type estimates(∫
Σ3ε
|∇2u0|2|∇u0|p−2dx
)1/p
. ε−1/p−1/q
(∫
Ω
|∇u0|qdx
)1/q
(3.32)
for the case 2 ≤ p <∞, and(∫
Σ3ε
|∇2u0|pdx
)1/p
. ε1/p−1/q−1
(∫
Ω
|∇u0|qdx
)1/q
(3.33)
for the case 1 < p ≤ 2. Here the up to constant depends on µ˜0, µ˜1, p, d and r0.
Proof. These estimates have already been appeared in the linear case, which are based upon Mayer’s
estimate and Lemma 3.8. It follows from Ho¨lder’s inequality that∫
Ω\Σ8ε
|∇u0|pdx . |Ω \ Σ8ε|1−
p
q
(∫
Ω
|∇u0|qdx
) p
q
and this gives the estimate (3.31). Since δ(x) ≈ δ(y), there holds∫
Σ3ε
|∇2u0|2|∇u0|p−2dx .
∫
Σ3ε
−
∫
B(x,δ(x)/4)
|∇2u0|2|∇u0|p−2dydx .
∫
Σ2ε
|∇2u0|2|∇u0|p−2dx. (3.34)
Then, we have∫
Σ3ε
|∇2u0|2|∇u0|p−2dx .
∫
Σ3ε
−
∫
B(x,δ(x)/4)
|∇2u0|2|∇u0|p−2dydx
.
∫
Σ3ε
[δ(x)]−2−
∫
B(x,δ(x)/2)
|∇u0|pdydx .
∫
Σ2ε
[δ(x)]−2|∇u0|pdx
. ε−1−
p
q
(∫
Ω
|∇u0|qdx
) p
q
,
where we also use the estimate (3.28) in the second inequality, and this will imply the estimate (3.32).
Using the same argument as in the proof above, we may obtain the estimate (3.33), which is based
upon (3.29). We have completed the proof.
Lemma 3.10. Assume the same conditions as in Lemma 2.7. Let ϕε = Sε(ψ4ε∇u0), and β =
1/p− 1/q with some q > p, then we have(∫
Ω
∣∣Dhi (εN(y, ϕε))− ∂iN(y, ϕε)∣∣pdx) 1p
.

{
εθ(τ−1) + ε(1−α)(1−τ)+β
}(∫
Ω
|∇u0|qdx
) 1
q
if 2 < p <∞;
{
εθ(τ−1) + ε(1−α)(1−τ)+αβ
}( ∫
Ω
|∇u0|qdx
) 1
q
if 1 < p < 2,
(3.35)
where 1 < τ < (1 + β − α)/(1 − α) if 2 < p < ∞, and 1 < τ < (1 + αβ − α)/(1− α) if 1 < p < 2.
Here the up to multiplicative constant will additionally depend on µ˜0, µ˜1 and r0.
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Proof. We first prove the first line of the estimate (3.35), and it follows from the estimate (2.18) that( ∫
Ω
∣∣Dhi (εN(y, ϕε))− ∂iN(y, ϕε)∣∣pdx) 1p
. εθ(τ−1)
( ∫
Ω
|∇u0|pdx
) 1
p
+ ε1−(1−α)τ
(∫
Σ4ε
|∇u0|p−2|Dhi (ψ4ε∇u0)|2dx
) 1
p
,
where we use the facts (3.10), and
Dhi
[
Sε(ψ4ε∇u0)
]
= Sε(D
h
i (ψ4ε∇u0)).
Then we turn to the second term in the right-hand side above, and∫
Σ4ε
|∇u0|p−2|Dhi (ψ4ε∇u0)|2dx =
∫
Σ4ε
|∇u0|p−2|Dhi (ψ4ε)∇u0 + ψ4ε(x+ thei)Dhi (∇u0)|2dx
. ε−2
∫
Ω\Σ9ε
|∇u0|pdx︸ ︷︷ ︸
I1
+
∫
Σ3ε
|∇u0|2|Dhi (∇u0)|2dx︸ ︷︷ ︸
I2
by noting that
|Dhi (ψ4ε)(x)| ≤
∫ 1
0
|∇ψ4ε(x+ thei)|dt ≤ C/ε, and supp
(
Dhi (ψ4ε)
) ⊂ Σ3ε \ Σ9ε.
Using the same argument as in the proof of Lemma 3.9, we can easily carry out the proof this
theorem, and we just mention that the estimates (3.28) and (3.29) are in fact proved by an analysis
of certain difference quotients (see for example [13, Theorem 8.1]). In terms of I1, it follows from
Ho¨lder’s inequality that
I1 ≤ ε−2|Ω \ Σ9ε|1−
p
q
(∫
Ω
|∇u0|q
)p
q
. ε−1−
p
q
(∫
Ω
|∇u0|q
) p
q
,
and we proceed to show
I2 .
∫
Σ3ε
−
∫
B(x,δ(x)/4)
|∇u0|p−2|Dhi (∇u0)|2dydx .
∫
Σ3ε
[δ(x)]−2−
∫
B(x,δ(x)/2)
|∇u0|pdydx
.
∫
Σ2ε
[δ(x)]−2|∇u0|pdx . ε−1−
p
q
(∫
Ω
|∇u0|q
)p
q
where the first and third inequalities are due to the fact (3.34), and the second one is based upon
the estimate (3.28). Clearly, the above two estimates give(∫
Σ4ε
|∇u0|p−2|Dhi (ψ4ε∇u0)|2dx
) 1
p
. ε−
1
p
− 1
q
(∫
Ω
|∇u0|qdx
)1/q
. (3.36)
Then by noting that −(1/p+ 1/q) = −α + β, we have proved(∫
Ω
∣∣Dhi (εN(y, ϕε))− ∂iN(y, ϕε)∣∣pdx) 1p . {εθ(τ−1) + ε(1−α)(1−τ)+β}(∫
Ω
|∇u0|qdx
) 1
q
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in the case of 2 ≤ p <∞. This requires the condition 1 < τ < (1 + β − α)/(1− α). We proceed to
show the second line of (3.35), and it follows from the estimate (2.18) that(∫
Ω
∣∣Dhi (εN(y, ϕε))− ∂iN(y, ϕε)∣∣pdx) 1p
. εθ(τ−1)
(∫
Ω
|∇u0|pdx
) 1
p
+ ε1−(1−α)τ
(∫
Σ4ε
|∇u0|
p(2−p)
3−p |Dhi (ψ4ε∇u0)|
p
3−pdx
) 1
p
. εθ(τ−1)
(∫
Ω
|∇u0|qdx
) 1
q
+ ε1−(1−α)τ
( ∫
Ω
|∇u0|pdx
) 2−p
p(3−p)
(∫
Σ3ε
|Dhi (ψ4ε∇u0)|pdx
) 1
p(3−p)
.
By a similar argument, there holds(∫
Σ3ε
|Dhi (ψ4ε∇u0)|pdx
) 1
p(3−p)
.
{
ε−
1
3−p
(∫
Ω\Σ9ε
|∇u0|pdx
) 1
p(3−p)
+
(∫
Σ3ε
|Dhi (∇u0)|pdx
) 1
p(3−p)
}
. ε(1/p−1/q−1)/(3−p)
(∫
Ω
|∇u0|qdx
) 1
q(3−p)
,
(3.37)
where we use the estimate (3.29) in the second inequality. Noting that (1/p − 1/q − 1)/(3 − p) =
α(β − 1), we consequently obtain(∫
Ω
∣∣Dhi (εN(y, ϕε))− ∂iN(y, ϕε)∣∣pdx) 1p . {εθ(τ−1) + ε(1−α)(1−τ)+αβ}(∫
Ω
|∇u0|qdx
) 1
q
with 1 < τ < 1−α+αβ
1−α
, where β = 1/p− 1/q. We have completed the proof.
Lemma 3.11. Assume the same conditions as in Lemma 2.11. Let ϕε = Sε(ψ4ε∇u0), and β =
1/p− 1/q with some q > p, then we have(∫
Ω
∣∣D−hj (εEji(y, ϕε))− ∂jEji(y, ϕε)∣∣ pp−1dx) p−1p
.

{
ερ(τ−1) + ε(1−γ)(1−τ)+β
}(∫
Ω
|∇u0|qdx
)p−1
q
if 2 < p <∞;
{
ερ(τ−1) + ε(1−γ)(1−τ)+γβ
}( ∫
Ω
|∇u0|qdx
) p−1
q
if 1 < p < 2,
(3.38)
where 1 < τ < (1 − γ + β)/(1 − γ) if 2 < p < ∞, and 1 < τ < (1 − γ + γβ)/(1 − γ) if 1 < p < 2.
Here the up to constant depends on µ˜0, µ˜1, µ0, µ1, µ2, p, d and r0.
Proof. The proof is similar to that given in the previous lemma. and we omit it.
Remark 3.12. Let p = 2, and β = 1/2− 1/q with some q > 2. Then we have∫
Ω
∣∣∣ ∂
∂ξk
[
Eji(x/ε, ϕε)
] ∂
∂xj
[
(ϕε)k
]
Ki
∣∣∣dx . ε− 12 (1+ 2q )(∫
Ω
|∇u0|qdx
)1/q(∫
Ω
|K|2dx
)1/2
, (3.39)
where we just note that |∇ξkEji(y, ·)| ≤ C for a.e. y ∈ Rd by the estimate (2.11). The same result
might be found in [29, Theorem 3.4].
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3.6 Proof of Theorem 1.1
The estimate (1.13) has already been proved in Lemma 2.2. Here we just focus on the error
estimates stated in the theorem. For the ease of the statement. Let K = ∇uε − V as in (3.3),
and K˜ = K/‖K‖Lp(Ω). The proof is divided into two parts. One is to handle the singular case
(1 < p < 2). The other is to deal with the degenerated case (2 < p <∞).
Part 1 (1 < p < 2). We show the estimate (1.15), and the proof mainly consists of three steps
according to Lemma 3.2. The first step is to give the estimate∫
Ω
|Â(∇u0)− Â(ϕε)||K˜|dx
. |ΩM,ε|β(p−1)‖∇u0‖p−1Lq(ΩM,ε) +
{
εβ(p−1) + εβγ
}
‖∇u0‖p−1Lq(Ω)
. |ΩM,ε|β(p−1)‖∇u0‖p−1Lq(ΩM,ε) + εγβ‖∇u0‖
p−1
Lq(Ω),
(3.40)
whose first inequality follows from the second line of (3.8) coupled with the layer and co-layer esti-
mates (3.31) and (3.33).
Then the second step is to show∣∣∣∣ ∫
Ω
[
Â(ϕε)− A(y, P (y, ϕε))
] · K˜dx∣∣∣∣ . {ερ(τ−1) + ε(1−γ)(1−τ)+γβ}‖∇u0‖p−1Lq(Ω)
. max
{
ερ(τ−1), ε(1−γ)(1−τ)+γβ
}
‖∇u0‖p−1Lq(Ω)
(3.41)
where ρ = θ(p− 1) (defined in Lemma 2.9), and we employ the estimates (3.15) and (3.38).
In the third step, combining the estimates (3.27) and (3.35) together with (3.31) and (3.33) leads
to ∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))−A(y, V )
] · K˜dx∣∣∣∣
.
{
εβ(p−1) + εθ(τ−1)(p−1) + ε(1−α)(1−τ)(p−1)+γβ
}
‖∇u0‖p−1Lq(Ω)
. max
{
ε(1−α)(1−τ)(p−1)+γβ , εθ(τ−1)(p−1)
}
‖∇u0‖p−1Lq(Ω),
(3.42)
in which the second inequality is due to the fact β(p− 1) > (1− α)(1− τ)(p− 1) + γβ.
Hence, in view of the estimates (3.41) and (3.42), the exact range of τ might be figured out by
the following three cases:
(a) 0 < ρ(τ − 1) < (1− γ)(1− τ) + γβ < (1− α)(1− τ)(p− 1) + γβ;
(b) 0 < (1− γ)(1− τ) + γβ < ρ(τ − 1) < (1− α)(1− τ)(p− 1) + γβ;
(c) 0 < (1− γ)(1− τ) + γβ < (1− α)(1− τ)(p− 1) + γβ < ρ(τ − 1).
In the case (a), it follows from (3.40), (3.41), (3.42) and (3.4) that
‖K‖p−1Lp(Ω) ≤ |ΩM,ε|β(p−1)‖∇u0‖p−1Lq(ΩM,ε) + εθ(1−τ)(p−1)‖∇u0‖
p−1
Lq(Ω),
and this gives the stated estimate (1.15). Meanwhile, it is not hard to see that the range (1.16)
follows from the relationship (a). By the same token, we can derive the estimate (1.17) on account of
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the cases (b) and (c). However, as stated in (1.18), we have to pay more careful on the computations
for the corresponding range of τ . From (b), it follows that
1− γ + γβ + ρ
1− γ + ρ < τ < min
{1− α + αβ + θ
1− α + θ ,
1− γ + γβ
1− γ
}
, (3.43)
and keep the above inequality for a while. In terms of (c), we may have
1 < τ <
1− γ + γβ
1− γ ;
1− α + αβ + θ
1− α + θ < τ <
1− α + αβ
1− α ,
=⇒ 1− α + αβ + θ
1− α+ θ < τ <
1− γ + γβ
1− γ , (3.44)
under the condition 2+δ
1+δ
< p < 2, since such the condition guarantees the following inequality
1− α + αβ + θ
1− α + θ <
1− γ + γβ
1− γ .
Recalling (3.43), we have the range
1− γ + γβ + ρ
1− γ + ρ < τ <
1− α + αβ + θ
1− α + θ .
under the same condition, and this together with (3.44) gives (1.18). For the case 1 < p ≤ 2+δ
1+δ
, the
stated range (1.18) also follows from (3.43), and in fact (c) can not happen in such the case. The
proof of Part 1 is done.
Part 2. In this part (2 < p < ∞), we will address the estimate (1.19) and the range (1.20) of τ .
We first show that∫
Ω
|Â(∇u0)− Â(ϕε)||K˜|dx . |ΩM,ε|β(p−1)‖∇u0‖p−1Lq(ΩM,ε) +
{
εβ(p−1) + εβ/α
}‖∇u0‖p−1Lq(Ω)
. |ΩM,ε|β(p−1)‖∇u0‖p−1Lq(ΩM,ε) + εβ/α‖∇u0‖
p−1
Lq(Ω)
(3.45)
where we use the first line of (3.8) coupled with the layer and co-layer type estimates (3.31),(3.32).
Then, we employ the first line of (3.15) and (3.38) to obtain∣∣∣∣ ∫
Ω
[
Â(ϕε)−A(y, P (y, ϕε))
] · K˜dx∣∣∣∣
. εθ(τ−1)
(∫
Ω
|∇u0|qdx
) p−1
q
+ ε(1−γ)(1−τ)+β
(∫
Ω
|∇u0|qdx
) p−1
q
. ε(1−γ)(1−τ)+β
(∫
Ω
|∇u0|qdx
)p−1
q
(3.46)
under the condition (3.48), where we note that γ = α in the case of p > 2. Furthermore, let
RM,ε := |ΩM,ε|β(p−1)‖∇u0‖p−1Lq(ΩM,ε),
and it follows from the estimates (3.19) and (3.35) that∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣
.
{
εβ/α + ε1−α+β + ε(p−2)θ(τ−1) + ε(p−2)[(1−α)(1−τ)+β]
}
‖∇u0‖p−1Lq(Ω) +RM,ε
.
{
εβ/α + ε1−α+β + ε(p−2)[(1−α)(1−τ)+β]
}
‖∇u0‖p−1Lq(Ω) +RM,ε
. ε[(1−α)(1−τ)+β](p−2)‖∇u0‖p−1Lq(Ω) +RM,ε,
(3.47)
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where we also use the estimates (3.31),(3.32) in the first inequality, and the fact that
0 < (1− α)(1− τ) + β < θ(τ − 1) ⇐⇒ 1− α + β + θ
1− α + θ < τ <
1− α+ β
1− α (3.48)
in the second one. The last inequality of (3.47) is due to
[(1− α)(1− τ) + β](p− 2) < β/α < 1− α + β
whose second inequality follows from the fact 0 < β < α. Here we also point out that the estimate
(3.47) merely holds for the case of 2 < p < 3. Thus, the estimate (3.4) together with the estimates
(3.45), (3.46) and (3.47) implies that
‖K‖Lp(Ω) ≤ ε(
p−2
p−1
)[(1−α)(1−τ)+β]‖∇u0‖Lq(Ω) + |ΩM,ε|β‖∇u0‖Lq(ΩM,ε),
which is exactly the first line of (1.19). Concerning the case p ≥ 3, we merely make a few modifications
on the estimate (3.47), which is∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣
.
{
εβ/α + ε1−α+β + εθ(τ−1) + ε(1−α)(1−τ)+β
}
‖∇u0‖p−1Lq(Ω) +RM,ε
. ε(1−α)(1−τ)+β‖∇u0‖p−1Lq(Ω) +RM,ε,
(3.49)
where we use the estimates (3.19) and (3.35) in the case of p ≥ 3, coupled with the layer and co-layer
type estimates (3.31) and (3.32). Also, the condition (3.48) and the fact 0 < β < α guarantee
the second inequality of (3.49). Thus, combining the estimates (3.4), (3.49) and (3.45) leads to the
second line of the stated estimate (1.19). We end this part by mention that (3.48) is exactly the
stated range (1.20).
In the end, we address the special case p = 2, and proceed as in the proof of Part 1. The first
step is given by ∫
Ω
|Â(∇u0)− Â(ϕε)||K˜|dx . εβ‖∇u0‖Lq(Ω),
where we use the first line of the estimate (3.8) coupled with the estimates (3.31) and (3.32). Then,
it follows from the estimates (3.15) and (3.39) that∣∣∣∣ ∫
Ω
[
Â(ϕε)−A(y, P (y, ϕε))
] · K˜dx∣∣∣∣ . εβ‖∇u0‖Lq(Ω).
Also, in view of the estimates (3.27) and (2.22), we consequently have∣∣∣∣ ∫
Ω
[
A(y, P (y, ϕε))− A(y, V )
] · K˜dx∣∣∣∣ . εβ‖∇u0‖p−1Lq(Ω),
and the above three estimates together with Lemma 3.2 gives the desired estimate. We end the proof
by mention that, in such the case p = 2, the size of h might be independent of ε.
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4 Large scale estimates
4.1 An approximating argument
Lemma 4.1 (Caccioppoli’s inequality). Let 1 < p < ∞. Suppose A satisfies (1.1) and (1.2), and
uε ∈ W 1,ploc (Ω) is a weak solution of Lεuε = 0 in Ω, then for any B(x, r) ⊂ Ω, there holds(
−
∫
B(x,r)
|∇uε|p
)1/p
≤ C
r
(
−
∫
B(x,2r)
|uε − c|p
)1/p
(4.1)
for any constant c ∈ R, where C depends on µ0, µ1, p and d.
Proof. On account of the assumption (1.1) and (1.2), there hold〈
A(y, ξ), ξ
〉 ≥ µ0|ξ|p; ∣∣A(y, ξ)∣∣ ≤ µ1|ξ|p−1 ∀y, ξ ∈ Rd. (4.2)
By definition of the weak solution, we have∫
Ω
A(x/ε,∇uε)∇ϕdx = 0 ∀ϕ ∈ W 1,p0 (Ω).
Let ϕ = ψpr (uε − c), where ψr ∈ C10(Ω) is a cut-off function satisfying ψr = 1 in B(x, r) and ψr = 0
outside B(x, 2r) with |∇ψr| ≤ C/r. Thus, a routine computation leads to
0 =
∫
Ω
ψprA(x/ε,∇uε)∇uεdx+ p
∫
Ω
ψp−1r (uε − c)A(x/ε,∇uε)∇ψrdx
≥ µ0
∫
Ω
ψpr |∇uε|pdx− µ1p
(∫
Ω
ψpr |∇uε|pdx
)1− 1
p
(∫
Ω
|∇ψr|p|uε − c|pdx
) 1
p
≥ µ0
2
∫
Ω
ψpr |∇uε|pdx− C(µ0, µ1, p, d)
∫
Ω
|∇ψr|p|uε − c|pdx,
where we use Young’s inequality in the last step. This implies the stated estimate (4.1) and we may
end the proof here.
Remark 4.2. The above estimate in fact implies the so-called Meyer’s estimate. There exists a
small number δ ∈ (0, 1), such that(
−
∫
B(x,r)
|∇uε|p(1+δ)
) 1
p(1+δ)
.
(
−
∫
B(x,2r)
|∇uε|p
) 1
p
. (4.3)
It is also known as a self-improvement property, and relies on the reverse Ho¨lder inequality developed
by M. Giaquinta and G. Modica (see for example [18, Theorem 6.38]). We usually choose q = (1+δ)p
in the paper.
In particular, it has been known from Lemma 2.4 that Â admits the same property as (4.2).
Given g ∈ W 1−1/q,q(∂Ω), suppose that u0 ∈ W 1,p(Ω) is a weak solution of L0u0 = 0 in Ω and u0 = g
on ∂Ω. Then one may have |∇u0| ∈ Lq(Ω), and
‖∇u0‖Lq(Ω) ≤ C‖g‖W 1−1/q,q(∂Ω), (4.4)
where C depends on µ0, µ1, p, d and Ω. We refer the reader to [29, Theorem 2.13] or [11, Lemma
4.1] for an analogy argument for the proof, which reduces the problem to establish the corresponding
boundary Caccioppoli’s inequality, and the details is left to the reader.
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Lemma 4.3 (approximating lemma). Let 1 < p < ∞, and B = B(0, R) ⊂ Ω with ε ≤ R ≤ 1.
Assume the same conditions as in Theorem 1.2. Suppose that uε ∈ W 1,p(2B) satisfies Lεuε = 0 in
2B. Then there exist a function vR ∈ W 1,p(B) satisfying ‖∇vR‖L∞(B) ≤M , and η ∈ (0, 1), such that(
−
∫
B
|uε − vR|p
)1/p
.
{( ε
R
)η
+
∣∣{x ∈ B : |∇vR| ≤M(ε/R)ϑ}∣∣β}(−∫
2B
|uε|p
)1/p
, (4.5)
where the up-to constant is independent of ε and R.
Proof. The proof is based upon the estimate (1.17), and there are two steps to complete the whole
argument. Here we set η = αβ + (1−γ)(1−τ)
p−1
, and construct v ∈ W 1,p(B) satisfying L0vR = Lεuε = 0
in B with vR = uε on ∂B. Since uε ∈ C1,θloc (2B), it is fine to assume that ‖∇vR‖L∞(B) ≤M .
Step 1. In the special case of R = 1, we may show the estimate (4.5). For any fixed i = 1, · · · , d,
there holds
‖uε − v1‖Lp(B) = ‖∇i(uε − v1)‖W−1,p(B)
≤ ‖∇iuε −∇iv1 −Dhi (εN(·/ε, ϕε))‖W−1,p(B)︸ ︷︷ ︸
I1
+ ‖Dhi (εN(y, ϕε))‖W−1,p(B)︸ ︷︷ ︸
I2
,
where h = ετ with τ fixed in (1.18), and ϕε = Sε(ψ4ε∇v1) with ψ4ε being the corresponding cut-off
function. For the ease of the statement, we denote by
ΩRM,ε := {x ∈ B(0, R) : |∇vR| ≤Mε} (4.6)
Thus, it follows from the estimate (1.17) that
I1 ≤ ‖∇uε −∇v1 −Dh(εN(·/ε, ϕε))‖Lp(B)
.
{
εη + |Ω1M,ε|
}‖∇v1‖Lq(B)
.
{
εη + |Ω1M,ε|
}‖uε‖W 1,q(B) ( . {εη + |Ω1M,ε|}‖∇uε‖Lq(B) )
.
{
εη + |Ω1M,ε|
}‖∇uε‖Lp( 3
2
B)
where we employ the Lq estimate (4.4) coupled with the trace theorem in the third line. Note that uε
up to a constant is still a solution to Lεuε = 0, which leads to the estimate in the brace. The fourth
line comes from Meyer’s estimate (4.3). Then we turn to show a computation on I2. By definition,
I2 = sup
‖φ‖
W
1,p′
0
(Ω)
≤1
∣∣∣ ∫
B
εN(·/ε, ϕε)D−h(φ)dx
∣∣∣
≤ Cε
(∫
B
|N(·/ε, ϕε)|pdx
)1/p
‖∇φ‖Lp′(B) . ε‖∇v1‖Lp(B) . ε‖∇uε‖Lp(B),
in which we note that |Dh(εN(·/ε, ϕε))| is an integrable function due to the estimate (2.13) under
our assumption on the size of h. The second inequality might be derived from the estimate (3.7).
Hence, combining the above estimates, we have
‖uε − v1‖Lp(B) .
{
εη + |Ω1M,ε|+ ε
}‖∇uε‖Lp( 3
2
B) .
{
εη + |Ω1M,ε|
}‖uε‖Lp(2B) (4.7)
where the second step follows from Caccioppoli’s inequality (4.1).
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Step 2. We show that the estimate (4.5) is also valid for ε ≤ R < 1, by a rescaling argument. Let
u˜ε(y) = uε(Ry) = uε(x), where y ∈ B(0, 2) and x ∈ B(0, 2R). On account of the assumption (1.1),
we have
divyA(y/ε
′,∇yu˜ε) = 0 in B(0, 2), ε′ = ε/R.
We set vR(x) = v1(x/R) for any x ∈ B(0, R), and denote by B̂(ξ) = Rp−1Â(R−1ξ) for any ξ ∈ Rd.
Obviously, the operator B̂ still satisfies the structure (1.7). Then we have
divyB̂(∇yv1) = divyA(y/ε′,∇yu˜ε) = 0 in B(0, 1) v1 = u˜ε on ∂B(0, 1),
with the condition ‖∇yv1‖L∞(B(0,1)) ≤ RM . By last step, it follows from the estimate (4.7) that
‖u˜ε − v1‖Lp(B(0,1)) .
{
(ε′)η + |Ω1RM,ε′ |β
}
‖u˜ε‖Lp(B(0,2)),
and this implies
‖uε − vR‖Lp(B(0,R)) .
{
(ε/R)η +
∣∣ΩRM,(ε/R)∣∣β}‖uε‖Lp(B(0,2R)),
where we just mention that ΩRM,(ε/R) = {x ∈ B(0, R) : |∇vR| ≤M(ε/R)ϑ} by definition. Multiplying
R−
d
p on the both sides above leads to the stated estimate (4.5), and we have completed the proof.
4.2 Proof of Theorem 1.2
The main idea may be found in [26, Theorem 5.2] or [29, Theorem 5.4], and we make a modification
of the original proof to fit the situation here. To do so, we set σ ∈ (0, 1), and
H(r, σ, v) = r−σ
{(
−
∫
B(0,r)
|v|p
)1/p}
.
For each r ∈ [ε, 1/2], let vr be the function given in Lemma 4.3. Then, in terms of the interior
Lipschitz estimate (3.30), there holds
H(θr, σ, vr) ≤ Cθ1−σH(r, σ, vr) (4.8)
for any θ ∈ (0, 1/4), where we just use Poincare´’s inequality and Caccioppoli’s inequality in the
computation. Recall the notation ΩrM,(ε/r) in (4.6), and we note that
|ΩrM,(ε/r)| . rd.
Then, by using the estimate (4.5) we acquire that
H(θr, σ, uε) ≤ (θr)−σ
(
−
∫
B(0,θr)
|uε − vr|pdx
) 1
p
+H(θr, σ, vr)
≤ C1θ−σ−
d
p
{
(ε/r)η + rdβ
}
H(2r, σ, uε) + C2θ
1−σH(r, σ, vr)
≤ max
{
C1C2θ
−σ− d
p (ε/r)η, C1C2θ
−σ− d
p rdβ, C2θ
1−σ
}
H(2r, σ, uε),
(4.9)
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where we use the estimate (4.8) in the second step. Now, we first fix θ ∈ (0, 1/4) such that C2θσ ≤ 1/4,
and then let Nε ≤ r < r0. By choosing N > 1 large and r0 ∈ (0, 1) sufficiently small, we also obtain
max
{
C1C2θ
−σ− d
pN−η, C1C2θ
−σ− d
p rdβ0
}
≤ 1/4.
Obviously, we have
H(θr, σ, uε) ≤ 1
4
H(2r, σ, uε). (4.10)
Moreover, multiplying r−1 on the both sides of (4.10) and then integrating with respect to r from
Nε to r0, we have ∫ θr0
θNε
H(r, σ, uε)
dr
r
≤ 1
4
∫ 2r0
2Nε
H(r, σ, uε)
dr
r
and this implies that∫ 2r0
θNε
H(s, σ, uε)
ds
s
≤ 4
3
∫ 2r0
θr0
H(s, σ, uε)
ds
s
≤ CH(2r0, σ, uε).
Thus we deduce from the above estimate that
H(r, σ, uε) ≤ CH(r0, σ, uε) (4.11)
holds for any ε ≤ r < r0. We mention that due to the relationship N & θ−
σ
η
− d
dη , it is trivial to prove
the stated result (4.11) in the case of ε ≤ r ≤ θNε, as well as, of r0 ≤ r ≤ 1. Then it is clear to see
that (
−
∫
B(0,r)
|∇uε|p
) 1
p
. rσ−1H(2r, α, uε)
. rσ−1H(R, α, uε) .
( r
R
)σ−1(
−
∫
B(0,R)
|∇uε|p
) 1
p
where we note that uε up to a constant is still a solution to Lεuε = 0 in B(0, 1). The first step
follows from Caccioppoli’s inequality (4.1), and second one comes from the estimate (4.11), while
we use Poincare´’s inequality in the last step. Then, by setting κ = p(1 − σ), the above estimate
consequently leads to the desired result (1.23), and we have completed the whole proof.
5 Examples on the assumption (1.7)
We take A(y, ξ) = a(y)|ξ|p−2ξ as an example, with the assumption that
a(y + z) = a(y) and µ0 ≤ a(y) ≤ µ1 ∀y ∈ Rd, z ∈ Zd,
which is known as weighted p-Laplace equation. In the case of d = 1, the homogenized equation
could be figured out, and
Â(ξ) = â|ξ|p−2ξ
with
â =
(∫ 1
0
[
a(y)
] 1
1−pdy
)1−p
(see [24, Example 25.4]).
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Then we turn to the case d ≥ 2. For the higher dimensions, we assume that
∂
∂yi
[
a(y)
]
=
∂
∂yj
[
a(y)
]
, i 6= j and i, j = 1, 2, · · · , d. (5.1)
In such the case, one may construct the first order corrector in the form of
N(y, ξ) =
[
χ(y) +
d∑
k=1
yk
]
︸ ︷︷ ︸
T1
d∑
k=1
ξk︸ ︷︷ ︸
T2
−y · ξ, y ∈ Y, (5.2)
where the corrector χ satisfies
div
[
a(y)
∣∣∇χ+ 1∣∣p−2(∇χ+ 1)] = 0 in Y,
χ ∈ W 1,pper(Y ), −
∫
Y
χ = 0.
(5.3)
It is known that there exists the unique solution of the above cell problem, and this implies that
N(·, ξ) ∈ W 1,pper(Y ) satisfies the equation (1.6). The homogenized equation is given by
− â · ∇
(
|
d∑
k=1
∇ku0|p−2
d∑
k=1
∇ku0
)
= F in Ω, (5.4)
where â ∈ Rd is a vector, and its component is given by
âi =
∫
Y
[
a(y)
∣∣∇χ(y) + 1∣∣p−2(∇iχ(y) + 1)]dy.
Note that the equation (5.4) is solvable according to â direction, which means if we take F (x) =
F (â · x) and u0(x) = u0(â · x) for any x ∈ Ω, then the equation (5.4) is transformed into
− ∂
∂r
(∣∣∣∂u0
∂r
∣∣∣p−2∂u0
∂r
)
=
(
|â|2∣∣ d∑
k=1
âk
∣∣p−2 d∑
k=1
âk
)−1
F (r) and r = â · x,
provided
d∑
k=1
âk 6= 0. (5.5)
Thus, we go back to the equation (5.3), and it is possible to find a radial solution (i.e., χ(y) = χ(|y|))
to meet the condition (5.5), since it is fine to assume a(y) = a(|y|) under the assumption (5.1). In
such the case, we may have âi = âj for any i 6= j.
Remark 5.1. In fact, the term T1 of (5.2) leads to the equation (5.3), while the form of T2 of (5.2)
determines the formula of homogenized operator in (5.4), separately. Thus, if the corrector χ is a
radial solution, then we may further simplify T2 into
∑d
k=1 ξk = dξ1 for example, which gives
|
d∑
k=1
ξk| ≥ |ξ|/
√
d. (5.6)
We mention that the above inequality will be true if there exists an integer i0 ∈ [1, d] such that
maxi 6=i0 |ξi| ≤ |ξj| and
∑
i 6=i0
ξi ≥ 0. In fact, to verify the conditions (2.9) and (2.10), the inequality
(5.6) will be used in later computations.
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Then we plan to show the reasonableness of (5.2), at least, in the case of p = 2. According to the
asymptotic expansion uε = u0(x) + εu1(x, y) + ε
2u2(x, y) + · · · , one may derive that
∂
∂yi
(
a(y)
∂u1
∂yi
)
= − ∂
∂yi
[
a(y)
]∂u0
∂xi
(5.7)
(see for example [26]), where y = x/ε. On the one hand, let u1(x, y) = N(y,∇u0), and it is not hard
to verify that N(y,∇u0) in the form of (5.2) in fact satisfies the above equation under the condition
(5.1) coupled with the equation (5.3). Firstly, in view of (5.2),
∇yiN(y,∇u0) =
(
∇yiχ+ ei
)( d∑
k=1
∇xku0
)
−∇xiu0.
Then
∇yi
{
a(y)∇yiN(y,∇u0)
}
= ∇yi
{
a(y)(∇yiχ+ 1)
}( d∑
k=1
∇xku0
)
−∇yi
[
a(y)
]∇xiu0
= −∇yi
[
a(y)
]∇xiu0,
where we use the equation (5.3) in the case p = 2. In this sense, the form of (5.2) is acceptable. On
the other hand, we say that the form of (5.2) leads to the same equation that the corrector χ ought
to satisfy. From (5.7), we have
∂
∂yi
(
a(y)
∂u1
∂yi
)
= − ∂
∂yi
[
a(y)
]( d∑
k=1
∂u0
∂xk
)
,
that is due to the assumption (5.1). Let u1(x, y) = χ(y)(
∑d
k=1 ∂u0/∂xk), it is clear to see that χ
admits a solution of
∇yi
{
a(y)
(∇yiχ+ 1)} = 0 in Y,
which is exactly the form of the equation (5.3) in the case of p = 2. Thus, in terms of the equation
that the corrector obeys, the form of (5.2) plays the same role as the above decomposition of u1 in
the linear case.
Now, we can show the desired estimates (2.9) and (2.10). Set
P (y, ξ) =
(∇χ+ 1) d∑
k=1
ξk (5.8)
with the quantity
∑d
k=1 ξk admitting the inequality (5.6). Then, it follows that
|P (y, ξ)| ≥ |ξ||∇χ+ 1|/
√
d,
|P (y, ξ)− P (y, ξ′)| ≥ |ξ − ξ′|
∣∣∣∣∣∇χ + 1∣∣/√d− 1∣∣∣,
|P (y, ξ)− P (y, ξ′)| ≤ |ξ − ξ′|(|∇χ|+ 2).
(5.9)
In the case 2 < p <∞, we have∫
Y
|P (y, ξ)|p−2|P (y, ξ)− P (·, ξ′)|2dy
& |ξ|p−2|ξ − ξ′|2
∫
Y
|∇χ+ 1|p−2∣∣∣∣∇χ+ 1∣∣/√d− 1∣∣2dy,
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and this together with〈
Â(ξ)− Â(ξ′), ξ − ξ′〉 ≥ µ0 ∫
Y
|P (y, ξ)− P (y, ξ′)|2(|P (y, ξ)|+ |P (y, ξ′)|)p−2dy
&
∫
Y
|P (y, ξ)− P (y, ξ′)|2(|P (y, ξ)|p−2 + |P (y, ξ′)|p−2)dy
gives the desired estimate (2.9). Then we proceed to show (2.10), and on account of the assumption
(1.2) in the case of 1 < p < 2, we arrive at
|Â(ξ)− Â(ξ′)| ≤ µ1
∫
Y
|P (y, ξ)− P (y, ξ′)|(|P (y, ξ)|+ |P (y, ξ′)|)p−2dy
. |ξ − ξ′|(|ξ|+ |ξ′|)p−2 ∫
Y
|∇χ+ 2||∇χ+ 1|p−2dy
. |ξ − ξ′|(|ξ|+ |ξ′|)p−2
and this gives (2.10). In the above estimate, we use (5.9) in the second inequality. Here the up to
constant also depend on the corrector χ given by (5.3). In the end, we mention that, by the analogy
idea one may construct other examples, such as Ai(y, ξ) = aij(y)|ξ|p−2ξj under a similar assumption
to (5.1), and we omit these details here.
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