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Re´sume´
Nous introduisons un nouvel entier associe´ a` tout polytope simple et nous e´tudions ses proprie´te´s.
Abstract
We associate an integer to any simple polytope and we study its properties.
Introduction
Dans les anne´es 1960, J. Milnor a introduit la notion de rang d’une varie´te´ (close) M
comme le nombre maximum de champs de vecteurs de´finis dessus, qui commutent, et sont
line´airement inde´pendants en chaque point. Le rang d’une varie´te´ est tre`s difficile a` calculer
en ge´ne´ral et bien des questions restent pose´es a` son propos. On sait tout de meˆme que
le rang de M est strictement positif si et seulement si la caracte´ristique d’Euler de M est
nulle, ce qui revient a` demander que −1 soit racine du polynoˆme de Poincare´ PM (X) de
M , et une conjecture, attribue´e a` Lima, sugge´rait que pour une varie´te´ de rang au moins
2, −1 fuˆt aussi racine du polynoˆme P ′M de´rive´ de PM . Cette conjecture a e´te´ re´fute´e par
Bredon [Br] ; cependant, la valeur en −1 de ce polynoˆme, qui n’a gue`re fait l’objet d’e´tude
jusqu’ici, ne semble pas avoir trouve´ de signification ge´ome´trique pre´cise.
Plus re´cemment, a` partir des anne´es 1990 s’est de´veloppe´e la ge´ome´trie torique, au
sein de laquelle les varie´te´s moment-angle, particulie`rement celles associe´es a` des polytopes
simples, occupent une place de choix (voir [D-J], [B-P]). Des liens e´troits entre la combina-
toire d’un polytope et la ge´ome´trie de la varie´te´ moment-angle associe´e ont notamment e´te´
e´tablis. Ge´ne´ralement, on trouve des proprie´te´s ge´ome´triques d’une varie´te´ moment-angle
(rang, nombres de Betti, etc...) a` partir des proprie´te´s combinatoires du polytope duquel
elle provient. Par exemple, le rang d’une telle varie´te´ vaut au moins la diffe´rence entre
le nombre de facettes du polytope et sa dimension (on ignore, a` ma connaissance, s’il y a
toujours e´galite´), donc au moins 2 si le polytope conside´re´ n’est pas un simplexe.
Ici, nous allons en quelque sorte dans le sens contraire, en associant un invariant entier
a` un polytope a` partir de la varie´te´ moment-angle associe´e. Nous en calculons la valeur
dans les cas les plus communs et de´crivons son comportement par rapport a` quelques unes
des ope´rations les plus usuelles sur les polytopes simples. Nous terminons par quelques cas
particuliers qui nous ont paru inte´ressants.
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Rappels
0.1 Polytopes
Notations Dans la suite de cet article, on se fixera un polytope simple P . En fait,
l’expression polytope de´signera, sauf mention contraire, un polytope combinatoire (c’est-a`-
dire que deux polytopes ge´ome´triques ayant le meˆme poset de faces seront identifie´s).
On notera d la dimension de P .
On notera F l’ensemble des facettes (i.e. des (d−1)-faces de P ) et n leur nombre. Pour
une partie I de F , on note FI la re´union des facettes de F qui sont dans I (en fait, seule
la topologie de FI nous inte´ressera, et elle ne de´pend pas de la re´alisation de P ). Il s’agit
d’une partie du bord de P .
On notera par ailleurs KI le complexe des faces de I, ou` les sommets de KI sont les
e´le´ments de I et ou` un ensemble de sommets forme une face de KI si leur intersection est
non vide dans P (autrement dit, les faces de KI correspondent aux faces de P qui sont
intersection de facettes toutes dans I).
On montre facilement que KI et FI ont le meˆme type d’homotopie (voir par ex. [B-M]).
Ope´rations classiques Nous de´crivons ici quelques ope´rations classiques que l’on re´alise
sur les polytopes simples.
Produit Si Q et R sont deux polytopes simples, leur produit carte´sien est aussi un polytope
simple. Si Q (resp. R) est de dimension dQ (resp dR) et posse`de nQ (resp nR) facettes,
alors Q×R est de dimension dQ + dR et a nQ + nR facettes.
Blending (voir par ex. [B-P]) On conside`re deux polytopes simples Q et R de meˆme di-
mension d. On choisit un sommet vQ de Q et un sommet vR de R. On choisit aussi
une correspondance biunivoque Qi 7→ Ri entre les facettes Q1, ..., Qd de Q contenant
vQ et les facettes R1, ..., Rd de R contenant vR. On appelle alors blending, ou somme
connexe, de Q et de R le polytope Q#R obtenu en coupant les sommets vQ et vR,
suivi de transformations projectives re´elles de Qtronque´ et Rtronque´ rendant possi-
ble la dernie`re ope´ration, qui consiste a` ”recoller” chaque facette Qi avec la facette
correspondante Ri (combinatoirement, c’est toujours re´alisable).
Q
vQ
R
vR
Q Rtr tr
2
Q
tr tr
R
Q#R
Si Q posse`de nQ facettes et R en posse`de nR, alors Q#R en a nQ + nR − d. Notons
tout de meˆme que le polytope obtenu de´pend du choix des sommets vQ et vR ainsi
que de la correspondance entre les facettes. Toutefois, pour certaines ope´rations, il
n’est pas ne´cessaire de les pre´ciser ; en ce qui concerne l’invariant que nous e´tudions,
ce sera inutile.
Wedging (voir par ex. [K-W]) Si P est un polytope simple et X une facette de P , on
contruit un polytope simple WXP , appele´ wedge (ou book) de P sur la facette X, en
e´crasant, dans le produit de P par un intervalle, la facette X × I sur X × {0}.
On a une projection naturelle de WXP sur P . Les deux facettes de WXP contenant
X×{0} seront appele´es les facettes principales deWXP ; elles sont combinatoirement
e´gales a` P et leur projection re´alise cette identification. Toute autre facette se projette
sur une facette de P autre que X et ces deux facettes se correspondent naturellement.
Si P est de dimension d et a n facettes, alors WXP est de dimension d+ 1 et a n+ 1
facettes. Notons toutefois que le polytope obtenu de´pend de la face X choisie.
XW PP
X X x I
P x I
Flipping (voir par ex. [B-M]) Soit T un polytope simple. On suppose qu’on a deux facettes
Q et R de T qui sont disjointes et telles qu’il existe un unique sommet v de T qui ne
soit ni sur Q ni sur R. On note alors a (resp. b) le nombre d’are`tes de T issues de v
qui arrivent sur Q (resp. sur R). On dit alors que R est obtenu a` partir de Q par un
(a, b)-flip (on a a+ b = dimT ).
Les deux polytopes Q et R ont meˆme dimension et, si a et b sont > 1, ils ont meˆme
nombre de facettes.
La figure suivante pre´sente un (2, 2)-flip entre une cube et un livre pentagonal :
3
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0.2 Varie´te´s moment-angle
Notations Pour un ensemble fini E, on note TE le produit (S
1)E ou` S1 est un cercle,
habituellement le cercle unite´ de C.
On note par ailleurs ZP le complexe moment-angle associe´ au polytope simple P
(voir [B-P]), qui est une varie´te´ canoniquement diffe´rentiable. Rappelons que ZP peut eˆtre
vu comme plonge´ dans CF ou` il est muni de l’action naturelle du tore TF par multiplication
sur chaque coordonne´e.
Homologie En faisant de´crire a` I toutes les parties de F , on peut de´crire l’homologie de
ZP a` l’aide des FI (voir [B-M]).
Pour cela, on conside`re pour chaque FI son homologie re´duite. A une classe [c] dans
H˜i(FI), on prend un repre´sentant c qui est un cycle de dimension i dans FI . Dans P (vu
ici comme plonge´ effectivement dans Rd), ce cycle est un bord et on a donc une chaˆıne
de dimension i + 1 dont c est le bord. En saturant cette chaˆıne par l’action du tore TI ,
on obtient un cycle de dimension k + i + 1 de ZP , dont la classe ne de´pend pas des choix
effectue´s. En fait, toute l’homologie de ZP est engendre´e par ces classes.
N.B. : On conside`re plus habituellement le dual de Poincare´ de cette classe, qui est une
classe de cohomologie de dimension n+ d− k− i− 1. Il est toutefois mieux adapte´ a` notre
propos de lui associer cette classe d’homologie.
De´finition 0.1 La construction ci-dessus nous identifie, pour R anneau quelconque,
H∗(ZP , R) avec
⊕
I⊂F H˜(FI , R).
Si on prend une facette X de P , les classes de H∗(ZP , R) correspondant aux e´le´ments
de
⊕
I⊂F
X∈I
H˜(FI , R), autrement dit celle provenant des ensembles de facettes contenant X,
seront dites X-sature´es.
Les classes correspondant au contraire aux e´le´ments de
⊕
I⊂F
X/∈I
H˜(FI , R), seront dites
X-orthogonales.
Remarque 1 Par dualite´ d’Alexander, la dimension de H˜(FI ,R) est, pour tout I, e´gale
a` la dimension de H˜(FF\I ,R). Par sommation, la dimension de l’espace des classes X-
sature´es est e´gale a` la dimension de l’espace des classes X-orthogonales, donc toutes deux
valent la moitie´ de la dimension de H∗(ZP ,R).
0.3 Identite´ calculatoire
Nous rappelons ici le re´sultat suivant, qui nous sera bien utile :
Soit n un entier naturel et P (X) un polynoˆme de degre´ < n. Alors :
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n∑
k=0
(−1)kP (k)
(
n
k
)
= 0 (1)
En effet, en de´veloppant (X + 1)n, en le de´rivant i fois (0 ≤ i < n) et en prenant la
valeur en −1, on obtient l’indentite´ pour un polynoˆme de degre´ i. D’ou` le re´sultat par
line´arite´.
Dans toute la suite pour tout n ≥ 0 et k ne ve´rifiant pas 0 ≤ k ≤ n, nous posons
(
n
k
)
= 0.
On obtient ainsi aussi
∑
k∈Z
(−1)kP (k)
(
n
k
)
= 0.
1 De´finition
Nous introduisons ici notre nouvel invariant, associe´ a` un polytope simple P auquel est
associe´e la varie´te´ moment-angle ZP .
Si M est une varie´te´ compacte de dimension k, on appelle bi(M) (ou simplement bi s’il
n’y a pas d’ambigu¨ıte´) son i-ie`me nombre de Betti, soit bi = dimH
i(M,R). On appelle
polynoˆme de Poincare´ de M le polynoˆme donne´ par PoincM (X) =
∑k
i=0 biX
i (on sait que
bi = 0 si i > k).
On de´finit alors :
I(P ) = Poinc′ZP (−1) = −
n+d∑
i=0
(−1)i · i · bi (2)
Nous allons donner quelques proprie´te´s de cet invariant (nous verrons par rapport a` quoi
il est invariant) en reliant I(P ) a` des proprie´te´s combinatoires de P .
2 Proprie´te´s de l’invariant
N.B. : Dans toute la suite, les polytopes conside´re´s seront simples sauf mention contraire.
Certaines des valeurs les plus significatives de l’invariant conside´re´ sont consigne´es dans
le the´ore`me suivant :
Theorem 2.1 1. Cas d’un simplexe
Notons ∆d le d-simplexe (n = d+ 1). On a alors I(∆d) = 2d+ 1.
Ce cas est extre`mement spe´cial (nombre de re´sultats a` venir sont faux pour lui), par
exemple c’est le seul cas ou` cet invariant est impair ; aussi dans la suite l’excluons
nous tre`s fre´quemment.
2. Cas ou` n et d ont meˆme parite´
On suppose ici que n et d ont meˆme parite´, autrement dit que n + d, ou de fac¸on
e´quivalente n− d, est pair. Alors, on a I(P ) = 0.
3. Cas d’un produit
On suppose ici qu’il existe deux polytopes non triviaux (i.e de dimension ≥ 1) Q et R
tels que P = Q×R. Alors I(P ) = 0.
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4. Cas d’un blending
Supposons ici qu’une facette (au moins) de P soit un d− 1-simplexe. Alors si n et d
sont de parite´ diffe´rentes, et que P n’est pas un simplexe, on a I(P ) = 2.
Ce cas inclut le cas particulier ou` P est un polygoˆne a` un nombre impair de coˆte´s
(triangle excepte´).
Ce re´sultat se ge´ne´ralise aux blendings plus ge´ne´raux. Si on suppose qu’il existe deux
polytopes Q et R (de dimension d) tels que P = Q#R, et que n − d est impair (ce
qui revient a` demander que les nombres de facettes de Q et de R soient de parite´s
diffe´rentes), on a pareillement I(P ) = 2.
5. Cas ou` n− d = 3
On suppose ici que P ve´rifie n = d+ 3. Son dual P ∗ est donc un polytope simplicial
de dimension d a` d + 3 sommets. On lui associe alors classiquement un polygoˆne a`
un nombre impair k de coˆte´s via son diagramme de Gale (voir [Gr]). On a alors
I(P ) = k − 3.
6. Cas neighbourly dual
On suppose ici que P est de dimension paire d = 2d′ et est neighbourly dual, c’est-a`-
dire que si on prend d′ facettes quelconques de P , leur intersection est une d′-face de
P (non vide suffit en fait car P est simple).
Alors, si n est impair, et que P n’est pas un simplexe, on a I(P ) = d.
On peut remarquer que ceci aussi inclut le cas particulier des polygoˆnes a` un nombre
impair de coˆte´s (triangle excepte´).
7. Cas d’un wedge
On suppose ici que P , non simplexe, est obtenu par wedge sur un polytope Q de
dimension d− 1. On a alors I(P ) = I(Q).
Cette dernie`re proprie´te´ motive l’appellation d’invariant pour I.
De´monstration
• Le cas 1), P = ∆d est imme´diat. Dans ce cas, Z∆d est la sphe`re de dimension 2d+ 1
et le re´sultat en de´coule.
• Le cas 2) n’est pas difficile non plus. Rappelons que n + d est la dimension de ZP .
On sait que la caracte´ristique d’Euler de ZP est nulle. De plus, ZP ve´rifie la dualite´
de Poincare´ (car ZP est une varie´te´ close et orientable) ; on a donc bn+d−i = bi pour
tout i. En effectuant le changement d’indice j = n+ d− i dans la somme de´finissant
I(P ), on obtient I(P ) = −I(P ) + 0. Donc I(P ) est bien nul.
• Le cas 3) est simple. On sait que si P et Q sont deux polytopes, alors ZP×Q = ZP×ZQ.
Si on se donne deux varie´te´ M et N et qu’on de´finit I(M) et I(N) par la meˆme
formule que ci-dessus, la formule de Ku¨nneth (voir par ex. [Ha]) donne I(M ×N) =
I(M) · χ(N) + χ(M) · I(N). Ainsi, si M et N ont toutes deux une caracte´ristique
d’Euler nulle, alors I(M × N) = 0. C’est en particulier le cas pour ZP et ZQ d’ou`
I(P ×Q) = 0.
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• Le cas 4) est plus complique´. Il s’inspire de la preuve de la proposition 11.2 de [B-M],
mais il faut la ge´ne´raliser a` des blendings plus ge´ne´raux.
Commenc¸ons par le cas particulier ou` P -non simplexe- posse`de une facette simpliciale.
Ceci e´quivaut a` ce que P soit obtenu en coupant un sommet a` un polytope Q, soit
encore comme blending Q#∆d.
On appelle ici m le nombre de facettes de Q et P en a alors n = m+ 1. La proposi-
tion 11.2 de [B-M] nous dit que pour 3 ≤ j ≤ m+ d− 2, on a :
bi(ZP ) = bi(ZQ) + bi−1(ZQ) +
(
m− d
j − 2d+ 1
)
+
(
m− d
i− 2
)
De´signons bi(ZQ) par bi. Le calcul donne alors :
I(P ) = (−1)m+d(m+d+1)+
m+d−2∑
i=3
(−1)i+1 ·i ·(bi−1+bi+
(
m− d
i− 2d+ 1
)
+
(
m− d
i− 2
)
) =
(−1)m+d(m+ d+ 1) +
m+d−2∑
i=3
(−1)i+1 · i · bi−1 +
m+d−2∑
i=3
(−1)i+1 · i · bi+
m+d−2∑
i=3
(−1)i+1 · i ·
(
m− d
i− 2d+ 1
)
+
m+d−2∑
i=3
(−1)i+1 · i ·
(
m− d
i− 2
)
Appelons C la dernie`re de ces sommes, B l’avant dernie`re et A la somme des deux
qui les pre´ce`dent.
D’apre`s les proprie´te´s des varie´te´s moment-angle, on a b2 = bm+d−2 = 0. D’ou`
A =
m+d−2∑
i=3
(−1)i+1 · i · bi−1 +
m+d−2∑
i=3
(−1)i+1 · i · bi =
m+d−3∑
k=3
(−1)k · k + 1 · bk +
m+d−3∑
k=3
(−1)k+1 · k · bk =
m+d−3∑
k=3
(−1)k · bk
La caracte´ristique d’Euler de ZQ est nulle et, comme b1 = b2 = bm+d−2 = bm+d−1 = 0
et b0 = bm+d = 1, on trouve 0 = A+ 1 + (−1)
m+d, soit A = −1 + (−1)m+d+1
D’autre part, quand i varie de 3 a` m+ d − 2, alors i − 2d + 1 varie de 4 − 2d ≤ 0 a`
m− d− 1. D’ou`
B =
m+d−2∑
i=3
(−1)i+1 · i ·
(
m− d
i− 2d+ 1
)
=
m−d−1∑
k=0
(−1)k · (k + 2d− 1) ·
(
m− d
k
)
Or, d’apre`s l’identite´ (1),
∑m−d
k=0 (−1)
k · (k + 2d− 1) ·
(
m−d
k
)
= 0, donc
B = 0−
(
(−1)m−d · 1 · (m+ d− 1)
)
= (−1)m+d+1(m+ d− 1).
Aussi, i varie de 3 a` m+ d− 2, alors i− 2 varie de 1 a` m+ d− 4 ≥ m− d. D’ou`
C =
m+d−2∑
i=3
(−1)i+1 · i ·
(
m− d
i− 2
)
=
m−d∑
k=1
(−1)k+1 · (k + 2) ·
(
m− d
k
)
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Or,
∑m−d
k=0 (−1)
k+1 · (k + 2) ·
(
m−d
k
)
= 0, d’ou` C = 0− (−1) · 2 · 1 = 2.
On obtient donc finalement :
I(P ) = (−1)m+d(m+ d+ 1) +A+B + C =
(−1)m+d(m+ d+ 1) + (−1)m+d+1(m+ d− 1) + (−1 + (−1)m+d+1) + 2 =
(−1)m+d(m+ d+ 1−m− d+ 1− 1) + (2− 1) = 1 + (−1)m+d = 1− (−1)n+d
Ainsi, si ZP est de dimension impaire, on a bien I(P ) = 2.
Passons maintenant a` un blending plus ge´ne´ral. Nous allons pour commencer fixer un
certain nombre de notations.
On se donne un polytope P de dimension d obtenu comme blending de deux polytopes
Q et R en des sommets vQ et vR. Nous verrons que ni les sommets choisis ni la manie`re
dont est effectue´ le blending ne jouent de roˆle. Nous supposons aussi que ni Q ni R
n’est un simplexe (sinon on est ramene´ au cas ci-dessus).
Notons nQ (resp. nR) le nombre de facettes de Q (resp. R). Notons comme d’habitude
F l’ensemble des facettes de P . On note FQ (resp. FR) a` la fois l’ensemble des facettes
de Q (resp. R) qui ne contiennent pas le sommet en lequel a e´te´ effectue´ le blending
et l’ensemble des facettes de P qui leur correspondent. Notons Fv a` la fois l’ensemble
des facettes de P obtenues par recollement d’une facette de Q et d’une de R, ainsi que
l’ensemble des facettes de Q ou R contenant le sommet ou` a e´te´ effectue´ le blending.
Ainsi, F est partitionne´ par FQ, FR et Fv .
En fait, nous ne distinguerons pas un facette de Q ou de R, meˆme dans Fv, de la
facette de P qui lui correspond.
Prenons un ensemble I ⊂ F de facettes de P .
On note FI la re´union des facettes de P qui sont dans I.
La de´composition de I dans la partition de F ci-dessus sera note´e I = IQ ∪ IR ∪ Iv.
ATTENTION : On prendra soin de ne pas confondre FIQ , qui est la re´union des seules
facettes situe´es dans IQ avec FI,Q, qui est la re´union des facettes de I qui proviennent
de Q, autrement dit FIQ∪Iv . De meˆme pour R.
Nous allons de´crire l’homologie (re´duite) de FI .
– Si Iv n’est ni vide ni e´gal a` tout Fv, alors FI est ”la somme connexe de FI,Q et
de FI,R le long de leur frontie`re” (les composantes re´unies e´tant celles contenant
FIv ).
L’homologie re´duite de FI est alors la somme directe des homologies re´duites de
FI,Q et de FI,R.
– Si Iv est vide, alors FI est la re´union disjointe de FI,Q et de FI,R (qui sont aussi
dans ce cas FIQ et FIR).
Si aucun des deux n’est vide, l’homologie re´duite de FI peut alors eˆtre vu comme
la somme directe de l’homologie re´duite de FI,Q, de celle de FI,R et de Z en
dimension 0 (non canoniquement plonge´ dedans, un repre´sentant d’un ge´ne´rateur
de ce dernier groupe e´tant le cycle forme´ de la diffe´rence d’un point de FI,Q et
d’un point de FI,R, la classe de ce cycle de´pendant des composantes des points
choisis).
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Si un (seul) des deux est vide FI est soit FIQ et FIR et son homologie est celle
qui correspond. Notons juste que l’homologie re´duite de l’autre (l’ensemble vide
en a en dimension −1) n’apparait pas.
– Si, a` l’oppose´, Iv = Fv, alors FI est la somme connexe (en tant que varie´te´s
de dimension d − 1) de FI,Q et de FI,R, les endroits de recollement e´tant des
voisinages de vQ et vR.
Si on n’a ni IQ = FQ ni IR = FR, alors l’homologie re´duite de FI est la somme
directe de l’homologie re´duite de FI,Q, de celle de FI,R et de Z en dimension
d− 2, la sphe`re sur laquelle est effectue´ le recollement n’e´tant alors pas un bord.
Si on a une (seule) des deux e´galite´s IQ ou R = FQ ou R, alors FI est obtenu
en faisant la somme connexe de FQ ou FR avec une sphe`re, ce qui ne modifie
pas sa topologie et l’homologie re´duite correspond. Notons juste que l’homologie
re´duite de l’autre (qui est une sphe`re) n’apparait pas.
En re´sume´, on peut de´composer l’homologie de ZP en une homologie provenant de Q
ou de R et une homologie ”spe´ciale” provenant du recollement. Ceci va nous permettre
de mener a` bien notre calcul.
Prenons par exemple une partie J = JQ ∪ Jv des facettes de Q. On suppose que
J n’est ni vide ni tout FQ ∪ Fv et on note j son cardinal. Prenons aussi une classe
d’homologie re´duite [c] de FJ , disons [c] ∈ H˜l(FJ ,Z). Cette classe induit une partie
de l’homologie de ZP . En fait, pour chaque partie K de FR dont le cardinal est note´
k, elle induit une classe [c]K de Hj+k+l+1(ZP ,Z).
On a de plus suppose´ que R n’e´tait pas un simplexe, et donc Card(FR) ≥ 2, ce qui
entraˆıne que : ∑
K⊂FR
(−1)j+k+l+1(j + k + l + 1) =
(−1)j+l+1
Card(FR)∑
k=0
(−1)k
(
Card(FR)
k
)
(k + (j + l + 1)) = 0
En ce sens, l’homologie induite par [c] n’apporte pas de contribution a` I(P ). Ainsi,
toute l’homologie provenant de Q, et de meˆme pour celle provenant de R peut eˆtre
occulte´e dans le calcul de I(P ).
Autrement dit, I(P ) re´sulte uniquement de l’homologie provenant des classes spe´ciales.
Prenons I ⊂ F et notons i le cardinal de IQ, j celui de IR.
Dans le cas ou` Iv est vide, mais ni IQ ni IR, alors ”la” classe spe´ciale associe´e dans
ZP est en degre´ i+ j + 1.
Par dualite´, si Iv = Fv mais que IQ 6= FQ et IR 6= FR, alors la classe spe´ciale associe´e
dans ZP est en degre´ (nQ+nR)−((Card(FQ)−i)+(Card(FR)−j)+1) = i+j+2d−1.
Ne reste plus alors a` prendre en compte que H0(ZP ,Z) et HnQ+nR(ZP ,Z).
On obtient donc finalement :
I(P ) = (−1)nQ+nR+1(nQ + nR)+∑
1≤i≤nQ−d
∑
1≤j≤nR−d
(
nQ − d
i
)(
nR − d
j
)
(−1)i+j(i+ j + 1)+
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∑
0≤i≤nQ−d−1
∑
0≤j≤nR−d−1
(
nQ − d
i
)(
nR − d
j
)
(−1)i+j(i+ j + 2d− 1)
La premie`re des deux sommes peut eˆtre de´compose´e en trois par
∑
1≤i≤nQ−d
∑
1≤j≤nR−d
(
nQ − d
i
)(
nR − d
j
)
(−1)i+j(i+ j + 1) =

 ∑
1≤i≤nQ−d
(−1)ii
(
nQ − d
i
)

 ∑
1≤j≤nR−d
(−1)j
(
nR − d
j
)+

 ∑
1≤i≤nQ−d
(−1)i
(
nQ − d
i
)

 ∑
1≤j≤nR−d
(−1)jj
(
nR − d
j
)+

 ∑
1≤i≤nQ−d
(−1)i
(
nQ − d
i
)

 ∑
1≤j≤nR−d
(−1)j
(
nR − d
j
)
Or, a` nouveau d’apre`s l’identite´ (1), on a
∑
0≤i≤nQ−d
(−1)i
(
nQ − d
i
)
=
∑
0≤i≤nQ−d
(−1)ii
(
nQ − d
i
)
=
∑
0≤j≤n−d
(−1)j
(
nR − d
j
)
=
∑
0≤j≤n−d
(−1)jj
(
nR − d
j
)
= 0
Ce qui donne donc
∑
1≤i≤nQ−d
(−1)i
(
nQ−d
i
)
=
∑
1≤j≤nR−d
(−1)i
(
nR−d
j
)
= −1 et∑
0≤i≤nQ−d
(−1)ii
(
nQ−d
i
)
=
∑
0≤j≤n−d
(−1)jj
(
nR−d
j
)
= 0
Au total,
∑
1≤i≤nQ−d
∑
1≤j≤nR−d
(
nQ−d
i
)(
nR−d
j
)
(−1)i+j(i+ j+1) = 0+0+(−1)2 = 1.
La seconde somme se de´compose aussi en trois par :
∑
0≤i≤nQ−d−1
∑
0≤j≤nR−d−1
(
nQ − d
i
)(
nR − d
j
)
(−1)i+j(i+ j + 2d− 1) =

 ∑
0≤i≤nQ−d−1
(−1)ii
(
nQ − d
i
)

 ∑
0≤j≤nR−d−1
(−1)j
(
nR − d
j
)+

 ∑
0≤i≤nQ−d−1
(−1)i
(
nQ − d
i
)

 ∑
0≤j≤nR−d−1
(−1)jj
(
nR − d
j
)+
(2d − 1)

 ∑
1≤i≤nQ−d
(−1)i
(
nQ − d
i
)

 ∑
1≤j≤nR−d
(−1)j
(
nR − d
j
)
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D’apre`s ce qui pre´ce`de,
∑
0≤i≤nQ−d−1
(−1)ii
(
nQ−d
i
)
= 0− (−1)nQ−d(nQ − d),∑
0≤j≤nR−d−1
(−1)j
(
nR−d
j
)
= −(−1)nR−d,
∑
0≤i≤nQ−d−1
(−1)i
(
nQ−d
i
)
= −(−1)nR−d et∑
0≤j≤nR−d−1
(−1)jj
(
nR−d
j
)
= −(−1)nR−d(nR − d). D’ou` :
∑
0≤i≤nQ−d−1
∑
0≤j≤nR−d−1
(
nQ − d
i
)(
nR − d
j
)
(−1)i+j(i+ j + 2d− 1) =
(−1)nQ+nR(nQ−d)+(−1)
nQ+nR(nR−d)+(2d−1)(−1)
nQ+nR = (−1)nQ+nR(nQ+nR−1)
On obtient donc finalement :
I(P ) = (−1)nQ+nR+1(nQ + nR) + 1 + (−1)
nQ+nR(nQ + nR − 1) = 1− (−1)
nQ+nR
Soit donc bien 2 si nQ + nR est impair.
• Le cas 5) est en fait un corollaire direct des cas 3), 6) et 7). En effet, un polytope
simple ve´rifiant n − d = 3 est obtenu par des wedges successifs au-dessus, soit du
cube si k = 3, le polytope e´tant alors un produit de trois simplexes, soit du dual du
polytope cyclique C(k − 3, k) si k ≥ 5.
Dans le premier cas, le poit 3) nous assure que I(P ) = 0 = k − 3. Dans l’autre cas,
le 7) nous dit que I(P ) = I(C∗(k − 3, k)) et le 6) nous dit que ceci n’est autre que
la dimension de ce dernier polytope, soit I(P ) = k − 3, car il est bien connu qu’un
polytope cyclique est neighbourly [Gr].
• Nous traiterons le cas 6) en calculant explicitement les nombre de Betti des varie´te´s
moment-angle associe´s au polytopes neighbourly duaux.
Proposition 2.2 Soit P un polytope neighbourly dual de dimension d = 2d′ a` n
facettes et soit j tel que d′ < j < n+ d′.
Alors on a :
bj(ZP ) =
1
(d′)!
(
n
j − d′
) d′−1∏
i=0
(j − 2d′ + i)(n − j + i)
n− d′ + i
Preuve
Nous allons ici utiliser les complexes KI sur les ensembles de facettes de P .
Supposons qie I ne soit ni vide ni e´gal a` F tout entier. Alors KI a le type d’homotopie
d’un bouquet d’un certain nombre bI de (d
′− 1)-sphe`res. Or, si on prend un bouquet
de (d′ − 1)-sphe`res, au nombre de r, sa caracte´ristique d’Euler vaut 1 + (−1)d
′−1r et
la dimension de son Hd′−1 vaut r. D’ou` bI = (−1)
d′−1 · (χ(KI)− 1).
Prenons d′ < j < n+d′. Alors, une partie I de F a` j−d′ e´le´ments n’est ni vide ni tout
F et les classes d’homologie qu’elle induit sont de dimension (j−d′)+(d′−1)+1 = j.
De plus, les classes induites par l’ensemble vide ou tout le bord du polytope sont en
dimension 0 ou n+ 2d′, donc pas j. On a donc ainsi :
bj(ZP ) =
∑
I⊂F
#I=j−d′
bI =
∑
I⊂F
#I=j−d′
(−1)d
′−1 · (χ(KI)− 1) =
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(−1)d
′
(
n
j − d′
)
+ (−1)d
′−1
∑
I⊂F
#I=j−d′
χ(KI)
Notons cette dernie`re somme bj meˆme si on ne suppose plus d
′ < j < n+ d′. Ce n’est
alors plus force´ment bj(ZP ).
Pour calculer bj , on regarde combien de fois chaque face de P ”apparait” dans les
KI . Notons tout de meˆme qu’une k-face de P est une intersection de d − k facettes
et apparait alors comme d− k− 1-simplexe dans les KI , et que d− k− 1 est de parite´
oppose´e a` k, donc il faut prendre garde au signe.
En fait, pour voir apparaˆıtre une k-face F dans un KI , il faut et suffit que I, qui
a j − d′ e´le´ments, contienne les d − k facettes dont l’intersection est F . Il y a alors(
n−d+k
j−d′−d+k
)
soit
(
n−d+k
j−3d′+k
)
complexes KI ou` cette face apparait.
Cela donne ainsi :
bj = (−1)
d′
(
n
j − d′
)
+ (−1)d
′−1
∑
0≤k<d
fk(−1)
d−k−1
(
n− d+ k
j − 3d′ + k
)
=
(−1)d
′
(
n
j − d′
)
+ (−1)d
′
∑
0≤k<2d′
fk(−1)
k
(
n− 2d′ + k
j − 3d′ + k
)
Si on pose f2d′ = 1, cela donne
bj = (−1)
d′
2d′∑
k=0
(−1)kfk
(
n− 2d′ + k
j − 3d′ + k
)
=
(−1)d
′
(
n
j − d′
)( 2d′∑
k=0
(−1)kfk
2d′−k−1∏
i=0
j − d′ − i
n− i
)
On constate ainsi que bj est le produit de
(
n
j−d′
)
par la valeur en j d’un polynoˆme
Pn,d(X). De plus, le degre´ de Pn,d(X) est majore´ par 2d
′.
On sait de plus que pour 0 < j ≤ 2d′, on a bj(ZP ) = 0. Par dualite´ de Poincare´, pour
n ≤ j < n + 2d′, on a aussi bj(ZP ) = 0. Or, pour d
′ < j ≤ 2d′, on a 0 = bj(ZP ) =
bj = (−1)
d′
(
n
j−d′
)
Pn,d(j). Comme alors
(
n
j−d′
)
n’est pas nul, c’est que Pn,d(j) = 0.
Le meˆme raisonnement montre aussi que Pn,d(j) = 0 si n ≤ j < n+ d
′.
Ainsi, on a trouve´ 2d′ racines au polynoˆme Pn,d(X). Vu son degre´, c’est un multiple
de
∏d′−1
i=0 (X − 2d
′ + i)(X − (n+ i)).
Pour trouver lequel, calculons Pn,d(d
′). On a
Pn,d(d
′) = (−1)d
′∑2d′
k=0(−1)
kfk
∏2d′−k−1
i=0
−i
n−i . Si k < 2d
′, le produit pre´ce´dent con-
tient le facteur −i pour i = 0, donc est nul. Il ne reste donc que Pn,d(d
′) =
(−1)d
′
(−1)2d
′
f2d′ · 1 = (−1)
d′fd et comme fd = 1, on a Pn,d(d
′) = (−1)d
′
.
Or, posons Qn,d(X) =
1
(d′)!
∏d′−1
i=0
(X−2d′+i)(n−X+i)
n−d′+i . Il est aussi de degre´ 2d
′, s’annule
pour les entiers i tels que d′ < i ≤ 2d′ ou n ≤ i < n+ d′, et :
Qn,d(d
′) =
1
(d′)!
d′−1∏
i=0
(i− d′)(n − d′ + i)
n− d′ + i
= (−1)d
′ 1
(d′)!
d′−1∏
i=0
(d′ − i) = (−1)d
′
= Pn,d(d
′)
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Les polynoˆmes Pn,d(X) et Qn,d(X) sont donc e´gaux, d’ou` la formule. 
Cette proposition permet alors de calculer I(P ). Posons, pour tout entier relatif j,
b˜j =
1
(d′)!
(
n
j−d′
)∏d′−1
i=0
(j−d+i)(n−j+i)
n−d′+i . Alors, la formule bj(ZP ) = b˜j est en fait valable
pour tous les j, excepte´ les suivants :
i) j = 0, j = n+ d : b˜j = 0 tandis que bj(ZP ) = 1 ;
ii) j = d′, j = n+ d′ : b˜j = (−1)
d′ tandis que bj(ZP ) = 0.
On a de plus
∑
j∈Z(−1)
jjb˜j = 0. En effet, en posant j
′ = j − d′, on constate que b˜j
est de la forme Q(j′)
(
n
j′
)
ou` Q est un polynoˆme de degre´ d. D’ou` la somme voulue
e´gale au signe pre`s a`
∑
j′∈Z(−1)
j′ [(X + d′)Q](j′)
(
n
j′
)
. Comme n > d+ 1 car le cas du
simplexe est exclus, on a bien
∑
j∈Z(−1)
j b˜j = 0.
Finalement, pour calculer I(P ), il suffit de calculer sa diffe´rence avec cette somme.
D’apre`s ce qui pre´ce`de, et comme d est pair, on a
I(P ) =
0(1−0)−(−1)d
′
d′(0−(−1)d
′
)−(−1)n+d
′
(n+d′)(0−(−1)d
′
)−(−1)n+d(n+d)(1−0) =
0 + d′ + (−1)n(n+ d′)− (−1)n(n+ d) = d′ + (−1)n+1d′
Cela donne bien I(P ) = d si n est impair.
• Pour le 7), nous remarquons que cela e´quivaut en un sens a` ce qu’une facette d’un
polytope (autre que le simplexe) induise ”autant d’homologie en dimension paire
qu’impaire”. Nous relierons cela au quotient de ZP par l’action naturelle du cercle S
1
correspondant a` note facette.
Nous n’allons conside´rer ici que la partie sans torsion de l’homologie des espaces
conside´re´s, la torsion n’influenc¸ant pas le calcul de I(WXP ).
Posons FW l’ensemble des facettes de WXP , F
′ l’ensemble F \{X} et F ′W l’ensemble
des facettes non principales de WXP . On a de´ja` rappele´ que les e´le´ments de F
′ et de
F ′W se correspondent naturellement.
Conside´rons une partie J de F ′ dont on note k le cardinal et la partie J− de F
′
W qui
lui correspond. Il y a quatre parties de FW dont l’intersection avec F
′
W est J−, a` savoir
J− elle-meˆme, J1 et J2 qui contiennent chacune une des deux facettes principales F1
et F2 et J+ qui les contient toutes deux.
Un ensemble FJi , i = 1, 2 se re´tracte par de´formation sur Fi, donc est contractile,
donc sans homologie re´duite.
FJ− se re´tracte par de´formation sur sa projection sur P , donc a le meˆme type
d’homotopie, et a fortiori la meˆme homologie re´duite, que FJ .
Une classe de H˜i(FJ ) et la classe de H˜i(FJ−) qui lui correspond induisent chacune
une classe d’homologie de degre´ i+ k + 1, respectivement de ZWXP et de ZP .
Conside´rons maintenant FJ+ . C’est, dans le bord de WXP , le comple´mentaire de
F(F ′\J )− (plus exactement de sons inte´rieur mais ils ont meˆme type d’homotopie).
Par dualite´ d’Alexander, on a pour tout entier i, bi(FJ+) = bn+d−i(F(F ′\J )−). Or,
d’apre`s ce qui pre´ce`de, c’est aussi e´gal a` bn+d−i−1(FF ′\J ) qui, a` nouveau par dualite´
d’Alexander, vaut aussi bi−1(FJ∪{X}).
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Une classe de H˜i−1(FJ∪{X}) induit une classe d’homologie de degre´ (i−1)+(k+1)+1 =
i + k + 1 de ZP , tandis qu’une classe de H˜i(FJ+) induit une classe d’homologie de
degre´ i+ (k + 2) + 1 = i+ k + 3 de ZXP .
Ainsi, dans un sens, une classe d’homologie de degre´ m de ZP induit une classe
d’homologie de degre´ m + 2 de ZWXP si elle est X-sature´e et de degre´ m si elle est
X-orthogonale.
Pour tout j, appelons bsj la dimension de l’espace des classes X-sature´es de degre´ j et
bnsj la dimension de l’espace des classes X-orthogonales.
On a donc bj(ZP ) = b
s
j + b
ns
j et bj(ZWXP ) = b
s
j−2 + b
ns
j .
Or, on peut relier la notion de X-saturation au quotient ZP /TX de ZP par l’action
du cercle TX . On a en effet la proposition suivante :
Proposition 2.3 On conside`re la surjection canonique pi de ZP sur ZP /TX , l’appli-
cation pi∗ de H∗(ZP /TX ,R) dans H
∗(ZP ,R) et on appelle A l’image de pi
∗.
Alors pi∗ est injective et on a l’e´quivalence entre :
i) c est dans A ;
ii) le dual de Poincare´ de c est une classe X-sature´e ;
iii) c s’annule sur toutes les classes X-sature´es.
Preuve L’injectivite´ de l’application re´sulte directement du fait que ZP /TX se plonge
dans ZP en tant que retract. Ceci peut, par exemple, se voir en remarquant que
l’action naturelle de S1 sur Cn par rotation sur la premie`re coordonne´e a un espace
d’orbites qui s’identifie a` R+×C
n−1, donc est un retract de Cn, et l’action sur ZP en
est une sous-action.
Prenons une classe c dans A, c = pi∗(c′) ou` c′ ∈ Hk(ZP /TX ,R) ainsi qu’un cycle sature´
α ∈ Hk(ZP ,R). On a alors c(α) = c
′(pi∗ α) et pi∗ α est ”de dimension (k − 1)”, d’ou`
c′(pi∗α) = 0.
Soit maintenant une classe de cohomologie dont le dual est X-sature´. Si on l’applique
a` une autre classe X-sature´e, on obtient l’intersection (nume´rique) de deux classes X-
sature´es. Or, l’intersection homologique de deux classes X-sature´es e´tant elle-meˆme
X-sature´e, leur intersection nume´rique est nulle.
Pour voir maintenant qu’un cocycle qui s’annule sur toute classe X-sature´e est dans
A et est le dual d’un cycle sature´, on peut se baser sur la dimension de ces espaces.
La dimension de A est la moitie´ de la dimension de H∗(ZP ,R). De meˆme, d’apre`s
la remarque 1, la dimension de l’espace des classes X-sature´es est aussi la moitie´ de
la dimension de H∗(ZP ,R). C’est e´galement la dimension de l’espace des classes qui
s’annulent sur toutes les classes X-sature´es.
On en de´duit que ces trois espaces sont les meˆmes. 
Cette proposition nous permet d’affirmer que la dimension de l’espace des classes X-
sature´es de degre´ j de ZP est e´gale a` la dimension des classes de degre´ n + d − j de
A, donc aussi a` la dimension des classes de degre´ n+ d− j de H∗(ZP /TX ,R), soit
bsj = bn+d−j(ZP /TX).
On obtient alors :
bj(ZWXP ) = b
ns
j + b
s
j−2 = bj(ZP )− b
s
j + bn+d−j+2(ZP /TX) =
14
bj(ZP )− bn+d−j(ZP /TX) + bn+d−j+2(ZP /TX)
Et donc :
I(WXP ) = −
n+d+2∑
j=0
(−1)jj · bj(ZWXP ) =
−
n+d+2∑
j=0
(−1)jj · bj(ZP ) +
n+d+2∑
j=0
(−1)jj · bn+d−j(ZP /TX)−
n+d+2∑
j=0
(−1)jj · bn+d−j+2(ZP /TX) =
I(P ) +
n+d∑
j′=−2
(−1)n+d−j
′
(n+ d− j′) · bj′(ZP /TX)−
n+d+2∑
j′=0
(−1)n+d−j
′+2(n+ d− j′ + 2) · bj′(ZP /TX) =
I(P ) +
n+d∑
j′=0
(−1)n+d−j
′
(−2) · bj′(ZP /TX) = I(P ) + 2(−1)
n+d+1
n+d∑
i=0
(−1)ibi(ZP /TX) =
I(P ) + 2(−1)n+d+1χ(ZP /TX)
Or, si P n’est pas un simplexe, le cercle diagonal du tore TF\{X} agit librement sur
ZP /TX , ce qui implique χ(ZP /TX) = 0.
On obtient donc bien I(WXP ) = I(P ).
CQFD
3 Exemples divers
Nous donnons ici diffe´rents exemples qui illustrent aussi le comportement de notre invariant.
Exemple 1 Une question naturelle au vu des proprie´te´s pre´ce´dentes est de savoir si on
a I(P ) ≥ 0 pour tous les polytopes simples. Ce n’est pas le cas, et nous pre´sentons deux
contre-exemples. Le premier avec d = 3, le second avec n − d = 5, ce qui est dans chaque
cas la valeur minimale.
Soit P l’octae`dre tronque´, ou permutae`dre de dimension 3 (il posse`de 14 facettes). Le
calcul de l’homologie de ZP nous donne I(P ) = −2.
Soit Q le polytope obtenu de la fac¸on suivante : On place un hypercube de dimension 4
en position de ”diamant”, i.e. avec un sommet en haut et un sommet en bas. On le coupe
”horizontalement” par un hyperplan H situe´ juste au-dessous de son hyperplan milieu (i.e.
l’hyperplan me´diateur des deux sommets susmentionne´s). Le polytope Q est alors la partie
supe´rieure de l’hypercube (celle situe´e au-dessus de H). On constate facilement que H
sectionne toutes les facettes de l’hypercube, ce qui fait que Q posse`de 9 facettes.
Le calcul de l’homologie de ZQ nous fournit I(Q) = −4.
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Exemple 2 Une remarque sur I(P ), qui est donne´ comme forme line´aire sur l’ensemble des
nombres de Betti d’une varie´te´, est que si on prend une suite (force´ment finie) de polytopes
P0, ..., Pk dont les nombres de Betti de chaque degre´ sont en progression arithme´tique, alors
leurs invariants I0, ..., Ik sont aussi en progression arithme´tique.
Un exemple peut eˆtre fourni par des polytopes obtenus a` partir d’hypercubes en flippant
des areˆtes. Plus pre´cise´ment, prenons d ≥ 4 et posons P0 l’hypercube de dimension d, qui a
2d facettes. Il est possible de construire des polytopes P1, ..., Pd tels que chaque Pi, i ≥ 1 est
obtenu a` partir de Pi−1 en flippant une areˆte. On peut voir que les nombres de Betti des ZPi
ne de´pendent pas des areˆtes flippe´es, et sont en progression arithme´tique [Bo]. (Attention,
s’il est ne´cessaires que deux are`tes flippe´es quelconques soient disjointes et non paralle`les,
on n’obtient pas force´ment un polytope combinatoire en flippant n’importe lesquelles ve´rifiant
cela). Leurs invariants sont donc aussi en progression arithme´tique. En fait, on peut voir
que si d est impair, alors Ii = 2i pour tout 0 ≤ i ≤ d (si d est pair Ii est force´ment nul).
D’autres exemples peuvent eˆtre obtenus en flippant des are`tes a` partir du polytope Q
ci-dessus, ou en flippant d’autres simplexes a` partir de produits, etc...
Exemple 3 On peut d’ailleurs se demander s’il est possible d’e´tablir un rapport entre
l’invariant d’un polytope P et celui d’un polytope obtenu a` partir de P par une transforma-
tion e´le´mentaire (i.e. un unique flip).
Dans le cas d’un (1, d)-flip, on rajoute ou enle`ve une facette et il est donc force´ que l’un
des deux polytopes ait un invariant nul, quel que soit la valeur de l’invariant de l’autre.
Dans d’autres cas de flips, les invariants ont-ils force´ment des valeurs proches ?
Prenons l’exemple du dode´cae`dre D. Le calcul nous fournit I(D) = 12. Appelons D′ le
polytope obtenu a` partir de D en flippant une are`te (D′ ne de´pend pas de l’are`te flippe´e).
Le calcul nous fournit I(D′) = 6. Quelles valeurs obtient-on apre`s le flip d’une are`te de D′
(remarquons que toutes peuvent le subir) ?
On sait de´ja qu’on obtiendra 12 en flippant celle qui vient d’apparaˆıtre (on revient au
dode´cae`dre), et qu’on obtiendra 2 si on flippe une are`te d’un quadrilate`re (car celui-ci
sera transforme´ en triangle a` l’issue du flip). Le diagramme suivant re´capitule les valeurs
obtenues apre`s flips des diffe´rentes are`tes de D′ :
2
4
4
4
4
4
4 6
2
6
4
4
6
2
2
2
6
2
2
2
6 2
6
6
2 2
22
6
12
On constate qu’en dehors du cas tre`s particulier ou` on revient au dode´cae`dre, l’invariant
16
ne de´passe pas 6. Ceci invite a` penser que ”en re`gle ge´ne´rale, un polye`dre (limitons-nous a`
la dimension 3) aura un invariant positif mais assez petit”, et nous incite a` te´moigner un
inte´reˆt particulier aux exceptions.
4 Questions
Nous terminons notre propos par quelques questions concernant I(P ).
La premie`re, et sans doute la plus importante, est la de´pendance ou non de I(P ) par
rapport au corps de base. Si I(P ) n’en de´pend pas, l’appellation d’invariant pour I est
encore plus justifie´e, et cela renforce encore l’intimite´ du lien entre I(P ) et la combinatoire
de P .
En fait, demander que I(P ) soit inde´pendant du corps de base revient a` demander que
”pour tout nombre p premier, l’homologie de ZP (a` coefficients dans Z) ait autant de p-
torsion en dimension paire qu’en dimension impaire”. Or on sait actuellement tre`s peu de
choses concernant la torsion dans l’homologie des varie´te´s moment-angle.
Une autre question naturelle est de trouver quelles peuvent eˆtre les valeurs que prend
cet invariant, notamment en fonction de n et d. D’abord, est-il borne´ ou non lorsque d
est fixe´ ? C’est le cas pour d = 2 mais on peut avoir tendance a` penser le contraire pour
d ≥ 3 ; toutefois, on ignore la re´ponse exacte. Autre question, a-t-on dans tous les cas
|I(P )| ≤ n+ d ? Remarquons que, pour de simples raisons de parite´, l’e´galite´ n’a lieu que
dans le cas des simplexes. On peut aussi chercher a` de´crire les polytopes qui re´alisent les
extrema de I(P ) en foction de n et d.
On peut aussi chercher des bornes sur I(P ) en fonction du rang de Betti total r(ZP ) de
la varie´te´ (i.e. la dimension de H∗(ZP ,R), soit encore la somme de ses nombres de Betti).
Par exemple, pour n − d = 3, on a I(P ) = 12r(ZP ) − 4. Il semble tre`s raisonnable de
conjecturer qu’on a |I(P )| ≤ 12r(ZP )− 4 pour tout polytope simple autre qu’un simplexe.
Conclusion
Toutes ces proprie´te´s attestent bien de l’inte´reˆt de l’invariant I(P ). Il semble remarquable
qu’en de´pit de sa de´finiton plutoˆt ge´ome´trique, il soit intimement lie´ a` la combinatoire
du polytope P , et il est frappant qu’il ait un comportement aussi simple vis-a`-vis des
ope´rations usuelles sur les polytopes simples. Toutefois, on aurait fort envie de lui trouver
une signification plus pre´cise de nature combinatoire, ge´ome´trique ou autre, et, dans le meˆme
ordre d’ide´es, une me´thode qui puisse permettre de calculer sa valeur pour des polytopes
assez ge´ne´raux auxquels la varie´te´ moment-angle associe´e a des nombres de Betti dont le
calcul semble hors de porte´e.
En tout cas, il y a fort a` parier que ce nouvel invariant n’a pas encore livre´ tous ses
secrets.
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