In order to better understand the origin of fault-plane reflections in compacting sedimentary basins, we have numerically modeled the elastic wavefield via the spectral element method (SEM) for several different fault models. Using well log data from the South Eugene Island field, offshore Louisiana, we derive empirical relationships between the elastic parameters (e.g., P -wave velocity, density) and effective stress along both normal compaction and unloading paths. These empirical relationships guide the numerical modeling and allow us to investigate the effect of fluid pressure. We chose to simulate the elastic wave equation via SEM since irregular model geometries can be accommodated and slip boundary conditions at an interface, such as a fault or fracture, are implemented naturally. The method of including a slip interface retains the desirable qualities of SEM in that it is explicit in time and does not require the inversion of a large matrix.
INTRODUCTION
Seismic data acquisition and processing have evolved to the point that fault-plane reflections are often imaged under favorable conditions, such as above salt in the Gulf of Mexico (Liner, 1999) . Reflections originating from fault zones hold important information about fluid movement along faults or the capacity of a fault to act as a seal (Haney et al., 2004) . For prospect evaluation, faults are associated with uncertainty in petroleum systems by virtue of their split personality as both hydrocarbon traps and pathways for hydrocarbons to move from deep kitchens into shallower, economically producible reservoirs. Any light that seismic data can shed on the situation would be useful.
To gain a stronger grasp on the factors at play in causing fault-plane reflectivity, we have pursued a complete numerical study of seismic wave interaction with fault models. By complete, we do not simply model the entire elastic wavefield with high fidelity, but additionally process the data back into its time-migrated image, which is the point at which many geoscientists in the petroleum industry gain access to and begin examining seismic data. We model the wavefield with an implementation of the spectral element method (SEM) written by Dimitri Komatitsch and Jean-Pierre Vilotte at the Institut de Physique du Globe in Paris, France. Further improvements have been made to the original code by the third author in the course of his graduate work (Ampuero, 2002) . Processing of the elastic wavefield output by the SEM code has been accomplished with Seismic Un*x (Stockwell, 1997) .
We sketch the theory behind SEM and, after discussing the dip-filtering step we employ to highlight the fault-plane reflections, present results for different fault models. These models represent examples and combinations of three types of heterogeneity expected at faults. These three types are:
(i) juxtaposition (sand/shale or shale/sand) contacts (ii) pressure contrast ∆P across the fault (iii) a slipping fault
We expect from the outset that these various types of heterogeneity show up differently in dip-filtered seismic images. For instance, since the juxtaposition contacts exist over the length scale of a typical bed thickness and have positive (sand/shale) or negative (shale/sand) reflection coefficients, the smoothing of the dip-filter (Oppenheim & Schafer, 1975) should act to suppress their contribution to the fault-plane reflectivity. In fact, the specular contribution to the average reflected intensity from a fault-plane between two vertically shifted layered media with a random reflection coefficient series is zero. In practice, away from this idealized model, reflectivity from juxtaposition contacts should be relatively suppressed compared to the other two models. This is desirable since the juxtaposition contacts do not carry information on the intrinsic properties of the fault zone. The other two types of heterogeneity, pressure contrasts and slip at the fault plane, which are related to pore pressure distributions at the fault, are not attacked by the dip filter in the same way as are the juxtaposition contacts.
In the first section of this paper, we discuss empirical relationships between pore pressure and three basic rock properties -porosity, density, and sonic velocity. The data for this analysis come from wells drilled at the South Eugene Island field, offshore Louisiana. These relationships form the basis for the models used in the subsequent SEM simulations. The fact that pore pressure largely controls rock matrix properties in compacting sedimentary basins allows methods for imaging seismic reflections to indirectly measure spatially varying pore pressure distributions. The variation of the three rock properties with effective stress reveals a hysteretic behavior that occurs during the compaction of sediments. Evidence for both plastic (irreversible) and elastic (reversible) deformation exists in the available well data and pressure tests. These two regimes point to different underlying causes of overpressure (Hart et al., 1995) . For these dual deformation mechanisms, we construct two empirical relationships between each rock property and pore pressure -one valid for each regime.
Vertical effective stress
Pore pressures that exceed the hydrostatic pressure, or overpressures, lead to a lowering of density and seismic velocity and may contribute to the reflectivity associated with fault zones. Pennebaker (1968) was among the first geoscientists to demonstrate the ability of seismic stacking velocities to detect fluid pressures in the subsurface. Terzaghi (1943) , however, had previously discussed the basic principle, that of an effective stress acting on the rock frame. According to Terzaghi's principle, the effective stress determines rock properties (e.g., Pwave velocity). Terzaghi defined the effective stress to be the difference between the confining stress, σv, and the pore pressure p:
The subscript v stands for vertical since, in extensional regimes, the maximum stress is in the vertical direction (the weight of the overburden). The quantity σ d is also called the differential stress. Equation (1) states that rocks of similar composition but at different confining stress and pore pressure have the same velocity so long as the difference between the confining stress and pore pressure is the same. Hence, high pore pressure, which lowers effective stress, leads to lower seismic velocities. Following the work of Terzaghi, rock physicists began to question whether the effective stress governing rock properties is not simply the difference between the confining stress and the pore pressure (Wang, 2000) . Today, the most general effective-stress law is instead
where the parameter n is called the effective stress coefficient. Carcione et al. (2001) state that the value of n can differ for each physical quantity (e.g., permeability, compressibility, or shear modulus), and that it depends linearly on the differential stress of equation (1). Currently, the effective-stress coefficient is a controversial topic that is still being sorted out by the rock physics community. For the remainder of this paper, we do not distinguish between differential stress, σ d , and effective stress, σe; that is, we take n = 1 in equation (2). (1995) , and cartoon depth section (bottom) of the subsurface at South Eugene Island. The four main faults discussed in this thesis are shown in the bottom panel as the A, B, F, and Z faults. Throw across the faults is depicted by the layer running from left to right. Most of the wells at South Eugene Island were drilled into the shallow, hydrostatic section; the A20ST well was unusual in that it was continued through the A-fault system and into the deep overpressured compartment.
POROSITY VERSUS DEPTH
As suggested by its name, compaction acts to reduce the porosity of sediments as they are buried; however, this process can continue only as long as fluids in the diminishing pore space are allowed to be expelled. Such would be the case in normally pressured, hydrostatic sediments in which the fluids are in communication up to the seafloor. Once the movement of the fluids out of the pore space is opposed, as in a compartment sealed-off by low permeability or high capillary-entry-pressure shales or fault gouge, the porosity remains constant with burial depth if the fluid is more or less incompressible. This situation is called undercompaction (Huffman, 2002) . Undercompaction means the sediments are "frozen" in time and are simply buried in their unchanging earlier compaction state (Bowers, 1995) . To compound the situation, if fluid from outside the undercompacted sediments is pumped into the pore space, or if hydrocarbons are generated from within the undercompacted sediments, a process called unloading occurs (Huffman, 2002) . Whereas undercompaction can only cease the reduction of porosity (Bowers, 1995) , unloading can actually reverse the trend and increase porosity. Although unloading can reverse the trend, it cannot reclaim all of the previously lost porosity. This is because the com- The thick, solid line is the best-fit normal compaction trend using Athy's Law (Athy, 1930) . The faint solid lines are density-derived porosity values from 11 wells at South Eugene Island. To obtain the porosity, we assume that the solid grains have a density of 2650 kg/m 3 and the fluid has a density of 1000 kg/m 3 , as in Revil and Cathles (2002) . There is a clear break from the shallow, exponentially decreasing porosity trend at a depth of 1800 m, at which point the porosity remains constant with increasing depth, as shown by the flat dashed line. The two circles are density-derived porosities from the upthrown block to the north of the minibasin at South Eugene Island. The dashed lines connecting the circles to the main compaction trend are the interpreted porosity histories of the samples. They show a period of undercompaction, depicted as a horizontal line deviating from the normal compaction trend, followed by a vertical unloading path due to a late-stage pore-pressure increase.
paction process has a large irreversible component. In contrast, unloading and loading of sediments by pumping fluid into and then depressurizing the pore space is a reversible process, insofar as the fluid does not cause hydrofracturing.
We have examined wireline data taken in wells at the South Eugene Island field, offshore Louisiana, for indicators of overpressure, such as constant porosity as a function of depth. Previous work by Hart et al. (1995) shows the crossover from hydrostatic to overpressured conditions in porosities derived from sonic velocities. We take a slightly different, perhaps more straightforward approach based on the density log. The South Eugene Island field is a Plio-Pleistocene minibasin formed by salt withdrawal and has yielded more than 300 million barrels of oil in its lifetime. A cartoon depiction of the subsurface at South Eugene Island is displayed in Figure 1 , in addition to a regional map. The main part of the field is a vertical stack of interbedded sand and mostly shale layers bounded by two large growth faults to the north and south. Figure 2 shows porosity derived from density logs taken in the following wells at South Eugene Island: A13, A20ST, A14OH, A15, A23, A6, B10, B1, B2, B7, and B8. Because the geology in the minibasin is essentially horizontally layered, we ignore the fact that some wells may be miles away from each other and simply look at the depth variation of their porosity. In all the well logs shown in this paper, we have done some smoothing with depth (over ∼ 100 m) to remove any short-range lithologic influences (e.g., sand versus shale) on the density and velocity. To obtain the porosity from the density log, we take the solid grains to have a density of 2650 kg/m 3 and the fluid to have a density of 1000 kg/m 3 , as in Revil and Cathles (2002) . There is a clear break from the shallow, decreasing porosity trend at a depth of 1800 m. Based on the work of Stump et al. (1998) , we assume that this is the onset of overpressures in the sedimentary section, beneath a shale bed located above a layer called the JD-sand. We fit an exponential trend to the porosity values above 1800 m, known as Athy's Law (Athy, 1930) , to get the normal compaction trend in the hydrostatically pressured sediments
where, in this equation, the depth z is in meters. The superscript c in equation (3) refers to the fact that this functional relationship characterizes normal compaction. In the porosity-versus-depth plot of Figure 2 , this relationship holds for any movement towards the right on the normal compaction curve and any purely right-going horizontal deviations from the normal compaction curve. For purely right-going horizontal deviations, the depth z used in equation (3) is equal to the depth at which the horizontal deviation started. The two circles in Figure 2 , represent samples taken in the A20ST well and are connected to the normal compaction curve by both horizontal and vertical lines. The vertical lines show the departure of the samples from the normal compaction trend. We return to these in the next section. The sediments deeper than 1800 m in Figure 2 maintain a nearly constant porosity of around 0.2 during subsequent burial (a horizontal deviation from the compaction trend). Though the depth of the sediments increases with burial, the effective stress experienced by the sediments does not seem to change. Hence, the additional weight of the overburden with increasing depth is borne by the fluids trapped in the pore space. As a result, the pore pressure increases with the vertical gradient of the overburden stress and is said to have a lithostatic gradient. This point is illustrated graphically in Figure 3 . In this plot, we make the crude approximation that the lithostatic gradient (or total weight density), ρg, is twice as large as the hydrostatic gradient (or fluid weight density), ρ f g, with g the acceleration of gravity. Since ρg = 2ρ f g, the effective stress is equal to the hydrostatic stress down to 1800 m. At that point, the effective stress stays constant with depth due to undercompaction; therefore, the pore pressure must increase at the rate of the lithostatic stress in order to satisfy Terzaghi's law, equation (1) . In doing so, over- . A depth section of the pressure regime for pure undercompaction. The symbols are as follows: σ d is the effective stress, P h is the hydrostatic pressure, P is the pore pressure, and σv is the overburden, or lithostatic, stress. Note that, before 1800 m, the effective stress stays constant, as seen from the porosity versus-depth-plot in Figure 2 , and the pore pressure increases at a rate equal to that of the overburden stress.
pressure, or pore pressure in excess of hydrostatic, is created below 1800 m.
DENSITY VERSUS VERTICAL EFFECTIVE STRESS
Since density is a parameter widely used in the field of seismic wave propagation, we study the variability of the bulk density in this section. By looking at bulk density, we also avoid the assumption concerning the solid and fluid densities needed to obtain the porosity. In contrast to the preceding section, we want to see how density changes with effective stress, instead of depth. To accomplish this, we take only the measurements that are shallower than 1800 m, where the pore pressure is, by all indications, hydrostatic. Therefore we know the pore pressure and can calculate the effective stress. In overpressured compartments, since the pore pressure is unknown, direct measurements by Repeat Formation Tests (RFTs) are necessary to calculate the effective stress. We rewrite equation (3) in terms of density and effective stress using the relationships
and
where ρ is the bulk density and ρs and ρ f are the densities of the solid and fluid components. Note that the relationship for σ d holds only under hydrostatic con- Figure 2 , except transformed into density and effective stress. The faint solid lines are also the same as in Figure 2 , except that they are now limited to the hydrostatic depths down to 1800 m. The circles represent two pressure measurements, labeled 1 and 2, which were made in the overpressured upthrown block where a density log also existed. For each pressure measurement, we plot the data point twice -one where it should lie on the normal compaction curve were it to have been normally pressured, and the other where it actually does plot because of severe overpressure. Note that sample 1 is from a greater depth than sample 2.
ditions. From these relationships and equation (3), we obtain the normal compaction curve for density
where ρs and ρ f are the densities of the solid and fluid components, taken as 2650 kg/m 3 and 1000 kg/m 3 respectively, and σ d is in psi. We plot this normal compaction curve in Figure 4 together with the density measurements. Also, in Figure 4 , we show as circles two data points obtained from RFT pressure measurements and density log measurements in the overpressured upthrown block. We show the circles in two locationsone on the normal compaction trend where they would plot if the measurements were at hydrostatically pressured locations, and the other where they actually plot because of severe overpressures being present in the upthrown block.
At this point, we don't know exactly how the samples taken in the upthrown block came to be off the normal compaction trend. Using a laboratory measurement of the unloading coefficient by Elliot (1999) on a core sample taken near the locations of samples 1 and 2, the path that these samples took to their present locations can be estimated. Elliot (1999) characterized the unloading, or elastic swelling, for the porosity of the core samples to be
where φ0 and β characterize the deviation of the unloading path from the normal compaction trend. Note the superscript u, in contrast to equation (3), indicating the unloading path instead of the normal compaction trend. Elliot (1999) found that φ0 = 0.37 and β = 0.98 × 10
Pa −1 for the unloading path. Though these parameters describe the porosity, we use them to find the slope of the unloading path for density using the relationships between porosity and density described earlier. After finding this slope, we can construct the unloading path for the density from equation (6) and the slope
This expression contains an extra parameter σmax that refers to the value of the effective stress when the sample began to be unloaded. We do not know σmax for samples 1 and 2, but we do know that σmax must lie on the main compaction trend. Hence, we can construct linear unloading paths for the density, as shown by the dashed lines in Figure 4 . With these unloading paths, we can then find the value for the maximum past effective stress σmax. It is worth mentioning that the maximum past effective stress for sample 1 comes out to be ∼ 1500 psi by our approach of using Elliott's experimental results.
In an independent measurement, Stump et al. (2002) performed uniaxial strain tests on a core sample taken from the same location as sample 1 to find the maximum past effective stress. Stump et al. (2002) report a value of 1248 psi for this sample, close to our estimate of ∼ 1500 psi; visually, the discrepancy lies within the error bars of the normal compaction curve's fit to the density log data. With the estimate of the maximum past effective stress, we can also return to Figure 2 and find the depth at which samples 1 and 2 left the normal compaction trend, since in the hydrostatic zone the depth is a linearly scaled version of the effective stress. These depths correspond to a slightly lower porosity than that of samples 1 and 2. We interpret this as being the result of a late stage porosity increase and represent it as a vertical unloading path for samples 1 and 2 in Figure 2 .
SONIC VELOCITY VERSUS VERTICAL EFFECTIVE STRESS
For the purposes of modeling faults and to make inferences about the distribution of pore pressure from seismic interval velocity inversions, accurate pore-pressureversus-velocity relationships are critical (Dutta, 1997) . In general, sonic velocity has a normal compaction curve and unloading paths as a function of effective stress that are similar to those we just described for the density well log data. To obtain these relationships, we proceed as for the density logs: 1) We take 12 shallow wells to make up a data set of sonic velocity versus effective stress. 2) We select the depth range with hydrostatic pressures and plot the sonic velocity versus effective stress. 3) We fit this with a power law relation for the normal com- Figure 5 . Sonic velocity versus effective stress at South Eugene Island. The thick solid line represents the normal compaction curve fitted to the shallow well data, shown in the faint solid lines. We also plot samples 1 and 2 both where they should fall on the normal compaction trend, were they to be normally pressured, and where they actually plot due to the severe overpressure where they were obtained. Using the estimate for past maximum effective stress from the density plot and the Bowers-type relation (Bowers, 1995) shown in equation (10), we are able to construct the velocity unloading curves, shown as dashed lines. paction trend. 4) We then look at where the two samples from the overpressured upthrown block lie and construct unloading curves using the estimate for the maximum past effective stress that we obtained in the previous section on density. The wells we use for characterizing the sonic velocity come from A20ST, A14OH, A23, A6, B10, B1, B2, B7, B8, A1, B14, and B20.
In Figure 5 , we plot the normal compaction trend for sonic velocity as a thick solid line described by the power law equation (Bowers, 1995) 
where vp is in m/s and σ d is in psi. Note again the superscript c for the normal compaction relation. We also construct the unloading curve for vp following the relationship first suggested by Bowers (1995) 
where σ d and σmax are in psi and vp is again in m/s. To model elastic waves, one other parameter is needed in addition to ρ and VP ; for instance, a seismologist would naturally want the shear velocity. In the absence of information on the shear wave velocity vs and pressure in the shallow, hydrostatic sediments, we assume that
where this relationship holds on both the normal compaction curve and the unloading path. The data presented by Zimmer et al. (2002) for unconsolidated sands supports this assumption, in that the dependence they found for vs on effective stress is essentially a downshifted version of the vp curve. An additional piece of supporting evidence comes from the only vs data available at South Eugene Island, a shear log from the A20ST well, where samples 1 and 2 were taken. There, the ratio of vp/vs from the sonic and shear logs falls between 3 to 3.5 in the overpressured upthrown block. Inserting the values for vp at samples 1 and 2 into equation (11) to get vs and finding the corresponding ratio of vp/vs, we get vp/vs = 3.48 at sample 1 and vp/vs = 2.96 at sample 2, within the range of the ratios observed in the sonic and shear logs.
To summarize, we have established two empirical relationships between each of three basic rock properties and pore pressure at the South Eugene Island field. Most important for subsequent numerical modeling of wave propagation, we have found relationships for the density ρ and the sonic velocity vp on both the normal compaction and unloading paths. Without shallow information on the shear velocity vs, we must make the assumption that it is a down-shifted version of the vp(σ d ) relationship. From looking at the density-derived porosity-versus-depth-relationship, we are able to conclude that the deep, overpressured sediments below the JD-sand are predominately overpressured because of compaction disequilibrium, since their porosity did not change appreciably with depth. In contrast, both compaction disequilibrium and unloading have contributed to the current overpressured state of the sediments on the upthrown side. The latter conclusion is in agreement with a previous study by Hart et al. (1995) on porosity and pressure at South Eugene Island. We use the empirical relationships between the elastic parameters and fluid pressure to simulate fault-plane reflections from different pressure distributions in the subsurface.
THE SPECTRAL ELEMENT METHOD
Numerical modeling of wave propagation in the Earth can be based on either the weak (Zienkiewicz & Taylor, 2000) or strong (Boore, 1970) forms of the elastodynamic equations of motion. By weak and strong, we mean the integrated or differential forms of the equations of motion. The spectral element method (SEM), though based on the weak form, combines favorable aspects of both strong and weak formulations. For instance, SEM naturally handles general geometries and exotic boundary conditions. In the finite-difference method (based on the strong form), it is notoriously difficult to implement a linear-slip boundary condition (Coates & Schoenberg, 1995) or any general boundary condition for that matter (Boore, 1970; Kelly et al., 1976) . On the other hand, SEM does not require the inversion of a large matrix, a property usually identified with finite-difference methods. Formally, this last property of SEM means that its mass matrix is diagonal and its computational cost is relatively small. Note that SEM does this in a way similar to mass-lumping (Karniadakis & Sherwin, 1999), which has been used to diagonalize finite-element schemes. SEM has the additional property of spectral convergence, meaning that, as the polynomial order of the basis functions is increased, the numerical error goes down exponentially (Karniadakis & Sherwin, 1999) . The term "spectral element" indicates that SEM is a mixture of finite-element and spectral methods (Komatitsch & Vilotte, 1998) . As a result, there are two parameters relevant to the mesh in SEM: the size of the elements and polynomial degree (n − 1, where n is the number of zero crossings of the basis functions used within each element). Komatitsch and Tromp (2003) refer to these parameters when they speak of the global mesh and the local mesh. Concerning the local mesh, there is a known trade-off between accuracy and numerical cost (Seriani & Priolo, 1994) , which suggests that polynomial degrees no higher than 10 should be used within the elements. For the numerical examples in this paper, we use a polynomial degree of eight.
MODELING OF A FAULT
As an example of the ability of SEM to model seismic scale structures, we discuss a complete modeling and processing sequence for a simple fault model. The SEM forward modeling has been run in serial (one node for each shot) on a 32-processor pentium IV Xeon (3.0-GHz) cluster. All of the processing has been performed on a workstation using the Seismic Un*x package (Stockwell, 1997) . Figure 6 depicts the geometry of the model. The normal fault we model has a vertical throw of 20 m, a value characteristic of a small fault. The model shown in Figure 6 has been previously studied by Townsend et al. (1998) in order to assess changes in seismic attributes caused by faults disrupting the lateral continuity of events.
We mesh the interior of the computational grid shown in Figure 6 using a freely available mesh program developed by INRIA, called EMC2. The program can be downloaded at:
http://wwwrocq.inria.fr/gamma/cdrom/www/emc2/eng.htm.
For the examples in this paper, we use a semi-structured mesh since the fault geometries modeled are not overly complex. A semi-structured mesh is desirable when possible since the accuracy of SEM depends on the Jacobian of the transformation between a generally shaped element and a standard rectangular element over which the integration is performed. Though the mesh has structure, it honors the slanted boundaries of the fault. After initial construction of the mesh, the quadrangle elements are regularized so that their shapes mimic rectangles as closely as possible. At the fault, the possibility exists for the fault to experience linear-slip (Schoenberg, 1980) . With SEM, we can incorporate this aspect by using a split-node (Andrews, 1999) . In Appendix A, we show how to incorporate a linear-slip interface into a finite-element algorithm with a split-node. We also show that the presence of a linear-slip interface modifies the numerical stability criterion, a fact that is also true for SEM.
Since the SEM code is elastic, both primary and converted waves show up on the vertical component of the displacement seismograms. We mute the converted waves in order to proceed with conventional Pwave time-processing. We subtract off the direct waves by running a homogeneous subsurface simulation with the elastic properties of layer 1 of Figure 6 . After this step, we perform a geometrical-spreading correction, NMO, DMO, and stack to simulate zero-offset data. With the simulated zero-offset section, we proceed with a constant-velocity migration using the velocity of the overburden (layer 1). Hence, a source of error in this simulation originates from the slight undermigration of the deepest reflectors and the fault-plane reflection. We chose to migrate with constant velocity since we have interpreted time-migrated seismic sections in the Gulf of Mexico (Haney et al., 2004) and wanted the SEM modeling to mimmick the data as closely as possible. With this full suite of forward modeling and processing capabilities, we apply SEM to study various normal fault models. Before going into the details of the mod- . Dipping event with true dip direction given by the slanted solid line. The event is summed along a direction given by the dashed line, and the result is placed at the intersection of the two lines at the center trace. When there is a difference in the two dips, the true dip p and the stacking dip pst, a time shift ∆t is induced that varies linearly with midpoint x. In this example, the seismic data exist at equallyspaced, discrete midpoint locations.
eling, though, we present the type of dip-filter we use to isolate the migrated fault-plane reflections.
DIP FILTERING
Using an array-based approach, we show in this section the form of the dip filter that we apply to migrated images to accentuate the fault-plane reflections. Figure 7 shows a dipping event in a post-stack seismic image. The function of the dip filter is to stack along the dashed line and place the stack result at the intersection of the solid and dashed lines; where the coordinate system is chosen such that the midpoint is equal to 0. Note that, in Figure 7 , the dip filter emphasizes a direction different from the dip of the event. This difference induces a time shift at the m-th input trace (shown as a vertical arrow). Suppose that the true dip, the dip of the event, is p (dimension s m −1 ) and the dip of the stacking curve is pst. The time shift at the m-th input trace is thus
where h is the midpoint spacing and m is the discrete variable running over midpoint location. Assuming that the dipping event has a constant waveform f (t), the result of the summation, g(t), over the stacking curve can be written as
where 2n+1 is the length of the dip filter in terms of the number of traces. In the example shown in Figure 7 , n = 2. When we again take the Fourier transform over time and move to the ω-x domain, equation (13) becomes with the Fourier transforms of f (t) and g(t) shown as F (ω) and G(ω) and the transfer function, K, given by
Since the time shifts in equation (15) are linear in m, the series can be evaluated exactly. Using the geometric series, equation (15) can be written as
Putting the first two terms in the brackets of equation (16) under a common denominator and simplifying further yields a filter similar to that obtained for convolution with a boxcar, or rectangular window (Oppenheim & Schafer, 1975 )
This filter is real because of the symmetric summation about its output point and can be better understood by making the substitution ∆t = (p−pst)h in equation (17) K
The amplitude spectrum of the dip filter is shown in Figure 8 for certain values of n and ∆t. A dip filter in terms of ω and k is needed to enhance fault-plane reflections on a migrated time section. The filter in equation (17) is only in terms of ω. To get the k dependence, we exploit the fact that p = −k/ω (Hatton et al., 1986) . This means that linear features with a dip p in the t-x domain get mapped into linear features with the negative dip in the ω-k domain. Substituting p = −k/ω into equation (17) gives
This is the form of a dip filter that corresponds to stacking 2n + 1 traces centered about the output point along a dip pst.
SEM MODELING OF REFLECTED WAVES
The dip filter operation discussed in the previous section has been applied to simulated seismic images in the ω-k domain. An alternative procedure would be a combination of interpolation and slant stacking in the t-x domain; however, the ω-k dip filter is sufficiently accurate, as we show here. Figure 9 shows a plot of the simulated reflection images for the two of the models presented in this chapter next to their dip-filtered versions that highlight the fault-plane reflection. The dip filter applied to these plots has a length of 21 traces and the adata and filter have a trace-to-trace spacing of 6.25 m (the midpoint spacing); this sampling avoids any aliasing problems and attacks all events not having the dip (slope) of the fault-plane reflection. In particular, it attacks the horizontal reflections. The upper panels of Figure 9 are for a model of a pressure difference across the fault, which acts like a traditional seismic interface. The lower panels of Figure 9 are for a model of a linear-slip interface, which, in contrast to the pressure difference model, reflects the derivative of the incident wave (see Appendix B for details). A slice cut out of the dip-filtered images in the direction perpendicular to the fault-plane (shown as a white arrow in the right-hand panels of Figure 9 ) helps in assessing the accuracy of the numerically simulated fault-plane reflections. In Figure 10 , we plot the reflected waveforms together with either the incident wave or the derivative of the incident wave, depending on whether the model contains the pressure difference or slip at the fault. The agreement seen between the waveforms in Figure 10 demonstrates that the SEM modeling, processing, and dip-filtering together produce an accurate reflected waveform from the fault plane.
In the following three sections, we examine reflectivity from the fault plane for a juxtaposition-contrast model, three pore-pressure contrast models, and four slipping-fault models embedded in one of the porepressure-contrast models. The purpose of this modeling exercise is to get a feeling for which type of reflectivity should dominate at a general fault. We also perform the processing of the SEM modeled data contaminated with certain errors to see how maps of the amplitude along the fault are affected. Their dip-filtered versions, used to highlight the fault-plane reflections, are shown in the right-hand panels. Slip-Model A is for a slipping fault (see Table 5 ), which is embedded in Model 1 (see Table 1 ). Model 2 is for a pore-pressure contrast across the fault (see Table 2 ). The traces in Figure 10 are sliced from these images in a direction normal to the fault-plane, as shown by an arrow in the dip-filtered images. The horizontal events in the upper panels appear to be not as well suppressed as the lower panels simply because the fault-plane reflection is stronger in the bottom panel and, as a result, the amplitude clip for the display is higher. Table 1 shows the parameters of a juxtaposition model for the subsurface geometry shown in Figure 6 . There are two rock types in this example, an acoustically hard shale (ρ = 2280 kg/m 3 , vp = 2750 m/s, and vs = 1250 m/s) and an acoustically soft sand (ρ = 2240 kg/m 3 , vp = 2600 m/s, and vs = 1100 m/s). The values for the sand are taken from a well log that intersected a sand layer at the South Eugene Island field known as the JDsand. The shale values come from the lower bounding shale beneath the JD-sand. In Figure 11 , we plot these well logs at the depth of this lithologic contact. These two layers are at hydrostatic conditions, which at this depth is nominally 2800 psi.
AMPLITUDE OF WAVES REFLECTED FROM A JUXTAPOSITION CONTACT
In Figure 12 , we plot the reflected amplitude from the juxtaposition model within a small window (100 ms) of the fault-plane for four different processing scenarios. 900  2240  2600  1100  2  50  2280  2750  1250  3  30  2240  2600  1100  4  50  2280  2750  1250  5  30  2240  2600  1100  6  90  2280  2750  1250  7  50  2280  2750  1250  8  30  2240  2600  1100  9  50  2280  2750  1250  10  30  2240  2600  1100  11  90  2280  2750  1250  12 850 2240 2600 1100 Table 1 . Model 1 for the SEM modeling. The throw between the upthrown (layers 2 through 6) and downthrown (layers 7 through 11) sediments is 20 m. The sediments on both sides of the fault are at hydrostatic pore pressure. The geometry of the model is given in Figure 6 . The values are taken from the JD-sand and its lower bounding shale at a depth of 2 km. The pore pressure is ∼ 2800 psi at that location. Table 1 . These logs also cut through a growth fault zone known as the B-fault at around 2020 m SSTVD.
plane of the noise-free dip-filtered image with the amplitude extracted after 20% Gaussian noise was added to the original image before dip filtering. As can be seen, the dip-filtering step is robust in the presence of random noise, giving roughly the 1/ √ n attenuation of noise exploited in stacking. The processing is such that the amplitude of the reflected waves is an indication of the reflection coefficient at the boundary giving rise to the reflected wave, at least within any changes induced by amplitude variations with offset (AVO) in the stack. The pattern of the amplitude map reflects the spatially varying presence of juxtaposition contacts for this model, as the amplitude wildly oscillates up and down. The second scenario, shown in the lower-left panel of Figure 12 , compares the extracted amplitude on the fault-plane of the noise-free dip-filtered image with automatic gain control (AGC) applied to the amplitude extracted after 20% Gaussian noise was added to the original image before dip filtering and AGC. The AGC operates in a time window of 200 ms. In this panel, the true-amplitude degrading nature of the AGC is clear (the absolute value of the amplitude is completely different from the result without AGC); however, along the fault some of the same qualitative patterns are present. The same can be said for the third scenario in the upper-right panel of Figure 12 . In this panel, everything is the same as in the upper-left panel, except that DMO has been omitted in the processing sequence. The omission of DMO serves to dampen the fault-plane reflections as a result of mis-stacking. The lower-right panel of Figure 12 is the same as in the lower-left panel, except that DMO has again been omitted in the processing sequence. This is the most extreme and problematic of the processing sequences, with AGC and without DMO; the patterns on the fault-plane seen in the upper-left panel are barely recognizable. Table 1 , the juxtaposition contact model, with four different processing scenarios. The amplitude is plotted as a function of depth on the fault-plane, and the extent of the faultplane is shown by a horizontal line in the bottom portion of each plot. The processing scenarios are: 1) upper-left panel: amplitude extracted from the noise-free image (dashed) and from the image with 20% additive Gaussian noise (solid), 2) lower-left panel: amplitude extracted from the noise-free image with AGC applied (dashed) and from the image with 20% Gaussian noise added in before applying AGC (solid), 3) upper-right panel: amplitude extracted from the noisefree image without DMO included in the processing sequence (dashed) and from the image with 20% additive Gaussian noise, but no DMO (solid), and 4) lower-right panel: amplitude extracted from the noise-free image with AGC applied but no DMO (dashed) and from the image with 20% Gaussian noise added before applying AGC but no DMO (solid). There is no slip at the fault.
AMPLITUDE OF WAVES REFLECTED FROM A PORE-PRESSURE CONTRAST ACROSS A FAULT
In Tables 2, 3 , and 4 are three different models that incorporate pore pressure contrasts of 600 psi, 300 psi, and 150 psi, respectively, across the fault. The aim of using these models is to see how small a pore pressure contrast can be and still be detectable in the fault-plane reflectivity. These figures are relevant to studying the faultplane reflectivity at South Eugene Island since pressure measurements taken near the large, minibasin-bounding growth fault, known as the A-fault, show a 780 psi increase in pore pressure over 18 m in going from the hydrostatically pressured downthrown sediments to the overpressured upthrown sediments (Losh et al., 1999) . With the pore-pressure contrasts in the three models being 600 psi, 300 psi, and 150 psi, the effective stress values can be computed using a hydrostatic pressure of 2800 psi (the same as for the juxtaposition model covered in the previous section). The juxtaposition model can be thought of as having a 0 psi pore-pressure difference across the fault. The values of the densities and velocities used in the three models are consistent with the effective stress relationships derived in the intro- 900  2240  2600  1100  2  50  2240  2570  1070  3  30  2210  2380  880  4  50  2240  2570  1070  5  30  2210  2380  880  6  90  2240  2570  1070  7  50  2280  2750  1250  8  30  2240  2600  1100  9  50  2280  2750  1250  10  30  2240  2600  1100  11  90  2280  2750  1250  12 850 2240 2600 1100 Table 2 . Model 2 for the SEM modeling. The geometry of the model is given in Figure 6 . There is 20 m of throw between the upthrown (layers 2 through 6) and downthrown (layers 7 through 11) sediments, in addition to 600 psi of pore pressure difference. The difference in pore pressures is the result of the upthrown sediments being overpressured. The densities and velocities of layers 2 through 6 are relatively lower than the normally compacted, hydrostatically pressured layers 7-11 on the downthrown side. To relate the velocities and densities to pressure, the mechanism of overpressure is taken to be purely compaction disequilibrium. 900  2240  2600  1100  2  50  2260  2660  1160  3  30  2225  2490  990  4  50  2260  2660  1160  5  30  2225  2490  990  6  90  2260  2660  1160  7  50  2280  2750  1250  8  30  2240  2600  1100  9  50  2280  2750  1250  10  30  2240  2600  1100  11  90  2280  2750  1250  12  850  2240  2600  1100   Table 3 . Model 3 for the SEM modeling. The geometry of the model is given in Figure 6 . Same as Table 2 except that the pore pressure difference is 300 psi.
duction assuming that the mechanism of overpressure is pure undercompaction. In Figure 13 are plotted the maximum reflected amplitude from Model 2 (∆P = 600 psi) within a small window (100 ms) of the fault-plane for four different processing scenarios. These different processing scenarios are the same as in the previous section on juxtaposition contrasts. The scenarios include the presence and absence of 20% additive Gaussian noise with the full processing sequence (upper-left panel of Figure 13 ), the application of AGC (lower-left panel of Figure 13 ), the omission of DMO in the processing sequence (upper- 900  2240  2600  1100  2  50  2270  2705  1205  3  30  2232  2545  1045  4  50  2270  2705  1205  5  30  2232  2545  1045  6  90  2270  2705  1205  7  50  2280  2750  1250  8  30  2240  2600  1100  9  50  2280  2750  1250  10  30  2240  2600  1100  11  90  2280  2750  1250  12 850 2240 2600 1100 Table 4 . Model 4 for the SEM modeling. The geometry of the model is given in Figure 6 . Same as Table 2 except that the pore-pressure difference is 150 psi. Table 2 , a model with a pore pressure contrast of 600 psi across the fault, with four different processing scenarios (the same ones as in Figure 12 ). See the caption for Figure 12 for details about the amplitudes plotted and about the four scenarios.
right panel of Figure 13 ), and the combined application of AGC and the omission of DMO in the processing sequence (lower-right panel of Figure 13 ). In these plots, the effect of the juxtaposition contacts shows up in this model as a high frequency wobble on top of the low frequency trend due to the presence of a ∆P across the fault. This means that a pore-pressure difference of 600 psi is sufficient enough to dominate the reflectivity attributable to juxtapositions. This occurs for two reasons: the ∆P is large enough across the fault and the dip filter preferentially attacks the juxtapositions since they change in polarity along the fault plane. From the plots in Figure 13 , the most severe processing artifact, in the sense of destroying the relative amplitude pattern, is the AGC.
In Figure 14 are plotted four different models of ∆P Comparison of the plots shows essentially linear reduction of reflection amplitudes with reduction in pore-pressure contrast. For a pore-pressure contrast as small as 150 psi, it is difficult to tell if a contrast exists. Specifically, note the similarity of the lower-left (150 psi) and lower-right (0 psi) panels, especially in the degree with which the wobbles due to the juxtapositions contribute to the fault reflectivity.
AMPLITUDE OF WAVES REFLECTED FROM A LINEAR-SLIP FAULT
We use the abilities of the SEM code to accommodate slip at an interface to model four different slipping interfaces, as described in Table 5 , in terms of their normal and tangential (shear) compliances. We label these models in order from the most to the least slipping as Table 5 ) at a fault embedded in Model 2 (see Table 2 ) for four different processing scenarios. The amplitude is plotted as a function of depth on the fault-plane and the extent of the fault-plane is shown with a long horizontal line in the bottom portion of each plot. The sub-portion of the fault that slips is shown beneath this line with a shorter horizontal line. The processing scenarios are the same as those described in the caption for Figure 12 . The Slip-Model uses slip at the fault to represent weakness caused by elevated pore pressure. about the same proportion. This occurs because the reflection coefficient is proportional to the compliance for a relatively weakly slipping interface (see Appendix B, equation (B6)). For the the smallest compliance, SlipModel D, the magnitude of the reflection is on the same order as that of the reflection caused by the ∆P present in Model 2 (shown in the upper-left plot of Figure 13 ). Hence, this would seem to be a lower limit for compliance for slipping behavior to dominate any ∆P across the fault.
RELATING LINEAR-SLIP TO A PRESSURIZED FAULT
The values for the compliances used in the numerical modeling and shown in Table 5 do not, up to this point, have any physical meaning in terms of the pressure locally at the fault. In this section, we relate a slipping interface to an effective-layer model that demonstrates much of the same wave-scattering behavior. With an effective layer described in terms of its thickness, density, and velocity, the empirical relationships between Table 5 . Four different slip interfaces described in terms of their normal and tangential compliances. These have been used in the SEM modeling.
effective stress and density, and effective stress and velocity, derived in the introduction can give the compliance values a physical meaning. The derivation here is for normally incident P -waves, but can be extended to P -waves incident at an angle. We focus on normally incident P -waves since the seismic imaging discussed in previous sections utilized P P -scattered waves at small incidence angles.
The effective-layer model begins from a weak scattering assumption. For a thin layer, if the interface reflection coefficients at the upper and lower boundary are small, then the entire series of reverberations (Aki & Richards, 1980) within the layer can be neglected. The total reflection coefficient from the thin layer can thus be approximated simply as the sum of the reflections off the upper and lower interface. For the case when the thin layer is sandwiched between two identical media,
where RP P is the P -wave to P -wave (P P ) reflection coefficient at the upper interface (the reflection at the lower interface is −RP P ), ω is the frequency, h is the thickness of the thin layer, and αL is the P -wave velocity in the thin layer. In equation (20), we have assumed that the impedance difference between the thin layer and the host medium is small enough that the transmission coefficients in moving from the host medium into the thin layer and vice versa are close to 1. This is consistent with the weak-scattering assumption made above. The next approximation relies on the layer being sufficiently thin. If, for the argument of the exponential term in equation (20),
then the exponential can be expanded to first order in a Taylor series exp " 2iωh αL
Note that the condition in equation (21) states that 1 4πh/λL, where λL is the wavelength of the wave in the thin layer. Hence, the condition means that only a fraction of a wavelength fits in the layer. Inserting the Taylor series approximation into equation (20) gives
This expression shows that the total reflection from a thin weak layer is proportional to the derivative of the incident wave. Widess has discussed this fact in a famous paper on vertical seismic resolution (Widess, 1973) . From equation (B6) in Appendix B, the P P reflection coefficient for a weakly-slipping interface between two identical media (the host medium) is
where ω is the frequency, ηN is the normal compliance, ρ is the density of the host medium, α is the P -wave velocity of the host medium, and the superscript s indicates that this is the reflection coefficient for a slipping interface. This equation comes with its own assumption, namely that the dimensionless normal compliance is much smaller than 1, ωηN ρα 1. Equating this expression to equation (23) gives
By canceling common factors and solving this for ηN , the normal compliance, we get
In the weak scattering approximation, we can substitute a weak-scattering approximation for the interface reflection coefficient RP P . This can be obtained from equation (B6) in Appendix B
where ∆ρ = ρL − ρ,ρ = (ρL + ρ)/2, ∆α = αL − α, and α = (αL + α)/2. Rewriting equation (27) in terms of the properties of the layer and host medium,
Substituting into equation (26) for RP P yields
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Since ηN is always greater than zero, the effective thin layer can have relatively lower density ρ > ρL and lower velocity α > αL than the host medium. This holds for a locally pressurized fault, since velocity and density decrease with increase in pore pressure. It is interesting to compare equation (29) with the expression by (1980) for the compliance of a thin weak layer. Schoenberg (1980) relates the compliance to the properties of the layer by stating that, in the limit of h → 0 and ρLα 2 L → 0, the effective compliance of the thin layer is
Equation (30) is somewhat different than equation (29), most notably in that equation (30) contains material properties of the layer only and not those of the host medium. The source of the difference between these two expressions is that the result of Schoenberg (1980) holds as h → 0 and ρLα 2 L → 0; that is, it is a strongscattering approximation. The approximation that we have made in equation (29) is a weak-scattering one.
A weak-scattering approximation should be more appropriate for an overpressurized fault since, according to the pore pressure relationships described in the introduction, ρLα 2 L → 0 cannot happen for any value of the pore pressure. Schoenberg's analogous conditions for shear waves may be more realistic, since the shear velocity goes to nearly zero at zero effective stress (Zimmer et al., 2002) .
Using a finite-element implementation of normallyincident P -waves, we can test the above approximation by comparing the reflection from a weakly slipping fracture with the reflection from its effective weak thin layer. We use a 10-m thick layer with αL = 2077 m/s and ρL = 2124 kg/m 3 in a background medium of α = 2675 m/s and ρ = 2260 kg/m 3 . The layer thickness, αL, and ρL are taken from the results in Table 9 described below. The background medium parameters are the average values of the sand/shale sequence in Table 1 . The normal compliance ηN predicted by our weak-scattering model, equation (29), for these parameters is 5 × 10 −10 m Pa −1 . For the Schoenberg model, equation (30), the normal compliance comes out to be 1.1 × 10 −9 m Pa −1 . The source frequency in the simulation is peaked at 20 Hz, just as it was in the SEM modeling shown earlier in this chapter. The result of the finite-element simulation is shown by the traces in Figure 17 . We find that our weak-scattering effective-layer model is in much better agreement than Schoenberg's model (Schoenberg, 1980) . Our model is in error by 15% while the Schoenberg model is in error by 136%. This supports the weakscattering model for equivalent thin layers and weakly slipping interfaces.
Using the effective-stress relationships we estimated at South Eugene Island for ρL and αL in the case of unloading, ρ Figure 17 . A test of the effective layer for a linear-slip fracture for a normally-incident P -wave. These traces are computed with a finite-element implementation of normallyincident P -waves. The upper-left panel shows a transmitted plane wave (traveling to the right) and a reflected plane wave (traveling to the left) from a horizontal thin bed of 10-m thickness with density and velocity values from Table 9 . The background medium has alpha = 2675 m/s and ρ = 2260 kg/m 3 (the average values of the hydrostatic sand/shale layers shown in Table 1 ). The upper-right plot shows the same picture for the equivalent linear-slip interface with compliance calculated from equation (29). In the lower-left panel, a zoom in of the reflected waves for the thin bed (solid) and the equivalent linear-slip interface (dashed) are shown. The reflection from the equivalent linear-slip interface, equation (29), is in error by 15%. The lower-right panel shows the comparison between the reflection from the thin bed (solid) and the equivalent linear-slip interface (dashed) from Schoenberg (1980) . The reflection from Schoenberg's equivalent linear-slip interface, equation (30), is in error by 135% likely because it is a strong scattering approximation.
equivalently the lithostatic stress σv) so that the effective stress varies only with pore pressure (σ d = σv − p), the compliance of a fracture can be put in terms of the thickness of the layer and the pore pressure
. (31) Note that we use the unloading relationships for ρL and αL. This is because a locally pressurized fault likely results from fluid migrating up the fault. Hence, the correct curve to use is the unloading curve (Revil & Cathles, 2002) . This curve requires another parameter, the maximum past effective stress σmax that the fault rock experienced before being unloaded to its current state. With this information, the slip models used in the previous modeling section can be related to an effective layer described by four parameters: fault zone of thickness h, fixed depth z, excess fluid pressure P − P h , and maximum past effective stress σmax. Figure 18 shows how, given a maximum past effective stress σmax and fault zone thickness h, one can construct equivalent compliances for the velocity and density values traced out along the unloading curve as a function of effective stress. To convert from effective stress to pore pressure, knowledge of the depth z or lithostatic level σV in necessary. From this weak equivalent layer, we find that the pore-pressure value corresponding to a linear-slip interface is not unique -it depends on three other parameters besides the pressure. In Tables 6 through 9, we fix two of these parameters -the depth of the fault zone (1850 m) and the thickness of the fault zone (10 m). The tables show the values of the effective thin layer for each Slip-Model, A through D, while varying σmax between the different tables: σmax = 2800 psi in Table 6, σmax = 2400 psi in Table 7 , σmax = 2000 psi in Table 8 , and σmax = 1600 psi in Table 9 . They also show the effective stress corresponding to those values of velocity and density along the unloading path, and use the depth to convert to pore pressure. We do not show results for the variation with thickness h since it is mundane, as seen in equation (29). The variation with depth z is also fairly unimportant since it changes only the value of the pore pressure for a given effective stress. As seen in Tables 6 through 9 , certain values of the compliance cannot even exist for some values of σmax since the compliance does not fall in the range of possible compliances based on the values of density and velocity. This is shown in Figure 18 , where in the bottom panel the possible compliance values corresponding to the unloading path in the upper figures does not extend all the way to zero. Hence, some small compliance values cannot be modeled for those choices of h, z, and σmax. In order to get smaller compliance values, the thickness of the fault would need to be made smaller because the compliance, from equation (29), scales with h. From the Tables 6 through 9, we find that the earlier that the rock in the fault zone began to be unloaded, i.e., the smaller the σmax, the larger the compliance can be for smaller amounts of pore pressure. Hence, the more efficient the pressurized fault zone can be in scattering seismic waves for a small amount of pore pressure increase.
In the A10ST well at South Eugene Island, the effective stress in the B-fault zone was measured at as low as 166 psi (Losh et al., 1999) . In fact, Losh et al. (1999) state that "... the fault itself ... is at significantly lower vertical effective stress than the downthrown sediments." In other words, the fault itself is overpressured. Hence, some of the low values for effective stress shown in Tables 6 through 9 , while unusual, are entirely possible for the growth faults at South Eugene Island. Anomalously low effective stresses of 575 psi and 807 psi were also measured in the nearby A20ST well as it crossed the A-fault system (Losh et al., 1999) . A  2204  2019  11  5490  B  2207  2175  88  5412  C  2216  2293  322  5178  D  2269  2472  1655  3845   Table 6 . Four different slip-interfaces described in terms of their effective layer parameters assuming a thickness of 10 m. The estimates are made under the assumption that the fault rock began its unloading path after reaching a maximum vertical effective stress of 2800 psi. velocity and pore pressure derived in the introduction are used to relate these compliances to vertical effective stress σe and pore pressure p at South Eugene Island. Also, for the four tables, the porepressure estimate assumes a depth of 1850 m, where the overburden stress is 5500 psi and the hydrostatic pressure is 2800 psi. Table 7 . Four different slip-interfaces described in terms of their effective layer parameters assuming a thickness of 10 m. The estimates are made under the assumption that the fault rock began its unloading path after reaching a maximum vertical effective stress of 2400 psi. There is no effective-layer model for Slip-Model D along this unloading path.
CONCLUSION
We have presented a complete numerical modeling experiment by utilizing an SEM implementation of the 2D elastic wave equation and processing the resulting waveforms into their time-migrated images. We derived a simple dip filter and used it to isolate fault-plane reflections. We then exploited the relationships between the elastic parameters, density and velocity, to create physically meaningful models of sealing faults that maintain a ∆P of up to 600 psi. For these ∆P models, we as- Table 9 . Four different slip-interfaces described in terms of their effective layer parameters assuming a thickness of 10 m. The estimates are made under the assumption that the fault rock began its unloading path after reaching a maximum vertical effective stress of 1600 psi. There are no effective layer models for Slip-Models B, C, and D along this unloading path. Figure 18 . The unloading paths for density and velocity used for the values in Table 6 . Also shown is the compliance for the effective layer model along the unloading path for a 10-m thick fault using equation (29) . Note that the compliance values end at 2800 psi -the maximum past effective stress σmax for this model.
sumed that the overpressure mechanism is purely due to undercompaction. In the course of this modeling, we found that the minimum ∆P necessary to give rise to substantial fault-plane reflections is on the order of 150 psi. Taking advantage of the SEM modeling code's ability to accommodate linear-slip interfaces, we selected four different values of the normal and shear compliances for the fault interface. We find that the slipping interfaces are more efficient at scattering seismic energy than are the pore pressure differences across the fault for compliance values above ∼ 10 −10 m Pa −1 . Unsatisfied with the lack of physical insight into the meaning of a compliance, we derived, from a weak-scattering model, an equivalent thin, weak layer that gives virtually the same reflection as a linear-slip interface under certain conditions. We used this equivalent layer model to relate the values of the compliance to realistic values of pore pressure at South Eugene Island. To do so required extensive use of the effective-stress relationships for the unloading paths. In closing, we conclude that the smaller the past maximum effective stress is for the fault zone, the more efficient the fault can be at scattering seismic waves. This makes sense physically in that the overpressured fault rock is being poroelastically perturbed (by, for instance, fluid migrating up the fault) from a more extreme initial state.
APPENDIX A: STABILITY OF A SPLIT NODE
To obtain a typical stability condition for a split node, we consider the simple case of a finite-element implementation of the 1D scalar wave equation. This case can be thought of as that of a normally incident SH-wave on a fracture. The linear basis functions φ used here are given as
where h is the grid spacing. After applying the weak formulation to the 1D wave equation and integrating in space, the resulting matrix equation to be solved in time is
where M and K are the mass and stiffness matrices, c 2 = µ/ρ is the squared wavespeed (assumed to be constant here), and u is the (out of plane) displacement field (u = uy). For the linear basis functions used here, the entries of these matrices can be calculated exactly. For the (consistent) mass matrix, MJ,K , the non-zero entries are
where h is the spatial grid spacing (assumed to be constant). This means that M is symmetric and tridiagonal. Similarly, the stiffness matrix, SJ,K, is also symmetric tridiagonal and the non-zero entries are
This stability criterion has the same general form as that for a regular node that is not split (c∆t ≤ h). However, the compliance of the split node η does enter into the stability criterion uniquely in the inverse square root appearing on the right hand side. For a free surface, η = ∞ and the factor with the compliance vanishes and the stability criterion can be met. As the compliance approaches zero, though, the denominator becomes large and the stability criterion becomes harder to satisfy. For given values of c, h, µ, and ∆t, there is a lower value for compliance ηmin past which the algorithm becomes unstable at the split node. This precludes the possibility of a welded interface (η = 0), though for certain values of c, h, µ, and ∆t, ηmin may be so small that an effectively welded interface can be realized.
APPENDIX B: LINEARIZED REFLECTION COEFFICIENTS FROM A LINEAR-SLIP INTERFACE
As demonstrated in Groenenboom (1998) , fractures act as an interface over which slip occurs during the passage of a seismic wave. Therefore, a good place to begin modeling fractures is with linear-slip theory. Schoenberg (1980) formally introduced the concept of a linear-slip interface to the exploration seismology community. The linear-slip interface is characterized by the following boundary condition for the SH case:
where kT is called the shear (or transverse) compliance of the linear-slip interface. In equations (B1) and (B2), the superscript (-) refers to the side of the interface on which the wave is incident, (+) the other side of the interface, uy is the displacement out of the plane of wave propagation, and σyz is the shear stress. The shear compliance, kT , quantifies the degree of slip along the interface. For kT = 0, the interface is welded (u
, and for kT = ∞, it is a free surface. Hence, a linear-slip interface is a general interface condition that includes the usual welded case. In a recent case study from the North Sea, Worthington and Hudson (2000) have modeled a fault zone as a series of closely spaced linear-slip interfaces.
A common tool to diagnose the elastic properties of a reflecting interface in exploration seismology is called amplitude-versus-offset, or AVO. Linearized expressions of reflection coefficients for small changes in the elastic properties across an interface have proven useful in linear AVO-inversion (Demirbag et al., 1993) . The linearized expressions provide a set of basis functions in terms of incidence/reflection angle that can be used in a standard leastsquares inversion (as described in Chapter 15 of Press et al. (1992) ). Here, we discuss the linearized approximation of the reflection coefficients for an interface which allows slip. The formulas can be seen as generalizations of existing expressions for welded (no-slip) interfaces.
The linearized reflection coefficient for an SH-wave at a planar interface between two isotropic halfspaces, obtained by enforcing equations (B1) and (B2) for a harmonic elastic disturbance and keeping first order terms in the elastic contrasts and the slip-discontinuity, is:
where ∆β and ∆ρ are the changes in S-velocity and density at the interface, β and ρ are the average S-velocity and density of the two halfspaces, ω is the angular frequency of the incident wave, kT is the shear compliance of the interface, and θ is the reflection/incidence angle. The approximation in equation (B3) holds for small relative changes in the medium parameters (∆β/β, ∆ρ/ρ 1), small dimensionless compliance (ωkT ρβ 1), and small angles of incidence (surely not greater than the critical angle). For a welded interface (kT = 0), equation (B3) agrees with Thomsen's expression (Thomsen, 1993) for the case of isotropic halfspaces. We do not show the lengthy derivation of equation (B3); the technique for obtaining linearized reflection coefficients is outlined in (Wang, 1999) .
Seismologists usually assume that interfaces are welded and, as a result, reflection coefficients are real and frequency-independent. As seen from equation (B3), neither of these characteristics are true when slip occurs at the interface. The third term in equation (B3) is the contribution to the reflection coefficient from slip. There is a factor of iω in the third term since the linear-slip interface can be obtained in the limit of a thin, low shear strength bed (Schoenberg, 1980) whose reflection, as pointed out a long time ago by Widess (1973) , is the derivative of the incident wave.
To overcome the complication of having a complex-valued reflection coefficient, it may be instructive to study the squared magnitude of equation (B3 where now two compliances, the normal (kN ) and shear (kT ) compliance, describe the linear-slip interface. The linearized P P -reflection coefficient at a planar interface between two isotropic halfspaces that results is:
where ∆α, ∆β, and ∆ρ are the changes in P -velocity, S-velocity, and density of the two halfspaces, α, β, and ρ are the average P -velocity, S-velocity, and density of the two halfspaces, ω is the angular frequency of the incident wave, kT and kN are the shear and normal compliances of the interface, and θ is the reflection/incidence angle. The approximation in equation (B6) holds for small relative changes in the medium parameters (∆α/α, ∆β/β, ∆ρ/ρ 1), small dimensionless shear compliance (ωkT ρβ 1), small dimensionless normal compliance (ωkN ρα sec θ 1), and small angles of incidence. Note that the condition for a small dimensionless normal compliance has an angular dependence. For a welded interface (kT , kN = 0), the imaginary terms in equation (B6) vanish and the linearized P P -reflection coefficient agrees with equation 5.44 of Aki and Richerds (1980) . Again, we omit the lengthy derivation of equation (B6), but it follows from Wang (1999) .
In Figures 1 through 3 , we compare the linearized P P -reflection coefficient to the exact P P -reflection coefficient for the parameters shown in Table II while varying the amount of slip (the value of the compliance) at the interface. Since the reflection coefficient for an interface with slip is frequency dependent, we set the frequency of the incident wave to 10 Hz for all the examples. The elastic contrasts resulting from the parameters listed in Table II are sufficiently small to expect agreement between the linearized approximation and the exact reflection coefficient at small incidence/reflection angles. The formulas for the exact P P -reflection coefficient, including possible slip, can be found in Chaisri and Krebes (2000) .
Shown in Figure (A1 ) is the magnitude of the exact P P -reflection coefficient as a function of angle for a welded interface (with elastic contrasts from Table II) assumed in AVO studies, that of a welded interface, and the approximation is seen to be in good agreement for angles out to about 50
• . In Figure ( A2), we plot the same linearized reflection coefficient as in Figure ( A1), assuming a welded interface; however, for the exact reflection coefficient, we include a small amount of slip by using non-zero values for the compliances: kT = 5.0 × 10 −10 m/Pa and kN = 2.5 × 10 −10 m/Pa. By small, we mean that the dimensionless compliances, ωkT ρβ and ωkN ρα secθ, are much less than one. Without the contribution of slip at the interface, the linearized reflection coefficient underestimates the exact reflection coefficient.
Using equation (B6), the magnitude of the linearized reflection coefficient for an interface with slip can be compared to the exact reflection coefficient. The comparison is shown in Figure (A3) . The inclusion of slip in the expression for the linearized reflection coefficient has resulted in better agreement with the exact reflection coefficient (good agreement up to 45
• ). Qualitatively, from looking at Figure (A2) , the presence of non-weldedness at an interface causes the AVO intercept to increase (magnitude at zero-offset is greater) and the AVO gradient to increase (the curve steepens with increasing angle) from their values for the case of no slip. These linearized reflection coefficients for an interface with slip give some insight into the influence of the various elastic contrasts and compliances that is unavailable from the complicated exact expressions. Also, the linearized formulas should be useful in a least-squares, linear inversion of AVO for rock and fracture properties.
