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HOMOLOGICAL CRITERIA FOR MINIMAL MULTIPLICITY
JOHN MYERS
Abstract. Lower bounds on Hilbert-Samuel multiplicity are known for sev-
eral types of commutative noetherian local rings, and rings with multiplicities
which achieve these lower bounds are said to have minimal multiplicity. The
first part of this paper gives characterizations of rings of minimal multiplicity in
terms of the Ext-algebra of R; in particular, we show that minimal multiplicity
can be detected via an Ext-algebra which is Gorenstein or Koszul AS-regular.
The second part of this paper characterizes rings of minimal multiplicity via
a numerical homological invariant introduced by J. Herzog and S. B. Iyengar
called linearity defect. Our characterizations allow us to answer in two special
cases a question raised by Herzog and Iyengar.
This paper is concerned with three lower bounds on the Hilbert-Samuel mul-
tiplicities of certain commutative noetherian local rings: one bound for the class
of Cohen-Macaulay rings, one for Gorenstein rings, and one for complete intersec-
tions. Rings whose multiplicities achieve these lower bounds (i.e., rings of minimal
multiplicity) are known to have several desirable properties — the ones that con-
cern us are homological in nature, and the main contribution of this paper is to
show that these properties provide sufficient conditions for a ring to have minimal
multiplicity.
After some preliminary results are described in Section 1, our main results begin
in Section 2 with the Ext-algebra ER of a commutative noetherian local ring R, a
noncommutative graded algebra constructed from R via homological algebra. We
prove
Theorem 1. Let R be a commutative artinian local ring of embedding dimension
≥ 2. The following are equivalent:
(1) The ring R is Gorenstein of minimal multiplicity.
(2) The ring R is Gorenstein, the algebra ER has global dimension 2, and there
is an isomorphism ER ∼= (R
)! of connected algebras.
(3) The algebra ER is quadratic Gorenstein of global dimension 2.
The notation R denotes the quadratic part of the tangent cone of R, and (−)!
denotes the quadratic (or Koszul) dual of a quadratic algebra. The isomorphism in
(2) is the essential link which allows us to pass information from an Ext-algebra to
the local ring from which it was built; this isomorphism follows from computations
made by Sjo¨din in [28]. We frame the discussion leading up to Theorem 1 in terms
of this isomorphism, asking under what conditions on ER and R does it exist.
The Gorenstein condition in statement (3) is a noncommutative analog of the
same condition in commutative algebra. The proof of Theorem 1 flows through
general arguments and results which have nothing to do with commutative local
rings; for example, the proof uses the fact Gorenstein algebras are quadratic dual
to (graded) Frobenius algebras.
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With artinian Gorenstein rings addressed, Section 2 moves on to artinian com-
plete intersections. The analog to Theorem 1 is
Theorem 2. Let R be a commutative artinian local ring and set m = edimR. The
following are equivalent:
(1) The ring R is a complete intersection of minimal multiplicity.
(2) The ring R is a complete intersection, the algebra ER has global dimension
m, and there is an isomorphism ER ∼= (R
)! of connected algebras.
(3) The algebra ER is Koszul AS-regular of global dimension m.
The AS-regular algebras in (3) are from noncommutative algebraic geometry, in-
troduced and studied by Artin and Schelter (hence the name) in [2] as noncommu-
tative analogs of commutative polynomial algebras. These algebras are Gorenstein,
but also have polynomial growth and finite global dimension. It has been known
since Gulliksen showed in [15] that the Ext-algebras of all complete intersections
(non necessarily artinian) have polynomial growth, so our main contribution and
the bulk of the proof of Theorem 2 concerns the Gorenstein condition. Our proof
makes use of an important extra feature of ER, namely that it is the universal
enveloping algebra of a graded Lie algebra.
Section 3 begins with the definition of a numerical homological invariant of a
finitely-generated module M over a commutative noetherian local ring R intro-
duced by Herzog and Iyengar in [16] and called the linearity defect of M . This
invariant is either a nonnegative integer or∞, and those modules with finite linear-
ity defect are described by Herzog and Iyengar to be “modules in whose minimal
free resolution the linear part predominates.” The linearity defect can also be de-
fined for commutative graded connected algebras over a field k, and here it was
noted by Herzog and Iyengar that the linearity defect of k has a rigidity property:
If this linearity defect is finite, then it must be zero. Whether or not this is also
true in the local case is an open question, with substantial progress being made by
S¸ega in [27] who uncovered a link with minimal multiplicity. S¸ega’s results depend
on the tangent cone of the local ring under consideration being Cohen-Macaulay,
but by using a result of Levin [17] we show that this Cohen-Macaulay hypothesis
is not necessary and prove
Theorem 3. Let R be a commutative noetherian local ring with residue field k. If
either R is a complete intersection or is both Cohen-Macaulay and Golod, then the
following are equivalent:
(1) The ring R is Koszul (i.e., the R-module k has linearity defect zero).
(2) The ring R is Fro¨berg.
(3) The ring R has minimal multiplicity.
(4) The R-module k has finite linearity defect.
The Fro¨berg condition in (2) expresses a relation between the Hilbert series of R
and the Poincare´ series of the residue field k. It is known that all Koszul local rings
are Fro¨berg, but it is an open question as to whether or not the converse is true
in general. It is known for complete intersections, but to the author’s knowledge
the equivalence (1) ⇔ (2) in Theorem 3 for rings which are Cohen-Macaulay and
Golod is new.
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1. Definitions and preliminaries
This section fixes notation and terminology, and states a few results which will
be used later. Our three main references are [7, Chapter I] and [23, Chapters 1 and
2] for graded algebra, and [8] for commutative algebra.
1.1. Connected algebras and graded modules. A connected algebra over a
field k is an N-graded k-algebra
⊕
j≥0 Aj such that each Aj is finite-dimensional
over k (i.e., A is locally finite-dimensional) and the structure map k → A induces
an isomorphism A0 ∼= k of vector spaces. A graded module over a connected algebra
is a Z-graded moduleM =
⊕
j∈ZMj which is locally finite-dimensional andMj = 0
for all j ≪ 0 (i.e., M is bounded below). We say M has polynomial growth if there
is a positive constant a and a positive integer b such that dimkMj ≤ aj
b for all
j > 0. We put
supM = sup{j ∈ Z :Mj 6= 0},
with the convention that supM = +∞ if the set {j ∈ Z : Mj 6= 0} is unbounded
above. If n is an integer, the n-th internal shift of M is defined to be the graded
module M(n) with M(n)j = Mn+j . The degree of a homogeneous element f ∈M
will be denoted |f |.
An A-linear morphism of degree j is a homomorphism α :M → N of A-modules
such that α(Mn) ⊆ Nn+j for each n. We let
grHomA (M,N)j
denote the k-space of all A-linear morphisms of degree j, and we set
grHomA (M,N) =
⊕
j∈Z
grHomA (M,N)j .
The Hilbert series of a graded A-module M is defined to be the formal series
HM (t) =
∑
j∈Z
(dimkMj) t
j ∈ Z((t)).
Note that the ground field k is both a left and right graded A-module, via the
canonical projection A→ A/A+ ∼= k, where A+ is the two-sided ideal of all elements
of positive degree.
1.2. Complexes and graded Ext. Let A be a connected k-algebra, and let
(X•, ∂
X
• ) and (Y•, ∂
Y
• ) be chain complexes of graded A-modules. For each i ∈ Z we
set
grHomA (X,Y )i =
∏
n∈Z
grHomA (Xn, Yn+i).
If we then define
∂i : grHomA (X,Y )i → grHomA (X,Y )i−1
by
∂i ((αn)n∈Z) =
(
∂Yn+i ◦ αn − (−1)
iαn−1 ◦ ∂
X
n
)
n∈Z
we obtain a chain complex (grHomA (X,Y )•, ∂•) of graded vector spaces. Further-
more, this chain complex has a natural bigrading, defined by setting
grHomA (X,Y )ij =
∏
n∈Z
grHomA (Xn, Yn+i)j for each i, j ∈ Z.
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Here i represents the homological degree and j the internal one. The subspaces of
boundaries and cycles are homogeneous with respect to the internal degree and the
differential preserves this degree, hence the cohomology
H∗ (grHomA (X,Y ))
inherits an internal degree.
The category of graded A-modules has enough projective and injectives. If P• is
a projective resolution of a graded module M and I• is an injective resolution of a
graded module N , the standard argument (see, for example, [32, Theorem 2.7.6])
can be adapted to show that there are isomorphisms
H∗(grHomA (M, I))
∼= H∗(grHomA (P, I))
∼= H∗(grHomA (P,N))
of bigraded k-spaces. HereM and N are viewed as complexes of graded A-modules
concentrated in homological degree zero. The essential point is that grHomA (−, I)
and grHomA (P,−) preserve quasi-isomorphisms, because I is a bounded-above
complex of injectives in the former case and P is a bounded-below complex of pro-
jectives in the latter. The cohomology of grHomA (P, I) is denoted grExtA (M,N),
and our isomorphisms above show that it can be computed by resolving either
module. Note the bigrading:
grExtiA (M,N)j = H
i (grHomA (P, I))j = H−i (grHomA (P, I))j .
If (X•, ∂•) is a chain complex of graded A-modules, the m-th homological shift
of X is defined to be the chain complex ΣmX where (ΣmX)i = Xi−m for all i. Its
i-th differential
(ΣmX)i → (Σ
mX)i−1
is defined
x 7→ (−1)m∂i−m(x).
The n-th internal shift of X is defined to be the chain complex X(n) whereX(n)i =
Xi(n) for all i.
1.3. Dualization. The linear dual of a vector spaceX over a field k will be denoted
X∨ = Homk (X, k). There is a k-linear map
Θ : X∨ ⊗k X
∨ → (X ⊗k X)
∨, Θ(ϕ⊗ ψ)(x⊗ y) = ϕ(x)ψ(y),
with ϕ, ψ ∈ X∨ and x, y ∈ X . If X is finite-dimensional, then Θ is an isomorphism
and we use it throughout the rest of this paper to identify the tensor product of
duals with the dual of the tensor product.
1.4. Minimal resolutions and presentations. Every graded module M over a
connected k-algebra A has a minimal graded free resolution (see [23, Chapter 1,
Section 4]). Furthermore, the bounded-below and locally finite-dimensional prop-
erties of M pass to the free modules appearing in the resolution, and thus the
dimensions
βAij(M) = dimk grExt
i
A (M,k)−j ,
called the Betti numbers ofM , are all finite. We define the bigraded Poincare´ series
of M to be the formal series
PAM (s, t) =
∑
i,j
βAij(M)s
itj ∈ Z[[s]]((t)).
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A presentation of A is defined to be a choice of generating space X of A (as an
algebra) and a choice of generating space F of the kernel of the canonical surjection
ϕX : T(X)։ A
where T(X) is the tensor algebra generated by X . The presentation is called
minimal if no proper subspace of X generates the algebra, and no proper subspace
of F generates kerϕX . If X has a basis {xi}
m
i=1 and F has a basis {fj}
n
j=1, and if
we want to display these bases explicitly, then we write
A = 〈x1, . . . , xm | f1, . . . , fn〉 .
Let X be a finite-dimensional vector space over a field k and suppose f ∈ X⊗X .
Let {x1, . . . , xm} be a basis of X and expand f as
f =
∑
1≤i,j≤m
ℓij(xi ⊗ xj), ℓij ∈ k.
Then the rank of f is defined to be the rank of the matrix [ℓij ]. One can check easily
that this definition does not depend on the chosen basis of X . The significance of
this notion of rank is that it is linked to the structure of minimal free resolutions,
as explained in the next proposition. But before stating this proposition, we lay
out our convention which governs the matrix representations of boundary maps in
free resolutions.
Convention 1.4.1. With respect to the standard bases, elements of the free right A-
module AnA will be represented as column vectors, and an A-linear map A
n
A → A
m
A
will be represented as an m× n matrix which acts on the left.
On the other side, elements of the free left A-module AA
n will be represented
as row vectors, and an A-linear map AA
n → AA
m will be represented as an n×m
matrix which acts on the right.
Free resolutions of right A-modules will be written with arrows pointing right-
to-left, while free resolutions of left A-modules will be written with arrows pointing
left-to-right. One reason we have adopted this convention is that it keeps the
matrices in the order in which they would need to be multiplied if, for example, one
was checking that the composition of two boundary maps in a resolution is zero.
According to this convention, dualizing a free resolution reverses the direction
of the arrows, but does not transpose the matrices.
This convention is essentially the one in [7, Chapter I].
Proposition 1.4.2. Suppose A is a connected k-algebra with minimal presentation
A = 〈x1, . . . , xm | f〉 where m ≥ 2, each xj has degree 1, and f has degree 2. Write
f =
m∑
j=1
xjgj where gj =
m∑
i=1
ℓijxi and ℓij ∈ k.
(1) If f has rank ≥ 2, then A has global dimension 2 and the minimal free
resolution of kA is of the form
0← AA
[
x1 · · · xm
]
←−−−−−−−−−−− AA(−1)
m


g1
...
gm


←−−−− AA(−2)← 0,
where we have observed Convention 1.4.1 in writing down the resolution.
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(2) The relation f has maximal rank if and only if the minimal free resolution
of Ak is of the form
0→ AA(−2)
[
x1 · · · xm
]
−−−−−−−−−−−→ AA(−1)
m


g1
...
gm


−−−−→ AA→ 0,
where we have observed Convention 1.4.1 in writing down the resolution.
Proof. (1): We shall apply [11, Theorem 5.3], which states that to prove A has
global dimension 2, it will suffice to show f is not a square of a degree 1 element.
For this, suppose to the contrary that it is; say f = g2 where g =
∑m
i=1 ℓixi for
ℓi ∈ k. Then
f =
∑
1≤i,j≤m
ℓiℓj(xi ⊗ xj).
But the matrix [ℓiℓj ] has rank 1, contradicting our assumption on the rank of
f . Hence f is not a square, and by the result quoted, this implies A has global
dimension 2. The form of the free resolution then follows from, for example, [7,
Chapter I, Lemma 2.1.3].
(2): If f has maximal rank, then the set {g1, . . . , gm} is a basis of A1 and the
form the free resolution again follows from [7, Chapter I, Lemma 2.1.3]. Conversely,
if the displayed sequence is a resolution of Ak, then the set {g1, . . . , gm} is a basis
for A1, i.e., f has maximal rank. 
1.5. Quadratic and Koszul algebras. A connected k-algebra A is called qua-
dratic if the canonical map
ϕA1 : T(A1)→ A
is surjective with kernel generated by the subspace kerϕA1 ∩ A
⊗2
1 . The quadratic
part of A is defined to be the connected k-algebra with presentation
A =
〈
A1 | kerϕ ∩A
⊗2
1
〉
;
thus the natural map A → A is an isomorphism if and only if A is quadratic.
If A is quadratic and µ : A1 ⊗k A1 → A2 is the multiplication map, then the
quadratic dual of A is defined to be the connected k-algebra with presentation
A! = 〈A∨1 | imµ
∨〉 .
IfA is connected but not necessarily quadratic, then A! is defined to be the quadratic
dual of A, i.e., (A)!.
We say the algebra A is Koszul if it is quadratic and βAij(k) = 0 when i 6= j. The
proofs of the following results can be found in [23, Chapter 2].
Proposition 1.5.1. Let A be a Koszul k-algebra.
(1) There is an equality HA(t)HA!(−t) = 1 of formal power series.
(2) There is an equality HA(−st) P
A
k
(s, t) = 1 of formal power series.
(3) The algebra A has global dimension n if and only if A!n 6= 0 and A
!
>n = 0.
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1.6. Frobenius, Gorenstein, and AS-regular algebras. Let A be a connected
algebra over a field k and M a graded left (right) A-module. We define
D(M) = grHomk (M,k),
viewed as a graded right (left) A-module. Since our modules are locally finite-
dimensional, the assignment M 7→ D(M) is a duality, i.e., there is a natural iso-
morphism M ∼= D2(M) (given by evaluation).
The algebra A is said to be Frobenius if it is finite-dimensional and if there is an
isomorphism
AA ∼= D(AA)(−n) (n = supA)
of graded right A-modules. Using the isomorphism AA ∼= D
2(AA), one can prove
that this definition is left/right symmetric, i.e., we need not distinguish between
left and right Frobenius algebras. This definition is a graded analog of a classical
one; see, for example, [21] and [30] in the graded case, and [10] for the classical
theory.
The algebra A is called Gorenstein if the bigraded k-space grExtA (kA, AA) is
one-dimensional; in this case there are integers d and ℓ such that
grExtdA (kA,AAA)
∼= Ak(ℓ)
as graded left A-modules. Gorenstein algebras form an important class of algebras
with an extensive literature, but we warn the reader that the definitions tend to
vary — our definition is from [23, p. 24], which differs from the common one found
in [2] (see also [7, Chapter I, Definition 2.1]) by not requiring the algebra to have
finite global dimension.
The following useful characterization of Frobenius and finite-dimensional Goren-
stein algebras seems to be well-known, though a reference is difficult to locate in
the form we require, so we supply a proof.
Proposition 1.6.1. Let A be a finite-dimensional connected k-algebra. The fol-
lowing are equivalent:
(1) The algebra A is Frobenius.
(2) The algebra A is Gorenstein.
(3) The graded vector space
grSocAA = {a ∈ A : a homogeneous and a · A+ = 0}
is one-dimensional.
Proof. We first observe that in general there are isomorphisms
grSocAA ∼= grHomA (kA,AAA)
∼= grExt0A (kA,AAA) (1.6.2)
of graded left A-modules. Set n = supA.
(1) ⇒ (2): By the Frobenius property, (⊗, grHom)-adjunction, and (1.6.2), we
have
grSocAA ∼= grHomA (kA, AA)
∼= grHomA (kA, D(AA))(−n)
∼= grHomk (k⊗A A, k)(−n)
∼= k(−n)
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as graded k-spaces. Thus grSocAA is a left ideal of A concentrated in degree n,
and therefore isomorphic to Ak(−n) as a graded left A-module. To establish (2),
we then appeal to (1.6.2) and the fact Frobenius algebras are self-injective.
(2) ⇒ (3): The vector space grSocAA is nonzero since An ⊆ grSocAA for
degree reasons. But then from (1.6.2) we conclude that this vector space is one-
dimensional.
(3) ⇒ (1): Again we must have An ⊆ grSocAA, and since the latter space is
one-dimensional, the containment is necessarily an equality. Then, since
D(grSocAA) ∼=
D(AA)
A+D(AA)
,
Nakayama’s lemma implies D(AA) is cyclic and generated in degree −n. Hence
there is a surjection AA(n) ։ D(AA), and since these two graded k-spaces have
the same dimension, the surjection is necessarily an isomorphism. 
Gorenstein algebras of finite global dimension can be characterized in terms of
a symmetry condition on the minimal free resolution of k, as we now state. For a
proof, see [7, Chapter I, Section 2].
Proposition 1.6.3. Let A be a connected k-algebra of finite global dimension d
and let F• be the minimal graded free resolution of kA. Then A is a Gorenstein
algebra if and only if there is an integer ℓ such that
Σd grHomA (F,AAA)(−ℓ)
is the minimal free resolution of Ak. In particular, if A is a Gorenstein algebra,
then the Betti numbers βAij(k) are symmetric in the sense that
βAi,j(k) = β
A
d−i,ℓ−j(k)
for all i, j ∈ Z.
Combining the Gorenstein property with a finiteness and growth condition pro-
duces a class of algebras which has been intensely studied over the past three
decades; the origins of this class are contained in [2], [3], and [4], while a textbook
account is given in [7]. We say a k-algebra is Artin-Schelter regular or (AS-regular)
if it is Gorenstein, has finite global dimension, and has polynomial growth.
1.7. Hilbert-Samuel multiplicity. Let (R,m, k) be a commutative noetherian
local ring. We write Rg for the associated graded ring gr
m
R, and we write R in
place of the cumbersome (Rg).
If M is a finitely-generated R-module of Krull dimension d, then we can write
HM (t) =
h(t)
(1 − t)d
for some polynomial h(t) ∈ Z[t] with h(1) 6= 0. We define the (Hilbert-Samuel)
multiplicity of M to be the integer
e(M) =
{
h(1) : dimM = dimR,
0 : dimM < dimR.
For further details and proofs see [8, Chapter 4].
The main classes of rings that this paper studies can now be defined. The
codimension of R, denoted codimR, is defined to be the difference edimR−dimR.
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(CM) Let R be a Cohen-Macaulay ring. Then Abhyankar shows in [1] that e(R) ≥
codimR + 1. If equality holds, then R is called a Cohen-Macaulay ring of
minimal multiplicity.
(G) Let R be a Gorenstein ring with e(R) ≥ 3. Then Sally shows in [25,
Corollary 3.2] that e(R) ≥ codimR+ 2. If equality holds, then R is called
a Gorenstein ring of minimal multiplicity.
(CI) Let R be a complete intersection. Then e(R) ≥ 2codimR (see, for exam-
ple, [20, Theorem 14.10]). If equality holds, then R is called a complete
intersection of minimal multiplicity.
2. Minimal multiplicity and Ext-algebras
Throughout this section (R,m, k) is a commutative noetherian local ring. We
start by defining the Ext-algebra ER of R, and we then investigate when the two
algebras ER and R
 are quadratic duals of each other. This will lead to minimal
multiplicity, and to our characterizations of this property via the structure of ER.
2.1. Ext-algebras of local rings. If F• is a free resolution of k with augmentation
ε : F• → k, then HomR (F•, ε) is a quasi-isomorphism inducing an isomorphism
H∗(HomR (F, F ))
∼=
−→ H∗(HomR (F, k)) = ExtR (k, k).
The composition product on
⊕
i∈ZHomR (F, F )i descends to a product on the
direct sum of its cohomology, and this structure is transported (via the isomorphism
above) to
⊕
i∈Z Ext
i
R (k, k) making it a connected k-algebra. It is called the Ext-
algebra of R and is denoted ER. It is the universal enveloping algebra of a graded
Lie algebra which will appear later in this paper.
2.2. Quadratic duality and Ext-algebras. In [28], Sjo¨din explains how to com-
pute the degree-2 relations of ER. His computations begin by noting that ER is
unchanged when we pass from R to its m-adic completion, and thus we may assume
that we have an isomorphism R ∼= Q/b where (Q, n, k) is a regular local ring and b
is minimally generated by elements f1, . . . , fc contained in n
2. If we suppose that
n is minimally generated by x1, . . . , xn, then for each h = 1, . . . , c we can write
fh =
∑
1≤i≤j≤n
ah,ijxixj with ah,ij ∈ Q. (2.2.1)
The cosets xi+ n
2 form a basis of n/n2 ∼= m/m2, and if we set ξi = (xi+ n
2)∨, then
{ξ1, . . . , ξn} is a basis of E
1
R. We then have
Theorem 2.2.2 (Sjo¨din [28, §3]). Let the notation be as above, and let ϕ : T(E1R)→
ER be the natural map of connected k-algebras. The degree-2 homogeneous compo-
nent of kerϕ is generated by those elements of the form
∑
1≤i<j≤n
bij(ξi ⊗ ξj + ξj ⊗ ξi) +
n∑
i=1
biiξi ⊗ ξi (bij ∈ k)
where the
(
n+1
2
)
× 1 column vector [bij ] is contained in the kernel of the c×
(
n+1
2
)
matrix [ah,ij ] (here an overbar denotes an image in k).
It follows that if ER is quadratic, then the relations Sjo¨din’s theorem generate
all of the relations, and thus we have a complete presentation of ER.
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By pairing Sjo¨din’s theorem along with an additional result in his paper [28], we
obtain a proof of the next theorem, which is the foundational theorem on which
most of the oncoming results sit.
Theorem 2.2.3. Let (R,m, k) be a noetherian local ring. If ER is quadratic, then
there is an isomorphism ER ∼= (R
)! of connected k-algebras.
Proof. We continue with the notation introduced above in the discussion leading to
(2.2.1). We write b∗ for the ideal of Qg generated by the initial forms of elements
in b, and we write f∗ for the initial form in Qg of an element f ∈ Q.
Observe that since ER is quadratic, by [28, Theorem 4] the set {f
∗
1 , . . . , f
∗
c } of
initial forms in Qg is linearly independent and contained in n2/n3; from this we
deduce {f∗1 , . . . , f
∗
c } is a basis of the vector space b
∗ ∩ n2/n3, which in turn means
that we have an isomorphism
R ∼=
Qg
(f∗1 , . . . , f
∗
c )
of graded k-algebras. If X denotes the subspace of Qg spanned by the initial forms
x∗i , then since Q
g is a polynomial algebra generated by X , we have R = 〈X | Y 〉
where Y is the subspace of X ⊗X spanned by the elements
∑
1≤i≤j≤n ah,ijx
∗
i ⊗ x
∗
j
(h = 1, . . . , c) and x∗i ⊗ x
∗
j − x
∗
j ⊗ x
∗
i (1 ≤ i < j ≤ n). We then have an exact
sequence
0→ Y
ι
−→ X ⊗X
µ
−→
X ⊗X
Y
→ 0
where µ denotes the multiplication map R1 ⊗ R

1 → R

2 . Applying the k-linear
dual yields the exact sequence
0→
(
X ⊗X
Y
)∨
µ∨
−−→ X∨ ⊗X∨
ι∨
−→ Y ∨ → 0,
and since by definition (R)! = 〈X∨ | imµ∨〉, it follows that the degree-2 relations
of (R)! must be those elements of X∨⊗X∨ which are in ker ι∨. But the elements
of this kernel are exactly the elements of the form∑
1≤i<j≤n
bij((x
∗
i )
∨ ⊗ (x∗j )
∨ + (x∗j )
∨ ⊗ (x∗i )
∨) +
n∑
i=1
bii(x
∗
i )
∨ ⊗ (x∗i )
∨ (bij ∈ k)
where the
(
n+1
2
)
×1 column vector [bij ] is in the kernel of the c×
(
n+1
2
)
matrix [ah,ij ].
Thus, by Theorem 2.2.2, the algebras ER and (R
)! have the same presentation. 
Thus from the quadratic condition on ER we deduce that this algebra is quadratic
dual to R; but what condition on R will guarantee that ER is quadratic? An
answer, at least in the artinian Gorenstein case, is minimal multiplicity. Indeed, we
have the following stronger result:
Theorem 2.2.4 (Levin, Avramov [18, Theorem 3]). Let (R,m, k) be an artinian
Gorenstein local ring of embedding dimension ≥ 2. If R has minimal multiplicity
(i.e., m3 = 0), then there is a presentation ER =
〈
E1R | f
〉
where f is a degree-2
element of maximal rank.
Remark. The maximal rank condition on the relation f is not stated explicitly in
Levin and Avramov’s paper, so we outline how one deduces that f has this property.
Since R is Gorenstein of minimal multiplicity, we have m3 = 0 and dimk m
2 = 1;
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hence the multiplication map µ : m/m2⊗m/m2 → m2 can be viewed as a symmetric
bilinear form, and the Gorenstein property is equivalent to nondegeneracy of this
form. Hence imµ∨ is generated by an element f ∈ (m/m2)∨⊗ (m/m2)∨ of maximal
rank. But since ER is quadratic, by Proposition 2.2.3 there is an isomorphism
ER
∼= (R)! of connected k-algebras, and since
(R)! =
〈
(m/m2)∨ | imµ∨
〉
,
the desired result follows.
2.3. Gorenstein rings of minimal multiplicity and ER. By coupling Theorem
2.2.3 with Theorem 2.2.4, we conclude that if R is artinian Gorenstein of minimal
multiplicity, then there is an isomorphism ER ∼= (R
)!. Our Theorem 1 from the
introduction shows that (with an added hypothesis on the global dimension of ER)
the existence of this isomorphism is also sufficient for the ring to have minimal
multiplicity. We begin working toward a proof of this theorem by presenting some
preliminary results on quadratic algebras with a single relation.
Lemma 2.3.1 ([30, Lemma 3.2]). Let B be a connected algebra over a field k with
supB = 2. Then B is Frobenius if and only if dimkB2 = 1 and the bilinear form
ν : B1 ⊗B1 → B2
given by multiplication is nondegenerate.
Lemma 2.3.2. Let A be a quadratic algebra over a field k with a single relation,
say A = 〈A1 | f〉. Then f has maximal rank if and only if the bilinear form
ν : A!1 ⊗A
!
1 → A
!
2
given by multiplication is nondegenerate.
Proof. Let {x1, . . . , xm} be a basis of A1 and write
f =
∑
1≤i,j≤m
ℓij(xi ⊗ xj), ℓij ∈ K.
The multiplication µ : A1 ⊗A1 → A2 fits into an exact sequence
0→ k · f
ι
−→ A1 ⊗A1
µ
−→
A1 ⊗A1
k · f
→ 0
where ι is the inclusion. With respect to the bases {x∨i ⊗ x
∨
j }1≤i,j≤m of A
∨
1 ⊗ A
∨
1
and {f∨} of k · f∨, the bilinear form ι∨ : A∨1 ⊗A
∨
1 → k · f
∨ has matrix [ℓij ].
By definition A! = 〈A∨1 | imµ
∨〉, so the multiplication ν : A!1⊗A
!
1 → A
!
2 is equal
to the canonical map
A∨1 ⊗A
∨
1 →
A∨1 ⊗A
∨
1
imµ∨
.
It fits into a commutative diagram
A∨1 ⊗A
∨
1
ι∨
$$❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
❏
ν
//
A∨1 ⊗A
∨
1
imµ∨
∼=

k · f∨
which shows f has maximal rank if and only if ι∨ is nondegenerate, if and only if
ν is nondegenerate. 
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It is known that the Gorenstein and Frobenius properties are related through
quadratic duality; see [19, Section 9.3] and [30, Proposition 5.10]. We state here a
version of this relation suited for our purposes.
Proposition 2.3.3. Let A be a connected algebra over a field k. The following are
equivalent:
(1) The algebra A is quadratic Gorenstein of global dimension 2.
(2) The algebra A is quadratic, and A! is Frobenius with supA! = 2.
(3) The algebra A has presentation A = 〈A1 | f〉 where f is a degree-2 element
of maximal rank.
Proof. Set m = dimkA1.
(1)⇔ (3): In both cases (1) and (3), the minimal free resolution of kA (following
Convention 1.4.1) looks like
0← AA
∂1←− AA(−1)
m ∂2←− AA(−2)← 0.
Indeed, in case (1) we use Proposition 1.6.3 to compute the shifts, and in case (3)
we use Proposition 1.4.2 to compute the global dimension. Hence in both cases we
have A = 〈A1 | f〉 where f has degree 2. If we write
f =
m∑
j=1
xjgj where gj =
m∑
i=1
ℓijxi and ℓij ∈ k,
then the differentials in the resolution are represented by the matrices
∂1 =
[
x1 · · · xm
]
, ∂2 =


g1
...
gm

 .
Applying grHomA (−, A) to the resolution produces a chain complex which is iso-
morphic to a homological and internal shift of
0→ AA(−2)
[
x1 · · · xm
]
−−−−−−−−−−−→ AA(−1)
m


g1
...
gm


−−−−→ AA→ 0,
where we have again observed Convention 1.4.1 in writing the resolution left-to-
right. Now, by Proposition 1.4.2, the relation f has maximal rank if and only if
this complex resolves Ak, and by Proposition 1.6.3 this occurs if and only if A is
Gorenstein.
(2) ⇔ (3): If A is any quadratic k-algebra, then we have dimkA
!
2 = 1 if and
only if A has a single degree-2 relation. In view of this fact, the equivalence (2) ⇔
(3) follows directly from Lemmas 2.3.1 and 2.3.2. 
We now have enough to prove Theorem 1 from the introduction, restated here
as
Theorem 2.3.4. Let (R,m, k) be an artinian local ring of embedding dimension
≥ 2. The following are equivalent:
(1) The ring R is Gorenstein of minimal multiplicity.
(2) The ring R is Gorenstein, the algebra ER has global dimension 2, and there
is an isomorphism ER ∼= (R
)! of connected algebras.
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(3) The algebra ER is quadratic Gorenstein of global dimension 2.
Proof. (1) ⇒ (3): By Theorem 2.2.4, the algebra ER has minimal presentation
E =
〈
E1R | f
〉
where f is a degree-2 element of maximal rank. Thus, by Proposition
2.3.3, the algebra ER is quadratic Gorenstein of global dimension 2.
(3)⇒ (2): Since ER is quadratic, from Theorem 2.2.3 we obtain the isomorphism
ER ∼= (R
)!, so all we need to prove is that R is Gorenstein. For this, we note that
Proposition 2.3.3 implies R is Frobenius with supR = 2. But then R and Rg
coincide in degrees ≤ 2, and so we must have R = Rg. Hence Rg is Frobenius,
which means it is Gorenstein, and therefore R is also Gorenstein.
(2) ⇒ (1): Since R is assumed Gorenstein, we need only prove m3 = 0. To do
this, note that from the isomorphism ER ∼= (R
)! we may conclude the algebra ER
is quadratic. But since it also has global dimension 2, it is Koszul. Then applying
quadratic duality to the isomorphism ER ∼= (R
)! yields E!R
∼= R, and hence
supR = 2 by Proposition 1.5.1(3). Finally, since HR(t) ≥ HR(t), we have that
m
3 = 0. 
Remarks. Suppose R is artinian with embedding dimension ≥ 2. By the theorem
and Proposition 2.3.3, a quadratic presentation of the form ER =
〈
E1R | f
〉
with
f of maximal rank implies R is Gorenstein of minimal multiplicity; we point this
out because it is the converse of Levin and Avramov’s Theorem 2.2.4. However,
the maximal rank condition on f is essential for this implication to hold. Indeed,
consider the ring
R =
k[x, y, z]
(x2, y2, z2, xy, xz)
,
which decomposes as a fiber product R ∼= S ×k T where S = k[x]/(x
2) and T =
k[y, z]/(y2, z2). Since both S and T are complete intersections, Sjo¨din [28, Theorem
5] shows that
ES ∼= k 〈ξ〉 and ET ∼=
k 〈υ, ζ〉
(υζ + ζυ)
,
where k 〈· · ·〉 stands for the polynomial ring in noncommuting variables and each
variable ξ, υ, ζ has degree 1. By [22, Theorem 3.4], the Ext-algebra of R is then the
free product (over k) of ES and ET , namely
ER ∼=
k 〈ξ, υ, ζ〉
(υζ + ζυ)
.
Hence ER has a minimal presentation of the form
〈
E1R | f
〉
, but R is not even
Gorenstein.
2.4. Complete intersections of minimal multiplicity and ER. With the Goren-
stein case addressed, we now turn our attention to artinian complete intersections
of minimal multiplicity and their Ext-algebras.
Before stating the results, we elaborate briefly on an item mentioned in passing
in Section 2.1. The algebra ER (where R is any commutative noetherian local
ring) is the graded universal enveloping algebra of a graded Lie algebra denoted
π∗(R) and called the homotopy Lie algebra of R. We require several facts regarding
the structure of π∗(R) when R is an artinian complete intersection of embedding
dimension m. For these rings, π∗(R) is concentrated in degrees 1 and 2 and π2(R)
has dimension m (see [6, Corollary 7.1.5, Theorems 7.3.3, 10.2.1]). In particular,
π2(R) is an abelian Lie subalgebra of π∗(R) for degree reasons, and the universal
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enveloping algebra Γ = U(π2(R)) is then a polynomial k-algebra generated by m
elements of degree 2. The inclusion of Lie algebras π2(R) →֒ π∗(R) induces an
inclusion of associative algebras Γ →֒ U(π∗(R)) = ER, and the Poincare´-Birkhoff-
Witt theorem (see [29] for the version we require) then shows that ER is free as
both a left and right graded Γ-module. Furthermore, for degree reasons the algebra
Γ is central in ER, and by [28, Theorem 5] the quotient algebra Λ = ER/(Γ+ · ER)
is an exterior algebra generated by m elements of degree 1.
We also require the following pair of results; statement (1) is due to Tate [31,
Theorem 6], while (2) is a result of Gulliksen [15, Theorem 2.3].
Theorem 2.4.1 (Tate, Gulliksen). Let (R,m, k) be a noetherian local ring.
(1) If R is an artinian complete intersection, then HER(t) = 1/(1− t)
edimR.
(2) The algebra ER has polynomial growth if and only if R is a complete inter-
section.
We are now ready to prove Theorem 2 from the introduction, restated as
Theorem 2.4.2. Let (R,m, k) be an artinian local ring and set m = edimR. The
following are equivalent:
(1) The ring R is a complete intersection of minimal multiplicity.
(2) The ring R is a complete intersection, the algebra ER has global dimension
m, and there is an isomorphism ER ∼= (R
)! of connected algebras.
(2′) The ring R is a complete intersection and the algebra ER has global dimen-
sion m.
(3) The algebra ER is Koszul AS-regular of global dimension m.
(3′) The algebra ER is Koszul and has polynomial growth.
Proof. Set E = ER.
(1) ⇒ (2): As shown in the proof of [5, Theorem 2.3], the algebra E is Koszul;
the isomorphism E ∼= (R)! then follows from Theorem 2.2.3, and so all we have
left is to compute the global dimension of E. For this, we note
HR(t) =
1
HE(−t)
= (1 + t)m
where the first equality is Proposition 1.5.1(1) and the second is from Theorem
2.4.1. Hence supR = m, which, by Proposition 1.5.1(3), means E has global
dimension m.
(2) ⇒ (2′): Clear.
(2′) ⇒ (3): According to Theorem 2.4.1, the algebra E has polynomial growth.
Thus we need to show that E is Gorenstein and Koszul.
To compute grExtE (kE,EE) and show E is Gorenstein, we note that we are in
the situation described at the beginning of this section regarding the three algebras
E, Γ, and Λ: The subalgebra Γ of E is a central polynomial subalgebra generated
by m elements of degree 2, call them x1, . . . , xm, and the quotient Λ = E/(Γ+ · E)
is an exterior algebra generated by m elements of degree 1. Furthermore, E is free
as both a right and left graded Γ-module.
Consider the first-quadrant cohomological change-of-rings spectral sequence as-
sociated to canonical morphism E։ Λ:
Epq2 = grExt
p
Λ
(
kΛ, grExt
q
E
(ΛE,EE)
)
⇒ grExtp+q
E
(kE,EE).
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We’ve noted that Γ is a polynomial algebra generated by x1, . . . , xm, and hence the
Koszul complex K• on the elements x1, . . . , xm resolves kΓ. Since E is flat as a left
Γ-module, the complex K ⊗Γ EE resolves k ⊗Γ EE ∼= ΛE, and we can therefore use
K ⊗Γ EE to compute grExt
q
E
(ΛE,EE). We obtain
grExtq
E
(ΛE,EE) ∼=
{
ΛΛ(2m) : q = m,
0 : q 6= m,
using the self-duality of K. Thus the spectral sequence collapses to the single row
q = m, where we have
Ep,m2
∼= grExt
p
Λ (k,Λ)(2m).
But Λ is finite-dimensional and Frobenius, so the only nonzero term on the second
page of the spectral sequence is E0,m2 , which is isomorphic to
grHomΛ (k,Λ)(2m)
∼= k(m)
since grHomΛ (k,Λ)
∼= k(−m). We conclude therefore that
grExtiE (kE,EE)
∼=
{
k(m) : i = m,
0 : i 6= m,
which means E is Gorenstein.
To prove E is Koszul, we apply [23, Chapter 2, Theorem 2.5] which states that to
establish Koszulness of E it is enough to show the Hilbert series HE(t) has degree
−m. And this we already know: Since R is an artinian complete intersection,
Theorem 2.4.1 shows HE(t) = (1 − t)
−m.
(3) ⇒ (3′): Clear.
(3′) ⇒ (1): Polynomial growth implies R is a complete intersection by The-
orem 2.4.1; thus we need only prove R has multiplicity 2m. For this, we first
note that from the isomorphism E!R
∼= R in Theorem 2.2.3 follows the equality
HE(−t)HR(t) = 1 of Proposition 1.5.1(1). Then, since R is a complete intersec-
tion, we have HE(t) = (1−t)
−m from Theorem 2.4.1. The coefficient-wise inequality
HR(t) ≥ HR(t) thus turns into (1+ t)
m ≥ HR(t), from which it follows e(R) ≤ 2
m.
But we always have 2m ≤ e(R), and therefore R has minimal multiplicity. 
3. Minimal multiplicity and linearity defect
We now give a pair of characterizations of rings of minimal multiplicity in terms
of a numerical invariant called linearity defect, and thereby answer in two special
cases a question posed by Herzog and Iyengar in [16].
Throughout this section (R,m, k) is a commutative noetherian local ring and M
is a finitely-generated R-module.
3.1. Rational Poincare´ series. Some of the results in this section concern com-
plete intersections and Golod rings, and it will be important to have at hand formu-
las for the Poincare´ series of modules over them. We note that the Golod condition
is defined in terms of a rational Poincare´ series; indeed the ring R is Golod if there
is an equation
PRk (t) =
(1 + t)edimR
1−
∑codepthR
j=1 ajt
j+1
where the aj ’s are nonnegative integers and codepthR = edimR − depthR. For
more details about Golod rings, see [6, Section 5]
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In the next theorem, statement (1) is due to Tate [31, Theorem 6] and Gulliksen
[14, Corollary 4.2], while the second statement is due to Ghione and Gulliksen [13,
Theorems 1 and 4].
Theorem 3.1.1 (Tate, Gulliksen, Ghione). Let (R,m, k) be a noetherian local ring
and M a finitely-generated R-module.
(1) If R is a complete intersection, then
PRk (t) =
(1 + t)edimR
(1− t2)codimR
and PRM (t) =
pM (t)
(1 − t2)codimR
for some polynomial pM (t) ∈ Z[t].
(2) If R is Golod, then
PRM (t) =
pM (t)
1−
∑codepthR
j=1 ajt
j+1
for some polynomial pM (t) ∈ Z[t], and where the displayed denominator
coincides with the one from PRk (t).
3.2. Linearity defect and a lemma. Let (F•, ∂•) be the minimal free resolution
of M . Since ∂(Fi) ⊆ mFi−1 for each i ≥ 1, the differentials fit into a subcomplex
GpF : · · · → Fp+1
∂p+1
−−−→ Fp
∂p
−→ mFp−1 → · · · → m
p−1F1
∂1−→ mpF0 → 0
of F , one subcomplex for each p ≥ 0. Then {GpF}p≥0 is a descending filtration
of F , and following Herzog and Iyengar [16] we call the associated graded complex
the linear part of F and denoted it by linR F . The number
ldRM = sup{i : Hi(lin
R F ) 6= 0}
is called the linearity defect of M . If ldRM = 0, then M is called a Koszul module.
If k is a Koszul module, then R is called a Koszul ring.
As shown in [16, Proposition 1.5], Koszulness of R is equivalent to Rg being a
Koszul algebra as defined in Section 1.5, and in this case linR F provides a minimal
free resolution of k over Rg. But then PR
g
k (s, t) = P
R
k (st), and so by Proposition
1.5.1(2) we have
HR(−t) P
R
k (t) = 1 (3.2.1)
when R is a Koszul ring. Following Fitzgerald [12], we call this equality the Fro¨berg
relation, and any ring that satisfies it is called a Fro¨berg ring. Hence the Koszul
condition on R implies the Fro¨berg one, and it is an open question whether the
converse holds. An affirmative answer is known in the case of complete intersections;
see [9, §6.1, Proposition 6].
In [17] (see also [6, Theorem 6.3.6]), Levin discovered an analog of the Fro¨berg
relation which holds for any R: He showed that for all m≫ 0 we have
HR
m
m(−t) PRk (t) = P
R
m
m(t). (3.2.2)
Notice that this reduces to the Fro¨berg relation when m = 0. In [26, Corollary
3.4], S¸ega gave a lower bound on the integer m in terms of an invariant of R called
polynomial regularity. To define this invariant, we present Rg as a quotient of a
polynomial ring k[x1, . . . , xn]/a where each xi has degree 1 and n = edimR. Then
the polynomial regularity of R is defined to be the integer
pol regR = regk[x1,...,xn]R
g
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where the right-hand size is the Castelnuovo-Mumford regularity of Rg as a module
over the polynomial ring k[x1, . . . , xn]. S¸ega’s result shows that if m > pol regR,
then Levin’s relation (3.2.2) holds.
Before presenting the main technical lemma which will be used in the next sec-
tion, we present a pair of results of S¸ega; they are proved in [27, Proposition 3.2,
Lemma 6.2].
Proposition 3.2.3 (S¸ega). Let (R,m, k) be a commutative noetherian local ring.
(1) There is an inequality ldRm
m ≤ ldR k for all m.
(2) Let R have Krull dimension d and suppose M is a finitely-generated R-
module. Suppose that PRM (t) = u(t)/g(t) for relatively prime polynomials
u(t), g(t) ∈ Z[t]. If M has finite linearity defect, then g(−1) 6= 0 and
e(M)/e(R) = u(−1)/g(−1).
We now present the main lemma. It is essentially a combination of the previous
proposition and Levin’s relation (3.2.2). Its value is that it allows us to compute
the multiplicities of certain rings from Poincare´ series.
Lemma 3.2.4. Suppose (R,m, k) is a commutative Cohen-Macaulay ring of di-
mension d and that there exists integers m,n and a polynomial D(t) in Z[t] such
that m > pol regR, n ≥ dimR,
PRk (t)D(t) = (1 + t)
n, and PR
m
m(t)D(t) ∈ Z[t].
If k has finite linearity defect, then
D(t) = (1 + t)n−dg(t)
for some g(t) in Z[t] with g(−1) = e(R).
Proof. Assume first that d = 0. If we write D(t) = (1 + t)qg(t) where q is a
nonnegative integer and g(t) is a polynomial in Z[t] with g(−1) 6= 0, then
PRk (t) =
(1 + t)n
g(t)(1 + t)q
.
An application of Proposition 3.2.3(2) with M = k shows n = q and g(−1) = e(R),
as desired.
Assume now d > 0 and set f(t) =
∑m−1
i=0 dimk(m
i/mi+1)ti and p(t) = PR
m
m(t)D(t).
Then
HR(t) = f(t)+ t
mHR
m
m(t) = f(t)+ tm
PR
m
m(−t)
PRk (−t)
=
f(t)(1 − t)n + p(−t)tm
(1− t)n
(3.2.5)
where the second equality is a consequence of (3.2.2). However, we also have
HR(t) = h(t)/(1 − t)
d for some h(t) ∈ Z[t] with e(R) = h(1), and equating the
right-hand side of (3.2.5) with h(t)/(1− t)d results in
p(−t)tm = (1− t)n−d
(
h(t)− f(t)(1− t)d
)
. (3.2.6)
This implies (1 − t)n−d must divide p(−t); say p(−t) = (1 − t)n−du(−t) for some
u(t) ∈ Z[t]. Replacing p(−t) in (3.2.6) with this factorization and canceling gives
u(−t)tm = h(t)− f(t)(1 − t)d.
Since d > 0 and e(R) = h(1), evaluating both sides of the equality at t = 1 shows
e(R) = u(−1).
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As in the dimension 0 case, write D(t) = (1 + t)qg(t) where q ≥ 0 and g(t) is a
polynomial in Z[t] with g(−1) 6= 0. Then
PR
m
m(t) =
p(t)
D(t)
=
(1 + t)n−du(t)
(1 + t)qg(t)
.
Now, the ideal mm has the same multiplicity as m and by Proposition 3.2.3(1) it
has finite linearity defect; thus from Proposition 3.2.3(2) we conclude q = n − d
and that g(−1) = u(−1). But u(−1) = e(R) from the previous paragraph, so we
are done. 
3.3. Characterizations of minimal multiplicity via linearity defect. We
begin with complete intersections. For these rings, S¸ega showed the Koszul property
of R and minimal multiplicity are equivalent, and that if Rg is Cohen-Macaulay,
then these two properties are also equivalent to k having finite linearity defect [27,
Theorem 6.5]. Also, as we noted when we defined Fro¨berg rings, it is known that
the Koszul and Fro¨berg conditions are equivalent for complete intersections. Thus
our contribution in the next theorem is to prove S¸ega’s Cohen-Macaulay hypothesis
on Rg is not necessary, and Lemma 3.2.4 will make short work of it.
Theorem 3.3.1. Let (R,m, k) be a complete intersection. The following are equiv-
alent:
(1) The ring R is Koszul.
(2) The ring R is Fro¨berg.
(3) The ring R is a complete intersection of minimal multiplicity.
(4) The R-module k has finite linearity defect.
Proof. In view of the discussion preceding the theorem, we need only prove (4) ⇒
(3). From Theorem 3.1.1 we have
PRk (t)(1− t
2)codimR = (1 + t)edimR and PR
m
m(t)(1 − t2)codimR ∈ Z[t].
for all m ≥ 0. Now, in the notation of Lemma 3.2.4 we have n = edimR and
D(t) = (1− t2)codimR; then the conclusion of the lemma is that there is g(t) ∈ Z[t]
with g(t)(1 + t)codimR = D(t) and e(R) = g(−1). But our only choice is g(t) =
(1− t)codimR, and so e(R) = g(−1) = 2codimR. 
We now address rings with are Cohen-Macaulay and Golod. As with the com-
plete intersection case, we again find ourselves building on work of S¸ega; in [27,
Theorem 7.2] she proved the equivalences (1)⇔ (3)⇔ (4) in the next theorem, but
only in the presence of a Cohen-Macaulay hypothesis on the associated graded ring.
We use Lemma 3.2.4 to move this Cohen-Macaulay hypothesis from the associated
graded ring to the ring itself. The equivalence (1) ⇔ (2) is also new.
Theorem 3.3.2. Let (R,m, k) be Cohen-Maculay and Golod. The following are
equivalent:
(1) The ring R is Koszul.
(2) The ring R is Fro¨berg.
(3) The ring R is Cohen-Macaulay of minimal multiplicity.
(4) The R-module k has finite linearity defect.
Proof. (1)⇒ (2): We have already mentioned that the Koszul property implies the
Fro¨berg one.
(1) ⇒ (4): Clear.
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(3) ⇒ (1): Minimal multiplicity guarantees that the associated graded ring Rg
is Cohen-Macaulay; see [24, Theorem 2]. Now apply S¸ega’s result mentioned before
this theorem.
The implications that are left are (4) ⇒ (3) and (2) ⇒ (3). For them, set
d = dimR, n = edimR, c = codimR. From Theorem 3.1.1 we have
PRk (t)

1− c∑
j=1
ajt
j+1

 = (1 + t)n, (3.3.3)
and
PR
m
m(t)

1− c∑
j=1
ajt
j+1

 ∈ Z[t] (3.3.4)
for some nonnegative integers aj and for all m.
(4) ⇒ (3): We apply Lemma 3.2.4. Comparing its statement with (3.3.3) and
(3.3.4) above shows D(t) = 1−
∑c
j=1 ajt
j+1 and that D(t) = g(t)(1 + t)c for some
g(t) ∈ Z[t] with e(R) = g(−1). By equating coefficients we determine g(t) = 1− ct,
and so e(R) = c+ 1.
(2) ⇒ (3): Combining (3.3.3) with the Fro¨berg relation (3.2.1) yields
HR(t) =
1 +
∑c
j=1(−1)
jajt
j+1
(1− t)n
.
Now, if HR(t) = h(t)/(1− t)
d for h(t) ∈ Z[t] with e(R) = h(1), then
h(t)(1 − t)c = 1 +
c∑
j=1
(−1)jajt
j+1,
and then equating coefficients shows h(t) = 1 + ct. Hence e(R) = c+ 1. 
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