Abstract: This paper focuses on the identification of nonlinear dynamic models for physical systems such as Micro-Electro-Mechanical Systems (MEMS) from measurement data. The proposed approach consists in transforming, by means of suitable global operations, the specific input-output differential physical model of the system elaborated from physical analysis, in such a way that we get a new equivalent model formulation specifically adapted to the identification problem. Thanks to the equivalence of the dynamic model and the derived identification problem, the so-identified model remains of continuous-time type, with a clear physical meaning of any of its components, which is not the case when using, for example, black-boxes approaches. The method is implemented on real measurement data from a physical system.
INTRODUCTION
This paper focuses on the identification of nonlinear dynamic models for physical systems such as MEMS from measurement data. Due to their very small size, many parameters of those systems cannot be accurately known; in this case, identification process can be the only way to get reliable models, useful for example for control (Zhu (2007) ; Liao (2004) ; Sane (2005) ; Daqaq (2006) ; Bryzek (2003) ) or even dimensioning purposes. Several informations and techniques about identification of dynamic systems will be found in Ljung (1999) and Garnier (2004) .
In this paper, we identify parameters and functional components of a nonlinear dynamic model presenting a bifurcation point. The proposed approach consists in transforming, by means of suitable global operations, the specific input-output differential physical model of the system elaborated from physical analysis, in such a way that we get a new equivalent model formulation well adapted to the identification problem. By using spline interpolations, we establish a time-continuous identification problem which will be solved by classical least-square methods, with the only shortcoming of a small and easy to suppress identification bias. Moreover, thanks to the equivalence of the dynamic model and the derived identification problem, the so-identified model remains of continuous-time type, with a clear physical meaning of any of its components, which is not the case when using, for example, black-boxes approaches.
The paper is organized as follows. We present the physical system and its dynamic model, and then state the associated identification problem. After that we express the solution of this problem in terms of operatorial pseudoinversion and describe how to solve the problem numerically from a discrete set of measurement data. Finally, we implement the method on real measurement data.
THE PHYSICAL SYSTEM UNDER CONSIDERATION
The system under consideration is an electrostatically actuated micromirror 1 (cf. Fig. 1 ). It is composed in two assembled parts. The upper one is a thin plate, the mirror, linked to a thick external rigid frame by two thin and narrow arms, the springs. This part is tailored in the same microcrystalline silicon layer of a SOI (Silicon On Insulator) wafer. The lower one comprises a balance-knifeedge with two electrodes distributed on both sides of it. The two parts are assembled in such a manner that the axis of the springs and balance-knife-edge are identical. So the electrodes are located underneath the mirror inducing its rotation (left or right) when a voltage V is applied.
The development of those micro-mirrors has been conducted with Tronics Microsystems (France), a manufacturer of custom MEMS components. Several configurations of the electrode can be envisaged, namely the case where electrodes are flat or inclined (cf. Fig. 2 and 3 for flat electrodes configuration). Due to the fabrication process, essentially the gluing process of the two parts, it is realistic to consider that the physical structure is significantly different from the ideal one, and so do the associated dynamic model.
In the sequel the physical limit angle the mirror can reach is denoted α, whereas θ(t) denotes the angle of the mirror at a given time (see Fig. 3 ). The dynamic model of the system is obtained by application of the fundamental principle of dynamics:
with the constraint : |θ| |α| ,
where I is the inertia moment of the system, V 2 k(θ) is the electrostatic moment, K θ the spring moment, and (µ 0 + v(θ))θ the viscous friction moment. The system (1) of input V and output θ, is completed by the initial conditions:
θ(0) = 0 andθ(0) = 0. (3) Remark 1. In the model, θ is a negative angle.
The expression of the terms v(θ) and k(θ) involved in model (1) depends on the configuration of the physical system (flat or inclined electrodes), its geometry, the materials used etc. The analysis of this dynamic system (Casenave (2008) ) reveals the existence of a threshold voltage denoted V dyn pullin , below which the mirror stabilizes to an angle θ stab (V ) (see Fig. 4a ), whereas beyond this voltage the mirror switches (see Fig. 4b ).
We focus in this paper on the problem of identification of model (1) (namely identification of inertia moment I, electrostatic moment function k, etc.) from real measurement data. This problem is tricky for several reasons: the model is nonlinear, and presents a bifurcation point that separate two different dynamic behaviors of the system. Moreover, inertia identification is difficult because its contribution is often (but not always) dominated by viscosity terms.
FORMULATION AND RESOLUTION OF THE IDENTIFICATION PROBLEM
In this section, we state and study the identification problem under consideration, whose aim is to estimate the parameters of model (1,3) from measurements of trajectories θ.
Preliminaries for the identification problem
As said previously, the expression of electrostatic and viscous friction moments functions k and v depends on the physical system, and in general it may not be accurately known. We identify the two functions under the form:
where the parameters to be identified are the real coefficients c l and µ q . From the theoretical point of view, these sums can be finite or not and we implicitly refer to functional Hilbert spaces generated by k l and v q , to which belong k and v. In the sequel, we will use the notations:
.). (7)
So we can write in a condensed form:
Then, we consider the possibility of transforming the model (1) in an equivalent manner by composition with any causal convolution operator
To avoid the amplification of noise measurement by operators ∂ t and ∂ 2 t , the operator H(∂ t ) has to be chosen in such a way that high frequencies are attenuated, that is
1: basically, it behaves like a second order low-pass filter.
Finally, it is obvious that, in model (9), the parameters can only be identified up to a multiplicative constant. Then, we consider that µ 0 = 1 and denote:
the vector of parameters to be identified.The exact (but unknown) value of λ is denoted λ 0 . We can then rewrite (9) under the synthetic form, used for identification purposes:
where
is the matrix operator defined by:
Remark 1. In practice, we will manipulate multiple trajectories θ j , j = 1 : J obtained with different input voltages V j (the associated initial conditions are all taken equal to 0). Then, model (9) can be extended to the general case of multiple trajectories by considering:
Formulation and resolution of the identification problem
The aim is to estimate λ from experimental data of the form: θ m = θ + η, with η some additive measurement noise such that, for simplicity, E(η) = 0. We then write the identification problem under the following form, taking advantage from the linearity of (11) with respect to parameter λ:
Its solution λ * is formally obtained by:
where A † θm designates the pseudo-inverse of operator A θm , defined by (Ben-Israel (2003)):
In particular, we have from (11): A θ λ 0 = b θ ; so, the estimator λ * is exact when the data are unoised:
Because operator A θ m depends on the measurement noise, the solution λ * of (14) will be a biased estimator of λ 0 . However, an efficient iterative procedure can be used to reduce the bias and thus increase the identification accuracy (Casenave (2008) ).
NUMERICAL FORMULATION
In this section, we show how to numerically solve the continuous time (infinite dimensional) identification problem introduced above.
Discrete data interpolation
In practice we only have access to discrete trajectories, that is several sets of data {θ
m is a measurement of θ(t k , V j ) with t k+1 = t k + ∆t. To go back to a continuous-time formulation, we use cubic spline interpolations which allow the analytical computation of the involved quantities (such as A m and b m introduced later).
In the sequel we will denote θ
where θ j is the exact (unknown) trajectory solution of (9) (with V = V j ), and η is an additional noise resulting both from measurement errors and interpolation ones. In the same way, cubic spline interpolation will be made on the sets (14), whose numerical solution is obtained as described here after.
Numerical resolution of (14)
To numerically solve the minimisation problem (14) which is a priori of infinite dimension, we first have to replace the infinite sums (8) by truncations at finite orders L and Q:
In the sequel, k(θ) and v(θ) will now designate the respective finitedimensional matrices:
We then discretize the problem (14). Let {t n } n=1:N a time discretization. For any t n we have:
Let also define:
Now, we can write the numerical formulation of the identification problem (14) (with possible reconditioning small parameter ε 0):
whose solution is classically given by:
The dimension of the square matrix A T m A m +εI is rather small (equals to the number of coefficients to be identified).
APPLICATION TO REAL MEASUREMENT DATA
In Casenave (2008) the method was first validated on simulated data. The results obtained were good: all parameters of the model (inertia, stiffness, electrostatic moment function etc.) were accurately identified (error less than 1%), and identified curves perfectly fit the data. We implement in this section the identification method on real data, measured on a MEMS like described in section 2.
Physical system and measurement data
The MEMS under consideration has flat electrodes as described in Fig. 3 , with α = −0.0215 rad, a 1 = 150 µm, a 2 = 280 µm and a 3 = 300 µm. The width of the mirror is equal to 600 µm and its thickness is equal to 10 µm (Camon (2008) ). 
Identification model
The identification model considered in the sequel is of the form (9) with: k(θ) identified under the form (19) with L = 6 and:
(27) Indeed, we suppose the electrostatic moment can be accurately described (in the domain [0, α] in which θ evolves) and identified by means of a fifth order polynomial.
Remark 3. In fact, a simplified physical analysis leads to the expression: M e (θ, V ) ∝ V 2 g(θ) with (Camon (2000) ):
If this expression would be reliable, then we could identify the electrostatic moment under this form by simply considering (19) with L = 1 and k 1 = g. However, due to several approximations in the physical analysis, the function (28) in fact reveals itself ill adapted for large values of θ. 
Indeed, a linear viscosity term µ 0θ is not sufficient to correctly describe the viscous moment in its whole, namely when both |θ| and |θ| become large.
for the prefiltering operator H, a simple second order low-pass filter with transfer function:
with σ = 9.0 × 10 3 > 0 (the cutoff frequency) chosen in such a way that A θm λ − b θm 2 be "small". We so have:
Identification results
The algorithm described in section 4 has been implemented on the sets of trajectories {θ j,k m }, j = 8 : 20, associated with V j ∈ [18.25 V, 31.64 V]: only significant data of the first 5 ms are considered. The system being initially at rest, the initial conditions are equal to 0. We obtain the following identified parameters: As said previously, the parameters are identified up to the multiplicative constant µ 0 . To deduce the physical parameters from the identified quantities, we must know (or compute) the value of one parameter, from which we can deduce all the others. For example, we compute here the physical valueĨ of inertia moment from the dimensions of the MEMS (see Fig. 3 ) and the density of silicon (2.33 × 10 3 kg/ m 3 ), and then deduce other physical quantities:
and the same for µ * 1 and c * .
In order to globally estimate the identification quality, we consider the quantity:
, where θ j * is the trajectory of θ obtained by simulation of the identified model for an input voltage equal to V j . This quantity represents the cumulated relative error on all the trajectories used for the identification. In the same way, we will denote E g the cumulated relative error extended to all the available measurement trajectories (thus including prediction errors). We obtain: E = 0.0071 and E g = 0.0095, (37) which highlight the good precision of the identification process. In Fig. 5 we can see some examples of trajectories obtained with the identified model for V 10 = 20.69 V < V dyn pullin < V 18 = 29.82 V. Those trajectories fit well the measured data. As a validation test, we show here after the results obtained in predictive situation. We give in Fig. 6 some data which has not been used for identification and their associated trajectories predicted by the identified model. Here again, all the trajectories fit measured data with a high accuracy. Note that the voltage value V max = V 36 = 97.36 V we used for prediction results is far from the ones used for identification (whose larger value is 31.64 V): that means there is a ratio almost equal to 10 between the input V 2 of predicted curves and this of curves used for identification. In such a situation, significant identification errors on the system parameters would generate large prediction errors; in our case, the predictive results remain good and confirm the identification accuracy.
Finally, the identified electrostatic function k is given in Fig. 7 and compared with physical approximation of the form (28), which clearly reveals itself inadequate for deviations of θ close to α. As an illustration, we can see in 
CONCLUSION
In this paper, we proposed an identification method for a nonlinear dynamic model of electrostatically actuated MEMS, using operatorial prefiltering to take advantage from the linearity with respect to the parameters to be identified. This method is applied to real measurement data, and the results are quite good: the identified model is relevant and accurate, even in prediction situations.
The accuracy of the so-identified models suggests several applications in the future. Namely, a high precision tension reference can be built by controlling the micromirror around its semi-stable bifurcation point.
