Abstract We develop a new tool for assessing the sensitivity of findings on treatment effectiveness to differential follow-up rates in the two treatment conditions being compared. The method censors the group with the higher response rate to create a synthetic respondent group that is then compared with the observed cases in the other condition to estimate a treatment effect. Censoring is done under various assumptions about the strength of the relationship between follow-up and outcomes to determine how informative differential dropout can alter inferences relative to estimates from models that assume the data are Missing at Random. The method provides an intuitive measure for understanding the strength of the association between outcomes and dropout that would be required to alter inferences about treatment effects. Our approach is motivated by translational research in which treatments found to be effective under experimental conditions are tested in standard treatment settings. In such applications, follow-up rates in the experimental setting are likely to be substantially higher than in the standard setting, especially when observational data are used in the evaluation. We test the method on a case study evaluation of the effectiveness of an evidence-supported adolescent substance abuse treatment program (Motivational Enhancement Therapy/Cognitive Behavioral Therapy-5) delivered by community-based treatment providers relative to its performance in a controlled research trial. In this case study, follow-up rates in the community-based settings were extremely low (54 %) compared to the experimental setting (95 %) giving raise to concerns about non-ignorable drop-out.
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Well-designed studies with high follow-up rates are the gold standard for drawing inferences about the effectiveness of interventions to treat addiction. Attrition of study participants threatens a study's internal validity and potentially impairs the conclusions that researchers can make about a given treatment. Achieving high follow-up rates with drugabusing populations is notably challenging. Researchers, organizations, and treatment facilities interested in evaluating a treatment need to invest significant time, planning, and resources to achieve high rates of follow-up for study participants (e.g., Scott 2004) . Regardless of the follow-up efforts taken, attrition of at least some of the participants in studies of substance abuse treatment programs is common and sometimes attrition rates can be very high. A variety of statistical techniques exist for making inferences from incomplete follow-up data due to attrition of study participants. Under the assumption that the incomplete data is Missing Completely at Random (MCAR), standard regression models can be used to provide unbiased estimates of the relative treatment effect between two programs (Rubin 1976b) . If the incomplete data is assumed to be Missing at Random (MAR), numerous parametric approaches are available (Hedeker and Gibbons 2006; Little and Rubin 2002) for obtaining unbiased estimates of the treatment effects of interest. Additionally, under the MAR assumption, nonparametric modeling involving non-response weights are often utilized to correct for the nonresponse bias in treatment effect estimates (Fuller et al. 1994; McGuigan et al. 1997; Robins et al. 1995) . In cases where incomplete data due to attrition are not likely to satisfy either the MCAR or MAR assumptions (commonly referred to as attrition due to nonignorable missingness, nonignorable dropout, or informative censoring), analysts still have a variety of options available, many of which directly model the nonignorable missingness via a selection model and then jointly estimate the selection model and treatment effects of interest (Diggle and Kenward 1994; Glynn et al. 1986; Greenlees et al. 1982; Hedeker et al. 2007; Schluchter 1992; Troxel et al. 1998; Wu and Carroll 1988) .
Unfortunately, methods assuming MAR and MCAR and methods that directly model the ignorable missingness mechanism all involve untestable (and sometimes unjustifiable) assumptions, since we can never have data on the participants lost to follow-up. In fact, methods that directly try to model the nonignorable missingness mechanism can be difficult to identify and estimate in many applications since the data to support the underlying model are never observed (Troxel et al. 2004) .
In light of the difficulties in these methods, techniques for exploring the sensitivity of treatment effect estimates to the assumptions required in MAR or MCAR analyses may also be valuable. Sensitivity analyses allow policy makers and other consumers of the statistical analyses to take into account the uncertainty that exists in the estimated treatment effects, including the uncertainty in the assumptions about the outcomes of participants who are lost to follow-up. There have been a variety of analyses proposed for testing the sensitivity of results to nonignorable drop-out (Scharfstein et al. 1999; Troxel 1998; Little and Wang 1996; Daniels and Hogan 2000; Copas and Eguchi 2001; Copas and Li 1997; Verbeke et al. 2001) . The general idea is to fit models under a range of plausible assumptions about the strength of the nonignorable relationship between dropout and unobserved outcomes and then assess whether findings from the MAR analysis are robust to these changes. Troxel et al. (2004) proposed use of a particularly promising Index of Sensitivity to NonIgnorability (ISNI) for assessing the impact that nonignorable missingness might have on inferences from cross-sectional data analyses assuming MAR when fitting parametric models to the complete data model. The most recent work of Xie and Qian (2012) develop a simple sensitivity index method for longitudinal data with an arbitrary pattern of missingness in follow-up visits and with potentially unknown missingness reasons.
Nonetheless, available sensitivity analyses typically require interpretation of parameters measuring the difference between respondents and nonrespondents that can be hard to interpret for most stakeholders with less quantitative backgrounds. The goal of this paper is to present a sensitivity analysis that can be simply applied in treatment evaluations where the two treatments being studied have very differential follow-up rates and for which the parameter measuring the degree of sensitivity is easily accessible by the average stakeholder.
We consider the problem of differential attrition in an example of translation research which tests whether a treatment found to be efficacious in a clinical trial is also effective when used in standard care settings. Translation of efficacious therapies is of great interest for adolescent substance abuse treatment because historically there has been little overlap between the treatments used in community practice and those with scientific evidence of efficacy (Miller et al. 2006) and because the efficacy of usual care in community settings for adolescents is not well established . Treatments found to be efficacious in clinical trials may not always be effective in real world practice settings (e.g., Blanco et al. 2008a, b; Dodge et al. 2005; Miller et al. 2005; Okuda et al. 2010 ) since clinical trials are conducted under controlled conditions that may hold little resemblance to typical delivery settings due to important differences in therapist characteristics (e.g., training, caseload) and in treatment settings (e.g., intensive supervision of counselors by researchers) that could affect client outcomes (Weisz et al. 1995) .
The present case study tests the hypothesis that Motivational Enhancement Therapy/ Cognitive Behavioral Therapy-5 (MET/CBT-5; Sampl and Kadden 2001) was less effective when implemented in community settings than it was under the experimental conditions in which it was first tested. We test this particular hypothesis because previous studies that have compared outcomes from experimental studies and practice based treatment studies have tended to show an advantage in the research based settings (Barkham et al. 2008) . We focus on MET/CBT-5 because it was initially tested in a highly controlled randomized trial, the Cannabis Youth Trial (CYT), where it was shown to be as efficacious as four other promising treatments yet, due to its brevity, one of the more cost-effective of the treatments considered in the trial (Dennis et al. 2004) . Youth who represent our experimental arm come from the group of youth randomized to receive MET/CBT-5 in the CYT. Youth in our community sample come from the Effective Adolescent Treatment (EAT) initiative through which the Substance Abuse and Mental Health Services Administration's (SAMHSA) Center for Substance Abuse Treatment (CSAT) funded 38 community-based treatment programs to administer MET/CBT-5 and to monitor the clients who received the treatment for 1 year post intake.
A challenge to the comparison between the community and the experimental implementation of MET/CBT-5 was the large differential in follow-up rates between the experimental and community settings (95 and 54 %, respectively). The major concern with the low follow-up rate exhibited in dissemination initiatives like EAT is the possibility that the likelihood of being followed-up is associated with the treatment outcomes, making the findings in community settings different from experimental settings. However, the direction of that difference is unclear. If those youth with poor outcomes are more likely to be lost to follow-up, the community-based treatment programs will appear to perform better relative to the experimental condition than is actually the case; conversely, if those youth with poor outcomes are more likely to be followed (for example, due to re-admittance to drug treatment facility or incarceration) it will appear that the community-based setting performed worse relative to the experimental condition than is actually the case. The uncertainty of the outcomes of participants lost to follow-up and their potential impact on estimates of the relative efficacy of care must be taken into account when we interpret the treatment effect estimates comparing treatment delivered in two different settings. This paper highlights one method for evaluating the sensitivity of our results to the unobserved outcomes of participants lost-to-follow-up.
Low and differential response rates are not unique to our study or translation research. On the contrary they are common in studies of substance abuse and mental health treatment among both adolescent and adult populations. For example, Witbrodt et al. (2007) report 12-month follow up rates of 59 % and about 80 % for groups in community and hospital care for substance abuse, respectively. Studies by Bertelsen et al. (2008) , Gruber et al. (2008) and MacKinnon et al. (2008) have follow-up rates that differ by 15 or more percentage points among groups and a review by Christensen et al. (2009) reports on several studies for anxiety and depression with follow-up rates that differed most often by 10-20 percentage points with a maximum of 24 percentage points.
In Sect. 2, we discuss a model for incomplete follow-up data and key assumptions that will be utilized in our approach. We also present our method for assessing the sensitivity of results to differential follow-up under a wide range of potential values for the strength of the relationship between outcomes and loss to follow-up. In Sect. 3, we describe the data used in our case study and our outcome regression models that are fit in both the analyses assuming MAR and the sensitivity analyses. In Sect. 4, we describe results from the analyses which assume MAR and the proposed sensitivity analyses using the MET/CBT-5 case study data, and finally, the paper concludes (Sect. 5) with a discussion of our findings and its implication for future translational research.
2 Model, assumptions, and proposed sensitivity analysis 2.1 A model for incomplete data in a treatment effects analysis Following the potential outcomes approach to causal modeling (Holland 1986; Rubin 1976a) , we assume there is a random variable, T, for the treatment assignment of every youth in the population such that T = 1 if the youth was assigned to receive MET/CTB-5 in the experimental setting and T = 0 if treatment occurred in the community setting. For any outcome of interest, each youth has a potential value Y 1 that is observed when the youth is assigned to receive treatment in the experimental setting and a separate potential value Y 0 that is observed when the youth is assigned to treatment in the community setting. Treatment effects of interest equal the differences in the means of the two potential outcomes.
To account for attrition, we also define two potential response indicators for every youth: R 1 = 1 if the youth will respond when assigned to the experimental setting and equal to 0 if the youth will drop out of the study when assigned to that setting and R 0 = 1 or 0 depending on whether or not the youth will respond when assigned to the community setting. Like the potential outcomes, we observe only the response indicator corresponding to the treatment condition the youth received. For every youth we also observe a vector of baseline characteristics, x.
Because we cannot observe the potential outcomes and response indicators for both treatments on the same youth, we must assume that the youth receiving one treatment can serve as the counterfactual for the youth receiving the other treatment. In translation research, the assignment of youth to experimental and community groups may not always be controlled by researchers (say, via randomization) but will instead be determined by the standard assignments of youth to treatment providers, as is true in our case study of MET/ CTB-5. Consequently, the youth in the groups may differ on both observed and unobserved baseline characteristics. We assume that those differences which are consequential for the outcomes of interest are captured through the observed baseline characteristics and thus that there is no unobserved confounding in our data (i.e., that treatment assignment is strongly ignorable given x; Rosenbaum and Rubin 1983) . This can be written as:
We will also assume strong ignorability for the response indicators so that (R 0 , R 1 ) are independent of T conditional on x. While these assumptions are quite strong and should be explored, for the current study we will accept both as reasonable assumptions in order to focus on assumptions concerning attrition in more detail. These strong ignorability assumptions allow us to make the treatment and control groups similar in terms of potential outcomes and response indicators by weighting or conditioning on the baseline variables. However, they do not imply that potential outcomes will be similar across the respondents in the two treatment groups as R 1 and R 0 are distinct potential variables and youth with R 1 = 1 may not have R 0 = 1.
To motivate our method for assessing sensitivity to differential follow-up rates between two treatment conditions in more detail, we will utilize the four cells in Table 1 to create a two-by-two classification of possible responses for all youth in our sample. The cells in Table 1 are defined by the two response indicators, R 0 and R 1 . Each youth in our sample belongs to exactly one of the four cells. Specifically, youth with R 1 = R 0 = 0 fall into the DD (dropout, dropout) cell and never respond to the follow-up regardless of the treatment they receive. Youth with R 1 = R 0 = 1 fall into the FF (follow-up, follow-up) cell and always respond to the follow-up regardless of treatment. On the other hand, youth with R 1 = 0 and R 0 = 1 fall into the DF (dropout, follow-up) cell and only respond when T = 0 (i.e., when they are assigned to MET/CBT-5 in the community setting) while youth with R 1 = 1 and R 0 = 0 fall into the FD (follow-up, dropout) cell only respond when T = 1 (i.e., when they are assigned to MET/CBT-5 in the experimental setting). The four groups defined by Table 1 are often referred to as principal strata (Frangakis and Rubin 2002 ) because if we could observe which cell each youth would fall into we could estimate causal effects by comparing similar groups of youth within a given cell.
Unfortunately, we cannot fully classify youth into the four principal strata listed in Table 1 because only one response indicator is observed for each youth and the other must be inferred. Even if the two treatment groups are similar (i.e., Y 0 , Y 1 are independent of T), the outcomes of the responding youth might not be similar because the followed-up youth in each treatment may end up being distributed across two cells (DF and FF for those with T = 0 and FD and FF for those with T = 1) in a way that might not guarantee balance. The only group that is common to both sets of respondents is the FF group. Consequently, a causal effect for treatment is only defined for youth in that cell. However we cannot identify the youth in the FF cell from either set of respondents without additional assumptions.
Assumptions concerning missing data mechanism
As noted above, it is common to assume the incomplete data are MAR so that the outcomes (Y i ) and response indicators (R i ) are independent conditional on the observed baseline covariates which implies that the distributions of Y given x are the same for youth in the DF and FD cells. Under the MAR assumption, analysts can create nonresponse weights to weight the respondents in each group back to their respective baseline samples or to directly balance baselines variables between the two groups of respondents and then use these when estimating treatment effects. Alternatively, various parametric methods could be used instead of weighting or in conjunction with weighting.
Relaxing the MAR assumptions generally requires alternative assumptions about how outcomes are distributed across the DF and FF cells for those with T = 0 and across FD and FF cells for those with T = 1. One common and plausible assumption in many studies like our current case study is monotonicity (Lee 2005) . Monotonicity requires that every youth who would respond when assigned to the community setting would also respond if assigned to the experimental setting. In other words for our case study, the easy to track cases followed-up by the staff in the community setting would clearly be tracked by the aggressive follow-up of the experimental study which is able to track nearly all youth. Under monotonicity there are no youth with R 1 = 0 and R 0 = 1 and the DF cell is empty. This means all youth who dropout in the experimental condition (R 1 = 0) are in the DD cell or would dropout under either condition. Similarly, all youth who are followed-up in the community setting are in the FF cell and also would be followed-up in the experimental setting. We utilize the assumption of monotonicity to design our sensitivity analysis so that we can estimate the population mean of the outcome following assignment to MET/CTB-5 in the community setting for the FF group of youth and attempt to compute the treatment effect among youth like those in the FF cell using the responders from the experimental condition (who are still distributed across the FF and FD cells). Unfortunately, determining the mean outcome for youth in the FF cell following assignment to MET/CTB-5 in the experimental condition can be tricky when we are uncertain about whether or not MAR holds because we cannot be certain who among these responders should fall into the FF cell or who should fall into the FD cell. Our simulation study aims to quantify this uncertainty in a meaningful way by examining the sensitivity of the estimated treatment effects to assumptions about how the outcomes in the experimental condition are distributed across these two cells. The simulation study allows the uncertainty of our estimated treatment effect resulting from missing data to be expressed by uncertainty about the distribution of outcomes in (and across) the FD and FF group.
The proposed approach: sensitivity analysis under varying assumptions about the relationship between outcomes and attrition
We developed a series of sensitivity analyses to determine how strong the relationship between the outcomes (Y i ) and response indicators (R i ) needs to be to alter inferences in standard statistical models which assume MAR. In developing the sensitivity analyses, we assumed that monotonicity holds so that the responders from the experimental group include youth in both the FF and FD groups in Table 1 while the responders in the community group include only youth in the FF group. Thus, under this assumption, the proportion of responders in the community group determines the fraction of the responders in the experimental group who are in the FF group. What remains unclear, however, is which responders in the experimental group would have fallen into the FF group and which would have fallen into the FD groups. The experimental group responders in the FF group are those with the unobserved R 0 indicator equal one. For our sensitivity analyses we create synthetic FF and FD groups for cases in the experimental group by positing a fixed magnitude for the relationship between outcomes and R 0 (the response indicator when assigned to the control group, here the community setting). This relationship is operationalized through the log-odds of R 0 and makes the youth in the synthetic FF group have different outcomes than the synthetic FD group, thereby allowing for informative nonresponse/nonignorable drop-out. Specifically, to create the synthetic FF group, we simulate a value of R 0i for i = 1 to n T (the number of responders in the experimental group) and then include those youth with R 0i = 1 in the synthetic FF group and repeat our outcomes analysis. We randomly sample values of R 0i based on the following assumed relationship between R 0i and a given 12-month outcome, denoted by Y 1i : logit ðPrðR 0i ¼ 1ÞÞ ¼ a þ bY 1i for binary outcomes and logit ðPrðR 0i ¼ 1ÞÞ ¼ a þ bY 1i =r y for continuous outcomes; wherer y denotes the estimated standard deviation of the given outcome in question. Our models for the response indicator do not include baseline characteristics measured in x because our goal is to create synthetic FF groups among treated youth that have a specified level of selection on the outcome. We use a simple model of attrition here so that it is straightforward to tune the selection in the FF group to test the possible bias in inferences from models that assume the data are MAR.
Values of b were set equal to log(OR) where OR was taken to range anywhere from 1 to 100 and values of a were solved for a given value of b in order to ensure that the overall censoring rate in the experimental condition would equal the attrition rate in the EATfunded community sites. In total, 100 simulations were performed for each set of (a, b) with the following basic steps.
(i) Randomly sample values of R 0i for each youth in the experimental condition (ii) Keep those youth with R 0i = 1 (iii) Re-estimate the treatment effect (iv) Compute estimate of E½Y1jR0¼1ÀE½Y1jR0¼0 ffiffiffiffiffiffiffiffiffiffiffi ffi
, which we refer to as the Standardized Selection Index (SSI).
For each iteration, we recorded the (i) mean of the outcome among the synthetic FF and FD samples from the experimental condition group, (ii) the estimated treatment effect comparing the mean difference in outcomes of the propensity score weighted regression models fit to the synthetic FF group and youth in the community setting group, and (iii) the standardized mean difference in outcomes among the responders in the experimental setting group with R 0i = 0 (the synthetic FD group) and those with R 0i = 1 (the synthetic FF group). Then across the iterations, we took the means for each of these measures, denoting the mean of the third measure by SSI, and noted the values for the 2.5th and 97.5th percentiles of the estimated treatment effects. SSI is our preferred measure for reporting the strength of the association between an outcome and attrition for a given value of b when describing our results since it is similar in spirit to Cohen's d (Cohen 1992) . Using this metric, values of 0.20, 0.50, and 0.80 are commonly considered to represent small, moderate, and large magnitudes, respectively.
Our results (see Fig. 2 ) report two key values of SSI: (i) the value of SSI for which the mean treatment effect estimate for the FF group found by comparing MET/CBT-5 among the community responders and synthetic experimental FF group across the 100 simulations was zero (i.e., gave treatment effect estimates indicating experimental and community settings were the same) and (ii) the value of SSI for which 95 % of the simulations favored youth in the experimental setting (i.e., gave treatment effect estimates in favor of the experimental setting for the 2.5th and 97.5th percentiles).
It is important to note that we do not make any further adjustments to the synthetic FF group for the experimental setting and the observed FF group for the community setting other than controlling for the initial baseline differences using propensity score weights. This is because we assume that through our censoring we have identified the FF group in treatment so that the synthetic treatment and observed control groups are made up of youth from the FF sample with common backgrounds and common potential outcomes no matter the strength of the relationship between outcomes and follow-up. Thus, under the assumptions we are using to generate the synthetic group, treatment is strongly ignorable between the synthetic experimental and the observed community FF groups, provided we remove the initial baseline differences between the complete experimental and community groups successfully with the propensity score.
We also note that in the proposed analyses, it is not required that the outcome be the only missing variable. Indeed, in our case study we have missingness (generally less than 5 % per variable) in our baseline covariates. We control for the impact of this missingness on inferences by balancing the groups on missingness indicators for each baseline characteristic in the propensity score model in addition to the variables themselves (see Sect.
and Appendix for details).
3 MET/CBT-5 case study 3.1 MET/CBT-5 experimental and dissemination studies As described above, data for the current study are from two efforts supported by SAM-HSA's CSAT. Youth who represent our experimental arm (T = 1) come from 183 youth randomized to receive MET/CBT-5 at baseline in the CYT trial (Dennis et al. 2002) , 95 % of whom completed the follow-up assessment at 12-months post intake. Youth in our community sample (T = 0) come from the EAT initiative in which all community-based treatment sites administer MET/CBT-5. The 4,225 EAT youth who were eligible to have a 12-month follow-up interview during the initiative's funding period are included in this analysis as the community sample; 54 % had 12-month follow-up data. As noted before, the follow-up rates across the 38 EAT sites ranged from 2 to 90 %. In the current analysis, we retain all sites regardless of their follow-up rate as opposed to throwing away the particularly ''bad'' sites (e.g., those with follow-up rates less than 70 %) in order to maintain the ability to generalize the results to all community-based treatment settings included in the EAT, not just those sites with good follow-up.
Adjustments to account for pretreatment differences
The first step for comparing outcomes from youth in the experimental setting group to youth in the community setting group was to remove observed pretreatment differences among the two samples. We decided that inferences about the effectiveness of disseminating MET/CBT-5 would have to be restricted to youth like those in the experimental group since the population in the experimental condition was more restrictive (based on requirements of the CYT study) than the population from the community-based treatment programs in our study. To do this, we first applied the CYT inclusion and exclusion criteria to the community setting sample (details on these criteria can be found in Dennis et al. 2004 ) and found that 69 % (n = 2,908) of youth in the EAT sample met the CYT study criteria at baseline. Next, we employed propensity score weights to make distributions of pretreatment variables (x) for the remaining youth in the community setting group match those of the youth in the experimental setting group. This means that youth in the community-setting group with pretreatment variables similar to those of the youth in the experimental setting group were given larger weights, and those who differ from experimental setting youth received lower weights. As discussed in Sect. 2.1, we assume that we have strong ignorability of the treatment (T) on both the potential outcomes (Y i ) and response indicators (R i ) with respect to the observed baseline characteristics included in the propensity score model. Details on the propensity score analysis can be found in the appendix ).
Outcomes and regression models for estimating treatment effects under MAR and in sensitivity analyses
We examined six treatment outcomes at 12-months post intake from the widely used assessment tool, the Global Appraisal of Individual Needs (GAIN; Dennis 1999). The outcomes included two dichotomous variables (recovery and institutionalization) and four continuous change scores [measuring change in the Substance Problem Scale (SPS), Substance Frequency Scale (SFS), Illegal Activities Scale (IAS), and Emotional Problem Scale (EPS)]. More details on these outcomes can be found in two related studies on MET/ CBT-5 in the CYT and EAT programs (Hunter et al. In press; Ramchand et al. 2011 ) and were the outcomes used in the original CYT experiment (Dennis et al. 2004) . Our analytic approach when modeling outcomes in both the analyses that assume MAR and the sensitivity analyses was designed to answer the following question: What is the relative efficacy of MET/CBT-5 when implemented in the experimental setting compared to when implemented in community-based treatment settings for youth like those who enrolled in the experimental study? To answer this question, we used the propensity score weights described above to compare the outcomes of youth receiving MET/CBT-5 in the experimental study (CYT) with those of similar clients receiving MET/CBT-5 in the communitybased settings (EAT). Specifically, we computed the average treatment effect on the treated population, or ATT (Rosenbaum and Rubin 1983; Hirano et al. 2003; Rubin 1984, 1985; Wooldridge 2002 ) for each of the six outcomes. In our application, the estimated ATT is the expected treatment effect of receiving MET/CBT-5 in the experimental setting versus community-based treatment settings for the adolescent clients like those who actually received MET/CBT-5 in the experimental setting.
An unbiased estimate of ATT can be obtained by computing the difference between the observed (unweighted) mean of the experimental group (which provides a consistent estimate for E[Y 1 | T = 1]) and the ATT propensity score weighted mean of the community based group (which provides a consistent estimate for E[Y 0 | T = 1], the expected value of the counterfactual outcomes for youth in the experimental group).
Since we had some lingering imbalances between the two treatment settings after using propensity score weights (see Table 2 ), we estimated the ATT's for each outcome in the analysis assuming MAR and the sensitivity analyses using propensity score weighted regression models that controlled for the treatment indicator of whether or not a youth was in the experimental study (CYT) and the three variables which were imbalanced after weighting (race, IAS, and SFS; see Table 2 ; Kang and Schafer 2007) . We note that the multivariate models for changes in the IAS and SFS did not control for the baseline value of the scale in question because the baseline measures are already controlled for in the change score. Thus, for each continuous outcome, we let
where Y iB is the baseline value of the outcome, and estimated the coefficients of the following regression model
using weighted least squares where the weights are 1 for youth in the experimental group and p(T = 1 | x)/{1 -p(T = 1 | x)} for youth in the community group and Z is the vector of covariates controlled for in the model (race and the IAS and SFS or the appropriate subset).
For our dichotomous outcomes, we let
Þ and estimated the coefficients of the model
using weighted logistic regression with the weights describe above to obtainl,d, andû. The treatment effect was set equal to the difference in the predicted margins (Graubard and Korn 1999) : where summation is over all n T youth in the experimental group. Each estimated ATT was then divided by the standard deviation of the outcome among youth in the experimental setting in order to put all six treatment effects on an effect size scale (see Fig. 1 ; Cohen 1992). In our analysis, we first fit these models assuming MAR and statistical significance was assessed by checking if the 95 % confidence interval for the standardized mean difference contained 0. We then conducted sensitivity analysis to our MAR assumptions using the methods of Sect. 2.3. As specified in Sect. 2.3, we censored the youth in the experimental (CYT) sample following steps (i) and (ii). Then, in step (iii), we used the same outcome model we used for the primary analysis assuming MAR but fit it to the reduced (simulated) dataset of all youth in the community (EAT) sample and simulated responders in the experimental sample. The same set of propensity score weights for balancing groups at baseline were used in all the regression models, because those weights allow us to ignore selection in the initial treatment assignment. We act as if the study is in essence a randomized trial design before youth in the sample were lost to follow-up. Conditional on the propensity scores correcting the imbalances between the two groups on baseline characteristics, we then use the simulation study to artificially censor youth in the experimental condition to have a loss to follow-up mechanism that results in the same (simulated) attrition rate that the community-based treatment settings had and only depends on the outcomes of those youth.
We note that we make no additional adjustments for attrition such as nonresponse weighting because there was no evidence of differential response on observed variables in the case study data after accounting for the baseline differences between the experimental and community samples. Typically analysts can adjust for differential nonresponse with respect to the observed covariates, if it exists, using nonresponse weights. Table 2 shows a comparison of our analytic samples before and after propensity score weighting across the 22 variables used in our weighting strategy. As shown, the two groups were imbalanced on seven pretreatment characteristics before weighting. After weighting, the majority of these differences were attenuated; however, the community sample (EAT) still had a greater percentage of Hispanic youth and had lower mean values for the IAS and Substance Frequency Scale as compared to the experimental sample (CYT). Because of these sustained differences between the two samples, these three variables were controlled for in the regression models used in the outcomes analyses. Figure 1 shows our estimates of the relative effectiveness of MET/CBT-5 in the experimental setting versus the community setting in analyses which assume that after weighting on pretreatment covariates, those who are followed-up and those who are not do not differ on the outcomes (MAR). Effect size differences and 95 % confidence intervals are shown for each outcome. At 12 months, youth in the experimental setting had significantly lower rates of recovery (effect size difference = -0.34; 95 % CI = -0.59, -0.10) and higher rates of institutionalization (0.21; 95 % CI = 0.01, 0.40). There were no significant differences between the two groups when examining the four continuous change score outcomes.
Results
Adjustment for pretreatment heterogeneity
Results assuming MAR
Application of proposed sensitivity analysis
The dot plot in Fig. 2 shows (i) the value of SSI for which the mean treatment effect estimate for the FF group found by comparing MET/CBT-5 among the community responders and synthetic experimental FF group across the 100 simulations was zero (i.e., gave treatment effect estimates indicating experimental and community settings were the same) and (ii) the value of SSI for which 95 % of the simulations favored youth in the experimental setting (i.e., gave treatment effect estimates in favor of the experimental setting in 95 % of the simulations). Only SSI's greater than zero (i.e., worse youth are more likely to be lost to follow-up) are considered since our analysis generally favors clients in the community setting over the experimental setting and we want to understand how strong the association would need to be to change the direction of our findings as opposed to strengthen our findings.
For the recovery outcome, youth who were not followed-up would have to have outcomes that were 0.77 standard deviation units (i.e., a large effect size) lower than those who were followed-up to make the significant mean difference observed in recovery rates between the two settings equal zero across the 100 simulations and 1.11 standard deviation units (i.e., a large effect size) lower to have 95 % of our simulated data sets show differences in recovery rates that favor the experimental setting. These effect size differences (0.77 and 1.11) correspond to very large differences in recovery rates between the synthetic responders (the FF group) and the synthetic non-responders (the FD group); specifically, they correspond to a 37 percentage point difference (52 % recovered in the FF group vs. 15 % in the FD group) and a 54 percentage point difference (60 % recovered in the FF group vs. 6 % in the FD group), respectively (results not shown). For institutionalization, youth who were not followed-up would have to have outcomes that were 0.55 (moderately large) and 0.84 (large) standard deviation units different, respectively, to make the significant mean difference observed in institutionalization between the two settings equal zero across the 100 simulations and to have 95 % of our simulated data sets show differences in institutionalization rates that favor the experimental setting. These effect size differences also correspond to large differences in institutionalization rates between the synthetic responders (the FF group) and the synthetic non-responders (the FD group); specifically, they correspond to a 26 percentage point difference (14 % institutionalized in the FF group vs. 40 % in the FD group) and a 37 percentage point difference (10 % institutionalized in the FF group vs. 47 % in the FD group), respectively (results not shown).
The required values of SSI to yield a zero mean difference between the two settings for the SFS, the SPS, and the IAS are all very small (i.e., 0.02, 0.18, and 0.02, respectively) since these outcomes yielded observed mean differences in the analysis assuming MAR which were all close to zero (see Fig. 1 ). The values of SSI that would be required to favor the experimental setting in 95 % of our simulations for these outcomes, however, are much higher and would be categorized as moderate to moderately large effect sizes (0.43, 0.53, and 0.33, respectively) for these outcomes. Results for the EPS are the most robust in terms of the continuous outcomes with values of SSI equal to 0.54 (moderately large) and 0.93 (large) being required to yield a zero mean difference between the two settings across the 100 simulations and to reverse our findings in favor of experimental setting 95 % of the time, respectively.
Discussion
The proposed sensitivity analysis provides insight into the uncertainty about the relationship between outcomes and follow-up in analyses that compare two treatment groups Fig. 2 Sensitivity analysis showing (i) the value of SSI for which the mean treatment effect estimate for the FF group found by comparing MET/CBT-5 among the community responders and synthetic experimental FF group across the 100 simulations was zero (i.e., gave treatment effect estimates indicating experimental and community settings were the same) and (ii) the value of SSI for which 95 % of the simulations favored youth in the experimental setting (i.e., gave treatment effect estimates in favor of the experimental setting for the 2.5th and 97.5th percentiles). SPS Substance Problem Scale, SFS Substance Frequency Scale, EPS Emotional Problems Scale, IAS Illegal Activities Scale with very disparate follow-up rates by determining how strong the association between outcomes and follow-up would need to be to change findings regarding the relative effectiveness of two treatment programs (or settings) when implementing analyses that assume MAR. The proposed approach offers a promising and intuitive metric for assessing how robust findings in a given comparison are to lost to follow-up that can be easily digested by stakeholders without extensive backgrounds in statistics.
In the case study of MET/CBT-5, analyses which ignored the follow-up issue and assumed MAR found that the outcomes achieved in the practice settings were generally similar if not better to those achieved in the experimental setting. Indeed, the clients who received the treatment in the community settings showed better recovery status and lower institutionalization rates than those receiving treatment in the more controlled research study. The sensitivity analyses demonstrated how susceptible these results are to assumptions about the relationship between follow-up and outcomes (i.e., about the strength of nonignorable drop-out in a given study). As shown, it would take small to moderate effect size differences between the outcomes of responders and non-responders to yield a 0 mean difference between the two settings in our case study. However, it would take a moderate to strong associations (i.e., effect size differences in outcomes greater than 0.33 to 1.11 between responders and nonresponders) to completely reverse our findings and favor outcomes in the experimental setting over the community setting. Overall, these findings taken together with a recent study showing that MET/CBT-5 is more effective in the community settings than other exemplary outpatient treatment programs (Hunter et al. In press) suggest that dissemination of MET/CBT-5 has led to improved outcomes in community adolescent treatment setting and without greatly dampened effectiveness relative to its performance in the experimental trial of CYT.
Clinical treatment translation studies will likely be faced with the same type of differential follow-up that is seen in our MET/CBT-5 case study, making the proposed sensitivity analyses very valuable. In addition, many other types of studies that compare different treatment approaches or treatments delivered in different settings will also likely see differential follow-up rates. The high follow-up rates usually achieved by experimental studies such as CYT result from rigorous field work in which clients are tracked extensively by professionals who are experts in tracking substance using populations. However, following-up with substance abusers requires significant resources (e.g., see Scott 2004) and in research studies, is oftentimes conducted by staff independent from the treatment setting. Though the EAT initiative provided support to administer the GAIN and conduct follow-ups, the best response rate in the community at 12 months was 90 % and the median was much lower (58 %). These findings suggest that the resources in these settings were still insufficient.
The relatively low response rates in the community condition require that strong assumptions need to be made about the outcomes of nonresponders (e.g., that response is not related to outcomes controlling for baseline characteristics; MAR) in order for treatment estimates from standard statistical analyses to be unbiased, which creates a great deal of uncertainty about the size of the causal effects in the case study. Being able to quantify the uncertainty in treatment effect estimates, as done in the proposed sensitivity analysis, was especially useful here because attrition rates were so high in the community sample. When attrition rates are high, failure in the MAR assumption can have a greater impact on the treatment effect estimate since more data are missing and because it is more likely that few of the natural selection processes that make some youth harder to track have been overcome through aggressive field work.
We note that our case study only uses data from the baseline and 12-month follow-up visits of a prospective longitudinal study of youth enrolled in MET/CBT-5 via the EAT and CYT programs. We only utilize these two time points in our case study, because use of outcomes at a single follow-up for treatment evaluations is common in substance abuse treatment research. Thus, we have reduced the data to a simple pre-post design. However, the CYT and EAT programs also conducted 3 and 6 month follow-ups and we could use baseline and follow-up data together to develop more complex nonresponse weights and potentially reduce the risk of nonignorable nonresponse at 12-month follow-up where the outcomes of primary interest lie. Our censoring method could still be applied after developing such weights. If interest lies in estimating the effects of treatment on outcome trajectories, then alternative sensitivity analyses might be necessary, possibly building on the work of Xie and Qian (2012) who extend the ISNI of Troxel et al. (2004) to the longitudinal setting.
The proposed sensitivity analyses while promising are still limited because we do not know which youth are not being followed-up in the community-based setting. Without observing the outcomes for those lost to follow-up, it is infeasible to know what types of extrapolations are reasonable and thus it is easy for extrapolation assumptions to be wrong. For example, it is often presumed that participants who continue to use are the most difficult to follow-up (Walton et al. 1998) and under this assumption, one might readily impute the missing outcome data for participants not followed-up in such a way that their outcomes are on average worse than those who are followed-up. Unfortunately, the literature has also shown that it can be just as reasonable to assume that all youth who were not followed-up were the youth who were doing well in treatment since participants who are doing worse may end up in institutionalized settings (e.g., treatment or incarceration), making it easier to follow-up than non-using participants who develop new (lower risk) social networks that are unknown to researchers (Desmond et al. 1995 ).
SAMSHA's CSAT made a great investment in the EAT grantees who were included in this case study of MET/CBT-5 as the community-based sample by requiring client outcomes to be monitored using the same design and survey instrument across all settings. However, with the relatively low follow-up rates that were observed, the potential return on that investment was greatly limited since analyses assuming MAR are left with an uncomfortable level of uncertainty concerning which group or treatment setting is really the most effective. The proposed sensitivity analyses provide researchers and providers who are faced with low follow-up rates an approach that can be utilized to draw inferences in a more meaningful and cautious way.
Following the weighting procedure, we calculated the standardized mean difference of each of the pretreatment variables to measure the similarity of the CYT and propensityscore weighted comparison EAT samples. The standardized mean difference is defined using the following formula:l t Àl ĉ r t ;
wherel j denotes the estimated mean value for the treatment and comparison conditions (j = t and c, respectively);r t denotes the estimated standard deviation in the treatment condition (the CYT/experimental youth) for a given pretreatment variable. Values of 0 for a standardized mean difference thus represent no difference in means while values of ? or -1 represent one standard deviation difference between the two groups. Absolute standardized differences greater than 0.25 are considered to be 'moderate effect size differences' (Cochran 1968 ). To control for the possible confounding effects of pretreatment group differences that remain after weighting (Neugebauer and Van der Laan 2005) , any variables for which the Absolute Standardized Mean Difference (ASMD) was greater than 0.25 were included in our regression models. We began this analysis with 60 pretreatment variables related to substance abuse patient placement criteria established by the American Society for Addiction Medicine (American Society of Addiction Medicine 2001); these 60 variables have been used in previous investigations examining the effectiveness of adolescent drug treatment ). Many of these characteristics have been shown in prior work to influence substance abuse treatment outcomes, including pretreatment levels of substance use (Alford et al. 1991; Shoemaker and Sherry 1991; Jenson et al. 1993; Kennedy and Minami 1993) , symptoms associated with emotional well-being and criminality (Alford et al. 1991; Brown et al. 1996 Brown et al. , 2000 Myers et al. 1995) , academic/scholastic attendance/performance (Rush 1979; Shoemaker and Sherry 1991) , employment (Rush 1979) , sociodemographics (Alford et al. 1991; Cady et al. 1996; Shoemaker and Sherry 1991) , and social/familial substance use (Richter et al. 1991; Shoemaker and Sherry 1991) .
Since controlling for variables unrelated to the outcomes may not improve estimates of treatment effects (Wooldridge 2001) , we selected from this initial set of 60 pretreatment covariates only those pretreatment covariates that explained at least one percent of the variance in our outcomes for inclusion our propensity score model. This resulted in a total of 22 pretreatment variables which are listed in Table 1 . Missing values on the 22 pretreatment variables were low (mean = 0.60 % and max = 4.87 %) and were controlled for in the propensity score model by balancing the two groups on missing value indicators for each variable in addition to balancing on the variables themselves.
