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INTRODUCTION
A big class of programming problems has the following general formulation: It is very often necessary to solve problems which solve simultaneously problems 1and 2, i.e. to find the intersection / ( ) δ ∩    of two sets, the first of which solves problem 1, and the second -problem 2.
We presume that there is a procedure which with a given element of  answers in the affirmative or in the negative whether this element belongs or respectively does not belong to
The solution to such a problem in real time is complicated if the set  is too big, i.e. if its cardinality is an exponential function of one or more parameters. In this case the time necessary to perambulate all elements of the set and to check for every element whether it possesses the necessary properties is inefficiently large during the growth of the parameters.
One solution to the problems described above, which significantly increases the efficiency of the computer program, is to find a set
, and the problem for finding  is algorithmically an easily solved problem.
Then we will check whether they possess the given properties not for all elements of  , but only for the elements of , where the efficiency is inversely proportional to the value of this fraction. In the current work we will use this approach. The algorithms solving the formulated problem are known as algorithms for isomorphism-free generations of combinatorial objects. Different approaches to creating such algorithms are discussed in [2] .
The aim of the present article is to use the bitwise operations [6]- [8] in order to solve a problem from this class. The work is a continuation and addition to [7] . 
SEMI-CANONICAL AND CANONICAL BINARY

MATRICES
it is proven that the representation of the elements of n  using ordered n -tuples of natural numbers leads to the creation of faster and memory-saving algorithms. 
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FORMULATION OF THE PROBLEM
Definition 5. 10The square n n × binary matrices in every row and every column on which there exist exactly k 1's we will call k n Λ -matrices, where with k n Λ we will also denote the set of these matrices.
Let n and k be positive integers. We consider the sets: n  -the set of all square n n × binary matrices; k n Λ -the set of all square n n × binary matrices having exactly k 1's in every row and every column; 
