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EMERGENCE OF OSCILLATORY BEHAVIORS FOR EXCITABLE
SYSTEMS WITH NOISE AND MEAN-FIELD INTERACTION,
A SLOW-FAST DYNAMICS APPROACH.
ERIC LUC¸ON AND CHRISTOPHE POQUET
Abstract. We consider the long-time dynamics of a general class of nonlinear Fokker-
Planck equations, describing the large population behavior of mean-field interacting
units. Our main motivation concerns (but not exclusively) the case where the indi-
vidual dynamics is excitable, i.e. when each isolated dynamics rests in a stable state,
whereas a sufficiently strong perturbation induces a large excursion in the phase space.
We address the question of the emergence of oscillatory behaviors induced by noise and
interaction in such systems. We tackle this problem by considering this model as a slow-
fast system (the mean value of the process giving the slow dynamics) in the regime of
small individual dynamics and by proving the existence of a positively stable invariant
manifold, whose slow dynamics is at first order the dynamics of a single individual aver-
aged with a Gaussian kernel. We consider applications of this result to Stuart-Landau,
FitzHugh-Nagumo and Cucker-Smale oscillators.
1. Introduction
1.1. Microscopic models of mean-field excitable units. The aim of the paper is to
address the long-time behavior of a class of nonlinear Fokker-Planck PDEs arising as the
limit in large population of a system of mean-field interacting units. The dynamics of each
isolated unit is described by a d dimensional variable Xt solution to the system
dXt = F (Xt)dt, (1.1)
for a certain functional F : Rd → Rd. Our main (but not exclusive) interest concerns
situations where (1.1) describes the dynamics of excitable units. Excitability is a phe-
nomenon that has been widely observed in physics (see [35] and references therein) and
life sciences ([10, 35] and references therein), especially in neuroscience [32]. Informally
speaking, we consider as excitable, any system (1.1) that, without any perturbation, would
stay in a stable resting state, whereas a sufficiently strong perturbation would force the
system to leave this resting state and come back, resulting in a large excursion in the
phase space. A prominent example of excitable system is given by the FitzHugh-Nagumo
model [24, 41, 35, 44] described by X = (x, y) ∈ R2 and
F (x, y) =
(
x− x
3
3
− y, 1
τ
(x+ a− by)
)
, (1.2)
for a > 0, τ > 0 and b ∈ R. The FitzHugh-Nagumo model, introduced as a two-
dimensional idealization of the dynamics of the activity of one neuron (where x is the
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2 ERIC LUC¸ON AND CHRISTOPHE POQUET
membrane potential and y a recovery variable), has proven to be a simple prototype for
excitability [32, 35]. In this context, the dynamical description made above can be under-
stood as a spiking activity.
Suppose now that we are given N  1 copies of (1.1), X1, . . . , XN , each of them
perturbed by thermal noise and within a linear mean-field interaction (see for example
[4, 9] for similar models in the context of neuroscience):
dXi,t =
δF (Xi,t)−K
Xi,t − 1
N
N∑
j=1
Xj,t
 dt+√2σ dBi,t , i = 1, . . . , N , t > 0 ,
(1.3)
where B1, . . . , BN is a collection of independent standard Brownian motions in Rd (mod-
eling thermal noise in the system), K and σ are two diagonal matrices, with positive
coefficients k1, . . . kd and σ1, . . . , σd. In the context of neuronal activity, the presence of
noise can be intrinsic to each neuron (e.g. the random switching of ion channels [26, 42])
or can come from the random input from other neurons.
1.2. Structured dynamics induced by noise and interaction. At an informal level,
a rather general question is to ask if noise and interaction may induce for (1.3) a structured
dynamics (e.g. synchronization, collective periodic behavior, see for example [33] in the
context of circadian rhythms) that is not originally observed for the isolated system (1.1).
This question of the influence of noise and interaction on mean-field systems has been a
longstanding issue in the literature. Several papers from the physics literature have studied
the existence of coherent structures for excitable systems (such as coherence resonance
[36], pattern formation [25] or wave propagation, see [35] and references therein). A first
mathematical result showing that noise and interaction may induce periodic behaviors
is due to Scheutzow [48]. Related works for various mean-field systems may be found
in [14, 13, 16, 19, 40, 54]. In the case of excitable systems, some special attention has
been given, due to the simplicity of their isolated dynamics, to the particular case of
phase oscillators (the Active rotators model [45], a generalization of the Kuramoto model
[34]), both from a perspective of physics ([51, 46]) or neuroscience ([21]) and from a
mathematical point of view ([28, 27]), and apparition of periodic behaviors induced by
noise and interaction have been proved in this case. One should mention at this point
that the intrinsic nature of excitable systems such as (1.3) (and the main difficulty in the
analysis) is their absence of reversibility: we are naturally dealing with non-equilibrium
systems.
To our knowledge, our paper provides the first rigorous proof of periodic behaviors
induced by noise and interaction in the FitzHugh Nagumo model.
1.3. The mean-field limit point of view. The point of view we adopt in this paper
is to consider the large population limit N → ∞ in (1.3): standard propagation of chaos
results [53] (see also [9, 37] for results which cover our present case) show that the empirical
measure µN,t :=
1
N
∑N
j=1 δXj,t of the particle system (1.3) is well described in the limit
N →∞ by the following nonlinear Fokker-Planck equation
∂tµt(x) = ∇ · (σ2∇µt)(x) +∇ ·
(
Kµt(x)
(
x−
∫
Rd
zµt(dz)
))
− δ∇ · (µt(x)F (x)) , t > 0 ,
(1.4)
whose solution (µt)t > 0 is a probability measure-valued process on Rd, describing the law of
a typical particle Xt in an infinite population. This nonlinear process is formally described
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by
dXt =
(
δF (Xt)−K
(
Xt − E[Xt]
))
dt+
√
2σ dBt , t > 0 . (1.5)
Such nonlinear process (that is interacting with its own law through E [Xt]) has been
studied since McKean [39] and Sznitman [53]. Well-posedness results for both (1.4) and
(1.5) will be provided in the following.
1.4. Slow-fast dynamics and invariant manifold. Our approach is based on the fact
that, since the two first terms of the right hand side of (1.4) leave the mean mt =∫
Rd xµt( dx) invariant, this PDE is in fact equivalent to the system{
∂tpt(x) = ∇ · (σ2∇pt(x)) +∇ · (Kpt(x)x) +∇ · (pt(x)(m˙t − δF (x+mt)))
m˙t = δ
∫
Rd F (x+mt)pt( dx)
, (1.6)
where pt is the centered version of νt, i.e. satisfies for all test function ϕ∫
Rd
ϕ(x)pt( dx) =
∫
Rd
ϕ(x−mt)µt( dx) . (1.7)
Taking δ small, the system (1.6) defines a slow-fast dynamics, the infinite dimensional
one given by pt being the fast one. Following a classical approach for such systems, one
would like then to consider the dynamics of pt with δ = 0, which is simply an Ornstein-
Uhlenbeck dynamics, with exponential convergence to the Gaussian measure of density
q0,σ2K−1 (more details will be given in Section 4.4), where
qm,Γ(x) =
1
((2pi)d det(Γ))
1
2
exp
(
−1
2
(x−m) · Γ−1(x−m)
)
, x ∈ Rd . (1.8)
One would then replace pt by this limit in the equation of evolution mt, obtaining the
approximation
m˙t ≈ δ
∫
Rd
F (x+mt)q0,σ2K−1(x) dx = δ
∫
Rd
F (x)qmt,σ2K−1(x) dx , (1.9)
which simply corresponds to replacing the right-hand side of (1.1) with its average with
respect to a Gaussian measure centered in mt, and slowing down the dynamics by a factor
δ. The purpose of this paper is make this approximation rigorous, and thus reducing
drastically the dimension of the problem: the point being then to look for structured
dynamics for the d-dimensional problem (1.9).
To prove this approximation, we follow the founding arguments of Fenichel [22, 23] who
solved this problem in finite dimension relying on the persistence under perturbation of
normally hyperbolic manifolds: in our case the manifold M0 = {(q0,σ2K−1 ,m) : m ∈ Rd}
is a stable manifold of stationary solutions for (1.6) with δ = 0, and our aim is to prove
that it persists in an invariant manifoldMδ for δ > 0 small, and that the phase dynamics
on Mδ can be approximated by (1.9) (more precisely we will only prove the existence of
positively invariant manifolds, see Theorem 2.3 for a precise result). The persistence result
of Fenichel has been generalized in several directions (see for example [31, 56, 50, 6]), in
particular for infinite dimensional systems. We could not apply directly the very general
result of [6] in our situation, the main difficulty that arises in our case being the fact
that the function F we consider may be nonlinear (in particular in the case of excitable
systems), with |F (x)| growing rapidly at infinity. We will tackle this issue by studying
the existence and C1 character of Mδ in two different weighted L2 spaces in which the
Ornstein Uhlenbeck dynamics contracts, and it will in fact be sufficient to prove that the
approximation (1.9) is valid in C1, so that this approximation describes accurately the
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phase dynamics on Mδ. For other studies of slow-fast dimensional systems that do not
apply to our context, see for example [38, 29]. Note that the works [28, 27] made on the
Active Rotators model are also based on persistence of stable manifold, but on simpler
models, with the dynamics of a single unit defined on the unit circle (so without problems
of growth at infinity).
An analysis related to this work, in the case of FitzHugh-Nagumo oscillators, has re-
cently been made in [40], showing in particular the existence of equilibria for the limit
mean-field dynamics. Our analysis differs in two ways: [40] concerns the kinetic case
where no noise and interaction is imposed for the recovery variable y, whereas our anal-
ysis requires that the noise and interaction is present on each component. Secondly, in
[40] the mean field model is considered in the limit of small interaction, whereas we are
concerned with the (somehow opposite) case where the dynamics is small w.r.t. the inter-
action.
1.5. Organisation of the paper. We present in Section 2 the model, the assumptions
and main results. Section 3 concerns examples and numerical simulations. The main
regularity and a priori estimates are gathered in Section 4. The existence of the perturbed
manifold is proven in Section 5 and it C1-character in Section 6.
2. Assumptions and main results
2.1. Notations and first definitions. We denote by x ·y and |x| as the Euclidean scalar
product and norm in Rd. We will also use the notation
|x|A = (x ·Ax)
1
2 , (2.1)
as the Euclidean norm twisted by some positive symmetric matrix A. We will mainly use
this twisted norm in the following for the choice of A := Kσ−2. For this norm and any
R > 0, we denote by BR :=
{
x ∈ Rd, |x| 6 R} as the corresponding closed ball of radius
R > 0. Moreover, for any mapping open subset O and any x ∈ O 7→ g(x) ∈ Rd, we denote
by ‖g‖C1(O,Rd) = supx∈O |g(x)| +
∑
k=1,...,d supx∈BR |∂xkg(x)| as the usual C1-norm of g.
Define also
k = min (k1, . . . , kd) , k¯ = max (k1, . . . , kd) , (2.2)
σ = min (σ1, . . . , σd) , σ¯ = max (σ1, . . . , σd) . (2.3)
The analysis of (1.4) will require the definition of weighted norms: let x 7→ w(x) a mea-
surable positive weight. We define here the corresponding L2 and H1 norms as
‖u‖L2(w) =
(∫
Rd
|u(x)|2w(x)dx
) 1
2
, ‖u‖H1(w) =
(
‖u‖2L2(w) +
d∑
i=1
‖∂xiu‖2L2(w)
) 1
2
.
(2.4)
We use also the notation 〈u , v〉L2(w) and 〈u , v〉H1(w) for the corresponding scalar products.
We will use the family of weights defined as, for any θ ∈ R,
wθ(x) := exp
(
θ
2
|x|2Kσ−2
)
, x ∈ Rd . (2.5)
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2.2. Main assumptions. We make here the following hypotheses on F :
Hypothesis 2.1. (1) There exists a positive constant CF such that
(F (x)− F (y)) · (x− y) 6 CF |x− y|2, x, y ∈ Rd . (2.6)
(2) There exist positive constants cF , CF and r such that
F (x) ·Kσ−2x 6 CF1{|x|Kσ−2 6 r} − cF |x|
2
Kσ−2 , x ∈ Rd (2.7)
(3) The following limits holds:
lim
|x|→∞
|∂xkF (x)|
F (x) ·Kσ−2x = 0 for k = 1, . . . , d . (2.8)
(4) There exist CF > 0 and ε > 0 such that
max
(
|F (x)| , sup
k=1,...,d
|∂xkF (x)| , sup
k,l=1,...,d
∣∣∣∂2xk,xlF (l)(x)∣∣∣
)
6 CFwε(x), x ∈ Rd. (2.9)
(5) There exists bounded open subset V of Rd with smooth boundary such that for all
m ∈ ∂V
n∂V(m) ·
∫
Rd
F (x)qm,σ2K−1(x) dx < 0 (2.10)
where n∂V(m) denotes the exterior normal of ∂V at m.
The point of the main results below is to show the existence of a positively invariant
manifold Mδ for (1.6) (i.e. a manifold such that (pt,mt) ∈ M for all t > 0 as soon as
(p0,m0) ∈ M, where (pt,mt) is solution of (1.6)) defined for m ∈ V. We give in the
following Lemma a sufficient condition for the point (5) of Hypothesis 2.1 to be satisfied.
Lemma 2.2. Suppose that F satisfies
F (x) ·Kσ−2x 6 CF1{|x|Kσ−2 6 r} − cF |F (x)|Kσ−2 |x|Kσ−2 , x ∈ R
d . (2.11)
Then there exists a ρ0 > 0 such that, if F satisfies the point (4) of Hypothesis 2.1 with
0 < ε 6 ρ0, there exists a L0 > 0 such that F satisfies the point (5) of Hypothesis 2.1 with
V = {x ∈ Rd : |x|Kσ−2 6 L0}.
The proof of Lemma 2.2 is postponed to Appendix B. We suppose finally that
ε <
1
5(Tr(K) + 4k)
(2.12)
this condition being related to (5.2) below.
2.3. Positively invariant manifold and its phase dynamics. The main result of the
paper is the following:
Theorem 2.3. Under the assumptions of Section 2.2 there exist α ∈ (0, 1), δ¯ > 0 and
C > 0 such that the following is true: for all 0 6 δ 6 δ¯, there exists a positively invariant
manifold Mδ = {(pδm,m) : m ∈ V} for (1.4), where pδm is a probability measures on Rd
for all m ∈ V, and Mδ is a perturbation of size δ of the manifold M0 in the following
sense:
sup
m∈V
∥∥∥pδm − q0,σ2K−1∥∥∥
L2(wα)
6 Cδ . (2.13)
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Remark 2.4. The proof of Theorem 2.3 implies in particular that Mδ is stable in the
following sense: there exist β ∈ (0, α), positive constants λ, c, c′, c′′ and C ′ such that the
following is true: if (p0,m0) satisfies m0 ∈ V,
∫
Rd xp0( dx) = 0,
∫
Rd wα(x+m0)p0( dx) 6 c,
‖p0 − q0,σ2K−1‖L2(wα) 6 c′δ and ‖p0 − pδm0‖L2(wβ) 6 c′′δ, then for (pt,mt) the solution of
(1.6) with initial condition (p0,m0) we have for all t > 0:
mt ∈ V , and
∥∥∥pt − pδmt∥∥∥L2(wβ) 6 C ′e−λt
∥∥∥p0 − pδm0∥∥∥L2(wβ) . (2.14)
For any δ ∈ [0, δ¯] and any m0 ∈ V we denote by t 7→ mδt the phase dynamics of the
solution of (1.6) starting from (pδm0 ,m0) ∈Mδ.
Theorem 2.5. The trajectory t 7→ mδt is a C1-perturbation (slowed down by a factor δ)
of the dynamics given by the equation m˙t =
∫
Rd F (u)qmt,σ2K−1(u) du: there exist C
′′ > 0
and a C1-mapping gδ : V → Rd such that
m˙δt = δ
∫
Rd
F (u)qmδt ,σ2K−1
(u) du+ δ2gδ(mδt ) , (2.15)
and ‖gδ‖C1(V,Rd) 6 C ′′.
Remark 2.6 (Dependence of the results in ε). Recall the definition in ε > 0 in (2.9). One
can choose the constants α = α(ε) appearing in Theorem 2.3, β = β(ε) and λ = λ(ε, δ) in
Remark 2.4 so that they satisfy the following asymptotics as ε→ 0:
α(ε) −−−→
ε→0
1, β(ε) −−−→
ε→0
1 and λ(ε, δ) −−−−→
ε,δ→0
k. (2.16)
3. Examples and simulations
3.1. A general principle: the mean-field model viewed as a perturbation of the
isolated deterministic system. The general point of view given by Theorem 2.3 and
Theorem 2.5 is to see the nonlinear dynamics (1.5) (or equivalently (1.6)) as a modification
(under noise and interaction) of the isolated deterministic system (IDS):
x˙t = F (xt) . (3.1)
As already mentioned in the Introduction, a general (and rather informal) issue at this
point is to question the influence of noise and interaction on the dynamical properties
of the IDS (3.1). We highlight here two main scenarios which are of significant impor-
tance in this context: first, persistence of dynamics under perturbation (i.e. when the
dynamics observed for (1.5) is similar the dynamics of the IDS (3.1), see Section 3.2) and
secondly, emergence of structured dynamics under noise and interaction (i.e. when noise
and interaction are at the origin of dynamics that differ from the dynamics of the IDS,
see Section 3.3).
As elucidated by Theorem 2.5, understanding the dynamics of the mean-value of the
perturbed process (1.4) boils down to understanding the system
x˙t =
∫
Rd
F (u)qxt,σ2K−1(u) du , (3.2)
depending on the parameters $1 = σ
2
1/k1, . . . , $d = σ
2
d/kd. The main issue here is
to understand if the dynamics of (3.2) may (or may not) differ significantly from the
dynamics of (3.1). We will illustrate below this analysis with several examples:
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Stuart-Landau oscillators. Consider in R2 the function
F (x, y) =
(
x(a− (x2 + y2))− ωy, y(a− (x2 + y2) + ωx)) , (3.3)
where a > 0, ω ∈ R. In polar coordinates, (3.3) corresponds to the dynamics given by
θ˙ = ω, r˙ = r(a − r2), which admits the stable limits cycle rt =
√
a, θt = θ0 + ωt. The
main remark here is that, considering $1 = $2 = $, (3.2) defines again a Stuart Landau
model:∫
R2
F (u)q(x,y),σ2K−1(u) du
=
(
ωy − x(a− 4$2 − (x2 + y2)),−ωx− y(a− 4$2 − (x2 + y2))) . (3.4)
In particular the point (5) of Hypothesis 2.1 is satisfied for V being a BR with R large
enough.
FitzHugh-Nagumo oscillators. Recall the definition of the FitzHugh-Nagumo dynamics in
(1.2). For the purpose of the analysis below, we introduce one more parameter u ∈ (0, 1]
and consider
Fu,a,b,τ (x, y) =
(
ux− x
3
3
− y, 1
τ
(x+ a− by)
)
, (3.5)
Starting from (1.2), a direct calculation shows that∫
R2
F1,a,b,τ (z)q(x,y),σ2K−1(z) dz =
(
(1−$1)x− x
3
3
− y, 1
τ
(x+ a− by)
)
= F1−$1,a,b,τ (x, y) , (3.6)
and so (3.6) defines again a FitzHugh Nagumo system, where the parameter u = 1 has
been changed into u = 1 − $1. Again, the point (5) of Hypothesis 2.1 is satisfied for V
being a BR with R large enough.
3.2. Persistence of dynamics under perturbation. Suppose here that the IDS (3.1)
possesses a dynamical structure persistent under C1-perturbation that is included in a
bounded open set V0 with smooth boundaries. Examples of such persistent structures
are hyperbolic fixed-points, limit cycles, and more generally normally hyperbolic invariant
manifolds [22, 56], but also chaotic strutures, as given by Lorentz-like flows [30, 2].
Consider now small parameters $1, . . . , $d in (3.2). Then, classical convolution argu-
ments show that the dynamics given by (3.2) is a C1-perturbation (with perturbation of
order maxi$i) of the IDS, so that the point (5) of Hypothesis 2.1 is satisfied for V = V0
and (3.2) admits a similar persistent structure (a perturbed version of the initial one) for
maxi$i small enough. Then, according to Theorem 2.5, the phase dynamics on Mδ is
a (slowed down) C1-perturbation of (3.2), which means that (1.4) admits also a similar
persistent structure for δ small enough (which depends on maxi$i), and which is stable
in the sense of Remark 2.4.
This is in particular true for the Stuart-Landau model with $1 = $2 = $: we see from
(3.4) that (1.4) possesses a limit cycle as soon as $2 < a/4 and δ is small enough. This
is also true in the FitzHugh-Nagumo case (3.5): if the parameters (a, b, τ) in (1.2) are
chosen so that the isolated system (x˙, y˙) = F (x, y) is away from a bifurcation point and
if $1 ∈ [0, 1) is small enough, (1.4) possesses the same type of dynamics as the IDS. In
particular, it is well known (see [44] for a complete study of the bifurcations of this model)
that this model admits a limit cycle for an appropriate choice of parameters. This analysis
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shows the persistence of this limit cycle for the synchronized system (1.4), at least when
the noise is small with respect to the interaction (as it had already been observed in [1]).
A similar result had already been obtained in [49] for the mean-field Brusselator model,
where the persistence of the periodic dynamics for the McKean process is proved, relying
on other arguments, that allow in particular the use of diffusions terms depending on the
positions but that do not ensure local stability.
3.3. Emergence of dynamics under noise and interaction. Suppose now that (3.1)
exhibits a bifurcation and that a careful choice of parameters in the functional F brings
(3.1) close to the bifurcation point. It may be that the introduction of the parameters
$1, . . . , $d in (3.2) makes the system cross this bifurcation point: we would then be
precisely in a situation where the addition of noise and interaction induce a structured
dynamical behavior that is not initially present in the IDS (3.1) for this choice of param-
eters.
A crucial simple example: suppose that d = 2 and that around the origin the mapping F
is given by
F (x, y) =
(
x2 − a,−by) , (3.7)
with b > 0. Remark here that F = ∇V with V (x, y) = ax − x33 + bx
2
2 . System (3.7) is a
simple prototype of a dynamics with a saddle-node bifurcation (see Figure 1): when a > 0,
(3.7) admits two stationary points (−√a, 0) (stable) and (√a, 0) (unstable). When a > 0
goes to 0, these two points collide so that the dynamics on x simply boils down to a drift
to the right when a < 0. In this particular model, the functional driving (3.2) becomes
p
a
p
a 0
(a) a > 0
0
(b) a < 0
Figure 1. Saddle-node bifurcation in a = 0 for (3.7).
∫
R2
F (u)q(x,y),σ2K−1(u) du =
(
x2 − a+$1,−by
)
. (3.8)
Here, the functional (3.8) is of the same nature as (3.7) with a changed into a − $1.
Hence, starting from a > 0, the description of the bifurcation for (3.8) is now made in
terms of $1 < a or $1 > a: noise and interaction induce a drift to the right for the phase
dynamics on MδL of (1.4) as soon as $1 = σ
2
1
k1
> a, when δ is small enough. In that case,
the combined effect of the noise and the interaction allows the interacting system (1.3) to
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collectively go over the difference of potential lying between the initial stable and unstable
points.
One could imagine that farther from the origin, F is such that the part of the line
{y = 0} close to the origin belongs in fact to a stable closed loop for the IDS dynamics,
and that this loop persists for the phase dynamics of (1.4) (this could for example be the
case for a and $1 small enough, so that the loop is only slightly perturbed away from the
origin). Such a F would provide a simple example of excitable system. This is the spirit
of the following concrete example, based on the Stuart Landau model (3.3).
Modified Stuart Landau oscillators model: Let us now modify the system (3.3) in the
following way:
F (x, y) =
(
x(1− (x2 + y2))− (ω − by)y, y(1− (x2 + y2)) + (ω − by)x) . (3.9)
The IDS in this situation corresponds to the dynamics defined in polar coordinates by
r˙ = r(1 − r2), θ˙ = w − br sin θ. The circle {r = 1} is invariant stable, and when ω > 0
and b > ω but close to ω, this model is a simple example of excitable dynamics in R2:
the point of polar coordinates (r0, θ0) = (1, arcsin(ω/b)) is a stable fixed-point, and a
perturbation of large enough amplitude may allow the system to go over the unstable
fixed-point (1, pi − arcsin(ω/b)) and to go back to the (r0, θ0) travelling along the circle
{r = 1}.
With this choice of F , (1.4) can be seen as a 2-dimensional generalization of the Active
Rotators model [45, 51, 46] and the following is, in a sense, a generalization of the work
made in [28], where a rigorous proof of the existence of noise induced periodic behaviors
in this Active Rotators model is given.
When it comes to (3.2) in the case of (3.9), with $1 = $2 = $, straightforward
calculations lead to∫
R2
F (u)q(x,y),σ2K−1(u) du =
(
x
(
1− 4$(x2 + y2))− (ω − by)y + b$,
y
(
1− 4$(x2 + y2))+ (ω − by)x) , (3.10)
and the dynamics driven by (3.10) is given in polar coordinates by
r˙ = r
(
1− 4$ − r2)− b$ cos θ , θ˙ = ω − b(r −$1
r
)
sin θ . (3.11)
Suppose now that ω = b(1 − ζ) with ζ small. If ζ and $ are small enough the invariant
manifold {r = 1} persists under perturbation, becoming an invariant curve {rc(θ)} for
the dynamics given by (3.11). It is easy to see that rc(θ) 6 1 if |b| 6 4, and we have
rc(θ) > 1/2 for $ small enough, which means that
0 6 rc(θ)−$ 1
rc(θ)
6 1− 1
2
$ . (3.12)
We deduce that (3.11) admits a limit circle if 1− 12$ < 1− ζ, i.e. $ is small enough and
satisfies $ > 2ζ. Hence, with these choices of parameters, (1.4) admits a noise-induced
periodic behavior, for δ small enough.
This transition, which corresponds to an infinite-period bifurcation (see [52], p.262) for
the averaged system (3.10), is made explicit in Figures 2 and 3: fixing the intensity of
interactions k1 = k2 = 1, the stationary point (1, arcsin(ω/b)) for (3.9) remains stable for
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Figure 2. Left: representation of the empirical measure of (1.3) for the modified Stuart-
Landau model (3.9) for σ1 = σ2 = 0.1. The limit-cycle of the IDS is represented in dotted-
lines. Right: trajectories of the corresponding mean-values on [0, 240]. Simulations are
made for N = 20000 particles and parameters ω = 1, k1 = k2 = 1, b = 1.01 and δ = 0.5.
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Figure 3. From left to right: evolution of the empirical measure of the system (1.3)
for the modified Stuart-Landau model (3.9) for σ1 = σ2 = 0.3. The limit-cycle of the
IDS is represented in dotted-lines. Lower-right: trajectories of the corresponding mean-
values on [0, 240]. Simulations are made for N = 20000 particles and parameters ω = 1,
k1 = k2 = 1, b = 1.01 and δ = 0.5.
(1.4) in the case of a small noise intensities (Figure 2) whereas a periodic behavior appears
when the noise is large enough (Figure 3).
3.4. The case of the FitzHugh Nagumo model. The bifurcation diagram for the
dynamical system driven by (3.5) is known to be complex (see [44]). We study here two
scenarios, the excitable and bistable cases, the first one being of particular interest in life
sciences [35].
Disorder-induced limit cycles in the excitable case. We are interested in this paragraph in
the phase dynamics of (1.4) for F given by (3.5) with parameters a = 13 , b = 1, τ = 10.
This choice of parameters corresponds to a situation where the IDS system (1.2) has a
unique stationary point (see Figure 4, case (a)), and is excitable, in the sense that if
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sufficiently perturbed while being initially at the stationary point, a trajectory of the IDS
makes a whole excursion before coming back to the stationary point.
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(a) u = 1 (b) u = 0.914
(c) u = 0.8 (d) u = 0.2
Figure 4. Phase diagrams for the dynamics driven by (3.5) for parameters a = 1
3
, b = 1,
τ = 10 and different choices of u. Stable (resp. unstable) points and limit cycles are
represented in blue (resp. red). The nullclines y = ux− x3
3
and y = x+a
b
are represented
in black dashed lines.
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Figure 5. From left to right: evolution of the empirical measure of the system (1.3) for
the FitzHugh-Nagumo model (1.2), with the IDS being in the excitable regime given by
the parameter a = 1
3
, b = 1 and τ = 10. The theoretical limit-cycle (given by (3.5)) is
represented in dotted-lines. Lower-right: trajectories of the corresponding mean-values
on [0, 800]. Simulations are made for N = 50000 particles and parameters k1 = k2 = 1,
σ21 = σ
2
2 = 0.2 and δ = 0.2.
Recalling (3.6), the dynamics of (1.4) on the invariant manifold given by Theorem 2.3
depends, at first order in δ, only on the parameter $1, and is given by a FitzHugh-Nagumo
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dynamics defined by Fu,a,b,τ (recall (3.5)) with u = 1−$1. We are thus interested in the
dynamics of the FitzHugh-Nagumo model with varying parameter u, smaller values of u
corresponding to a larger ratio intensity of the noise σ1 over interaction intensity k1.
The different types of dynamics of (3.5) obtained by tuning the parameter u are repre-
sented in Figure 4. Starting from the fixed-point dynamics of u = 1 (case (a)), a saddle-
node bifurcation of cycles then occurs (numerically estimated at u ≈ 0.91435) after which
a stable point and a stable cycle coexist, separated by an unstable cycle (case (b)). Then,
at u ≈ 0.88604 the stable point and the unstable cycle collide in a subcritical Andronov-
Hopf bifurcation. The dynamics is then given by a limit cycle surrounding an unstable
point (case (c)), until the supercritical Andronov-Hopf bifurcation at u ≈ 0.28383, after
which the dynamics is again given by a fixed-point (case (d)). While the saddle node
bifurcation of cycles is estimated by simulating trajectories of (3.6), the Andronov-Hopf
bifurcations can be obtained by computing explicitly the fixed points and the eigenvalues
of the linearized dynamics around these fixed points. More precisely a computation shows
that the fixed point (x0(u), y0(u)) of (3.6) satisfies, for u < 1,
x0(u) =
(√
5− 12u+ 12u2 − 4u3
2
− 1
2
) 1
3
− 1− u(√
5−12u+12u2−4u3
2 − 12
) 1
3
. (3.13)
The Andronov-Hopf bifurcations occur at the values u such that the matrix defining the
linearized dynamics around (x0(u), y0(u)), which is given by
(
u− x20(u) −1
1
10 − 110
)
, has
eigenvalues with real part equal to 0. Here the eigenvalues are
λ± =
−1 + 10(u− x20)± i
√
39− 100(u− x20)2 − 29(u− x20)
20
, (3.14)
so this is exactly the case when u − x20(u) = 110 , which occurs for the approximated
values of u given above (obtained by a computation on the software MAXIMA). At the
bifurcation points we are precisely in the situation described in [32], page 213, exercise 16,
with µ = 110 , F (x) = ux− x
3
3 and G(x) = x+
1
3 . For u ≈ 0.88604 we obtain a ≈ 0.09334
(see the definition of a in [32]), which indicates a subcritical Andronov-Hopf bifurcation,
and for u ≈ 0.28383 we get a ≈ −0.07394, which indicates a supercritical Andronov-Hopf
bifuration.
So in particular the cases (b) and (c) show that for an accurate choice of parameters σ1
and k1 and for δ taken small enough, the PDE (1.4) has a periodic behavior induced by the
combined effect of noise and interaction. This is illustrated in Figure 5. Note that with
this choice of parameters the IDS system (3.1) is itself close to a saddle node bifurcation
of cycles: keeping b = 1 and τ = 10 this bifurcation occurs at a ≈ 0.29645, and is then
followed by a subcritical Andronov-Hopf bifurcation at a ≈ 0.28460. So in this sense this
situation is somewhat close to the example given at the beginning of Section 3.3.
This phenomenon of emergence of structured dynamics induced by noise and interaction
is not observed for all values of parameters a, b and τ putting (3.1) close to a bifurcation
point. For example for a = 1, b = 0 and τ = 10 the system is close to a supercritical
Andronov-Hopf bifurcation, and no such phenomenon is observed for (3.5) (but note that
structured dynamics can be observed in this situation when no noise is present on the x
coordiante, and no interaction on the y coordinate, see [35] page 383).
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Emergence of oscillatory behavior in the bistable case. We consider in this paragraph the
phase dynamics of (1.4) for F given by (3.5) for the parameters a = 0, b = 1.45 and
τ = 10. This choice of parameters corresponds to a situation where the system (1.2) has
two symmetric attractive equilibria and a saddle point (see Figure 6, case (a)).
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(a) u = 1 (b) u = 0.9861
(c) u = 0.985 (d) u = 0.8
(e) u = 0.6 (f) u = 0.1
Figure 6. Phase diagramms for the dynamics driven by (3.5) for parameters a = 0,
b = 1.45 and τ = 10 and different choices of u. Stable (resp. unstable) points and limit
cycles are represented in blue (resp. red), saddle points are represented in brown.
The dynamics of (3.5) obtained by tuning u in this situation are represented in Figure 6.
Starting from the bistable case of u = 1 (case a), the systems undergoes a saddle-node
bifurcation of cycles at u ≈ 0.98614, after which a stable and an unstable cycle surround
the fixed-points (case (b)). Then the unstable cycle splits into two unstable cycles while
colliding with the saddle point at a double homoclinic bifurcation point (u ≈ 0.98604).
For the values of u following this bifurcation point, each unstable cycle surrounds a stable
point (case (c)). At u ≈ 0.96198, a double subcritical Adronov-Hopf bifurcation occurs,
so that the stable cycle surrounds the saddle point and two unstable points (case (d)). At
u ≈ 0.68966, the three fixed-points collide in a pitchfork bifurcation, and only one unstable
point remains (case (e)). Finally, a suppercritical Andronov-Hopf bifurcation occurs at
u = 0.145, and then only one stable fixed-point remains (case (f)).
Once again, this shows that the addition of noise and interaction may induce a transi-
tion, from the bistable regime to an oscillatory behavior. This phenomenon is illustrated
in Figure 7.
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Figure 7. From left to right: evolution of the empirical measure of the system (1.3) for
the FitzHugh-Nagumo model (1.2), when the IDS is in a bistable regime given by the
parameters a = 0, b = 1.45 and τ = 10. Lower-right: trajectories of the corresponding
mean-values on [0, 360]. Simulations are made for N = 50000 particles and parameters
k1 = k2 = 1, σ1 = σ2 = 0.45 and δ = 0.5.
3.5. Another example of structured dynamics induced by noise and interaction:
the Cucker-Smale model for collective dynamics. A large number of models for
collective alignment have been proposed in the literature (e.g. models of phase oscillators
[34, 45, 46, 51], the Vicsek model [7, 17], etc.). We consider in this paragraph the Cucker-
Smale model with self-propulsion, as proposed in [5]. In the spatially-homogeneous case,
the point is to consider a mean-field model as (1.4), where the state variable (denoted as
v ∈ Rd instead of x) represents the typical velocity v of a particle. The intrinsic dynamics
is here given by
F (v) = v(1− |v|2), v = (v1, . . . , vd) ∈ Rd, . (3.15)
In absence of noise and interaction, the dynamics of the corresponding IDS (3.1) is simple:
each trajectory is exponentially attracted to the sphere Sd−1.
The model (1.4) driven by (3.15) with noise and interaction is prototypical of mean
field dynamics with non-convex potentials (in the local dynamics term and/or in the
interaction), see in particular the example of granular media type equations ([8, 20] and
references therein).
As shown in [5], the stationary states µ for the whole dynamics (1.4) can be explicitly
computed in this case in terms of the stationary mean velocity u¯ :=
∫
vµ(dv). Choosing
the axis appropriately, one can always suppose that u¯ points in the direction of the first
vector e1 of the canonical basis, so that u¯ = ue1 may only be understood through its
magnitude u = u(σ), which solves an appropriate fixed-point relation (see [5], Eq. (7), p.
1067). The main results of [5] concern the existence and characterization of such fixed-
points, in the regime of small and large noise (considering the same noise intensity σ and
the same interaction parametre k on each coordinate): for small noise, synchronization
occurs (characterized by nontrivial u(σ) such that u(σ) → 1 as σ → 0) whereas for large
noise, u(σ) = 0 is the only fixed-point. Numerical simulations in [5] suggest that this
phase transition occurs precisely at some σc > 0, for which no explicit formula is known.
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Applying Theorem 2.5 in this situation gives an explicit expression for σc and σ 7→ u(σ)
in the regime where δ (denoted as α in [5]) goes to 0. Namely, choosing k = 1, the Gaussian
convolution of (3.2) is here given by∫
Rd
F (z)qv,σ2Id(z) dz = v
(
1− σ2(2 + d)− |v|2
)
. (3.16)
We see here that the system (3.2) exhibits two different behaviors. On one hand, when
σ2 > σ2c := 12+d , its trajectories are attracted to 0, and thus for δ small enough (depending
on σ) the PDE (1.4) admits a stationnary solution, that is stable in the sense of Remark
2.4 if σ2 > σ2c . On the other hand, if σ2 < σ2c , the trajectories of (3.2) concentrate on the
attracting sphere of radius u(σ) :=
√
1− σ2(2 + d), which means that for δ small enough
(2.15) admits also an attracting manifold (which is again a sphere centered at the origin,
by invariance by rotation of the problem), and thus in this case the PDE (1.4) admits a
sphere of stationnary solutions: there is synchronization. Note that, in the case d = 1,
this value of σ2c coincides with the limit as δ → 0 found in [55].
4. Well-posedness results and a-priori estimates
4.1. Modification of the dynamics. The proof we provide in the paper follows the
classical steps of the proofs of persistence of normally hyperbolic manifold [22, 31, 6, 50, 56].
To define the mapping for which the perturbed manifold is a fixed-point (see Section 5.3),
we will need that the trajectories close to M0 and with mean mt that escape some ball
surrounding V (see Lemma 5.9). In our case, the initial manifold M0 is static, so we
modify artificially the dynamics given by (1.6) to obtain this property, and in such a way
that a trajectory with mt ∈ V is not affected by this artificial modification, so that the
invariant manifold Mδ that we obtain also remains unaffected.
Suppose that V ⊂ BL for a L > 0 and consider a smooth mapping h satisfying h(x) = 0
for |x| 6 L and |x| > 3L, and such that h(x) · x > ch > 0 for |x| = 2L and |h(x)| 6 Ch
and |h(x)− h(y)| 6 Ch|x− y| for some Ch > 0. We tune ch such that
ch + min|m|=2L
{
n(m) ·
∫
Rd
F (x)qm,σ2K−1(x)dx
}
> ξ , (4.1)
for some ξ > 0, where n(m) := m|m| . For this choice of h, we consider the modified dynamics
given by the McKean process
dXt =
(
δF (Xt) + δh (E[Xt])−K
(
Xt − E[Xt]
))
dt+
√
2σ dBt, t > 0 , (4.2)
whose distribution solves the PDE
∂tµt = ∇ · (σ2∇µt) +∇ ·
(
Kµt
(
x−
∫
Rd
zµt(dz)
))
− δ∇ ·
(
µt
(
F (x) + h
(∫
Rd
zµt(dz)
)))
, t > 0 . (4.3)
The corresponding slow fast system is then given by{
∂tpt(x) = Lpt(x) +∇ · (pt(x)(m˙t − δF(x)− δh(mt)))
m˙t = δ
∫
Rd F (x+mt)pt( dx) + δh(mt)
, t > 0 , (4.4)
where we have used the notations L for the Ornstein-Uhlenbeck operator defined by
Lf = ∇ · (σ2∇f) +∇ · (Kxf) , (4.5)
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and
Ft(x) = F (x+mt), t > 0 . (4.6)
A precise notion of solution for these equations is given in Definition 4.2 below.
4.2. Existence and uniqueness for the nonlinear process. We denote by P2 =
P2(Rd) the space of probability measure on Rd endowed with the Wasserstein distance
W2:
W2(ξ1, ξ2) :=
{
inf
X1∼ξ1,X2∼ξ2
E(|X1 −X2|2)
} 1
2
, ξ1, ξ2 ∈ P2 . (4.7)
Lemma 4.1. For any δ > 0, T > 0, any X0 with distribution µ0 ∈ P2, equation (4.2) has
unique pathwise solution X· on [0, T ], the distribution µt of Xt is element of P2 for all
t ∈ [0, T ] and the following bound on the mean-value mδt = mt := E [Xt] , t ∈ [0, T ], holds
for any δ′ > 0:
sup
δ 6 δ′
sup
s∈[0,T ]
∣∣∣mδs∣∣∣ < +∞. (4.8)
Secondly, for any α ∈ (0, 1) such that E [wα(X0)] <∞ (recall (2.5)), there exists a constant
κ0 > 0 such that
sup
t∈[0,T ]
E [wα(Xt)] 6 max (κ0,E [wα(X0)]) . (4.9)
The constant κ0 in (4.9), depends in particular on α, sups 6 T |ms| and δ, but for a fixed
δ′ > 0 may be chosen independent of δ 6 δ′. Moreover, we have
sup
δ 6 δ′
sup
s∈[0,T ]
∣∣∣m˙δs∣∣∣ < +∞. (4.10)
Proof of Lemma 4.1. The proof of existence and uniqueness for (4.2) is similar to the ones
given in [4, 53]. We consider the space MT of probability measures on C = C([0, T ],Rd),
endowed with the Wasserstein distance
W2,T (pi1, pi2) :=
{
inf
λ∈Λ(λ1,λ2)
∫
C2
sup
0 6 t 6 T
∣∣x1t − x2t ∣∣2 λ( dx1, dx2)} 12 , (4.11)
where Λ(λ1, λ2) denotes the set of couplings between λ1 and λ2. For any λ element of
MT , denote by λ¯t :=
∫
Rd xλt(dx) its mean-value and consider the equation
dYt =
(
δF (Yt) + δh(λ¯t)−K
(
Yt − λ¯t
))
dt+
√
2σ dBt , (4.12)
with initial condition Y0 = X0. Let us show that (4.12) defines a process whose distribution
belongs to MT . To prove the non-explosion of Y·, let us consider the stopping times
τn = inf{t > 0, |Yt| > n} and the process Y (n)· = Y·∧τn . The process Y (n)· is well defined
and satisfies
|Y (n)t |2Kσ−2 = |X0|2Kσ−2
+
∫ t∧τn
0
(
2Kσ−2Y (n)s ·
(
δ(F (Y (n)s ) + h(λ¯s))−K(Y (n)s − λ¯s)
)
+ Tr(K)
)
ds
+
d∑
i=1
ki
σi
∫ t∧τn
0
Y (n),is dB
i
s . (4.13)
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Since λ ∈ MT , there exists Cλ > 0 such that sups 6 t |λ¯s| 6 Cλ. Using this and the fact
that Kσ−2x ·F (x) 6 CF (recall (2.7)), we get, using Burkholder-Davis-Gundy inequality,
E
[
sup
s 6 t
|Y (n)s |2Kσ−2
]
6 E[|X0|2Kσ−2 ] + Cλ,F
∫ t
0
E
[
sup
u 6 s
|Y (n)u |2Kσ−2
]
ds , (4.14)
which means that E
[
sups 6 t |Y (n)|2Kσ−2
]
6 (E[|X0|2Kσ−2 ]+Cλ,F )eCλ,F t for some Cλ,F > 0.
The fact that this bound does not depend on n implies that P(τn 6 t)→ 0 and so that it
is valid for Y·, by Fatou Lemma. Hence, we can define the mapping Φ that associates λ
to the distribution Φ(λ) of Y·.
Considering now two distributions λ1 and λ2 satisfying λ10 = λ
2
0 = µ0, with respective
means λ¯1· and λ¯2· and respective solutions Y 1· and Y 2· of (4.12), we obtain, for some constant
CF,h,δ > 0 that remains bounded as δ → 0,
sup
s 6 t
|Y 1t − Y 2t |2 6 2
∫ t
0
∣∣∣∣(Y 1s − Y 2s ) · (δ(F (Y 1s )− F (Y 2s )) + δ(h(λ¯1s)− h(λ¯2s))
−K(Y 1s − Y 2s ) +K(λ¯1s − λ¯2s)
)∣∣∣∣ ds
6 CF,h,δ
∫ t
0
(
sup
u 6 s
|Y 1u − Y 2u |2 +W 22,s(λ1, λ2)
)
ds , (4.15)
where we have used (2.6), the Lipschitz continuity of h and |λ¯1s − λ¯2s| 6 W2,s(λ1, λ2). By
Gro¨nwall’s inequality, this leads directly to the bound
W 22,T (Φ(λ
1),Φ(λ2)) 6 eCF,h,δT
∫ T
0
W 22,s(λ
1, λ2) ds . (4.16)
It implies directly uniqueness of solutions of (4.2) and existence of a unique fixed-point
µ = Φ(µ) follows by iteration, as done in [53]. We denote by X· the corresponding
process with law µ, which solves (4.2). A byproduct of the previous calculations is
E
[
sups 6 T |X|2
]
6 E[|X0|2]eCT for some constant C > 0, independent of δ and we deduce
immediately (4.8).
To prove the existence of exponential moments, fix α ∈ (0, 1) and remark that
d
dt
E
[
wα(X
(n)
t )
]
= αE
[
wα(X
(n)
t )
(
− (1− α)
∣∣∣K 12X(n)t ∣∣∣2
Kσ−2
+
(
δF (X
(n)
t ) + δh(mt) +Kmt)
) ·Kσ−2X(n)t + Tr(K))] . (4.17)
Using (2.7), we obtain
d
dt
E
[
wα(X
(n)
t )
]
6 E
[
p
(∣∣∣X(n)t ∣∣∣
Kσ−2
)
wα(X
(n)
t )
]
(4.18)
for the second degree polynomial
p(u) = −α(1−α)ku2 +α(δ ‖h‖∞Tr(Kσ−2)
1
2 +
k¯2
σ2
sup
s 6 T
|ms|)u+αTr(K)+αδCF . (4.19)
Applying Lemma A.1, (A.1) to q(u) = p(u) + 1, we obtain (recall that 1− α > 0),
d
dt
E
[
wα(X
(n)
t )
]
6 κ0 − E
[
wα(X
(n)
t )
]
, (4.20)
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for κ0 = κ0
(
sups 6 T |ms|Kσ−2 , δ
)
> 0 given by the following equality (since we have
Tr(K) 6 dk¯ and Tr(Kσ−2) 12 6
√
dk¯σ−1)
κ0(l, δ) :=
α
(
δ ‖h‖∞
(
dk¯
) 1
2 σ−1 + k¯
2
σ2
l
)2
4(1− α)k + 1 + αdk¯ + αδCF

exp
 1
2(1− α)k
α
(
δ ‖h‖∞
(
dk¯
) 1
2 σ−1 + k¯
2
σ2
l
)2
(1− α)k + 2(1 + αdk¯ + αδCF )

 (4.21)
By (4.20),
sup
t∈[0,T ]
E
[
wα(X
(n)
t )
]
6 max (κ0,E [wα(X0)]) , (4.22)
and we conclude by taking n→∞ using Fatou Lemma. 
4.3. Well-posedness of the McKean-Vlasov PDE. The point of this section is to
establish well-posedness results for (4.3). The notion of solution to (4.3) is understood in
the following way:
Definition 4.2. Let µ0 ∈ P2. We say that t 7→ µt is a weak solution to (4.3) if µ ∈
C([0,+∞),P2) and for any test function ϕ ∈ C1([0,+∞), C∞c (Rd)) and any t > 0,∫
Rd
ϕdµt =
∫
Rd
ϕdµ0 +
∫ t
0
∫
Rd
[
∂sϕ+∇ · (σ2∇ϕ)
]
dµsds
−
∫ t
0
∫
Rd
{
K
(
x−
∫
Rd
zµs(dz)
)
− δ
(
F + h
(∫
Rd
zµs(dz)
))}
· ∇ϕdµsds , t > 0 .
(4.23)
We first state the following uniqueness result, whose proof is postponed to Appendix C.
Proposition 4.3. For any µ0 ∈ P2, there exists a unique weak solution {µt}t > 0 in
C([0,∞),P2) to (4.3) with initial condition µ0 and this solution is the distribution of the
nonlinear process Xt solution to (4.2).
It is clear that Proposition 4.3 is equivalent to
Proposition 4.4. For any p0 ∈ P2 satisfying
∫
Rd xp0( dx) = 0 and any m0 ∈ Rd, there
exists a unique couple (p,m) ∈ C([0,∞),P2)× C1([0,∞),Rd) solution to (4.4) with initial
condition (p0,m0).
To emphasize the dependency in the initial condition (p0,m0), we will use in the fol-
lowing the notations pp0,m0t and m
p0,m0
t . Note than an integration by parts shows that
yit := ∂xi(p
p0,m0
t ) is a weak solution of
∂ty
i
t = Uiyit +∇ ·
((
m˙t − δFt − δh(mt)
)
yit
)
+ δ∇ · (∂iFt pt), i = 1, . . . , d , (4.24)
where
Uiu := Lu+ kiu , (4.25)
and pt = p
p0,m0
t and mt = m
p0,m0
t .
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Remark 4.5. Along the same lines as for Proposition 4.3 (see Appendix C), one can also
prove that there is a unique weak solution in C([0,+∞),P2) to (4.4) where the nonlinearity
{mt}t > 0 has been frozen, equal to
∫
Rd zµt(z)dz, where µt denotes the distribution of Xt.
The proof of uniqueness is actually simpler since the equation is now linear. This unique
solution is obviously pt the centered version of µt.
4.4. Regularity estimates. For any θ ∈ R, consider the weighted L2 and H1 spaces
given by the norms and scalar products (2.4) for the choice of w = wθ, where wθ is defined
in (2.5). Note that in the case θ = 0, we retrieve the usual L2-norm ‖·‖L2 and scalar
product 〈· , ·〉L2 .
The point of this section is to prove regularity estimates on the process p given by (4.4).
We first look more closely to the case δ = 0.
The case δ = 0: reversible dynamics and Ornstein-Uhlenbeck processes. The case δ = 0 in
(4.4) corresponds to
∂tp
rev
t = Lprevt , (4.26)
where the Ornstein-Uhlenbeck operator L is given by (4.5). Note that L satisfies Lf =
∇ · (q0 σ2∇(q−10 f)). It will be useful in the following to consider, for θ > 0, the operator
Lθu = ∇ · (σ2∇u) + θ∇ · (Kxu) . (4.27)
It is well known (see for example [3]) that its dual operator L∗θ, defined as
L∗θf = ∇ · (σ2∇f)− θKx · ∇f , (4.28)
is self-adjoint in L2(w−θ) and admits the decomposition
L∗θψl = −λlψl , with λl = θ
∑
i=1
kili and ψl = Π
d
i=1Hli
(√
θki
σ2i
xi
)
,
l = (l1, . . . , ld) ∈ Nd , and x = (x1, . . . , xd) ∈ Rd , (4.29)
where (Hi)i∈N is the basis of the Hermite polynomials, which satisfy
esx−
s2
2 =
∑
k∈N
sk√
n!
Hk(x), x ∈ R . (4.30)
Moreover, (ψl)l∈Nd is an orthonormal basis of L2(w−θ). In particular, if
∫
Rd fw−θ = 0,
then (recall that k denotes the smallest eigenvalue of K)
− 〈f,L∗θf〉L2(w−θ) =
∫
Rd
|σ∇f |2w−θ > θk〈f, f〉L2(w−θ) . (4.31)
Define the mapping A : f 7→ fw−θ. A is an isometry from L2(w−θ) to L2(wθ) and we
clearly have
Lθ = A−1 ◦ L∗θ ◦A . (4.32)
So it is immediate that Lθ is self-adjoint in L2(wθ) and that it admits the decomposition
Lθel = −λlel for all l = (l1, . . . , ld) ∈ Nd , (4.33)
with el = ψlw−θ. In particular, for all u ∈ L2(wθ) such that
∫
Rd u(x)dx = 0, we have
〈Lθu, u〉L2(wθ) 6 − θk ‖u‖2L2(wθ) , (4.34)
which implies that∥∥prevt − q0,σ2K−1∥∥L2(w1) 6 e−kt ∥∥prev0 − q0,σ2K−1∥∥L2(w1) . (4.35)
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Technical estimates. We gather here some technical estimates that will be useful in the
following:
Lemma 4.6. Fix θ ∈ (0, 1). For any u ∈ H1(wθ), then xu belongs to L2(wθ) and we have∥∥σ−1Kxu∥∥
L2(wθ)
6 2
θ
‖σ∇u‖L2(wθ) , (4.36)
and ∫
Rd
u∇u ·Kxwθ = −Tr(K)
2
‖u‖2L2(wθ) −
θ
2
∥∥σ−1Kxu∥∥2
L2(wθ)
. (4.37)
Proof of Lemma 4.6. Note that we have ∇wθ(x) = θKσ−2xwθ(x) and ∇ · (σ2∇wθ)(x) =
θ2|σ−1Kx|2wθ(x) + θTr(K)wθ(x), so that
θ2
∫
Rd
u2|σ−1Kx|2wθ 6
∫
Rd
u2∇ · (σ2∇wθ) = −2
∫
Rd
u∇u · σ2∇wθ
6 2θ
(∫
Rd
u2|σ−1Kx|2wθ
) 1
2
(∫
Rd
|σ∇u|2wθ
) 1
2
, (4.38)
which implies (4.36). Concerning (4.37), it is a consequence of the identity∫
Rd
u∇u ·Kxwθ = −
∫
Rd
u∇u ·Kxwθ − Tr(K)
∫
Rd
u2wθ − θ
∫
Rd
u2|σ−1Kx|2wθ . (4.39)
Lemma 4.6 is proven. 
Lemma 4.7. Fix θ ∈ (0, 1). For all u ∈ L2(wθ) such that
∫
Rd u(x)dx = 0 we have
‖σ∇u‖2L2(wθ) > θ(Tr(K) + k) ‖u‖
2
L2(wθ)
, (4.40)
and
〈Lu, u〉L2(wθ) 6 −
kθ
θ(Tr(K) + k)
‖σ∇u‖2L2(wθ) 6 − kθ‖u‖2L2(wθ) , (4.41)
where
kθ = θk − 1− θ
2
Tr(K) . (4.42)
Note that this result is consistent with the case θ = 1, where the optimal rate is k, and
that kθ > 0 when θ >
Tr(K)
Tr(K)+2k .
Proof of Lemma 4.7. Consider θ1, θ2 ∈ (0, 1) and u ∈ L2(wθ1) such that
∫
Rd u(x)dx = 0.
A straightforward calculation gives
〈Lθ2u, u〉L2(wθ1 ) = −‖σ∇u‖
2
L2(wθ1 )
+ (θ2 − θ1)
∫
Rd
u∇u ·Kxwθ1
+ θ2Tr(K)‖u‖2L2(wθ1 ) . (4.43)
In the particular case of θ2 = θ1 = θ, this boils down to
〈Lθu, u〉L2(wθ) = −‖σ∇u‖2L2(wθ) + θTr(K) ‖u‖
2
L2(wθ)
, (4.44)
and combining this with (4.34), we obtain the Poincare´ inequality (4.40). Now going back
to (4.43), with θ2 = 1 and θ1 = θ and using (4.37),
〈Lθu, u〉L2(wθ) = −‖σ∇u‖2L2(wθ) −
θ
2
(1− θ) ∥∥σ−1Kxu∥∥2
L2(wθ)
+
1 + θ
2
Tr(K)‖u‖2L2(wθ) . (4.45)
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It remains to remark from (4.40) that
− ‖σ∇u‖2L2(wθ) +
1 + θ
2
Tr(K)‖u‖2L2(wθ) 6 −
(
1− 1 + θ
2θ
Tr(K)
Tr(K) + k
)
‖σ∇u‖2L2(wθ)
= −2θk − (1− θ)Tr(K)
2θ(Tr(K) + k)
‖σ∇u‖2L2(wθ) . (4.46)
The second inequality in (4.41) is again a consequence of (4.40). 
Lemma 4.8. Fix θ ∈ (0, 1). For all vj ∈ L2(wθ) satisfying the equalities
∫
Rd vj(x)dx = 0,∫
Rd xjvj(x)dx = 0 and
∫
Rd x
n
i vj(x)dx = 0 for i 6= j and n > 1,
‖σ∇vj‖2L2(wθ) > θ(Tr(K) + kj) ‖vj‖
2
L2(wθ)
, (4.47)
and
〈Ujvj , vj〉L2(wθ) 6 −
k′θ
θ(Tr(K) + 2k)
‖σ∇vj‖2L2(wθ) −
kθ(1− θ)
2σ¯
‖xvj‖2L2(wθ)
6 − k′θ‖vj‖2L2(wθ) −
kθ(1− θ)
2σ¯
‖xvj‖2L2(wθ) (4.48)
where k′θ is given by
k′θ = (2θ − 1)k −
1− θ
2
Tr(K) . (4.49)
Note that again this result is consistent with the case θ = 1, where the optimal rate
(for j such that kj = k) is k, and that k
′
θ > 0 when θ >
Tr(K)+2k
Tr(K)+4k .
Proof of Lemma 4.8. The Poincare´ inequality (4.47) is a consequence of (4.44) and the
fact that for vj satisfying the hypotheses of the Lemma, we have (recall (4.33) and the
fact that the eigenvectors are constructed with Hermite polynomials)
〈Lθvj , vj〉L2(wθ) 6 − 2θkj‖vj‖2L2(wθ) . (4.50)
From (4.45), we obtain
〈Ujvj , vj〉L2(wθ) = 〈Lvj , vj〉L2(wθ) + kj ‖vj‖L2(wθ)
= −‖σ∇vj‖2L2(wθ) −
θ
2
(1− θ)‖σ−1Kxvj‖2L2(wθ)
+
(
1 + θ
2
Tr(K) + kj
)
‖vj‖2L2(wθ) . (4.51)
Hence, we deduce (4.48) by two successive applications of (4.47) to the previous inequality.

Regularity of the solution of (4.4). Recall the definition of ε in (2.9).
Proposition 4.9. Fix α and β such that 0 < β < β + 2ε < α < 1. Suppose that (4.4)
is endowed with an initial condition (p0,m0) ∈ P2 × Rd such that p0 admits a density
w.r.t. Lebesgue measure (that is renamed as p0 with a slight abuse of notations) satisfying
p0 ∈ L2(wα). Then, for all δ > 0, for all t > 0, pt(dx) admits a density pt(x)dx such that
p ∈ L2((0, T ), H1(wα)) for all T > 0. If moreover p0 ∈ H1(wβ), then for all i = 1, . . . , d,
∂xip ∈ L2((0, T ), H1(wβ)) for all T > 0.
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Proof of Lemma 4.9. Anticipating on the end of the proof, the point of the following is
to construct a regular probability solution t 7→ νt to the first equation of (4.4) with the
nonlinearity frozen equal to mt = m
p0,m0
t . By Remark 4.5, it is equal to p
p0,m0
t . Hence,
we will have proven that pp0,m0t is regular.
We rely on classical ideas, following in particular [40]. Consider a regular plateau
function χ(·) on [0,+∞), namely χ(x) = 1 for x ∈ [0, 1], χ(x) = 0 for x > 2 and decreasing
on [1, 2]. Define finally for R > 0, χR(x) = χ(|x|2/R) and FR(x) = Ft(x)χR(x+mt). For
every t > 0, R > 1, introduce the linear operator Qt,R
−Qt,Ru = Lu+ m˙t · ∇u− δ∇ · (u(FR + h(mt)) . (4.52)
A straightforward calculation leads to
〈Qt,Ru, v〉L2(wα) =
∫
Rd
∇u · σ2∇v wα − (1− α)
∫
Rd
∇u ·Kxv wα
− Tr(K)
∫
Rd
uv wα − m˙t ·
∫
Rd
∇uvwα + δ
∫
Rd
∇u · (FR + h(mt))v wα
+ δ
∫
Rd
uv∇ · (FR + h(mt))wα. (4.53)
Fix a finite time horizon T > 0. Using (4.36), the fact that h is bounded (see Section 4.1)
and supt∈[0,T ] |m˙t| < +∞ (recall (4.10)), it is easy to see that, for t ∈ [0, T ],∣∣〈Qt,Ru, v〉L2(wα)∣∣ 6 CT,R‖u‖H1(wα)‖v‖H1(wα) . (4.54)
Let us now show that Qt,R is coercive, by finding a lower bound for 〈Qt,Ru, u〉L2(wα). The
constants appearing in this lower bound will not depend on R, which will be crucial to
take the limit R→∞. Note that the following integration by parts formula is true:∫
Rd
∇u · FRuwα = −
∫
Rd
uFR · ∇uwα −
∫
Rd
u2∇ · FRwα − α
∫
Rd
u2FR ·Kσ−2xwα, (4.55)
so that ∫
Rd
∇u · FRuwα = −1
2
∫
Rd
u2(∇ · FRwα + αFR ·Kσ−2x)wα. (4.56)
Using also (4.37), we obtain
〈Qt,Ru, u〉L2(wα) = ‖σ∇u‖2L2(wα) +
α
2
(1− α)‖σ−1Kxu‖2L2(wα) −
1 + α
2
Tr(K)‖u‖2L2(wα)
− α
2
(δh(mt)− m˙t) ·
∫
Rd
Kσ−2xu2wα − δ
2
∫
Rd
u2(αFR ·Kσ−2x−∇ · FR)wα . (4.57)
Note that, by (4.8) and the assumptions on h, we have
α
2
|δh(mt)− m˙t| 6 C1 , (4.58)
for some positive constant C1 = C1(δ, T ) independent of R. Moreover we have
αFR(x) ·Kσ−2x−∇ · FR(x) = χR(x+mt)(αF (x+mt) ·Kσ−2(x+mt)
−∇ · F (x+mt)− F (x+mt) ·Kσ−2mt)− 2
R
χ′
( |x|2
R
)
x · F (x) , (4.59)
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so that, using (2.7), (2.8), (4.8) and the fact that χ′ 6 0, there exists a constant C2 > 0
(independent of R) such that for all R > 1,
αFR(x) ·Kσ−2x−∇ · FR(x) 6 C2
(
χR(x)− 2
R
χ′
( |x|2
R
))
6 C2
(
1 + 2
∥∥χ′∥∥∞) .
Consequently,
〈Qt,Ru, u〉L2(wα) > ‖σ∇u‖2L2(wα) +
∫
Rd
u2
(α
2
(1− α)|σ−1Kx|2 − C1 |x|
)
wα
− 1
2
(
(1 + α)Tr(K) + δC2
(
1 + 2
∥∥χ′∥∥∞)) ∫
Rd
u2wα . (4.60)
Since α < 1 by assumption, we deduce that there exist C3 > 0 and C4 > 0 that depend
on α, δ but not on R such that
〈Qt,Ru, u〉L2(wα) > C3‖∇u‖2L2(wα) − C4‖u‖2L2(wα) . (4.61)
Then the Lions Theorem (see [11], Theorem X.9) implies that there exists a unique νR
such that, for all T > 0,
νR ∈ L2((0, T ), H1(wα)) ∩ C([0, T ], L2(wα)) with d
dt
νR ∈ L2((0, T ), H−1(wα)) ,
such that νR0 = p0 and for any v ∈ H1(wα) and almost every t ∈ [0, T ],〈
d
dt
νRt , v
〉
L2(wα)
+
〈
Qt,R ν
R
t , v
〉
L2(wα)
= 0 . (4.62)
The fact that the positivity of the solution νR is conserved for t > 0 can be obtained by
regularization arguments (note in particular that since νRt ∈ H1(wα), so does
(
νRt
)
− :=
min
(
νRt , 0
)
and we have ∇ (νRt )− = ∇νRt 1νRt <0, see for example [47], X, Theorem 8).
Our next aim is to get bounds on νR and ddtν
R independent from R. Taking v = νRt
we get for almost every t ∈ [0, T ],
1
2
d
dt
‖νRt ‖2L2(wα) +
〈
Qt,R ν
R
t , ν
R
t
〉
L2(wα)
= 0 , (4.63)
which implies, using (4.61) and Gro¨nwall’s inequality that ‖νRt ‖2L2(wα) 6 eCt‖p0‖2L2(wα)
and ∫ T
0
‖νRt ‖2H1(wα) dt 6 C(T ) ‖p0‖2L2(wα) , (4.64)
where these constants do not depend on R. Consider now a v ∈ H1(wα′) with α′+ 2ε < α
and ‖v‖H1(wα′ ) 6 1. Our first aim is to prove that∣∣∣〈Qt,RνRt , v〉L2(wα′ )∣∣∣ 6 C‖νRt ‖H1(wα)‖v‖H1(wα′ ) , (4.65)
where the constant C does not depend on R. We have, by Lemma 4.6,∣∣∣∣∫
Rd
∇νRt ·Kxv wα′
∣∣∣∣ 6 2α′ ‖σνRt ‖H1(wα′ )‖σv‖H1(wα′ ) , (4.66)
and by (2.9),∣∣∣∣∫
Rd
∇νRt · FRv wα′
∣∣∣∣ 6 ‖∇νRt FR‖L2(wα′ )‖v‖L2(wα′ ) 6 CF ‖νRt ‖H1(wα)‖v‖L2(wα′ ) , (4.67)
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and∣∣∣∣∫
Rd
νRt v∇ · FR wα′
∣∣∣∣ 6 ‖νRt ∇·FR‖L2(wα′ )‖v‖L2(wα′ ) 6 CF ‖νRt ‖H1(wα)‖v‖H2(wα′ ) . (4.68)
So, recalling the decomposition (4.53), (4.65) is indeed satisfied. We deduce that∥∥∥∥ ddtνRt
∥∥∥∥
L2((0,T ),H−1(wα′ ))
6 C‖νRt ‖L2((0,T ),H1(wα)) 6 C ′(T )‖p0‖L2(wα) . (4.69)
We are now ready to apply the Banach-Alaoglu Theorem: from (4.64) and (4.69) we
deduce that there exists a sequence (Rp)p > 0 going to infinity and a ν ∈ L2((0, T ), H1(wα))
with ddtν ∈ L2((0, T ), H−1(wα′)) such that νRp and ddtνRp converge weakly respectively
to ν and ddtν. In particular ν ∈ C([0, T ], L2(wα′)) (see for example Theorem 7.2 of [43]),
and ν ∈ C([0, T ],P2) by continuous inclusion. Moreover for any φ smooth with compact
support ν satisfies thus for all t 6 T∫
Rd
νtφt =
∫
Rd
p0φ0 +
∫ t
0
νs
(
∂tφs +∇ · (σ2∇φs)−
(
Kx+ m˙t − δ(Ft + h(mt))
) · ∇φs)ds ,
(4.70)
and thus it is also satisfied for any φ, C2 with bounded derivatives, by a density argument.
So ν is a weak solution of (4.4), and ν = p by uniqueness.
Suppose now that p0 ∈ H1(wβ). Our first aim is to prove that we have ddtνR ∈
L2((0, T ), L2(wβ)), which means that
d
dt∂iν
R ∈ L2((0, T ), H−1(wβ)) for all i. For the
orthonormal basis (ek) of L
2(wβ) defined in (4.33), we denote for n > 1
νR,nt :=
∑
|j| 6 n
〈νRt , ej〉L2(wβ)ej . (4.71)
For all |j| 6 n we have〈
d
dt
νR,nt , ej
〉
L2(wβ)
=
〈
d
dt
νRt , ej
〉
L2(wβ)
= − 〈Qt,RνRt , ej〉L2(wβ)
=
〈LβνRt , ej〉L2(wβ) − 〈At,RνRt , ej〉L2(wβ)
=
〈
LβνR,nt , ej
〉
L2(wβ)
− 〈At,RνRt , ej〉L2(wβ) , (4.72)
where At,R = Qt,R +Lβ and we have used the fact that the ej ’s are eigenvalues of Lβ. So,
since ddtν
R,n
t ∈ Span(ej)|j| 6 n, we have〈
d
dt
νR,nt ,
d
dt
νR,nt
〉
L2(wβ)
=
〈
LβνR,nt ,
d
dt
νR,nt
〉
L2(wβ)
−
〈
At,Rν
R
t ,
d
dt
νR,nt
〉
L2(wβ)
.
(4.73)
But on one hand, we have〈
LβνR,nt ,
d
dt
νR,nt
〉
L2(wβ)
= −
∫
Rd
∇νR,nt · σ2∇
(
d
dt
νR,nt
)
wβ = −1
2
d
dt
‖σ∇νR,nt ‖2L2(wβ) ,
(4.74)
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and on the other hand∣∣∣∣∣
〈
At,Rν
R
t ,
d
dt
νR,nt
〉
L2(wβ)
∣∣∣∣∣ 6 CT(‖νRt ‖L2(wβ) + ‖∇νRt ‖L2(wβ) + ‖x∇νRt ‖L2(wβ)
+ ‖FR · ∇νRt ‖L2(wβ) + ‖∇ · FRνRt ‖L2(wβ)
)∥∥∥∥ ddtνR,nt
∥∥∥∥
L2(wβ)
6 CF,T ‖νRt ‖H1(wα)
∥∥∥∥ ddtνR,nt
∥∥∥∥
L2(wβ)
, (4.75)
where we have used in particular (2.9) and the fact that β + 2ε < α. This means that∥∥∥∥ ddtνR,nt
∥∥∥∥2
L2(wβ)
6 − 1
2
d
dt
‖σ∇νR,nt ‖2L2(wβ) + C ′F,T ‖νRt ‖2H1(wα) +
1
2
∥∥∥∥ ddtνR,nt
∥∥∥∥2
L2(wβ)
,
(4.76)
and after a time integration we obtain∫ T
0
∥∥∥∥ ddtνR,nt
∥∥∥∥2
L2(wβ)
dt 6 ‖p0‖2H1(wβ) + 2C ′F,T
∫ T
0
‖νRt ‖2H1(wα) dt , (4.77)
and, recalling (4.64) and taking n going to infinity, that ddtν
R ∈ L2((0, T ), L2(wβ)), with∥∥∥∥ ddtνR
∥∥∥∥
L2((0,T ),L2(wβ))
6 C ′F,T
(
‖p0‖H1(wβ) + ‖p0‖L2(wα)
)
, (4.78)
where C ′F,T does not depend on R.
Let us now prove that νR ∈ L2((0, T ), H20 (wβ)). Here we define H20 (wβ) as
H20 (wβ) :=
{
u ∈ L2(wβ) :
∫
Rd
u = 0 and 〈Lβu,Lβu〉L2(wβ) <∞
}
. (4.79)
Remark in particular that there exists Cβ > 0 such that if u ∈ H20 (wβ), then
‖∂iu‖H1(wβ) 6 Cβ‖u‖H20 (wβ) . (4.80)
Indeed, if u admits the decomposition u =
∑
j ujej , then ∂iu =
∑
j uj∂iek, and we have
∂iej = ∂i(ψjw−β) = −β kj
σ2j
xjej +
√
ji
√
β
kj
σ2j
ej˘i = −
√
ji + 1
√
β
kj
σ2j
ejˆi , (4.81)
where we used the notation j˘i = (j1, . . . , ji−1, ji − 1, ji+1, . . . , jd), jˆi = (j1, . . . , ji−1, ji +
1, ji+1, . . . , jd) and relied on (4.29) and the fact that for the Hermite polynomials Hn we
have H ′n(x) =
√
nHn(x) and xHn(x) =
√
n+ 1Hn+1(x) +
√
nHn−1(x). Then we have,
since
∫
Rd ∂iu = 0,
‖∂iu‖2H1(wβ) 6 Cβ
∑
j
λj‖ej‖L2(wβ)u2k 6 C ′β
∑
j
λ2ju
2
k = C
′
β‖u‖2H20 (wβ) . (4.82)
Now for all vt smooth, (4.62) can be rewritten as
〈LνRt , vt〉L2(wβ) =
〈
d
dt
νRt +At,Rν
R
t , vt
〉
L2(wβ)
, (4.83)
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so that∣∣∣∣∫ T
0
〈LνRt , vt〉L2(wβ)
∣∣∣∣ 6 ∥∥∥∥ ddtνRt +At,RνRt
∥∥∥∥
L2((0,T ),L2(wβ))
‖v‖L2((0,T ),L2(wβ)) . (4.84)
But similar arguments as the ones used for example to obtain (4.75), we get∥∥At,RνRt ∥∥L2((0,T ),L2(wβ)) 6 CF,T ∥∥νRt ∥∥L2((0,T ),H1(wα)) 6 C ′F,T ‖p0‖L2(wα) , (4.85)
where for the last inequality we relied on (4.64). So recalling also (4.78), we get∣∣∣∣∫ T
0
〈LνRt , vt〉L2(wβ)
∣∣∣∣ 6 C ′′F,T (‖p0‖H1(wβ) + ‖p0‖L2(wα)) ‖v‖L2((0,T ),L2(wβ)) , (4.86)
and we deduce that νR ∈ L2((0, T ), H20 (wβ)), with
‖νR‖L2((0,T ),H20 (wβ)) 6 C
′′
F,T
(
‖p0‖H1(wβ) + ‖p0‖L2(wα)
)
. (4.87)
Here C ′′F,T does not depend on R, and taking R going to infinity along sub-sequences shows
that this last bound is also valid for p. Remark that using integration by parts, we obtain
for all v smooth with compact support,〈
d
dt
∂iν
R
t , v
〉
L2((0,T ),L2(wβ))
+
〈
Bt,R,i ∂iν
R
t , v
〉
L2((0,T ),L2(wβ))
= −δ 〈∇ · (∂iFt pt), v〉L2((0,T ),L2(wβ)) , (4.88)
where
Bt,R,iu = −Uiu−∇ ·
((
m˙t − δFt − δh(mt)
)
u
)
. (4.89)
Since 〈BR,t,iu, v〉L2((0,T ),L2(wβ)) 6 CR,T ‖u‖L2((0,T ),H1(wβ))‖v‖L2((0,T ),H1(wβ)) and ddt∂iνR
and ∇· (∂iFt pt) are elements of L2((0, T ), H−1(wβ)), by a density argument we obtain for
almost all t ∈ [0, T ],
d
dt
‖∂iνRt ‖2L2(wβ) + 〈Bt,R ∂iνRt , ∂iνRt 〉L2(wβ) = 〈∇ · (∂iFt pt), ∂iνRt 〉L2(wβ) . (4.90)

Remark 4.10. We make in the following an abuse of notations, i.e. write terms of the
type ddt‖pt‖2L2(w−α) even if we have not define them properly as in Lemma 4.9. These terms
are in fact well defined for the process νR for all R (see for example (4.63) and (4.90)),
and the bounds we will obtain will be independent of R, so will be satisfied by p at the limit
R → ∞. So for simplicity we will drop the dependency in R in our notations and write
all these expressions with respect to p.
5. Persistence of the invariant manifold
5.1. Uniform estimates. Recall the definition of the exponent ε appearing in the expo-
nential bound on F in (2.9) and the hypothesis (2.12). We now define
α := 1− ε, β := 1− 4ε, γ := 1− 7ε, and γ′ := 1− 10ε . (5.1)
The assumption (2.12) ensures that the following conditions are satisfied:
Tr(K) + 2k
Tr(K) + 4k
< γ′ < γ′ + 2ε < γ < γ + 2ε < β < β + 2ε < α < 1 . (5.2)
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Remark 5.1. We will use the constants α and β in the present section: L2(wα) for
the control of the proximity of the solution p to the first equation of (4.4) to the Gaussian
measure q0,σ2K−1 (see Lemma 5.3 below) and L
2(wβ) for the control of the spatial derivative
of p (see Lemma 5.4). These two spaces are the core of the construction of the fixed-point
procedure exposed in Section 5.3. The constants γ and γ′ are the counterparts of α and β
in order to establish the C1-regularity of the invariant manifold constructed in Section 5
(see Section 6).
The lower bound Tr(K)+2kTr(K)+4k in (5.2) is here to ensure that both kι and k
′
ι (defined respec-
tively in (4.42) and (4.49)) are strictly positive for any ι ∈ {α, β, γ, γ′}. Note also that,
under the hypothesis (2.12) on ε together with (5.1), we have 2ε < ι for any ι ∈ {α, β, γ, γ′}
(which entails, by (2.9), that F ∈ L2(w−ι)) as well as α+ 2ε < 2 (which entails that q0F
and ∇(q0F ) belong to L2(wα)). These properties will be used continuously in the following.
The point of the following results is to prove proximity estimates on p, solution to the
centered PDE (4.4).
Lemma 5.2. Let α given by (5.1). For all T > 0, there exist δ1 = δ1(T ) > 0 and
κ1 = κ1(T ) > 0 such that if we define for all m ∈ Rd:
E(m) = E(m,κ1) :=
{
p ∈ P2 :
∫
Rd
xp(dx) = 0 and
∫
Rd
wα(x−m)p(dx) 6 κ1
}
,
(5.3)
then for all 0 6 δ 6 δ1 the following holds:
sup
|m0| 6 3L
sup
p0∈E(m0)
sup
t∈[0,2T ]
|mp0,m0t | 6 4L , (5.4)
and
sup
|m0| 6 3L
sup
p0∈E(m0)
sup
t∈[0,2T ]
∫
Rd
wα(x−mp0,m0t )pp0,m0t (dx) 6 κ1 . (5.5)
Proof of Lemma 5.2. We restrict ourselves to δ ∈ [0, δ0] where δ0 > 0 is a fixed arbitrary
constant. Let µ0(·) = p0(·−m0), X0 with distribution µ0 and consider {Xt}t∈[0,2T ] solution
to (4.2). Let t1 be defined as
t1 = inf{t ∈ (0, 2T ] : |mt| > 4L} . (5.6)
By continuity we have t1 > 0. Moreover for any t 6 t1 we obtain, by (4.9), that
E[wα(Xt)] 6 max(E[wα(X0)], κ0(4L, δ0)), where κ0 is given in (4.21). Choosing κ1 :=
κ0(4L, δ0), by the exponential bound (2.9) on F and since α > ε (recall (5.2)),
|〈µt , F 〉| = E [F (Xt)] 6 CFE [wα(Xt)] 6 CFκ1 , (5.7)
for all t 6 t1. Hence, since mt is solution of (4.4), we obtain that |m˙t| 6 δ (‖h‖∞ + CFκ1)
for all t 6 t1, so that |mt| 6 |m0| + 2Tδ (‖h‖∞ + CFκ1). For the choice of δ1 :=
min
(
L
2T (‖h‖∞+CF κ1) , δ0
)
, |mt| 6 4L for all t 6 t1, so that t1 = 2T and Lemma 5.2 is
proven. 
Lemma 5.3. Let α given by (5.1). For all T > 0, there exist δ2 = δ2(T ) > 0 and
κ2 = κ2(T ) > 0 such that if we define for all m ∈ Rd (recall (5.3))
F(m) = F(m, δ, κ1, κ2) := E(m,κ1) ∩
{
p ∈ P2 : ‖p− q0‖L2(wα) 6 κ2δ
}
, (5.8)
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then for all δ ∈ [0, δ2], the following holds:
sup
|m0| 6 3L
sup
p0∈F(m0)
sup
t∈[0,2T ]
‖pp0,m0t − q0‖L2(wα) 6 κ2δ. (5.9)
Proof of Lemma 5.3. We place ourselves in the framework of Lemma 5.2 and consider
δ 6 δ1. For simplicity, we denote pt = pp0,m0t and mt = m
p0,m0
t . The process pt − q0
satisfies
∂t(pt − q0) = L(pt − q0) +∇ · (ptm˙t)− δ∇ ·
(
ptFt
)− δ∇ · (pth(mt)) , (5.10)
so that (recall Remark 4.10),
1
2
d
dt
‖pt − q0‖2L2(wα) = 〈L(pt − q0), (pt − q0)〉L2(wα)
+ (m˙t − δh(mt)) ·
(∫
Rd
(pt − q0)∇(pt − q0)wα +
∫
Rd
(pt − q0)∇q0wα
)
− δ
∫
Rd
(pt − q0)∇ · (Ft(pt − q0))wα
− δ
∫
Rd
(pt − q0)∇ · (q0Ft)wα . (5.11)
By integration by parts, we obtain
− δ
∫
Rd
(pt− q0)∇ · (Ft(pt− q0))wα = δ
2
∫
Rd
(pt− q0)2
(
αFt ·Kσ−2x−∇ · Ft
)
wα , (5.12)
and since from Lemma 5.2 we have |mt| 6 4L on [0, 2T ], by hypotheses (2.7) and (2.8),
there exists a constant C = Cα,T > 0, independent of δ such that
−δ
∫
Rd
(pt − q0)∇ · (Ft(pt − q0))wα 6 Cδ ‖pt − q0‖2L2(wα) .
Using in particular (4.40), we have moreover the bounds, for a constant Cα,σ > 0,∣∣∣∣∫
Rd
(pt − q0)∇(pt − q0)wα
∣∣∣∣ 6 Cα,σ‖∇(pt − q0)‖2L2(wα) , (5.13)∣∣∣∣∫
Rd
(pt − q0)∇q0wα
∣∣∣∣ 6 ‖pt − q0‖L2(wα)‖∇q0‖L2(wα) , (5.14)
and ∣∣∣∣∫
Rd
(pt − q0)∇ · (q0Ft)wα
∣∣∣∣ 6 ‖pt − q0‖L2(wα)‖∇ · (q0Ft)‖L2(wα) . (5.15)
The exponential control (2.9) on F , Lemma 4.7, Lemma 5.2 and the definition of α in
(5.1) imply that ∇q0 and ∇ · (q0Ft) are elements of L2(wα), uniformly in t ∈ [0, 2T ]. By
(4.4) and the definition of h in Section 4.1, we have by the same arguments that m˙t is
uniformly bounded by δ(CFκ1 +Ch). Putting all these estimates together, we obtain, for
constants c, c′, C > 0 (depending in particular on T and F ),
1
2
d
dt
‖pt−q0‖2L2(wα) 6 −
(
kα
α(Tr(K) + k)
− cδ
)
‖σ∇(pt−q0)‖2L2(wα) +Cδ‖pt−q0‖L2(wα)
6 − (kα − c′δ)‖pt − q0‖2L2(wα) + Cδ‖pt − q0‖L2(wα) , (5.16)
where kα is defined in (4.42) (recall Remark 5.1 so that in particular kα > 0). This
concludes the proof of Lemma 5.3, with δ2 = min
(
kα
2c′ , δ1
)
and κ2 =
2C
kα
. 
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The following lemma is the equivalent of Lemma 5.3 for the control of the gradient of p:
Lemma 5.4. Fix α, β as in (5.1). For every T > 0, there exist δ3 = δ3(T ) > 0 and
κ3 = κ3(T ) > 0 such that if we define for all m ∈ Rd (recall (5.8))
G(m) = G(m, δ, κ1, κ2, κ3)
:= F(m, δ, κ1, κ2) ∩
{
p ∈ P2 : ‖∇(p− q0)‖2L2(wβ) 6 κ3δ
}
, (5.17)
then, for all 0 6 δ 6 δ3, the following holds:
sup
|m0| 6 3L
sup
p0∈G(m0)
sup
t∈[0,2T ]
‖∇ (pp0,m0t − q0)‖L2(wβ) 6 κ3δ . (5.18)
Proof of Lemma 5.4. We place ourselves in the framework of Lemma 5.3 and suppose
that δ 6 δ2. We denote pt = pp0,m0t and mt = m
p0,m0
t and fix j = 1, . . . , d. Then
`
(j)
t := ∂xj (pt − q0) is a weak solution to
∂t`
(j)
t = Uj`(j)t +∇ · (∂xjpt(m˙t − δh(mt)))− δ∇ ·
(
∂xj (ptFt)
)
, (5.19)
where we recall the definition of the operator Uj in (4.25). Then (Remark 4.10),
1
2
d
dt
∥∥∥`(j)t ∥∥∥2
L2(wβ)
=
〈
Uj`(j)t , `(j)t
〉
L2(wβ)
+
∫
∇ · (∂xjpt(m˙t − δh(mt)))`(j)t wβ
− δ
∫
∇ · (∂xj (ptFt))`(j)t wβ, (5.20)
which gives by integration by parts,
1
2
d
dt
∥∥∥`(j)t ∥∥∥2
L2(wβ)
=
〈
Uj`(j)t , `(j)t
〉
L2(wβ)
− (m˙t − δh(mt)) ·
(
β
2
∫ (
`
(j)
t
)2
Kσ−2xwβ −
∫
`
(j)
t ∇(∂xjq0)wβ
)
+
δ
2
∫ (
`
(j)
t
)2 (
βFt ·Kσ−2x−∇ · Ft
)
wβ − δ
d∑
l=1
∫
`
(j)
t `
(l)
t ∂xjF
(l)
t wβ
− δ
∫
`
(j)
t (pt − q0)∇ ·
(
∂xjFt
)
wβ − δ
∫
∇ · [∂xj (q0Ft)] `(j)t wβ,
=: L
(1)
t + L
(2)
t + L
(3)
t + L
(4)
t . (5.21)
Let us treat the different terms in (5.21) apart: since
∫
Rd `
(j)
t (x)dx = 0,
∫
xj`
(j)
t (x) = 0
and
∫
Rd x
n
i `
(j)
t = 0 for n > 1, one has by Lemma 4.8
L
(1)
t =
〈
Uj`(j)t , `(j)t
〉
L2(wβ)
6 − k′β‖`(j)t ‖2L2(wβ) −
kβ(1− β)
2σ¯
‖x`(j)t ‖2L2(wβ) , (5.22)
Moreover by (4.4), (4.9),
L
(2)
t 6 C1δ
(∥∥∥x`(j)t ∥∥∥2
L2(wβ)
+
∥∥∥`(j)t ∥∥∥
L2(wβ)
∥∥∇∂xjq0∥∥L2(wβ)
)
, (5.23)
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for some C1 > 0 and where
∥∥∇∂xjq0∥∥L2(wβ) is bounded since β < 1 (recall (5.2)). Con-
cerning L
(3)
t , we have
L
(3)
t 6
δ
2
∫ (
`
(j)
t
)2 (
βFt ·Kσ−2x−∇ · Ft
)
wβ +
δ
2
d∑
l=1
∫ (
`
(j)
t
)2 ∣∣∣∂xjF (l)t ∣∣∣wβ
+
δ
2
d∑
l=1
∫ (
`
(l)
t
)2 ∣∣∣∂xjF (l)t ∣∣∣wβ,
=
δ
2
∫ (
`
(j)
t
)2 (
βFt ·Kσ−2x−∇ · Ft +
∣∣∂xjFt∣∣1)wβ + δ2
d∑
l=1
∫ (
`
(l)
t
)2 ∣∣∣∂xjF (l)t ∣∣∣wβ,
(5.24)
for |u|1 := |u1|+ . . .+ |ud|. Lastly,
L
(4)
t 6 δ
∫ ∣∣∣`(j)t (pt − q0)∇ · (∂xjFt)∣∣∣wβ + δ ∫ ∣∣∣`(j)t ∣∣∣ ∣∣∇ · [∂xj (q0Ft)]∣∣wβ,
6 δ
∥∥∥`(j)t ∥∥∥
L2(wβ)
(∥∥(pt − q0)∇ · (∂xjFt)∥∥L2(wβ) + ∥∥∇ · [∂xj (q0Ft)]∥∥L2(wβ)) . (5.25)
By (2.9), we have
∥∥(pt − q0)∇ · (∂xjFt)∥∥2L2(wβ) = d∑
l=1
∫
(pt(x)− q0(x))2
∣∣∣∂2xjxlF (l)(x+mt)∣∣∣2 eβ2 x·Kσ−2xdx
6 dC2F
∫
(pt(x)− q0(x))2 exp
(
1
2
(
2ε(x−mt) ·Kσ−2(x−mt) + βx ·Kσ−2x
))
dx
6 dC2F e
Tr(Kσ−2)
(
1+ 1
ζ
ε
)
(4L)2
∫
(pt(x)− q0(x))2wα(x)dx <∞ , (5.26)
where we have used Lemma 5.2, Lemma 5.3, and where ζ > 0 has been chosen such that
β+ 2ε(1 + ζ) 6 α (possible since β+ 2ε < α, by (5.2)). In a similar way, since β+ 2ε < 1,
using again (2.9),
∥∥∇ · [∂xj (q0Ft)]∥∥2L2(wβ) = d∑
l=1
∫ ∣∣∣∂xlxj (q0F (l)t )∣∣∣2 eβ2 x·Kσ−2xdx < ∞ . (5.27)
Gathering the previous estimates (5.22), (5.23), (5.24) and (5.25) into (5.21), we obtain,
for some constant C > 0 (that does not depend on j),
1
2
d
dt
∥∥∥`(j)t ∥∥∥2
L2(wβ)
6 − (k′β − Cδ) ‖`(j)t ‖2L2(wβ) − (kβ(1− β)2σ¯ − Cδ
)
‖x`(j)t ‖2L2(wβ)
+ δC
∥∥∥`(j)t ∥∥∥
L2(wβ)
+
δ
2
∫ (
`
(j)
t
)2 (
βFt · x−∇ · Ft +
∣∣∂xjFt∣∣1)wβ
+
δ
2
d∑
l=1
∫ (
`
(l)
t
)2 ∣∣∣∂xjF (l)t ∣∣∣wβ . (5.28)
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Let St :=
∑d
j=1
∥∥∥`(j)t ∥∥∥2
L2(wβ)
. Choosing δ > 0 small enough such that kβ(1−β)2σ¯ − Cδ > 0
and summing over j = 1, . . . , d in the previous inequality leads to
1
2
d
dt
St 6 −
(
k′β − Cδ
)
St + δC
d∑
j=1
∥∥∥`(j)t ∥∥∥
L2(wβ)
+
δ
2
∫ d∑
j=1
(
`
(j)
t
)2(
βFt ·Kσ−2x−∇ · Ft +
∣∣∂xjFt∣∣1 + d∑
l=1
∣∣∣∂xlF (j)t ∣∣∣
)
wβ . (5.29)
Recalling the hypothesis (2.8), the term in the second line is in fact bounded by C ′St for
some C ′ > 0, and we have
1
2
d
dt
St 6 −
(
k′β − (C + C ′)δ
)
St + δC
√
d
√
St, (5.30)
so that the result holds for δ3 := min
(
δ2,
kβ(1−β)
4σ¯C ,
k′β
2(C+C′)
)
and κ3 :=
2C
√
d
k′β
, by Lemma A.2.

5.2. Lipschitz-continuity close to M0.
Lemma 5.5. Fix α, β as in (5.1). For every T > 0, there exist δ4 = δ4(T ) > 0 and
κ4 = κ4(T ) > 0 such that for all 0 6 δ 6 δ4, mi0 ∈ Rd with |mi0| 6 3L (i = 1, 2) and all
pi0 ∈ F(mi, δ, κ1, κ2), we have for all t 6 2T , denoting pit = pp
i
0,m
i
0
t :∥∥p1t − p2t∥∥2L2(wβ) 6 max
(∥∥p10 − p20∥∥2L2(wβ) , κ4 sups 6 t ∣∣m1s −m2s∣∣2 δ
)
, (5.31)
and ∥∥p1t − p2t∥∥2L2(wβ) 6 e−χ(δ)t ∥∥p10 − p20∥∥2L2(wβ) + κ4 sups 6 t ∣∣m1s −m2s∣∣2 δ , (5.32)
where, for some constant c1 > 0 depending on F , L, h and T ,
χ(δ) := kβ − c1δ . (5.33)
Proof of Lemma 5.5. We suppose in this proof that δ 6 δ2 (recall Lemma 5.3). Define
pit := p
1
t − p2t . Recall that pit, i = 1, 2, solves
∂tp
i
t = σ
2Lpit + δ∇ ·
(
pit
(
m˙it − h(mit)− F it
) )
= σ2Lpit + δ∇ ·
(
pit
(〈pit , F it 〉 − F it ) ) , (5.34)
for F it (x) := F (x+m
i
t). Hence, noting that 〈pit , F it 〉 = 〈µit , F 〉 where µit is the solution to
(4.3) with initial condition pi0(· −mi0), and using the notation F 12t := F 1t − F 2t , we have
∂tpit = Lpit − δ∇ ·
(
pit
(
F 1t −
〈
µ1t , F
〉) ) − δ∇ · (p2t (F 12t − 〈µ1t − µ2t , F〉) ) , (5.35)
which leads to
1
2
d
dt
‖pit‖2L2(wβ) = 〈Lpit , pit〉L2(wβ) − δ
〈∇ · (pit(F 1t − 〈µ1t , F〉)) , pit〉L2(wβ)
− δ 〈∇ · (p2t (F 12t − 〈µ1t − µ2t , F〉)) , pit〉L2(wβ) . (5.36)
Let us treat the different terms appearing in (5.36). Using Lemma 4.7, we have
〈Lpit , pit〉L2(wβ) 6 −
kβ
β(Tr(K) + k)
‖σ∇pit‖2L2(wβ) . (5.37)
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Moreover, by a integration by parts (see for example (4.56)), hypotheses (2.7) and (2.8),
Lemma 5.2 and Lemma 4.7, we obtain for some C > 0
− δ 〈∇ · (pit(F 1t − 〈µ1t , F〉)) , pit〉L2(wβ)
=
δ
2
∫
Rd
|pit|2
(
βF 1t ·Kσ−2x−∇ · F 1t − β
〈
µ1t , F
〉 ·Kσ−2x)wβ
6 Cδ‖∇pit‖2L2(wβ) . (5.38)
Lastly, we have the decomposition
− δ 〈∇ · (p2t (F 12t − 〈µ1t − µ2t , F〉)) , pit〉L2(wβ)
= δ
∫
Rd
p2t
{
F 12t −
〈
µ1t − µ2t , F
〉} · ∇pitwβ
+ δβ
∫
Rd
p2tpit
{
F 12t −
〈
µ1t − µ2t , F
〉} ·Kσ−2xwβ , (5.39)
and the following estimates :∫
Rd
p2t
(
F 12t −
〈
µ1t − µ2t , F
〉) · ∇pitwβ
6 ‖∇pit‖L2(wβ)
(∥∥p2tF 12t ∥∥L2(wβ) + ∣∣〈µ1t − µ2t , F〉∣∣ ∥∥p2t∥∥L2(wβ)) , (5.40)
and∫
Rd
p2tpit
{
F 1t − F 2t −
〈
µ1t − µ2t , F
〉} · xwβ
6 ‖pit‖L2(wβ)
(∥∥p2tF 12t ·Kσ−2x∥∥L2(wβ) + ∣∣〈µ1t − µ2t , F〉∣∣ ∥∥Kσ−2xp2t∥∥L2(wβ)) . (5.41)
Let us now treat the different terms appearing in the right hand side of these last two
estimates. We have, by Lemma 5.2, Lemma 5.3 and the fact that β + 2ε < α (as it has
been done in (5.26)):∥∥p2tF 12t · x∥∥2L2(wβ) 6
∫
Rd
∣∣p2t (x)∣∣2 ∣∣F (x+m1t )− F (x+m2t )∣∣2 |x|2wβ(x)dx,
6 C2F
∣∣m1t −m2t ∣∣2 ∫
Rd
∣∣p2t (x)∣∣2 ∣∣wε(x−m1t ) + wε(x−m2t )∣∣2 |x|2wβ(x)dx,
6 CF,r
∣∣m1t −m2t ∣∣2 ∥∥p2t∥∥2L2(wα) 6 C ′F,r ∣∣m1t −m2t ∣∣2 . (5.42)
The same type of estimate can be obtained for
∥∥p2tF 12t ∥∥L2(wβ). Moreover, we have∣∣〈µ1t − µ2t , F〉∣∣ 6 ∫
Rd
∣∣F (x+m1t )∣∣ |pit(x)|dx+ ∫
Rd
∣∣F 12t (x)∣∣ p2t (x)dx . (5.43)
On one hand, by (5.2), we have β > 2ε so that∫
Rd
∣∣F (x+m1t )∣∣ |pit(x)|dx 6 (∫
Rd
∣∣F (x+m1t )∣∣2w−β(x)dx) 12 ‖pit‖L2(wβ)
6 C ‖pit‖L2(wβ) , (5.44)
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and on the other hand, by Hypothesis (2.9), Lemma 5.2, Lemma 5.3 and the fact that
2ε < α,∫
Rd
∣∣F 12t (x)∣∣ p2t (x)dx 6 ∣∣m1t −m2t ∣∣ ∫
Rd
sup
z∈[x+m1t ,x+m2t ]
|DF (z)| p2t (x)dx
6 CF
∣∣m1t −m2t ∣∣ ∫
Rd
(
wε(x+m
1
t ) + wε(x+m
2
t )
)
p2t (x)dx
6 CF,r
∣∣m1t −m2t ∣∣ ∥∥p2t∥∥L2(wα) 6 C ′F,r ∣∣m1t −m2t ∣∣ , (5.45)
so that (5.43) becomes∣∣〈µ1t − µ2t , F〉∣∣ 6 C ′′F (‖pit‖L2(wβ) + ∣∣m1t −m2t ∣∣) . (5.46)
Gathering all the preceding estimates, we deduce that there exists C > 0 such that
1
2
d
dt
‖pit‖2L2(wβ) 6 −
(
kβ
β(Tr(K) + k)
− Cδ
)
‖∇pit‖2L2(wβ) + Cδ sup
s 6 t
∣∣m1t −m2t ∣∣2 , (5.47)
which leads to, by Lemma 4.7, for some C ′ > 0,
1
2
d
dt
‖pit‖2L2(wβ) 6 −
(
kβ − C ′δ
) ‖pit‖2L2(wβ) + Cδ sup
s 6 t
∣∣m1t −m2t ∣∣2 . (5.48)
We deduce (5.31) and (5.32) provided that δ 6 δ4 := min
(
δ2,
kβ
2C′
)
, for the choice of
κ4 :=
2C
kβ
. 
Lemma 5.6. Fix α, β as in (5.1). For any T > 0, there exists δ5 = δ5(T ) > 0 such that
for all mi0 ∈ Rd (i = 1, 2) with |mi0| 6 3L and all pi0 ∈ F(mi0, δ, κ1, κ2) satisfying∥∥p10 − p20∥∥L2(wβ) 6 ∣∣m10 −m20∣∣ , (5.49)
we have for all 0 6 δ 6 δ5 and t ∈ [0, 2T ], denoting mit = mp
i
0,m
i
0
t :
1
2
|m10 −m20| 6 |m1t −m2t | 6 2|m10 −m20| . (5.50)
Proof of Lemma 5.6. We suppose here that δ 6 δ4 (recall Lemma 5.5). We have∣∣∣∣m1t −m2t ∣∣− ∣∣m10 −m20∣∣∣∣ 6 ∣∣m1t −m2t − (m10 −m20)∣∣
6 δ
∫ t
0
(∣∣h(m1s)− h(m2s)∣∣+ ∣∣〈µ1s − µ2s , F〉∣∣) ds , (5.51)
and by (5.46), we obtain for some C > 0〈
µ1s − µ2s , F
〉
6 C
(∥∥p1s − p2s∥∥L2(wβ) + ∣∣m1s −m2s∣∣) , 0 6 s 6 t , (5.52)
so that, by the Lipschitz-continuity of h and Lemma 5.5, for some C ′ > 0,∣∣∣∣m1t −m2t ∣∣− ∣∣m10 −m20∣∣∣∣ 6 C ′δ ∫ t
0
(∥∥p10 − p20∥∥L2(wβ) + supu 6 s ∣∣m1u −m2u∣∣
)
ds . (5.53)
Recalling (5.49), we get∣∣∣∣m1t −m2t ∣∣− ∣∣m10 −m20∣∣∣∣ 6 4C ′Tδ sup
s 6 t
∣∣m1s −m2s∣∣ . (5.54)
34 ERIC LUC¸ON AND CHRISTOPHE POQUET
Introducing the time t5 := inf
{
t ∈ [0, 2T ], ∣∣m1t −m2t ∣∣ > 2 ∣∣m10 −m20∣∣} we deduce that for
all t 6 t5, ∣∣∣∣m1t −m2t ∣∣− ∣∣m10 −m20∣∣∣∣ 6 8C ′Tδ ∣∣m10 −m20∣∣ . (5.55)
Choosing δ5 = min(δ4,
C′T
16 ), we obtain that t5 = 2T and the result (5.50). 
5.3. The fixed-point problem. Let C(B2L, L2(wβ)) be the set of continuous functions
m 7→ f(m) with values in L2(wβ), endowed with the norm
‖f‖∞,β := sup
m∈B2L
‖f(m)‖L2(wβ) . (5.56)
Definition 5.7. Fix δ > 0 and let α, β defined as in (5.1). We denote H = H(δ, κ1, κ2, κ3)
the subset of C(B2L, L2(wβ)) composed of the elements f satisfying the following conditions:
(1) for all m ∈ B2L,
f(m)(·) > 0 a.e. ,
∫
Rd
f(m)(x)dx = 1 , and
∫
Rd
xf(m)(x)dx = 0 , (5.57)
(2) for the constants κ1, κ2 and κ3 defined respectively in Lemma 5.2, Lemma 5.3 and
Lemma 5.4,
sup
m∈B2L
∫
Rd
wα(x+m)f(m)(x)dx 6 κ1 , sup
m∈B2L
‖f(m)− q0‖L2(wα) 6 κ2δ ,
and sup
m∈B2L
‖∇(f(m)− q0)‖2L2(wβ) 6 κ3δ , (5.58)
(3) for all m1,m2 ∈ B2L,
‖f(m1)− f(m2)‖L2(wβ) 6 |m1 −m2| . (5.59)
Remark 5.8. H is a complete subset of C(B2L, L2(wβ)).
For t > 0, consider the mapping
m′ 7→ gt,f (m′) := mf(m
′),m′
t . (5.60)
Lemma 5.9. For any T > 0, there exists δ6 = δ6(T ) > 0 such that if 0 6 δ 6 δ6 and
f ∈ H, then for all m′ ∈ B2L and t ∈ [0, 2T ] there exists a unique m ∈ B2L such that
m′ = gt,f (m).
Proof of Lemma 5.9. We use ideas from [56], relying in particular on approximation results
given in [18], page 261. Suppose here that δ 6 δ5 and consider some f ∈ H. Let us extend
f artificially to B3L by stating, for any 2L 6 |m| 6 3L, f(m) = f
(
2L
|m|m
)
. With this
definition, (5.59) is still satisfied for m1,m2 ∈ B3L.
Consider now for t ∈ [0, 2T ], the mapping wt defined for all m0 ∈ B3L by wt(m0) =
gt,f (m0) −m0. Now recalling Lemma 5.5, (5.46) and Lemma 5.6, we have for a positive
constant C:
|wt(m10)−wt(m20)| 6 δ
∫ t
0
(∣∣h(m1s)− h(m2s)∣∣+ ∣∣〈µ1s − µ2s , F〉∣∣) ds 6 Cδ|m10−m20| , (5.61)
and by Lemma 5.2,
|wt(m0)| 6 δ
∫ t
0
(|h(ms)|+ |〈µs , F 〉|) ds 6 Cδ . (5.62)
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We can thus apply the approximation results given in [18]: for all t ∈ [0, 2T ] there exists
an homeomorphism bt defined on the ball B3L−cδ for some constant c > 0 such that
bt(m) = m− wt(bt(m)) for all m ∈ B3L−cδ. This means that its inverse, i.e. the mapping
m 7→ m+wt(m) = gt,f (m) is an homeomorphism from f(B3L−cδ) ⊃ B2L to B3L−cδ, where
the inclusion f(B3L−cδ) ⊃ B2L holds for δ small enough, since m ∈ f(B3L−cδ) is equivalent
to gt,f (m) ∈ B3L−cδ, and if |m| 6 2L we have |gt,f (m)| 6 |m|+|wt(m)| 6 2L+Cδ 6 3L−cδ
for δ 6 2Lc+C .
It remains to prove that the elements m′ ∈ B2L are images of elements m ∈ B2L by
gt,f . But for each trajectory m· such that |mt| = 2L we have, recalling (4.1),
n(mt) · m˙t = δn(mt) ·
(
h(mt) +
∫
Rd
F (x) dµt(x)
)
> δξ + δn(mt) ·
(∫
Rd
F (x) dµt(x)−
∫
Rd
F (x)qmt(x) dx
)
, (5.63)
and, relying on Lemma 5.3 and the fact that 2ε < α,∣∣∣∣∫
Rd
F (x) dµt(x)−
∫
Rd
F (x)qmt(x) dx
∣∣∣∣ 6 CF (∫
Rd
wε(x−mt)(pt(x)− q0(x))2 dx
) 1
2
6 C ′δ . (5.64)
We deduce that if δ is small enough, then for all trajectory m· such that |mt| = 2L, we
have n(mt) · m˙t > 0, which means that the trajectories defined by (4.3) can not enter
B2L. So the elements m
′ ∈ B2L are indeed images of elements m ∈ B2L by gt,f , and this
concludes the proof. 
From Lemma 5.9 we deduce that for all T > 0, t ∈ [0, 2T ], we can define a mapping ηt
as follows:
ηt,f : B2L → L2(wβ)
m 7→ pf(g
−1
t,f (m)), g
−1
t,f (m)
t
. (5.65)
Form now on, we fix T := T0 such that:
e−kβT0 6 1
16
. (5.66)
Lemma 5.10. There exists δ7 > 0 such that if δ 6 δ7, then for any f ∈ H and any
t ∈ [T0, 2T0], we have ηt,f ∈ H.
Proof of Lemma 5.10. We suppose here that δ 6 δ6 (recall Lemma 5.9), we fix t ∈ [T0, 2T0]
and consider a f ∈ H. Then ηt,f satisfies (5.57) by construction. Moreover it satisfies
(5.58) as a consequence of Lemma 5.2, Lemma 5.3 and Lemma 5.4. By Lemma 5.9,
consider now mi0 = g
−1
t,f (mi) for i = 1, 2, so that, by definition, m
i
t := m
f(mi0),m
i
0
t = mi and
for pit = p
f(mi0),m
i
0
t ,
‖ηt,f (m1)− ηt,f (m2)‖L2(wβ) =
∥∥p1t − p2t∥∥L2(wβ) . (5.67)
Note that in particular pi0(·) = f(mi0), so that, by hypothesis (5.59) on f , assumption
(5.49) of Lemma 5.6 is satisfied. Hence, applying Lemma 5.5 and Lemma 5.6, we deduce∥∥p1s − p2s∥∥2L2(wβ) 6 (∥∥p10 − p20∥∥2L2(wβ) e−χ(δ)s + 4κ4δ ∣∣m10 −m20∣∣2) , (5.68)
36 ERIC LUC¸ON AND CHRISTOPHE POQUET
and applying once again (5.59), we obtain∥∥p1s − p2s∥∥2L2(wβ) 6 ∣∣m10 −m20∣∣2 (e−χ(δ)s + 4κ4δ) . (5.69)
Hence, using the lower bound in (5.50), and choosing the value of δ7 small enough so that
e−χ(δ7)T0 6 18 (recall (5.33) and (5.66)) and 4κ4δ7 6
1
8 , we get:
‖ηt,f (m1)− ηt,f (m2)‖2L2(wβ) 6 4
∣∣m1t −m2t ∣∣2 (e−χ(δ)T0 + 4κ4δ) 6 |m1 −m2|2 , (5.70)
so that Lemma 5.10 is proven. 
Lemma 5.11. There exists δ8 > 0 and a constant c2 > 0 such that if 0 6 δ 6 δ8, then for
f1, f2 ∈ H and all t ∈ [T0, 2T0] we have
‖ηt,f1 − ηt,f2‖∞,β 6 e−(kβ−c2δ)t ‖f1 − f2‖∞,β 6
1
2
‖f1 − f2‖∞,β . (5.71)
Proof of Lemma 5.11. We suppose that 0 6 δ 6 δ7. Fix a m′ ∈ Br and a t ∈ [T0, 2T0].
According to Lemma 5.9, for i = 1, 2, there exists a unique mi0 ∈ Br such that m′ =
gt,fi(m
i
0). For i = 1, 2, denote by p
i :=
(
p
fi(m
i
0),m
i
0
s
)
s > 0
and mi :=
(
m
fi(m
i
0),m
i
0
s
)
s > 0
.
Note that by construction mit = m
′ (see Figure 8). We consider also the solutions p3 :=(
p
f1(m20),m
2
0
s
)
s > 0
and m3 :=
(
m
f1(m20),m
2
0
s
)
s > 0
. With these notations at hand,
m0 = m1t = m
2
t
m3t
m20
m10
(m1) =
(
mf1(m
1
0
);m1
0
)
(m2) =
(
mf2(m
2
0
);m2
0
)
(m3) =
(
mf1(m
2
0
);m2
0
)
Figure 8. Trajectories of the mean values mi for i = 1, 2, 3. The solid lines (resp. dashed
line) correspond to trajectories of the mean value (m
f1(·),·
s )s > 0 (resp. (m
f2(·),·
s )s > 0) with
initial conditions provided by f1 (resp. f2).
∥∥ηt,f1(m′)− ηt,f2(m′)∥∥L2(wβ) = ∥∥p1t − p2t∥∥L2(wβ)
6
∥∥p1t − p3t∥∥L2(wβ) + ∥∥p3t − p2t∥∥L2(wβ) . (5.72)
Firstly we have ∥∥p1t − p3t∥∥L2(wβ) = ∥∥ηt,f1(m1t )− ηt,f1(m3t )∥∥L2(wβ) , (5.73)
and so, by Lemma 5.10, we obtain∥∥p1t − p3t∥∥L2(wβ) 6 ∣∣m1t −m3t ∣∣ = ∣∣m2t −m3t ∣∣ , (5.74)
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where we have also used the identity m1t = m
′ = m2t . Note that, by construction, m30 = m20.
In particular, the same calculations leading to (5.53) give the estimate, for s 6 t and some
constant C > 0,∣∣m3s −m2s∣∣ 6 δC ∫ s
0
(∥∥p30 − p20∥∥L2(wβ) + supv 6 u ∣∣m3v −m2v∣∣
)
du,
so that Gro¨nwall’s lemma implies,
sup
u 6 s
∣∣m3u −m2u∣∣ 6 δC ∥∥p30 − p20∥∥L2(wβ) eδCs . (5.75)
Note also that∥∥p30 − p20∥∥L2(wβ) = ∥∥f1(m20)− f2(m20)∥∥L2(wβ) 6 ‖f1 − f2‖∞,β . (5.76)
This means that ∥∥p1t − p3t∥∥L2(wβ) 6 δCeδC2T ‖f1 − f2‖∞,β . (5.77)
Secondly, applying Lemma 5.5, we obtain∥∥p3t − p2t∥∥2L2(wβ) 6 ∥∥p30 − p20∥∥2L2(wβ) e−χ(δ)t + κ4δ sups 6 t ∣∣m3s −m2s∣∣2 , (5.78)
so using again (5.75) and (5.76), we obtain,∥∥p3t − p2t∥∥2L2(wβ) 6 (e−χ(δ)t + κ4δ3C2e4δCT0) ‖f1 − f2‖2∞,β . (5.79)
So, recalling the definition (5.33) of χ(δ), for δ small enough we indeed have for a positive
constant c2:
‖ηt,f1 − ηt,f2‖∞,β 6 e−(kβ−c2δ)t ‖f1 − f2‖∞,β , (5.80)
and we obtain the result, choosing δ8 6 δ7 small enough (recall (5.66)). 
5.4. Proof of Theorem 2.3. Let us denote for t > 0 the mapping Πt : f 7→ ηt,f . Lemma
5.10 shows that Πt(H) ⊂ H for t ∈ [T0, 2T0], and Lemma 5.11 implies that ΠT0 admits a
unique fixed-point f0 in H. Our first aim is to show that Πt(f0) = f0 for all t > 0. The
semi-group property implies directly that ΠkT0(f0) = f0 for k ∈ N. It remains to show that
Πt(f0) = f0 for t ∈ (0, T0). But for such a t, we have Πtf0 = ΠtΠT0f0 = ΠT0+tf0 ∈ H, by
Lemma 5.10, and ΠT0Πtf0 = ΠtΠT0f0 = f0, so Πtf0 = f0 by uniqueness of the fixed-point
of ΠT0 on H.
Since we have modified the dynamics of (1.6) only for mt strictly outside of BL, to
prove that the manifold Mδ is positively invariant for (1.6) it remains only to show that,
for a trajectory of (1.6) starting from (p0,m0) with m0 ∈ V, mt can not leave V. But if
m0 ∈ ∂V we get
1
δ
n∂V(m0) · m˙0 = n∂V(m0) ·
∫
Rd
F (x)qδm0(x) dx
= n∂V(m0) ·
∫
Rd
F (m0 + x)q0(x) dx+ n∂V(m0) ·
∫
Rd
F (x+m0)
(
f0(m0)(x)− q0(x)
)
dx .
(5.81)
It remains to remark that (2.9) and the fact that f0 ∈ H imply, by Cauchy-Schwartz
inequality, that for some C > 0∣∣∣∣∫
Rd
F (x+m0)
(
f0(m0)(x)− q0(x)
)
dx
∣∣∣∣ 6 Cδ . (5.82)
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Combining the point (5) of Hypothesis 2.1 and the previous estimate shows that n∂V(m0) ·
m˙0 < 0 if we take δ small enough. This means precisely that Mδ is positively invariant.
This concludes the proof of Theorem 2.3.
Remark 2.4 follows from (5.71): any p0 ∈ G(m0) with |m0| ∈ V can be seen as a f(m0)
for a f ∈ H, and with calculations similar as the ones we have just made we can show that
the associated trajectory satisfies |mt| ∈ V, and (2.14) follows from (5.71) (the constant C ′
is necessary due to the fact that (5.71) provides informations only for t > T , for t smaller
we rely on (5.16)). Note that the third inequality of (5.58) is not needed to prove (5.71).
6. C1-regularity and approximated phase dynamics
The purpose of this section is to prove that the invariant manifold that we have found in
the previous section is in fact C1. Following the approach of [56], Section 3.3.1, the point
is to first establish a formal equation that the derivative should satisfy, then to prove
that this equation has a fixed-point and third, to show that this solution is indeed the
derivative that we sought. After some preliminary estimates, we carry out this program
in Section 6.2.
6.1. Linearized equation. Consider the trajectories pt = p
p0,m0
t and mt = m
p0,m0
t for
a m0 ∈ Rd and a p0 ∈ L2(wα) (recall (4.4)). Then for any initial condition (y0, n0) that
satisfies ∫
Rd
y0(x) dx = 0 , and
∫
Rd
xy0(x) dx = 0 , (6.1)
we consider the process (y, n) defined by the following couple of equations: ∂tyt = Lyt +∇ · ((m˙t − δFt − δh(mt))yt)+∇ · ((n˙t − δDFt[nt]− δDh(mt)[nt])pt)
n˙t = δ
∫
Ftyt + δDh(mt)[nt] + δ
∫
DFt[nt]pt
, (6.2)
where we have used the notation DFt(x)[u] = DF (x+mt)[u].
We first state the following existence and uniqueness result (recall the definition of γ
and γ′ in (5.1)).
Lemma 6.1. For any T > 0, (p0,m0) ∈ L2(wα)×Rd and any initial condition (y0, n0) ∈
L2(wγ)× Rd satisfying the hypotheses (6.1) there exists a unique couple (y, n) element of
L2((0, T ), H1(wγ))× C1([0, T ],Rd) with ddty ∈ L2((0, T ), H−1(wγ′)) solution of (6.2).
Proof. We rely here on results already obtained in the proof of Proposition 4.9. Let
us first fix a trajectory n˜ ∈ C1([0, T ],Rd) with initial condition n˜0 = n0. Since p ∈
C([0, T ], L2(wα′) (see the proof of Proposition 4.9) and by (2.9), we deduce that d˜t :=
∇ ·
(
( ˙˜nt − δDFt[n˜t]− δDh(mt)[n˜t])pt
)
belongs to C((0, T ), H−1(wγ)). Thus, remark-
ing that the estimates (4.54) and (4.61) are valid with α replaced by γ, up to a re-
definition of the involved constants, Lions Theorem ensures the existence of a unique
yR ∈ H1((0, T ), L2(wγ) with ddtyR ∈ L2((0, T ), H1(wγ) solution of〈
d
dt
yRt , v
〉
L2(wγ)
+
〈
Qt,R y
R
t , v
〉
L2(wγ)
=
〈
d˜t, v
〉
L2(wγ)
, (6.3)
EMERGENCE OF OSCILLATORY BEHAVIORS FOR MEAN-FIELD EXCITABLE SYSTEMS 39
for all ν ∈ H1(wγ) and almost all t ∈ (0, T ). Moreover a straightforward calculation leads
to, for a constant C > 0 and almost all t ∈ [0, T ],
1
2
d
dt
‖yRt ‖2L2(wγ) 6 C
(
‖yR0 ‖2L2(wγ) + sup
s∈[0,T ]
‖d˜s‖2H−1(wγ)
)
, (6.4)
from which we obtain, by Gro¨nwall’s inequality,
‖yRt ‖2L2(wγ) 6
(
‖yR0 ‖2L2(wγ) + sup
s∈[0,T ]
‖d˜s‖2H−1(wγ)
)
eCt , (6.5)
and using again (4.61) (with α replaced by γ),
‖yR‖2L2((0,T ),L2(wγ)) 6 C(T )
(
‖y0‖2L2(wγ) + sup
s∈[0,T ]
‖d˜s‖2H−1(wγ)
)
. (6.6)
Following the same steps as in the proof of Lemma 4.9, we also get∥∥∥∥ ddtyR
∥∥∥∥2
L2((0,T ),L2(wγ′ ))
6 C ′(T )
(
‖y0‖2L2(wγ) + sup
s∈[0,T ]
‖d˜s‖2H−1(wγ)
)
, (6.7)
and thus, with R → ∞, the Banach Alaoglu Theorem gives the existence of a y ∈
L2((0, T ), H1(wγ)) with
d
dty ∈ L2((0, T ), H−1(wγ′)) that satisfies (using in particular
(4.65) to pass to the limit, with α and α′ replaced by γ and γ′ respectively)〈
d
dt
yt, v
〉
L2(wγ′ )
+ 〈Qt,∞ yt, v〉L2(wγ′ ) =
〈
d˜t, v
〉
L2(wγ′ )
, (6.8)
for all v ∈ H1(wγ′) and almost all t ∈ (0, T ). The uniqueness for each such y (for each
given n˜) follows by Gro¨nwall’s inequality as above, since (4.61) (with α replaced by γ′)
does not depend on R.
Denote now, for each n˜ ∈ C1([0, T ],Rd), by Ψ(n˜) the solution n of the equation
n˙t = δ
∫
Ftyt + δDh(mt)[nt] + δ
∫
DFt[nt]pt , (6.9)
where y is the solution of (6.8) with initial condition y0. For two trajectories n˜
1 and n˜2
and the two associated solution y1 and y2, with similar arguments as the ones leading to
(6.5) we get
‖y1t−y2t ‖L2(wγ) 6 C(T )
∫ t
0
‖d˜1s−d˜2s‖H−1(wγ) ds 6 C ′(T )
∫ t
0
‖n˜1−n˜2‖C1([0,t],Rd) ds . (6.10)
So, using the fact that supt∈[0,T ]
∫
Rd |Ft|2w−γ <∞ and supt∈[0,T ]
∫
Rd |Ft|pt <∞, we obtain,
relying again on Gro¨nwall’s inequality,
‖Ψ(n˜1)−Ψ(n˜2)‖C1([0,T ],Rd) 6 C ′′(T )
∫ T
0
‖n˜1 − n˜2‖C1([0,t],Rd) dt . (6.11)
By induction
‖Ψk+1(n˜)−Ψk(n˜)‖C1([0,T ],Rd) 6
(
C ′′(T )
)kT k
k!
‖Ψ(n˜)− n˜‖C1([0,T ],Rd) , (6.12)
which means that Ψk(n˜) is a Cauchy sequence, with limit n which is the unique fixed-point
of Ψ. This completes the proof. 
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We will use in the following the notations yp0,m0t [y0, n0] and n
p0,m0
t [y0, n0] to emphasize
the dependency on the initial conditions of the solutions to (6.2) and we denote by f0 the
fixed-point of the mapping f 7→ ηt,f obtained in the proof of Theorem 2.3. Recall the
definition of T0 in (5.66).
We give now a first regularity result for the trajectories of (4.3) with respect to the
initial mean m0.
Lemma 6.2. There exist positive constants δ9 > 0 and κ9 > 0 such that for all 0 6 δ 6 δ9,
mi0 ∈ B2L (i = 1, 2) and pi0 ∈ G(mi0) such that ‖p20 − p10‖L2(wβ) 6 |m20 −m10|, we have for
all t ∈ [0, 2T0], denoting pit = pp
i
0,m
i
0
t and m
i
t = m
pi0,m
i
0
t ,∥∥∥p2t − p1t − yp10,m10t [p20 − p10,m20 −m10]∥∥∥
L2(wγ)
6 κ9|m20 −m10|2 , (6.13)
and ∥∥∥m2t −m1t − np10,m10t [p20 − p10,m20 −m10]∥∥∥
L2(wγ)
6 κ9|m′0 −m0|2 . (6.14)
Proof of Lemma 6.2. For yt := y
p10,m
1
0
t [p
2
0 − p10,m20 −m10], nt := np
1
0,m
1
0
t [p
2
0 − p10,m20 −m10],
ut := p
2
t − p1t − yt and st := m2t −m1t − nt, we have
1
2
d
dt
‖ut‖2L2(wγ) = 〈Lut, ut〉L2(wγ) + 〈∇ · ((m˙1t − δF 1t − δh(m1t ))ut), ut〉L2(wγ)
+ (s˙t − δ(h(m2t )− h(m1t )−Dh(m1t )[nt])) · 〈∇p1t , ut〉L2(wγ)
− δ〈∇ · ((F 2t − F 1t −DF 1t [nt])p1t ), ut〉L2(wγ)
+ (m˙2t − m˙1t − δ(h(m2t )− h(m1t ))) · 〈∇(p2t − p1t ), ut〉L2(wγ)
− δ〈∇ · ((F 2t − F 1t )(p2t − p1t )), ut〉L2(wγ) , (6.15)
where we have used the notations F it (x) = F (x + m
i
t) and DF
1
t [n](x) = DF (x + m
1
t )[n].
Using similar arguments as in the previous sections (see in particular (5.12)), we have for
some C > 0:
〈∇ · ((m˙1t − δF 1t − δh(m1t ))ut), ut〉L2(wγ) 6 Cδ‖ut‖2H1(wγ) . (6.16)
The regularity of h implies that
|h(m2t )− h(m1t )−Dh(m1t )[nt]| 6 Ch(|st|+ |m2t −m1t |2) . (6.17)
Moreover, we have∥∥|F 2t −F 1t −DF 1t [nt]|p1t∥∥2L2(wγ) (6.18)
=
∫
Rd
|F (x+m2t )− F (x+m1t )−DF (x+m1t )[nt]|2(p1t (x))2wγ(x) dx
6 2
∫
Rd
|F (x+m2t )− F (x+m1t )−DF (x+m1t )[m2t −m1t ]|2(p1t (x))2wγ(x) dx
+
∫
Rd
|DF (x+m1t )[st]|2(p1t (x))2wγ(x) dx . (6.19)
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On one hand, by (2.9) and Lemma 5.3, we get for some constant CF,L > 0,∫
Rd
|F (x+m2t )−F (x+m1t )−DF (x+m1t )[m2t −m1t ]|2(p1t (x))2wγ(x) dx
6 |m2t −m1t |4
∫
Rd
sup
z∈[x+mt,x+m′t]
|D2F (z)|2(p1t (x))2wγ(x) dx
6 CF |m2t −m1t |4
∫
Rd
(
w2ε(x+m
2
t ) + w2ε(x+m
1
t )
)
(p1t (x))
2wγ(x) dx
6 CF,L|m2t −m1t |4‖p1t ‖2L2(wα) 6 CF,Lκ22|m20 −m10|4 , (6.20)
and on the other hand, with similar arguments, for some constant C ′F,L > 0, we obtain∫
Rd
|DF (x+m1t )[st]|2pt(x)2 dx 6 C ′F,L|st|2‖pt‖2L2(wα) . (6.21)
Recalling now Lemma 5.5, Lemma 5.6, (5.53) and using the fact that ‖p20−p10‖L2(wβ) 6 |m20−
m10|, we get for some constant C ′′F,L > 0
|m˙2t − m˙1t − δ(h(m2t )− h(m1t ))| 6 C ′′F,L|m20 −m10| . (6.22)
Finally, using similar arguments (remark here that the choice of the weight wγ allows us
to use hypothesis (2.9) and Lemma 5.5 successively), with some constant C ′′′F,L > 0,∫
Rd
|F 2t − F 1t |2(p2t − p1t )2wγ 6 |m2t −m1t |2
∫
Rd
sup
z∈[x+m1t ,x+m2t ]
|DF (x)|2(p2t − p1t )2wγ
6 C ′′′F,L|m2t −m1t |2‖p2t − p1t ‖2L2(wβ) 6 C ′′′F,Lκ24|m20 −m10|4 . (6.23)
We deduce, recalling Lemma 4.7, that for some constant C ′ > 0,
1
2
d
dt
‖ut‖2L2(wγ) 6 −
kγ
γ(Tr(K) + k)
‖∇u‖2L2(wγ)
+ C ′
(
|s˙t|+ (|m′0 −m0|2 + |st|)
)
‖∇u‖L2(wγ) , (6.24)
and thus, using Young’s inequality, there exists a constant c1 such that
d
dt
‖ut‖2L2(wγ) 6 c1(|s˙t|2 + |m′0 −m0|4 + |st|2) ‖ut‖2L2(wγ) . (6.25)
Now st satisfies
s˙t = δ(h(m
2
t )− h(m1t )−Dh(m1t )[st])
+ δ
(∫
Rd
F 2t p
2
t −
∫
Rd
F 1t p
1
t −
∫
Rd
DF 1t [nt]p
1
t −
∫
Rd
F 1t yt
)
, (6.26)
and, using the same arguments as before, remarking in particular that∫
Rd
F 2t p
2
t −
∫
Rd
F 1t p
1
t −
∫
Rd
DF 1t [nt]p
1
t −
∫
Rd
F 1t yt =
∫
R
F 1t ut +
∫
Rd
(F 2t )− F 1t )(p2t − p1t )
+
∫
Rd
(F 2t − F 1t −DF 1t [nt])p1t , (6.27)
we obtain, for some constant c2,
|s˙t| 6 c2(|st|+ ‖ut‖L2(wγ) + |m20 −m10|2) . (6.28)
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The result follows, via the application of Gro¨nwall’s lemma to ‖ut‖2L2(wγ) + |st|2. 
Lemma 6.3. There exists positive constants δ10 > 0 and κ10 > 0 such that for all
0 6 δ 6 δ10, m0 ∈ B2L, p0 ∈ G(m0), y0 ∈ L2(wγ) and n0 ∈ Rd we have for all t ∈ [T0, 2T0],
‖yp0,m0t [y0, n0]‖L2(wγ) 6 ‖y0‖L2(wγ) e−χ
′(δ)t + κ10δ
(
|n0|2 + ‖y0‖2L2(wγ)
) 1
2
, (6.29)
where, for some constant c2 depending on F , L, h and T0, χ
′(δ) = kγ − c2δ and
|np0,mt [y0, n0]− n0| 6 κ10δ
(|n0|+ ‖y0‖L2(wγ)) . (6.30)
Proof of Lemma 6.3. Let us denote yt = y
p0,m0
t [y0, n0]. A simple calculation leads to
1
2
d
dt
‖yt‖2L2(wγ) = 〈Lyt , yt〉L2(wγ) + (m˙t − δh(mt)) · 〈∇yt, yt〉L2(wγ)
− δ〈Ft · ∇yt, yt〉L2(wγ) + (n˙t − δDh(mt)[nt]) · 〈∇pt, yt〉L2(wγ)
− δ〈∇ · (DFt[nt]pt), yt〉L2(wγ) . (6.31)
Using similar arguments as in the previous proofs (relying in particular on Lemma 4.7,
Lemma 5.3 and Lemma 5.4), we get for some positive constants c and C,
1
2
d
dt
‖yt‖2L2(wγ) 6 − (kγ − cδ) ‖yt‖2L2(wγ) + C (|n˙t|+ δ|nt|) ‖yt‖L2(wγ) . (6.32)
But using (6.2) and the fact that
∣∣∫
Rd Ftw−γ/2
∣∣ and ∣∣∫Rd |DFt|w−γ/2∣∣ are uniformly bounded
for m0 ∈ B2L (since 2ε < γ) and p0 ∈ G(m0), we get
|n˙t| 6 Cδ(|nt|+ ‖yt‖L2(wγ)) . (6.33)
Hence, Gro¨nwall’s lemma leads to
|nt| 6 C ′(|n0|+ sup
s 6 t
‖ys‖L2(wγ)) . (6.34)
So we deduce from (6.32) and (6.34) the following rough bound: for some constant C ′′ > 0
‖yt‖2L2(wγ) 6 ‖y0‖2L2(wγ) + C ′′
(
|n0|2 +
∫ t
0
sup
v 6 s
‖yv‖2L2(wγ) ds
)
, (6.35)
so that, by Gro¨nwall’s lemma, for some constant C ′′′ > 0
sup
s 6 2T0
‖ys‖2L2(wγ) 6 C ′′′
(
‖y0‖2L2(wγ) + |n0|2
)
. (6.36)
Putting finally this estimate into (6.34) gives the following a priori bound
sup
t 6 2T0
|nt|2 6 C
(
|n0|2 + ‖y0‖2L2(wγ)
)
(6.37)
With this estimate at hand, one can conclude on the estimation of ‖yt‖L2(wγ): applying
(6.37) to (6.32), we obtain, for some constants c, C > 0
1
2
d
dt
‖yt‖2L2(wγ) 6 − (kβ − cδ) ‖yt‖2L2(wγ) + Cδ ‖yt‖L2(wγ)
(
|n0|2 + ‖y0‖2L2(wγ)
) 1
2
, (6.38)
and we are now in position to apply Lemma A.2 and conclude the proof, with δ10 =
min
(
δ9,
kβ
2c
)
, and κ210 =
2C
kβ
. 
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6.2. Some preliminary definitions. Let {τi}i=1,...,d be the canonical basis of Rd. Recall
the definition of gt,f in (5.60). The fixed-point problem writes (recall (5.65))
f0(gt,f0(m)) = p
f0(m),m
t , (6.39)
for all m ∈ B2L, t ∈ [0, T0] such that gt,f0(m) ∈ B2L. We use here for simplicity f instead
of f0 (i.e. the fixed-point solution to (5.65)) in the following of the section. Our aim is to
show that m 7→ f(m) is continuously differentiable in the following sense: there exists a
∇mf = (∂1f, . . . , ∂df) ∈ C(B2L, L2(wγ)) such that (by definition)∥∥∥∥f(m+ ετi)− f(m)ε − ∂if(m)
∥∥∥∥
L2(wγ)
−→
ε→0
0, i = 1, . . . , d . (6.40)
Define the following set of functions :
Iγ :=
{
ϕ = (ϕ1, . . . , ϕd) ∈
(C(B2L, L2(wγ)))d :
〈ϕk(m) , x〉 = 0, k = 1, . . . , d, m ∈ B2L
}
. (6.41)
Remark 6.4. Note that by (6.40), we have necessarily that ∇f ∈ Iγ.
6.3. Formal derivation of the fixed-point relation for the derivative. Supposing
(6.40), and relying on Lemma 6.2, choosing m10 = m and m
2
0 = m+ ετi, we obtain for the
right-hand side of (6.39), as ε→ 0,
p
f(m+ετi),m+ετi
t − pf(m),mt = εyf(m),mt [∂if(m), τi] + o(ε) , (6.42)
and concerning the left-hand side,
f(gt,f (m+ ετi)) = f
(
gt,f (m) + εn
f(m),m
t [∂if(m), τi] + o(ε)
)
,
= f(gt,f (m)) + ε∇mf(gt,f (m)) · nf(m),mt [∂if(m), τi] + o(ε) . (6.43)
Identifying in both terms the contribution of order ε gives: for all i = 1, . . . , d
∇f(gt,f (m)) · nf(m),mt [∂if(m), τi] = yf(m),mt [∂if(m), τi] . (6.44)
Hence, ∇f is necessarily a solution ϕ in Iγ to the following fixed-point equation
ϕ(gt,f (m)) · nf(m),mt [ϕi(m), τi] = yf(m),mt [ϕi(m), τi] i = 1, . . . , d. (6.45)
Expanding the scalar product, we obtain the relation
ϕi(ξ) = Ψt(ϕ)i(ξ) , for all ξ ∈ B2L, i = 1, . . . , d, t ∈ [0, 2T0], (6.46)
where, for m = g−1t,f (ξ),
Ψt(ϕ)i(ξ) :=
1
n
f(m),m
t,i [ϕi(m), τi]
(
y
f(m),m
t [ϕi(m), τi]−
∑
k 6=i
ϕk(ξ)n
f(m),m
t,k [ϕi(m), τi]
)
.
(6.47)
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6.4. Well-posedness of the fixed-point problem.
Lemma 6.5. There exist constants δ11 > 0 and κ11 > 0 such that if 0 6 δ 6 δ11 and ϕ
satisfies ‖ϕi‖∞,γ 6 κ11δ, for all all i = 1, . . . , d, then for all t ∈ [T0, 2T0] and i = 1, . . . , d
we have ‖Ψt(ϕ)i‖∞,γ 6 κ11δ.
Proof of Lemma 6.5. Applying Lemma 6.3, we get for all m ∈ B2L and t ∈ [T0, 2T0]:∥∥∥yf(m),mt [ϕi(m), τi]∥∥∥
L2(wγ)
6
(
e−χ
′(δ)t + κ10δ
)
‖φi‖∞,γ + κ10δ , (6.48)
and ∣∣∣nf(m),mt [ϕi(m), τi]− τi∣∣∣ 6 κ10δ(1 + ‖φi‖∞,γ) . (6.49)
We deduce, recalling (6.47), that for a constant C > 0,
‖Ψt(ϕ)i‖∞,γ 6
(
e−χ
′(δ)t + Cδ
)
max
k
‖φk‖∞,γ + Cδ , (6.50)
and this concludes the proof with the choice κ11 =
3
4C, since Cδ 6
1
8 and e
−χ′(δ11)T0 6 18
for δ11 small enough (recall (5.66)). 
Definition 6.6. We say that ϕ ∈ Jγ = Jγ(δ, κ11) if ϕ ∈ Iγ and
sup
i=1,...,d
‖ϕi‖∞,γ 6 κ11δ . (6.51)
Lemma 6.7. There exists a constant δ12 > 0 such that if 0 6 δ 6 δ12, for all ϕ,ψ ∈ Jγ
and t ∈ [T0, 2T0], we have
sup
i=1,...,d
‖Ψt(ϕ)i −Ψt(ψ)i‖∞,γ 6
1
2
sup
i=1,...,d
‖ϕi − ψi‖∞,γ . (6.52)
Proof of Lemma 6.7. Let i = 1, . . . , d, m ∈ B2L. We have
‖Ψt(ϕ)i(ξ)−Ψt(ψ)i(ξ)‖L2(w−γ)
=
∥∥∥∥∥yf(m),mt [ϕi(m), τi]− at,i(ϕ)bt,i(ϕ) − y
f(m),m
t [ψi(m), τi]− at,i(ψ)
bt,i(ψ)
∥∥∥∥∥
L2(wγ)
6
∥∥∥yf(m),mt [ϕi(m)− ψi(m), 0]∥∥∥
L2(wγ)
|bt,i(ϕ)| +
‖at,i(ψ)− at,i(ϕ)‖L2(wγ)
|bt,i(ψ)|
+
|bt,i(ψ)− bt,i(ϕ)|
|bt,i(ϕ)bt,i(ψ)|
(∥∥∥yf(m),mt [ψi(m), τi]∥∥∥
L2(wγ)
+ ‖at,i(ϕ)‖L2(wγ)
)
,
(6.53)
where we have used the notations
at,i(ϕ) :=
∑
k 6=i
ϕk(ξ)n
f(m),m
t,k [ϕi(m), τi],
bt,i(ϕ) := n
f(m),m
t,i [ϕi(m), τi].
But Lemma 6.3 implies∥∥∥yf(m),mt [ϕi(m)− ψi(m), 0]∥∥∥
L2(wγ)
6
(
e−χ
′(δ)t + κ10δ
)
‖ϕi − ψi‖∞,γ , (6.54)
and
|bt,i(ψ)− bt,i(ϕ)| =
∣∣∣nf(m),mt,i [ϕi(m)− ψi(m), 0]∣∣∣ 6 κ10δ‖ϕi − ψi‖∞,γ , (6.55)
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and by Lemma 6.3 and Lemma 6.5, for δ small enough,
|bt,i(ϕ)| > 1
2
, |bt,i(ψ)| > 1
2
. (6.56)
Secondly, using similar arguments, we obtain for a constant C > 0,
‖at,i(ψ)− at,i(ϕ)‖L2(wγ) 6 sup
j=1,...,d
‖ϕj − ψj‖∞,γ
∑
k 6=i
∣∣∣nf(m),mt,k [ϕi(m), 0]∣∣∣
+ sup
j=1,...,d
‖ψj‖∞,γ
∑
k 6=i
∣∣∣nf(m),mt,k [ϕi(m)− ψi(m), 0]∣∣∣
6 Cδ sup
j=1,...,d
‖ϕj − ψj‖∞,γ . (6.57)
Gathering all these estimates we get, for a constant C ′ > 0
‖Ψt(ϕ)i(m)(·+m)−Ψt(ψ)i(m)(·+m)‖L2(wγ)
6
(
2e−χ
′(δ)t + C ′δ
)
sup
j=1,...,d
‖ϕj − ψj‖∞,γ , (6.58)
which implies the result for δ12 small enough (recall (5.66)). 
6.5. Identification with the derivative of f . Lemma 6.7 implies the existence of a
unique fixed-point (that is denoted ϕ) to the mapping ΨT0 in Jγ and we are now ready
to prove that f is C1 with derivative given by ϕ. As in [56], the idea we follow is to apply
the following classical result (which corresponds to Lemma 3.3.8 in [56]).
Lemma 6.8. Suppose that ρ : R+ 7→ R+ is nondecreasing and satisfies the inequality
ρ(a) 6 ζ1ρ(ζ2a) + ι(a) , (6.59)
where a is small, 0 6 ζ1 6 1, ζ2 ∈ R and lima→0 ι(a) = 0. Then lima→0 ρ(a) = 0.
We refer to [56] for a proof of this result. We consider the function ρ defined as follows:
γ(a) := sup
ξ,ξ′∈B2L, |ξ′−ξ|<a
1
|ξ′ − ξ|
∥∥f(ξ′)− f(ξ)− ϕ(ξ) · (ξ′ − ξ)∥∥
L2(wγ)
, a > 0 , (6.60)
and we aim at proving (6.59), so that Lemma 6.8 ensures that f is C1 in the sense of
(6.40).
For any ξ, ξ′ ∈ B2L, consider
∆ξ,ξ′ [f, ϕ] := f(ξ
′)− f(ξ)− ϕ(ξ) · (ξ′ − ξ) . (6.61)
By Lemma 5.9, one has ξ = gT0,f (m) and ξ
′ = gT0,f (m′) for m,m′ ∈ B2L. Hence, by
Lemma 6.2, we have
f(ξ′)− f(ξ) = pf(m′),m′T0 − p
f(m),m
T0
= y
f(m),m
T0
[f(m′)− f(m),m′ −m] +OL2(wγ)(|m′ −m|2) . (6.62)
On the other hand, applying again Lemma 6.2 we obtain
ϕ(ξ)(ξ′ − ξ) = ϕ(ξ) · nf(m),mT0 [f(m′)− f(m),m′ −m] +OL2(wγ)(|m′ −m|2) . (6.63)
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But we have the decomposition
ϕ(ξ) · nf(m),mT0 [f(m′)− f(m),m′ −m] = ϕ(ξ) · n
f(m),m
T0
[
∆m,m′ [f, ϕ], 0
]
+ ϕ(ξ) · nf(m),mT0
[
ϕ(m) · (m′ −m),m′ −m] , (6.64)
and, recalling the fixed-point relation (6.45),
ϕ(ξ) · nf(m),mT0
[
ϕ(m) · (m′ −m),m′ −m] = d∑
k=1
(m′k −mk)ϕ(ξ) · nf(m),mT0 [φk(m), τk]
=
d∑
k=1
(m′k −mk)yf(m),mT0 [φk(m), τk] = y
f(m),m
T0
[
φ(m) · (m′ −m),m′ −m] . (6.65)
Finally, all these estimates lead to
∆ξ,ξ′ [f, ϕ] = y
f(m),m
T0
[
∆m,m′ [f, ϕ], 0
]− ϕ(ξ) · nf(m),mT0 [∆m,m′ [f, ϕ], 0]
+OL2(wγ)(|m′ −m|2) . (6.66)
Applying Lemma 6.3 and Lemma 5.6 (which ensures that |ξ′− ξ| > 12 |m′−m|), we obtain
(here n0 = 0):
1
|ξ′ − ξ|
∥∥∆ξ,ξ′ [f, ϕ]∥∥L2(wγ) 6 2
(
e−χ′(δ)T0 + 2κ10δ
)
|m′ −m|
∥∥∆m,m′ [f, ϕ]∥∥L2(wγ) +O(|m′ −m|) ,
(6.67)
and thus, taking δ small enough so that 2
(
e−χ′(δ)T0 + 2κ10δ
)
6 1 (recall (5.66)) and
ζ2 = 2 (relying again on Lemma 5.6), ρ indeed satisfies (6.59), which ensures that f is
C1, with ∇mf = ϕ. Recalling moreover Lemma 6.5, we have just proved the following
proposition:
Proposition 6.9. There exists a constant δ′ > 0 such that for all δ 6 δ′ the mapping f
has C1-regularity in the sense of (6.40) and satisfies
sup
|m|<2L
max
i=1,...,d
‖∂if(m)‖L2(wγ) 6 κ11δ . (6.68)
6.6. Proof of Theorem 2.5. With the notations introduced in the proof of Theorem
2.3, the phase dynamics on Mδ is given by
1
δ
m˙δt =
∫
Rd
Fqδ
mδt
=
∫
Rd
F (x+mδt )q0(x) dx+
∫
Rd
F (x+mδt )
(
f(mδt )(x)−q0(x)
)
dx , (6.69)
and thus (2.15) holds with
gδ(m) :=
1
δ
∫
Rd
F (x+m)
(
f(m)(x)− q0(x)
)
dx . (6.70)
It remains to control gδ: since f ∈ H and supm∈BL
∣∣∫ F (x+m)w−α(x)dx∣∣ <∞, we have
‖gδ‖C(BL,Rd) 6 C for some constant C > 0 and the bound on the derivative follows from
the same arguments, relying on Proposition 6.9 and remarking that
∇g(m) = 1
δ
∫
Rd
∇F (x+m)(f(m)(x)−q0(x)) dx+ 1
δ
∫
Rd
F (x+m)∇mf(m)(x) dx . (6.71)
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Appendix A. Some technical lemmas
Lemma A.1. For any α, a, b, c > 0, we have
q(u) := −au2 + bu+ c 6
(
b2
4a
+ c
)
exp
(
α
2a
(
b2
a
+ 2c
))
e−
αu2
2 , u > 0. (A.1)
Proof of Lemma A.1. This is obvious since
q(u) = −a
(
u− b
2a
)2
+
b2
4a
+ c 6
0 if u >
b
2a +
(
b2
4a2
+ ca
) 1
2
,
b2
4a + c if u <
b
2a +
(
b2
4a2
+ ca
) 1
2
.
(A.2)
Noting that in the second case, we have in particular u2 6 b2
a2
+ 2ca and (A.1) follows. 
Lemma A.2. Let v be a continuously differentiable function on [0,+∞) such that v(t) > 0
for all t > 0. Suppose that there exists α, β > 0 such that
v′(t) 6 − αv(t) + β
√
v(t). (A.3)
Then, for all t > 0,
v(t) 6 max
(
v(0),
β2
α2
)
, (A.4)
v(t) 6
(√
v(0)e−αt/2 +
β
α
)2
. (A.5)
Proof of Lemma A.2. The first result follows from the fact that v(t) is always non-increasing
unless
√
v(t) 6 βα . We now prove the second inequality: let t > 0 such that v(t) > 0.
Consider the maximal interval I := (t−, t+) (that is non empty by continuity of v) con-
taining t such that v(u) > 0 on I. Let f(u) :=
(
α
√
v(u)− β
)
eαu/2. On I, f ′(u) =
αeαu/2
2
√
v(u)
(
αv(u)− β√v(u) + v′(u)) 6 0, so that f is nonincreasing on I. Consider now the
solution w of the equation w′(t) = −αw(t) + β√w(t) such that w(t−) = v(t−). Then,
by the same calculation, g := u 7→
(
α
√
w(u)− β
)
eαu/2 is constant on I, equal to g(t−).
This means that f(u) 6 f(t−) = g(t−) = g(u). By definition of f and g, this implies that
v(u) 6 w(u) for all u ∈ I. This means that
v(u) 6 e
−αu
α2
(
g(t−) + βeαu/2
)2
=
e−αu
α2
((
α
√
v(t−)− β
)
eαt
−/2 + βeαu/2
)2
. (A.6)
We have now two possibilities: if t− = 0, then,
v(t) 6 1
α2
(
α
√
v(0)e−αt/2 + β
(
1− e−αt/2
))2
,
6
(√
v(0)e−αt/2 +
β
α
)2
.
In the case t− > 0, by continuity of v, v(t−) = 0. In this case,
v(t) 6 1
α2
(
β
(
1− e−αt/2
))2
6 β
2
α2
.
This proves Lemma A.2. 
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Appendix B. Proof of Lemma 2.2
For m0 ∈ Rd and L0 > 0 that |m0|Kσ−2 = L0, it is easy to see that ε|m0 + x|2Kσ−2 −
|x|2Kσ−2 6 − 12 |x|2Kσ−2 as soon as |x|Kσ−2 > rεL0, for rε :=
√
2ε
1−2ε
(√
2ε+ 1
)
>
√
2ε. In the
following, we consider ε small enough such that rε <
min(1,cF )
4 . A small calculation shows
that this is true when ε < ρ0 with
ρ0 :=
min(cF , 1)
2
2 (4 + min(cF , 1))
2 6
1
32
.
With this notations at hand,∣∣∣∣∫
Rd
x ·Kσ−2F (m0 + x)q0(x) dx
∣∣∣∣ 6 rεL∫|x|Kσ−2<rεL0 |F (x+m0)|Kσ−2q0(x) dx
+
∫
|x|Kσ−2 > rεL0
|x|Kσ−2 |F (m0 + x)|Kσ−2 q0(x) dx
:= I1 + I2. (B.1)
Concerning the second term I2 in the above sum, using the introductory remark on rε,
I2 6
CF
((2pi)d det (σ2K−1))
1
2
∫
|x|Kσ−2 > rεL0
|x|Kσ−2 exp
(
−1
4
|x|2Kσ−2
)
dx,
6 (k¯)
1
2
σ
Q1(L0)e
− 1
2
εL20 , (B.2)
for some polynomial function Q1(L0) in L0, independent of K, σ and that can be made
independent of ε < ρ0. Secondly, applying (2.11),∫
Rd
(x+m0) ·Kσ−2F (x+m0)q0(x) dx
6 CF
∫
|x+m0|Kσ−2 6 r
q0(x) dx− cF
∫
Rd
|x+m0|Kσ−2 |F (x+m0)|Kσ−2q0(x) dx
6 CF
∫
|x+m0|Kσ−2 6 r
q0(x) dx−cF
∫
|x|Kσ−2<rεL0
|x+m0|Kσ−2 |F (x+m0)|Kσ−2q0(x) dx .
(B.3)
Recall that rε <
1
4 and assume that L0 >
4r
3 so that under these two assumptions,
{|x+m0|Kσ−2 6 r} ⊂
{
|x+m0|Kσ−2 6
3L0
4
}
⊂
{
|x|Kσ−2 >
L0
4
}
⊂ {|x|Kσ−2 > rεL0} .
(B.4)
Hence,∫
Rd
(x+m0) ·Kσ−2F (x+m0)q0(x) dx
6 CF
∫
|x|Kσ−2 > rεL0
q0(x) dx− 3cF
4
L0
∫
|x|Kσ−2<rεL0
|F (x+m0)|Kσ−2q0(x) dx
6 Q2(L0)e−εL
2
0 − 3cF
4
L0
∫
|x|Kσ−2<rεL0
|F (x+m0)|Kσ−2q0(x) dx . (B.5)
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for another polynomial Q2 in L0. Gathering (B.1) (B.2) and (B.5), using rε <
cF
4 , the
second part of (2.11) and (B.4) again, we deduce that, for L0 >
r
rε
,
m0 ·
∫
Rd
F (m0 + x)q0(x) dx 6
(k¯)
1
2
σ
Q1(L0)e
− 1
2
εL20 +Q2(L0)e
−εL20 (B.6)
− 3c
2
F
8
L20
∫
|x|Kσ−2<r
q0(x)dx,
6 (k¯)
1
2
σ
Q1(L0)e
− 1
2
εL20 +Q2(L0)e
−εL20 − cL20 . (B.7)
for some c > 0. Choosing now L0 >
1
ε sufficiently large, we obtain the result.
Appendix C. Proof of Proposition 4.3
One weak solution to (4.3) is provided by µt := L(Xt) where Xt is the nonlinear process
defined in (4.2). It remains to show uniqueness. For the rest of the proof, µ is the law
of the process X· and ν stands for any other weak solution to (4.3) in C([0,∞),P2) such
that ν0 = µ0. The point is to prove that νt = µt, t ∈ [0, T ], for any arbitrary T > 0.
For such a ν, define the following diffusion
dYt =
(
δF (Yt) + δh
(∫
Rd
zνt(dz)
)
−K
(
Yt −
∫
Rd
zνt(dz)
))
dt+
√
2σ dBt , (C.1)
with Y0 ∼ ν0. For any 0 6 s 6 t, denote by
{
ϕts(y)
}
s 6 t 6 T the unique solution of (C.1)
with initial condition at t = s such that ϕss = y. Finally, for any test function f , define
Ps,tf(y) := EBf
(
ϕts(y)
)
. (C.2)
Let us suppose that F is uniformly Lispchitz on Rd (one can remove this assumption by
replacing F by its Yosida approximation (Fλ)λ>0, as in [37], Section 7, (7.3); see also [12],
Appendix A). Having proven uniqueness for µλ (that is when F has been replaced by Fλ),
it suffices to see that the distance (C.8) between µ (resp. ν) and µλ (resp. νλ) converges
to 0 as λ → ∞, see [37], Proposition 7.1). Under the assumptions made on the model,
the propagator P satisfies the following Backward Kolmogorov equation (see [15], Remark
2.3): for any regular test function ϕ,
∂sPs,tϕ(y) +∇ · (σ2∇)Ps,tϕ(y)
+
((
δF (y) + δh
(∫
Rd
zνt(dz)
)
−K
(
y −
∫
Rd
zνt(dz)
))
· ∇
)
Ps,tϕ(y) = 0. (C.3)
Let us now apply Ito formula to t 7→ Pt,Tϕ(Xt), where we recall that X solves (4.2):
Pt,Tϕ(Xt) = P0,Tϕ(X0) +
∫ t
0
∂sPs,Tϕ(Xs)ds
+
∫ t
0
∇Ps,Tϕ(Xs) ·
(
δF (Xs) + δh
(∫
Rd
zµs(dz)
)
−K
(
Xs −
∫
zµs(dz)
))
ds
+
∫ t
0
∇ · σ2∇Ps,Tϕ(Xs)ds+
√
2σ
∫ t
0
∇Ps,Tϕ(Xs)dBs. (C.4)
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Using (C.3), this simplifies into
Pt,Tϕ(Xt) = P0,Tϕ(X0) +
√
2σ
∫ t
0
∇Ps,Tϕ(Xs)dBs
+
∫ t
0
∇Ps,Tϕ(Xs) ·
(
δ
{
h
(∫
Rd
zµs(dz)
)
− h
(∫
Rd
zνs(dz)
)}
−K
(∫
zµs(dz)−
∫
zνs(dz)
))
ds. (C.5)
Taking the expectation w.r.t. the Brownian motion and for t = T (recall that PT,Tϕ = ϕ),
we obtain (using the notation 〈ϕ , µ〉 := ∫ ϕ(x)µ(dx)),
〈ϕ , µT 〉 = 〈P0,Tϕ , µ0〉
+
∫ T
0
〈∇Ps,Tϕ , µs〉 ·
(
δ
{
h
(∫
Rd
zµs(dz)
)
− h
(∫
Rd
zνs(dz)
)}
−K 〈z , µs − νs〉
)
ds.
(C.6)
Furthermore, for any regular fonction ϕ, by definition of Pt,T we have ∂t 〈Pt,Tϕ , νt〉 = 0.
We obtain finally
〈ϕ , µT − νT 〉 = 〈P0,Tϕ , µ0 − ν0〉
+
∫ T
0
〈∇Ps,Tϕ , µs〉 ·
(
δ
{
h
(∫
Rd
zµs(dz)
)
− h
(∫
Rd
zνs(dz)
)}
−K 〈z , µs − νs〉
)
ds.
(C.7)
Let us introduce the usual Wasserstein distance W1 between two measures. By the
Kantorovich-Rubinstein duality, an expression of this distance is
W1(µ, ν) = sup
‖f‖Lip 6 1
∣∣∣∣∫ ϕdµ− ∫ ϕdν∣∣∣∣ . (C.8)
An important point is to note that there exists a constant C > 0 such that for every
regular ϕ such that ‖ϕ‖Lip 6 1, |∇Ps,Tϕ| 6 C (where the constant is independent of
ϕ: see [37], Lemma 4.4 for a similar proof in a more complicated context of singular
interactions). By the Lipschitz continuity of h and since z 7→ z is obviously 1-Lipschitz,
one can bound the righthand part of (C.7) by C˜
∫ t
0 supu 6 sW1(µu, νu)ds. Taking now the
supremum in ϕ and using the fact that µ0 = ν0, we obtain from Gro¨nwall’s lemma that
sups 6 T W1(µs, νs) = 0, which gives uniqueness.
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