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Abstract—User response to contributed content in online social
media depends on many factors. These include how the site lays
out new content, how frequently the user visits the site, how many
friends the user follows, how active these friends are, as well as
how interesting or useful the content is to the user. We present a
stochastic modeling framework that relates a user’s behavior to
details of the site’s user interface and user activity and describe a
procedure for estimating model parameters from available data.
We apply the model to study discussions of controversial topics
on Twitter, specifically, to predict how followers of an advocate
for a topic respond to the advocate’s posts. We show that a model
of user behavior that explicitly accounts for a user transitioning
through a series of states before responding to an advocate’s post
better predicts response than models that fail to take these states
into account. We demonstrate other benefits of stochastic models,
such as their ability to identify users who are highly interested
in advocate’s posts.
Index Terms—Twitter, User Interfaces, Statistical Analysis
I. INTRODUCTION
More data about social behavior is now available than ever
before. These data, much of which come from social media
sites such as Twitter, contain traces of individual activity
and social interactions. On Twitter, interactions include users
posting short text messages, called tweets, and following other
users to receive their posts. Users may also respond to posts
shared by others, for example, by retweeting them to their
own followers. These abundant data offer new opportunities
for learning models of user behavior and interests, identifying
communities of like-minded users, and inferring the topics of
conversations between them. The models can, in turn, be used
to understand how popular opinion is changing, predict future
activity, and identify timely and interesting information.
Researchers have developed a variety of probabilistic meth-
ods to learn user models from social data [1], [2], [3], [4].
Such models usually include a user’s interest in some topic
as a hidden parameter, which is estimated from her response
to messages on that topic. The more a user responds, for
example, by retweeting a message on the topic, the more she
is interested in it. These models, however, fail to account for
details of user behavior that affect response, such as how often
the user visits Twitter, how many messages she receives, and
how many of these she inspects. Without considering these
variables, it is difficult to explain behavior. Does a lack of
response mean that a user is not interested in the topic, or
that she simply did not see the message? These probabilistic
models also need large amounts of data to learn accurate
models, which may not be obtainable for all users.
Stochastic modeling is an alternative approach to modeling
user behavior. It is a probabilistic framework that represents
each user as a stochastic process that transitions between states
with some probability. The probabilistic representation cap-
tures our uncertainty about individual actions. When modeling
a social media site, the user’s states, and therefore, behavioral
outcomes, are constrained by the user interface. On Twitter, the
states include visiting the site, seeing a post, and responding
to it, e.g., by retweeting it. Transitions represent dependencies
between states: e.g., responding to a post is conditioned on
seeing it and being interested in it.
The model contains parameters that govern, for example,
how frequently the user visits Twitter. These parameters cap-
ture the salient mechanisms driving behavior: e.g., seeing a
post depends on its position in the user’s feed and the likeli-
hood the user will navigate to that position, which depends on
how deeply users explore their feeds. Model parameters could
be user-specific, but to reduce the required data and improve
generalization, we associate parameters with populations of
similarly-behaving users.
We estimate parameters from data using maximum like-
lihood. One challenge of this approach is lack of available
data for parameter estimations. For example, we do not know
when a user visits Twitter, only when she posts or retweets
a message, and must, therefore, estimate visit rate from these
data. However, we show that even such crude estimates lead
to useful models of user behavior.
In the past, we used a stochastic modeling framework to
describe dynamics of popularity of content on social media [5],
[6]. In this paper we adapt the model to describe individual
user behavior. We describe how we estimate parameters of the
model and use the model to predict how users will respond to
posts about a specific topic. We demonstrate that a model that
accounts for the likelihood of seeing posts and user’s interest
better predicts response than just using the user’s activity.
While in this paper we only consider predicting response,
there are many other interesting applications of the stochastic
modeling framework. For example, this approach could help
identify dedicated users and suggest strategies that would
amplify user response.
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II. DATA
Our data consist of Twitter posts related to initiatives that
appeared on the November 2012 California ballot. A ballot
initiative, or proposition, is a political process that allows
citizens of some states, including California, to place new
legislation on the ballot. If the proposition wins the popular
vote, it becomes law. A total of eleven propositions appeared
on the 2012 California ballot, including two that would raise
taxes to fund public schools (Propositions 30 and 38), one
that would require manufacturers to label products that contain
genetically modified organisms (GMOs) (Proposition 37), a
proposition to abolish the death penalty (Proposition 34), and
one to repeal the three strikes law (Proposition 36), among
others. This domain is a convenient choice for our study:
discussions about topics (propositions) mainly occur over a
limited time period immediately preceding the election when
there is concentrated interest in the topic, each proposition has
a clearly identified advocate, representing either pro and con
positions, with a presumed intention to influence followers’
behavior, e.g., in spreading the advocate’s message.
We began to collect data in August 2012, using the fol-
lowing strategy. First, we created terms related to proposition
names, including permutations of the terms “proposition” or
“prop”, numeric value, and “yes” or “no” to indicate stance:
e.g., ‘prop30”, “proposition37”, “yeson30”, “noprop32”. Next,
we identified topical terms related to propositions such as
“ca2012” and “nonewtaxes”. We then extended the set of
terms to include those that occur frequently with these terms.
This strategy identified additional relevant terms such as
“righttoknow”, “LabelGMOs”, “voteyeson37”, and “stopspe-
cialexemptions”, for a total of 95 terms. Using the Search API,
we monitored Twitter to collect tweets that contained these
terms as hashtags or keywords.
In addition to monitoring Twitter feed for mentions of
topics related to the propositions, we also identified campaign
advocates, that is Twitter accounts that explicitly promoted a
position on the topic, and added them to the list of monitored
accounts. Some of the advocates were easy to identify, such
as “@YesOnProp30” or “@NoProp37”. We found others by
reviewing similar account suggestions made by Twitter, e.g.,
“@CARightToKnow”. We then manually reviewed these ac-
counts to verify their position on the issue, and added them
to monitored accounts. Figure 1 shows the Twitter account
for the advocate against Proposition 37. Note that information
about this advocate was retrieved in August, 2013. The time
delay accounts for the larger observed number of followers.
We collected 44M tweets made by 600K monitored ac-
counts, creating a complete record of their activity in the
months preceding the November election. In addition, we pe-
riodically retrieved the names of followers of the 81 advocate
accounts. We collected all tweets produced by these followers.
This paper studies a subset of these data: specifically, select
advocates linked to the most actively discussed propositions
and examines the response of their followers to their posts.
Table I gives the names of the selected advocate accounts,
Fig. 1. Twitter account for “@NoProp37”, retrieved August 12, 2013.
the number of posts made by them, and the number of
their followers we studied. Each of these followers had been
following the respective advocate since mid-September and
had posted on the proposition, enabling us to determine the
user’s stance (pro, con, neutral) on the proposition manually
from their tweets. Neutral users are typically journalists, who
often follow advocates holding different stances, allowing
them to observe the opposing arguments.
Table I also provides a sample tweet for each advocate,
demonstrating the different agendas of the advocates and their
follower responses. These tweets are selected from the set of
advocates’ tweets with the most retweets. Note that advocate
tweets, as well as tweets from followers, often contain terms
and hashtags related to the proposition. We use the presence
of these keywords to determine the level of user’s interest
in the topic of the proposition. The ease of measuring such
number number typical activity
advocate of followers of posts rate of followers
@YesOnProp30 108 422 1.61
“Pass #Prop30 to invest in me and the future of my generation of
Californians! http://t.co/5fp2WSRb”
Number of RTs 32
@StopProp30 42 38 1.51
“Fiscal Feud! Prop 30 Politicians Prove We’ll Never Know Where
the Money Goes. Vote NO on #Prop30 http://t.co/hQboqP5G”
Number of RTs 7
@CARightToKnow 215 1520 8.32
“Russia Suspends Use of GMO corn made by #Monsanto due to
study linking GMOs to cancer. http://t.co/Ob9y... RT! #YesOn37
#LabelGMOs”
Number of RTs 65
@NoProp37 94 391 1.78
“‘Even voters who worry about genetically modified food should reject’
#Prop37. Sac Bee editorial http://t.co/... #Yeson37 #NoProp37”
Number of RTs 8
TABLE I
FEATURES OF ADVOCATE ACCOUNTS, INCLUDING THE NUMBER OF
FOLLOWERS THEY HAVE, THE NUMBER OF MESSAGES POSTED DURING
THE DATA COLLECTION PERIOD, AND EXAMPLES POSTS. THESE
EXAMPLES ARE AMONG THE MOST RETWEETED POSTS BY EACH
ADVOCATE. THE NUMBER BELOW EACH EXAMPLE POST IS THE NUMBER
OF TIMES THIS PARTICULAR TWEET WAS RETWEETED BY OTHER USERS.
targeted interests is an advantage of examining discussions of
propositions, compared to attempting to determine the topic
content of general tweets.
In addition to classifying whether tweets relate to a given
proposition, we need to identify the followers’ response to
received posts. We did so by focusing on posts from the
advocate and determining whether the follower retweeted each
one. We did so by examining each post from each follower
to identify which posts were retweets of the advocate’s post
and the original advocate post. Retweets typically have the
structure “RT @username: retweeted text,” where @username
is the original posting user. This “RT” may be replaced by
other variations such as “Retweet”, “Retweeting”, and “via.”
Searching for this structure identified the follower responses.
III. STOCHASTIC MODELING FRAMEWORK
The behavior of individual users on social media depends
on their history of interactions with other users and content
provided by the site, and varies considerably over the user
population [7], [8]. Stochastic models summarize this be-
havior by representing an individual entity, whether a user
or contributed content, as a stochastic process with a few
states [9], [10], [11], [12], [5]. Usually these models have
the Markov property, where the future state of a user or
contributed content depends only on the present state and the
input from the site and other users at that time. A Markov
process is succinctly captured by a state diagram showing
the possible states and transitions between those states. This
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Fig. 2. State diagram for model of user behavior with respect to a single post
received from a friend. Boxes represent states a user u transitions through
before making an observable action, such as respond to a post p. Ovals
represent parameters of the model, some of which are measured (grey) and
others estimated (white) from data.
approach is similar to compartmental models in biology [13]
and population dynamics [12]. E.g., in epidemiology such
models track the progress of a disease as individuals transition
between states, such as susceptible and infected.
Developing a model for social media requires identifying the
key states and relevant transitions between them. The states are
related to the design of the social media site, since its interface
constrains users’s actions. The state diagram has a probabilistic
interpretation. Each state represents the probability of a user
performing that action, with transitions leading to conditional
probabilities. The probabilistic interpretation of the model
of user behavior allows us to compute the likelihood the
user performed a given observed action, e.g., responded to
a post, and then estimate model parameters using maximum
likelihood. The remainder of this section describes our model
for evaluating how followers respond to an advocate’s posts,
and how we estimate the transition rates from our data.
A. Model
In this study, we focus on user behavior, in contrast to prior
research with stochastic models that focused on the collective
response of social media users to shared content. Fig. 2
shows the steps through which a user u from a population
of followers of some advocate a progresses to handle newly
received content, e.g., a new post p from a. The state diagram
captures the salient details of the site’s user interface and how
u interacts with it. When the advocate posts a new message
p, the web site adds it to u’s list of new content, making
it available for viewing. By the time of u’s later visit, u’s
friends, i.e., other accounts u follows, will have generated
some number, L, of newer posts, moving p to the L + 1st
position in user u’s list. The user may examine enough of this
list to view p. Once viewed, the user may decide to respond
to it, e.g., by forwarding it to followers via a retweet.
User activity in social media, i.e., the rate they post content
on the site, varies systematically over the course of a day as
well as on longer time scales. One way to simplify models
by making activity rates more uniform is to redefine the unit
of time to correspond to overall activity on the site [14]. For
our study, we average over several months of activity so these
short term variations are not important. Moreover, the analysis
only involves relative rates of users’ activity and their friends,
so this time adjustment would not change the analysis. This
focus on relative rates also adjusts for systematic increases in
activity as the polling date approached.
Behavior varies considerably across users and content. Thus
an important modeling choice is how much of this variation to
include explicitly while averaging over the rest. For instance,
in communities where content is readily visible to all users, not
just those who follow the submitter, a useful grouping of users
is whether they are followers of the content’s submitter [5].
For Twitter, a major distinction is the number of friends a user
has [15], since this strongly affects the rate at which the user
receives posts (Eq. 1).
For this paper, we compartmentalize, or group, users by
their activity, interest in the topic and number of friends.
This means that the model treats users with the same number
of friends and same activity level as indistinguishable from
each other when computing transitions between states, thereby
ignoring additional individual differences. This simplification
makes stochastic models tractable by reducing the number of
parameters necessary to describe the population. We determine
transition rates between states by estimating the rate users
within each population receive new posts from friends
(
R¯posts
)
,
the rate they visit the site to view newly received posts
(Rvisits(u)), the probability they view a post with given number
of newer posts (Pview(L)), and probability they find a viewed
post sufficiently interesting to respond (Prespond(u)). The next
sections describe how we make these estimates from the
available data.
Dependencies not included in the model’s transition rates
implicitly make independence assumptions. For example, we
assume a user’s response to one post does not affect the
probability of response to subsequent posts, nor make the
user more likely to look harder for future posts. Independence
assumptions simplify the model and parameter estimation,
though they may not be completely correct. Estimating transi-
tion probabilities depending on more parameters requires more
detailed data than readily available for studies of social media.
B. Parameters
1) Rate of receiving new posts: A user u receives posts at
a rate determined by the number of friends and their posting
frequency. For Twitter, this rate is approximately proportional
to the number of friends [16]:
Rposts received(u) = Nfriends(u)Rposts(friends(u)) (1)
where Nfriends(u) is the number of friends user u follows and
Rposts(friends(u)) is their average activity rate.
To accurately measure Rposts(friends(u)) requires tracking
a large number of users: not just the advocate and advocate’s
followers, but also the friends of those users, which is often
impractical. Instead we consider a simplified model that
averages over variations in received posts, so Eq. 1 becomes
Rposts received(u) = Nfriends(u)R¯posts (2)
where R¯posts is the typical posting rate within a population
of users. Then, the main variation in the rate a user within
a population receives new posts is due to variations in the
number of people that user follows, i.e., the number of friends,
while taking the posting activity of each of those friends to be
the typical population-level rate. Since user activity rate varies
considerably, we use the median for R¯posts as the typical value,
rather than the mean, which is unreliable due to the long tail
of the activity distribution. Table I reports the value of R¯posts
for each population of advocate followers we study. These
values of typical activity rate are consistent with other studies
of Twitter [16] which showed that, on average, users receive
one post per day from a friend.
2) Rate of visiting the site: Data available from social
media sites indicate when a user posts or retweets some
content, but not when the user visits the site to look at existing
content. Instead, we estimate the average rate at which users
visit the site, Rvisits, to be proportional to their posting rate:
Rvisits(u) = νRposts(u) (3)
where the constant of proportionality, ν, is the average number
of times a user visits Twitter to view content for each time the
user posts. This ratio could vary among users: for the model
we consider an average over the user population.
3) Probability to view a post: Social media produce far
more content than users have time to examine. Thus there is
a large chance that a user will never see a given post added
to that user’s list [15]. Precisely which received posts a user
examines is not available in our data. Instead, we combine
Eq. 2 and Eq. 3 with prior studies of how users navigate web
sites to estimate whether a user views a post.
Consider a post p from the advocate at time t = 0. Let
L(t) be the number of posts the user who follows the advocate
received (from all friends) during the time t > 0 subsequent
to receiving post p. If the user next visits the site at time t, the
post p will be at position L(t) + 1 on the list of new posts.1
People are more likely to view items near the beginning of
a list than those later in the list [17], [18], [19], [15]. The
“law of surfing” quantifies this behavior as arising from a
biased random walk commonly applied to a variety of decision
tasks [20]. This leads to an inverse Gaussian distribution of
the number of items m a user views before stopping,
e
−λ(m−µ)2
2mµ2
√
λ
2pim3
(4)
with mean µ and variance µ3/λ [17]. Thus the probability a
user views a post, at position L+1 on the list, Pview(L), is the
fraction of users who visit at least L items beyond the first
one, i.e., the upper cumulative distribution of Eq. 4.
1We assume that user responds to the advocate’s original post and not to
any possible retweets of the post by one of user’s friends. A retweet may
boost the visibility of a post, but we ignore this effect for this study.
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Fig. 3. Probability, Pview(L), a user views a post at position L+ 1 on the
list using values µ and λ given in Table III.
Whether a user views a given post is a competition between
how soon after that post the user visits Twitter and how rapidly
the user’s lists accumulates additional posts from friends. In
general these rates vary over time as users become more or
less active on the site. However, this competition depends
only on the relative rates of these processes, leading us to
approximate this competition as two Poisson processes with
constant rates: Rvisits(u), the rate the user visits the site (Eq. 3),
and Rposts received(u), the rate that user receives new posts
(Eq. 2).
This competition gives a geometric distribution for the
number of additional posts L the user received when first
visiting after receiving a given advocate post:
Pposts(L|u) = 1
1 + ρ
(
ρ
1 + ρ
)L
(5)
where ρ = Rposts received(u)/Rvisits(u) is the ratio of rates the
user receives posts to the rate that user visits Twitter. The
expected number of new posts received by the time of the
next visit is ρ.
Combining these factors, the probability the user views a
given advocate post during the next visit to Twitter is
Pvisible(u) =
∑
L
Pposts(L|u)Pview(L) (6)
The law of surfing, Pview(L), decreases rapidly with position
L, as shown in Fig. 3. Thus u typically will only see the
advocate’s post if they visit Twitter relatively soon after the
advocate posts. That is, most of the contribution to Pvisible(u)
is from the first few terms of the sum.
Evaluating visibility Pvisible(u) (Eq. 6) involves the law of
surfing parameters µ and λ, and the ratio of views to posts,
ν. Fig. 4 shows the distribution of Pvisible, showing the values
span the range from 0 to 1 (and are consistent with a uniform
distribution, Kolmogorov-Smirnov test p-value is 0.10). This
wide variation in visibility means models of how users respond
to posts should account for visibility, not just the user’s activity
or interest in the topic.
4) User response to a post: After reading a post, the user
may respond. Social media provide various ways for users
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Fig. 4. Distribution of Pvisible among users from different populations, using
model parameters given in Table III.
to respond. These include rating the post (e.g., voting on
Digg), forwarding it to followers (e.g., by retweeting it) or
commenting on it (e.g., writing a book review on Amazon).
Users can also take action outside of the social media setting,
e.g., forwarding by email or donating time or money to a cause
based on the post. The likelihood of a response depends on
the nature of the response considered: it requires more effort
to write a book review than to forward a post to another user.
With this variety of ways for users to respond, the particular
definition of response we focus on is somewhat arbitrary.
However, for testing the model we need a response that is
available in our data. For the purpose of this study, the content
we consider is posts from a campaign advocate and responses
are followers who retweet those posts.
This choice of response has two benefits beyond availability
of data. First, posts from a campaign advocate are likely more
focused on the single topic of the campaign, leading to a
more homogeneous set of posts than general content. This
should improve the applicability of our model’s assumption
of averaging behavior over the content we consider. Second,
in the context of campaign advocacy, spreading the advocate’s
message to more people, with at least an implicit endorsement
of the user, is likely to be an explicit goal of the advocate.
This motivates our defining a response as a follower reposting
a tweet from the advocate. Since our data includes all tweets
of the followers during the period under study, we know if a
follower responded in this way.
5) Probability a user responds to a viewed advocate post:
The model characterizes user response by the probability
the user finds the post sufficiently interesting to warrant a
response. We estimate the level of interest each follower u
has in the posts, Pinteresting(u), as a product of two quantities:
the degree of a user’s interest in the topic as a whole, Ptopic(u),
and the conditional probability of interested users to respond
to a post from the advocate, Pact(u), in this case by forwarding
the post to the user’s followers.
We estimate a user’s overall interest in the campaign topic,
Ptopic(u), from the number of posts from that user and the
number of those posts related to the topic, as determined by
content analysis of u’s posts (described Section II). A simple
estimate takes Ptopic(u) to be the fraction of the user’s posts
on the topic. However, this doesn’t account for the confidence
in this estimate. For example, a user with 2 out of 3 posts on
the topic and a user with 20 out of 30 posts on the topic both
have the same fraction; but the user with more posts gives
more confidence in the estimate.
To account for this variation, we consider a distribution
of possible Ptopic(u) values for each user. Specifically, if a
user has n posts, the probability m of them are on the
topic, assuming independence, is the binomial distribution
Bi(n, Ptopic;m) where
Bi(n, p;m) =
(
n
m
)
pm(1− p)n−m (7)
Our data provides the values for m and n for each user, so
instead of treating this as a distribution for m given n and
Ptopic, we have a beta distribution for the possible values of
Ptopic based on the observed values of m and n:
Prob(Ptopic) = (n+ 1) Bi(n, Ptopic;m) (8)
where the factor n+ 1 ensures the distribution is normalized:∫ 1
0
Prob(Ptopic) dPtopic = 1.
When the user has many posts (i.e., large n), the distribution
is narrow and Ptopic ≈ m/n, the fraction of the user’s posts that
are on the topic. But for a user with few posts, the distribution
is broad, reflecting the uncertainty in estimating the user’s
interest from just a few posts.
The second factor determining a response is the probability
an interested follower u responds to a particular advocate post
after seeing it, Pact(u). In our data, users who we determine are
opposed to the advocate’s position generally do not respond to
the posts, so we take Pact(u) = 0 for such users. For the rest,
“interested supporters,” we use the average over these users
Pact = 〈Pact(u)〉. We thus consider users to have differing
levels of interest in the topic while assuming content from an
advocate is fairly homogeneous in leading interested users to
respond.
Combining these factors gives
Pinteresting(u) = Ptopic(u)Pact (9)
as our estimate of a user having sufficient interest in an
advocate’s post to respond to it, conditioned on that user’s
value of Ptopic.
6) Response distribution: The model gives the probability
a user u responds to an advocate’s post as the product of the
probability the user sees the post and the probability of finding
it sufficiently interesting once viewed:
Prespond(u|Ptopic) = Pvisible(u)Pinteresting(u) (10)
conditioned on the value of Ptopic for the user. For a situation
with N advocate posts, assuming a user makes independent
choices to view and respond to each post, the probability that
user responds to M of the N advocate posts is binomially
distributed: Bi(N,Prespond(u|Ptopic);M).
user-specific parameters
posting activity rate Rposts(u)
number of friends Nfriends(u)
stance on topic (boolean) same as the advocate?
number of posts on topic m
number of posts n
number of advocate posts retweeted M
population-specific parameters
number of advocate posts N
typical posting rate R¯posts
TABLE II
USER DATA.
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Fig. 5. Distribution of response M , i.e., Prespond as a function of M from
Eq. 11, for a user, using model parameters given in Table III. The vertical
line shows this user’s actual response, M = 2.
Integrating over the distribution of Ptopic for that user (Eq. 8)
gives the distribution of the number of responses by that user,
Prespond(u):∫ 1
0
Prob(Ptopic) Bi(N,Prespond(u|Ptopic);M) dPtopic
=
(
M +m
m
)(
N
M
)(
M + n+ 1
M
)−1
L(u) (11)
where Prob(Ptopic) is the distribution of Ptopic for the user
(Eq. 8) and
L(u) = AM 2F1(m+M + 1,M −N ;M + n+ 2;A) (12)
where A = Pvisible(u)Pact and 2F1 is the hypergeometric
function [21].
Evaluating the response distribution for a given user requires
the user-specific data given in Table II. The table includes two
parameters that are the same for all users in a population, i.e.,
followers of an advocate. These are the number of advocate
posts, N , and the typical activity rate for users in that pop-
ulation, R¯posts. Table I gives the values for these population-
specific parameters.
Fig. 5 is an example of the probability distribution for
responses, Prespond, for a user. In this case, the user’s actual
response (M = 2) is among the more likely number of
responses predicted by the model. This figure shows that the
model produces a distribution over the possible outcomes,
providing both an estimate of the likely user response and the
confidence in that estimate from the width of the distribution.
parameter value
law of surfing µ = 14± 0.6
λ = 14± 1.8
views per post ν = 38± 20
response by interested supporter Pact = 0.12± 0.03
TABLE III
MODEL PARAMETERS ESTIMATED FROM DATA ABOUT POPULATION OF
FOLLOWERS OF @YESONPROP30.
C. Parameter estimation
We estimate values of the model parameters by maximum-
likelihood: the choices of model parameters that maximize
the probability of the observed responses from a set of users
according to the model. We treat the users as responding
independently so the probability of the observed responses is
the product of Prespond(u) for each user, from Eq. 11.
For this maximization, we only need factors that depend
on the model parameters, i.e., the value of A appearing in
Eq. 12. All other values are known from the user data. For
convenience, we take the logarithm of this expression, thereby
maximizing ∑
u
log(L(u)) (13)
where the sum is over all users u in the training set, which
we take to be the followers of @YesOnProp30. The followers
of the remaining advocates listed in Table I are our test set to
evaluate the model.
Our model does not determine the law of surfing parameters
beyond the requirement that µ ≈ λ to maximize the likelihood.
This is because the likelihood is nearly the same if users visit
Twitter twice as often but only look at half the number of items
on their list, i.e., rescaling ν → 2ν while dividing µ and λ by
2. Thus for this study we use the law of surfing parameters
determined for a prior study of social media [5], multiplying
by 15 to convert from “page number” to “item number” on
the list of new posts. These parameters have µ ≈ λ, so are
consistent with our model for Twitter.
Table III shows the maximum-likelihood estimates of the
model parameters, with ranges indicating 95% confidence
intervals.
IV. RESULTS
We evaluate the model on a test set consisting of the
followers of the second through fourth advocates in Table I.
Thus we use model parameters estimated for one advocate
(@YesOnProp30) to predict follower behavior for three other
advocates. We compare predictions of the stochastic model
with a baseline regression model, which is described next.
A. Regression model
For comparison with the stochastic model, we consider
a logistic regression model relating overall user activity to
response to advocate posts. Unlike the stochastic model, a
regression model does not consider the user as transitioning
through a series of states to decide on a response. Instead, it
simply considers users who are more active on the site are
also more likely to respond.
Since user activity varies over a wide range and has a
long tail, we find a regression on the log of the activity rate,
i.e., logRposts(u), provides better discrimination of response
than a using Rposts itself. Determining the fit based on the
same training set as used with the stochastic model, i.e., the
followers of @YesOnProp30, we find
Prespond(u) =
1
1 + exp(−(β0 + β1 log(Rposts(u)))) (14)
with β0 = −5.01± 0.06 and β1 = 0.11± 0.03.
B. Predicting user response
For testing, the actual response M is the dependent variable
predicted by the model. Specifically, the model gives the
distribution of M for a user (Eq. 11) based on the model
parameters (Table III), and other data for that user (i.e., the
values in Table II other than M ). We use the expected value
from this distribution as the model’s prediction of M .
model
advocate stochastic regression same?
@YesOnProp30 0.44 0.09∗ 0.005
@StopProp30 0.20∗ 0.35 0.46
@CARightToKnow 0.29 −0.08∗ 10−4
@NoProp37 0.60 −0.11∗ 10−7
TABLE IV
SPEARMAN RANK CORRELATION BETWEEN MODEL PREDICTION AND
OBSERVED FOLLOWER RESPONSE. LAST COLUMN IS p-VALUE OF
SPEARMAN RANK TEST FOR WHETHER THE TWO MODELS HAVE THE SAME
CORRELATION. ASTERISKS INDICATE CORRELATIONS NOT SIGNIFICANTLY
DIFFERENT FROM ZERO AT 5% p-VALUE BY SPEARMAN RANK TEST.
Table IV shows the Spearman rank correlation between
the predicted and observed number of responses for users in
each test set. Note that the first line reports results of testing
on the data used for training the model. The last column
reports the p-value of a statistical test to identify differences
between the models. The closer this value is to zero, the more
confidence this gives for rejecting the hypothesis that the two
models actually have the same correlation and just produced
the observed difference in correlation on these samples of
users by chance. Overall, the stochastic model has a larger
correlation except for @StopProp30, where the relatively small
number of followers and advocate posts (see Table I) are not
sufficient to identify differences from the regression model.
The model provides a distribution of responses, not just a
single prediction. This additional information from the model
is an indication of the accuracy of the prediction. Table V
shows one characterization of this accuracy: the Spearman
rank correlation between prediction error and the standard
deviation of the distribution returned by the model. The
prediction error is the absolute value of the difference between
the expected value of the distribution and the observed number
of responses to the advocate posts. The stochastic model
has a larger correlation except for @StopProp30. Correlations
are larger than those of the prediction itself (Table IV). We
find that while variability of user behavior not included in
the model gives many relatively large prediction errors, the
standard deviation of the model nevertheless provides a good
ranking of the prediction accuracy.
model
advocate stochastic regression same?
@YesOnProp30 0.76 0.33 10−5
@StopProp30 0.85 0.81 0.54
@CARightToKnow 0.95 0.49 0
@NoProp37 0.93 0.57 0
TABLE V
SPEARMAN RANK CORRELATION BETWEEN PREDICTION ERROR AND
STANDARD DEVIATION OF MODEL DISTRIBUTION.
The Spearman rank correlation values for training and
testing the model on the same population of users (@YesOn-
Prop30) is similar to the correlation values when training
on one population (@YesOnProp30) and testing on the other
populations (@StopProp30, @CARightToKnow,@NoProp37).
This highlights the power of stochastic models to learn from
one campaign and transfer to another, despite differences
between individual campaigns, including those due to the
issues involved, campaigner style, follower preferences, etc.
C. Classification of user response
In addition to using the model to predict how many advocate
posts a user will respond to, models can classify users by
their relative response among all the advocate’s followers. For
instance, models can identify the subset of users who are likely
to respond the most to advocate posts rather than precisely
predicting how often they will respond. This classification of
users is analogous to classifying content on social media sites,
e.g., distinguishing stories likely to get many or few votes
rather than predicting the precise number of votes [5]. Such
predictions form the basis of using crowd sourcing to select a
subset of submitted content to highlight [22].
As an example, we apply the stochastic model to predict
which users in the test set will be among the top 25% of
responders, measured by the fraction of advocate posts they
responded to. One way to use a model for this classification
task is to select the users whose predicted response is among
the top 25% of those predictions. Model performance on
this classification task is then the extent these selected users
correspond to the actual top responders. Table VI shows the
fraction of users in the test set incorrectly classified by this
procedure, i.e., the fraction of users predicted to be among the
top 25% who were not, or vice versa. The table also shows
the precision and recall of this classification, i.e., fractions
of predicted top responders who are, and fraction of top
responders who are predicted to be so, respectively. In this
case, classification by the stochastic model is significantly
better than a random classifier, i.e., randomly selecting 25% of
the users. On the other hand, the regression model is consistent
with random classification.
A more general measure of classification performance is the
precision vs. recall curve, shown in Fig. 6. For each model,
model error fraction precision recall random?
stochastic 30% 40% 40% 10−4
regression 36% 27% 27% 0.2
TABLE VI
CLASSIFICATION OF TOP 25% RESPONDERS. THE LAST COLUMN IS THE
p-VALUE OF THIS ERROR RATE ARISING FROM A RANDOM CLASSIFIER
ACCORDING TO THE FISHER EXACT TEST OF PROPORTIONS [23]
stochastic model
regression model
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Fig. 6. Precision vs. recall for identifying top responders.
we sort the U = 351 users in the test set according to their
predicted fraction of response to the advocate’s posts. For
k = 1, . . . , U , we examine the set of users with the k largest
predicted responses. For example, when k = 1 the set is
the single user with the largest predicted response, and when
k = U the set has all users. As k increases, the figure shows
the fraction of these k users that are among the observed top
25% responders (precision) vs. the fraction of the observed
top responders included among the k users (recall). Better
classifiers have higher curves in this figure: able to identify
a large fraction of the actual top responders without also
including many less responsive users. By comparison, random
selection of users would give, on average, 25% precision for
any value of recall. The curve for the regression model does
not differ significantly from this precision value.
A specific classifier using this procedure amounts to se-
lecting a position on the precision-recall curve by picking
the number of users to consider as the top responders, i.e.,
a value of k. For instance, the values in Table VI correspond
to k = 88, i.e., 25% of the 351 users in the test set. In practice,
selecting a position on the curve, i.e., choice of k, depends on
how important it is to avoid false positives vs. false negatives.
In the example discussed in Fig. 6, with somewhat smaller
values of k, the stochastic model gives higher precision.
D. Estimating user interest
Both stochastic models and simpler regression models can
classify users based on their likely response. However, the
stochastic model can also estimate underlying state transition
probabilities for users. For instance, this could distinguish
users who do not respond mainly due to visibility (e.g., users
who follow many others or do not visit Twitter often) from
those who do not respond due to lack of interest. The former
group, i.e., interested users who do not see the advocate posts,
would be more likely to respond to higher-visibility messages
(e.g., direct mail) than the latter group. Thus this classification
based on why users are not responding could help the advocate
focus limited resources on reaching supportive users. Since the
model characterizes user interest by a distribution of values,
the model can not only suggest users with high interest but
also estimate the confidence in that assessment based on the
width of the distribution.
As an example, Fig. 7 shows how the visibility-adjusted
prediction alters the estimated likely range of user interest
after observing how that user responds. The prior distribution
(Eq. 8), before observing responses to advocate posts, is from
a content analysis of the user’s posts. For the user in Fig. 7(a),
the values are m = 3 and n = 5, which suggests a relatively
high interest in the topic, but with large uncertainty due to
the small number of posts by that user. After observing the
user responses to advocate posts (in this case, responding to
M = 3 of N = 391 posts), the posterior distribution for
Ptopic is proportional to the integrand of Eq. 11. This combines
the prior distribution with response due to a combination of
visibility and interest to give the posterior distribution of Ptopic
shown in the figure. In this case, the posterior distribution
suggests a user with relatively low interest.
By contrast, Fig. 7(b) shows the estimates for an apparently
similar user: m = 5 and n = 7 and responding to only M =
2 out of N = 391 advocate posts. In this case, the model
accounts for the low response as due to low visibility of the
advocate’s posts and estimates the user’s interest in the topic is
likely a bit higher than expected from the prior content analysis
of the user’s posts. Thus, according to the model, this user is
likely far more interested in the topic than suggested by the
low response to advocate posts.
To test the predicted difference in interest between these
users, we examined additional data on their posts. The first
user is a news reporter from outside California who fol-
lows only one advocate, namely @NoProp37, and focuses
on national politics rather than California state politics. The
second user follows 25 advocates, including 10 who post on
proposition 37, on both sides of the issue. Thus the second
user appears significantly more interested in the topic than the
first, consistent with the model prediction shown in Fig. 7.
E. Discussion
We find that both prediction of response and classification
are better when we account for transitions among user states
involved in social media than using a statistical regression
based on overall activity. In particular, even with crude estima-
tion of the model properties, using the state-based model leads
to better predictions. In practice, data from social media often
do not include all relevant details of user behavior (e.g., when
they visit the site or view particular content). Thus, this study
shows stochastic models can give reasonable performance in
practice despite using coarse estimates based only on readily
observed behavioral data.
However, the relatively low absolute performance for the
stochastic model shows that user-specific details not accounted
for are important for improving accuracy. For instance, the
rate of receiving new posts depends on the activity rate of a
user’s friends, Rposts(friends(u)), which we approximated by
R¯posts, the typical posting rate within a population of users. The
distribution of user activity varies considerably, having a long
tail. Some users are quite prolific, while others rarely post.
Thus data on the activity of each user’s friends could improve
the model by providing Rposts on a user-specific basis.
Another model parameter, Pact(u), estimates a user’s likeli-
hood to retweet interesting advocate posts. We took this value
to be the average over all users, Pact. However, people use
retweets differently. Some users mainly retweet posts rather
than posting original material, indicating a higher probability
of responding to a viewed tweet. Other users have almost no
retweets, suggesting these users prefer not to rebroadcast posts.
This user-specific variation could contribute to the difference
between the prior and posterior distribution seen in Fig. 7.
A possible extension of our model is to use each user’s
propensity to retweet in general as part of estimating Pact(u)
for that user.
Not every post by an advocate is of interest to all of the
followers, such as a post directed to another user. Therefore,
a user’s interest in a tweet depends on the post’s appeal
and the individual’s interest in the topic. A direction for
future work is to use the overall response to the tweet as
an indication of its appeal. The model would then combine
both the user’s estimated topic interest and the community’s
overall interest in each tweet to determine the user’s interest in
that particular tweet. By addressing the tweet-specific interest,
this could improve Pact by including a measure of the content,
i.e., the appeal of a post, instead of assuming all advocate
posts are equally appealing, on average. This contrasts with
the improvement to Pact mentioned above, which focuses on
differences in a user’s tendency to respond in general.
V. RELATED WORK
Stochastic models are the basis of population dynamics
models used in a variety of fields, including statistical physics,
demographics, epidemiology, and macroeconomics. In the
context of social media, stochastic models identify mecha-
nisms relating the design of social media sites to the behavioral
outcomes of their users. Previous applications of the stochastic
modeling framework focused on describing the aggregate
behavior of many people by average quantities [11], [12], [6],
such as the average rates at which people contribute content
or respond to emails, and so on. A series of papers applied the
stochastic modeling framework to social media, specifically to
examine the evolution of popularity of individual items shared
on the social news aggregator Digg [9], [10], [5], [6]. These
studies assumed the user population had similar interest in
each item, or similar when separated in broad populations
(e.g., follower or not of the item’s submitter), whereas the
quality of each shared news item varied, leading to differences
in their eventual popularity. In this paper, by contrast, we
(a) low interest user (b) high interest user
Fig. 7. Estimated prior distribution of Ptopic values for two users and posterior distribution after observing how the users respond to advocate posts. (a) Low
interest user with 3 out of 5 posts on topic, who responds to 3 of 391 advocate posts. (b) High interest user with 5 out of 7 posts on topic, who responds to
2 of 391 advocate posts.
apply the models to describe and predict the behavior of an
individual user, averaging over any differences in quality of
content (i.e., the advocate’s posts).
When inferring response of users to items shared on social
media, computer scientists generally consider only user’s
interest in the topics of an item [1], [3], [4], or the number of
friends who have previously shared the item [24]. However, as
we have demonstrated in this paper, response is conditioned
on both interest and visibility of the item, so that a lack
of response should not indicate a lack of interest. Failing
to account for the visibility of items can lead to erroneous
estimates of interest and influence [25]. Stochastic modeling
framework allows us to factor in the visibility of items in a
principled way.
Stochastic models are similar to Hidden Markov Models
(HMMs) frequently used to model systems in which the ob-
served behavior of an individual is a result of some unobserved
(or hidden) states (see, e.g., [26]). In contrast to HMMs,
the goal of which is to identify hidden states that maximize
the probability of an observed action sequence, stochastic
models are best suited for predicting the evolution of the ob-
served actions of a population of individuals. Population-level
analysis, combined with relevant independence assumptions,
enables stochastic models to parsimoniously describe observed
behavior of many individuals, and also leads to more tractable
parameter inference.
VI. CONCLUSION
We showed that a stochastic model of user behavior gives
useful predictions even when available data does not include
aspects of user behavior most relevant for estimating model
parameters. Instead, we used readily available proxy estimates.
We attribute success of the stochastic modeling approach to
capturing relevant details of user behavior in social media
that, although unobserved, condition the observed behavior.
Perhaps the most important aspect of behavior our stochastic
model accounts for is visibility of the post, which depends
on how many newer posts are above it on the user’s list,
and how likely the user is to scan through at least that
many posts. We demonstrated that accounting for visibility
allows us to more accurately predict response and determine
a user’s actual interest in the topic. We see performance gains
even with simple parameter estimates based on population-
wide averages, suggesting the possibility that a model that
better accounts for user heterogeneity will produce even better
quantitative insights.
The applications highlighted in this paper do not exhaust
the list of potential applications of stochastic models. Addi-
tional applications include predicting response to new posts
from early user reactions (e.g., as with Digg [5]), and
using visibility-adjusted response to determine most useful or
compelling campaign messages to show to new users (i.e., a
“visibility-adjusted” popularity measure).
Our treatment considers user parameters as static. However,
user’s activity, interest in the topic and willingness to support
the advocate could change in time. The stochastic model could
incorporate changes by re-estimating parameters over time.
This could provide useful feedback to the advocate to gauge
reaction to specific campaigns. In particular, by separating out
the effects of visibility, the model could indicate how the level
of interest changes after the campaign.
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