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Abstract
Information systems for networks of small and inexpensive sensors attached to com-
putational nodes in distributed networks will in the future be required for applica-
tions where the focus is to assess information about diﬀerent ground based targets in
motion. Operations of concern to these applications are, for instance, to determine
the type and track of these targets, processes that generally require methods for
sensor data fusion. Of special importance is also that such networks must be able
to expand and shrink with respect to the number of sensors and nodes, that is, a
property called scalability. Clearly, traditional and centralized architectures are not
suitable since they will lead to very complex systems that eventually will be very
diﬃcult to maintain and accommodate to changing requirements. For this reason
novel systems architectures are required. In this work, an architecture based on sys-
tems of intelligent multi-agents is proposed. The architecture has been implemented
and tested in a simulated environment.
1 Introduction
Sensors positioned on ﬂying platforms, such as for instance helicopters or
satellites, are generally used as tools for determination of various targets or
land information across large areas. In the future sensors will become smaller
and less expensive and for this reason it will become aﬀordable to place large
quantities of such sensors directly on the ground. These sensors can be used
to collect information for many purposes. The most convenient way to handle
the ground sensors, as well as the large quantities of data generated by them,
is to build up nets of sensors where one or several sensors are attached to com-
putational nodes where analyses of the acquired sensor data can take place
with respect to the information requested by the users. In such a network,
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information may also be communicated to other nodes for fusion of the sensor
information [11]. The purpose may, for instance, be to determine diﬀerent
targets as well as their attribute and status values such as the position of a
vehicle. This is particularly important when the objects are in motion since
quite often tracking is in focus. Sensor networks with this type of ability will
be required in a large and growing number of applications, e.g. in military
as well as in environmental and other geographically oriented applications.
Among the latter can diﬀerent types of systems for traﬃc control be identi-
ﬁed. Further applications are concerned with problems related to crisis and
emergency management. Common to many of these applications are that they
require a type of command and control system where support for situation and
impact assessment [10] will play a fundamental role. An important and in-
herent characteristic of ground sensor networks is that they must be allowed
to expand or shrink with respect to diﬀerent kinds of needs that for the most
part are determined by the users. Here this characteristic is called scalabil-
ity. The background to this characteristic is that the size variation of the
networks over time in most cases depends on certain application dependent
needs that will change over time, i.e. the number of sensors and nodes will
vary over time. Since, the number of sensors and nodes may become very large
a software architecture with the ability to adjust to the changing requirements
must be available. In these cases traditional and centralized architectures are
not suitable since they will become very complex and as a consequence also
diﬃcult to maintain and accommodate to changing requirements. Thus, they
may also be ineﬃcient with respect to their required capability to grow and
shrink. For these reasons, a new type of software architecture is required.
A suitable architecture that seems to ﬁt here is based on intelligent agents
[13]. This approach is motivated because of its ability to create and delete
autonomous agents in accordance with requirements that are changing over
time. Another motivation for an architecture based on intelligent agents is due
to the fact that most agents are specialists on certain dedicated and special
services required during explicit periods in time. Consequently, new agents
can be created on demand and deleted when they are no longer needed. In
this work, the focus of attention is in particular directed towards an agent
architecture with the ability to grow and shrink with respect to the number
of sensors and sensor nodes.
Some related approaches similar to the concept described in this work ex-
ist. Among them can the work in the sensor information technology program
(SensIT) [6], sponsored by the Information Technology Oﬃce (ITO) at the
Defense Advanced Research Projects Agency (DARPA) be mentioned. In this
project software is developed for networks of distributed micro sensors. A mi-
cro sensor device will have multiple on board sensors, such as acoustic, seismic,
infrared and magnetic sensors, embedded processing and storage, short-range
wireless links and positioning capabilities. They also mention the smart dust
concept, with micro sensors on the order of square millimeters or square cen-
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timeters in size. Research is also going on in a work where highly mobile
sensors [9] are used. In this work, a sensor network that oﬀers mainly three
distributed services is proposed, that is, a lookup service, a composition and
a dynamic adaptation service. These services provide support for dynamic
information dissemination and fusion that adapts to incremental addition and
removal of sensor nodes. In a hardware system architecture for networked
sensors developed by Hill et al. [3] a small device with a tiny operating sys-
tem, which ﬁts into only 178 bytes of memory, has been created to lay the
groundwork for future architectural advances. Furthermore, in a framework
for collaborative signal processing in a distributed sensor net, by Li et al. [8]
eﬀorts to look into tracking of multiple targets, where classiﬁcation of targets
is done with the help of neural networks is going on.
This paper is structured as follows. In section 2, scalability is deﬁned. A
description of the structure of the sensor network that is subject to the study
in this work, including also the agent architecture and its characteristics, is
given in section 3. The result of the evaluation of the ﬁnal agent system is
eventually discussed in section 4 and ﬁnally conclusions and future research
and are presented in section 5.
2 Scalability
The agent architecture described in this work is basically concerned with a di-
versity of characteristics of a ground sensor network, which sometimes is called
a UGS (unattended ground sensor network), where the main capability of the
architecture is to allow scalability. Scalability is here deﬁned as the concept
for extension and contraction of the network with respect to the number of
sensor nodes. Basically, four diﬀerent scaling operations can be identiﬁed:
• Extending the network with at least a single sensor node.
• Deletion of at least one sensor node.
• Merging multiple sensor nets.
• Partitioning of a sensor network.
When any of these operations are applied the agent system should auto-
matically adjust to the new circumstances and let the work go on as before.
Extending the network is probably a manual operation that involves a human
actor while deletion also may depend on an accidental demolition of a node but
it may also depend on a natural malfunction. The merging and partitioning
operations are generally of planned type and in the latter case the new smaller
networks should be able to immediately operate independent of each other.
Among the operations deletion is clearly the most problematic one, since de-
struction of a node also may cause destruction of one or several agents. In
particular, if a tracking agent is destroyed this may cause loss of an object
track. The remaining operations are less problematic since they will control
the environment better. However, the loss of an object track is primarily not a
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question of scalability but rather a question of insuﬃcient robustness in which
case some information may be lost but the remaining part of the system will
go on working normally contrary to a centralized system architecture that in
worst case may lose all its information if the top node is destroyed.
3 Agent Architecture
This system is based on a number of diﬀerent agents that all have diﬀerent
tasks, and the same interface for activation and communication. An overview
of the system architecture is given followed by a description of the agents and
the tracking algorithm.
3.1 System Overview
The design goal is to create a system architecture that is general enough to
support many diﬀerent kinds of sensors, while being distributed and scalable.
The sensor network is simulated and consists of computational nodes, sensors
and a communication link on which observations to an external user or system
are sent. The nodes and sensors are aware of their (at least relative) positions.
More than one node may have the capability of communicating with external
users or systems. The communication link is the logical description of this
network capability. The computational nodes, or just nodes for short, have
computational power for sensor data fusion and hold an environment for the
agents. The sensors are connected to the nodes that are interconnected via a
network. Figure 1 shows an example of what the sensor network may look like.
The sensors registers moving targets in the covered area and sends observations
to the computational nodes were data is processed. Track information is sent
to an external user or system via the communication link.
Fig. 1. Sensor network.
To make it possible for agents to collaborate there must exist an environ-
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ment in which they can ﬁnd each other. The hardware environment consists
of the nodes. These nodes are connected via a network, where each node can
communicate with any other node, directly or indirectly.
To make the network scale up when increasing the number of nodes, each
node only has direct contact with its closest neighbouring nodes. This means
that, on the average, each node is connected to about six other nodes, if the
nodes are evenly distributed. This number rarely exceeds 16 in practice [5].
To calculate which nodes that should be connected to each other, Delaunay
triangulation is used [2]. Each sensor is connected to the geographically closest
node, also determined through Delaunay triangulation. An example of the
network topology is shown in ﬁgure 2.
Fig. 2. Topology of the network.
3.2 Agent Interface
All agents have a common interface. This interface contains methods for
communication, notiﬁcation of new cycle from the framework and a method
telling whether the agent is dead or not, see table 1. When an agent has
marked itself as dead, it is removed by the system framework.
Table 1
The agent interface.
Method name Return type Description
communicate(message) Response Sends a message to the agent. The agent
replies with a response.
isDead() boolean Checks if the agent is dead.
newCycle(cycle) void Informs the agent about the new cycle.
The agents can send messages to each other using the communicatemethod.
A message consists of a message type and an optional payload. The called
agent replies with a response containing a response type and an optional pay-
load. The response type can be one of the following:
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• OK – The message was accepted.
• Negative – The message was rejected.
• Reply – The message will be replied to with another message.
• Unknown message – The message was not understood.
3.3 Agent Types
To solve the task of detecting and tracking targets, a number of agent types
have been designed. Diﬀerent tasks have been assigned to the diﬀerent types.
One goal that they all have in common is to minimize the amount of bat-
tery power used in order to increase the lifetime of the network. This means
that they should minimize communication, both between nodes and between
sensors and nodes, and minimize the usage of the sensors. This goal often
contradicts other agent tasks. For example the track agent’s goal to track a
target with high accuracy implies that many sensors should be used, which
contradicts the goal of minimizing sensor usage.
3.3.1 Track Agent
For each known target, a track agent exists, whose task is to track that target.
The track agent should also try to minimize inter-node communication. This
means that the track agent should reside at the node nearest to the sensors it
intends to use.
Whenever a new target is detected, a new track agent is created. The
track agent is from that point dependent on the arrival of new sensor data.
If a track agent does not receive new sensor data within a certain number of
cycles, the target is considered lost and the agent marks itself as dead. The
node framework will then remove the agent at the end of the cycle. This
means that the track agent has to ensure that it will receive new sensor data
in each cycle by claiming the use of the sensors that can detect the target.
When there is only one sensor that can detect the target, the choice is easy.
When there are several sensors that can detect the target, the choice of which
sensor or sensors that should be used is more diﬃcult. The strategy used is to
look at the relative gain: How much is the expected uncertainty area reduced
with respect to the number of sensors used? [1]
When many nodes exist the track agent also has the option to move to an-
other node. The scheme for movement of the agent is quite simple. The track
agent will move from the current node if, and only if it ﬁnds a neighbouring
node that has better sensor coverage at the target position. This information
is retrieved from the node agent in this node, and from the node agents in
the neighbouring nodes. It is important not to move between nodes too often
because the movement in itself also introduces a communication cost.
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3.3.2 Sensor Agent
When a sensor is connected to a node, a new sensor agent is created. This
sensor agent will, from that point on, handle all communication with that
particular sensor. The sensor agent handles activation and deactivation of the
sensor.
Activation of a sensor is made either upon request by another agent or
ﬁred by a timeout (caused by a timer) in the sensor agent to check if there
are any targets in the area. When the sensor is activated it will listen and
send sensor data as soon as it detects something. If no agent wants to use the
sensor it will be deactivated and the timer will be restarted. The timer thus
makes sure that the sensor is activated regularly in order to be able to detect
new targets.
When the sensor agent receives sensor data from the sensor it will compute
an uncertainty area of the observation based upon the sensor model and the
position of the sensor. Here the accuracy of the sensor position is also con-
sidered. Then this uncertainty area is attached to the sensor data, and this
reﬁned sensor data is passed on to the dispatch agent that makes sure that
the reﬁned sensor data is handled in a correct way.
3.3.3 Dispatch Agent
A dispatch agent exists at each node and it handles sensor data messages
received from a sensor agent. When receiving sensor data from the sensor
agent, the dispatch agent will do the following in the speciﬁed order:
(i) Check local (at the same node) track agents to see if the sensor data
matches any of the track agents’ tracks. If more than one track agent
is interested in the particular sensor data, then all the interested track
agents will get a sensor data conﬂict message containing references to all
the other agents and the sensor data id.
(ii) If no interested track agent was found in the previous step, the dispatch
agent asks the neighbouring dispatch agents to check their local track
agents. This is done in the same manner as in step 1.
(iii) If no neighbouring dispatch agent could ﬁnd an interested track agent,
then this sensor data corresponds to a new target and a new track agent
is created.
3.3.4 Node Agent
Each node is equipped with a node agent. The responsibility of the node
agent is to keep track of the neighbouring nodes, i.e. the nodes that are
geographically closest to the current node. This includes scalability issues
as when nodes are added or removed. The node agent also keeps track of
the node coverage area, which is the combined detectable area of all local
(directly connected) sensors’ detectable areas. The node agent is therefore
able to answer how many sensors that can be used to detect a target at a
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given position. Another responsibility of the node agent is to support track
agent movement between nodes. When a track agent needs to move from a
node to another, it asks the node agent at the target node to create a new
track agent using a supplied track agent state. This track agent state contains
all necessary information to create a new copy of the track agent.
3.4 Agent Collaboration
In order for the agents to ﬁnd each other, each agent has a reference to the
node where it resides. At each node there is a reference to each agent in that
node. This way all agents can at least ﬁnd any other agent in the current
node. Since the node agent has references to the neighbouring nodes, it is also
possible for an agent to ﬁnd and communicate with any agent in the entire
network.
The agent collaboration chain begins when a sensor agent receives new
sensor data from a sensor. The sensor agent then processes the sensor data
and passes it over to the local dispatch agent, see ﬁgure 3. The dispatch agent
will then ask the local track agents if they are interested in that particular
sensor data, and if this is not the case the neighbouring dispatch agents will
be asked the same question. Assume that the sensor data eventually is sent
to an interested track agent. This track agent will then consume that sensor
data, and as a result it will have a somewhat better perception of the track.
If no track agent is interested in the sensor data, the dispatch agent creates a
new track agent.
Fig. 3. Agent collaboration when receiving sensor data from sensors connected to
diﬀerent nodes.
To keep track of the target, the track agent must receive new sensor data
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in the next cycle. After choosing the sensors to use, the track agent sends a
”claim sensor” message to the corresponding sensor agent, which makes sure
that the sensor is active during the next cycle.
The scheme for movement of the track agent is a result of collaboration
between the node agent, the sensor agent and the track agent. The node agent
gathers the detectable areas of the sensors from the local sensor agents. Then
the track agent asks the node agent about the number of sensors that have
coverage at a certain position. This way the track agent can easily check which
node that has the best coverage at the target position, i.e. the node that has
the most sensors with coverage at the target position. The probability that
the majority of the sensor usage is local is maximized, by choosing a node
with the highest sensor coverage at the target position.
3.5 Tracking Algorithm
The track agent keeps track of the uncertainty area of the target position,
a set of target types and the target position. Currently, the target position
is computed as the mass centre of the uncertainty area, but one can easily
imagine an algorithm that tries to ﬁt a spline curve to the previous uncertainty
areas and positions. This curve combined with an estimate of the target speed
could then be used to predict the next position of the target.
The track agent regularly receives reﬁned sensor data. Before the track
agent receives the sensor data the sensor agent reﬁnes the sensor data by
taking the uncertainty of the sensor position and the observation uncertainty
into account. The reﬁned sensor data contains an uncertainty area of the
observation. The uncertainty area of the observation is then combined, or
fused, with the current knowledge of the target uncertainty area.
3.5.1 Sensor Data Fusion
When the track agent receives sensor data it checks that the sensor data
matches the target it tracks. First of all, the uncertainty area of the obser-
vation must overlap the current perception of the target uncertainty area.
Secondly, the classiﬁcation set of the target is compared to the classiﬁcation
set of the observation. Finally, the sensor model of the source of the obser-
vation is checked to see if it is theoretically possible that the source could
detect this target type anywhere in the target uncertainty area. If all these
conditions are met, the sensor data is accepted.
Sensor data association errors may occur if there are multiple targets that
are being tracked. Competition or other collisions of sensor data may indicate
association errors. There are two types of sensor data collisions: sensor colli-
sions and track collisions. A sensor will send at most one observation of every
target, i.e. it will never send two observations of the same target during the
same cycle. There is thus a sensor collision if a track agent receives multiple
matching sensor data from a single sensor. There is a track collision if more
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than one track agent accepts a single sensor data. These two collision types
will often occur simultaneously and they indicate that an erroneous match
is likely. Many of these collisions can be avoided by simply applying sensor
data in the right order. If sensor data without collisions are applied ﬁrst, the
perception of the target is improved and some of the sensor data that was
accepted earlier may now be rejected. This way some of the collisions can
easily be resolved. No further collision resolving techniques are used in the
current implementation. Sensor data with collisions are not used because of
the risk of making an erroneous match.
Using this restrictive method, when accepting sensor data, can sometimes
cause track agent starvation. Therefore, the sensor activation algorithm used
to reduce the number of sensors that are activated is not used when a collision
has been detected. This means that all sensors that can detect the target will
be activated to minimize the risk for starvation.
When applying sensor data that has been accepted, the new target un-
certainty area is calculated as the intersection of the old target uncertainty
area and the sensor data uncertainty area. The same is done for the target
classiﬁcation set. The new target classiﬁcation set is the intersection of the
old classiﬁcation set and the classiﬁcation set of the sensor data. Note that to
accept the sensor data both the uncertainty areas and classiﬁcation sets must
overlap.
The target uncertainty area is expanded each cycle. This expansion is
caused by the mobility of the target. The amount of expansion is the maximum
distance the target type or types can move during one cycle. This means that
in order to keep the uncertainty area size at a somewhat constant level, new
sensor data must arrive regularly.
3.5.2 Target Classiﬁcation
In order to separate two (or more) nearby tracks from each other, other mea-
sures than position are needed. Classiﬁcation of detected targets into one or
more possible target types is often a wanted function of a sensor network and
is also such a measure.
In this implementation a simple target classiﬁcation technique is used, that
gives a measure of how likely a particular classiﬁcation is by comparing the
incoming signature with stored signatures of known target types. The most
likely target types forms a set, which is called the target classiﬁcation set. This
set can then be used to separate sensor data from each other if the sensor data
signature diﬀers enough.
3.6 Sensor Activation Algorithm
There are two aspects of sensor activation in this system. One aspect is
detection of new targets, and is controlled by the sensor agents. The other
is the tracking of known targets, and is thus controlled by the track agents.
10
Bra¨nnstro¨m and Jungert
In order to detect new targets each sensor is activated regularly to check if a
target is within range. The sensor activation for tracking uses the expected
relative gain: How much is the expected uncertainty area reduced with respect
to the number of sensor used? [1]
4 System Evaluation
The scalability of the system architecture has been evaluated. The system
implementation is described followed by the evaluation made.
4.1 System Implementation and Simulation Environment
The system and the simulation environment are implemented in Java and
consist of three programs: the simulation server, the communication link and
the node. Each of these communicates via RMI (Remote Method Invocation)
and can therefore be distributed over a number of interconnected computers.
In a running simulation there is one instance of the simulation server, one
instance of the communication link and one or more instances of the node
program.
The input to the simulation consists of sensor models, target models and
environment parameters such as temperature, humidity etc. and a scene con-
taining sensors, nodes and tracks. Since the scene contains the number of
nodes, it aﬀects how many instances of the node program that are needed.
The output consists of both observed and real tracks, and information of the
sensors and the nodes in the simulation.
The simulator consists of the framework that drives the simulation includ-
ing the tracks and the sensors that simulate the observations of the tracks.
The simulated time is discrete; each cycle is 100 ms long. The coordinate
system is two- dimensional. The framework starts reading the input ﬁles, sets
up the scene and waits for the communication link and a number of nodes
to connect. During the connection phase the sensors are spread out among
the nodes, where each sensor is connected to the nearest node. The nodes
are given a reference to the communication link and are informed about other
nodes. Simulation begins when all necessary programs have been connected.
The simulation is actually an iteration of all the cycles. To facilitate syn-
chronization, each cycle is divided into a number of phases. Each node is
notiﬁed when a new cycle or phase is started. A new phase or cycle is started
only when all nodes are ﬁnished with the current phase. This way, the phases
function as synchronization barriers.
During the sense phase, each target is moved one step and then each sensor
is given a chance to sense the targets. Whether a sensor reports a track
observation by sending sensor data to the sensor listener or not, depends
on the particular sensor implementation. Generally the sensor will report
an observation if the sensor is activated and the sensor can detect the track
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according to the sensor model. Nothing is done on the server side of the other
phases, except for notifying the nodes.
4.1.1 Acoustic Data Model
Simulation of acoustic data is based on the fact that each periodic signal
can be separated into a number (maybe inﬁnite) of sinus-shaped signals with
diﬀerent frequencies. Since all machines emit more or less periodic sounds,
one can say that they in fact emit a spectrum of intensities of a number of
frequencies.
This spectrum is here called the acoustic signature. This signature has
operations for checking equality between diﬀerent signatures, transforming
and ﬁltering the signature. The acoustic sensor is a triplet of microphones
that detects the direction to the sound source. The acoustic sensor data
contains an angle and an acoustic signature.
Outdoor sound propagation [7] is aﬀected by many mechanisms, including:
• source geometry and type (point, line, coherent, incoherent);
• meteorological conditions (wind and temperature variations, atmospheric
turbulence);
• atmospheric absorption of sound;
• terrain type and contour (ground absorption of sound, reﬂection);
• obstructions (buildings, barriers, vegetation, etc.).
The targets are treated as point sources and only the atmospheric absorp-
tion of sound is considered. To consider other eﬀects, knowledge of the terrain
would be required. The terrain is thus considered to be ﬂat.
The mechanisms behind atmospheric absorption have been extensively
studied, empirically quantiﬁed and codiﬁed into an international standard for
calculation: ANSI Standard S1-26:1995 or ISO 9613-1:1996. These equations
are used here.
4.1.2 Acoustic Sensor Model
The acoustic sensor is, as mentioned, a combination of three microphones
that can detect the direction to the sound source. To model when a sensor
can detect a sound or a signature, it is assumed that the sensor has lower and
upper frequency boundaries. Furthermore, the intensity of the sound must be
higher than a certain threshold to ﬁlter out background noise.
The accuracy of the measured direction depends on the frequency since the
number of periods that the sound diﬀers at the diﬀerent microphones is used
to calculate the direction. This means that the direction to the sound source
can be determined with higher accuracy for high frequencies than for low. To
take this eﬀect into account, two error angles can be speciﬁed: one for high
frequencies and one for low frequencies. These two frequencies refer to the
minimum and maximum frequency that the sensor can detect. In between,
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linear interpolation is used to compute the error angle.
The detectable area of a sensor is computed by determining the maximum
detection distance of all target models. The maximum detection distance of a
target is simply the maximum distance when the intensity of its transformed
and ﬁltered acoustic signature is above the intensity threshold of the sensor.
This detectable area is the union of the individual detectable areas of each
target type, and is thus only used as an upper bound, i.e. the area in which
the sensor might detect targets.
4.2 Multiple Nodes
An evaluation of how the ratio between the number of nodes and the number
of sensors aﬀects the performance has been made. The value measured was
the number of tracks that was detected. The motivation to measure this value
is that when adding more nodes, there is a possibility that sensor data doesn’t
reach the corresponding track agent. In this case a new track agent is created
in the node closest to the source of the sensor data. The previous and the
newly created track agent then compete with one another about sensor data,
and eventually these two agents will starve each other to death. The track
agents can thus loose track of the target if there are more than one track agent
that is tracking the target or if there is a gap in the sensor coverage on the
path of the target. The ﬁrst reason is most frequent. When the system was
designed an even distribution of about 5 sensors per node was assumed.
Six diﬀerent scene conﬁgurations, where the number of nodes varied, have
been used in the evaluation. The scenes consist of 20 sensors, 1 track and 1,
2, 4, 5, 10 respectively 20 nodes. The sensors and the nodes were randomly
distributed within an ellipse (400 x 200 m), see ﬁgure 4. A target moves
through the sensor network at constant speed.
Fig. 4. The scene conﬁguration.
The result of the evaluation is shown in ﬁgure 5. Although the variations
are great, the overall result is clear: Adding more nodes will increase the
number of tracks, i.e. more frequent loss of tracks.
The reason for this is the fact that the dispatch agents do not look in
neighbouring nodes for track agents when a local matched track agent has
been found. Thus, if two track agents are created at the same time in diﬀerent
nodes, they will stop each other from receiving sensor data from their nodes
respectively.
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Fig. 5. Number of tracks against the number of nodes.
5 Conclusions and Future Research
This paper presents an agent-based architecture for a scalable and dynamic
sensor network. Agents handles scalability of the network as well as tracking
of targets and sensor allocation. Scalability of the sensor network has been
accomplished by removing knowledge of the entire network from the nodes. A
node has only knowledge of the neighbouring nodes and its sensors. A special
dedicated agent, the node agent, handles both adding of new nodes and loss of
nodes in the network. While more sensors will increase the covered area, more
nodes will increase the computational power for data fusion in the network.
Evaluations of multiple nodes have shown that the dispatching protocol
of the dispatch agent is unsatisfactory. A revision of the dispatch protocol is
however proposed. Instead of checking neighbouring nodes, nodes that have
intersecting sensor coverage should be checked. This way possibly interested
track agents are only one step away. Note that this, as before, might require
multihop messaging at the network layer.
Since this system is based on agents with clearly separated tasks new
functionality can easily be added by simply adding new types of agents that
will coexist with the current agents. A monitor agent that monitors some
activity, for example all trucks in a speciﬁed area, on behalf of an external
user is an interesting research topic. Scalable, distributed and robust search
algorithms and data structures will then be needed.
This work is however in its starting phase. Many improvements can be
made and evaluations of the current implementation have pointed out some
of them.
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