In this paper, we implement a special websites fingerprinting attack based on SSH anonymous communication system with random decision forests classifier. When users access to the Internet through anonymous communication network, website fingerprinting attack can listen in the client passively to determine the source address to which user access, so as to achieve the goal of regulation and monitoring anonymous communication system. However, there are plenty of differences between our work and the previous research. We pay more attention to outgoing traffic which is sent by the servers to the client and achieving a well performance by extracting our own features with some specific strategies. According to the experiments, we have proven that the random decision forests classifier has better performance than other classifiers in the field of outgoing traffic.
anonymous communication system has a wide range of applications, which make the features be invalid.
In 2006, Liberatore et al [4] , firstly presented naïve Bayes classifier method with packet size distribution as feature and reached a 73% accuracy rate through the experiment. At the same time, Liberatore use Jaccard's coefficient to achieve over 60% accuracy on SSH. In 2009, Herrmann et al [5] used text mining techniques to improve Liberatore's features, and took advantage of Multinomial Naïve Bayes (MNB) classifier to achieve the accuracy range from 73% to 89%. In 2012, Ling et al [6] extracted the sample mean and sample variance of RTT as features to complete website fingerprinting attack. In 2014, Gu et al [7] used the difference between incoming traffic and outgoing traffic, and took TCP connection count, total size of packets, as well as the length and sequence of packets as characteristics, through the longest common substring algorithm to obtain the highest accuracy rate of 93.7%. However, for the outgoing packets, only length distribution and Naive Bayes classifier were used to complete the website identify, which would cost a lot of bandwidth with an uncertain effect.
All the above methods on SSH ignored the outgoing traffic features and didn't analyze the integrated traffic. Therefore, we presented a new method of website fingerprinting attack in this paper. We analyze mainly the outgoing traffic, and classify the websites by using total transmission size, total transmission time, the count of TCP response, the total size and number of the outgoing packets as well as the size distribution of the outgoing packets as features. Moreover, the random forests algorithm is used to take related experiments in openSSH2000 dataset.
The paper is organized as follows. Firstly, we briefly introduce the background and the current research status of website fingerprinting attack on SSH, and then, we analyses the attack model and the protocol of SSH. The introduce of the random forests classifier was followed by analyses the protocol of SSH, in this part, we analysis the advantages of random forests classifier with high dimension features and abnormal data theoretically. In the experimental evaluation module, we compare the accuracy of our method with several common classifiers [3, 5, 8] . The last part of the paper, we summarize the paper and points out the next step research direction.
Attack Model and Protocol Analysis
SSH protocol aims to provide secure remote login and other secure network services on insecure network by using a variety of encryption and authentication. And provides encryption channel between the client and the server to solve privacy problem base on plaintext transport.
We listen the traffic passively in the tunnel between SSH proxy and client to complete the website fingerprinting attack. Attack model is shown in Fig. 1 .
In Fig. 1 , the client sends incoming traffic through the encrypted tunnel, and the outgoing traffic is send back to client by the encrypted tunnel. Attacker can only check the encrypted communication, and then create a log of package length and interval time. The observer can store these logs without limit. Like Sun et al [2] , we assume the observer could not distinguish the single object.
In order to improve the feasibility of our method, we adopt the same assumption environment with previous scheme [6] .
Figure1: the model of website fingerprinting attack
Firstly, attacker can configure the similar network environment with criminal, and has a list of blacklist. Meanwhile, we can use the same SSH proxy for website access, so as to establish a fingerprinting database.
Secondly, attacker has the same configure of browser, such as prohibit the cache, use the same protocol. Moreover, attacker can extract packets from the same website by using the information about interval time.
In respect of feature extract, we only analyze the outgoing traffic. With the widely use of HTTP / 1.1, the number of object in one page and the volume of each connection lose its' effect. At the same time, multichannel parallel transmission makes the outgoing packet is out-of-order. So the longest common substring algorithm for packet sequence in Ref. [7] can't perform well.
Normally, outgoing packets number is larger and most of the length equal MTU. Considering these characters, we calculate the statistics of packets quantity with [0-200], [200-1000], [1000-1448]. Then we use statistics of packets quantity, the total size, and the total numbers as the features of outgoing packets. At the same time, we put total size of packets and website access time in feature set. Furthermore, when we parse the original data of openSSH2000, the control packet will be discarded, which is influenced by the network environment significantly.
Attack Method
Our attack use random decision forests [9，10] which is an ensemble method using multiple decision trees. Different with other classifier [3, 5, 7] , random forests classifier can analyze the contribution of features，which can be used to evaluate the importance of characteristics. Furthermore, in the face of dimension reduction, data leakage and data exception, it still can maintain a good performance.
The dimension in our characteristics is 3 ~ 4 times of previous. Due to influence of network and time, there are some empty data and abnormal data which potentially reduce the classifiers' effect. It's one of the reason that Support Vector Machine (SVM), K Nearest Neighbor (KNN), Multinomial Naïve Bayes (MNB), Gaussian Naïve Bayes (GNB) etc classifiers perform poorly.
Random forests achieve the estimate of the missing data, even if a big part of the data was loss can still remain the accuracy, and make the error of abnormal data balance. With sample many times randomly with reset, we do not need use k-fold crosses validation to measure random forests performance, it is estimated through the unused training samples on each tree, and the callback mechanism improves the accuracy. What's more, fast learning and detect the feature interactions make random forests perform better.
In random forests, differ from only one tree in the CART model, many decision trees will be generated. Each tree in the forests uses a fixed length feature vector for training and through select training samples randomly to prevent over-fitting [11] . When an object is classified, every tree in the random forests tree will give their selection, and the output result of a whole forest is the website with the most votes.
The "plant" and "growth" rules of every decision tree are shown as follows:
• Suppose that we set the sample number of training set as N, and then we get the N samples by repeated sampling with reset, so that the sampling results will be used as the training set of the decision tree;
• If there are M input variables, each node will be randomly selected m (m<M) specific variable, and then use the m variables to determine the best splitting point. In the process of generate the decision tree, the value of m is kept constant;
• Each decision tree is most likely to grow without pruning;
• Predict the new result through compute the selections of the entire decision tree.
Experimental Evaluation
In this paper, we use the public dataset in Ref. [4] to finish the experimental verification. By comparing with SVM, KNN, MNB and GNB classifiers, we prove the high accuracy of our method.
The dataset is collected by Liberatore et al in 2006 and each sample consists of the 2,000 most-visited websites of traffic. They created a new sample once every six hours for a period of two months, and total get 480,000 samples [4] .
Website fingerprinting attack mainly includes two stages: known sample training and unknown sample testing. The accuracy of the test results is the criterion for judging the effect of attack. Parameters setting in the experimental process will have an impact on the accuracy of the test results which include the training set size, the size of the testing set and interval time. In order to ensure the credibility of the results and compare with the previous experiments, we use the top 100 websites of dataset as our target websites.
As shown in Fig.2 , we take the experiment of training set (n train ) and compute the accuracy when the interval time of △t=1 and the testing set size of n test =4. After repeated experiments many times, we calculated the average value of each point. Compared with Liberatore et al [4] and Gu et al [6] , our accuracy is increased by nearly 7% form n train =4 to n train =16 and their result tend to be stable. With the increase of the training set, more data can be used to "plant" and "growth", which makes random forests has more samples to generate training set of decision tree, so the accuracy has been significantly improved. Considering the consistency with previous work, we still set the n train =4. Fig. 3 shows the effect of interval time on the accuracy when n train =4 and n test =4. From the Fig.3 , We can know, the accuracy appeared different degree of decline when interval time increasing. The reason is that the outgoing traffic is used to transfer the object, have a large impact on the total size and the total number of outgoing packets. And then affect the distribution of packet size in different ranges, which led to the decline in accuracy. However, accuracy remains at around 70% even interval time up to 15 days, this shows that our method has a high robustness to time delay. Without update the training set frequently, the method can still ensure the effectiveness of attack. In order to facilitate the comparison with previous, we Then we verify the relationship between the numbers of websites and the accuracy through experiments. Through theoretical analysis we can know that with the increase of websites numbers, more similar data appeared in the training set and the testing set, which makes the accuracy rate appear to varying degrees of decline. Fig. 4 shows the influence of website numbers on the accuracy by comparing with several commonly used classifiers, such as MNB, GNB, SVM, and KNN. The experimental parameters are n train =4, n test =4, △t=1. We can see from Fig.4 , the accuracy of all classifiers appeared different degree of decline with the increase of the websites numbers. When the numbers of sites reach 400, our method can still keep 72.2% accuracy, compared to other methods, the accuracy of our method decreases slowly. The result shows that our method can keep good effect in big data. Fig. 5 shows the accuracy of five different methods in n train =4, n test =4 and △t=1. The experimental results show that random forests classifier perform better for website classification in the face of high dimension features and abnormal data.
Conclusion
In this paper, we aim at monitor the illegal use of SSH. Random forests is put forward on outgoing traffic and compared with common methods. It is proved that only rough outgoing traffic analysis can also get a good effect. The experiments result shows even in big dataset and larger intervals, our method can also maintain a good accuracy. Moreover, our method can ensure the stability of the attack model without update training set frequently.
In the future, we will pay more attention to the extract of features and find a kind of effective defenses to the features we used. At the same time, the existing methods were always verified in closed environment, which affect the practicability of attack methods. How to guarantee the accuracy in open experimental environment is an urgent problem. 
