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Abstract
The matrix power sequences and their periodic properties in max-plus algebra are stud-
ied. The notion of generalized periodicity is introduced for which both periodicity and linear
periodicity are special cases. Every matrix over a max-plus algebra is shown to be almost
generally periodic.
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1. Introduction
Behaviour of power sequence of the transition matrix of a discrete-event sys-
tem is of a frequent interest in extremal algebras such as max–min algebra or max-
plus algebra [2,13]. Periodic properties of a matrix in max-plus algebra were studied
by several authors. It was shown in [1] by Baccelli et al. that a matrix A is almost
linear periodic if the corresponding digraph G(A) is strongly connected. Gavalec
described in [5] an O(n3) algorithm for computing the linear period of a matrix,
in this case. Further it was proved in [5], that in general case, when G(A) is not
necessarily strongly connected, the problem of deciding whether a given matrix in
max-plus algebra is not almost linear periodic, is NP-complete. An O(n3) algorithm
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for computing the linear matrix period for a given almost linear periodic matrix was
described in [6]. More efficient algorithms for computing the linear matrix period for
Toeplitz and Monge matrices are described in [7,8].
Nachtigall in [12] showed that the linear defect of a given matrix can be arbi-
trarily large. He proved that the power sequence of any matrix can be characterized
by a finite number of almost linear periodic matrix sequences. The upper estimate
of linear defects of these sequences was given. The computational complexity of
finding the above mentioned sequences is O(n6) in [12]. A more efficient algorithm
for finding such a representation in a more general structure is described in [10].
The periodicity of a matrix in max-plus algebra is a special case of the linear
periodicity. The periodicity of a matrix with zero-weight cycles was investigated and
a polynomial algorithm for computing the value of matrix period has been described
in [9]. The necessary and sufficient condition for a Monge matrix to fulfil the
zero-cycle-condition has been proved in [3]. The necessary and sufficient condition
for the matrix periodicity was found and an O(n3) algorithm for verifying the
periodicity and computing the exact value of the matrix period in positive case is
described in [11].
The aim of this paper is to extend the notion of the linear periodicity of a sequence
(of a matrix) to the generalized periodicity of a sequence (of a matrix) in max-plus
algebra. The periodicity and the linear periodicity of a sequence (of a matrix), respec-
tively, are special cases of the generalized periodicity. The maximum sequence of
two almost generally periodic sequences is shown to be almost generally periodic.
It is proved that every matrix is almost generally periodic in max-plus algebra. The
problem of computing the generalized coordinate period gper(a∗ij ) for given indi-
ces i, j ∈ N as well as the generalized factor matrix gfac(A) in a max-plus algebra
is shown to be an NP-hard problem. The periodic properties of a given matrix are
studied using the properties of the corresponding digraph.
2. Definitions
For simpler notation of index sets we shall use the convention by which for any
positive natural number n the set of all smaller or equal positive natural numbers is
denoted by N, i.e. N = {1, 2, . . . , n}. This extends to any multi-letter notation, that
is for instance if gper denotes a natural number then Gper stands for the set of all
natural numbers not bigger than gper. The set of all natural numbers is denoted by
N. The set of all positive natural numbers is denoted by N+.
Definition 2.1. Let (G,+,) be a linearly ordered abelian group, with neutral ele-
ment 0 and with −a as inverse of a. The pth multiple of q ∈ G is p × q = q +
q + · · · + q (p summands), 0 × q = 0 and (−p) × q = p × (−q), for p ∈ N+. We
assume that G is divisible, i.e. for any q ∈ G and any p ∈ N+, there exists an unique
solution x ∈ G of the equation p × x = q, denoted by x = q/p.
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Adding a new element ε ∈ G to G we get G∗ = G ∪ {ε}. The element ε is min-
imal with respect to  and absorbing with respect to +, i.e. ε  a and ε + a =
a + ε = ε, for every a ∈ G∗. In this paper, we consider ε as an infinite element and
the elements from G as finite elements of G∗.
The max-plus algebra is a triple (G∗,⊕,⊗), with binary operations ⊕ = max
and ⊗ = + on G∗.
For any natural n > 0, G∗(n, n) denotes the set of all square matrices of order n
over G∗. The matrix operations over G∗ are defined formally in the same way (with
respect to ⊕,⊗) as the matrix operations over any field. The rth power of a matrix A
is denoted by Ar , with elements a(r)ij .
Remark 2.1. We will use in our examples the (R∗,⊕,⊗) max-plus algebra, where
R is the set of all real numbers and R∗ = R ∪ {−∞}.
Definition 2.2. For a given matrix A ∈ G∗(n, n) we define the digraph (directed
graph) G(A) = (V ,E) with the node set N = {1, 2, . . . , n} and with arcs (i, j) ∈ E
for every finite aij . For any pair (i, j) with aij = ε, there is no arc from i to j inG(A).
Moreover, every arc (i, j) of G(A) is weighted by the corresponding weight aij . A
path in the digraph G(A) = (V ,E) is a sequence of nodes p = (i1, i2, . . . , ir+1)
with r  0 such that (it , it+1) ∈ E for any t ∈ {1, 2, . . . , r}. The number r is called
the length of p and is denoted by |p|. If i1 = ir+1, then p is called a cycle. An ele-
mentary path is a path without repetitions of nodes. The process of replacing a cycle
(nk, n1, n2, . . . , nk) in a path with repetitions by the single node nk will be called
cycle-deletion. For any natural r and for any i, j ∈ N , we denote by P rG(A)(i, j) the
set of all paths in G(A), of length r, beginning in node i and ending in node j. The
union of all P rG(A)(i, j), for r ∈ N+, will be denoted by PG(A)(i, j) and the set of
all elementary paths in PG(A)(i, j) is denoted by P ∗G(A)(i, j). For p, p′ ∈ PG(A)(i, j),
we say that the path p′ is a cycle-extension of p, in notation p ⊆c p′, if p can be
created from p′ by finitely many cycle-deletions. The weight of a path p (cycle c)
of positive length, denoted by w(p) (w(c)), is the sum of the weights of its arcs. If
c is a cycle of positive length, then the ratio of the weight of the cycle to its length
denoted by w¯(c) := w(c)/|c| is the cycle mean. The maximum cycle mean in G(A)
is denoted by λ(A). Since the cycle mean of a cycle can not exceed the cycle mean of
its elementary subcycles, and since the number of elementary cycles is finite, λ(A)
always exists. If there is no cycle of positive length, then λ(A) = ε.
Definition 2.3. If G(A) = (V ,E) is a digraph, then a subdigraph K = (K,E ∩
K2) generated by a non-empty subset K ⊆ V such that any two nodes i, j ∈ K are
contained in a common cycle, and K is a maximum subset with this property, is a
strongly connected component of G(A). The set of all strongly connected compo-
nents of G(A) is denoted by SCC(G(A)).K is called non-trivial, if there is a cycle
of positive length in K. In the opposite case, K is called trivial. By SCC∗(G(A))
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we denote the set of all non-trivial strongly connected components of G(A). For
anyK ∈ SCC∗(G(A)) the maximum cycle mean inK is denoted by λ(K) and the
period ofK is defined as
per(K) = gcd{|c|; c is a cycle inK, |c| > 0}.
If K is trivial, then per (K) = 0. We say that two nodes i, j ∈ G(A) are highly
connected, in notation: i ≡h j , if i, j are contained in a cycle c with maximum
cycle mean w¯(c) = λ(A). The subdigraphs induced by the equivalence classes of
the reflexive hull of ≡h are called highly connected components in G(A), the set
of all such components is denoted by HCC(G(A)). A componentK ∈ HCC(G(A))
is called non-trivial, if there is a cycle of positive length with cycle mean equal to
λ(A) in K. The set of all non-trivial components K ∈ HCC(G(A)) is denoted by
HCC∗(G(A)). For anyK ∈ HCC∗(G(A)), the high period ofK is defined as
hper(K) = gcd{|c|; c is a cycle inK, |c| > 0, w¯(c) = λ(A)}.
IfK is trivial, then hper(K) = 0.
The relation between the powers of a given matrix A ∈ G∗(n, n) and weights of the
paths in the corresponding digraph is formulated in the next lemma, proved in [2].
Lemma 2.1 [2]. Let A ∈ G∗(n, n), r ∈ N+, i, j ∈ N. Then
a
(r)
ij = max{w(p); p ∈ P rG(A)(i, j)}.
3. Periods and linear periods
In this section a review of some results considering matrix period and matrix lin-
ear period in max-plus algebra is given. First, we introduce the notion of periodicity
of a sequence or of a matrix, respectively.
Definition 3.1. We say that a sequence a∗ = (a(r); r ∈ N+) in G∗ is almost periodic
if there are p ∈ N+ and d ∈ N such that (∀r > d) a(r+p) = a(r). The smallest num-
ber p with the above properties is called the period of a∗, in notation p = per(a∗). The
smallest number d ∈ Nwith the above properties for p = per(a∗) is called the defect,
in notation d = def(a∗).
Definition 3.2. We say that the power sequence A∗ = (Ar ; r ∈ N+) for a given
matrix A ∈ G∗(n, n) is almost periodic if the sequence a∗ij = (a(r)ij ; r ∈ N+) is al-
most periodic, for all i, j ∈ N . The numbers def(A∗) = max{def(a∗ij ); i, j ∈ N} and
per(A∗) = lcm{per(a∗ij ); i, j ∈ N} are called the defect and the period of A∗, respec-
tively. We say that a square matrix A ∈ G∗(n, n) is almost periodic if the power
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sequence A∗ = (Ar ; r ∈ N+) is almost periodic. The numbers def(A) = def(A∗)
and per(A) = per(A∗) are called the defect and the period of A, respectively.
Remark 3.1. Defect (or preperiod) is in control theory called transient.
The next definitions describe linear periodicity, which is a slight generalization of
periodicity.
Definition 3.3. We say that a sequence a∗ = (a(r); r ∈ N+) in G∗ is almost lin-
ear periodic if there are p ∈ N+, d ∈ N and q ∈ G such that (∀r > d) a(r+p) =
a(r) + p × q. The smallest number p and the element q with the above properties
are called the linear period of a∗, in notation p = lper(a∗) and the linear factor of
a∗, in notation q = lfac(a∗), respectively. Finally, the smallest number d ∈ N with
the above properties for p = lper(a∗) and q = lfac(a∗) is called the linear defect, in
notation d = ldef(a∗).
Definition 3.4. We say that the power sequence A∗ = (Ar ; r ∈ N+) for a given
matrix A ∈ G∗(n, n) is almost linear periodic if the sequence a∗ij = (a(r)ij ; r ∈ N+) is
almost linear periodic, for all i, j ∈ N . The matrix lfac(A∗) = (lfac(a∗ij ); i,
j ∈ N) is called the linear factor matrix of A∗ and the numbers ldef(A∗) =
max{ldef(a∗ij ); i, j ∈ N} and lper(A∗) = lcm{lper(a∗ij ); i, j ∈ N} are called the lin-
ear defect and the linear period of A∗, respectively. We say that a square matrix
A ∈ G∗(n, n) is almost linear periodic if the power sequence A∗ = (Ar ; r ∈ N+)
is almost linear periodic. The matrix lfac(A) = lfac(A∗) is called the linear factor
matrix of A, ldef(A) = ldef(A∗) and lper(A) = lper(A∗) are called the linear defect
and the linear period of A, respectively.
The following theorems were proved by Molnárová and Pribiš in [11] over the
max-plus algebra (R∗,⊕,⊗). However these results are valid in a more general case
of algebraic structure (R∗,⊕,⊗), too, i.e. in (G∗,⊕,⊗) as defined in Definition 2.1.
The first theorem formulates the necessary and sufficient condition for a matrix to
be almost periodic in a max-plus algebra, namely, the maximum cycle mean of all
non-trivial strongly connected components is equal to zero.
Theorem 3.1 [11]. Let A ∈ G∗(n, n), then the statements
(i) A is almost periodic.
(ii) (∀K ∈ SCC∗(G(A)))λ(K) = 0.
are equivalent.
There is an O(n3) algorithm, described in [11], for verifying the matrix periodicity
and for computing the matrix period, in the positive case. It is based on the formula
from the following theorem.
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Theorem 3.2 [11]. Let A ∈ G∗(n, n) be almost periodic. Then
per(A) = lcm{hper(K); K ∈ HCC∗(G(A))}.
The next example illustrates the matrix periodicity. The matrix in this example fulfils
the necessary and sufficient condition for a matrix to be almost periodic from The-
orem 3.1. Namely, the maximum cycle mean of all non-trivial strongly connected
components is equal to zero. For simplicity, missing arcs are represented by ε in the
non-trivial strongly connected components, otherwise they are represented by dots.
Example 1. Input matrix A ∈ R∗(n, n), with n = 6,
A =


· 0 · · 10 ·
· ε −2 · · ·
· 2 ε · · 0
· · · ε −1 0
· · · 1 ε ·
· · · · · ·


and the corresponding digraph G(A)


























 
2 3 4 5
1
6
2
−2
1
−1
0
0
0
10
a
(r)
16 =
{
ε if r < 3 or r ≡ 0 mod 2,
11 if r = 3 + 2k ≡ 1 mod 2.
Let us consider the sequence a∗16 = (a(r)16 ; r ∈ N+). In view of Lemma 2.1, the se-
quence a∗16 is the maximum of two sequences. The first one is based on weights of
paths visiting node 2 and the second one on weights of paths visiting node 5. Both of
them have finite elements on positions r = 3 + 2k ≡ 1 mod 2, namely, the first one
has weight −2 and the second one 11, while the elements on positions r ≡ 0 mod 2
are equal to ε. Thus, the second sequence dominates the first one and the sequence
a∗16 is almost periodic with period 2. Since the digraph G(A) contains two non-trivial
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highly connected componentsK1 = {2, 3} andK2 = {4, 5} with high periods equal
to two, the period of the given matrix is perA = lcm{2, 2} = 2.
A more general case of the matrix periodicity is represented by the matrix linear
periodicity, which allows that the elements on every position appear periodically
in the matrix power sequence, but increased by a constant value. Every irreducible
matrix is almost linear periodic in a max-plus algebra as shown by Baccelli et al. in
[1]. An O(n3) algorithm for computing the matrix linear period for an irreducible
matrix was described by Gavalec in [5]. It is based on the following theorem.
Theorem 3.3 [5]. Let A ∈ G∗(n, n) be a square matrix over a max-plus algebra G∗.
If A is irreducible then:
(i) A is almost linear periodic,
(ii) lfac(A) = Q, with qij = λ(A) for all i, j ∈ N,
(iii) lper(A) = lcm{hper(K);K ∈ HCC∗(G(A))}.
Remark 3.2. The theorem was proved also by Baccelli et al. in [1] (with different
terminology). We have presented the formulation of the results by Gavalec, who has
used a similar terminology as we do throughout this paper.
However, to decide, whether a reducible matrix is almost linear non-periodic, is
NP-complete as it was proved by Gavalec in [5]. Furthermore, an O(n3) algorithm
for computing the linear matrix period of a matrix, in the case when it is known
in advance that the matrix is almost linear periodic, was described by Gavalec in
[6]. It is based on Theorem 3.4. The same formula for the matrix linear period
as for irreducible case holds true. The linear period of an almost linear periodic
matrix is equal to the least common multiple of the high periods of all non-trivial
highly connected components. The linear factor of a∗ij was shown to be equal to the
maximum cycle mean of all cycles in all non-trivial strongly connected components
crossed by an elementary path connecting node i with node j. The following notions
were defined in [6].
Definition 3.5 [6]. For i, j ∈ N and for p ∈ PG(A)(i, j), we define
λ(p) := max{λ(K);K ∈ SCC∗(G(A)),K ∩ p /= ∅},
λ(i, j) := max{λ(p);p ∈ P ∗G(A)(i, j)}.
Remark 3.3. Since the maximum of an empty set is ε, for p ∈ PG(A)(i, j), λ(p) =
ε if and only if p meets no non-trivial strongly connected component.
Theorem 3.4 [6]. Let A ∈ G∗(n, n) be almost linear periodic. Then
(i) lfac(A) = Q, with qij = λ(i, j) for all i, j ∈ N,
(ii) lper(A) = lcm {hper(K); K ∈ HCC∗(G(A))}.
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Even if a matrix is almost linear periodic, its periodic behaviour can start on an
arbitrarily large position. It means that the defect of the considered matrix can be
large, on the other hand. Nachtigall in [12] showed that the power sequence of any
matrix of order n can be characterized by at most n almost linear periodic matrix
sequences with linear defects not exceeding 3n2. The computational complexity of
finding the above mentioned sequences is O(n6) in [12]. It is shown in [10] that the
computational complexity can be lowered to O(n5).
The following example illustrates the linear periodicity of a matrix. The difference
between the matrix A of the first example and the matrix B from the next example
is only in the sign on positions b23 and b45, but the influence on the investigated
sequence b∗16 = (b(r)16 ; r ∈ N+) is great. The necessary and sufficient condition for
a matrix to be almost periodic is not fulfilled, namely, the maximum cycle mean of
all non-trivial strongly connected components is not equal to zero. There are two
non-trivial strongly connected components with maximum cycle mean equal to 2 or
1, respectively.
Example 2. Input matrix B ∈ R∗(n, n), with n = 6,
B =


· 0 · · 10 ·
· ε 2 · · ·
· 2 ε · · 0
· · · ε 1 0
· · · 1 ε ·
· · · · · ·


and the corresponding digraph G(B)


























 
2 3 4 5
1
6
2
2
1
1
0
0
0
10
b
(r)
16 =
{
ε if r < 3 or r ≡ 0 mod 2,
max{11 + 2k, 2 + 4k} if r = 3 + 2k ≡ 1 mod 2.
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The sequence b∗16 = (b(r)16 ; r ∈ N+) is the maximum of two sequences. The first one
is created by weights of paths visiting node 2 and the second one by weights of
paths visiting node 5. Both of them have finite elements on positions r = 3 + 2k ≡
1 mod 2, while the elements on positions r ≡ 0 mod 2 are equal to ε, i.e. both of
them are almost linear periodic with linear period 2. Since the linear factor of the
first sequence (2) is larger than the linear factor of the second sequence (1), the first
sequence eventually dominates the second one. Thus, the sequence b∗16 is almost
linear periodic with linear period 2 and with linear factor 2. However, the linear
defect of the sequence b∗16 can be arbitrarily large by increasing b
(1)
15 = 10 arbitrarily.
Since b∗ij is almost linear periodic, for all i, j ∈ N , the matrix B is almost linear
periodic although it is reducible, i.e. its digraph is not strongly connected. Since
the digraph G(B) contains the same two non-trival highly connected components
K1 = {2, 3} andK2 = {4, 5}, as in the first example, using Theorem 3.4 the linear
period of the given matrix is lper(B) = lcm{2, 2} = 2.
There is only a slight difference between the matrix B of the second example
and the matrix C from the following example, but the investigated sequence c(r)16 =
(c
(r)
16 ; r ∈ N+) is neither almost periodic nor almost linear periodic.
Example 3. Input matrix C ∈ R∗(n, n), with n = 6,
C =


· · 0 · 0 ·
· ε 2 · · ·
· 2 ε · · 0
· · · ε 1 0
· · · 1 ε ·
· · · · · ·


and the corresponding digraph G(C)






























 
2 3 4 5
1
6
2
2
1
1
0
0
0
0
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c
(r)
16 =


ε if r < 2,
1 + 2k if r = 3 + 2k ≡ 1 mod 2,
4k if r = 2 + 2k ≡ 0 mod 2.
The sequence c∗16 = (c(r)16 ; r ∈ N+) is the maximum of two sequences again. The first
one results from weights of paths visiting node 3 and the second one from weights
of paths visiting node 5. One of them has finite elements on even positions, while
the other one on odd positions. Their linear factors are 2 and 1, respectively. Neither
the first nor the second sequence can dominate the other one. Thus, although the
linear period has the same value 2 for both sequences, their maximum sequence
c∗16, is almost linear non-periodic. Hence, the matrix C is almost linear non-peri-
odic.
4. Generally periodic sequences
Examples like the last one in the previous section suggest that further types of
periodic behaviour can occur. Therefore, a more general approach is necessary. In
this section we introduce the notion of an almost generally periodic sequence. We
prove in Theorem 4.1 that the maximum of two almost generally periodic sequences
is an almost generally periodic sequence. Thus, the maximum of two almost linear
periodic sequences is an almost generally periodic sequence. However, in special
cases the resulting maximum sequence of two almost linear periodic sequences is an
almost linear periodic sequence, too. We show in Theorem 4.2 that the maximum of
two almost linear periodic sequences with the same linear factor is an almost linear
periodic sequence. Another case of two almost linear periodic sequences, namely,
with finite entries only in the dominating sequence leads to a maximum sequence,
which is almost linear periodic as presented in Theorem 4.3.
The elements of an almost linear non-periodic sequence can periodically appear
increased by a constant, which can differ for two elements of distance less than the
“new period”. Let us define this “new period” precisely.
Definition 4.1. We say that a sequence a∗ = (a(r); r ∈ N+) in G∗ is almost gener-
ally periodic if there are p ∈ N+, d ∈ N and a function q : P → G∗ with, for all k,
q(k) ∈ G, for finite elements, while q(k) = ε, for infinite elements of a∗, such that
(∀k ∈ P) (∀r > d, r ≡ k mod p) a(r+p) = a(r) + p × q(k). The smallest number p
with the above properties is called the generalized period of a∗, in notation p =
gper(a∗). The corresponding function q : Gper(a∗) → G∗ is called the generalized
factor of a∗, in notation q = gfac(a∗), the element q(i), for i ∈ P , is called the
generalized coordinate factor of a∗. Finally, the smallest number d ∈ N with the
above properties for p = gper(a∗) and q = gfac(a∗) is called generalized defect, in
notation d = gdef(a∗).
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Remark 4.1. The periodicity and the linear periodicity are special cases of the
generalized periodicity. The generalized factor q : P → G∗ has, for all k, for finite
elements q(k) = 0, in periodic case, or q(k) = q, in linear periodic case, respec-
tively. Otherwise q(k) = ε, in both cases. We will use the notation in the form of a
finite sequence q = (q(1), q(2), . . . , q(p)), for generalized factor q : P → G∗ of a
sequence with generalized period p.
In the following theorem the maximum sequence of two almost generally periodic
sequences is shown to be almost generally periodic with a generalized period divid-
ing the least common multiple of generalized periods of both sequences. Moreover,
an algorithm for finding the generalized factor of the resulting sequence is described
in the proof of this theorem.
Theorem 4.1. Let the sequence a∗ = (a(r); r ∈ N+) in G∗ be almost generally
periodic with generalized period pa and generalized factor qa : Pa → G∗ and let the
sequence b∗ = (b(r); r ∈ N+) in G∗ be almost generally periodic with generalized
period pb and generalized factor qb : Pb → G∗. Then the maximum sequence c∗ =
max{a∗, b∗} is almost generally periodic with a generalized period pc|lcm{pa, pb}.
Proof. Let the sequence a∗ = (a(r); r ∈ N+) be almost generally periodic with
generalized period pa and generalized factor qa : Pa → G∗ (represented by the se-
quence qa = (qa(1), qa(2), . . . , qa(pa))). Let the sequence b∗ = (b(r); r ∈ N+) be
almost generally periodic with generalized period pb and generalized factor qb :
Pb → G∗ (represented by the sequence qb = (qb(1), qb(2), . . . , qb(pb))). Let c∗ =
(c(r); r ∈ N+) be the maximum sequence with c(r) = max{a(r), b(r)}, for all r ∈
N+. Let p = lcm{pa, pb}. Now, we describe an algorithm for finding the generalized
factor of the sequence c∗, i.e. qc : Pc → G∗.
By repeating the sequence qa (qb) we construct the periodic extension q ′a (q ′b,
respectively) of length p. Now, we take finite sequences a′ = (a(d+1), a(d+2), . . . ,
a(d+p)) and b′ = (b(d+1), b(d+2), . . . , b(d+p)), of length p, for sufficiently large d ∈
N+ (without any loss of generality, we may assume d ≡ 0 mod p) with the
property
a(d+i)  b(d+i) for q ′a(i)  q ′b(i),
b(d+i)  a(d+i) for q ′b(i)  q ′a(i) for all i ∈ P.
Let c′ be the maximum sequence of the sequences a′, b′. Let q ′c be the corresponding
maximum sequence of the sequences q ′a , q ′b. There are three possible cases.
Case 1. There is no section of length l|p in the sequence q ′c, which will be
repeated p/l times. Thus, the maximum sequence c∗ is almost generally periodic
with the generalized period pc = p and the generalized factor qc = q ′c : Pc → G∗
(qc = (qc(1), qc(2), . . . , qc(p))). (See Example 4.)
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Case 2. There is a section in the sequence q ′c of length l|p, which will be repeated
p/l times, i.e. q ′c = (qc(1), qc(2), . . . , qc(l), qc(1), qc(2), . . . , qc(l), . . . , qc(1),
qc(2), . . . , qc(l)). Let l be the smallest number with this property, such that
c(d+l+i) = c(d+i) + l × qc(i), for all i ∈ L. Thus, the maximum sequence c∗ is
almost generally periodic with the generalized period pc = l and the generalized
factor qc : Pc → G∗ (qc = (qc(1), qc(2), . . . , qc(l))). (See Example 5.)
Case 3. None of the sections of length l|p in the sequence q ′c, which will be
repeated p/l times, satisfies the condition c(d+l+i) = c(d+i) + l × qc(i), for all i ∈
L. Thus, the maximum sequence c∗ is almost generally periodic with the generalized
period pc = p and the generalized factor qc = q ′c : Pc → G∗ (qc = (qc(1), qc(2),
. . . , qc(p))). (See Example 6.) 
Remark 4.2. A similar assertion for arbitrary finite number of almost generally
periodic sequences holds true. However, the computation of the generalized period
of the resulting maximum sequence is an NP-hard problem. It follows from Theorem
3.1 in [4].
Following examples illustrate all cases of the above described algorithm for com-
puting the generalized factor of a maximum sequence. The next example represents
the case, when no repetition in the sequence q ′c of length equal to the least common
multiple of the generalized periods of both sequences appears. Thus, the generalized
period of the resulting maximum sequence is equal to this least common multiple of
the generalized periods of both sequences.
Example 4. Let us consider two almost generally periodic sequences in (R∗,⊕,⊗),
namely, the sequence a∗ = (ε, ε, 0, 1, 6, 5, 12, 9, 18, 13, 24, 17, 30, 21, 36, 25, 42,
29, 48, 33, 54, 37, 60, 41, . . .) with generalized period pa = 2 and generalized fac-
tor qa = (3, 2) and the sequence b∗ = (ε, ε, ε, ε, 1, 2, ε, 4, 14, ε, 7, 26, ε, 10, 38,
ε, 13, 50, ε, 16, 62, ε, 19, 74, ε, 22, 86, . . .) with generalized period pb = 3 and gen-
eralized factor qb = (ε, 1, 4).
The resulting maximum sequence is c∗ = (ε, ε, 0, 1, 6, 5, 12, 9, 18, 13, 24, 26,
30, 21, 38, 25, 42, 50, 48, 33, 62, 37, 60, 74, . . .). Clearly p = lcm{pa, pb} = 6, we
construct the sequence q ′a by repeating the sequence qa three times and the sequence
q ′b by repeating the sequence qb twice. Finally, we find the maximum sequence q ′c
r = 1 2 3 4 5 6,
q ′a = (3, 2, 3, 2, 3, 2),
q ′b = (ε, 1, 4, ε, 1, 4),
q ′c = max{q ′a, q ′b} = (3, 2, 4, 2, 3, 4).
There is no repetition of any section in q ′c (as described in proof of Theorem 4.1).
Thus, the resulting maximum sequence c∗ is almost generally periodic with the
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generalized period pc = lcm{pa, pb} = 6 and the generalized factor qc = q ′c, in this
case.
The following two examples show the influence of the generalized factor as well
as the starting entries of given sequences on the generalized period of the maximum
sequence. There is a repetition of length 4 in the sequence q ′c of length equal to the
least common multiple of generalized periods of both sequences in the next example.
Moreover, the starting entries of both sequences differ by a “proper constant”. Thus,
the generalized period of the resulting maximum sequence is equal to the length of
the above mentioned repetition.
Example 5. Let us consider two almost generally periodic sequences in (R∗,⊕,⊗),
namely, the sequence a∗ = (ε, 4, 5, 6, 9, 8, 13, 10, 17, 12, 21, 14, 25, 16, 29, 18,
33, 20, 37, 22, 41, 24, 45, 26, . . .) with the generalized period pa = 2 and the gener-
alized factor qa = (2, 1) and the sequence b∗ = (ε, 0, 1, 2, 3, 12, 2, 3, 8, 24, 9, 2, 3,
36, 10, 3, 16, 48, 17, 2, 3, 60, 18, 3, . . .) with the generalized period pb = 8 and the
generalized factor qb = (1, 3, 1, 0, 0, 3, 1, 0).
The resulting maximum sequence is c∗ = (ε, 4, 5, 6, 9, 12, 13, 10, 17, 24, 21,
14, 25, 36, 29, 18, 33, 48, 37, 22, 41, 60, 45, 26 . . .). Clearly p = lcm{pa, pb} = 8,
we construct the sequence q ′a by repeating the sequence qa four times and the se-
quence q ′b by taking the sequence qb once. Finally, we find the maximum sequence
q ′c
r = 1 2 3 4 5 6 7 8,
q ′a = (2, 1, 2, 1, 2, 1, 2, 1),
q ′b = (1, 3, 1, 0, 0, 3, 1, 0),
q ′c = max{q ′a, q ′b} = (2, 3, 2, 1, 2, 3, 2, 1).
There is a repetition in q ′c of length l = 4. Since the sequence with bigger factor dom-
inates the other one, for d = 8, we can take the section a′ = (a(9), a(10), . . . , a(16)) =
(17, 12, 21, 14, 25, 16, 29, 18) and b′ = (b(9), b(10), . . . , b(16)) = (8, 24, 9, 2, 3,
36, 10, 3) of the sequence a∗ and b∗, respectively. The corresponding maximum
sequence c′ = (c(9), c(10), . . . , c(16)) = (17, 24, 21, 14, 25, 36, 29, 18) satisfies the
condition c(8+4+i) = c(8+i) + 4 × qc(i), for all i ∈ {1, 2, 3, 4}. Thus, the maximum
sequence c∗ is almost generally periodic with generalized period pc = 4 and gener-
alized factor qc : Pc → G∗ (qc = (qc(1), qc(2), . . . , qc(4))), in this case.
Although the generalized period of the sequence b∗ was equal to 8, the facts that
qb(2) = qb(6) = 3 and b(6) = b(2) + 4 × qb(2) = b(2) + 4 × qb(6) = 0 + 4 × 3 =
12 implied b(r+4) = b(r) + 4 × qb(2), for r ≡ 2 mod 4, i.e. the generalized period of
the sequence b∗ was equal to 4 on these positions. Further these were the only posi-
tions on which the sequence b∗ dominated the sequence a∗. Since the generalized
period of the sequence a∗ was equal to 2, the resulting maximum sequence was
almost generally periodic with the generalized period pc = 4.
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Although there is a repetition in q ′c in the following example, the generalized
period of the maximum sequence is equal to the least common multiple of general-
ized periods of both sequences. This example is a slight modification of the previous
one. The only difference is that the sequence b∗ = (b(r); r ∈ N+) was changed on
the starting position b(6) = 1, i.e. it was changed for all r ≡ 6 mod 8. Although the
generalized factors for positions r ≡ 2 mod 8 and r ≡ 6 mod 8 are equal as in the
previous example (qb(2) = qb(6) = 3), the sequence b∗ is no more generally peri-
odic with the generalized period 4 on positions r ≡ 2 mod 4. Since the sequence b∗
is the dominating sequence on positions r ≡ 2 mod 4 (with the generalized period
8 on these positions), the resulting maximum sequence is almost generally periodic
with the generalized period pc = 8.
Example 6. Let us consider two almost generally periodic sequences in (R∗,⊕,⊗),
namely, the sequence a∗ = (ε, 4, 5, 6, 9, 8, 13, 10, 17, 12, 21, 14, 25, 16, 29, 18,
33, 20, 37, 22, 41, 24, 45, 26, . . .) with the generalized period pa = 2 and the gen-
eralized factor qa = (2, 1) and the sequence b∗ = (ε, 0, 1, 2, 3, 1, 2, 3, 8, 24, 9, 2, 3,
25, 10, 3, 16, 48, 17, 2, 3, 49, 18, 3, 24, 72, . . .) with the generalized period pb = 8
and the generalized factor qb = (1, 3, 1, 0, 0, 3, 1, 0).
The resulting maximum sequence is c∗ = (ε, 4, 5, 6, 9, 8, 13, 10, 17, 24, 21, 14,
25, 25, 29, 18, 33, 48, 37, 22, 41, 49, 45, 26, . . .) Clearly p = lcm{pa, pb} = 8, we
construct the sequence q ′a by repeating the sequence qa four times and the sequence
q ′b by taking the sequence qb once. Finally, we find the maximum sequence q ′c
r = 1 2 3 4 5 6 7 8,
q ′a = (2, 1, 2, 1, 2, 1, 2, 1),
q ′b = (1, 3, 1, 0, 0, 3, 1, 0),
q ′c = max{q ′a, q ′b} = (2, 3, 2, 1, 2, 3, 2, 1).
There is a repetition in q ′c of length l = 4. Since the sequence with the bigger factor
dominates the other one, for d = 8, we can take the section a′ = (a(9), a(10), . . . ,
a(16)) = (17, 12, 21, 14, 25, 16, 29, 18) and b′ = (b(9), b(10), . . . , b(16)) = (8, 24,
9, 2, 3, 25, 10, 3) of the sequence a∗ and b∗, respectively. The corresponding maxi-
mum sequence is c′ = (c(9), c(10), . . . , c(16)) = (17, 24, 21, 14, 25, 25, 29, 18).
There is i = 2 ∈ P such that c(8+4+2) /= c(8+2) + 4 × qc(2)(25 /= 24 + 4 × 3). Thus,
the generalized period of c∗ can not be equal to 4. Since there are no more repetitions
in q ′c, the maximum sequence c∗ is almost generally periodic with the generalized
period pc = lcm{pa, pb} = 8 and the generalized factor qc = q ′c, in this case.
Remark 4.3. Since the linear periodicity is a special case of generalized periodicity,
the maximum sequence of two almost linear periodic sequences is almost generally
periodic by Theorem 4.1. However, the maximum sequence of two almost linear
periodic sequences need not to be linear periodic in general case. Let a∗ = (a(r); r ∈
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N+) be almost linear periodic with linear period pa = 2 and linear factor qa ∈ G.
Let b∗ = (b(r); r ∈ N+) be almost linear periodic with linear period pb = 2 and lin-
ear factor qb ∈ G. Let qa < qb. Let a(r) > ε, for all r ∈ N+, while b(r) = ε, for r ∈
N+, r ≡ 1 mod 2, otherwise b(r) > ε. The maximum sequence c∗ = max{a∗, b∗}
has on positions r ≡ 1 mod 2, r ∈ N+ large enough, c(r) = a(r), otherwise c(r) =
b(r). Thus, the sequence c∗ is almost generally periodic with generalized period
gper(c∗) = pa = pb = 2. In view of Remark 4.1 and algorithm for computing the
generalized factor of the maximum sequence, described in the proof of
Theorem 4.1, the generalized factor of this sequence is given by the function qc :
{1, 2} → G∗ with
qc(1) = qa,
qc(2) = qb.
Since qa /= qb the sequence c∗ is almost linear non-periodic.
The next example shows the influence of infinite elements in the dominating se-
quence on the periodicity of the maximum sequence of two almost linear periodic
sequences.
Example 7. Let us consider two almost linear periodic sequences in (R∗,⊕,⊗),
namely, the sequence a∗ = (0, 1, 6, 7, 12, 13, 18, 19, 24, 25, 30, 31, 36, 37, 42, 43,
48, 49, 54, 55, 60, 61, . . .) with linear period lper(a∗) = 2 and linear factor
lfac(a∗) = 3 and the sequence b∗ = (ε, 0, 1, ε, 12, 13, ε, 24, 25, ε, 36, 37, ε, 48, 49,
ε, 60, 61, ε, 72, 73, ε, 84, . . .) with linear period lper(b∗) = pb = 3 and linear
factor lfac(b∗) = 4.
In view of Remark 4.1, both sequences are almost generally periodic with
gper(a∗) = lper(a∗) = pa = 2 and gper(b∗) = lper(b∗) = pa = 3, respectively,
and gfac(a∗) = (lfac(a∗), lfac(a∗)) = (3, 3) = qa and gfac(b∗) = (ε, lfac(b∗),
lfac(b∗)) = (ε, 4, 4) = qb, respectively. Now, we can use the algorithm for
computing the generalized period and generalized factor of the resulting maximum
sequence c∗ = (0, 1, 6, 7, 12, 13, 18, 24, 25, 25, 36, 37, 36, 48, 49, 43, 60, 61, 54,
72, 73, . . .), described in the proof of Theorem 4.1. c∗ is almost generally peri-
odic with the generalized period pc = lcm{pa, pb} = 6 and the generalized factor
qc = gfac(c∗) : Gper(c∗) → G∗
r = 1 2 3 4 5 6,
q ′a = (3, 3, 3, 3, 3, 3),
q ′b = (ε, 4, 4, ε, 4, 4),
qc = max{q ′a, q ′b} = (3, 4, 4, 3, 4, 4).
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Since there are two finite coordinate-generalized factors qc(i) and qc(j), e. g. for
i = 1 and j = 2, such that qc(1) /= qc(2), the maximum sequence is almost linear
non-periodic.
However, it is possible to get an almost linear periodic sequence as the maxi-
mum sequence of two almost linear periodic sequences, in special cases. A maxi-
mum sequence of two almost linear periodic sequences with the same linear factor is
always almost linear periodic as shown in the following theorem. It is a consequence
of Theorem 4.1 and Remark 4.1.
Theorem 4.2. Let the sequence a∗ = (a(r); r ∈ N+) in G∗ be almost linear peri-
odic with the linear period pa and the linear factor q and let the sequence b∗ =
(b(r); r ∈ N+) in G∗ be almost linear periodic with the linear period pb and the
linear factor q. Then the maximum sequence c∗ = max{a∗, b∗} is almost linear peri-
odic with a linear period pc|lcm{pa, pb} and the linear factor q.
The next example illustrates the case of linear periodicity of the maximum se-
quence of two almost linear periodic sequences with the same linear factor.
Example 8. Let us consider two almost linear periodic sequences in (R∗,⊕,⊗),
namely, the sequence a∗ = (1, 5, 3, 7, 5, 9, 7, 11, 9, 13, 11, 15, 13, 17, 15, 19, 17,
21, 19, 23, 21, 25, 23, 27, 25, . . .) with the linear period pa = 2 and the linear fac-
tor qa = 1 and the sequence b∗ = (4, 2, 0, 7, 5, 3, 10, 8, 6, 13, 11, 9, 16, 14, 12, 19,
17, 15, 22, 20, 18, 25, 23, 21, 28, . . .) with the linear period pb = 3 and the linear
factor qb = 1.
The resulting maximum sequence is c∗ = (4, 5, 3, 7, 5, 9, 10, 11, 9, 13, 11, 15,
16, 17, 15, 19, 17, 21, 22, 23, 21, 25, 23, 27, . . .). It is almost linear periodic with
the linear period pc = lcm{pa, pb} = 6 and with the same linear factor as both
sequences a∗ and b∗.
Another case of linear periodicity of the resulting maximum sequence is presented
in the following theorem. Clearly the sequence with bigger linear factor and with
finite entries only dominates eventually the second one and the resulting maximum
sequence is almost linear periodic with the same linear period and the same linear
factor as the dominating sequence.
Theorem 4.3. Let the sequence a∗ = (a(r); r ∈ N+) in G∗ be almost linear peri-
odic with the linear period pa and the linear factor qa and let the sequence b∗ =
(b(r); r ∈ N+) in G be almost linear periodic with the linear period pb and the linear
factor qb. Let qa < qb. Then the maximum sequence c∗ = max{a∗, b∗} is almost
linear periodic with the linear period pc = pb and the linear factor qc = qb.
The next example illustrates the case considered in the previous theorem. Both
almost linear periodic sequences have finite elements only. Thus, the resulting max-
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imum sequence is almost linear periodic. It is clear that possible infinite elements in
the sequence with smaller factor have no influence on this result.
Example 9. Let us consider two almost linear periodic sequences in (R∗,⊕,⊗),
namely, the sequence a∗ = (0, 1, 6, 7, 12, 13, 18, 19, 24, 25, 30, 31, 36, 37, 42, 43,
48, 49, 54, 55, 60, 61, 66, . . .) with the linear period pa = 2 and the linear factor
qa = 3 and the sequence b∗ = (0, 0, 1, 2, 12, 13, 14, 24, 25, 26, 36, 37, 38, 48, 49,
50, 60, 61, 62, 72, 73, 74, 84, . . .) with the linear period pb = 3 and the linear factor
qb = 4.
The resulting maximum sequence is c∗ = (0, 1, 6, 7, 12, 13, 18, 24, 25, 26, 36,
37, 38, 48, 49, 50, 60, 61, 62, 72, 73, 74, . . .). It is almost linear periodic with the
same linear period and the same linear factor as the dominating second sequence.
Remark 4.4. Maximum sequence of two almost linear periodic sequences with
finite elements is almost linear periodic. There are two possible cases.
Case 1. Let qa /= qb. As a consequence of Theorem 4.3, the maximum sequence
is almost linear periodic with the same linear period and the same linear factor as the
dominating sequence.
Case 2. Let qa = qb. As a consequence of Theorem 4.2, the maximum sequence
is almost linear periodic with a linear period p|lcm{pa, pb} and a linear factor equal
to the linear factor of both sequences.
5. Generalized matrix period
In this section we bring the main result which is formulated in Theorem 5.2,
namely, every matrix over a max-plus algebra is almost generally periodic. However,
to find the generalized coordinate period gper(a∗ij ) for given i, j ∈ N as well as the
generalized factor matrix gfac(A) is an NP-hard problem.
According to Definition 4.1, we define an almost generally periodic matrix over a
max-plus algebra.
Definition 5.1. We say that the power sequence A∗ = (Ar ; r ∈ N+) for a
given matrix A ∈ G∗(n, n) is almost generally periodic if the sequence a∗ij =
(a
(r)
ij ; r ∈ N+) is almost generally periodic, for all i, j ∈ N . The matrix gfac(A∗) =
(gfac(a∗ij ); i, j ∈ N) is called the generalized factor matrix of A∗ and the numbers
gdef(A∗) = max{gdef(a∗ij ); i, j ∈ N} and gper(A∗) = lcm{gper(a∗ij ); i, j ∈ N} are
called the generalized defect and the generalized period of A∗, respectively. We say
that a square matrix A ∈ G∗(n, n) is almost generally periodic if the power sequence
A∗ = (Ar ; r ∈ N+) is almost generally periodic. The matrix gfac(A) = gfac(A∗)
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is called the generalized factor matrix of A, gdef(A) = gdef(A∗) and gper(A) =
gper(A∗) are called the generalized defect and the generalized period of A, respec-
tively.
The following notions together with those defined in Definition 3.5 are helpful for
finding the weight a(r)ij according to Lemma 2.1.
Definition 5.2. For anyK ∈ SCC∗(G(A)), we say that two nodes i, j ∈ G(A) are
highly connected with respect to K, in notation: i ≡h(K) j , if i, j are contained in
a cycle c with maximum cycle mean w¯(c) = λ(K). The subdigraphs induced by
the equivalence classes of the reflexive hull of ≡h(K) are called highly connected
components with respect to K in G(A), the set of all such components is denoted
by HCCK(G(A)). A component K′ ∈ HCCK(G(A)) is called non-trivial, if there
is a cycle with positive length with cycle mean equal to λ(K) inK′. The set of all
non-trivial components K′ ∈ HCCK(G(A)) is denoted by HCC∗K(G(A)). For any
K′ ∈ HCC∗K(G(A)), the high period with respect toK ofK′ is defined as
hperK(K′) = gcd{|c|; c is a cycle inK′, |c| > 0, w¯(c) = λ(K)}.
IfK′ is trivial, then hperK(K′) = 0.
Definition 5.3. For i, j ∈ N and for p ∈ PG(A)(i, j) with λ(p) > ε, we define
lper(p) := lcm
{
hperK(K′);K′ ∈ HCC∗K(G(A)); ∃K ∈ SCC∗(G(A))[
λ(K) = λ(p),K ∩ p = ∅, K′ ⊆K
]}
.
Further, we define a sequence a∗p by setting, for every r ∈ N+,
a(r)p = max
{
w(p′);p′ ∈ P rG(A)(i, j), p ⊆c p′
}
.
According to Lemma 2.1, we find the sequence a∗ij , for all i, j ∈ N , as the maxi-
mum sequence of the sequences a∗p, for all elementary paths connecting node i with
node j. There are two possible cases. First, the path p crosses at least one non-triv-
ial strongly connected component, then λ(p) > ε. Second, the path p crosses no
non-trivial strongly connected component, then λ(p) = ε. Part (i) of the following
Lemma 5.1 was proved by Gavalec in [6]. In part (ii) we have proved that a∗p is
almost generally periodic, if p meets no non-trivial strongly connected component.
Lemma 5.1. Let A ∈ G∗(n, n), i, j ∈ N and p ∈ P ∗G(A)(i, j). Then
(i) a∗p, for p with λ(p) > ε, is almost linear periodic with lper(a∗p)|lper(p) and
lfac(a∗p) = λ(p).
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(ii) a∗p, for p with λ(p) = ε, is almost generally periodic with gper(a∗p) = 1 and
gfac(a∗p) = λ(p) = ε.
Proof. We prove the part (ii). Let i, j ∈ N . Let p ∈ P ∗G(A)(i, j) with λ(p) = ε, i.e.
p meets no non-trivial strongly connected component. Thus, there exists R ∈ N+
such that (∀r > R) a(r)p = ε. This implies that the sequence a∗p is almost generally
periodic with gper(a∗p)) = 1 and gfac(a∗p) = ε. 
Remark 5.1. The definition of the linear periodicity of a sequence does not allow
the linear factor to be infinite. Thus, the sequence a∗p in (ii) cannot be linear periodic.
The main result is formulated in the next theorem. Since the sequence a∗ij is a
maximum sequence of a finite number of almost generally periodic sequences, we
can use results obtained in the previous section.
Theorem 5.2. Every matrix over a max-plus algebra is almost generally periodic.
Proof. Let A ∈ G∗(n, n), i, j ∈ N . We shall prove that the sequence a∗ij =
(a
(r)
ij ; r ∈ N+) is almost generally periodic. Since a∗ij = max{a∗p;p ∈ P ∗G(A)(i, j)}
and the number of elementary paths is finite the assertion of the theorem follows
from Theorem 4.1 and Lemma 5.1. 
Computation of the coordinate generalized period gper(a∗ij ) is connected with the
problem of computing the generalized period of a maximum sequence. The next
definition is necessary to formulate the MAXIMUM SEQUENCE PERIOD PROBLEM
(MSP).
Definition 5.4 [4]. Let D be a finite set of finite sequences with entries in G∗. Then
for any sequence s ∈ D, of length d, we define an infinite sequence s¯ which is the
infinite periodic extension of s: for any r ∈ N, k ∈ {0, 1, . . . , d − 1}
r ≡ k mod d ⇒ s¯(r) := s(k),
and by s¯D we denote the infinite sequence which is the maximum of all infinite
periodic extensions of elements of D, i.e. for any r ∈ N
s¯D(r) := max
s∈D s¯(r).
The recognition version of the following problem was shown to be NP–complete
in [4].
Definition 5.5 [4]. MAXIMUM SEQUENCE PERIOD PROBLEM (MSP)
(i) Evaluation version:
given a finite set D of finite sequences, compute per(s¯D)!
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(ii) Recognition version:
given a finite set D of finite sequences, decide whether per(s¯D) > 1!
It was proved in [6] that the evaluation version of the MSP polynomially trans-
forms to computing the coordinate linear period lper(a∗ij ). Thus, the computation of
the coordinate linear period lper(a∗ij ) is an NP-hard problem. This fact along with
Remark 4.1, i.e. the linear periodicity is a special case of the generalized periodicity,
implies the following assertion.
Theorem 5.3. The problem of computing the generalized coordinate period
gper(a∗ij ) in a max-plus algebra is NP-hard.
The following problem was formulated by Gavalec in [5].
Definition 5.6 [5]. MATRIX LINEAR PERIODICITY PROBLEM (MLP)
Given a matrix A ∈ G∗(n, n) over a max-plus algebra, decide whether A is almost
linear non-periodic!
Theorem 5.4 [5]. MLP problem is NP-complete.
Although we know that every matrix is almost generally periodic over a max-plus
algebra, to compute the generalized factor matrix of A is NP-hard.
Theorem 5.5. The problem of computing the generalized factor matrix of a given
matrix in a max-plus algebra is NP-hard.
Proof. We shall prove the assumption of the theorem by showing that MLP
polynomially transforms to computing the generalized factor matrix in a max-plus
algebra. Let A ∈ G∗(n, n). According to Theorem 5.2, A is almost generally peri-
odic. Let us assume that the generalized factor matrix gfac(A) =
gfac(A∗) = (gfac(a∗ij ); i, j ∈ N) was computed in polynomial time. By
Definition 4.1 and Remark 4.1 the generalized factor gfac(a∗ij ) represents a func-
tion qij : Gper(a∗ij ) → G∗ in notation qij = (qij (1), qij (2), . . . , qij (gper(a∗ij ))), for
all i, j ∈ N . We can verify in O(n3) time, whether there are k, l ∈ Gper(a∗ij ) for
which qij (k) /= qij (l) (both finite), for some i, j ∈ N , i.e. whether A is almost linear
non-periodic. 
The following example illustrates an application of the almost linear periodic
sequences a∗p, for p ∈ P ∗G(A)(i, j), to find the almost generally periodic sequence
a∗ij , for i, j ∈ N , for a given matrix A ∈ G∗(n, n).
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Example 10. Input matrix A ∈ R∗(n, n), with n = 8
A =


· 0 · · · 0 · ·
· ε 3 ε ε · · ·
· ε ε 3 ε · · 0
· ε 3 ε 5 · · ·
· 5 ε ε ε · · ·
· · · · · ε 1 0
· · · · · 1 ε ·
· · · · · · · ·


and the corresponding digraph G(A)
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Let us consider the set of all elementary paths connecting nodes 1 and 8.
P ∗G(A)(1, 8) contains two paths p1 = (1, 6, 8) and p2 = (1, 2, 3, 8). According to
Definition 5.3 we get two sequences a∗p1 and a
∗
p2 representing the maximum weight
reachable by the elementary path p1 or p2, respectively. The sequence a∗p1 = (ε, 0, ε,
2, ε, 4, ε, 6, ε, 8, ε, 10, ε, 12, ε, 14, ε, 16, ε, 18, . . .) is almost linear periodic with the
linear period lper(a∗p1) = 2 and the linear factor lfac(a∗p1) = 1. The sequence a∗p2 =
(ε, ε, 3, ε, 9, ε, 19, ε, 25, ε, 35, ε, 41, ε, 51, ε, 57, ε, 67, ε, . . .) is almost linear peri-
odic with the linear period lper(a∗p2) = 4 and the linear factor lfac(a∗p2) = 4. a∗18 =
(ε, 0, 3, 2, 9, 4, 19, 6, 25, 8, 35, 10, 41, 12, 51, 14, 57, 16, 67, 18, . . .) is the result-
ing maximum sequence. Since lfac(a∗p1) = 1 /= lfac(a∗p2) = 4, the maximum
sequence is almost linear non-periodic. By Theorem 4.1 is a∗18 almost generally peri-
odic with the generalized period gper(a∗18) = 4 and the generalized factor gfac(a∗18) :
Gper(a∗18) → G∗ with
r = 1 2 3 4,
q(r) = 4 1 4 1.
Remark 5.2. We recall the result of Nachtigall in [12], improved by Molnárová in
[10], i.e. every matrix over a max-plus algebra can be represented by a finite num-
ber of almost linear periodic matrix sequences. This representation can be found in
366 M. Molna´rova´ / Linear Algebra and its Applications 404 (2005) 345–366
O(n5) time. Using this possibility, we can avoid the possible large defect of an almost
linear periodic matrix or we can represent an almost linear non-periodic matrix by
almost linear periodic matrix sequences, respectively.
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