Abstract. For a split reductive group G over a finite extension L of Q p , and a parabolic subgroup P ⊂ G we introduce a category O P which is equipped with a forgetful functor . It is shown that these functors are exact, and a criterion for the irreducibility of a representation in the image of this functor is proved.
Introduction
Let L be a finite extension of Q p and let G = G(L) be the group of L-valued points of a split connected reductive algebraic group G over L. In the paper [12] we introduced and studied certain bi-functors objects M such that, if we consider the restriction to the Levi subalgebra l p ⊂ p, the vector space M can be written as a direct sum of irreducible algebraic representations of the corresponding Levi subgroup L P ⊂ G.
This functor is exact in both arguments, and it was shown that F Here and in the following we denote by standard roman letters the group of L-valued points of the corresponding algebraic group, e.g., L P = L P (L).
In this paper we extend the functors to a category O P whose objects consist of those pairs M = (M, τ ), where M is an object of O p and τ : P = P(L) → End K (M) * is a locally finite-dimensional locally analytic representation on M which lifts the Lie algebra representation of p on M. Mapping M = (M, τ ) to M is a forgetful functor ω : O P → O p , from which we deduce that every object in O P has finite length.
For M = (M, τ ) in O P the U(g)-module structure on M extends canonically to a D(g, P )-module structure, where D(g, P ) is the smallest K-subalgebra of D(G) containing U(g) and D(P ). Given M ∈ O P as above, we set
This is a strongly admissible locally analytic G-representation. In fact, it is canonically isomorphic to a closed subrepresentation of the parabolically induced representation Ind G P (W ′ ). Here W ⊂ M is any finite-dimensional P -subrepresentation of M which generates M as a U(g)-module. Then we have
, where the latter denotes the subspace of vectors annihilated by d = ker U(g) ⊗ U (p) W ։ M . As in [12] , we extend the functor F G P to a bi-functor
Following the arguments presented in [12] , we show that F G P is exact in both arguments. And we remark that the proof of the "P Q-formula" in [12, 4.9] , i.e., F A special but essential case is when V is the trivial one-dimensional representation. Once one has proved this case, one can use the same arguments as in the proof of [12, 5.8] , to deduce the general case.
In order to show the irreducibility of F G P (M ), for M as in 1.1, we follow very closely (in some passages word-by-word) the proof of the irreducibility result [12, 5.3] . A key role in the proof of [12, 5.3] , is played by assertions about "integrality properties" of certain relations in simple modules in O p alg , which have been proved in the appendix of [12] . But the results [12, 8.10, 8.13 ] of that appendix do not immediately carry over to the present setting, because it has been used there that the eigenvalues of elements in t = Lie(T) are (p-adically) integral, which is not the case any more for general objects in O. In section 5 we have therefore modified some of the arguments used in [12, sec. 8] to fit the present setting.
We would also like to mention that we are currently working on extending the theory presented here to the case of quasi-split groups.
2. The BGG category with P -action 2.1. We let G 0 be a reductive group scheme over O L and T 0 ⊂ B 0 ⊂ G 0 a maximal split torus and a Borel subgroup scheme, respectively. We denote by G, B, T the base change of G 0 , B 0 and T 0 to L. By G 0 = G 0 (O L ), B 0 = B 0 (O L ), etc., and G = G(L), B = B(L), etc., we denote the corresponding groups of O L -valued points and L-valued points, respectively. Standard parabolic subgroups of G (resp. G) are those which contain B (resp. B). For each standard parabolic subgroup P (or P ) we let L P (or L P ) be the unique Levi subgroup which contains T (resp. T ). Finally, Gothic letters g, p, etc., will denote the Lie algebras of G, P, etc.: g = Lie(G), t = Lie(T), b = Lie(B), p = Lie(P), l P = Lie(L P ), etc.. Base change to K is usually denoted by the subscript K , for instance,
We make the general convention that we denote by U(g), U(p), etc., the corresponding enveloping algebras, after base change to K, i.e., what would be usually denoted by U(g)⊗ L K, U(p) ⊗ L K, and so on.
2.2.
We recall the definition of the BGG-category for the reductive Lie algebra g K and its Borel subalgebra b K , as given in [12, 2.5] . Let p ⊃ b be a standard parabolic subalgebra. The category O p is the full subcategory of U(g)-modules M satisfying the following properties:
(1) M is finitely generated as a U(g)-module. (2) Viewed as a t K -module, M is the direct sum of one-dimensional representions. (3) The action of p K on M is locally finite, i.e., for every m ∈ M the K-vector space U(p) · m is finite-dimensional.
In this paper we are interested in objects M ∈ O p which have the property that the representation of p integrates to a locally finite-dimensional locally analytic representation of P = P(L). Because this is not always possible, we are led to consider the following category. Definition 2.3. Let P ⊂ G be a standard parabolic subgroup. We then denote by O P the category whose:
-Objects are pairs M = (M, τ ) where M ∈ O p and τ : P → End K (M) * is a representation such that the following conditions are satisfied: (i) there is an increasing union M = i M i by finite-dimensional locally analytic P -stable K-subspaces, which are also p-stable, and such that the derived action of p on each M i (derived from the P -action) coincides with the given action coming from the inclusion p ⊂ g; (ii) for every p ∈ P , every x ∈ g, and every m ∈ M one has Ad(p)(
By the very definition of this category we have a functor
by forgetting the additional structure of a P -representation. Proof. Most of the axioms are easily verified. We show exemplarily that kernels exist. So
. Let W ⊂ M be a finite-dimensional subspace with v ∈ W on which P acts locally analytically. Since ker(f ) is a P -representation the same holds true for W ∩ker(f ). As W is finite-dimensional it is automatically a locally analytic P -representation. Hence any v ∈ ker(f ) is contained in a locally analytic P -representation. The claim follows. ✷ Example 2.6. Let M = (M, τ ) be in O P and let N ⊂ M be a g-submodule, i.e., N ∈ O p . Then it is in general not an object of O P . Indeed let G = P = GL n and let M be the twodimensional representation defined by g → (1, (−1)
val(det(g)) ). Since this representation is smooth the Lie algebra g acts trivially on it. Hence any subspace is a subrepresentation. But the subspace {(a, a) | a ∈ K} does not lift to a G-representation. Proof. By definition the object M is finitely generated as a U(g)-module. The finitely many generators are contained in a locally analytic finite-dimensional P -representation
be an ordinary Verma module with respect to a homomorphism λ : t → K. It is easy to see that any such λ can be lifted to a locally analytic characterλ : T → K * , i.e., the derivative ofλ coincides with λ. The characterλ is uniquely determined up to a smooth character of T . By integrating the action of u to an action of U on M(λ), cf. [ 
(ii) B acts on the highest weight vector 1 ⊗ 1 ∈ M(λ) via the locally analytic character
Consider now two such locally analytic charactersλ,μ. Every
Up to scalar there is at most one such map, cf. [8] . More precisely, one has
where ↑ is the transitive closure of the relation µ ↑ λ if µ = λ or there is some simple reflection s ∈ S such that µ = s · λ < λ.
Suppose that dim Hom g (M(µ), M(λ)) = 1 and thatλ is fixed. The difference µ − λ is integral as the highest weight vectors differ by multiplication with an unipotent element. Hence we may lift µ − λ to an algebraic homomorphism µ − λ : T → K * . Set
which is a locally analytic character of T. Then we get a non-trivial map M(μ) → M (λ).
Definition 2.10. Letλ,μ : T → K * be two locally analytic characters with derivatives λ, µ, respectively. We writeμ ↑λ if and only if µ ↑ λ andμ −λ ∈ X * (T ) is an algebraic character.
The following result is then immediate. Proposition 2.11. Letλ,μ be locally analytic characters of T with derivatives λ, µ, respectively. Then
Locally analytic representations
All distribution algebras appearing in this paper are tacitly assumed to be distribution algebras with coefficient field K, and we write D(H) for the distribution algebra D(H, K).
Induced representations and their duals. Let H
′ be a closed locally L-analytic subgroup of a locally L-analytic group H. Let (V, ρ) be a locally analytic representation of H ′ on a K-vector space V , and consider the induced locally analytic representation
The group H acts on this vector space by We fix as in the previous chapter a standard parabolic subgroup P with Levi decomposition P = L P · U P where T ⊂ L P . Let M = (M, τ ) be an object of O P . By 2.8 we may choose a finite-dimensional locally analytic representation W ⊂ M of P which generates M as U(g)-module. We let d be the kernel of the canonical map U(g)⊗ U (p) W → M, so that we have the tautological exact sequence
Recall from [12] that we there is a pairing
which identifies the left hand side with the topological dual of the right hand side and vice versa. We define the closed subspace Ind
Here we have used the pairing
Here we have δ · r (f (·)(w)) (g) = δ(x → f (gx)(w)). The restriction Ind
, and is strongly admissible, as follows from 3.1.1. As a closed subrepresentation of Ind
d is therefore strongly admissible too.
3.4.
In order to conveniently describe the dual space of Ind
we consider the subring D(g, P ) generated by U(g) and D(P ) inside D(G). It is easy to see that on M ∈ O P there is a unique D(g, P )-module structure with the following properties:
(i) The action of U(p), as a subring of U(g), coincides with the action of U(p) as a subring of D(P ).
(ii) The Dirac distributions δ g ∈ D(P ) act like group elements g ∈ P .
Any morphism
(ii) The canonical map
Proof. (G) the category of locally analytic representations of G on barreled locally convex Hausdorff K-vector spaces. We define the functor Alternatively we present here a slightly different proof. By the Schneider-Teitelbaum anti-equivalence of categories [16, 6.3] , it suffices to show that the functor
, and choose a finite-dimensional P -representation W ⊂ M which generates M as U(g)-module and contains W 1 . Putting M 2 = M/M 1 and W 2 = W/W 1 we get a commutative diagram with exact rows and columns: 
Here we have used that
The column in the middle is exact too. This follows from the Bruhat decomposition (cf. below). By the snake lemma, the right column is exact if the map
is injective. In other words, we may assume that M = U(g) ⊗ U (p) W is a generalized Verma module, where W is equipped with a locally analytic P -representation which lifts the p-representation on W . In this way M becomes an object of O P . Let M 1 ⊂ M be a subobject in O P , and write M 1 as a quotient
so that we have an exact sequence
Our aim is to show that the following complex is exact:
Note that in general we cannot choose W 1 to be a subspace of W (in which case we are done). Let I ⊂ G 0 be the Iwahori subgroup whose image in
Then we have the Bruhat decomposition (3.7.1)
and for every w ∈ W an Iwahori decomposition
2). Then we have
and similarly
These decompositions are compatible with the map
Hence it suffices to consider the map
which itself is the limit of the corresponding maps
as r ∈ |K * | tends to 1 from below. The projective limit functor being exact in this case, cf. 
, and the map 3.7.3 is a direct sum of maps
The map 3.7.4 is accordingly a direct sum of maps
Both sides are finite free U r (u −,w )-modules and have as such a canonical topology induced by U r (u −,w ). The given map is automatically strict. Moreover, the right hand side of 3.7.5 is simply the completion of U(u − ) ⊗ K W with respect to a product norm · r ⊗ · W , where · W is some K-vector space norm on W , and the corresponding statement holds for the left hand side. Consider the exact sequence
By [1, Cor. 6 in 1.1.9] the corresponding sequence of completed modules is exact too. This shows that the kernel of 3.7.5 is equal to the closure of
3.8.
Extending the functor F G P . More generally, let V be a K-vector space, equipped with a smooth admissible representation of the Levi subgroup L P ⊂ P , and regard it via inflation as a representation of P . We recall that we always consider on smooth representations V the finest locally convex K-vector space topology, i.e., the locally convex inductive limit of its finite-dimensional subspaces. As such V is of compact type and furnishes a locally analytic P -representation.
Let M = (M, τ ) be an object of O P and write M as a quotient of a generalized Verma module
with a finite-dimensional locally analytic P -representation W ⊂ M which generates M as a U(g)-modules, as in 3.3.1. As W is a finite-dimensional space, the injective tensor product W ′ ⊗ K,ι V coincides with the projective tensor product W ′ ⊗ K,π V , and hence we simply write W ′ ⊗ K V for it. It is complete and we have Equipped with the diagonal action of P , W ′ ⊗ K V is a locally analytic representation. We set (3.8.1)
where the pairing ·, · C an (G,V ) is defined as in 3.3.4. We are going to show that F G P (M , W, V ) is independent of the chosen P -representation W , in the sense of 3.9 below. Later on we will therefore simplify notation by writing
Proposition 3.9. Let G, P , M, and V be as above. Let W 1 ⊂ W 2 be two locally analytic finite-dimensional P -submodules of M which generate M as a U(g)-module. Then the canonical map Ind
We fix a locally L-analytic section s : G/P → G of the projection G → G/P and let H = s(G/P ) ⊂ G be its image, so that we have an isomorphism of locally L-analytic manifolds G ∼ = H × P (this isomorphism depends on s). Using this isomorphism, we can identify the underlying topological vector space of Ind
the completed tensor product on the left being the projective tensor product, cf. [10, formula (56) and Remark 5.4] . This completed tensor product is equal to the ordinary tensor product, as W ′ ⊗ K V is an inductive limit of finite-dimensional vector spaces. Using this isomorphism, which is natural in W ′ i and V , we identify f ∈ Ind
Then, for f to be annihilated by d i translates into a condition on ψ f which is only a condition on k ψ k ⊗ φ k . With these identifications we find an isomorphism of K-vector spaces, natural in W
We get therefore a commutative diagram
The vertical map on the right hand side is an isomorphism because the map Ind
d 1 is an isomorphism of topological vector spaces, by 3.5. The map on the left must hence be an isomorphism too. ✷ Let M ∈ O P and V be as above. Given two finite-dimensional locally analytic Psubmodules W 1 , W 2 ⊂ M, which both generate M as a U(g)-module, we let W 3 ⊂ M be another locally analytic finite-dimensional P -submodule containing both W 1 and W 2 (e.g., W 3 = W 1 + W 2 ). By 3.9 the canonical maps
are both isomorphisms of locally analytic G-representations. We have therefore a canoni-
which does not depend on the choice of W 3 . This is the unique isomorphism which is obtained from choosing any W 3 as above and inverting the map on the left of the resulting diagram 3.9.1. Via these uniquely specified isomorphisms we can henceforth identify all representations F G P (M , W, V ) and write F G P (M, V ) for any one of them.
is the category of smooth admissible representations of the Levi subgroup L P ⊂ P on K-vector spaces.
Proof. Let α : M → N be a morphism in O P , and let β :
Then choose a finite-dimensional locally analytic P -submodule W N ⊂ N which generates N as a U(g)-module and which contains α(W M ). With the notation as in 3.3.1 we get a commutative diagram
It follows that the map in the middle maps d M into d N . This shows that the map
Proof. This can be proved as in [12, 4.8] . ✷ Proposition 3.12. a) The bi-functor F G P is exact in both arguments.
b) If Q ⊃ P is a parabolic subgroup, q = Lie(Q), and M an object of O Q , then Proof. The proof of [12, 4.9] applies here too. ✷
Irreducibility results
In this section we prove analogues of the irreducibility results of [12] , following the proofs given there very closely. In order to keep the exposition as self-contained as possible, we repeat many of the arguments. The key adjustment to the present setting (where we do not assume that the weights of t on M are integral) occurs in step four of the proof of theorem 4.7. It is there where we use a result about integrality properties of highest weight modules, cf. section 5.
The results in this section are valid under the following assumption on the residue characteristic p of L:
Assumption 4.1. If the root system Φ = Φ(g, t) has irreducible components of type B, C or F 4 , we assume p > 2, and if Φ has irreducible components of type G 2 , we assume that p > 3.
In section 5 we prove certain results on highest weight modules under the same assumption, and these results are used in this section, which is why this restriction is imposed here. It might be possible that a more refined analysis in section 5 shows that one can obtain results which are actually sufficient for our purposes here, without assuming 4.1. 
Proof. By 3.5 (iv) we know that
it is simple, then, by [16, 6.3] , the representation F 
d is closed and stable under the action of H, and we therefore have a decomposition of H-representations
We define the representation Ind
Extending functions on HP 0 by zero gives an isomorphism of H-representations
For g ∈ G 0 , we denote by Ind
The map 
The topological H-representations Ind
Proof. (i) The proof of 3.5 only makes use of the fact that G 0 is open (hence its Lie algebra is equal to g) and that it contains P 0 , and the corresponding statements carry over for any group with these properties. This shows statement (i) for the case when g = 1. From this the general case follows immediately.
(iv) This follows from (ii), by [16, 6.3] .
(v) This follows from (iii), by [16, 6.3] .
We will now start with the proofs of (ii) and (iii). The first step is to reduce to the case of a suitable subgroup H 0 ⊂ H which is normal in G 0 and uniform pro-p. Having this accomplished, we rename H 0 to H. The second step is to pass to modules over the Banach algebra D r (H), cf. [16, sec. 4] . The third step consists in studying the restriction of these modules to the subring U r (g) = U r (g, H), which is the completion of U(g) with respect to the norm · r on D r (H).
Step 1: reduction to H 0 . The standard parabolic subgroup P ⊂ G has a smooth model P 0 ⊂ G 0 , and the unipotent radical U − P of the parabolic subgroup opposite to P has a smooth model U P,0 ⊂ G 0 as well.
Let Lie(G 0 ), Lie(P 0 ) and Lie(U P,0 ) be the Lie algebras of these (smooth) group schemes. These are O L -lattices in g = Lie(G), p = Lie(P ) and u − P = Lie(U − P ), respectively. Moreover, Lie(G 0 ), Lie(P 0 ) and Lie(U P,0 ) are Z p -Lie algebras, and we have
are uniform pro-p groups. The adjoint action of Moreover, for large enough m 0 the group H 0 is contained in H, and
This implies that, as D(H
Let us now assume that statements (ii) and (iii) hold for H 0 . Then the direct sum on the right of 4.5.2 consists of simple D(H 0 )-modules which are pairwise non-isomorphic. As they are permuted by the action of H, it follows that the left side is simple as
Thus we have shown that statements (ii) and (iii) for D(H) follow from the corresponding statements for D(H 0 ).
To simplify notation, we will from now on assume that H, and its subgroups H + and H − , are defined as in 4.5.1, and are, in particular, uniform pro-p groups.
Step 2: passage to D r (H). We put
(In [11] , which we are going to use in the following, κ is denoted by ε p .) Let r always denote a real number in (0, 1) ∩ p Q with the property: Then the completion D r ( H) of D( H) with respect to · r has an analogous decomposition:
We are going to use the preceding discussion in the case when
To show that M is a simple D(H)-module it suffices, by [16, 3.9] , to show that
is a simple D r (H)-module for a sequence of r's converging to 1. By 3.5 and 3.7.6
is non-zero, and thus M = lim ← −r<1 M r is non-zero. Hence we must have M r = 0 for r sufficiently close to 1. As the image of M in M r generates M r as D r (HP 0 )-module, and because M is simple, the canonical map M → M r must be injective when M r = 0. From now on we assume that, in addition to 4.5.3, r is such that M r = 0, and we consider M as being contained in M r .
Step 3: passage to U r (g). Let U r (g) = U r (g, H) be the topological closure of U(g) in D r (H). It is important for our approach to have a useful description of U r (g). We will freely use the following fact, which follows from [13, 5.6]: 
In particular, U r (g) ∩ H = H m is an open subgroup of H. Let
be the U r (g)-submodule of M r generated by M. Because we assume M r = 0 we also have m r = 0, and M is contained in m r .
Likewise, we equip D(H + ) (D(H − ), resp.) with the norm · r associated to the canonical p-valuation on H + (H − , resp.), and give D(P 0 ) (D(U − P,0 ), resp.) the maximum norm as above (cf. 4.5.4 and 4.5.5). Again, we denote by D r (P 0 ) (D r (U − P,0 ), resp.) the corresponding completions. As is easy to see, these norms on D(P 0 ) (D(U − P,0 ), resp.) are equal to the restriction of the norms on D(HP 0 ) (D(U − P,0 H), resp.) coming from the norm · r on D(H) by the recipe explained above.
Let U r (p) be the closure of U(p) in D r (H + ). Then U r (p) is the completion of U(p) with respect to the norm associated to the canonical p-valuation on H + . Because the canonical p-valuation of an element of h ∈ H (h ∈ H + , resp.) can be read off from log G (h) ∈ p m 0 Lie(G 0 ) (log G (h) ∈ p m 0 Lie(P 0 ), resp.), the canonical p-valuation on H + is the restriction of the canonical p-valuation on H. Hence U r (p) is also the closure of U(p) in U r (g).
It follows from 4.5.7 (applied to H + and p = Lie Zp (H + )) that D r (P 0 ) is generated as a module over U r (p) by finitely many Dirac distributions δ g 1 , . . . , δ g k , with g i ∈ P 0 . Because P 0 acts on M, the U r (g)-module m r is actually a module over the subring
generated by U r (g) and D r (P 0 ) inside D r (G 0 ). Moreover, m r is a finitely generated U r (g)-module (in fact, generated by a single vector of highest weight), hence carries a canonical U r (g)-module topology, as U r (g) is a noetherian Banach algebra (cf. [9, 1.4.2] which applies here because we assume r ∈ (
The module M is clearly dense in m r with respect to this topology. It follows from [5, 1.3.12] or [11, 3.4.8 ] that m r is a simple U r (g)-module, and in particular a simple D r (g, P 0 )-module. We recall the following result [12, 5.6 ]:
Sublemma 4.6. Let r and s be as in 4.5.3 .
(ii) D r (HP 0 ) = g∈HP 0 /P 0,r δ g D r (g, P 0 ). ✷
From the second assertion we deduce that m r is equal to
(ii) again we we can conclude
Note that, as U r (g)-modules, the submodule δ g m r on the right hand side is the same as δ g ⋆ m r , where we use the notation as introduced before 4.5 (for U r (g) instead of D(H)). By Theorem 4.7 below the modules δ g ⋆ m r are all simple, and there is no isomorphism of 
(This will be the case if r is close enough to 1.) Then, for every g ∈ G 0 the U r (g)-module δ g ⋆ m r is simple. For any g 1 , g 2 ∈ G 0 with g 1 P 0,r = g 2 P 0,r the U r (g)-modules δ g 1 ⋆ m r and δ g 2 ⋆ m r are not isomorphic.
Proof. We continue to use the notation introduced in the proof of 4.5. We have already seen that m r is simple as U r (g)-module, and this implies that δ g ⋆ m r is simple as well. It is trivial to check that for x, y ∈ G 0 one has δ x ⋆ (δ y ⋆ m r ) = δ xy ⋆ m r , and if x ∈ P 0,r , then
r be an isomorphism of U r (g)-modules. A straightforward calculation shows that φ is also a U r (g)-module isomorphism δ g 
2 Using the Bruhat decomposition 2 We denote the Iwahori subgroup by I 0 because we use I for the subset of simple roots corresponding to p.
we may write g = g 1 = h −1 wp 1 with h ∈ I 0 , w ∈ W and p 1 ∈ P 0 . By the Iwahori decomposition
we can write h = up 2 with p 2 ∈ I 0 ∩ P 0 and u ∈ I 0 ∩ U − P,0 . The same reasoning as before then shows that an isomorphism δ g ⋆ m r ∼ = −→ m r induces an isomorphism of U r (g)-modules which we again denote by φ:
Step 1. We show first that this can only happen if w ∈ W P . Let λ ∈ t * be the highest weight of M.
Then by Cor. 5.6 and the maximality condition with respect to p, the parabolic subalgebra p is p I , where the root system of the Levi subalgebra of p I has I as a basis of simple roots. Suppose w is not contained in W I = W P . Then there is a positive root β ∈ Φ + \ Φ + I such that w −1 β < 0, hence w −1 (−β) > 0, cf. [3, 2.3] . Consider a non-zero element element y ∈ g −β , and let v + ∈ M be a weight vector of weight λ (uniquely determined up to a non-zero scalar). Then we have the following identity in δ w ⋆ m r ,
as Ad(w −1 )(y) ∈ g −w −1 β annihilates v + . We have φ(v + ) = v for some nonzero v ∈ m r . And therefore
On the other hand, y ′ := Ad(u −1 )(y) is an element of u Define on Z ≥0 α 1 ⊕ . . . ⊕ Z ≥0 α ℓ the following lexicographic ordering:
Choose γ + ∈ B and µ + ∈ Λ(v), both minimal with respect to this ordering. With
This contradicts Cor. 5.5, and we can thus conclude that w must be an element of W P .
From now on we may assume that w = 1 since W P ⊂ P 0 ⊂ P 0,r .
Step 2. Now let u ∈ U − P,0 and let φ : m r ∼ = −→ δ u ⋆ m r be an isomorphism of U r (g)-modules. We suppose that u is not contained in P 0,r and are seeking to derive a contradiction. Let v + ∈ M λ \ {0} be a vector of highest weight as above. Put φ(v + ) = v with some non-zero v ∈ m r . Then we have for any x ∈ t, the following identity in δ u ⋆ m r :
We have thus for all x ∈ t, the following identity in m r (4.7.1)
Note that this equation only involves the action of elements of u 
Note that this sum is well-defined inM , because log U − P (u) is in u − P , and there are hence only finitely many terms of given weight in this sum. (We continue to write the action of an element u ∈ U − P onM by δ u .) Moreover, it gives an action of U − P onM because
where H(X, Y ) = log(exp(X) exp(Y )) is the Baker-Campbell-Hausdorff series (which converges on u − P , as u − P is nilpotent). It is then immediate that this action is compatible with the action of U(u − P ⊕ t). The identity 4.7.1 implies then the following identity inM
for all x ∈ t, and thus, multiplying both sides of the previous equation with δ u ,
Hence δ u · v ∈M is a weight vector of weight λ and must therefore be equal to a non-zero scalar multiple of v + . After scaling v appropriately we have
Our goal is to show that the series Σ, which is an element ofM, does in fact not lie in the image of m r inM, if u / ∈ P 0,r , thus achieving a contradiction.
Step 3. For the rest of this section we fix a Chevalley basis (
We have x β ∈ g β , y β ∈ g −β , and h α = [x α , y α ] ∈ t, for α ∈ ∆. We then let g ′ Z be the Z-span of these basis elements. g ′ Z is a Lie algebra over Z. Then
where y
We assume that r and s are as in 4.5.3. Then 4.5.7 shows that U r (u
where (y (m) ) n is the product of the (y as follows from [13, 5.3, 5.8] . We recall that by 4.6 we have P 0,r = H −,m P 0 . Write
with a non-empty set B(u) ⊂ Φ + \ Φ + I and non-zero elements z β ∈ g −β . Put
Then z ′ ∈ Lie Zp (H −,m ), and thus exp(z
We may hence replace u by u 1 = u exp(−z ′ ). Then we compute log U − (u 1 ) = log U − (u exp(−z ′ )) by means of the Baker-Campbell-Hausdorff formula. Because of the commutators appearing in this formula we have
where g −B + (u) = β∈B + (u) g −β and analogous for g −B ′ (u) . Recall that the height ht(β) of the root β = α∈∆ n α α is defined to be the sum α∈∆ n α . Put ht
It follows from the preceding formula 4.7.4 that if the right summand does not vanish we have ht
The process of passing from u to u 1 can be repeated finitely many times, but will finally produce an element u N ∈ U − P,0 \ H −,m which has the property that B ′ (u N ) = ∅ (and hence u N +1 = u N ). We will denote this element again by u.
Next we chose an extremal element β + among the β ∈ B(u) = B + (u), i.e. one of the minimal generators of the cone β∈B(u) R ≥0 β inside α∈∆ Rα. Then we have
This means in particular that no positive multiple of β + can be written as a linear combination β∈B(u),β =β + c β β with non-negative integers c β ∈ Z ≥0 . It follows that if n is a positive integer and (4.7.5)
After these intermediate considerations we return to the series
where B(u) = {β + , β 2 , . . . , β k }. It follows from 4.7.5 and Cor. 5.5 that if we write Σ as a (formal) sum of weight vectors, there is for any n ∈ Z ≥0 a unique non-zero weight vector in this series which is of weight λ − nβ + , and this element is
Step 4. The last part of the proof is to show that the formal sum of weight vectors 
where I n,j ⊂ Z τ ≥0 consists of those ν = (ν 1 , . . . , ν τ ) such that µ j + ν 1 β 1 + . . . + ν τ β τ = nβ + . From now on we assume that m 0 is such that
for all τ ∈ ∆. This means that the assumptions of Prop. 5.12 are in place. Hence, by the statement of this proposition, there is at least one index (ν, j) = (ν 1 , . . . , ν τ , j) with the property that (4.7.8) |c
We will use this inequality to estimate the || · || r -norm of any lift of
Here the · r -norm on this free U r (u − P )-module is the supremum norm of the ||·|| r -norms on each summand, defined by
Step 3), we have
β + for some a > 0. We then get from 4.7.7
It follows from [13, 6.2, 6.4] that the restriction of the norm [13, 7.4] , where it is stated that the induced topologies are equivalent). Therefore, we are now going to estimate the · s -norm of this term is greater or equal to
Note that 4.7.8 implies that n − (ν 1 + . . . + ν r ) is bounded from above by some constant C 1 . Hence we get
is bounded away from 0 (recall that a ∈ Z >0 and m is fixed). And because s > 1 p we have ps > 1, and the term (ps) ν 1 +...+νr is unbounded as n → ∞ (ν 1 + . . . + ν τ ≥ n − C 1 ). Altogether we get that any lift of 
Proof. The proof of the analogous result [12, 5.8] does not use that M is an object of O p alg , except through references to [12, 5.5 ], which we have now proved without the assumption that M is an object of O p alg , cf. 4.5. ✷
Integrality properties of relations in simple modules in O
The goal of this section is to prove a result about relations in simple modules M ∈ O which generalizes [12, 8.13] . For the sake of a clear exposition of this technical section, we have found it convenient (if not necessary) to repeat many of the arguments given in [12, sec. 8] . We begin by quoting some results from loc.cit. which do not involve integrality statements.
Let A be any associative unital ring. For x ∈ A we let ad(x) : A → A be defined by ad(x)(z) = [x, z] = xz − zx. In the following we also write [x [i] , z] for ad(x) i (z), the value on z of the i-th iteration of ad(x).
Lemma 5.1. Let x, z 1 , . . . , z n ∈ A. For all k ∈ Z ≥0 one has
where, as usual, Suppose that iβ − jα is in Φ + for some i, j ∈ Z >0 .
(iii) Let M be a U(g)-module and v ∈ M be annihilated by the radical u of b. Let x ∈ g β and y ∈ g −γ . Then, for any sequence of non-negative integers i 1 , . . . , i n we have
if there is at least one i j > 1. ✷ Proposition 5.4. Let p = p I for some I ⊂ ∆. Suppose M ∈ O p is a highest weight module with highest weight λ and 
Then:
Let M be a simple module in the category O, and assume that p = p I is maximal for M. Denote by v + a highest weight vector of weight λ. We will be studying relations
where
-m 0 is a non-negative integer with the property that |p
-I n consists of all t-tuples (ν 1 , . . . , ν t ) ∈ Z t ≥0 satisfying ν 1 β 1 + . . . + ν t β t = nγ, -c v are coefficients in K.
Our aim (cf. 5.12) is to show that there is at least one ν with the following two properties
We start by showing the existence of some ν ∈ I n with the second property.
Lemma 5.9. Suppose the residue characteristic of K does not divide any of the non-zero numbers among β, α
, and m 0 be as in 5.8. Then, for any n ∈ Z ≥0 and any expression
there is at least one index ν ∈ I n such that |c ν | K ≥ 1.
Proof. We start by recalling that for any i ≥ 0 and β ∈ Φ + the endomorphism of g: 
The proof proceeds by induction on ht(γ). Suppose ht(γ) = 1 and let β i = γ. Then the set I n consists of a single element ν which is the t-tuple that has the entry n in the i th place and zeros elsewhere. The right hand side of 5.9.1 is thus c ν (y
By Cor. 5.5 the element y γ acts injectively on M, and we therefore get c ν = 1. Now we assume that ht(γ) > 1. Write γ = α + β with a simple root α ∈ ∆ and a positive root β. Clearly, not both α and β can be contained in Φ I . We distinguish two cases.
(a) Suppose β − α is not in Φ. As β = α (the root system Φ is reduced) we have
∈ I, we consider x β , the element of the Chevalley basis which generates g β . We have by Lemma 5.2:
Consider the β-string through −γ: −γ − rβ, . . . , −γ + qβ. Then −α − (r + 1)β, . . . , −α + (q − 1)β is the β-string through −α, and because we assume here that −α + β / ∈ Φ, we deduce that q = 1. By 5.7 we then conclude r + 1 = −α, β ∨ and [x β , y γ ] = ± α, β ∨ y α . Hence We recall that ad(x β ) n ((y The induction hypothesis shows that at least one of the coefficients c ′ ν ′ must be of absolute value at least 1, and this implies that at least one of the coefficients c ν is of absolute value at least 1. Now suppose α ∈ I. Then β / ∈ Φ I and we consider x α , the member of the Chevalley basis which generates g α . By Lemma 5.2:
γ ] n .v + .
The same arguments as above give [x α , y γ ] = ± β, α ∨ y β , and β, α ∨ is a unit in O K . As before, we then multiply the right hand side of 5.9.1 with x n α and find that By what we have just observed, the corresponding term vanishes if there is one i j > k 0 . Therefore, only the term with all i j = k 0 contributes, and this sum is hence equal to
α , y Proof. This is [12, 8.11] . We remark that in the proof of this statement the assumption 4.1 is used. Hence there is at least one ν ∈ J n such that |c ν | K ≥ 1. Thus proving our assertion.
We need to show that the term 5.12.2 actually vanishes if ν 1 + . . . + ν t < n. This is done exactly as in the remaining parts of the proof of [12, 8.13] , which consist of purely Lie algebra arguments and do not involve the field K. ✷ 
