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　　　　Abstract．　Starting　with　a　matrix　A　with　real　entries，　the　characteriseic　matrix　of　A
is　A　一　xE，　the　matrix　whose　determinant　is　the　characteristic　po｝ynemial　of　A．　The　Smith
nermal　form　of　A－xE　is　a　diagomal　matrix　with　real　polyAomial　entries　and　of　fundamenta｝
use　in　1ineay　algebra，　［5］．　Smith　normal　form　is　obtained　by　combiRing　rew　and　column
reduction　with　the　EuclideaA　algorithm．　Such　algorithms　are　net　typically　seable　with
respect　to　limited　precisioR　computation．　1．e．　if　the　algorithm　is　executed　wkh　limited
precisien　computation，　the　output　does　not　necessarily　approach　the　Smith　normal　form　as
the　precision　increases．　［10］　preseRts　a　technique　of　s£abilizing　algorithms　to　a｝low　limited
precision　computatien　in　a　eonvergent　manner．　ln　this　paper　we　present　an　algorithm　一
which　is　ameRable　to　the　techniques　of　［10］　一　fer　computing　Smith　normal　form．　We　then
apply　［101　to　obtaiR　an　algorithm　which　when　executed　with　｝imited　precision　wi｝1　converge
to　Smith　norma｝　form　as　the　precisien　increases．　The　convergence　also　has　the　property　of
being　”fast　convergeRce”　at　zero．　1．e．　any　coeMcient　which　will　converge　to　zero　rea£hes
zero　in　a　finite　number　of　＄teps．
a．　im¢roduc¢ioee
　　　Normal　forms　of　matrices　一　such　as　ratiena｝　caitonical　foerm　aRd　Jordan　canonical　form
一　play　a　fuRdamenta｝　role　in　linear　algebra　and　its　applicatioRs．　［1］hey　may　be　found
in　almost　any　book　oR　linear　a｝gebra．　Smith　Rormal　form　is　a　normal　form　of　matrices
　　“　This　research　has　beelt　carriod　out　in　collaboration　with　Moss　Sweedler　of　Cornell　University　and
Hirotaka　Niitsuma　of　Nara　lnstitute　of　Science　aRd　Techno｝ogy．
　　tshirayaH＠cslab．kecl．ntt．co．jp
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with　poly｝iomia｝　entries．　Stawing　with　a　matrix　A，　taking　the　Smith　mormal　form　of　the
・・mpa捻i・R蝋・ix　t・A1＞yi・ld・adi・g・簸・l　m・t・ixβwh・・e　ent・i・・a・e　p・1yn・mi・1・whi・h
are　the　iRvariaRt　factors　of　A，　［2］．　The　Jordan　canonical　form　of　A　may　be　obtained　from
B，　［5］．
　　　Smith　normal　form　is　typically　computed　by　aR　algori£hm　which　might　be　described
as　a　marriage　of　row　and　columk　reductioR　with　the　EuclideaR　algorithizr｝，　［21，　［5］．　Such
algorithms，　for　example　the　Euclidean　algorithrn　itself，　are　not　geRerally　convergent2）　with
respect　to　limited　precisioR　computatioii．　［le］　preseRts　techRiqges　by　which　an　algorithm
which　meets　certain　requirements3）　may　be　automaeically　traRslated　inte　a　Rew　algorithm
and　the　new　algorithm　may　be　executed　with　limked　precision　computatien　iR　a　convergeRt
ma懸er。1．e．　fbr　the　new　algorithm，癒e　ouもput　converges　toもhe　co押ecオ。嫡putげオんε
neωαごgo短オんm　as　the　precisioR　i鍛creases．　F殺rもhαmoreもhe　co悌ecオoutp2Lt（ゾthe　originα1
α♂go7嚇んm　may　be　auもomatically　obtaiRed　fじom宅he　co7鷲。オoutputρノオんe　nezv　algoritんm4）．
　　　The　fundamental　contributioR　of　this　paper　is　to　give　alt　algorithm　to　compxte　Smith
Rormal　forra　which　permits　the　use　of　limited　precisioR　computationin　a　convergen£　fashioR．
This　does　not　mean　that　the　algorithm　may　be　directly　compgted　with　limited　perecisioR
computation　iR　a　collvergentfashion，　but　rather　the　algorithm　is　amenable　to　the　techniques
短［10！．Ik　facももhe　algorithm　is　u鍛stable　wiもh　respectも01imiもe（玉precisio鍛com．putatio難，
as　is　the　original　question：　“What　is　the　Smith　itormal　form　of　a　giveR　maCrix．”　The
techniques　of　［10］　are　applied　to　the　algorithm　in　sectioR　3．1．．　Section　3．2．　supplies　several
specific　simple　examples　illustrating　how　the　stabilizatioR　works．　SectioR　3．3．　gives　data
abont　resu｝ts　for　larger　exaiiitples．　Sectioit　2．　presents　the　Reeded　background　from　［10］
required　for　later　sectioRs．
i＞lf　A　is　ait　n　×　n　matrix　let　E　be　the　n　×　n　ldentity　matrix．　Let　x　be　a　variable．　The　matrix　A　一xE　is
the　chara£teristic　matrix　of　A．　lt　is　the　matrix　whose　determinant　is　the　characteristic　polynomia｝　of　A．
2）1簸◎もhe・w・・ds，　lfもh・a19・・玉thm　is　executed　wi七h　limited　p・ec三s童・鍛。・即uもati・n諏e・ゆut　d・es・n・も
necessarily　approach　the　correct　ontput　as　the　precision　increases．　Kere　correct　02stput　means　the　output
ebtained　when　the　algorithm　is　executed　using　exact　computa£ieR．　This　is　not　because　the　algorithm
is　defective，　the　original　question　mtty　not　be　convergent　wkh　respect　to　limited　precision　computation．
For　example　iR　the　case　of　the　Euclidean　a｝gorithm，　the　original　questioR　is　whether　twe　polynomials　are
relatively　prime　and　this　is　not　convergent　with　respect　£o　liinited　precisioR　computation．　See　［10］　for
f疑rther　explanation　ofもh圭s　poinも．
　3）The　re（luirement＄　de　not　rule　out　algorithms　where　the　origiRal　question　is　not　coRvergent　wieh　respect
to　limited　precision　computation．　For　example，　［le］　applies　to　the　Euclidean　algorithm．
4）ln　fact・吻％櫨・m　the　new　a19・・lthm　ex㏄uted　with　limited　prec量si・n　c・mpuもati・n　yield　values　which
COnVergeもO　the　CO悌eC亡0吻2Lt　Of　the　O吻伽♂吻Oryitんm．
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2．　Au¢omatic　aigorithm　stab“ization
　　　We　describe　the　techniques　for　automatic　algorithm　stabilization　fer　the　following　class
of　algerithms：
tw　All　the　data　一　iRput，　intermediate，　and　outpnt　一　are　from　the　polynomial　ring
　　　珂コじ1，＿縄m】，where　R　is　a　s曲最eld　of　the　reahumbers．
tw　Operations　on　data　are　additioR，　subtraction，　multiplication，　and　division　with　remain－
　　　der　in　R［vi，．．．，xm］・
ss　Predicates　oB　data　have　zero　diseontin2sity．
　　　Here　division　with　remainder　in珂x1，＿，xm］means　computing　the　remainder　of　a
dividend　polynomial　modulo　a　divisor　polynomial．　ln　olte　variable　this　is　the　usual　polyno－
mial　dMsion　algorithm．　The　only　divisioR　between　coefficients　iR　the　field　R　are　divisions
of　the　coefficients　of　the　divideRd　polynomial　by　the　coefficient　of　the　｝ead　term　一　i．e．　the
nok－zero　term　of　highest　degree　一　of　the　divisor　polynomial．　ln　more　than　oRe　variable　the
notion　of　term　order　is　required　to　obtain　suitable　lead　terms．　However，　for　Smith　normal
form　we　only　reqRire　division　with　remaiRder　in　one　variable　aRd　go　no　further　into　term
orders．
　　　Next　let　us　explain　the　discontinuity　set　of　a　predicate．　Predicates　map　polynomials　to
the　set　of　two　elemeRts：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　｛C‘rll？RUE”，　“FALSE”｝，
A　predicate　p　is　discontinuous　at　f　E　R［xi，．．．，x．］　if　there　exists　a　sequence　｛fi｝i　in
珂x、，＿，¢司wh・・eA→！bゆ㈲みP（∫）（i．6．勧・nyMthe・ei・M’≧M・．t．　P伽・）≠
P（！））．Here　fi→∫mea貧s　that　A　converges　co（批¢ε蜘ise　to　f，　where　convergence　in　the
coefficieRt　field　R　is　defined　from　the　usual　topology　in　the　real　numbers．　A　predicate　is
said　to　have　iero　discontinutty　if　the　on｝y　discoBtinuous　point　of　the　predicate　is　xero，　i．e．
the　polynomial　all　of　whose　coeflicieRts　are　O，　or　the　predicate　has　Ro　discontinuous　points
一　i．e．　it　is　continuous．
　　　Let　us　call　the　class　o’f　algorithms　which　satisfy　the　above　three　conditions，　algebraic
atgorithms　with　zero　discontinuity．　Many　algorithms　in　computational　algebra　are　（or
may　be　traBsformed　into）　algebraic　algerithms　with　zero　discontinuity．　For　example，　the
predicate　“X　＝　3”　may　be　traRsformed　into　the　operation　（assignment　to　a　new　variable）
“Y　：X　一　3”　and　the　predicate　“Y　＝＝　O”　which　has　zero　discontinuity．
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　　For　simp｝icity，　we　have　imposed　the　restrictien　that　£he　operatioRs　which　appear　are
po｝yiiorr｝ial　functions　or　division　with　remainder．　But　we　could　treat　other　functioits　such
as　square　root，　differentiation，　etc，　and　this　is　discussed　iR　［10］．
　　　Leもノ亀be　an　algebra童。　algori癒m　with　zero　discoRtinuity．　Ifノ毛ac撫ally　has　a　predicaもe
with　a　discontinuity，　vdl　may　be　wastable　with　respect　to　limited　precision　computatiok．
For　example，　let　B　be　the　following　a｝gorithm；
　　　　　　　　　　　　　　　　　　　　　　　　Iniもia王ize：　　　　　　　　　（X）
　　　　　　　　　　　　　　　　　　　　　　　　　sもepユ：　　　　　　y＝3X－1
　　　　　　　　　　　　　　　　　　　　　　　　　step－2：　goto　step－4　if　Y）O
　　　　　　　　　　　　　　　　　　　　　　　　　sもep＿3：　　　　　　　sもOP（0）
　　　　　　　　　　　　　　　　　　　　　　　　　step－4：　stop（1）
　　　Namely，　givell　aR　input　X，　B　retums　1　if　3X　一　1　＞ri　e，　aRd　e　otherwise．　Consider　£he
input　X　＝　1／3．　B（1／3）　returns　1．　However，　with　any　high　precision　pa，　fioating　point
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　pa　digits
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　，，pmvbu－x
approximation　（1／3）．　of　1／3　is　O．333・・一3’，　and　hence　B（（1／3）．）　always　retums　O．　［1）his
is　unstab｝e　behavior：　（1／3）．　一　（1／3）　but　B（（1／3）．）　7‘〉　B（1／3）．　Note　that　B　has　the
predicate　“if　Y　）　O”　whose　discontinuity　set　is　｛O｝　and　is　aA　algebraic　algorithm　with　zero
discoRtikuity．　The　discontinuity　causes　the　algorithm　to　be　unstable．
　　　Autematic　algorithrr｝　stabilization　is　doke　by　interpreting　aR　a｝gerithm　with　modified
semaktics．　The　syntax　of　the　algorithm　is　unchaRged．　Under　the　modified　semantics　the
original　coefiEicieRts　are　replaced　by　coefficient一一pairs．　ThiRk　of　the　new　coeff｝cient－pairs
as　interva｝s　where　the　first　compoRekt　specifies　the　center　ef　the　interval　and　the　second
component　一　also　called　the　error　bound　一　specifies　the　radius　of　the　iRterva｝5）．　We　shall
refer　to　the　coeMciekt－pairs　as　inte？”val－coefiicients．　Where　the　original　algorithm　specifies
arithmetic　operations　oR　coefficients　they　are　extended　as　iRterva｝　operations　to　the　itew
interva｝一coeff｝cieRts．　lmmediately　preceding　evaluating　predicates，　iero　rewnting　is　done．
Zero　reweriting　changes　certain　iRterval－coefficients　and　leaves　others　uRchaRged．　lf　O　lies
within　the　iRterva｝　delineated　by　aR　interval－coeff｝cient　it　may　be　rewritten　or　changed
to　the　interval－coefficieRt　with　ceRter　O　and　radius　O．　Once　zero　rewriting　is　done，　the
predicate　is　then　evaluated　en　the　first　component　er　center　of　the　interval－ceeff｝cient．　The
key　property　of　zero　rewriting　is　that　it　preserves　convergence　of　a　sequeRce　of　iRterval一
5）lf　the　coeMcient　field　R　were　a　subfield　of　the　complex　numbers　theR　new　coeMcient　pairs　would　be
thought　of　as　disks　specified　by　a　center　and　radius．
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coefficients　and　if　the　seqgence　coi｝verges　to　zero，　then　rewriting　causes　the　sequence　£o
reach　zero　after　a　finite　n2Lmber　of　steps．　Hence　the　predicate　will　actua｝ly　be　evaluated　at
the　discoRtinuity　point　zero．　Without　rewriting，　the　predicate　may　never　get　evaluated　at
the　discontinuity　point，　and　since　it　is　discontinueus　there，　the　algorithm　may　never　have
the　original　behavior6）．
　　　Let　us　summarize　the　techniques　for　automatic　algorithm　stabilization．　Given　A，　an
algebraic　algorithm　with　zero（liscon尤inuity，1et　I儒（A）be　the　stabilized　algorithm　fbr．4．
Int（．4）　has　the　fo｝lowiRg　features：
Enterval　Domain　The　domain　is　a　set　of　polyRomials　having　interval－coefficients　as　co－
　　　eff｝cieRts．　AR　interval－coeff｝cient　is　［A，　dv］，　where　A　E　R　and　or　is　a　noR－Regative　real
　　　number。レ1，と＞t】should　be　tho蟻ght　o£as｛x∈…Rロコじ一ノ隻1≦α｝．
imterval　Arithmetic　Emp｝oy　interval　arithmetic　（see　P］）　for　addition，　subtractioti，　mul－
　　　tiplication，　and　divisien　between　iRterval－coeflicients．　For　binary　operation　＊　E　｛十，　一，
　　　×）／｝1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　レ隻，α｝＊［β，β］＝レ生＊B，7＊］，
　　　where　7．　is　defined　so　as　to　satisfy：
　　　　　　　　　　　　　　　　　　　　ゆ一／封≦α，蝕一B｝≦β⇒ゆ＊y一ノ隻＊Bl≦’γ＊
　　　and
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　cy　一　O，B　一〉　Oo　7．　一　O．
Zero　Rewriting　lmmediate｝y　preceding　evalkiatiitg　every　predicate　which　has　a　disconti－
　　　nuky　at　zero，　do　zero　rewriting：
　　　Fbr　each　iRtervaLcoef温cienも［0うつ4，　　　　　　　　　　　　　　　　　　　　　　　　　　・
　　　　　　　　　　　　　　　　　　　　　　　　　　rewrite　［C，　or］　to　［O，O］　if　I　C　I　S　or一
　　　Int（．4）　accepts　interval　polyRomials　as　inpgt　and　disseminates　interval　polynomials
as　output　where　interval　polynomials　are　pelynomial　with　interval－coefficient　coefficients．
6）Muchis　hidden　in　this　word　behavior．　lt　actually　refers　to　the　path　of　execution　flow　of　the　algorithm．
The　path　of　execution　fiow　is　coRtrolled　by　predicates　and　zero　rewriting　insures　that　when　execu£ed　with
high　enough　precision　the　modified　algorithm　will　execute　wkh　essentially　the　same　path　of　executioR　flow
as　tke　original　algorithm　executed　with　exact　computation．　This　is　the　key　to　why　algorithm　stabilization
works．　See　［10］　for　more　detail．
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Usually　the　origiital　input∫∈珂ω1，。．．，ωm］7）f（）rノ乳is　approximated　by　a　se（luence　of　in一
も・・va1　P伽・mia1・｛lnt（！）ゴ｝ゴ・M・・e・p・cifi・・lly，1・宅∫b・Σ、、，…，、漁、…・。，、・・11…瑠・Th・n
Int（ノ）ゴis　de薮nedもQ　be
　　　　　　　　　　　　　　　　　　　　　　］E）　［（aii．．．im）2’，（cuii．．．im）3・］xZi’…x3；．｛n，
　　　　　　　　　　　　　　　　　　　　　il，…，im
where　l　aii．．．im　一　（aii．．．i，．）bl　S　（aii．．．i．．）i’　for　each　2’　axd　（c￥i，．．．im）2・　一一一〉　O　as　2’　一〉　oo　for　all
ii．．．i．．　IR　this　case，　we　simply　write　lnt（f）it　一　f．　Fer　each　i　we　iavoke　Jnt（A）　oB
lnt（f），・　and　obtain　the　output　lnt（A）（lnt（f），・）．
　　　The　following　theorem　states　a　property　of　lnt（A）．
Theorem　1　（Coefficientwise　conveygence，　［lgl）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Suppose　that　A　terminates　normal！y　when
evaluated　with　input　f　G　R［x　i，．．．，x．］．　Suppose　that　we　have　a　seq　Hence　of　po！ynomials
with血terva1－C・e茄cfenむ｛lnt（！）ゴ｝ゴwhere・lnt（∫）ゴ→ノ．　Then，　there・exゴsts・n・such・tゐa砒・r
ゴ≧nInt（A）むerm加aむθs　normally　o12加Pα右Int（ノ）ゴ，　and　we　have
1畷4）（傭（f）ゴ）→夙（！）・
　　　However，　coefl｝cientwise　convergence　is　Rot　sufficient　for　the　purpose　of　obtaining　correct
Smkh　Rormal　forms．　The　final　zero　rewriting　is　reqnired．　Namely，　we　do　zero　rewriting　for
each　interval－coeff｝cient　of　the　output　lnt（A）（Jnt（f）」一）．　We　then　take　the　fust　component
ef　each　lnterval－coefficient　of　the　rewritten　output　to　coerce　it　back　to　the　orlgiAal　rea｝
coefficient　polynomials．　We　refer　to　the　algorithm　一　lnt（A）　with　final　zero　rewriting　altd
coercing　the　output　back　to　the　R　polyRomials　一　as　lnt（A）R．
　　　The　effect　of　the　filtal　zero　rewriting　is　that　it　converts　coeMcientwise　ceRvergeRce
into　a　stroRger　convergeRce　called　support2vise　convergence．　［1］he　szLpport　of　a　polynomial
∫一Σ、、，…，、一α・、…i一偲11一吻i・th・・et・f　p・w・・p・・du・も・
｛x3i　…　xhm　1　ai，．．．im　S　O｝，　denoted　SzLpp（f）．　Similar｝y，　for　an　interval　polyRomial　fi”，
Supp（F）　is　the　set　of　power　products　of　F　having　interval－coeMcieRt　Ret　equal　to　［O，　O］．
IRtuitively　the　suppert　is　the　shope　of　a　pelyRorr｝ial．　The　shape　of　lnt（A）R（lnt（f）」・）　will
be　the　same　as　that　of．4（ノ）諭er　a伽¢オe　numbαof　sむeps，　In　other　words，　coef丑cieRts　of
Int（A）R（int（f）3・）　that　are　going　to　converge　to　zero，　reaeh　zero　in　a　finite　Rumber　of　steps．
7）　Or　a　list　or　an　array　of　polyftomials　in　R［xi，．．．，xml．　For　simplicity，　we　wi｝1　treat　a　single　polynomial
in　this　section．
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This　is　supportwise　coiwergence，　which　will　be　required　fer　obtaiRing　the　correct　shapes　of
Smith　mormal　feriit｝s．
　　　Here　is　a　s£ability　property　ef　lnt（A）R．
Theorem　2　（Supportwi＄e　cenvergence，　118］）
Suppose　we　have　the　same　hypotheses　as　Theorem　1．　Then，　there　exists　n　such　that　for
ゴ≧n．lnt（．4）R右erm血a亡e8　normal！y　on血pu右∫nt（ノ）ゴand　we　havα
　　エ．Int（A）R（ln蓉（∫）ゴ）→。4（！），　a1ユd
　2．　There　exists　N　s　uch　that　for　aH　2’　〉一　N，
Szepp（lnt（A）R（lnt（f），・））　＝：　SzLpp（v4（f））・
　　　For　specific　examples　where　coefficientwise　convergeRce　aitd　supportwise　convergence
held　see　18，　9］　where　they　are　shown　to　hold　for　Buchberger’s　algorithm　aBd　［7］　where　they
are　shown　to　ho｝d　for　Sturm’s　algorithm．
3。StabgRizaもiOit⑪f　Smith鞭orma瞼）rm　comp櫨aも隻on
3．a．　lnt（smath）R
　　　Now　let　us　apply　the　techniques　fer　automatic　algorithm　stabi｝ization　described　in
Section　2．　to　computing　Smith　normal　forms．　A　classical　algorithm，　［2］，　一　which　might　be
described　as　the　marriage　of’row　aRd　co｝umR　reduction　with　the　EuclideaR　algorithm　一　is
used　to　compute　the　Smith　norma｝　form．8）　Let　u＄　call　it　smith．　Note　that　smith　is　an
algebraic　algorithm　with　zero　discontiRuity．
　　　We　shall　explain　I自嘲¢仇）．　The　domain　of傭（smith）is　a　set　of禰e物αl　poゆ。禰αl
matrices　whose　entries　are　polynomials　iR　oRe　variable　with　interval－coeMcients．　lnterval
arithmetic　is　performed　betweeR　interval－coeMcients，　when　app｝yiRg　elementary　transfor－
mations　in　aR　interval　polyRomial　matrix　or　dividing　an　interval　polynomial　by　another
interval　polynomial　to　ob£ain　remainder．　Zero　rewriting　is　performed　preceding　evaluating
the　predicates　whether　the　remaiRder　of　a　polynomial　modulo　anether　polyRomial　is　zero，
　8）There　are　more　eMcient　and　practical　algorithms　to　compute　Smith　Rormal　forms，　such　as　［4，　3，　11］，
e£c．　One　could　rcake　further　experiments　on　those　algorithms　to　show　the　usefulness　of　the　stabiiization
techniques．　The　article　16］　discusses　the　problem　of　＄tability　of　the　classical　algorithm　and　also　presents　a
method　for　computing　Smith　normal　forms　using　limited　precision　p一一adic　a3rithmetic．　Thi＄　is　closely　related
to　our　approach．
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aRd　whether　a　coeff｝cient　of　a　polyRemial　is　zero．　For　the　｝aeter　predicate，　however，　this
is　implicit　qnd　hence　in　implemelttatien　we　do　zero　rewriting　after　elemeRtary　transfor－
matioRs　or　pelynomial　division．　This　“implicitly”　enables　us　to　do　zero　rewriting　before
evaluating　the　predicate．　Moreover，　lnt（smith）R　does　the　fina｝　zero　rewriting　for　each
ceeMcient　ef　each　eRtry　ef　the　output　matrix　of　lnt（smith），　aRd　ceerces　it　back　to　the
polyRorr｝ial　matrix　in　M．（R［x］）9）　．
　　　F罫。】盤Theore】餓2we　havel
［g］heerem　3　（StabilizatioR　of　smith）
Gi　veR　A（x）　＝　［aki］　e　Mn（R［x］），　s　uppose　that　we　have　a　seq　uence　of　interval　polynomial
maむrfce8傭（A（x））ゴ＝［1畷αkt）ゴ］曲ich　entrywise　c・nvergesむ・A（コじ），　f．e．　for　each（k，の，
Int（aki）」　一　ahi．　Then，　we　have
1．　lnt（smith）R（lnt（A（x）），一）　一〉　smith（A（x））　eRtrywise，　and
2．There　exまsむs　N　sucZ～tl～a冶f（）r　a11ゴ≧N，　e認むり！wf8e
s2LPP（fnt（smith）R（lnt（践（x））ゴ）＝SZLPP（sm乞th（護（x）））・
3．2．　Examples
　　　Here　are　some　examp｝es　illustratiitg　how　Int（smith）R　works．　We　implemented　smith
and　Jnt（smith）R　in　Maple　V　Re｝ease　3　on　alt　HP9000／735．　Map｝e　has　the　built－in　fuRction
“srnith”　iR　the　linear　algebra　package，　but　this　dees　not　accept　fioating－point　coeMcieRts
as　input．　To　compare　lnt（smith）R　with　a　naive　floating－poiRt　approximation　of　smith，　we
needed　to　implement　smith　so　as　to　accept　fioating－points，　as　well　as　algebraic　numbers．
Example　1
Consider　A　in　M3（Q）：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　2　0　　1
　　　　　　　　　　　　　　　　　　　　　　　　　　　　A＝　1　一1　1　“　1．
一1　O　O
9）M．（R［xl）　denotes　the　set　of　n　×　7｝　matrices　whose　entries　lie　in　R［x］，　the　ring　of　polynomia｝s　having
coeficients　iR　R　in　one　variab｝e　x．
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　　　Then，　the　result　ef　smith（A（x））　（the　Smith　normal　form　of　A　一　xE）　is：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　l　　o　e
　　　　　　　　　　　　　　　　　　3繍ん（A（x））・　Ox－i　　O　　．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　O　O　x2－2x＋1
　　　Now　as　a　perturbation　direction　matrix，　consider
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－i　o　o
　　　　　　　　　　　　　　　　　　　　　　　　　　F＝1　1　O　1　1．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　e　一1　一1
　　　Let　E　be　a　perturbation　size，　say　O．OOOOOI，　and　A，　be　the　perturbed　matrix　A　十　EI7．
　　　Then，　A，（x）　has　the　Smith　norrnal　form：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　I　　O　O
　　　　　　　　　　　　　　　　　　　　　smith（A（x））＝lo　1．oooo　O
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　O　O　p（x）
where　p（x）　＝　1．Ox3　一　3．Ox2　十　3．Ox　一　O．999997．
　　　Nete　that　for　aRy　small　6　the　“shape”　of　the　Smith　Rorma｝　form　does　not　ceincide，　in
other　words，　c　一　O　does　Rot　imply　that　smith（A，（x））　一　smith（A（x））．
　　　Now，　for　example，　as　a　convergeRt　sequence　of　interval　polyRomial　matrices　for　A（x），
we　coRsider　“［A　＋　10rfF，　10－」］　一　x［E，　O］”，　i．e．，　lnt（A（x））“’s
　　　　　　　　　　　　　　［2－10｝ゴラ10一ゴ］一：じ　　　　［0，10一ゴ］　　　　　　　　［1，10皿ゴ］
　　　　　　　　　　　　　　　卜1＋10一ゴ，10一ゴ］　［1，10－」］　一　xト1＋10　ゴ，1rゴ］
　　　　　　　　　　　　　　　　　　［一1，10づ｝　卜10rゴ，10Mゴ1［一10rmゴ，10rmゴトx
where　the　coeMcieRt　of　x　shogld　be　一［1，0］，　but　to　save’space　it　is　omitted．　Obviously
Int（A（x）），・　一〉　A（x）　and　we　apply　lnt（smith）　to　｛Int（A（x）），・｝，・．　By　experimeRtation，　for
just　o’　一一　2　we　have：　lnt（smith）R（Int（A（x））2）　＝
　　　　　　　　　　　　　　　　　　　　　1．0　0　O
　　　　　　　　　　　　　　　　　　　　　　O　1．O　O
　　　　　　　　　　　　　　　　　　　　　　o　o　1．ox3－3．ox2十3．ox－1．o
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which　is　not　yet　eqtial　to　smith（A（x））　in　supports．　Hewever，　for　2’　一一　3，　we　have：
　　　傭（smith）R（傭（A（x））3））＝
　　　　　　　　　　　　　　　　　　　IDO　O　O
　　　　　　　　　　　　　　　　　　　　O　1．00x－1．00　O
　　　　　　　　　　　　　　　　　　　　O　O　1．00x2－2．00x十〇．997
which　now　reaches　the　same　support　as　smith（A（x））．　For　2’　＝　4，．．．，10　we　observed
coeMcientwise　convergence　on　that　sixpport．
　　　As　showR　in　Example　1，　in　general，　smith（A（x））　may　exhibit　instability　wheR　A　has　a
multiple　eigenva｝ue　c￥　in　the　field　R　and　more　specifically　when　the　iast　elemeRtary　divisor
e．（x）　of　A（x）　has　a　mukiple　factor　（x　一　ctz）le　（k　）　2）．　All　of　our　examples　will　satisfy　the
condition．
Exa難p至e　2
　　　　　　　　　　　　　　　　　　　　　　　　　　le7　202　8　6i
　　　　　　　　　　　　　　　　　　　　　　　　　　l53　153　153　153
　　　　　　　　　　　　　　　　　　　　　　　　　　　29　421　25　37
　　　　　　　　　　　　　　　　　　　　　　　　　　　igrt　5｛tSg6　ligt53　rm　5Gt66
　　　　　　　　　　　　　　　　　　　A＝
　　　　　　　　　　　　　　　　　　　　　　　　　　　71　　　577　　塑　　　　175
　　　　　　　　　　　　　　　　　　　　　　　　　　　3e6　612　306　612
　　　　　　　　　　　　　　　　　　　　　　　　　　　22　19　26　44
　　　　　　　　　　　　　　　　　　　　　　　　　　　51　51　51　51
TheRラ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　I　O　　　O　O
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　O　l　　　O　0
　　　　　　　　　　　　　　3m齢（孟（x＞）＝　　　　　　　　　．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　oo（x－i）2　o
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Oo　o　（．一1）2
Consider　a　fio4ting－point　approximation　A　of　A　to　5　significant　digits：
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　　　　　　　0．69935　1．3203　O．052288　一〇．39869
　　　　　　　　　　　　　　　　　　－O．18954　1．3758　O．16340　一〇．12092
　　　　　　　　　　　　A＝＝1　1．
　　　　　　　　　　　　　　　　　　一〇．23203　O．94281　1．0621　一〇．28595
　　　　　　　　　　　　　　　　　　－O．43137　O．37255　O．50980　O．86275
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Merely　applying　smith　to　A（x）　does　Rot　yield　the　correct　form：
smith（A（x））　＝
1．0000
o
o
o
o
1．eooo
o
e
o
o
wheure　p（x）　＝　1．0000x4　一　3．9598x3　十　5．9237x2　一　3．9677x　十　1．0039598．　We　made　significant
digits　higher　uRtil　2’　一一　1000　with　no　success．　What　about　lnt（smith）R？　As　a　convergeRt
sequence　｛Int（A（x））」｝」・　of　interval　polyltomial　matrices　for　A（x），　we　consider
“［floato一（A（x）），errorj（A（x））］”，　each　coefficient　of　whose　eRtry　is　an　interval　based　on　the
floating－point　approximation　of　the　corresponding　coefficient　ef　A（x）　to　significaRt　digits　2’
and　its　errer　bound．　Then，
　　　傭（smith）R（傭（A（c））2）誕
1．0
??
o
o
0
「
1
0
o
　　O　1．OOOO　O
　　o　o　p（x）
一　3．9677x　十　1．0039598．
　o
　o
1．Ox2
　0
Too　small　precision．　But
Int（smith）R（lnt（A（x））3）　＝：　s
　　　　　　　　　　　1．oo　　o　e
　　　　　　　　　　　　o　　l．eo　e
　　　　　　　　　　　　e　o　1．oox2－2．oox十1．el
　　　　　　　　　　　　o　　　o　o
o
???
　　　　　　　　o
　　　　　　　　o
　　　　　　　　e
1．00x2　一　2．00x　十　O．989
　　　And　for　2’　一一　4，．．．，10　we　observed　supportwise　convergeRce　of
｛1國γ～’オ（smith）R（1”η’オ（ノ隻（x））ゴ）｝ゴ　to　3m乞th（ノ4（x））・
　　　The　fina｝　examp｝e　iBvelves　irrational　ni2mbers．
Example　3
Consider　A　in　M4（Q（v／l｝））：
　　　　　　　　　　　　　　　　　　　　　　　　　ノ1＝（3608頑Σ一8545）一1×
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　　　　　6322　一　8545　E
　　　　　　　　－1788
　　　　　　　　－9834
　　　　　　　　－5364
Then，　we　have：
　252　Vl｝　一　186
－8041　V2　十　6844
2772　v／ii　一　2046
1512　V3ii　一　1116
smith（A（x））　＝：
1 o
　一24　de　一　408
　－48　vE　一　816
－8809　lt　十　2728
－ 44　n　一　2448
O　x－vi2
o
o
o
o
o
o
x一　NE
o
　一40　de　十　959
　－80　de　十　1918
－440　Vlii　十　10549
－ 785　VGii　十　12970
o
o
o
（x一〉励2
　　Let　us　again　simply　apply　smith　to　A（x），　a　fioating－poiht　dpproximatioit　of　A（x）　to
significant　digits　5．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　蹴伽（丑（x））瓢
1．oeoo
o
o
o
o
1．0000
o
o
o
o
1．eooo
o
o
o
o
p（x）
where　p（x）　：1．0000x3　一　7．8284x2　十　i6．14ix　一　9．9985．
　　　Unstable．　Similarly，　eveg　wi£h　2’　m一　1000，　we　did　not　get　a　stab｝e　result．　Kewever，　usiRg
our　techBiques，　although　with　precisioR　less　thaR　5　we　were　net　successful，　with　precision
5　and　more，　we　obtained　the　cerrect　（reasonably　approximate）　result：
　　　∫畷8繍ん）R（［lnt（A（x））51）＝
1．0000
e
e
o
e
Pi（X）
o
o
o
o
P2（X）
o
o
o
o
P3（X）
where　pi（x）　＝　1．0000x　一　1．4144，　p2（x）　＝　1．0000x　一　1．4143，　p3（x）　＝　1．0000x2　一　2．8282x　十
1．9995．
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3．3．　ExperimeRtaR　resuks
　　　We　have　observed　stability　of　Int（smith）R　for　a　few　simple　examples．　In　this　section，
fer　many　examples　of　｝arger　size，　we　present　graphic　data　yegarding：
㈱CPUもi聰e
tw　Comparison　of　our　method　with　naive　fioating－peint　computation　and　exact　computa－
　　tiOR
tw　Ratio　of　CPU　time　for　exact　computation　and　our　method
tw　The　Bumber　ef　intervaYcoeMcients　which　get　rewritteR　to　zero　by　zero　rewriting　for　an
　　　executio鍛0£傭（smith）R
tw　Minimum　precision　giving　the　correct　support　（IV　as　fo“nd　iR　Theorem　3）
　　　1叩ut　samples　were　ra譲domly　geaerated　so　as　to　have　multiple　eigeRvalues．　That　is，1et
D　be　a　diagonal　matrix　where　the　same　real　Rumber　appears　more　thaR　one　times　oB　the
diagonal　liRe，　and　make　A　：　P－iDP　where　P　is　a　random　non－singular　integer　matrix．
Maple’s　random　function　was　used　for　P．　For　simplicity，　we　experimented　with　two　cases：
1）　where　all　the　eigenvalues　of　A　are　2　and　2）　where　all　the　eigenvalues　ef　A　are　vi2．　ln
case　（2），　the　abeve　P　also　iRvelves　v／1｝　raBdomly　at　a　few　entries．　Each　graph　is　based
叩on　the斑ea簸of　the　results　f（）τten　differeBt　samples　f（）r　each　size　of　the　input　matrix．
　　　Let　us　explaiR　the　figures．　IR　all　figures　the　horizontal　axis　indicates　the　size　n　of　an
iRput　n　×　n　matrix．　The　vertical　axis　except　for　the　last　figure　is　on　logarithmic　scale　in
base　10．
　　　For　figure　1　the　vertical　axis　is　CPU　time　’in　seconds，　in　two　cases：　1）　where　the
eigenva玉ue　isλ　コ　2　and　2）whereもhe　eige漁value　isλ　＝　～／姦．　s憩it：h，　Xnt（smi“h），
Naive－fp（smieh）　denote　exact　computatien　of　smith，　computation　of　lnt（smith）R，　aRd
Raive　fioating－poiBt　computation　of　smith　（without　aRy　zere　determinatioR），　respectively．
For　IRt（smlth）　the　precisioR　used　is　the　smallest　precisiolt　yielding　the　correct　support
aRd　Naiverfp（smith）　is　run　at　the　same　precisieR．　See　Figure　4　to　see　what　this　precision
is．
　　　Figure　2　shews　the　ratio　of　the　CPU　tirr｝e　ef　smith　ever　the　CPU　time　of　lkt（smith），
obtained　from　Figure　1．
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　　　Figure　3　shews　the　Rumber　of　interval－coefficients　［Cj・，70・］　where　Cj　is　not　zero　but
ICM　〈一　”y」　（so　that　［Co・，’y」］　gets　rewritten　te　［O，Ol），　in　oRe　execution　ef　Xnt（＄mith）　iR
Figure　1．
　　　Figure　4　shows　at　what　precision　the　correct　support　first　appears，　i．e．　precision　digits
N　as　feund　in　Theerem　3，　in　int（smith）．
Remarks　and　observations．　liltrom　Figure　1，　as　we　had　expected，　Raive　fioating－point
cemputation　Naive－fp（smith）　was　fastest，　but　eveit　with　precision　o’　＝　1，000，　it　was
not　possible　te　obtain　the　correct　support．　Note　that　we　also　tested　a　naive　interval
method　which　uses　interval　arithmetic　withozLt　zero　rewriting，　but　the　resuk　was　similar
to　that　ef　Naivefp（smith）．　Namely，　without　zero　rewriting　the　correct　support　was　net
obtained，　again，　with　precision　1，000，0n　the　other　ha鴫。肛meもhodエnt（s瓶ith）gave
a　stable　result　with　a　reasonable　size　ef　precision　digits　as　shewk　in　Figure　4．　HeRce，
zero　rewriting　really　werks．　This　can　also　be　condrmed　iR　Figure　3．　Roughly　speakiRg，
cemputing　times　of　smith，　1nt（＄mith），　Naive±p（smith）　seem　to　grow　as　input　size
increases，　linear・ly　olt　legarithmic　scale，　i．e．　expoltentially　on　usual　scale．　From　Figures　1
and　2　it　may　be　stated施aもwhi｝e負）r　ratio詮al　coe鐙cienもs　of　moderate　size，工itt（s組th）
is　not　necessarily　faster　than　＄mith　（at　least　for　a　moderate　size　of　iRput　matrtces），　for
comp｝icated　coeMcients　lnvolvlAg　irratieRa｝　numbers，　XRt（＄mith）　is　almost　agways　far
faster　thaR　sm±th．　Moreover，　althoitgh　lnt（smith）　is　slower　than　Naive　fp（smith）　by
the　computatioRal　cost　of　performiRg　inteerval　arithmetic　and　zero　rewritiRg，　it　is　far　more
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Fig．　4．　Minimum　precision　giving　the　correct　suppert
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4．　Conciusio］ts
　　　Our　method　gives　a　convergent　or　stable　way　to　compute　Smith　Rorrna｝　ferms　of　matrices
in　M：n（珂：君D　withoutもoo　much　ir≧creased　ove由ea（i　beyoR（i　naive　fixe（i　precision　fioati簸g
point　cemputation　which　is　not　stable．
　　　The　method　also　gives　rise　to　a　natural　question　for　ft｝rther　study．　r］］he　questioR　is：
giveR　a　matrix　A（x）　E　M．（R［x］），　what　precisioit　is　Recessary　for　int（smith）R　app｝ied
te　A（x）　te　yield　the　correct　support？　This　could　be　aRswered　in　terms　of　a　“boukd”　or
“geRera｝　case”　aRd　“worst　case”　behavior．
?
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