Abstract In this paper, we propose a primal-dual interior point method for nonlinear semidefinite programming problems and show its superlinear convergence. This method is based on generalized shifted barrier Karush-Kuhn-Tucker (KKT) conditions, which include barrier KKT conditions and shifted barrier KKT conditions as a special case. This method solves two Newton equations in a single iteration to guarantee superlinear convergence. We replace the coefficient matrix of the second Newton equation with that of the first to reduce the computational time of the single iteration. We show that the superlinear convergence of the proposed method with the replacement under the usual assumptions.
Introduction
In this paper, we consider the following nonlinear semidefinite programming (SDP) problem: where f : R n → R, g : R n → R m , X : R n → S p are twice continuously differentiable functions, and S p denotes a set of p×p real symmetric matrices. Moreover, X(x) ⪰ 0 means that X(x) is positive semidefinite. Nonlinear SDP includes a wide class of mathematical programming problems, such as linear programming, second-order cone programming, linear semidefinite programming and nonlinear programming.
Various methods have been proposed for nonlinear SDP. This paper focuses on the interior point method. Yamashita, Yabe and Harada [10] proposed a primal-dual interior point method based on the barrier Karush-Kuhn-Tucker (KKT) conditions and the L 1 penalty function. They showed its global convergence. Moreover, Yamashita and Yabe [9] also proposed a two-step primal-dual interior point method based on the barrier KKT conditions and showed its superlinear convergence. Note that "two-step" indicates that two Newton equations are solved in a single iteration. On the other hand, Yamakawa and Yamashita [8] proposed a primal-dual interior point method based on the shifted barrier KKT conditions. They guaranteed its global convergence using a differentiable merit function for the shifted barrier KKT conditions. However, they have not shown the superlinear convergence of their method.
In this paper, we propose a new two-step primal-dual interior point method and show its superlinear convergence. First, we define the generalized shifted barrier KKT conditions, which include the barrier KKT conditions and the shifted barrier KKT conditions as a special case. The proposed method is based on the generalized shifted barrier KKT conditions. It solves two Newton equations derived from the generalized shifted barrier KKT conditions in each iteration. However, in order to reduce calculations, we replace the coefficient matrix in the second equation with that in the first. Thus, we can solve the second equation more rapidly using some computational results in solving the first equation. Despite this change, we show the superlinear convergence under the same assumptions of the two-step primal-dual interior point method [9] .
The present paper is organized as follows. In Section 2, we introduce some operators and their properties. We also present some optimality conditions for (1.1) and a general framework of primal-dual interior point methods. In Section 3, we propose a two-step primaldual interior point method that uses the same coefficient matrix. In Section 4, we prove the superlinear convergence of the proposed method. Finally, we provide some concluding remarks.
Next, we define some mathematical notations throughout this paper. For two matrices A, B ∈ R n 1 ×n 2 , we define an inner product as ⟨A, B⟩ := tr(AB ⊤ ), where tr(M ) represents the trace of a square matrix M ∈ R n 1 ×n 1 , and the superscript ⊤ denotes the transposition of a vector or a matrix. In addition, for a vector w, w i denotes the i-th element of the vector w, and ∥w∥ := . We denote the m × m unit matrix as I m , and the j-th column vector of I m as e j . Let Ψ : P 1 × P 2 → R, where P 1 and P 2 are open sets. We denote a Fréchet derivative of Ψ as ∇Ψ. We also denote a Fréchet derivative of Ψ with respect to a variable Z ∈ P 1 as ∇ Z Ψ. For a given vector
Preliminaries
In this section, we first introduce some operators. We also present the KKT conditions for nonlinear SDP (1.1), and propose the generalized shifted barrier KKT conditions related to a primal-dual interior point method.
Some operators
In this subsection, let P, Q ∈ R p×p . We define the following notations.
(i) We define a partial derivative of X : R n → S p with respect to
(vi) We denote the symmetrized Kronecker product as
For further details, see [7, 10] .
Optimality conditions for nonlinear SDP
We introduce the first-order optimality conditions (KKT conditions) for nonlinear SDP (1.1). We define the Lagrangian function L :
and w := [x, y, svec(Z)] ∈ R l . Note that y ∈ R m and Z ∈ S p are Lagrange multipliers for g(x) = 0 and X(x) ⪰ 0, respectively. Then, the gradient of L with respect to x is written as
where J g (x) denotes the Jacobian matrix of g at x. The KKT conditions of (1.1) are given by
For further details, see [10] . In this paper, we consider the following generalized shifted barrier KKT conditions with parameters µ ≥ 0 and κ ∈ [0, ∞):
In what follows, we call (2.2) the generalized shifted barrier KKT conditions. If µ = 0, the generalized shifted barrier KKT conditions (2.2) are reduced to the KKT conditions (2.1). Note that when µ > 0, the conditions X(x) ⪰ 0 and Z ⪰ 0 in (2.2) are equivalent to X(x) ≻ 0 and Z ≻ 0. Moreover, if κ = 0 or κ = 1, then (2.2) are reduced to the barrier KKT conditions [9, 10] or the shifted barrier KKT conditions [2, 8] , respectively. Until now, several primal-dual interior point methods based on the condition (2.2) have been proposed [2, [8] [9] [10] .
We define a set W as
Primal-dual interior point method
We present a primal-dual interior point method based on the generalized shifted barrier KKT conditions. Algorithm 2.1.
Step 0. (Initialize) Choose parameters κ ≥ 0 and ϵ ∈ (0, 1), and give a sequence {µ k } such that lim k→∞ µ k = 0 and µ k > 0. Set k := 0.
Step 2. (Newton step) Find an approximate generalized shifted barrier KKT point w k+1
such that
Step 3. (Update) Set k := k + 1, and go to Step 1.
The global convergence in the case where κ = 0 or κ = 1 has already shown in [2, 8, 10] . Since the global convergence for any κ ∈ [0, ∞) can be also shown similarly, we omit its proof.
In this paper, we investigate the rate of local convergence. In Section 3, we propose a two-step primal-dual interior point method that can find w k+1 in Step 2. We also show that the proposed method can find w k+1 in a single iteration if w k is sufficiently close to the KKT point.
Two-Step Primal-Dual Interior Point Method
In this section, we propose a two-step primal-dual interior point method, which is a special case of Algorithm 2.1 when w k is close to a solution. To this end, we first develop a Newton equation with a scaling in Subsection 3.1. We then provide an actual algorithm in Subsection 3.2.
Newton equation with a scaling
We adopt a Newton method to find an approximate generalized shifted barrier KKT point w k+1 in Step 2 of Algorithm 2.1. As seen in existing methods [9, 10] , we exploit a nonsingular scaling matrix T such that
respectively. In the following, X(x) and X(x) are denoted by X and X, respectively, for simplicity.
We consider the following generalized shifted barrier KKT conditions with the scaling, which are obtained by replacing X and Z with X and Z, respectively, in the generalized shifted barrier KKT conditions (2.2):
It is known that these conditions are equivalent to (2.2). For details, see [8] [9] [10] Next, we apply the Newton method to the nonlinear equations r κ (w, µ) = 0. Then, the Newton equations are given by
2)
where the matrix
×n depends on T . For further details, see [9] or Appendix C. Note that for the general matrix T , there is no matrix P (w) that satisfies (3.4). Thus, we make the following assumption on T in the rest of the paper.
Assumption 1. The scaling matrix T satisfies the following (S1):
(S1) There exists a matrix P (w) ∈ R p(p+1) 2 ×n such that the equation (3. 3) is equivalent to the equation (3.4) .
See Appendix C for the scaling matrix T that satisfies assumption (S1). 
Two
where we define X k := X(x k ) for simplicity. Recall that the next step of Algorithm 3.1, i.e., Step 2.3, solves the Newton equations (3.1)-(3.3) atŵ k in order to find ∆ŵ k . The coefficient matrix of these equations differs from the coefficient matrix of (3.5). Thus, the computational costs for Step 2.3 are almost the same as those for Step 2.2.
To reduce the computational costs of the second step, we generate a direction ∆ŵ k by solving the following equation, which has the same coefficient matrix as that in (3.5) .
Note thatŵ k appears only in the right-hand side of (3.6). Summing up the above ideas, we give a new two-step primal-dual interior point method. 
Step 2. (Newton steps)
Step 2.1 Set In the following, we discuss the computational costs of Step 2, i.e., the calculations of ∆w k and ∆ŵ k . First, note that the equation (3.5) 
and T k is the scaling matrix at the k-th iteration. Similarly, we can rewrite (3.
, (3.8)
From these equations, we see that the main calculations of ∆w k and ∆ŵ k are a construction of the matrix H in (3.7) and (3.8 
Local and Superlinear Convergence of Algorithm 3.2
In this section, we show the local and superlinear convergence of Algorithm 3.2. First, we give some assumptions for the convergence and we define some neighborhoods of the generalized shifted barrier KKT point. Next, under these assumptions, we show that the sequence generated by Algorithm 3.2 is included in the neighborhoods of the generalized shifted barrier KKT point. Finally, we show the superlinear convergence of Algorithm 3.2.
Assumptions and some resulting properties
In this subsection, we first give assumptions required for the proof of the superlinear convergence. To this end, let M (w, µ) be the Jacobian matrix of the linear equations (3.1)-(3.3) with T = I, i.e.,
where
We will show the superlinear convergence of Algorithm 3.2 under the following assumptions, which are the same as [9] . Details of the following assumptions are given in Appendix A. 
Assumption 2. Let w
It follows from the definition of M 0 that
Moreover, we have from (4.2) and [4, 3.2 .12] that
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Yamashita and Yabe [9] showed that M 0 (w * ) is nonsingular under Assumption 2 (A2)-(A4).
Theorem 4.1. [9, Theorem 1] Suppose that Assumption 2 (A2)-(A4) hold. Then, the matrix
Then, this theorem and the implicit function theorem guarantee that there exist a positive constant ζ and a continuously differentiable functionw : (−ζ, ζ) → R l such that r κ (w(µ), µ) = 0. Furthermore, the following lemma holds.
Lemma 4.1. [9, Lemma 1] Suppose that Assumption 2 (A1)-(A4) hold. Then, there exist a positive constant γ and a continuously differentiable functionw
We call {w(µ)|µ ∈ [0, γ]} the central path of (1.1).
Since M 0 (w * ) is invertible, there exists ε ∈ (0, 1) such that any matrix G ∈ R l×l that satisfies
is nonsingular. From the continuity of M 0 at w * , there exists positive constant ν M such that
Note that M 0 is Lipschitz continuous on V.
Next, we give a condition on µ under which M (w, µ) is invertible for any w ∈ V. Now, let w ∈ V. By the definition of M and the triangle inequality, we have
, then we have
Thus, it follows from (4.7) that the matrix M (w, µ) is invertible for all w ∈ V and µ ∈ [0, s]. Moreover, we may define
Note that U M < ∞ from (4.7) and (4.9). Note also that U y < ∞ from the boundedness of V. Since
where 
Next, we define a neighborhood of the central path. Let
(4.14)
Then, we define a subset of V.
) is the constant given in Algorithm 3.2. Secondly, we define two subsets of V N .
where σ and ρ are positive constants such that
Lemma 4.1 shows that the generalized shifted barrier KKT pointw(µ) is unique for µ ∈ [0, γ]. Then, we may regard N 1 (µ) and N 2 (µ) as the neighborhoods of the generalized shifted barrier KKT pointw(µ). Thus, we define the following neighborhoods of the central path by using N 1 (µ) and N 2 (µ). Note that since 0 < s < 1, we have 0 ≤ θ < 1. Then,
We can consider Θ 1 (θ) and Θ 2 (θ) as the neighborhoods of the central path. Moreover, we define
which expresses the supremum of a distance between a point in Θ 1 (θ) and the central path. Now, we briefly show that there exists
(4.18) Usingw(0) = w * , (4.17) and (4.18),
Moreover, from (4.18) andw(0) = w * ,
Hence, letting θ 1 := min{γ, s, θ 0 }, we have the desired results. Then, we give a condition under which r κ (w, µ) provides an error bound of the generalized shifted barrier KKT point.
Lemma 4.2. Suppose that Assumption 2 holds, and that
As the result, we have By U r = 4U M , we have the first inequality. Next, we show the second inequality. We have
Combining this inequality and (4.22), we have 
Proof of superlinear convergence
We show the superlinear convergence of Algorithm 3.2 by using the properties given in Subsection 4.1. First, we give an assumption related to the matrix P (w), which is included in (3.5) and (3.6). To this end, we define θ 2 := min{θ 1 , (
Then, we make the following assumption on the matrix P (w).
Assumption 3. The scaling matrix T satisfies Assumption 1 (S1), that is, there exists P (w) such that (3.3) is equivalent to (3.4). The matrix P (w) satisfies the following (S2):
k ), which are well-known scaling matrices of linear SDP, there exists the matrix P (w k ) such that Assumption 3 (S2) holds. These proofs are given in Appendix C.
Assumption 1 (S1) means that the Newton equations of Steps 2.2 and 2.3 in Algorithm 3.2 are reduced to
respectively, where
It also follows that
To establish the superlinear convergence of Algorithm 3.2, we first show that M P (w k , µ k ) is nonsingular if w k ∈ Θ 2 (θ) and w k ∈ W (Lemma 4.4). Then, we show thatŵ k ∈ N 1 (θ) andŵ k ∈ W if w k ∈ Θ 2 (θ) and w k ∈ W (Lemmas 4.5 and 4.7). Finally, we prove that w k+1 ∈ N 2 (θ) and w k+1 ∈ W if w k ∈ Θ 2 (θ) and w k ∈ W (Lemmas 4.8 and 4.9). From these results, we can easily obtain the desired theorem (Theorem 4.3).
In the following two lemmas, we assume that
Lemma 4.3. Suppose that Assumptions 1, 2 and 3 hold, and that θ satisfies (4.26). If
k , and hence we obtain η k ≤ U η µ 1 1+τ Then, Assumption 3 (S2) and (4.27) imply that
we have from the first part of this proof that ∥r
where U P := U ρ η U P . By using (4.28) and (4.29), we prove that the Jacobian matrix M P (w k , µ k ) of (4.23) is nonsingular.
Copyright c
⃝ by ORSJ. Unauthorized reproduction of this article is prohibited.
Lemma 4.4. Suppose that Assumptions 1, 2 and 3 hold, and that θ satisfies (4.26). If
Proof. We have from (4.24
We can easily see that w k ∈ V and µ k ∈ [0, s] from w k ∈ Θ 2 (θ), (4.26) and (4.28). Thus, (4.9) yields that
On the other hand, it follows from (4.26), (4.28),
ε. Then, we have from (4.29) that
By (4.30), (4.31) and (4.32),
is nonsingular from (4.7). □
We define
It then follows from Lemma 4.4 that if
Now, we show that if w 0 ∈ Θ 2 (θ) and w 0 ∈ W for sufficiently small θ > 0, then {w k } ⊂ Θ 2 (θ) and {w k } ⊂ W. To this end, we first show thatŵ k generated by Step 2.2 of
In what follows, we assume that
,
Note that h 1 > 0 from (4.16). (4.28) and (4.34) . Thus, it follows from (4.11) that
In order to proveŵ
k ∈ N 1 (µ k ) andŵ k ∈ W, we have to show thatŵ k ∈ V N , ∥r κ (ŵ k , µ k )∥ ≤ µ 1+σ k , X(x k ) ≻ 0 andẐ k ≻ 0. Thus, we first show thatŵ k ∈ V N and ∥r κ (ŵ k , µ k )∥ ≤ µ 1+σ k . Note that µ k = ∥r κ (w k , 0)∥ 1+τ andŵ k = [x k ,ŷ k , svec(Ẑ k )]
Lemma 4.5. Suppose that Assumptions 1, 2 and 3 hold, and that θ satisfies (4.34). If
Meanwhile, we have from (4.23) and Lemma 4.4 that 
k .
(4.36) By Lemma 4.2 and (4.36),
Then (4.28) and (4.34) imply that ∥ŵ
Moreover, (4.23), (4.25) and (4.29) yield that
k by using (4.36), (4.37) and µ k ∈ (0, 1). Using (4.28), we have ∥r
For this purpose, we present the following lemma. See Appendix B for its proof. If µ ∈ (0, (
Lemma 4.7. Suppose that Assumptions 1, 2 and 3 hold, and that θ satisfies (4.38). If
From w k ∈ W and Lemma 4.6 (c), it suffices to show that Φ(t) ≻ 0 for all t ∈ (0, 1]. Now, we see that w k ∈ V L by w k ∈ Θ 2 (θ). Moreover, since Lemma 4.5 yield thatŵ k ∈ V L , we have
where the equality follows from (
29) and (4.39) that
k by Lemma 4.5, we have from t, µ k ∈ (0, 1] that
Dividing both sides by t ∈ (0, 1], we obtain
Meanwhile, we have from (4.27) and the definition of Γ(θ) that there exists 
(4.41)
We have from (4.2) and (4.41) that
Next, we show that the sequence {w k } generated by Algorithm 3.2 is included in Θ 2 (θ) and W. In what follows, suppose that θ satisfies
Note that h 2 > 0 from (4.16). First of all, we show w k+1 ∈ V N and ∥r 
Lemma 4.8. Suppose that Assumptions 1, 2 and 3 hold, and that θ satisfies (4.43). If
Moreover, (4.33) and (4.41) yield that
On the other hand, it is clear thatŵ k ∈ V and µ k ∈ [0, s] from w k ∈ Θ 2 (θ), (4.28) and (4.43). Thus, substituting w =ŵ k and µ = µ k into (4.10), and using (4.41) and µ k ∈ (0, 1), we get 
and µ k ≥ 0, we substitute w 1 = w k+1 , w 2 =ŵ k and µ = µ k into (4.5), that is, where the last equality follows from (4.1) and (4.25). Using (4.29) and (4.42), we get
k from (4.44) and µ k ∈ (0, 1).
Since (4.43) implies U 6 θ h 2 ≤ 1, we have from (4.28) that U 6 µ
− ρ > 0 by (4.16). Therefore, we obtain
Finally, we prove that the sequence {w k } generated by Algorithm 3.2 is included in W. Let θ be defined by
Lemma 4.9. Suppose that Assumptions 1, 2 and 3 hold. If w
. We see that w k ∈ W by (4.41). Then, from Lemma 4.6 (c), it suffices to prove that Φ(t) ≻ 0 for all t ∈ (0, 1]. We easily see thatŵ k ,ŵ k + ∆ŵ k ∈ V L by Lemmas 4.5 and 4.8. It then follows
where the second inequality follows from svec[X( (3.6) , and the last inequality follows from (4.3) and (4.4). Then, we exploit (4.29), (4.42) and Lemma 4.8, i.e.,
As the result, we get where the last inequality follows from t, µ k ∈ (0, 1]. Dividing both sides by t ∈ (0, 1], we obtain
On the other hand, we have from (4.28) and (4.46) that 0 < µ k < min{(
2ρ−τ }. In addition, Lemma 4.8 yields thatŵ k ∈ N 1 (µ k ). Then, the definitions of r κ (ŵ k , µ k ) and 
Since w 0 ∈ Θ 2 ( θ) and w 0 ∈ W, we have from Lemmas 4.8 and 4.9 that
Then, it follows from Lemmas 4.8 and 4.9 that w k+1 ∈ N 2 (µ k ) ⊂ Θ 2 ( θ) and w k+1 ∈ W. Therefore, the proof of (4.48) is complete. Secondly, we prove that {w k } converges to w * superlinearly. Let k be an arbitrary positive integer. Note that 0 < µ k < θ ≤ θ 1 = min{γ, s, θ 0 } < 1 from (4.28). Then, note also that 
and r κ (w * , 0) = 0. It then follows from w k , w * ∈ V L and (4.12) that 
Therefore, {w k } converges to w * superlinearly. □
Concluding Remarks
In this paper, we proposed a new two-step primal-dual interior point method (Algorithm 3.2) based on the generalized shifted barrier KKT conditions (2.2) for the nonlinear SDP and proved the superlinear convergence of the proposed method. In particular, in order to reduce calculations, we replaced the coefficient matrix in the second equation with that in the first. Therefore, we can expect that the proposed method can find the next point faster than existing methods [3, 5, 9] .
where the (i, j)-th element ofĤ(
, and X(x * ) † denotes the Moore-Penrose generalized inverse of X(x * ). Next, we describe the strict complementarity condition and the nondegeneracy condition. We say that the strict complementarity condition holds at x * if there exists (y * , Z * ) ∈ Λ(x * ) such that rank(X(x * )) + rank(Z * ) = p. Then, without loss of generality, we may assume that X(x * ) and Z * are written as
where X * ∈ S q ++ and Z * ∈ S r ++ , and q and r are positive integers such that q + r = p. Then, for each i ∈ {1, . . . , n}, let A i (x) ∈ S r be a submatrix of A i (x) such that
where A i (x) and A i (x) are appropriate submatrices of A i (x). We further define
We say that the nondegeneracy condition holds at
Appendix B.
In Appendix B, we give the proof of Lemma 4.6.
Proof of Lemma 4.6. We first prove (a). Since µ ∈ (0, (
µ, where the extreme left-hand side inequality follows from [1, 2.3.2] . Thus, we have
, where the first inequality follows from the Cauchy-Schwarz inequality and the definition of ∥ · ∥ 2 . Therefore, this inequality implies that A ≻ 0.
Secondly, we show (b). It follows from (a) that t
Finally, we give the proof of (c), that is, we show that X(x + td x ) ≻ 0 for any t ∈ (0, 1]. To this end, suppose the opposite, i.e., there existst ∈ (0, 1] such that X(x +td x ) is not positive definite. Note that w ∈ W implies that X(x) ≻ 0. It follows from the continuity of eigenvalues of X(x) that there exists t ∈ (0,t] such that λ min (X(x + td x )) = 0. Thus, X(x+ td x ) is singular, that is, there exists v 0 ̸ = 0 such that X(x+ td x )v 0 = 0. Then, we obtain v 
Appendix C.
In Appendix C, we show that there exists P (w) such that Assumption 1 holds for T = X − 1 2
and T = W − 1 2 , and Assumption 3 also holds. In what follows, we define E(η) := XZ−ηI (η ∈ R). First, we give two inequalities which evaluate E(η) and X −1 over Θ 2 (θ). Secondly, we also give an inequality which evaluates A ⊗ S B for any A, B ∈ R p×p . These inequalities play important roles in evaluation of P (w). 
. Thus, η To sum up the above discussion, we obtain that ∥A ⊗ S B∥ F ≤ C 1 ∥A∥ F ∥B∥ F . □ 
It then follows from Yamashita and Yabe [9, Lemma 4] that P (w) := F (w, η) satisfies Assumption 1 (S1). Note that we can choose η arbitrarily. Next, we show that (S2) holds. Suppose that Assumption 2 holds, and that θ ∈ (0, θ 2 ]. For any (w, η) ∈ Γ(θ), it follows from Lemma C.2 that
where U A := sup{∥A(x)∥ F |w ∈ Θ 2 (θ 2 ), w ∈ W} and C 2 :=
. We get ∥P (w)∥ F = ∥F (w, η)∥ F ≤ C 2 U A U R U X η ρ from Lemma C.1 and (C.1). Therefore, letting U P = C 2 U A U R U X , we see that Assumption 3 (S2) holds. u . Then, Lemma C.1, (C.4) and (C.5) yield that
∥H(w, η)∥
This inequality, Lemma C.1, (C.2), (C.3), the boundedness of ∥Z∥ F and ∥X 
