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Abstract—Grid computing has enabled users to perform
computationally expensive applications on distributed resources
acquired dynamically. It has also allowed users to combine data
and analysis components into new applications from sites all over
the world. Often such distributed data is structured, and an es-
tablished way of structuring computations is found in distributed
query processing. The established Grid tools like OGSA-DAI and
OGSA-DQP provide respectively a common interface to different
underlying databases and a way of expressing a global schema
which unites the distributed resources and supports evaluation of
declarative queries in distributed fashion. While Grid computing
offers these significant benefits to a user, it also incurs the
difficulties that arise through distribution, especially at wide area
scale, on non-dedicated resources. Computation and communi-
cation costs can both be significant and vary significantly. In
such contexts, a range of techniques for dynamic adaptation
of distributed queries need to be employed in order to ensure
reasonably efficient execution. DynaSOAr is an infrastructure
for dynamically deploying web services over a set of networked
resources with virtualization features thereby creating support
for ad-hoc Virtual Organisations. This paper investigates the
possibilities of exploiting dynamic service deployment techniques
provided by DynaSOAr in the established OGSA-DQP system
and describes a distributed query processing framework with
support for dynamic deployment which allows the demand-driven
deployment of the query processing engine, analysis services
and databases deployed within virtual machines on an internet
scale. The results of the internet-scale experiments underline the
effectiveness of such a framework in improving the performance
by introducing parallelism, reducing communication costs and
dealing with sudden unavailability of resources.
Index Terms—Dynamic deployment, Web Service, Grid, dis-
tributed query processing.
I. INTRODUCTION
Grid computing[1] introduces the concept of virtual organ-
isations by providing support for wide area sharing of both
computational resources and software/data resources through
remote and distributed execution. Thus there exist many
tools, for example Globus[2], Condor[3] or SunGridEngine[4],
which support construction of distributed applications over
grid based resources ranging from unstructured and loosely
coupled to tightly coupled. Many applications such as [5] or
[6] involve collating structured data from distributed databases.
These applications are inherently data-centric and various new
research fields are heavily dependent on heterogenous data
sources resulting in a potential data explosion the extent of
which is depicted in [7]. A particular dataset is typically
maintained within the resources of the group that manages
that data. A common user requirement is then to combine
data from multiple such repositories and apply one or more
analysis operations to the combined data. As in the case of
datasets, an analysis operation may be maintained within the
resources of the group that develops that operation. In such
scenarios, distributed query processing, offers a convenient
way of expressing a user application.
Data intensive applications within a Grid setting offer
several key challenges. In case of geographically distributed
data sources, long-running queries retrieving large amounts of
data incur a relatively high transmission cost while moving
the data from its source to the nodes where the evaluations
and analyses take place. Within a service-oriented framework,
data propagate over the network as SOAP messages and
the overhead increases for larger amounts of data resulting
in larger service invocation cost[8][9]. Serialisation of data
leads to a certain degree of expansion of about 10 times
the size of the equivalent binary representation[10]. This
substantially large size leads to an additional cost during the
data transmission[11]. Collocating the analysis services with
the data[12] is an approach to minimise this cost. Various e-
Science experiments use third party analysis services such as
Blast[13] to analyse the data retrieved from a data source.
These services are generally hosted on a remote node which
again incur a transport cost. Unavailability of such services
may also lead to a failure in executing the query which can be
avoided by deploying a copy of such services locally. Further,
inducing a certain degree of parallelism within the system
during the analysis of the data by using multiple instances of
the corresponding analysis service may benefit the execution
process. All these issues underline the requirement for a
flexible and loosely-coupled framework allowing demand-
driven deployment of services.
In this paper, we investigate into the possibilities of ex-
ploiting dynamic deployment within the context of distributed
query processing where services can be deployed on demand
to allow collocation of various key components, such as the
compute services involved in query evaluation and analysis
with the source data. OGSA-DQP[14], a well-known service-
oriented distributed query processing framework is consid-
ered along with DynaSOAr[15], a framework which allows
demand-driven deployment of services and databases. Fig. 1
(a) Distributed services (b) Collocated analysis service
and data
(c) Multiple analysis services (d) Collocation of all services
Fig. 1. Various configurations of a dynamic DQP framework
shows how the dynamic deployment framework can be used to
collocate various entities in DQP resulting in reconfiguration
of the run-time execution engine. Fig. 1(a) shows the fully
distributed system with databases and analysis services spread
over multiple sites. Collocation of various components, such
as the data and the analysis service and the evaluation and
analysis services with the data are shown in figures 1(b) and
1(d). Fig. 1(c) shows a setup which introduces parallelism in
the invocation of the analysis service.
The paper is organised as follows: A background of the
frameworks considered in this paper is discussed in Section II.
Section III describes the DQP framework which incorporates
the concepts of dynamic deployment of services in various
scenarios. Several internet-scale experiments are analysed in
Section IV followed by an overview of the related work in
Section V and conclusion in Section VI.
II. BACKGROUND
The OGSA-DQP system[14][16], which builds on OGSA-
DAI[17] is a well known service-oriented system supporting
this purpose for a grid environment. Based on earlier work on
parallel query processing techniques discussed in [18], OGSA-
DQP provides a framework that:
1) supports queries over standardised “Grid Data Service”
(GDS) and other analysis services made available over
the grid thereby combining data access with data anal-
ysis;
2) adapts techniques from parallel databases to provide
implicit parallelism for complex data-intensive requests;
3) uses emerging standards of GDSs to provide consistent
access to database metadata and to interact with the
databases on the Grid.
OGSA-DQP consists of two major services - (i) Grid
Distributed Query Service (GDQS or the coordinator) and (ii)
Query Evaluation Service (QES or the evaluator). The GDQS
is an extension to the standard OGSA-DAI service, and is de-
ployed as an OGSA-DAI data service exposing a data service
resource[19]. The exposed service supports querying over a
set of OGSA-DAI data services, each wrapping a database on
some computational node. During query processing, a global
schema is constructed over the resources to be integrated
and then queries expressed in SQL may be submitted. The
GDQS compiles the query to generate a parallel execution
plan in form of a data flow graph, which is evaluated in a
pipeline fashion with elements deployed on the distributed
resources. A query execution engine comprised of a collection
of QESs is created at run-time for processing each query. Each
QES is a WS-I compliant Web Service[20] and encapsulates
the physical algebra operators for query processing and is
responsible for processing partitions of a query execution
plan by communicating with other QESs and third-party web
services.
DynaSOAr[15] is another framework which enables dy-
namic deployment of services on available computational
nodes. It offers a service-only view for distributed application
design, where, when no existing deployments of the required
service can meet the computational requirements, a copy, if
available, is deployed dynamically on a suitable host in order
to exploit the computational resources exposed by it. This is
achieved in DynaSOAr by processing the request from the
consumer at two levels, namely, the DynaSOAr Web Service
Provider and the Host Provider which can briefly be described
as follows -
• The DynaSOAr Web Service Provider exposes an end-
point to which clients send requests in form of SOAP
messages. It selects an appropriate Host Provider and
forwards the message to it with an additional element in
the message header identifying a software repository from
where the service code can be accessed for deployment
if necessary.
• The Host Provider is responsible for controlling the com-
putational resources, such as a cluster or a grid, on which
services can be deployed for processing a consumer
request. It accepts the SOAP messages forwarded by the
Service Provider on behalf of the hosted services, and
sends back any response generated after processing.
Two additional components, namely a Registry Service,
and a Service Repository, support dynamic deployment. The
DynaSOAr Registry Service is provided by Grimoires[21],
which is a UDDI-based registry, with additional support for
storing metadata as RDF triplets. The Service Repository
manages the upload or download of the service code. The Host
Providers communicate with these services while downloading
the service code in order to deploy a service and are capable
of deploying Web Services, Virtual Machines and SQL Stored
Procedures using a uniform approach.
III. TOWARDS A DYNAMIC DISTRIBUTED QUERY
PROCESSOR
To enable dynamic deployment, OGSA-DQP was extended
to incorporate some DynaSOAr components such as the
Host Provider, Software Repository and the registry, with the
decision-making process for dynamic deployment embedded
within the coordinator. The new services are loosely coupled
to the DQP framework, and can be shared with other services
or frameworks requiring a software repository or a UDDI
registry. Fig. 2 shows an overview of the extended OGSA-
DQP architecture. The participating computational nodes are
exposed as HostProviders, registering themselves with the
registry. The query evaluation service or the analysis service
can optionally be deployed on computational resources and
the data nodes - if not, the DQP framework decides when and
where to deploy the services. The services are uploaded to the
Software Repository which registers them in the registry as
deployable, with a reference to the location of the repository
as part of the registry entry. Thus unlike the original OGSA-
DQP where a tightly coupled set of resources are used with
the data access, evaluation and analysis services pre-deployed
on them, the extended version uses only a collection of data
hosts, and computational resources which allow services to be
deployed on them dynamically, thereby effectively “creating”
each node by combining a number of components. In the latter
case, the distributed query processing system has the option of
making a choice between the services to deploy, either based
on the user preferences, or the quality of service parameters,
or even predefined service level agreements. This feature also
opens up the possibility of using the Software Marketplace
as introduced in [15], where, based on the preferences such
as preference to a particular provider or quality of service
specifications (such as cost, throughput, reliability etc) from
the consumer, the DQP system selects a certain version of the
analysis or evaluation service from a list of all the available
services.
Fig. 2. Basic DQP Architecture
In the dynamic version of OGSA-DQP, a configuration
document specifying the data and analysis resources to be
involved in the query is submitted by the client. The DQP
Factory Data Service imports the schema and metadata from
the data services and also collects an estimate of the network
latency time between the available resources (which it looks up
from the registry) and the actual data sources by sending and
receiving a pre-calculated packet. It should be noted that this
process of gathering the network data provides an estimate and
it is possible to use more sophisticated tools designed for the
purpose. This estimation of the network latency is later used
during the query optimisation phase to schedule data access
and operation call operators to specific hosts which are closest
to the data source.
With respect to the analysis service specified in the config-
uration document, the coordinator takes a proactive decision
to deploy that service concurrently on all available resources
during the schema import phase if that service is registered in
the registry and can be found in the Software Repository. It is
thus able to consider multiple instances of the analysis service
while optimising the query thereby parallelising the operation
call operator with a view to maximise the performance. It
keeps a record of all the endpoints as replicated operations
and considers them together with the network latency data to
select the best suited instances. Thus a costly analysis service
invocation can be included in multiple partitions allowing more
parallelism in the data flow.
Unlike the original OGSA-DQP, the evaluation services in
this case are not tightly coupled with the resources who allow
the deployment of new services using the HostProvider. A
query is submitted by the consumer once the schemas are im-
ported and during the query compilation phase, the coordinator
collects the list of available computational resources from the
registry as well as all available evaluation service instances.
It records the available computational metadata with the list
of available resources. The scheduler component, responsible
for parallelising the physical plan into several partitions and
assigning operators to the available computational resources
first introduces intra-operator parallelism to some physical
operators such as join and operation call by introducing ex-
change operators. It then assigns operators to specific compu-
tational resources by considering the computational metadata
that describes the characteristics of each node, and the most
recent network latency information for each available node. It
uses some heuristics while assigning operators to resources,
which are as follows:
1) If a partition containing a data access operator, such as
a scan is assigned first with an attempt to collocate it
with the data source. If an evaluation service already
deployed on that node, the corresponding endpoint is
used, otherwise, the node is assigned only if it allows
dynamic deployment of an evaluation service. If neither
is possible, the node closest to the data source with a
HostProvider service is used.
2) The partitions containing a non-parallelised join operator
are placed on the same node as the larger input (the scan
operator), the assignment of which would have already
marked the node as requiring dynamic deployment of
an evaluation service.
3) The partitions containing parallelised hash join operators
are placed as the first option on the node which has the
larger input, followed by the node containing the second
input, followed by other nodes with a preference given
to powerful machines (higher CPU speed) with larger
memory, in each case checking whether an evaluation
service is available on the node, and if not, using
a node which hosts the HostProvider service thereby
designating them for a dynamic deployment.
4) The partitions containing parallelised operation call op-
erators are assigned on the basis of least network latency
followed by the fastest machine first. Thus, if there are
nodes on which the analysis service was dynamically
deployed, the scheduler will choose to assign the oper-
ators on them to reduce the network latency, and thus
the invocation cost.
Based on these criteria, the scheduler assigns the operators
to specific computational resources and generates a set of
sub-plans, each designated for a computational resource. If
required, the dynamic deployment framework sends a deploy-
ment request to the corresponding node, which downloads
and deploys the required service, and also updates the reg-
istry about this new deployment, so that the coordinator can
consider these new service instances for subsequent queries
without any need for a dynamic deployment. Once the de-
ployment is successful, the query partitions are submitted to
each of the evaluation nodes, and query evaluation proceeds.
Fig. 3 shows the query processing activity in a DQP framework
which incorporates the concepts of dynamic deployment. In
step 1, the client submits a query to the coordinator, which
compiles and optimises the query and generates a set of query
partitions which can be evaluated in parallel. During this
phase, services may be dynamically deployed on certain nodes
(step 2). Once the deployment phase completes, the query
partitions are sent to each participating node (step 3), following
which the query execution process starts at the root partition
and propagates down through the child execution nodes (step
3). Each execution node evaluating the partitions communicate
among themselves by sending control and data tuples (step 4);
the control tuples responsible for sending/receiving signals and
the data tuples contain the actual data. The analysis service is
invoked when needed by the corresponding operator on the
designated execution node (step 5), and results start flowing
back to the root evaluator evaluating the root partition (step
6), finally back to the coordinator (step 7) and to the consumer
(step 8).
The services that are dynamically deployed remain in place
unless specifically undeployed. Thus, queries submitted to the
same DQP data resource will be able to use all the available
service instances as the configuration of the data resource itself
is updated as and when dynamic deployments take place. On
the other hand, as the newly deployed service instances are
reflected in the service registry, new resources created from
the DQP factory data resource for the same set of data sources
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framework
will also be able to utilise all the available services, and may
not need to deploy new services.
DynaSOAr supports the deployment of services packaged in
virtual machines which is exploited in the extended version of
OGSA-DQP and is touched briefly in this paper. Virtualization,
in this work, is considered as an alternative approach to data
caching in scenarios where where frequent queries are submit-
ted against the same dataset and some analysis is performed on
the result, a common experiment in many scientific domains
where the most updated data is not a mandatory requirement.
In this extended version of DQP, a snapshot of the database
deployed in a virtual machine(VM) is deployed on a node
close to the analysis service to minimise the cost of moving the
data from the remote database for each query. This approach
also allows services with special environments or requiring
special tuning with the host to be deployed on demand if
they are made available in pre-built virtual machines with all
necessary dependencies.
IV. EXPERIMENTS
A. Setup
A extensive experimental setup for evaluating the dynamic
DQP framework consisting of five test data resources and the
HostProvider service was created on a set of Linux machines
within the Newcastle University GIGA cluster - each of
them being a four-processor Intelr XeonTM CPU 2.80GHz
system, with 2GB memory. The GDQS was deployed on a
desktop running on Windows XP (Service Pack 2) machine
- a four-processor Intelr Pentium(R)TM CPU 3.0GHz with
2GB memory. The same machine which hosted the GDQS
also hosted the Software Repository and the Service Registry.
A copy of the analysis service was deployed on a Linux
(one-processor Intelr XeonTM CPU 2.40GHz system with
1GB memory) system at the Edinburgh Parallel Computing
Centre (EPCC). To compare the results with a real-world
situation, an exactly similar DQP framework with databases,
data access, and HostProvider services was set up on a set
of Planetlab[22] nodes, with compute resources located at
geographically remote locations, such as in Toronto, Tokyo,
Berkeley, and several European cities. Each database was
replicated on five nodes to avoid experimental problems due
to node failures. The local network was a high speed 100Mbps
ethernet, and the connection with the PlanetLab network
being through the JANET [23], a high speed gigabit ethernet
between the universities in the UK and GREN [24], the Global
Research and Educational Network. Apache Tomcat version
5.0.28 and MySQL version 5.24 were used as the web service
container and DBMS respectively. The complete experimental
setup is shown in Fig. 4.
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Fig. 4. The complete experimental setup
One of the databases used for the test queries was loaded
with several tables, each with 100,000 records, and fixed
record sizes of 128 bytes, 256 bytes, 512 bytes, 1 Kbytes,
2 Kbytes, 4 Kbytes, 8 Kbytes and 10 Kbytes. Experiments
were designed to fetch data out of each table with varying
cardinalities, optionally perform a join with data from another
remote database and perform the analysis on each tuple
using the analysis service. Results were collected in order to
compare the performance of the various setups with static and
dynamic configurations on local and remote PlanetLab nodes.
B. Collocating the Data and Analysis Code
To evaluate the effect of collocating the analysis service
with the data (as shown in Fig. 1(b)) on the query execution
cost, a query as shown in Fig. 5 was used, which retrieves a
large volume of data and invokes the analysis service on each
of the retrieved tuples. The experiment was conducted with
two different setups, (i) where the analysis service is deployed
on a remote PlanetLab node at the University of Berkeley,
United States and the data is located on one of the local nodes
within the giga cluster of Newcastle University, and (ii) where
the DQP system is not bound to any particular instance of
the analysis service and the dynamic deployment framework
selects a node closest to the node hosting the database and
the data access service. The dynamic deployment takes place
during the schema import phase of DQP initialisation and does
select pseq_random_sequence_256.id,
entropy(pseq_random_sequence_256.sequence)
from pseq_random_sequence_256 where
pseq_random_sequence_256.id <= n;
Fig. 5. A select-opcall query
not affect the query execution costs. The query retrieves data
with various granularity from 100 to 20000 tuples depending
on the value of “n” and for each retrieved tuple the analysis
service is invoked and the result is returned to the consumer.
In the first scenario, a remote Web Service is invoked for each
tuple, whereas in the second scenario, the analysis service is
local to the data source.
It was expected that queries for which the configuration with
a remote analysis service is used will have higher execution
cost because of the greater cost in invoking the remote service
compared to the configuration where the analysis service is
deployed locally which can bee seen in Fig. 6.
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Fig. 6. Comparing query execution using a local and a remote service
It can be seen from the graphs in Fig. 6(a), that, as the
number of tuples retrieved by the query increased, the cost of
invoking the remote Web Service increased and had a direct
effect on the overall execution cost of the query which is
plotted in the graph in Fig. 6(b). The graphs also show the
amount of performance gain that can be achieved by deploying
a copy of the service closer to the data source which results in
lower invocation cost, and as a result lower overall execution
cost.
C. Parallelization of OperationCall using Proactive Deploy-
ment
The dynamic version of OGSA-DQP performs a proactive
deployment of the analysis service on the available hosts
during the initial schema import phase. This approach allows
the query execution system to distribute the web service
invocations to several instances of the service thus parallelising
the operation call operator (Fig. 1(c)). It is envisaged that such
parallelisation of a costly operator will improve the overall
performance of query execution.
The same query as in Fig. 5 was used to investigate the
effects of this proactive deployment approach. Two DQP
configurations with a similar set of data sources and Host
Provider services deployed on a group of PlanetLab nodes are
used with slight variations - (i) where one particular instance
of the service was tightly coupled with the query processing
framework and (ii) where the query processing framework was
not bound to any particular instance, and DQP is allowed to
deploy the service pro-actively on suitable nodes. The query
retrieves data of various cardinality from the proteinsequence
database and invokes the analysis service on each “sequence”
attribute of the tuples. In the first configuration, one remote
instance of the analysis service is invoked for each tuple, and
in the second configuration, the analysis service is dynamically
deployed over five PlanetLab nodes and the operation call
operator is parallelised over five evaluation services.
The expected result in this experiment was an improved per-
formance of the overall query execution by reducing the query
execution time for the configuration where the operation call
operator is parallelised. This can be seen in Fig. 7 which
compares the total query execution cost for (i) a configuration
with one remote analysis service, (ii) a configuration with one
instance of the analysis service close to the data source and
(iii) a setup where the operation call operator is parallelised
over five nodes. The cost of query execution in a parallelised
setup is lower than the setup which uses one copy of the
analysis service close to the data, and it should prove even
more beneficial for a analysis service which is expensive in
nature because of increased partitioned parallelism.
D. Collocating the Evaluation Service with Data
This experiment was designed to study the effects of col-
locating the query execution engine on a node closer to the
data. Data is accessed by the scan operator of DQP using
the OGSA-DAI client libraries, and the cost of data access is
high in cases where the data is hosted on a remote node. Thus,
the concept behind this strategy of co-locating the evaluation
service with the data is to minimise the cost of data access by
deploying the evaluation service on the node hosting the data
or a node close to it (Fig. 1(d)).
Fig. 7. Comparing parallelised and non-parallelised operation calls
Two different DQP configurations were considered - (i)
where the data was hosted on one of the PlanetLab nodes
and the evaluation services on the local Giga cluster within
the Newcastle University campus, and (ii) where the data was
hosted on the same PlanetLab node and the DQP system was
allowed to assign the best possible node for the scan operator
irrespective of whether the node hosted an evaluator or not. In
the second configuration, the compiler/optimizer selected the
node which hosted the data and the data service for the scan
operator and an evaluation service was dynamically deployed
on it. The query retrieved data with various cardinalities
depending on the value of “n” and the results were returned
to the consumer.
The results of the experiment are shown in Fig. 8. In the
charts, the results for the setup where the data is hosted on
PlanetLab and the evaluation service on a giga cluster node
are labelled as “PL-Giga” and the setup where the evaluation
service is co-located with the data on PlanetLab is denoted
with “PL-PL”. The expected result was an improved overall
query execution cost when the evaluation service was moved
on the node which contained the data because of the lower
data access cost. This was true up to a certain number of tuples
beyond which, the overall execution cost was almost similar
for both the configurations. The reason behind this was the
increased cost in transporting the results as the number of
tuples, i.e. the amount of data travelling over the network
increased. It can be seen from Fig. 8(a) that the cost of
accessing the data is lower when the evaluation service is
co-located with the data on the PlanetLab node than when
the evaluation service is hosted on a local node within the
giga cluster, but the cost of transporting the results from
PlanetLab to the consumer increases rapidly (Fig. 8(b)), as
a result of which the improvement achieved by lowering the
data access cost is nullified. This highlights the requirement
of a better transport mechanism for DQP, which currently
relies on the serialisation and de-serialisation mechanisms of
Apache Axis [25] for transporting the data as SOAP. OGSA-
DAI, on the other hand uses a streaming mechanism, which
still relying on SOAP produces a better performance because
of the streaming functionality.
(a) Comparing data access cost
(b) Comparing data transport cost
(c) Comparing total execution cost
Fig. 8. Experimental results for the co-location of evaluation with data
E. Evaluating Availability Issues
The analysis services used in DQP, or for that matter,
in any service oriented framework, are often maintained by
third parties. It was noted before that such services may be
unavailable during the query execution which may result in
execution failure. The dynamic deployment features of Dyna-
SOAr have been used to partially deal with such situations.
During the DQP initialisation phase, if a particular instance of
an analysis service is provided, the WSDL of the service is
imported from that endpoint. For invalid endpoints, the WSDL
is not obtainable and in such cases, the GDQS searches the
registry for the availability of the deployment package of that
particular service. If the service is available in the repository,
the GDQS deploys a copy of it, thereby avoiding the failure
due to the sudden unavailability. A service failure may also
occur when a query is being processed which will result in
the execution failure. In such situations, even if the service
is deployed dynamically, there might be loss of valuable data
which flows into each evaluator from other evaluation services.
Queries may be re-submitted in such situations, however, for
long-running queries, the techniques proposed in [26] may be
used.
V. RELATED WORK
The rising demand for Web Services initiated the develop-
ment of commercial products that allow integration of Web
Services and data management systems [27]. However, dur-
ing its inception, OGSA-DQP proposed a classical wrapper-
mediator approach where the DQP system acts as a mediator
over data sources wrapped by OGSA-DAI, which was unique
in the service-oriented Grid context.
There are some recent works on dynamic deployment
of services, such as the ones proposed by Liu and Lewis
in [28], WSPeer[29], FlexiNET[30], ServiceGlobe[31] and
HAND[32]. While each of them attempted to tackle the prob-
lem of mobility and dynamic deployment in certain ways, they
all differ with the DynaSOAr approach in the logical separa-
tion of service provisioning and resource provisioning by clear
division of responsibilities. Some of these proposals, such as
FlexiNET, rely on specialised equipments or environments,
and the mobile code approach proposed by Liu and Lewis
in [28] defines new languages, whereas, DynaSOAr achieves
the task of dynamic service deployment by using standardised
toolkits. Dynamic service deployment was examined by Keidl
et. al. in the ServiceGlobe system [31] which allows services
to be stored, published, discovered and deployed on the
ServiceGlobe platform. ServiceGlobe distinguishes between
external services which are available on the Internet with
arbitrary interfaces for invocation and internal services in form
of mobile code native to the system provided by ServiceGlobe.
A concept of adapters is used to transpose internal requests to
external interfaces and conversely, in order to integrate these
services irrespective of their arbitrary interfaces. In terms of
functionality and scope ServiceGlobe is closest to DynaSOAr
in that it uses UDDI, and allows hot deployment of services
which can also be stored in a repository. DynaSOAr does not
distinguish between internal and external services and is com-
pletely based on WS-I compliant Web Services paradigm, and
message oriented approach of invocation, which simplifies the
development and deployment process considerably, along with
making it easier to use for the consumer. The Highly Available
Dynamic Deployment Infrastructure (HAND) proposed by Qi
et. al. in [32] is another proposal which encompasses the
requirements of dynamic deployment of services for Grid
applications but relies on a particular, whereas DynaSOAr has
been shown to work for a variety of types of deployment such
as virtual machines, Web Services on a variety of platforms.
Despite the existence of different proposals about dynamic
deployment of services, this paper is the first to show how
dynamic deployment can be used within DQP to provide
improvement in query processing performance by introducing
parallelism, reduction in communication costs by collocation
of various entities and handling sudden resource unavailability.
VI. CONCLUSIONS
This paper presents an overview of the work done in order
to exploit the possibilities of dynamic service deployment
within the context of distributed query processing on the Grid.
The experimental results show that distributed query process-
ing can significantly benefit from the dynamic deployment
mechanisms of DynaSOAr by introducing dependability and
parallelism in analysis service invocations and reducing com-
munication costs by collocating various component services.
It also opens up the possibility of creating software market
places, where the computational resources can be chosen from
a pool of available Host Providers based on the cost and
(or) the quality of service provided by the host. The work
on DynaSOAr is continuing to investigate different aspects
of the system, such as resource allocation, load balancing,
deploying virtual machines and databases, and the future work
involves looking into the utility of the framework for adaptive
and fault-tolerant distributed query processing systems based
on the checkpointing approach proposed in [26] and evaluating
various transport technologies for transferring the service code.
In the CRISP[33] project, DynaSOAr is being used together
with other systems such as GRIA[34] and DEBUT[35] to
provide a dynamic service provisioning framework suitable
for Inter Enterprise Computing.
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