We discuss unique existence and microlocal regularity properties of Sobolev space solutions to the fractional Eringen wave equation, initially given in the form of a system of equations in which the classical non-local Eringen constitutive equation is generalized by employing spacefractional derivatives. Numerical examples illustrate the shape of solutions in dependence of the order of the space-fractional derivative.
Introduction
In this work we analyse the generalized Cauchy problem for the fractional Eringen wave equation given by:
with supp(u) being contained in forward time t > 0. The operator L α x is of convolution type with respect to the space variable and acts on a temperate distribution w, such that ξ → 
with constant a α given by a α = − cos( απ 2 ).
The fractional Eringen wave equation is obtained from the system of three equations which give relations between displacement, stress and strain, respectively denoted by u, σ and ε: equation of motion of a (one-dimensional) deformable body (4), fractional Eringen constitutive equation (5) and strain (6) . The system of equations reads ∂ x σ(x, t) = ρ ∂ 2 t u(x, t), (4) σ(x, t) − ℓ α D α σ(x, t) = E ε(x, t),
ε(x, t) = ∂ x u (x, t) ,
where ℓ denotes the parameter of non-locality, E denotes the modulus of elasticity and ρ denotes the density of material. Further, D α denotes the fractional differential operator defined as:
Note that the fractional derivative (7) can be expressed through the two types of symmterized fractional derivative
taken so that in both cases if α → 2, then D α → ∂ 2 x , as expained in [2] . The constitutive equation (5) , introduced in [2] , is the generalization of the stress gradient Eringen constitutive equation
proposed in [6] . For ℓ = 0 in (5) and (10) one obtains Hooke's law. A wave equation that uses stress and strain gradient variant of the Eringen constitutive equation (10) is considered in [1] for harmonic wave propagation in order to obtain a dispersion equation, used for finding the optimal values of the model parameters by comparison with the Born-Kármán model of lattice dynamics. By the same method, the optimal value of the order of the fractional differentiation α, appearing in (5), is obtained in [2] as well.
A microlocal analysis for the non-local wave equation, with the non-locality expressed through the Riesz fractional derivative, is performed in [7] . Existence and stability of traveling wave solution to a non-local and non-linear version of the wave equation is studied in [5] , where the non-locality and non-linearity is expressed through pseudodifferential operators. A non-locality of Eringen's type is used in [11] in order to study wave propagation in fluid saturated porous media. Properties like L 2 -stability and monotone wavefronts of traveling waves and pulses propagation in the case of non-local reaction-diffusion equation are widely studied, see for example [10, 12, 13] .
An extensive review of application of non-local stress and strain gradient constitutive equations in vibrations and wave propagation in nano-scale beams is given in [4] . In the wave propagation problems, including axial and torsional traveling and reflecting waves, the solution is assumed in harmonic form and the dispersion equation is analyzed.
Solvability and Sobolev regularity properties
In this section we establish existence and uniqueness of solutions to the Eringen fractional wave equation (1) , thereby obtaining basic regularity properties in terms of Sobolev scales.
We start by introducing dimensionless quantities in the system (4-6),
but for notational convenience drop the bar immediately again, and obtain
Applying a Fourier transform with respect to the spatial variable to system (11 -13) -assuming that the solutions are temperate distributions -and by appropriate substitutions we arrive at
The fractional Eringen wave equation
where L α x is as in (2), is defined via inverse (spatial) Fourier transform in (14). Suppose we had a classical solution u cl of (15), which is C 2 for t > 0 and of class C 1 for t ≥ 0, with initial data
and we put u cl (x, t) = 0 for t < 0. Then we may define the distribution
where H denotes the Heaviside function, so that u has support in t ≥ 0 and satisfies the fractional Eringen wave equation in the form (1) . If u 0 and v 0 are also temperate this amounts to replacing (14) by
Considered as an ordinary differential equation in t with parameter ξ, the latter is solved bŷ
We recall the standard Sobolev spaces
where
. It remains to check the spatial Sobolev regularity. Since u 0 ∈ H s (R) and
) for every t and u(t) = 0, if t < 0. With respect to t, the corresponding functions clearly are L ∞ in terms of the L 2 s (R)-norms for t ∈ R (hence L 1 loc ), weakly smoothly depending on t > 0 as temperate distributions with respect to ξ, and continuous for t > 0 with respect to the
we have to consider the homogenous equation P u = 0 under the condition supp u ⊆ {(x, t) ∈ R 2 | t ≥ 0}. Upon Fourier transform with respect to the spatial variable we obtain the ordinary differential equation (with parameter ξ ∈ R)
which has only smooth solutions with respect to time t. Since u | {t<0} = 0, we have, in particular, u that satisfies the initial conditions u | t=−1 = 0, ∂ t u | t=−1 = 0. Therefore, u = 0 and thus u = 0.
Remark 2.2. Both E 0 and E 1 are weakly smooth with respect to t when t = 0, which implied the property u ∈ C ∞ ((0, ∞); S ′ (R)) for the solution given in the theorem above. Note that, in addition, we have that t → E 1 (t) is continuous R → S ′ (R) with E 1 (0) = 0, whereas lim t→0+ E 0 (t) = δ = 0 = lim t→0− E 0 (t). However, E 0 is weakly measurable with respect to t ∈ R.
Numerical examples
The solution to Eringen's wave equation (1) in the sense of Theorem 2.1 is explicitly given by (20). We give a few numerical examples illustrating the evolution of an initial displacement assumed in the form of a Dirac delta distribution, i.e., u 0 = δ ∈ H − 1 2 −ǫ (R) for every ǫ > 0, and with zero initial velocity, i.e., v 0 = 0. For the purpose of numerical implementation and because the fundamental solution is to be convolved with a distribution as well, the initial displacement is taken as the smooth approximation u 0,a (a > 0), lim a→0 u 0,a = δ, of the Dirac distribution in the form
The corresponding approximate solution u a then is
, where we used (21) and that F x→ξ (
. Upon a straightforward calculation we obtain the following formula which was used in the numerical calculations:
dξ.
Figures 1, 2, and 3 show plots of the spatial profiles of the solution u a (t) at different instances of time as given by (24) for the regularization parameter value a = 0.1 and for values of α being 1.5, 2.5, and 2, respectively.
In Figure 1 we observe an interesting oscillatory character of the solution for α = 1.5. A region of strong oscillation seems clearly distinguishable, outside of which the solution vanishes in fact (though not shown in all figures). As time progresses, this oscillation region moves along the x-axis and also stretches. Moreover, the largest amplitudes in the oscillations decrease smoothly with time. Overall, such behavior might be interpreted as a sort of propagation of initial disturbances. For α = 2.5 the character of the solution shown in Figure 2 is similar to that in the previous case, but the oscillatory character of the solution is less prominent. The region with distinguished oscillations is more narrow, but still stretches as time progresses, and the decrease of the peaks seems less smooth. Moreover, the left boundary of the oscillation region does not seem to move within the considered time interval. A first question might be whether the nature of the oscillations in the plots of the numerical approximations stems from singularities in the distributional solution with u 0 = δ. An attempt to address a few aspects of this question microlocally in the case α ≥ 2 is the content of the following section. A refined analysis of any relatively smooth but oscillatory behavior of the solution and possible propagation of such would seems to require a very different analytical approach and is not subject of the present paper. 4 The wave front set of the solution in case α ≥ 2
The symbol of the operator P (in the sense of a Fourier multiplier) is
is a symbol of order 1 − α 2 and of Hörmander type (ρ, δ) = (1, 0) for large |ξ| (cf. [9, Definition 7.8.1]). We note in passing that inclusion relations as in the lemma and the proposition below can also be shown in case of an arbitrary symbol in the same class as h α , thus for a slightly wider class of operators than just the Eringen-type model-but the proofs will still require α ≥ 2.
Lemma 4.1. Let α ≥ 2 and E + j (j = 0, 1) denote the restriction of E j to the open half-space {(x, t) ∈ R 2 | t > 0}. Then the wave front sets satisfy
Proof. We offer two variants of this proof.
Variant (A): This is an adaptation of the proof of Claim 1 from the proof of [7, Lemma 2.2].
For convenience of the reader, we provide the details.
Let t > 0, put e and choose ρ ∈ C ∞ (R) such that ρ(ξ) = 0 for |ξ| ≤ 1/2 and ρ(ξ) = 1 for |ξ| ≥ 1. Then at fixed arbitrary t > 0 and j ∈ {0, 1} we have
We observe that (ξ, t) → e + j (ξ, t)(1 − ρ(ξ)) is continuous, has compact ξ-support, and is smooth with respect to t, more precisely, e
, hence by linearity, commutativity with d dt , and continuity of the inverse Fourier transform with respect to ξ, we have We observe that F j,1 (j = 0, 1), being an inverse Fourier transform, can be written as oscillatory integral (in the sense of [9, Theorem 7.8.2]) with symbol a j (x, t, ξ)/(2π) and phase function φ(x, t, ξ) = x ξ in both cases. Thus, according to [9, Theorem 8.1.9] , the only contributions to the wave front sets can stem from points with stationary phase, i.e.,
Variant (B)
As a preparation we need a technical sublemma, which is very similar to Lemma 2.5 in [7] (hence we do not repeat its proof).
Sublemma: Let Γ ⊆ R 2 (representing the (ξ, τ )-plane) be the union of a closed disc around (0, 0) and a closed narrow cone containg the τ -axis and being symmetric with respect to both axes. Let Γ ′ be a closed set of the same shape as Γ, but with slightly larger disc and opening angle of the cone. Letb ∈ S 0 R 2 × R 2 such thatb(x, t, ξ, τ ) is real, constant with respect to (x, t), homogenous of degree 0 with respect to (ξ, τ ) away from the disc contained in Γ ′ , and such that
Then pb is a symbol belonging to the class S 2 R 2 × R 2 .
We put q := p ·b withb as in the sublemma and denote by Q be the pseudodifferential operator with symbol q. Then we have QE + j = 0 and therefore WF(E
) and we may choose Γ ′ arbitrarily narrow around the τ -axis (for |τ | ≥ 1), we may conclude that
As noted in Remark 2.2, the map
(23.65.5)] no cotangent point (x, t; 0, τ ) can be contained in WF(E + j ). Therefore, (27) can be strenghtened to the inclusion
As noted in Variant (A), h α is a symbol in S 0 (R 2 × R 2 ) for ξ = 0 (due to α ≥ 2 in our hypothesis), thus e + j (ξ, t) are in S 0 (R 2 × R 2 ) (apart from a cut-off near ξ = 0) and therefore singsupp(E + j ) ⊆ {(0, t) | t > 0} by the usual stationary phase argument. In conclusion, we obtain WF(E
Based on Lemma 4.1 we will proceed to investigate the influence of the singularities in the initial data u 0 and v 0 on the wave front set of the solution u to (19). As a first result, we obtain a wave front set inclusion relation in the following proposition. The proof is an exact repetition of the first part of the proof of [7, Theorem 2.4] (up to Equation (13) 
The result on the wave front set of u + in the above proposition implies, in particular, smoothness of u + considered as a map from time into distributions on space (cf. [3, (23.65.5 
where the right-most set corresponds to the characteristic set of ∂ t when considered as partial differential operator on R× ]0, ∞[. 
and similarly if u 0 is smooth then
Proof. The overall strategy of the proof is the same as in that of [7, Theorem 2.4 ] and a part of the latter can, in fact, be taken over almost literally. We will indicate the corresponding step in the current proof and refer there for details to the earlier constructions in [7] .
ξ→x [exp (ith α (ξ))] and, for any t ∈ R, putũ(t) :=Ẽ(t) * u 0 . We have x , hence we obtain a commutative factorization of P by ( From here onward and using the same notation (except having now P in place of Z), we may follow the detailed construction in the proof of Theorem 2.4 in [7] , which is carried out between the equation also labeled ( * ) there and Equation (16) of [7] . From that construction we only need to note one result following essentially from propagation of singularities forũ , namely
and, in addition, that in the open region with t > 0 we havē
Letũ + be the restriction ofũ to the open half-plane t > 0. In the remainder the proof, which follows again the strategy for proving Theorem 2.4 in [7] , but differs more substantially in the details, we will deduce from (30) the relation
Once this is established, we obtain by (29) and Proposition 4.2 that
hence the theorem will be proved. It remains to prove (31). To begin with, we note that
. As a second preparation, we aim for the result
because this then yields
hence (31). The proof of (II) will be based on the relation
for any v ∈ C(]0, ∞[, H s (R)), where
Indeed, first note that A do not enlarge the wave front sets, which follows along the line of arguments using the distribution kernels of the convolutions exactly as in the proof of Equation (13) in [7] (based on [9, Theorem 8. 2.13]) .
Observe that G α = d dx H α and d dx is an elliptic differential operator on R, thus singsupp(H α ) = singsupp(G α ).
Let χ be smooth with compact support on R such that χ(ξ) = 1 for ξ in a neighborhood of 0. Put r α := (1 − χ)g α and note that
where the first term on the right-hand side is smooth, since χg α has compact support. Therefore singsupp(G α ) = singsupp(F −1 r α ). The function r α is smooth and its derivatives are easily seen to yield symbol estimates (calculations are only required for ξ ∈ supp(χ) and recall that α ≥ 2), thus r α ∈ S α 2 (R × R). Moreover, for large |ξ| we obtain |r α (ξ)| ≥ |a α | 2 |ξ| α/2 ≥ c 0 (1 + |ξ|) α/2 , which shows that r α is an elliptic symbol. Thus, we conclude from F −1 r α = r α (D)δ that singsupp(F −1 r α ) = singsupp(r α (D)δ) = singsupp(δ) = {0}.
