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ABSTRACT 
If s(t) is a periodic sequence from GF(q) = F, and if N is the number of 
times a non-zero element from F appears in a period of s, we present a theorem 
which says N = O(modp?, where E is an integer which depends upon the 
support of the Fourier transform of s. An easy corollary deals with Gcf>, the 
set of all sequences from F which satisfy the linear recurrence with characteristic 
polynomial f l F[x]. It says that, for all s E G(f), N = O(modp3, where now 
l depends upon the smallest integer w for which it is possible to write 1 as 
a product of w conjugates of roots off. 
I. STATEMENT OF RESULTS 
Let s(t) be a function defined for all integers t, having values in a finite 
field F = G1;(q), and which is periodic of period n, i.e., s(t + n) = s(t) for 
all integers t. We suppose q = pe for some prime p, and also that p does 
not divide IZ. If 0 is a primitive n-th root of unity in some extension of F, we 
define the Fourier transform s” of s uniquely by requiring 
s”(e) = s(t) for all t. 
Explicitly, P(X) = C”,z: & xU with 
0, = 4 ;z; s(t) FU. 
By the support of $ we mean the set S = {u I & f O}. 
*This paper presents the results of one phase of research carried out at the Jet 
Propulsion Laboratory, California Institute of Technology, under Contract NAS 
7-100, sponsored by the National Aeronautics and Space Administration. 
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If a E F, we denote by N(s, a) the number of times a appears in a single 
period of s. The main result of this paper is of the form 
N(s, 0) = n(mod p’), 
N(s, a) = O(mod p’), 
where E is an integer which depends on n, p, e, and S. In order to state the 
theorem precisely, it is necessary to make two definitions. Throughout X 
is a set of integers, r a positive integer. 
DEFINITIONS. 1. The r-closure of X, written rX, is the set 
{rjx j j = 0, 1, 2 ,..., x E S.}. 
Alternatively rX is the smallest set containing X which is closed under 
multiplication by r. 
2. We define w(X, r) as the least integer w for which it is possible to 
obtain an expression of the form 
Xl + x2 + *a* + x, = O(mod r), 
where the x’s are (not necessarily distinct) elements of X. If no such 
expression exists, we set w(X, r) = co. 
We now state the main result: 
THEOREM A. N(s, 0) = n(mod p’), 
N(s, a) = O(modp$ a f 0, 
where 
6 = [s] - e + 1, w = w(pS, n), 
and S is the support of s”. 
Theorem A has an important corollary, which we now discuss. Suppose 
f(x) = Xk + qxk-l + *.a + a, is a polynomial with coefficients in GF(q); 
we consider the set G(f) of all sequences s(t) which satisfy 
s(t) + a&t - 1) + ‘*’ + a,s(t - k) = 0, for all t; 
i.e., G(f) is the set of sequences which satisfy the linear recurrence with 
characteristic polynomial f(x). If f(x) divides xn - 1, but not x”’ - 1 for 
any n’ < n, then it is well known that all sequences in G(f) are periodic 
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of period n, and some have no shorter period. If we restrict our attention 
to one period of length n, say t = 0, 1,2 ,..., n - 1, then G(f) is a k- 
dimensional subspace of the ~-dimensional space of n-lists from I;. In the 
theory of error-correcting codes, G(f) is called an (n, k) cyclic code. Let 
us assume that f is square-free; in this case p cannot divide n, since 
POP - 1 = (~~0 - 1)“. If B is a primitive n-th root of unity in some exten- 
sion of F, then all roots off will be powers of 0. We define the root set 
off, R(f) = (u / f(f?%) = 01. Then a fundamen~l result, first stated by 
Carmichael [I], and later proved by Mattson and Solomon [3J, is: 
for ail s E G(f), S(f) C X(f). 
This leads immediately to 
COROLLARY A. For all s E G(f), 
N(s, 0) = nfmodp’), 
N(s, a) = O(modpf), a f 0, 
where 
E = [-f-+1 - e + 1, w = o(pR, n), 
and R is the root set ofJ 
If we observe that y + u2 -1 *-a + u, = O(mod n) is equivalent to 
#“X &2 *** 6%~ = 1, and that u epR means that 8% is a conjugate of a root 
off over GF(p), we obtain the alternative formulation: 
COROLLARY A’. Same conclusion as Corollary A, where now w is the 
fewest number of conjugates of roots off which can be multiplied together 
to obtain 1. 
For p = 4 = 2, special cases of Corollary A’ are known. It is trivial 
that w > 1 implies N(s, 1) is even, and the case w 2 3 implies N z 0 
(mod 4) is given by Solomon and McEliece [5]. We might also remark that 
Corollaries A and A’ remain true whether or not f is square-free, since 
Zierler [6] has shown that every s E G(f) is obtained by “interleaving” a 
certain number of sequences from Gu), where f is the maximal squarefree 
divisor of $ 
The proof of Theorem A depends on Theorem B, below, whose state- 
ment requires some preliminary discussion. 
Consider symmetric polynomials in a countable set of variables 
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x1 , x2 ,..., with coefficients in a field F. (By “polynomials” we mean only 
that the functions in question are to be formal sums of monomials 
x41x42 . . . xyr ; such functions, being symmetric, must have infinitely many 
te?m”.) If P is one of these symmetric polynomials, we shall frequently 
assume that P is a function of only finitely many arguments by defining 
fYY1 3 Y3 3.‘., Ym) = KY, , yz 3..., J’m , 0, 0, O,...). 
Let X = (h, , h, ,..., h,) be any sequence of positive integers with 
A, 3 &7 3 a*. > h, > 0. For each such h we define a symmetric poly- 
nomial S, : 
s, = &(x1 ) x2 ,...) = c x:lx2 ... x37, (1.1) 
sYm 
where the summation is extended over all distinct monomials that can be 
obtained from the one actually written by permutations of variables 
Xl , x2 )... . Alternatively S,, is the “smallest” symmetric polynomial that 
contains 21lxia *.* x> as a term. We can now state Theorem B: 
THEOREM B. Let F be a jield of characteric zero, and let 1 = 
00 , 4 , h! ,..., B,-, , be the n-th roots of unity over F. Let X = (A, , A, ,..., A,) 
be a sequence of positive integers. Then ifw(ph, n) > 1 + (p - 1) log, (r), 
ueo , 01 1.e.5 0,-J E 0 (modp). 
In the next section we shall see that Theorem A is a fairly simple con- 
sequence of Theorem B. Theorem B itself is proved in Section 3. 
II. THEOREM B IMPLIES THEOREM A 
The central idea of the proof is to write N(s, a) in its formal p-ary 
expansion 
N(s, 4 = C Nj(s, a> pj, 
J.20 
with 0 < Nj(s, a) < p, so that each Nj may be regarded as an element of 
GE;(p). It is possible to obtain quite an explicit expression for the Nj , as 
follows: let u, represent the r-th elementary symmetric function. In the 
notation of Section 1, ur = S(l,l ,..., 1). 
LEMMA 1. 
Nj(s, a) = a&l - (s(O) - a)*-l, 1 - (s(1) - a)Q-l,..., 1 - (s(n - 1) - a)“-‘). 
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PROOF. Let yi = 1 - (s(i) - a)~-~, and observe that yi = 1 if s(i) = a 
and yi = 0 otherwise. By a theorem of Lucas 22, Chapter IX], we know 
that, if m = xi>,, mipi with 0 < mi <p, then 
Hence 
Z?j(s, Q) = (N$ ‘))(mod p), 
so that if we apply oP, to the yi we get a contribution of 1 for each subset 
of order pj from (y,, , y, ,..., y,J which has the form (1, 1, I,..., I), This 
completes the proof of Lemma 1. 
If we regard each Nj as a function of n variables (s(O), s(l),..., s(n - 1)), 
Lemma I shows not only that Nj is a symmetric function (which is obvious), 
but also that it has degree pf(q - 1). Hence according to the fundamental 
theorem on symmetric functions it is possible to express each Nj as a 
polynomial in the elementary symmetric functions 0,: 
where the summation is extended over all lists ml, m2 ,..., ml such that 
ml -I- m2 i *-- -t m, < pj(q - 1). From Lemma 1, we see that the con- 
stants Kj are given by 
Kj zzz 
( i 
p: (1 - (-(q-y = 1 
n i -1 p3 if a = 0, (2.2) 
0 if Q # 0. 
Theorem A will therefore be proved when we show that each cry is zero for 
1 < r < p+l(q - 1). 
We now use the Fourier transform P to compute the symmetric functions 
CT,: 
r-1 
0, = c s(P) P(B1) * . . f(W) = c I-I c s”,(&)U, (2.3) 
wm sym i-0 ueS 
It is easy to see that for a fixed r-Iist zr, , up ,..., u, , the coefficient of 
A n SUISzlZ *=- Qu, in (2.3) wilf be 
G (eo)yey ‘I’ (e-y1 = S,(BO, 81)..., e-l), 
6YU-l 
with X = (ul , za, ,..., u,) C S. According to Theorem B, these S, will all 
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vanish if C&S, n) > 1 + (p - 1) log, (r). (Observe that the value of 
As,@, P,..., On-l) in a field f h o c aracteristic p is the same as its value in a 
field of characteristic zero.) But by the hypothesis of Theorem A we have 
fJJ 3 1 + (p - l)(E - 1 + e) > 1 + (P - l)(E - 1 + log, (4 - 1)) 
= 1 + (p - 1) log,p~-‘(q - 1) 
so that each term in the sum for Nj , j 2 0, vanishes for j < E - 1. This, 
combined with the expression (2.2) for the constants Kj , proves Theorem 
A, if Theorem B is true. 
III. PROOF OF THEOREM B 
Recall that for Theorem B we assume that F has characteristic zero. In 
this case, it is known that every symmetric polynomial can be expressed 
as a polynomial in the so-called power-sum symmetric functions 
SW, = C xlm. (Notice that, in the definition (1.1) of the S, , if h has only 
one element h = (h,) then S, = S,,l.) The proof of Theorem B rests on an 
explicit expression for S, in terms of the S,, , which we now derive. 
If repetitions occur among the entries A1 , X, ,..., h, of X, it is customary 
to write 
x = (lm12%3% . ..I. 
which means that h involves m, ones, m, twos, etc. It turns out to be easier 
to deal with a symmetric polynomialz , which is defined as follows: 
S, = (F m,!) S, = C x:lxp .a* x+, 
sylIl* 
where the summation “sym*” is extended over all monomials (whether 
they are all distinct or not) obtainable from the one actually written by 
permutations of the variables. Thus if S,, and s are polynomials in 
the m > r variables x1 , x, ,..., x, , then S,, will have 
Amcm - 1) *** (m - r + 1) 1. 
terms and S, will have m(m - 1) *es (m - r + 1) terms. 
Now consider the set P,, of all partitions of the set h = {h, , X, ,..., h,}, 
regarding the hi as formally distinguishable symbols (one might imagine 
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identical integers to have subscripts, perhaps). A partition T of X is a way 
to write h as a disjoint union of subsets Bi , called blocks: 
n-:X= fiBi, BinBj = a, i #A Bif 0. (34 
i=l 
I is called the length of the partition. It is possible to introduce a partial 
order “a” on P,, so that P,, becomes a lattice: if z- and ~7’ are partitions 
of A, T 2 T’ if and only if every block of 7~ is a subset of some block of 
x’; i.e., T 3 7~’ iff r is a rejinement of 4. It is easy to show that PA is a 
lattice under “>” with top element T, where T is the partition 
Gwb~ ... Gbl. 
For each z- E PA , given by (3.1), we define block sums /$: 
We now define, for T, two symmetric polynomials: 
f(r) = 43,S@, -** &, 9 
and 
g(x) = s, 7 
where B = <A , A ,...g Pd. 
Our goal is to express the g’s in terms of the f’s. 
LEMMA 3.1. f(n) = C,,jG,, g(d). 
PROOF. By definition 
where the last sum is extended over all possible lists (il , iz ,..., il). Let 
B = {Bl , B, ,..., B,}, and to each monomial in the sum (3.2) we assign a 
partition of B as follows: B2 and Bt are to be in the same block if and only 
if i, = it . We call two such monomials equivalent if they induce the same 
partition of B. Now to each equivalence class of monomials there cor- 
responds in a natural way a partition rr’ < rr; i.e., to a partition of B such 
as 
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we associate the following partition of 
h: {&, u Bi, u . ..}{Bj. u Bi, u e..} .a. , 
It is clear that the sum of the monomials in (3.2) which belong to a fixed 
equivalence class is a g(r’) for some n < r, and conversely, given 7~’ < 7r, 
there is an equivalence class corresponding to n’ which contributes g(&) 
to the sum (3.2). This completes the proof of Lemma 3.1. 
Lemma 3.1 allows us to apply Mijbius inversion on the lattice PA in 
order to calculate the functions g(n): 
(3.3) 
where EL(&) is the Mobius function associated with the lattice PA : if rr is 
given by (3.1), with bi = 1 Bi 1 , 
p(n) = (- 1)r-z fi (bi - 1) ! 
i=l 
(3.4) 
For details on this Mobius inversion, see Rota [4]. 
Let us apply (3.3) to the partition T = {h,}{h,} *a* {A,}: 
and so 
which is an expression for S, in terms of the S, , but it is not compact 
enough, yet. Let us recall that a given partition rr E PA was only formally 
distinguishable from certain others whose blocks contained the same 
integers with the same multiplicities-we assumed the Xi were somehow 
all different. We now wish to combine those terms in the sum (3.5) which 
are only formally distinguishable. The problem may be formulated as 
follows: given a collection X = (lm12”23”3 *.a) of integers, in how many 
ways is it possible to partition h into blocks Bi with given multiplicities 
mij ? (mij is the multiplicity of i in Bi .) There are 
( 
ml 
ml1 ,ml2 ,... 1 
58za/Io/I-6 
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unordered ways of placing the ones, 
ways to place the twos, etc. To obtain the total number we must account 
for the fact that the blocks Bi need not all be different; thus if the various 
possible block types occur with multiplicities di , we must divide the pro- 
duct of the multinomial coefficients by nd$!. Combining all of these 
remarks, we obtain finally 
where the summation is extended over all distinct partitions of A. For 
example if X = (1222) there are nine such partitions, viz., 
(1222J, f12x2), w3(1~, U2)G2), WW), (1”>cw>, 
(1)(1)(23, wxw)~ (1)(1&x2)9 
and so the formula for S&8) is 
S@$) = c x$Qx,xp 
= &( - 6S, + 4&S, + 4S,S, + S& 
+ 2s32 - St3 - s&y - 4s$$S1 + S,2S12). 
Formula (3.6) is aImost certainly not new, but the author has been unable 
to find a satisfactory reference to it. Much of the derivation here is due to 
Solomon and McEliece [5]. 
We are going to apply formula (3.6) in order to prove Theorem B, and so 
we replace the variables x, , x2 ,..., by the n-th roots of unity 8, , 0, ,..., 8,-,. 
Here we know that S,(@, , 19, ,..., @,-3 = 0 unless m EZ O(mod n), in which 
case S, = n. In the case of n-th roots of unity, therefore, we may write (3.6) 
as 
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where the summation is extended only over those partitions whose block 
sums are all divisible by n. We are to show that w@h, n) > 1 + (p - 1) 
log, (r) implies S, = O(modp), and we shall do this by showing that every 
term in (3.7) is = O(modp). 
DEFINITION. If r is a rational number, p a prime, and if r = pt. (u/b) 
where (a, p) = (b, p) = 1, we define the p-content of I as p,(r) = t. t may 
be positive, negative, or zero. Thus if we define 
B = n (b, - l)!, 
D = n d,!, 
M = n mei!, 
our goal is to show that &B) > ~~(0) + &M) for every term in (3.7). 
We need a few preliminaries. 
DEFINITION. For p a prime, m Z 0, write m = xi>0 mipi with 
0 < mi <p. Then w,(m) = “p-ary weight” of m = xiaO mi . 
LEMMA 3.2. (Legendre; see Dickson [2, Chapter IX]). 
LEMMA 3.3. Suppose Cz, si = S for integers So > 0. Then 
T W&i) < 4P - 1) * log, (1 + 3,. 
PROOF. We begin by showing that, for any integer s 3 0, 
w,(s) 6 (P - 1) log, (s + 1). (3.8) 
For a fixed w > 0, let us find the least integer s such that w,(s) = w. This 
can most easily be done by writing w = k(p - 1) + m with 0 < m < p - I 
and observing that the smallest suchsmust use (p - 1) l’s, (p - I)p’s,..., 
(p - 1) pk-l’s, and finally m pk’s. Hence s = (m + 1) pk - 1. For this 
value of s, (3.8) reduces to 
m G (P - 1) log, Cm + 0, 
which is easily seen to be true for all m = 0, l,..., p - 1. Hence 
g1 WD(S3 G (P - 1) c l%4% + 1) = (P - 1) log, 7 (Si + 1). 
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But since C(si + 1) = S + n, the maximum value of the product n(si + 1) 
is attained when S, + 1 = (S + n)/n for all i. Hence 
c wm < (P - 1) log, (1 -t ;)n = n(p - 1) log, (1 + f), 
as asserted. 
LEMMA 3.4. 1fS = (ul , U, ,.. .f is a set of integers, and ifmlu, + mzuz f 
a+* = O(mod n), then 
Proof. We replace each integer mi by its p-ary expansion as a sum of 
wP(mi) powers of p and for each summand miui obtain 
and each p% ENS by definition. Thus, starting with Cm& = O(mod n), 
we obtain a sum of CwJrnJ elements from pS with the same property. But 
we have defined w(pS, n) as the smallest possible number of element from 
pS whose sum is 3 O(mod n); thus, Cw,(mJ > w(pS, n), as asserted. 
Recall we wanted to show 
If we apply Lemma 3.2, we see this is equivalent to 
We apply Lemma 3.3 to the term C w,(b, - 1) and obtain 
Now, since for each j, the block sums ,& are I O(mod n), we have 
& = Ci imu = CiEA imcs = O(mod n), so that by Lemma 3.4 
and so 
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Combining these results, we see that in order to prove (3.9) it is sufficient 
to prove 
f3J + f c w*(4) + (p - 1) l%(O > 2 + (P - 1) log,(r), 
but by hypothesis w > 1 + (p - 1) log, (r), so it remains to show 
But if (p - I) Iog, (I) < 1, we must have I = 1, in which case 
(l/1) C IV,(&) 2 1. This completes the proof of Theorem B. 
ACKNOWLEDGMENTS 
The case p = q of Corollary A’ appeared in my Ph.D. thesis at the Cahfornia 
Institute of Technology, 1967. I wish to thank my thesis adviser, Professor Marshall 
Hall, Jr., and my colleague, Dr. Gustave Solomon, for their encouragement and advice. 
REFERENCES 
1. R. D. CARMICHAEL, On Sequences of Integers Defined by Recurrence Relations, 
Quart. J. Pure Appl. Math. 48 (1920), 343-372. 
2. L. E. DICKSON, History of the Theory of Numbers, Vol. 1 (Carnegie Publication No. 
256), reprinted by CheIsea, New York, 1952. 
3, J. F. MATTSON AND G. SOLOMON, A New Treatment of Bose-Chaudhuri Codes, 
J. Sot. Ind. Appl. Math. 9 (1961), 654-669. 
4. G.-C. ROTA, On the Foundations of Combinatorial Theory. I. Theory of Mobius 
functions, 2. ~uhrschei~~ichkeitstheorie und Verw. Gebkte 2 (1964), 340-368. 
5. G. SOLOMON AND R. J. MCELIECE, Weights of Cyclic Codes, J. Combinatorial Theory 
1 (1966), 459475. 
6. N. ZIERLER, Linear Recurring Sequences, J. Sot. Ind. Appl. Math. 7 (1959), 31-48. 
