Abstract. Relaxation theorems for multiple integrals on W 1;p . I R m /, where p 2 1; 1OE, are proved under general conditions on the integrand L W M ! OE0; 1 which is Borel measurable and not necessarily finite. We involve a localization principle that we previously used to prove a general lower semicontinuity result. We apply these general results to the relaxation of nonconvex integrals with exponential-growth.
Introduction
This paper is concerned with the problem of finding an integral representation for the "relaxed functional" I W W 1;p . I R m / ! OE0; 1, with p 2 1; 1OE, given by
with R N a bounded open set with Lipschitz boundary and L W M ! OE0; 1 a Borel measurable and p-coercive function, i.e., L. / C j j p for some C > 0, where M denotes the space of all real m N matrices.
The concept of "relaxed functional" was introduced by Bogolubov in 1930 in the case where m D N D 1 (see [12] ). Bogolubov developed a one-dimensional theory of relaxation and highlighted the key role of the convexification of L for representing I . Later, in 1974, Ekeland and Temam extended Bogolubov's relaxation theory to the case N 1 and m D 1 (see [17] , see also [21] ). Then, in the vector case, i.e., min¹m; N º > 1, in 1982, Dacorogna in [15] (see also [16] ) proved that if L has p-growth, i.e., L. / Ä c.1 C j j p / for some c > 0, then I can be represented by an integral whose integrand is given by the W 1;1 -quasiconvexication, but not the convexification, of L, i.e., Z 1 L W M ! OE0; 1 defined by 1 2 OE N and l .y/ WD y. The paper of Dacorogna, i.e., [15] , is the point of departure of many works on the problem of representing I by a variational integral in the vector case: several authors have tried to extend Dacorogna's theorem to more general classes of integrands (see for instance [1, 3-5, 10, 11, 20, 26, 31-34] , see also for concrete examples [2, 14] ). In the same spirit, the object of the present paper is to study the existence of an integral representation of I with respect to a general condition on L that we called "localization principle", i.e., (C p;q ) for every 2 M and every ¹v n º n W 1;p .Y I R m / such that
L.rv n .y//dy < 1;
there exist a subsequence ¹v n º n (not relabeled) and a sequence ¹w n º n l C W 1;q 0 .Y I R m / such that´j rv n rw n j ! 0 in measure, ¹L.rw n /º n is equi-integrable, that we used in [25] to prove the following lower semicontinuity theorem. Note that the condition (C p;q ) is a generalization of previous "localization principles" (see [1, 22, 29, 31] ). Our goal here is to study how (C p;q ) behave with respect to the relaxation.
In this paper we establish two extensions of Theorem 1.1 to the case of the relaxation (see Theorems 2.1 and 2.2). Roughly, the first theorem, i.e., Theorem 2.1, asserts that, when the effective domain L of L is closed, L is continuous on L and q p, if (C p;q ) holds and if W 1;p -Sobolev functions can be approximated by piecewise affine functions both in L p -norm and in Z q L-energy, see (H p;q ) in the next section, then I has an integral representation whose integrand is given the W 1;q -quasiconvexification of L, i.e., by Z q L. The second theorem, i.e., Theorem 2.2, which is a variant of the first one, says that if L is continuous on the interior of L and if q p, then under additional assumptions related to the behavior of L on the boundary of L, see (R 1 ), (R 2 ) and (R 3 ) in the next section, and under slight modifications of (C p;q ) and (H p;q ), see ( b C p;q ) and ( b H p;q ) in the next section, the functional I can be represented by an integral whose integrand is given by the lower semicontinuous envelope of Z q L (see Remark 2.3). Note that, in our context, to obtain the full integral representations of I in Theorems 2.1 and 2.2, it seems difficult to avoid assumption (H p;q ) or its variant ( b H p;q ) (such a fact was also pointed out in [33] ). However, partial integral representations of I on piecewise affine functions can be established under only (C p;q ) or its variant ( b C p;q ) together with (R 1 ), (R 2 ) and (R 3 ) (see Theorems 2.1 (a) and 2.2 (a)).
The plan of the paper is as follows. In Section 2 we state the main results, i.e., Theorems 2.1 and 2.2, that we prove respectively in Section 4 and Section 5. The proofs of Theorems 2.1 (a) and 2.2 (a) use in a fundamental way Young measure theory whose brief summary are given in Section 3.1. The proof of Theorem 2.2 also needs the concept of radially uniformly upper semicontinuous integrand, recently introduced in [3] , whose definition together with some facts are recalled in Section 3.2. Finally, in Section 6 we apply our two main theorems to the relaxation of nonconvex integrals with exponential-growth (see Corollary 6.6).
Main results
Let m; N 1 be two integers, let R N be a bounded open set with Lipschitz boundary and let M denote the space of all real m N matrices. Let p 2 1; 1OE, let L W M ! OE0; 1 be a Borel measurable function which is p-coercive, i.e., L. / C j j p for some C > 0, and let I W W 1;p . I R m / ! OE0; 1 be defined by
Denote the lower semicontinuous envelope (or the "relaxed functional") of I with respect to the strong convergence in
and for each q
where Y WD 
there exists a sequence ¹u n º n Aff. I R m / such that
Denote the effective domain of L by L. The first main result of the paper is the following.
Theorem 2.1. Consider p 2 1; 1OE and q 2 OEp; 1 and assume that L is closed and L is continuous on L.
(a) If (C p;q ) holds, then for every u 2 Aff.
In order to take more general situations into account like singular behavior of L on @L (see [3, 6, 7] and also [13] for the scalar case) we are led to replace the assumption "L is closed and L is continuous on L" by the weaker one "L is continuous on the interior of L". In our context, this can be done by considering the three additional conditions (R 1 ), (R 2 ) and (R 3 ) below together with slight modifications of (C p;q ) and (H p;q ), i.e., ( b C p;q ) and ( b H p;q ) below.
(R 1 ) L is radially uniformly upper semicontinuous (ru-usc), i.e., there exists a constant c > 0 such that lim
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(The concept of ru-usc integrand was introduced by Anza Hafsa in [3] , see also [6, 7] .) Note that if L is ru-usc, so is Z q L (see Proposition 3.8) . In what follows, given any D M, int.D/ (resp. D) denotes the interior (resp. the closure) of D.
(R 2 ) tL int.L/ for all t 2 0; 1OE.
The following condition is a variant of (C p;q ).
( b C p;q ) For every t 2 0; 1OE, every 2 M and every
there exist a subsequence ¹v n º n (not relabeled) and a sequence
and there is an s 2 0; 1OE such that
jtrv n rw n j ! 0 in measure, ¹L.rw n /º n is equi-integrable, rw n .y/ 2 sL for all n 1 and a.a. y 2 Y:
The following condition is a variant of (H p;q ).
( b H p;q ) For every t 2 0; 1OE and every u 2 W 1;p . I R m / n Aff. I R m / such that
The second main result of the paper is the following. 
3 Auxiliary results
Some facts on Young measures
Young measures were introduced by Young in 1937 (see [36] ) with the purpose of finding an extension of the class of Sobolev functions for which one-dimensional nonconvex variational problems become solvable. In the context of the multidimensional calculus of variations, Kinderlehrer and Pedregal (see [22, 23] ) and independently Kristensen (see [24] ) were the first to use Young measures for dealing with lower semicontinuity problems. Relaxation and convergence in energy problems were studied for the first time by Sychev via Young measures following a new approach to Young measures that he introduced in [29] . Here we only recall the ingredients that we need for proving Theorems 2.1 and 2.2. For more details on Young measure theory and its applications to the calculus of variations we refer to [27, 28, 30] . Let P .M/ be the set of all probability measures on M, let C.M/ be the space of all continuous functions from M to R and let
Here is the definition of a Young measure.
Localization principle and relaxation 223 Definition 3.1. A family . x / x2 of probability measures on M, i.e., x 2 P .M/ for all x 2 , is said to be a Young measure if there exists a sequence ¹ n º n of measurable functions from to M such that
In this case, we say that ¹ n º n generates . x / x2 as a Young measure.
The following lemma makes clear the link between convergence in measure and Young measures. (The proof follows from the definition.) Lemma 3.2. Let ¹ n º n and ¹ n º n be two sequences of measurable functions from to M. If ¹ n º n generates a Young measure and if j n n j ! 0 in measure, then ¹ n º n generates the same Young measure.
The following theorem gives a sufficient condition for proving the existence of Young measures (for a proof see [9, 19, 30] ).
and let ¹ n º n be a sequence of measurable functions from to M such that
Then, ¹ n º n contains a subsequence generating a Young measure.
The following two theorems are important in dealing with integral functionals (for proofs see [8, 29] ). Theorem 3.4 (Semicontinuity Theorem). Let G W M ! OE0; 1 be a Borel measurable function which is continuous on a closed set D M and let ¹ n º n be a sequence of measurable functions from to M such that n .x/ 2 D for all n 1 and a.a. x 2 ; ¹ n º n generates . x / x2 as a Young measure.
Then lim
Theorem 3.5 (Continuity Theorem). Let G W M ! OE0; 1 be a Borel measurable function which is continuous on a closed set D M and let ¹ n º n be a sequence of measurable functions from to M such that n .x/ 2 D for all n 1 and a.a. x 2 ;
¹ n º n generates . x / x2 as a Young measure.
if and only if ¹G. n /º n is equi-integrable.
Some facts on ru-usc integrands
The concept of ru-usc integrand was introduced by Anza Hafsa in [3] to deal with relaxation of variational integrals in W 1;1 with constraints on the gradient in the framework of the multidimensional calculus of variations (see also [35] ). In fact, in the scalar case, such constrained relaxation and homogenization problems were previously intensively studied by Carbone and De Arcangelis (see [13] ), but their techniques could not be generalized to the vector case. Recently, developing the concept of ru-usc integrand, we succeeded to deal with constraints on the gradient in the context of homogenization of multiple integrals in W 1;p , with p 2 1; 1, in the vector case (see [6, 7] ). Here we only recall the ingredients that we need for proving Theorem 2.2. For more details on the concept of ru-usc integrand we refer to [6, Section 3.1]. Let G W M ! OE0; 1 be a Borel measurable function whose effective domain is denoted by G. For each c > 0 we define
Definition 3.6. We say that G is radially uniformly upper semicontinuous (ru-usc) if there exists a c > 0 such that
The interest of Definition 3.6 comes from the following theorem (for a proof see [6, Section 3.1]). where G (resp. int.G/) denotes the closure (resp. the interior) of G, and G is lower semicontinuous (lsc) on int.G/, then:
Let q 2 1; 1 and let Z q G W M ! OE0; 1 be given by
with Y WD Proposition 3.8. If G is ru-usc, then Z q G is ru-usc.
Two properties of the W 1;q -quasiconvexification formula
Here, we give two (classical) properties of the W 1;q -quasiconvexification formula, i.e., Z q G W M ! OE0; 1 defined by (3.2) . Denote the effective domain of Z q G by Z q G. Lemma 3.9 below is due to Fonseca (see [18] ).
The proof of the following lemma can be found in [6, Section 3.4] (see also [4, 5] ). 
Approximation of integrals with convex-growth
Here we assume that L has H -convex-growth, i.e.,ˇH. / Ä G. / Ä˛.1CH. // for some˛;ˇ> 0 and some convex function H W M ! OE0; 1. Then, it is easy to see that the effective domain of L is equal to the effective domain of H , which is convex, denoted by H and assumed to contain the zero matrix in its interior, i.e., 0 2 int.H/. We also suppose that the bounded open set R N is strongly star-shaped, i.e., there exists an x 0 2 such that x 0 C t. x 0 C / for all t > 1. The proof of Lemma 3.11 below can be found in [6, Section 3.3].
Lemma 3.11. Let p 2 1; 1OE and let u 2 W 1;p . I R m / be such that
If G is continuous on int.H/, then there exists a sequence ¹u n º n Aff. I R m / such that 8 < :
4 Proof of Theorem 2.1
In this section we prove Theorem 2.1
Proof of Theorem 2.1 (a)
We are going to prove the following two inequalities:
Proof of (4.1). Consider u 2 W 1;p . I R m / and ¹u n º n W 1;
and prove that
Step 1: localization. Without loss of generality we can assume that
Hence ru n .x/ 2 L for all n 1 and a.a. x 2 , where L denotes the effective domain of L. Since L is p-coercive, from (4.5) we see that
and so, by Theorem 3.3, there exists a family . x / x2 of probability measures on M such that (up to a subsequence) ¹ru n º n generates . x / x2 as a Young measure:
As L is continuous on L and L is closed, from Theorem 3.4 it follows that
with (because (4.5) holds) for a.e. x 0 2 ,
Thus, to prove (4.4) it is sufficient to show that for a.e. x 0 2 ,
Step 2: blow up. From (4.5) we deduce that there exist a map f 2 L 1 . I OE0; 1OE/ and a finite positive Radon measure on with jsupp. /j D 0 such that (up to a subsequence) L.ru n /dx * f dx C in the sense of measures and for a.e. x 0 2 ,
with Y WD 
From (4.3) we see that (up to a subsequence) for a.e. x 0 2 , Fix any x 0 2 such that (4.7), (4.9), (4.10), (4.11) and (4. Taking (4.6) into account it is easy to see that for every r 2 0; r 0 , ¹ru r n º n generates . r y / y2Y as a Young measure, i.e.,
and using (4.12) it is clear that
On the other hand, we have
and consequently
with c > 0 which only depends on p. Using (4.3), (4.11) and (4.10), we deduce that lim
According to (4.16), (4.13) and (4.14) together with (4.15), by diagonalization there exists a mapping n ! r n decreasing to 0 such that
¹rv n º n generates x 0 as a Young measure; (4.18) where v n WD u r n n .
Step 3: using (C p;q ). According to (4.17) , by condition (C p;q ) there exists a sequence ¹w n º n l ru.
hence, by (4.18) and Lemma 3.2, ¹rw n º n generates x 0 as a Young measure. In particular,
and so rw n .y/ 2 L for all n 1 and a.a. y 2 Y . As L is continuous on L and L is closed, taking (4.7) into account, from Theorem 3.5 we deduce that
On the other hand, by definition of Z q L, we see that
and (4.8) follows by letting n ! 1 and using (4.19).
Remark 4.1. Analyzing step 2 of the proof of (4.1), it is easily seen that we have also proved the following lemma (that we will used in the proof of Theorem 2.2).
Lemma 4.2. Let t 2 0; 1OE, let p 2 1; 1OE, let G W M ! OE0; 1 be a Borel measurable and p-coercive function, let u 2 W 1;p . I R m /, let ¹u n º n W 1;p . I R m / and let . x / 2 be a family of probability measures on M. Assume that
¹tru n º n generates . x / x2 as a Young measure:
Then, for a.e. x 0 2 , there exists a sequence ¹v n º n W 1;p .Y I R m / such that
¹trv n º n generates x 0 as a Young measure:
Proof of (4.2). Given u 2 Aff. I R m /, there exists a finite family ¹U i º i 2I of open disjoint subsets of such that j n S i 2I U i j D 0 and, for each i 2 I , j@U i j D 0 and ru.x/ D i in U i with 2 M. Thus
Recalling that q p and using Lemma 3.10, for each i 2 I , we can assert that there exists a sequence
Using (4.21) it easy to see that ku n uk L p . IR m / ! 0, and combining (4.22) with (4.20) we deduce that
and the result follows.
Remark 4.3. Analyzing the previous proof, it is easily seen that we have in fact proved the following lemma.
Lemma 4.4. Let p 2 1; 1OE, q 2 OEp; 1 and let G W M ! OE0; 1 be a Borel measurable function. For every u 2 Aff. I R m / there exists ¹u n º n W 1;p . I R m / such that 8 < :
Proof of Theorem 2.1 (b)
It is sufficient to prove that
Let u 2 W 1;p . I R m / n Aff. I R m / be such that R Z q L.ru.x//dx < 1. By (H p;q ) there exists a sequence ¹u k º k Aff. I R m / such that
From Lemma 4.4 we deduce that for every k 1, there exists a sequence
Combining (4.24) with (4.23), we conclude that
and the result follows by diagonalization.
Proof of Theorem 2.2
In this section we prove Theorem 2.2.
Proof of Theorem 2.2 (a)
Proof of (5.1). Consider u 2 W 1;p . I R m / and ¹u n º n W 1;
and prove that lim n!1
Without loss of generality we can assume that
I.u n / and so sup n Z L.ru n .x//dx < 1: (5.5)
Step 1: using ru-usc assumption, i.e., ( 
On the other hand, for any c > 0,
for all n 1 and all t 2 0; 1OE, where c L .t / is given by (2.2), and consequently
because L is ru-usc, i.e., lim t !1 c L .t / Ä 0 for some c > 0. Hence, we are reduced to prove that for every t 2 0; 1OE,
Step 2: localization. Fix t 2 0; 1OE. Using (5.5) and (5.7), we see that
Since L is p-coercive,
by (5.9). From Theorem 3.3 we deduce that there exists a family . x / x2 of probability measures on M such that (up to a subsequence) ¹t ru n º n generates . x / x2 as a Young measure: (5.10)
On the other hand, (5.5) implies that for every n 1 and a.e. x 2 , ru n .x/ 2 L, hence t ru n .x/ 2 t L for all n 1 and a.a. 
Thus, to prove (5.8) it is sufficient to show that for a.e. x 0 2 ,
Step 3: using Lemma 4.2 and ( b C p;q ). Taking (5.3), (5.5) and (5.10) into account, from Lemma 4.2 we deduce that for a.e. x 0 2 , there exists a sequence jtrv n rw n j ! 0 in measure, L.rw n / is equi-integrable, rw n .y/ 2 sL for all n 1 and a.a. y 2 Y; hence, by (5.15) and Lemma 3.2, ¹rw n º n generates x 0 as a Young measure. As L is continuous on sL and sL is closed, taking (5.12) into account, from Theorem 3.5 we deduce that 
where Z q L (resp. int.Z q L/) denotes the closure (resp. the interior) of Z q L, and Z q L is continuous on int.Z q L/ by Lemma 3.9. From Theorem 3.7 it follows that
, and so t ru.x/ 2 int.Z q L/ for all t 2 0; 1OE because of (5.17) and (5.18). Thus
.t/ for all t 2 0; 1OE, and consequently
because (5.20) holds. On the other hand, it is clear that
As u 2 Aff. I R m /, we have tu 2 Aff. I R m / for all t 2 0; 1OE. From Lemma 4.4 we deduce that for each t 2 0; 1OE, there exists a sequence ¹u n;t º n W 1;p . I R m / such that
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by using (5.22) and (5.21), and the result follows by diagonalization.
Proof of Theorem 2.2 (b)
Arguing as in the proof of inequality (5.2), we have (5.22) and (5.21) and for every t 2 0; 1OE,
Fix any t 2 0; 1OE. By ( b H p;q ) there exists a sequence ¹u k;t º k Aff. I R m / such that 8 < :
Fix any k 1. By Lemma 4.4 there exists a sequence ¹u n;k;t º n W 1;p . I R m / such that 8 < : 
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Some applications
In this section we apply our two main results, i.e., Theorems 2.1 and 2.2, to the relaxation of nonconvex integrals with exponential-growth.
6.1 General conditions on L for the validity of (C p;p ) and ( b C p;p ) when
In what follows, L denotes the effective domain of L. Let us consider the following two conditions on L:
for all 2 L and all t 2 OE0; 1.
The following theorem was proved in [25, Theorem 1.7].
Theorem 6.1. Assume that L is finite, i.e., L D M, and continuous. Assume furthermore that L satisfies (A 1 ), (A 2 ) and
for all s 2 OE0; 1, all ; a 2 M with jaj Ä Á .
Then (C p;p ) holds for all p 2 N; 1OE.
The following theorem is a variant of [25, Theorem 1.7] .
Assume furthermore that L satisfies (A 1 ), (A 2 ) and
for all s; O s 2 OE0; 1, all O 2 L and all a 2 M with jaj Ä Á .
Then ( b C p;p ) holds for all p 2 N; 1OE.
Proof of Theorem 6.2. Let p 2 N; 1OE and let t 2 0; 1OE. Further, let 2 M and let ¹v n º n W 1;p .Y I R m / be such that
L.rv n .y//dy < 1; and so (6.2) rv n .y/ 2 L for all n 1 and a.a. y 2 Y:
As L is p-coercive, from (6.2) we have
Combining (6.1) with (6.4), we deduce that, up to a subsequence,
Since L is convex, by (6.5) and (6.3) we have
As p 2 N; 1OE, (6.5) implies that, up to a subsequence,
Step 1: using the Biting Lemma. First, recall Sychev's version of the Biting Lemma (see [31, Lemma 3.2] ).
Then, there exist a subsequence ¹f n º n (not relabeled) and ¹M n º n 0; 1OE with M n ! 1 such that ¹f n Y n º n is equi-integrable with Y n denoting the characteristic function of Y n WD ¹y 2 Y W f n .y/ Ä M n º. According to (6.8) , from Lemma 6.3 that we apply with f n D L.srv n / we can assert that, up to a subsequence,
Let ¹R n º n be given by R n WD ess inf y2Y nY n jsrv n .y/j:
where W 1; 1OE ! 0; 1OE, with .R n / ! 1, is given by (A 1 ). As L L for all 2 0; 1OE, taking (6.3) into account, it follows that ru n .y/ 2 L for all n 1 and a.a. y 2 Y: (6.10)
From (6.4) and (6.7) we have
On the other hand, given any n 1,
and so
by using (A 2 ) together with (6.3). Moreover
Taking (6.2) and (6.9) into account and noticing that
by (A 1 ), we see that ¹L.sru n /º n is equi-integrable. By using (A 2 ) we conclude that ¹L.O sru n /º n is equi-integrable for all O s 2 0; s: (6.13)
Step 2: cut-off method. For each n 1, we consider n 2 C 1 c .Y I OE0; 1/ a cutoff function between Q n WD " n 1 2 ;
(Note that, by (6.12), " n ! 0.) Define w n 2 l t C W
Taking (6.13) into account with s D p t , we deduce that ¹L.rw n /º n is equi-integrable.
Finally, it is easy to see that there exists a K > 0, which only depends on p, such that
p n : Taking (6.4) into account and recalling that jY n Q n j ! 0 and " n ! 0, we deduce that krw n t ru n k L p .Y IM m N / ! 0, and so ktrv n rw n k L p .Y IM m N / ! 0 by combining with (6.11). It follows that jtrv n rw n j ! 0 in measure, and the proof is complete.
Relaxation of nonconvex integrals with exponential-growth
From now on, we assume that L has exponential-growth, i.e., Proposition 6.4. If F is finite and if F satisfies (a 1 ), (a 2 ) and (a 3 ) there exists a Â 2 0; 1OE such that F .t / Ä t Â F . / for all 2 M and all t 2 OE0; 1,
then L satisfies (A 1 ), (A 2 ) and (A 3 ). In particular, from Theorem 6.1 we deduce that (C p;p ) holds for all p 2 N; 1OE whenever L is continuous.
Proposition 6.4 can be applied for some convex functions F : for example, F . / D j j with 2 OE1; 1OE and D 2 3 . Proposition 6.4 can be also applied for some nonconvex functions F : for example, F can be of the form F . / D f .j j/ with f W OE0; 1OE! OE0; 1OE an increasing concave function and D 1 (see [25, Corollary 1.8] for more details).
Proof of Proposition 6.4. First of all, as L has exponential-growth, given any map W 1; 1OE ! 0; 1OE, by using (a 3 ) we have . By the fact that L has exponential-growth, for every 2 M and every t 2 OE0; 1, by using (a 3 ) we have
which shows that (A 2 ) holds with˛1 D˛max¹1;
Finally, as L has exponential-growth, by using (a 3 ), (a 4 ) and (a 5 ) we see that
Á for all ; ; a 2 M and all t 2 OE0; 1. From (a 2 ) there exists an " > 0 such that
F .a/ < 1;
and consequently, for every 2 M, we have
for all t 2 OE0; 1, all 2 M and all a 2 M with jaj Ä ", which shows that (A 3 ) holds with˛2
; D˛max´1;
The following proposition is another variant of [25, Theorem 1.7] . As L has exponential-growth and F is convex, we see that The following result is, for (i), a consequence of Proposition 6.4, Theorem 6.1 and Theorem 2. holds for all u 2 Aff. I R m /. If moreover F is convex, then (2.1) is satisfied for all u 2 W 1;p . I R m /.
(ii) If F is convex and F .0/ D 0 and if L is ru-usc and continuous on int.F /, then (2.3) holds for all u 2 W 1;p . I R m /.
Proof of Corollary 6.6. (i) From Proposition 6.4 and Theorem 6.1 we deduce that (C p;p ) holds, and the first part of (i) follows by using Theorem 2.1 (a). If F is convex, so is H. / WD e F . / . Then, as 1, L has H -convex-growth, i.e., H. / Ä L. / Ä˛.1 C H. //:
As F is finite and L is continuous, Lemma 3.11 shows that (H p;p ) holds, and the second part of (i) follows by using Theorem 2.1 (b).
(ii) From Proposition 6.4 and Theorem 6.1 we deduce that ( b C p;p ) is satisfied. Since F is convex and 1, L has H -convex-growth. Hence Z p L D L D F , which means that Z p L and L are convex, and so (R 2 ) and (R 3 ) are satisfied. Moreover, as L is continuous on int.F/, Lemma 3.11 shows that ( b H p;p ) holds, and (ii) follows by using Theorem 2.2.
