A key requirement for autonomic (i.e., self-*) management systems is a short adaptation time to changes in the networking conditions. In this paper, we show that the adaptation time of a distributed monitoring protocol can be controlled. We show this for A-GAP, a protocol for continuous monitoring of global metrics with controllable accuracy. We demonstrate through simulations that, for the case of A-GAP, the choice of the topology of the aggregation tree controls the tradeoff between adaptation time and protocol overhead in steadystate. Generally, allowing a larger adaptation time permits reducing the protocol overhead. Our results suggest that the adaptation time primarily depends on the height of the aggregation tree and that the protocol overhead is strongly influenced by the number of internal nodes. We outline how A-GAP can be extended to dynamically self-configure and to continuously adapt its configuration to changing conditions, in order to meet a set of performance objectives, including adaptation time, protocol overhead, and estimation accuracy.
of A-GAP, and we show that the choice of the topology can be used to achieve performance objectives.
While it is well known that the topology of the tree strongly influences the performance of monitoring protocols [5] [6] [7] [8] , there is no literature on how to effectively control the protocol performance through the tree topology.
Third, we outline how the A-GAP protocol can be extended to dynamically self-configure, in order to meet a set of performance objectives, including adaptation time, protocol overhead, and estimation accuracy.
The paper is organized as follows. Section II describes A-GAP. Section III demonstrates, through simulation, the dependencies between the adaptation time, the topology of the tree, and the protocol overhead. Section IV discusses our work towards extending A-GAP so that it can support several performance objectives simultaneously. Section V reviews related work. Section VI concludes the paper.
II. OVERVIEW OF THE A-GAP PROTOCOL
A-GAP [2] is a protocol for continuous monitoring of global metrics, which aims at achieving a given monitoring accuracy with minimal overhead.
A-GAP assumes a distributed management architecture, whereby each network device participates in the computation by running management processes, either internally or on an external, associated device.
A-GAP is decentralized and asynchronous. It executes on an overlay that interconnects management processes associated with the managed devices. On this overlay, the protocol maintains a breadth first search spanning tree and updates the global metrics through incremental aggregation. Based on a stochastic model, it dynamically configures local filters that control whether an update is sent towards the root of the tree. A-GAP has proved effective in controlling the trade-off between accuracy and protocol overhead.
In A-GAP, each node holds information about its children in the tree, in order to compute the partial aggregate, i.e., the aggregate value of the local management variables from all nodes of the subtree where this node is the root.
In A-GAP, the mechanism we use for trading accuracy and overhead is a set of filters, one for each node in the system. When the partial aggregate of a node n changes, n sends an update to its parent if the difference between the value reported in its last update and the current value exceeds the local filter width F n .
Estimating the network variable at the root node with minimal overhead for a given accuracy can be formalized as an optimization problem.
Let n be a node in the network graph, n the rate of updates received by node n from its children, F n the filter width of node n, E root the distribution of the estimation error at the root node, and the accuracy objective. We formulate the problem as:
whereby n and E root depend on the filter widths (F n ) n , which are the decision variables.
We have developed a stochastic model for the monitoring process. The model is based on discrete-time Markov chains and describes individual nodes in their steady-state. The model permits us to compute the distribution E root of the estimation error at the root node and the rate of updates n processed by each node.
An optimal solution to (eq. 1) can be computed using a centralized algorithm. Such an approach, however, is not feasible for large networks, since the computational cost of this algorithm grows exponentially with the number of nodes. A-GAP realizes a distributed heuristic, which attempts to minimize the maximum processing load on all nodes by minimizing the load within each node's neighborhood. A-GAP maps (eq. 1) onto a local problem for each node n as follows:
where {n} n ( n is the set of children of node n). This means that node n attempts to minimize the maximum load in a neighborhood {n} n for a given accuracy objective n of its partial aggregate.
A node attempts to solve (eq. 2) by periodically recomputing the filter widths and accuracy objectives of its children, based on our model.
A-GAP computes the local filter widths and accuracy objectives in a decentralized and asynchronous fashion.
A. Initialization
A-GAP initializes by constructing a spanning tree on the management overlay. On all nodes of the aggregation tree, the accuracy objectives are set to zero and the filters are set to the minimal width, so that changes to the local variable are reported up the aggregation tree to the root node. During a warm-up period, all model variables are initialized on all nodes.
B. Estimating the evolution of the local variables
The evolution of a local variable is modeled as a random walk. A-GAP continuously estimates the step sizes for the random walk model on each node. This estimation is based on the maximum likelihood estimator (MLE). In other words, we compute the frequency of each step size.
C. Re-computing local filters and accuracy objectives
Each node asynchronously and periodically executes a control cycle. It starts with the node polling each child for the model variables. Then, it selects a subset of its children for filter re-computation. It computes the new filters that minimize its processing load, while observing its accuracy objective. The determination of the filters is based on a grid search, in which the search space is limited to [F n -1, F n +1]. Next, the new accuracy objectives are computed. . Finally, the node computes its own model variables.
D. The two planes of A-GAP
A-GAP can be understood as operating in two different planes. On the aggregation plane, updates of the local variables are propagated towards the root and filtering occurs. In this plane, information flows bottom-up, from the leaves towards the root.
In the control plane the filters are computed. In this plane, information flows in both directions, bottom-up and topdown. The model variables (step sizes and errors) flow from the leaves towards the root and are incrementally aggregated. The filters are distributed top-down, from the parents to their respective children.
E. Controlling performance trade-offs
The configuration of A-GAP is characterized by the topology of the aggregation tree and the filter widths in all the nodes. This configuration determines the performance of the protocol and involves some trade-offs (see Fig. 1 ). In our previous work [2] [3], we focused on the trade-off between overhead and accuracy. This trade-off is controlled by the filter widths. In this paper, we have identified a second tradeoff, adaptation time vs. overhead. As we will show, this tradeoff can be controlled with the topology of the aggregation tree.
III. SIMULATION-BASED ANALYSIS
In this section, our goal is to understand how to control the performance of A-GAP through the topology of the aggregation tree and the performance trade-offs involved. We demonstrate the impact of the topology of the aggregation tree in the protocol performance (i.e., in its adaptation time and overhead in steady-state.)
A. Simulation setup and scenario
We have analyzed the performance of A-GAP through extensive simulations using the SIMPSON simulator [1] .
Performance metrics. We consider two performance metrics. First, the adaptation time in terms of the duration of the transient period (i.e., the time it takes the overhead of A-GAP to reach the steady-state, see Fig. 11 for an example) after setting a new accuracy objective.
Second, the protocol overhead in terms of the number of processed updates by the nodes in steady-state. We consider the maximum overhead across all nodes, the overall overhead, and its distribution across nodes.
Local variables. The local management variables in the simulation experiments are updated asynchronously, once every second, following a random walk. These random walks are statistically independent and identically-distributed (iid), both in time and space. There are two main reasons for using a random walk model. First, our results in [2] support the use of this model for real traces of HTTP flows. Second, local variables have been modeled as random walks in similar contexts to ours [9] [10] .
Network sizes. The results presented in this paper are based on simulations for networks ranging from 16 to 200 nodes.
Aggregat ion tree topologies. The number of different aggregation tree topologies that can be created, even for small systems, is very large. In order to make this study tractable, we have limited it to a set of trees that we build as follows. First, with a subset of the nodes in the system, (the dark nodes in Fig. 2 ) we create a balanced tree of height h and constant tree degree d (shown in bold in Fig. 2 ). Second, the rest of nodes in the system are evenly assigned to this subset as leaves (the light nodes in Fig. 2 ). Note that h and d determine the number of internal nodes in the tree (we also refer to them as aggregating nodes). Fig. 2 shows two examples of such trees for a network size of 35 nodes. The top tree is created using values h=2 and d=2. As a consequence, the tree has 7 aggregating nodes and 28 leaf nodes. The bottom tree is created using values h=2 and d=3 (13 aggregating nodes and 22 leaf nodes). We have explored the configuration space along these two dimensions, h and d.
A key concept related to the topology of the aggregation tree is the degree of decentralization, which is the fraction of nodes in the system acting as aggregating nodes (i.e., cooperating in computing the global metric and the local filters). The more aggregating nodes, the higher the degree of decentralization.
Other simulation parameters. All evaluation scenarios share the following settings. Link speeds are 100 Mbps. The communication delay is 4 ms, and the time to process a message at a node is 1 ms.
For all simulations, the total computational resources devoted to the control plane are 200 control cycles per second. This means that for a tree topology with 10 aggregating nodes, each of them executes 20 control cycles per second. While, for a tree topology with 20 aggregating nodes, each of them executes 10 cycles per second. For all experiments, in each control cycle, two filters are recomputed.
The accuracy objective (in this case, expressed in terms of the average error) is set to 5 units.
B. The trade-off between adaptation time and overhead
We have measured the protocol adaptation time in function of the experienced overhead (the maximum overhead across all nodes) for different aggregation tree topologies. Fig. 3 shows the measurement results for a network of 200 nodes. Every point in Fig. 2 corresponds to a simulation run.
As can be seen, the adaptation time decreases monotonically, as the overhead increases. For smaller overheads, the adaptation time decreases faster than for larger overheads.
Consequently, the adaptation time can be reduced by allowing a larger overhead. For example, compared to an overhead of 18,3 updates/sec, allowing an overhead of 20,5 updates/sec reduces the adaptation time by 55%. An overhead of 29,1 updates/sec reduces the adaptation time by 97%.
Next, we study in more detail the impact of the aggregation tree topology on each of the performance metrics individually.
C. Impact of the aggregation tree topology in the protocol adaptation time. For the simulations described above, we have analyzed the adaptation time. That is, the time it takes the overhead of A-GAP to reach the steady-state after setting a new accuracy objective (see Fig. 11 for an example). Fig. 4 shows the results for a network size of 200 nodes. We observe that the adaptation time grows with the height of the tree. First, the growth is slow. Then, it increases sharply. For all evaluated aggregation trees and network sizes, this rise happens for tree heights of 3 or 4 levels.
Note that the adaptation time depends on the computational resources assigned to the control plane, responsible for the computation of the filters. The cost of computing filters is controlled by two A-GAP parameters: the control cycle period , and the number of filters re-computed in each control cycle | |. This cost is inversely proportional to and grows exponentially with | |.
Increasing (or reducing | |) reduces this cost. However, this comes at the cost of reducing the adaptability of the system. Specifically, it would produce longer adaptation times.
D. Impact of the aggregation tree topology in the management overhead incurred in steady-state
We have analyzed the overhead in steady-state for different aggregation trees for networks of different sizes. Fig. 5 shows the measurement results. The y axis represents the maximum number of processed updates across all nodes. The x axis represents the number of aggregating nodes in the tree, i.e., the degree of decentralization. Every point in Fig. 5 corresponds to one simulation run.
We observe that as we increase the degree of decentralization, the overhead decreases. For low decentralization degrees, the overhead decreases faster than for high decentralization degrees.
From these results, we conclude that the overhead can be significantly reduced adopting configurations with a low degree of decentralization. For instance, for a 200-node network, using just 7 aggregating nodes (less than 5% of the nodes in the network) the overhead can be reduced by more than 75% compared to using one aggregating node (i.e., using a centralized approach).
An interesting observation is that these results suggest that the overhead is almost independent from the tree degree for this type of trees. This holds for all our experiments except 15  17  19  21  23  25  27  29  31  33  35 Overhead (updates/sec) Adaptation Time (seconds) Fig. 3 . Adaptation time as a function of the incurred overhead for a network of 200 nodes. Fig. 2 . Two different aggregation trees for a network of 35 nodes. In bold, we depict a balanced tree of aggregating nodes (dark nodes) with constant tree degree. The rest of nodes in the system are evenly assigned to these aggregating nodes as leaves (light nodes).
those where the tree degree is comparable to the network size (for tree degrees of 50 and 100 in the case of a 200-node network. This shows in Fig. 5 , where two points, corresponding to tree degrees 50 and 100, do not fit into the negative exponential trend). This suggests that (in terms of protocol overhead, and for balanced trees of constant degree) it is more important how much to decentralize, rather than how. In other words, it is more important the fraction of nodes in the system acting as aggregating nodes than other characteristics of the aggregation tree.
For this set of simulations, we have also analyzed the average number of processed updates per node (Fig. 6 ). We observe that the average overhead behaves similarly to the maximum overhead. It follows a negative exponential trend (i.e., increasing the degree of decentralization reduces both the maximum load and the average load) and the tree degree does not impact the average overhead either.
We have also computed the distribution of the average load, i.e., the average number of processed updates over the aggregating nodes. Fig. 7 shows the results for a network of 200 nodes and aggregation trees of degree 5 and different heights h. Each curve represents the distribution of the average load for a single run.
The key observation is that the higher the tree height h (and therefore, the degree of decentralization), the larger the variation in management overhead among aggregating nodes. In other words, the higher the degree of decentralization, the worse the system balances the load among the aggregating nodes.
Finally, we have computed the overall management overhead, i.e., the sum of the loads across all aggregating nodes, for these experiments (Fig. 8 ). The first observation is that it increases as we increase the degree of decentralization. A second observation is that this increase follows a logarithmic function. This means that the cost of overdecentralizing is very limited in terms of management overhead.
Note that the amount of computational resources devoted to the control plane (the number of control cycles executed per second) does not impact the overhead in the steady-state. It only affects the duration of the adaptation time
E. Impact of network size
In this section, we analyze the performance of A-GAP as a function of the network size for different aggregation tree topologies. Fig. 9 shows the adaptation time as a function of the tree height for a network of size 100. Fig. 4 shows the results for a network size of 200 nodes. Every measurement point corresponds to a simulation run.
We observe that, qualitatively, the behavior is similar for different network sizes. The adaptation time grows with the height of the tree. First, the growth is slow. Then, it increases sharply.
We also observe the turning point tends to slowly increase Updates /sec tree degree 2 tree degree 5 tree degree 8 tree degree 10 tree degree 50 tree degree 100 trendline Updates /sec tree degree 2 tree degree 5 tree degree 8 tree degree 10 tree degree 50 tree degree 100 trendline with the network size. For a network with 100 nodes, this rise happens for a tree height of 3 levels. For a network double that size, the rise happens for a tree height of 4 levels. Fig. 10 shows the protocol overhead as a function of the decentralization degree for different network sizes and aggregation tree degrees. Every measurement point corresponds to a simulation run.
We observe that for a very small network (16 nodes) the overhead is very similar for all decentralization degrees. This is an expected result: the benefits of decentralization are commonly slim or non-existent in small networks.
We also observe that for networks with 50 nodes or more, the overhead is significantly reduced by decentralizing the monitoring task. For instance, using 10 aggregating nodes, in a network of 50 nodes, the overhead can be reduced by 75% compared to using one aggregating node (i.e., using a centralized approach).
While we expect an overhead reduction by decentralizing the task in large networks, it has surprised us, that this is the case even for networks as small as 50-node ones. This strongly speaks for decentralization in a wide range of scenarios.
IV. SELF-CONFIGURING A-GAP
In this section, our objective is to extend the A-GAP protocol so that it self-configures in such a way that a set of performance objectives are met. Specifically, we want to determine the topology of the aggregation tree and the filters so that the adaptation time is minimized for a given maximum overhead and a given maximum estimation error. The determination of such a configuration can be formalized as follows.
Let n be a node in the network graph, n the rate of updates received by node n from its children, the overhead objective, the adaptation time to changes in the networking conditions, E root the distribution of the estimation error at the root node, and the accuracy objective. We formulate the problem as:
To date, we do not have a closed form formulation for the optimization problem (eq. 3), which would show explicitly how the performance objectives depend on the decision variables, i.e., the topology of the aggregation tree and the filter widths.
Our approach for solving the optimization problem consists in evaluating different candidate solutions. These evaluations are performed by the control plane of A-GAP and are based on our stochastic model.
A. Accuracy of A-GAP performance predictions
As the extension of A-GAP relies on predicting the performance of candidate configurations, we need to assess the accuracy of the predictions made by A-GAP. The predictions are based on our stochastic model for the monitoring process. The model permits to predict, for any given tree, the error distribution, the average overhead on each node in steady-state and the adaptation time.
In our previous works, we have shown that the error distribution predictions by A-GAP are very accurate [2] [3] . Now, we focus on the adaptation time and the overhead.
For all the experiments we have run, we have analyzed both the performance estimation by A-GAP and the actual performance. Regarding the average overhead on a node, the difference between the prediction and the measurement is never above 1.75 updates per second (commonly, it is below 1 update/sec). This makes the predictions for the overheadrelated performance objectives very accurate. tree height seconds tree degree 2 tree degree 3 tree degree 5 Fig. 9 . Adaptation time for A-GAP as a function of the tree height for different aggregation tree degrees for a network of size 100. Fig. 11 shows a representative example of performance prediction by A-GAP. It corresponds to a simulation run for a network of 200 nodes and an aggregation tree with 37 aggregating nodes and tree degree= 5. The figure shows the maximum overhead (1-second averages) across all nodes over time predicted by A-GAP. The figure also shows the measured maximum overhead. We can see that after setting a new accuracy objective (t= 50 seconds) a transient of a few seconds follows. (In other words, it takes A-GAP a few seconds to adapt to the new accuracy objective.) The predictions of the overhead are very accurate during both the transient and the steady-state.
Based on these and other experiments, we conclude that A-GAP predicts the performance of a given aggregation tree with high accuracy.
B. Extending A-GAP to support several objectives simultaneously -adaptation time, overhead, and estimation accuracy
As discussed in section III and also in [2] , the performance of A-GAP depends on its configuration, which is given by the filters and the tree topology. A-GAP configures the filters dynamically with the objective of minimizing the overhead. The topology of the aggregation tree self-configures into a BFS tree. Note though that the topology of the aggregation tree is not constructed with the goal of meeting the performance objectives in Fig. 1 .
Our goal therefore is to extend A-GAP in such a way that it also self-configures the tree topology with the objective of meeting a given set of performance metrics, specifically those captured in (eq.3).
Our approach is to use A-GAP's control plane (see Section II) to evaluate different candidate tree topologies and have the protocol re-configure into the topology that best meets the performance objectives. The basis for evaluating a candidate tree topology is the stochastic model of the A-GAP monitoring process. This model allows the protocol to predict the management overhead and error distribution for any given tree topology.
Realizing this approach primarily means extending the control plane functionality of A-GAP. We have added two new processes to this plane, E1 and E2, which dynamically compute the topology of the aggregation tree. They run in parallel to the original processes of A-GAP, which dynamically configure the filters.
The root node runs process E1. All nodes run process E2. The pseudo-code for these new processes is given below.
E1 (root node)
Input: performance objectives, system size Note that E1 and E2 are high-level descriptions. For instance, the candidate trees are created in a decentralized way, which is not further elaborated here.
Note that the evaluation of candidate trees does not impact the estimation of the global metric, i.e., the output of A-GAP towards the administrator. This is because the estimation is performed in the aggregation plane, while the evaluation of candidate trees is performed exclusively in the control plane.
Finally, note that during the filter computation step (10), each node periodically solves an optimization problem. The time it takes to complete step 10 depends linearly on this period and, consequently, on the computational resources assigned to the control plane, responsible for these computations.
V. RELATED WORK
We have shown that the topology of the aggregation tree controls the trade-off between the adaptation time of the protocol and the protocol overhead in steady-state.
While it is well known that the topology of the aggregation tree strongly influences the performance of monitoring protocols [5] [6][7] [8] , to the best of our knowledge, there is no literature on how to determine the optimal topology for meeting performance objectives in the context of continuous real-time monitoring of global metrics.
The work in [6] focuses on 1-time queries (which ask for a state snapshot) with the best possible accuracy. For such queries, the authors argue that the problem of finding the optimal tree topology (in terms of overall overhead) is identical to the Steiner tree problem on graphs, which is NPcomplete. In contrast to [6] , we consider queries that request a continuous estimation aggregate with controllable accuracy. An additional difference with that work is that the performance metric we consider is the maximum overhead across all nodes. (Our goal is to avoid overloading any node, while the goal in [6] is the maximization of the lifetime of a wireless sensor network, which is associated with the overall overhead in the literature.). Because of these differences we can not apply those solutions in the scenarios we consider.
The work in [5] also focuses on 1-time queries. The authors illustrate the dependency between the overhead of their algorithm and the tree topology with two extreme topologies, a star and a chain. In contrast, we investigate a wider range of topologies, and consider not only the overhead, but also the adaptation time and the trade-off between them.
The work in [7] focuses on wireless environments and discusses the relevance of using a tree composed of branches with low packet losses and delays. In this work, we focus on scenarios with fixed networks and regard the work in [7] as complementary.
In [8] , the authors demonstrate that considering the query semantics when creating the aggregation tree can reduce the size of the monitoring messages for 1-time queries having (sql-like) "group by" clauses. However, it is unclear the benefits of such an approach in the context of continuous queries, which is our focus.
The existence of a trade-off between adaptation time and overhead in steady-state has been reported in [4] . That work shows that as the number of mobile agents deployed is increased, the management overhead (in steady-state) decreases, but the adaptation to changing conditions becomes more costly in terms of management traffic.
VI. CONCLUSION
The contribution of this paper is three-fold. First, using A-GAP as an example, we show that the adaptation time of a distributed monitoring protocol can be controlled. This result adds to our previous work, showing that the performance of a distributed monitoring protocol can be controlled along different performance dimensions, including protocol overhead, protocol accuracy, and adaptation time. This is illustrated in Fig. 1 .
Second, we demonstrate that, for the case of A-GAP, there is a trade-off between the adaptation time of the protocol and the protocol overhead in steady-state. This trade-off is controlled by the topology of the aggregation tree, and we show that the choice of the topology can be used to achieve performance objectives. Generally, allowing a larger protocol overhead permits reducing the adaptation time. Furthermore, a small increase in overhead significantly reduces the adaptation time (for instance, in one of the scenarios, a 10% increase in overhead, reduces the adaptation time by 55%).
The adaptation time primarily depends on the height of the aggregation tree. Our results show that the adaptation time remains short for low tree heights, and then it rises sharply with growing tree height. (In our experiments, this rise happens at the height of 3 or 4 levels.)
Our results suggest that the protocol overhead is strongly influenced by the number of aggregating nodes, while other characteristics of the aggregation tree seem to have a weak impact. In addition, the overall management overhead scales logarithmically with the number of aggregating nodes, which speaks for the scalability of A-GAP.
As the third contribution of this paper, we outline how A-GAP can be extended to dynamically self-configure, in order to meet a set of performance objectives, while continuously adapting to changing conditions. (This means that the protocol can move the system state towards a target operating point in the feasible region in Fig. 1.) . Note that the basis for such autonomic behavior is the stochastic model for A-GAP, since it permits predicting the performance for a given aggregation tree topology and local filters. Based on the model, A-GAP's control plane can evaluate different candidate trees and determine the best topology for achieving the objectives.
As for future work, we want to evaluate various design options for an autonomic A-GAP, test the protocol in a prototype environment and extend our simulation studies to larger network sizes.
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