We show that the structure of multidimensional systems of conservation laws, equipped with a single, convex entropy, and with both rotation and Galilean symmetries, is perhaps surprisingly limited. The following are established. The simplest examples of such systems, with only one vector field, are at most simple extensions of the familiar Euler systems. In such models of magnetohydrodynamic flow, including a solenoidal, Galilean invariant magnetic field, the property of finite signal propagation speeds is often lost. The only such system describing adiabatic multi-fluid flow, with the mass of each species conserved separately, corresponds to independent flow of each species. Whatever interaction between the different species occurs in an energy equation or through some other dependent variable, and not simply through expressions for the pressures in terms of the species' densities. A similar conclusion holds for incompressible flow.
Introduction and summary
Nonlinear, multidimensional systems of conservation laws are routinely adopted as models of fluid flow. Two litmus tests commonly applied to such proposed systems are the existence of a symmetry group containing both rotation and Galilean symmetries [1] , and the existence of a convex entropy density [9] . Indeed, lack of such a symmetry group undermines the interpretation of such a system as a model of nonrelativistic fluid flow. Existence of a convex entropy implies hyperbolicity [6] and provides a crude bound on weak solutions. We acknowledge, nonetheless, that in higher dimensions the corresponding entropy inequality appears unlikely to be sufficient to recover uniqueness in the class of admissible weak solutions [3, 14] .
It is well known that the Euler systems have such a structure. As against this, models of multifluid flow [4, 12] remain problematic in this regard. Here we provide some explanation, emphasizing some simple examples. In particular, we find that within this class of systems, the flux functions are largely determined by specification of the primitive variables, including the entropy density, and their properties under rotation and Galilean transformations.
A brief summary of our conclusions follows. Throughout we assume at least three space dimensions and the primitive variables assembled in minimal, rotation invariant subsets, and use the term vector field to describe such a subset with more than one element.
For such systems with only one vector field, possibly after a change of basis the vector field transforms as a fluid momentum. Such systems correspond to Euler systems, possibly with additional equations of "conservation of mass" form.
We consider systems with two vector fields, a fluid momentum and a "magnetic field" B, assumed solenoidal, Galilean invariant, and contributing 1 2 |B| 2 to the local energy density. We show that for multidimensional systems, if the solenoidal magnetic field condition is explicitly included in the primitive equations, then the property of finite signal propagation speed is lost. This is avoided in various forms of the Lundquist system [2, 5, 8, 10] by making ∂ B/∂t solenoidal, tacitly assuming solenoidal initial data for B.
For such systems corresponding to multi-fluid flow without chemical interaction, conservation of mass of each separate species implies conservation of momentum of each separate species, using a pressure for each species which is independent of the density of the other species. Whatever coupling of the flows is through the energy equation(s) or some other variable, which may nonetheless admit interpretation as a void fraction.
The condition of incompressibility is also shown to be incompatible with coupled multi-fluid flow.
Notation
Our point of departure is the observation that systems of conservation laws with convex entropies admit representation in symmetric or gradient form [7, 11] , and that the symmetric form is useful for describing symmetries [13, 15] .
Thus we consider a system w t + x · q(w) = 0, (2.1)
2)
regarding the primitive variables w as forming an n-row vector for convenience in subsequent notation. In (2.1), q is a smooth map of D w into the space of m × n matrices. Our systems are assumed equipped with a convex entropy W : D w → R and corresponding flux Q : D w → R m , so admissible weak solutions of (2.1) satisfy [9] W (w) t + x · Q (w) 0 (2.4) in the sense of distributions. It is assumed that (W , Q ) is unique (up to additive constants or constant multiples of (w, q), or multiplication by a positive constant).
Such systems admit symmetric or gradient form using "symmetric dependent variables" z z(x, t) ∈ D z ⊂ R n , (2.5) obtained implicitly from n j=1 z j (w j,t + ∇ x · q j ) = W t + ∇ x · Q , (2.6) which must hold for all sufficiently smooth w, whether or not (2.1) is satisfied.
We assume throughout that the components of z, determined from (2.6), are independent, so {z} are local coordinates for phase space.
Then there exist potential functions φ :
(2.8)
For any j = 1, . . . ,n such that w j in (2.1) is not identically constant, the corresponding z j is given by z j = W w j (w). (2.9) However in the following, to allow for incompressible flow or solenoidal magnetic fields, we allow for constant w j , independent of x, t. The corresponding z j are not in general constants, and are not determined as functions of w by (2.9).
The potential functions φ, ψ are Lagrange duals of W , Q , satisfying (2.10) ψ(z) = q(w) · z − Q (w). (2.11) Anticipating that the entropy density W need not be invariant under Galilean transformations, we express the symmetries in terms of trivially extended dependent variables. We denote bȳ w def = w W(w) , (2.12) a row vector of dimension n + 1;q 
(2.22)
Symmetries
The symmetries of interest here form one-parameter Lie groups with infinitesimal generators determined from two constant, dimensionless square matrices, X of dimension m + 1 and A of dimension n + 1.
We require that A n+1, j = 0, j = 1, . . . ,n, (3.1) and that for anyz ∈ Dz θz(z)Az = Xθ(z).
It is in the condition (3.2) where the assumption of a single entropy is needed. Generalization to systems with multiple entropies is complicated, and will be treated in a forthcoming paper.
In the following, we depart from conventional practice and express symmetry transformations as finite transformations as opposed to familiar infinitesimal notation. This facilitates presentation of the differences between rotations and Galilean transformations, essential in the present discussion, particularly in Lemma 3.2 below.
From (3.2), it follows that for any λ ∈ R (not necessarily dimensionless) and anyz ∈ Dz, θ e λAz = e λX θ(z).
z(λ) = e λAz , (3.5) from (3.3), (3.4), (3.5) 
with Λ a dimensionless nonsingular matrix of dimension n + 1 and satisfying 
12)
The simplest examples of such symmetries correspond to scaling, with λ dimensionless and X , A diagonal. A trivial example is with X , A identity matrices, obtaininḡ (3.17) and solutions of (2.1), (2.4) obviously survive.
The inclusion of such symmetries, however, aids in describing the region Dz. In particular, from (2.9), the arbitrary linear multiple of w in W implies arbitrary additive constants in z. This is largely removed by the following. Proof. As the range ofz j has to be connected, using (3.15) it follows that if the range ofz j is not all of R, it is either (−∞, 0) or (0, ∞). Replacingz j by −z j if necessary (w j by −w j ) it is no loss of generality to assume the former. The entire symmetry group survives by application of (3.12), (3.13). 2
Rotation symmetries also correspond to λ dimensionless, interpreted as the angle of rotation. The plane of rotation is determined from two orthonormal vectors μ, ν ∈ R m , setting (3.18) with the corresponding matrix X R given by
We denote by {R} the set of all matrices R which are so obtained. For any R ∈ {R} we denote by A R the corresponding matrix A satisfying (3.1), (3.3) with X obtained from (3.19) . Withz assembled in minimal rotation invariant subsets, the matrices A R are necessarily block diagonal, with block structure independent of R ∈ {R}.
Galilean symmetries correspond to 
Our first example is the adiabatic Euler system, for which
For the Euler system including the equation of conservation of energy, we have closely related expressions,
and the nonzero blocks of A R , A s are the same as in the adiabatic case.
Our next example is a simple magnetohydrodynamics model, with primitive variables corresponding to an adiabatic fluid and a magnetic field B, also of dimension m, which we specify as transforming like a vector under rotation, Galilean invariant, solenoidal, and contributing 
4).)
For such a system, one component of w vanishes identically, corresponding to the anticipated equation
within the given system, included among the equations obtained from (2.7), (2.8).
The corresponding component of z, denoted by ζ , is not determined by w and must be determined using (4.9).
We nonetheless obtain the remaining components of z from (2.9) and φ from (2.10),
Our final example is of two-fluid flow, with a common fluid temperature. This corresponds to primitive variables including the mass and momentum densities of each fluid, and the sum of the energy densities. For each fluid species an equation of state is given, corresponding to expressions
The structures ofz, A R , A s
The obvious similarities in the above examples are not accidental; here we show how they arise.
The entropy density W convex in w implies φ convex in z. As an additive affine function of z is unimportant in φ, ψ it is no loss of generality to assume φ nonnegative, 
is homogeneous of degree zero inz, and transforms like a velocity vector for allz ∈ Dz, satisfying v e We denote by
For anyz ∈ Dz we denote by Z 1 the subset ofz with d 1 elements, those componentsz j with j ∈ J . The set {Z 1 |z ∈ Dz} is isomorphic to a subspace of Dz of dimension d 1 .
Similarly, we denote by Z 0 the subset ofz with d 0 elements, those componentsz l with l ∈ L. The set {Z 0 |z ∈ Dz} is isomorphic to a solid cone of dimension d 0 within Dz.
Then from (5.5), (5.6), (5.7), we have a relation of the form A R , A i : 
(5.14)
Applying (3.29) to the block of A R A i , A i A R and A j corresponding to a i , using (5.14), we have for 
For any ν ∈ R m orthonormal to μ, we obtain R from (3.18) and set = 1 in (5.15), obtaining
(5.19)
Multiplying (5.19) by μ i and summing over i, using (5.18), ν orthogonal to μ and μ of unit length,
we have for any j = 1, . . . , 
(5.25) 
Thus making a basis change for {Z 0 } as necessary, we assume hereafter that 
The flux functions
Here we assumew,φ,z given or obtained satisfying (2.7), (2.9), (2.10), (2.12), (2.16), (2.14), the symmetry transformation matrices A R , A s , given satisfying the consistency conditions (3.27), (3.28), and p, u determined from (5.31), (5.32). Our objective is to determine whether such a system is possible, and if so to characterize the corresponding flux functionsq. From (2.20), (2.21), the system (2.1) is rewritten as It is at this stage that whatever additional system specific information is applied; we discuss some examples below.
The Euler systems
The simplest such examples occur when Z 1 is the unique vector field withinz, equivalently p the unique vector field within w. Then from (5.3), (5.4), (5.33), (5.34), using (5.32), the identification
is unambiguous.
Thus from (5.2), (6.4)ψ 
(6.8)
In (6.8), Z 2 is a scalar component ofz, andφ Z 2 is a scalar component of w. Using (3.26) and the assumption of only one vector field, necessarilyφ Z 2 is Galilean invariant, and in addition, using (5.32)
with each ω i a constant row m-vector. Now (6.7), (6.8), (6.9) These are the familiar Euler systems, possibly with additional equations of the form (6.13) corresponding to η. We summarize these results as follows.
Theorem 6.2. A system (2.1) with m 3, equipped with a convex entropy and a symmetry group containing rotation and Galilean symmetries, and containing only one vector field within w (orz), is necessarily an
Euler system; possibly adiabatic, possibly incompressible, and possibly with supplemental equations of the form (6.13).
A magnetohydrodynamics model
Our next example is the "adiabatic MHD" model of Section 4, with the primitive variablesw, the symmetric variablesz, and the symmetry transformation matrices A R , A a , shown in (4.11), (4.10). The thermodynamic variables ρ, E, H , P satisfy (4.1), (4.2) . In this example a solenoidal magnetic field is stipulated (4.9). 
with some smooth, otherwise arbitrary function
(6.23)
Remarks. An equation for ζ is obtained taking the divergence of (6.20) and using (6.21), obtaining
(6.24)
As (6.24) is elliptic, the property of finite signal propagation speeds is lost in the system (6.18), (6.19), (6.20), (6.21 ). This result survives removal of the adiabatic approximation, which is made here purely for simplicity of notation.
However, the property of finite signal propagation speed is recovered in the case m = 1, where (6.24) is integrable and ζ is obtained explicitly.
Proof of Theorem 6.3. By inspection of (4.11), we identify Again by inspection of (4.11), the rotation and Galilean transformation properties of the magnetic field are We achieve the solenoidal condition (4.9) by taking σ (z) = ζ + χ(z) (6.32) for some scalar function χ , rotation and Galilean invariant, and independent of ζ . Using (6.28), (6.29), (6.30), necessarily χ is of the form (6.23).
Combining (5.2), (5.32), (6.31), (6.32), we have for this system (6.20) . Choosingz = ξζ , we obtain (6.21), equivalent to (4.9). And choosingz = Z 0 , we obtain (6.22), identified as the entropy inequality using (6.26). 2
Multi-fluid flow
Below we employ the following definitions.
Definition. A given system (2.1) is reducible if it contains a closed proper subset of equations. A system for which no such subset exists is irreducible.
Definition. For any K 2, a K -fluid model is an irreducible system (2.1) (equipped with a convex entropy, rotation and Galilean symmetries) withz containing exactly K independent vector fields, Z 
Remark. Making a basis change forz as necessary, it is no loss of generality to assume any such ξ η rotation and Galilean invariant. (z), (6.37) 
(z) (6.38) with eachφ of the form (6.34).
2), using (5.44), (5.38), (6.34), (5.32), the decomposition (6.37), (6.38) implies equations of "conservation of mass" within the system (2.1) of the form
Often if not always, however, one stipulates equations of conservation of mass of simpler form
However, such a requirement strongly affects the form of the system (2.1).
Theorem 6.5. For a K -fluid model with m
3, assume that for some specific value of k the system (2.1) contains an equation of conservation of mass of the form (6.41).
Then the system (2.1) also contains m equations of "conservation of momentum", of the form
with a "pressure" function given by
Furthermore, for all = k,φ is independent of τ k .
Proof. For each β = 1, . . . ,m, successively using (5.36), (5.31), (6.37), (6.34), (5.38) we obtain 
Then using (6.38), (5.38) in (6.46) we obtain 
(6.48)
Then from (6.37), (5.38), (6.48), (5.32)φ 
Taking the divergence of (6.56) and using (6.55), we obtain an elliptic equation for P k , irrespective of the dependence ofφ k onz,
(6.57) Thus (6.55), (6.56) is a closed proper subset of the system (2.1). 2
We conclude with a characterization of the simplest models of two-fluid flow. Such systems necessarily include two equations of the form (6.41) and 2m equations of the form (6.42), (6.43) . From (6.34), (6.37), (6.43) and Theorem 6.5, the equations of state are expressions of the formφ
(6.59)
Thus it remains only to characterize Eq. (6.2) with j = n = 2m + 3 and the entropy inequality (6.3).
Theorem 6.9. There are only three forms of systems (2.1) of class S, with the equations of state remaining to be specified.
Proof. As components ofz, independent of Z 
(6.72) From (6.43), (6.37), (6.38)φ
Coupling of the two fluids is through the temperatures in each case, using (6.69) and (6.64) or (6.65). For the case (6.64), from (6.69) we have 
(6.77) This is recognized as the "common temperature" system (4.12), (4.13). Using (6.76), (6.73), (6.74), we compute the remaining equation in the system (6.2), obtaining (as expected)
(6.78)
From (6.3), (6.73), (6.74), we obtain the corresponding entropy inequality, also of expected form 
83) (6.84) are understood as equations of state of the form
(6.85)
As 1/T is among the components of z for the Euler system, we include α as a component of z, 
and the entropy inequality from (6.3) of the form
We point out that if the given equations of state (6.85) are such that
and
For either system, convexity of the corresponding entropy density is obtained from a simple assumption on the equations of state. This is the essential use of the identification as Euler systems. Remark. Throughout this theorem, "convex" may be replaced by "strictly convex" or "uniformly convex". Then from (6.37) and (6.37) and (6.76) or (6.86), it follows thatφ is convex in (Z ,z 2m+3 ). From (2.14), (2.16) , this is the same as φ convex in z. And φ convex in z is equivalent to W convex in w using (2.7), (2.9), (2.10). 2
The system obtained in the case (6.67), (6.68) also admits interpretation as two Euler systems with a common fluid temperature. Here we retain the identification (6.70) and from (6.68) we denote The form of the two equations of state follows from (6.59), (6.68), (6.70), (6.91) The system (2.1) so obtained includes (6.41), (6.42), k = 1, 2; (6.97). The entropy inequality (2.4)
is (6.98) . This is simply the "common temperature" system above, including (6.78), (6.79), with the energy and entropy exchanged. Such might be anticipated. It is known [16] that convexity of the entropy density survives exchange of the entropy inequality, as determined by (W Q ), with one of the primitive equations, as determined by (w j q · j ) provided that the corresponding symmetric variable z j remains nonvanishing throughout a specific homotopy in phase space. Such is the case here. Given a convex equation of state for each fluid, the entropy density of the "common temperature" system, as shown in (6.79), is convex in the primitive variables w by application of Theorem 6.7. Thus the entropy density shown in (6.98) is also convex in the corresponding primitive variables. Thus the system (6.41), (6.42), k = 1, 2, (6.97) is a member of class S. As a member of this class, this system must appear among the cases given in Theorem 6.6, and so must correspond to (6.67), (6.68). We observe finally that dropping the assumption of fluid interchangeability in the definition of class S above seems of little consequence. In the absence of this assumption, the additional possibilities for the relation between Z leading to the "common temperature" system containing (6.78), (6.79), but with the fluid temperatures related by (6.101). Such a relation among the temperatures is equivalent, however, to a change in the equation of state of one of the fluids. In particular convexity of the entropy density is unaffected.
For the case (6.100), we obtain T 1 from (6.69), (6.100), and T 2 from (6.91), (6.68), (6.100), obtaining T 2 = −z 2m+3 /ξ. (6.102) Proceeding similarly, we obtain a system (2.1) conserving the sum of the energy of fluid 1 and the (thermodynamic) entropy of fluid 2. Again convexity of the system entropy density is unaffected. Further details are omitted.
