We construct prediction intervals for the linear regression model with IID errors with a known distribution, not necessarily Gaussian. The coverage probability of our prediction intervals is equal to the nominal confidence level not only unconditionally but also conditionally given a natural σ-algebra of invariant events. This implies, in particular, the perfect calibration of our prediction intervals in the online mode of prediction.
Introduction
We are interested in procedures for finding a prediction interval [L, U ] for the label y of a new (test) instance x given a training set of labelled instances (examples) of a fixed size N . The classical notion of prediction intervals only requires that the unconditional coverage probability P(y ∈ [L, U ]) should be equal to the chosen confidence level 1 − , ∈ (0, 1), when both the training set and test example are generated from a given statistical model. This requirement of "unconditional validity" for classical prediction intervals, which they share with confidence intervals originated by Neyman, has often been criticised, starting from Fisher's work ( [4] being particularly important).
The other extreme is provided by the case where the labels are generated by a known probability measure (such situations often arise in Bayesian statistics: see, e.g., [9] , Section 5.2.4). We can then choose prediction intervals (say, the narrowest or symmetric ones) whose conditional coverage probability is 1 − , P(y ∈ [L, U ] | F N ) = 1 − , where " | F N " stands for conditioning on the training set (precise definitions will be given later) and the conditional distribution is assumed continuous. Unfortunately, such guarantees are impossible for the statistical models that we are interested in in this paper (see Appendix A).
In Section 3 we use the pivotal method to define prediction intervals that satisfy P(y ∈ [L, U ] | K N ) = 1 − , where " | K N " stands, intuitively, for "conditioning on the relevant aspects of the data set". Our approach is similar to that of [7] , but the pivotal method itself goes back to [4] . When applied in the on-line mode our prediction intervals lead to the frequency of error close, with high probability, to the chosen significance level (Section 5). Our empirical studies (Section 4) show that this is approximately true in the batch mode of prediction as well.
The Gosset measure
Let x 1 , x 2 , . . . be a fixed arbitrary sequence of vectors in R K , for some K ∈ N; they will play the role of instances. Our statistical model (P β,σ ), parameterized by (β, σ) ∈ R K × (0, ∞), is that the sequence of labels y 1 , y 2 , . . . is generated by
where ξ 1 , ξ 2 , . . . is a sequence of IID noise variables with a known distribution P . Each P β,σ is a probability measure on R ∞ (the distribution of the sequence of labels, with the instances fixed). We will assume that P is a continuous probability measure on R with density p.
Remark 1.
The model (1) may appear narrower than the IID model, standard in machine learning, but its advantage is that the instances x n can be controlled rather than chosen independently from the same distribution: instead of saying that x n are fixed we could say that they are generated by an arbitrary stochastic process with (1) holding conditionally on the realized values of x n .
Let G be the group of all transformations
where a ∈ R K and b > 0, acting on R ∞ . We consider two fundamental σ-algebras on the set R ∞ of all infinite sequences (y 1 , y 2 , . . .) of real numbers. The σ-algebra F consists of all Borel sets in R ∞ (it will be our default σ-algebra on R ∞ ); by events we mean elements of F . For n = 1, 2, . . ., let Y n : R ∞ → R be the projection onto the nth component:
e., all events that are invariant with respect to the group G. The σ-algebra
Proof. This follows from the fact that all P β,σ are images of each other under the transformations in G.
Fix a positive integer number N , the size of the training set (at the beginning of the next section we will impose a mild restriction on N : it should not be too small). Let (β,σ) be an estimator of the parameter (β, σ) that is equivariant:
where a ∈ R K , b > 0, and y n , z n ∈ R for all n, theñ
When deriving our prediction algorithm in the next section, we will choose a specific equivariant estimator, but all results stated before we do so hold for any equivariant estimator. Set
we will sometimes call ν the normalizing transformation. 
Proof. This follows immediately from Lemmas 1 and 2.
By the Gosset measure G (with respect to the density p, equivariant estimator (β,σ), and sample size N ) we will mean the image P β,σ ν −1 of any measure P β,σ under the normalizing transformation ν. Corollary 1 says that it does not matter which β and σ we take.
The following corollary strengthens Lemma 2.
Corollary 2. K = σ(ν).
Proof. By Lemma 2, K ⊇ σ(ν). On the other hand, since ν(y 1 , y 2 , . . .) always belongs to the same orbit as
Prediction intervals for the linear regression model
In this section a training set (x 1 , y 1 ), . . . , (x N , y N ) of the fixed size N will usually be represented as the N × K matrix X whose rows are the vectors x n , n = 1, . . . , N, and the N × 1 vector y of all y n s. We will always assume that N > K + 1 and that X is a full rank matrix. Our goal is to predict the label of a new instance x N +1 . As in the previous section, the instances x n are regarded as fixed (in the next section they will be generated stochastically, but our conclusions will be still valid, since our analysis can be applied conditionally on knowing the instances: cf. Remark 1 above).
Fix a significance level ∈ (0, 1). An interval predictor is a pair of measurable functions L : R N → R and
Another representation of the interval predictor is as the function Γ(y) := [L(y), U(y)] mapping the labels to the corresponding prediction interval. The interval predictor is unconditionally valid (for a given statistical model) if its coverage probability is 1 − : P(err) = under each probability measure in the given model, where err = err
There exist many interval predictors Γ such that
(assuming that the conditional distribution of Y N +1 given F N with respect to the Gosset measure is continuous; this assumption is satisfied for the noise distributions and equivariant estimator (β,σ) used in our empirical studies in Section 4). Given an interval predictor Γ for the Gosset measure G, we can define an interval predictor Γ for the original linear regression model (P β,σ ) as
where we again use the notationβ y :=β(y 1 , . . . , y N ) and σ y :=σ(y 1 , . . . , y N ). In words, to obtain Γ (y 1 , . . . , y N ) we first normalize (y 1 , . . . , y N ), then apply Γ to obtain a prediction interval, and finally apply the inverse transformation to that prediction interval. Notice that the interval predictor Γ is equivariant in the sense that
Proof. Using Corollary 2 and Equations (3) and (4), we obtain:
Now we can define our interval predictor. Among the interval predictors Γ satisfying (3) we choose the symmetric one, i.e., the interval predictor
(Such an interval predictor is essentially unique.) The predictor Γ defined by (4) will be called the symmetric pivotal interval predictor (abbreviated to SPIP). Proposition 1 says that it is K N -valid (and so, in particular, unconditionally valid). We will also use similar notation for unconditional distributions: f A (a) stands for the density of A at a. We will be interested in regular (in particular, continuous) versions of conditional distributions, and so will omit the qualification "a.s."
MCMC implementation of the SPIP
In this subsection we choose a specific equivariant estimator (β,σ); as we explain in the following subsection, we will obtain the same SPIP for any other equivariant estimator. Asβ we take the least squares estimate (X X) −1 X y of β, and asσ we take y − Xβ / √ N , one of the standard estimates of σ. These are the maximum likelihood estimates when the noise distribution is Gaussian, but we will use them for other noise distributions as well. (The other standard estimate of σ, y − Xβ / √ N − K, is the maximum likelihood estimate of σ based on the residuals y − Xβ. We could also use it asσ: the divisor is irrelevant for our construction.)
The following lemma (generalizing Fisher's [4] Equation (4), corresponding to K = 1 and x 1 = x 2 = · · · = 1) will be the main ingredient of our prediction algorithm. Lemma 3. Suppose β = 0 and σ = 1. The conditional density of (B, Σ) given
Proof. To each y ∈ R N there corresponds a vector of residuals r := y − Xβ, whereβ is chosen to minimize the length of r. The mapping y → r is the projection onto the (N − K)-dimensional subspace S 1 of residuals, defined as the orthogonal complement of the column space of the matrix X. Dividing r byσ is essentially the same as the transformation r → r/|r| for r = 0. It further transforms the residuals r into an element z = (z 1 , . . . , z N ) of a sphere S 2 in S 1 of a fixed radius, and the mapping r → z is the projection of S 1 onto S 2 (each point r of S 1 different from the origin is mapped to the intersection of S 2 and the ray emanating from the origin in the direction of r). The topological dimension of S 2 is N − K − 1, one fewer than that of S 1 .
The underlying measure on the (N −K −1)-dimensional sphere S 2 is the standard surface measure. The underly-ing measure on (β,σ) is the restriction of the (K + 1)-dimensional Lebesgue measure to R K ×(0, ∞). Finally, the underlying measure on (y 1 , . . . , y N ) is the N -dimensional Lebesgue measure.
Since
, Proposition B.45) and the denominator is independent of (β,σ), we only need to prove that the density
where (β,σ, z 1 , . . . , z N ) are connected with (y 1 , . . . , y N ) as described above.
In other words, we are required to check that the Jacobian of the mapping
(This mapping is somewhat unusual in that it is defined on the half-cylinder R K × (0, ∞) × S 2 , but the notion of Jacobian for it is similar to the standard one: it is the factor by which the mapping expands a small volume in its domain.) The mapping from (β,σ, z 1 , . . . , z N ) to (β, r 1 , . . . , r N ) has Jacobian proportional to the surface area of a sphere of radiusσ, i.e., tõ σ N −K−1 . The linear mapping from (β, r) to y = Xβ + r has a constant Jacobian that is different from zero since the mapping is bijective and both (β, r) ∈ R K × S 1 and y ∈ R N range over spaces of dimension N .
Our prediction algorithm, given as Algorithm 1, uses MCMC sampling (see, e.g., [3] ) from the conditional distribution of (β,σ) given ν(y 1 , . . . , y N ). Its inputs are the training set x 1 , y 1 , . . . , x N , y N and a new instance x N +1 . The duration of the burn-in period is B, and B + M is the overall duration of the random walk. Let s β and s σ be small positive constants (the standard deviations of the Gaussian proposal distributions for B and log Σ, respectively) and I be the identity matrix (whose size will be clear from the context). Fix a significance level ∈ (0, 1/2); for simplicity we assume that M /2 is an integer.
The correctness of the algorithm (to any accuracy with probability approaching one as M → ∞) follows from the facts that the stationary distribution of the ergodic Markov chain 
The role of the estimator
As defined above, the SPIP potentially depends not only on the noise distribution P but also on the equivariant estimator (β,σ). The dependence on (β,σ) is worrying because it might lead to an inefficient interval predictor when (β,σ) is not an efficient estimator of (β, σ) under P ; we have such a situation when Algorithm 1 is applied to a nonGaussian noise distribution. In this subsection we will see that in fact the SPIP does not depend on the choice of (β,σ).
Let (β,σ) be any equivariant estimator (not necessarily the one defined in the previous subsection). The im-age ν(R ∞ ) of the normalizing transformation ν coincides with the set of all sequences (y 1 , y 2 , . . .) ∈ R ∞ for which β(y 1 , . . . , y N ) = 0 andσ(y 1 , . . . , y N ) = 1. We will call ν(R ∞ ) the Gosset space for (β,σ), and we will writeν for ν to indicate the dependence on (β,σ). The Gosset space determinesν (indeed,ν maps each element of R ∞ to the unique element of its orbit that belongs to the Gosset space) and therefore determines the Gosset measure P 0,1ν −1 . The Gosset measure is concentrated on the Gosset space, and we will sometimes regard the Gosset space as the measure space equipped with the Gosset measure (more accurately, with the restriction of the Gosset measure to the Gosset space).
It is easy to see that all Gosset measures coincide on K with P β,σ and, therefore, with each other. What is even more important for us, we will see that all Gosset spaces are isomorphic as measure spaces.
Let (β,σ) be another equivariant estimator. The corresponding normalizing transformation will be denotedν. By Lemma 2, each normalizing transformation collapses each orbit into one point, and so bothν andν are projections: νν =ν andνν =ν. Moreover, these projections are such thatνν =ν andνν =ν. We can see that the restrictionν|ν (R ∞ ) ofν to the Gosset spaceν(R ∞ ) is a bijection between the Gosset spacesν(R ∞ ) andν(R ∞ ), with the inverse mappingν|ν (R ∞ ) . The corresponding Gosset measuresG andĜ are related byG =Ĝν −1 andĜ =Gν −1 . In other words, the Gosset spacesν(R ∞ ) andν(R ∞ ) are isomorphic as measure spaces with isomorphism ι :=ν|ν (R ∞ ) .
Let Γ =Γ be a symmetric interval predictor satisfying (3) (but remember that now our notation for G is G). We are only interested in the valuesΓ(y 1 , . . . , y N ) for (y 1 , y 2 , . . .) in the Gosset spaceν(R ∞ ). LetΓ be the interval predictor corresponding toΓ under the isomorphism ι; in other words,Γ is defined by the right-hand side of (4) for (y 1 , y 2 , . . .) in the Gosset spaceν(R ∞ ). Because of the isomorphism,Γ will be a symmetric interval predictor satisfying (3) with G replaced byĜ and err standing for errΓ. It is clear that we will obtain the same prediction interval Γ (y 1 , . . . , y N ) regardless of whether we apply the recipe (4) toΓ and (β,σ) or toΓ and (β,σ). In other words, we will obtain the same SPIP from (β,σ) and (β,σ).
Empirical studies
In our empirical studies we apply Algorithm 1 to the following noise distributions: the Gaussian distribution with density p(y) ∝ e Lange et al. [6] suggest using t-distributions in robust linear regression; they report ([6] , p. 883) that the t-distribution on 4 degrees of freedom worked well in many of their applications. However, our emphasis will be on the more standard Gaussian and Laplace distributions.
First we investigate the behaviour of our prediction intervals on artificially generated data sets. Figure 1 shows four calibration plots, each of which is a graph of the error rate against the significance level for data generated by p 1 and the algorithm using p 2 (where p 1 and p 2 are to be defined later). For each plot we generated 5,500 examples (x n , y n ) from the model (1) with K = 1, β = σ = 2, x n generated independently from the uniform distribution on [0, 1], and ξ n generated independently (among themselves and x 1 , . . . , x 5500 ) from a distribution with density p 1 . The first N = 500 examples were used as the training set and the remaining 5,000 examples as the test set. We ran Algorithm 1 (with N + k in place of N + 1) based on a noise distribution with density p 2 to predict the label y N +k of each test instance x N +k , k = 1, . . . , 5000, for a fine grid of significance levels ∈ (0, 0.2]. Each of the four plots shows the percentage of the test examples (x N +k , y N +k ), k = 1, . . . , 5000, for which y N +k was not covered by the prediction interval produced for x N +k by Algorithm 1 as function of . We call them calibration plots since the function being close to the bisector of the first quadrant means that the prediction intervals are well calibrated: the prediction algorithm's frequency of error is close to the nominal significance level. We concentrate on the most interesting range of small , which includes, in particular, the standard values of 5% and 1%. Since the results of our experiments are random, each calibration plot is shown for five different initial states of the MATLAB random number generator.
The top left plot has both p 1 and p 2 equal to the Gaussian distribution, and the bottom right plot has both p 1 and p 2 equal to the Laplace distribution. These two plots demonstrate empirically the validity of our prediction algorithm: when it is provided with the correct model, its predictions are well calibrated. The top right plot describes an application of a robust prediction algorithm (based on the Laplace distribution) to benign (Gaussian) data. The algorithm is rather conservative: at significance level 5% it typically makes between 1% and 2% of errors, while at 1% the percentage of errors is typically below 0.05%. The bottom left plot describes an application of an optimistic prediction al- gorithm (based on the Gaussian distribution) to somewhat unruly (Laplace) data. For interesting values of the significance level, the predictions are not well calibrated: at significance level 5%, the percentage of wrong predictions is around 6-7%, and at 1% it is around 2-3%.
In Figure 2 we give the median widths of the prediction intervals at significance levels ∈ (0, 0.2], with p 1 being the Gaussian distribution for the two top plots and the Laplace distribution for the two bottom plots, and with p 2 being the Gaussian distribution for the two left-hand plots and the Laplace distribution for the two right-hand plots.
We know that the unconditional, and conditional on K N , coverage probability of our prediction intervals is equal to the confidence level 1 − ; this is illustrated by the top left and bottom right plots of Figure 1 . (It should be remembered that there is always implicit conditioning on the observed instances: cf. Remark 1.) An interesting question is how stable the fully conditional, i.e., conditional on F N , coverage probabilities are. The results for our experimental setup are shown in Figure 3 . We generated five training sets, each of size 500; box plots 1 to 5 describe the results for the first training set, 6 to 10 for the second training set, etc. For each training set we generated five test sets of size 5,000 following the same distribution. For each of the test examples (x, y) we computed the fully conditional coverage probability of the corresponding prediction interval (computed from the instance x and the corresponding training set, with the label y ignored). Box plot 1 gives some statistics for the first test set generated for the first training set, box plot 2 gives statistics for the second test set generated for the first training set, etc. Namely, each box plot gives the median coverage probability, the quartile coverage probabilities, and the maximum and minimum coverage probabilities for the prediction intervals generated for the test instances. We can see that for the same training set the box plots are very similar (because of the large size of the test sets), but the variation of coverage probabilities between the training sets is significant.
In the next section we will see the strength of the guarantee P(err | K N ) = compared with the usual Neyman-type guarantee P(err) = . On the other hand, Figure 3 shows the weakness of the guarantee P(err | K N ) = compared with the ideal (but impossible) guarantee P(err | F N ) = : it is not uncommon for the probability P(err | F N ) to be as high as 5.5% for our prediction intervals when the nominal significance level is 5%.
We have also applied three kinds of prediction intervals to the ChickWeight data set ( [2] , Example 5.3; [5] , Table A.2; part of the standard R distribution, package datasets). The data set gives weight versus age of chicks on different diets. The body weights of the chicks were measured at birth, every second day thereafter until day 20, and on day 21; some measurements (22 in total) are missing. The range of the body weights is 35 to 373 grams. There are four groups of chicks on different protein diets. Our task was to predict a chick's weight given its age. We used the chicks on diets 1 and 2 as the training set (of size 340) and the chicks on diets 3 and 4 as the test set (of size 238). It is clear that all three models that we have discussed are wrong for this data set, for a multitude of reasons, and our question is which is more useful for predicting the weights of the chicks in the test set. Figure 4 shows that the Laplace prediction intervals (i.e., those produced by Algorithm 1 based on the Laplace distribution) are fairly well calibrated over our range of significance levels, and that the t4 prediction intervals (i.e., those produced by Algorithm 1 based on the t distribution on 4 degrees of freedom) are not very different. Figure 5 gives the median widths of the prediction intervals at significance levels ∈ (0, 0.2], as in Figure 2 .
In general, we have found that the best calibration was usually achieved by the Gaussian prediction intervals (with the Laplace and t4 ones somewhat conservative) or by the Laplace and t4 prediction intervals (with the Gaussian ones somewhat miscalibrated). The performance of Laplace and t4 prediction intervals was broadly similar, despite the different nature of the tails of the corresponding noise distributions (decaying exponentially fast in the case of Laplace and polynomially fast in the case of t4).
To be on the safe side, our recommendation would be to use the Laplace or t4 prediction intervals when in doubt. Alternatively, a safe prediction algorithm could output the union of the Gaussian, Laplace, and t4 prediction intervals (as suggested by Morgenthaler [8] , Section 3, in the context of confidence estimation; later in the paper Morgenthaler considers potentially more efficient prediction algorithms sacrificing the conditional validity).
Implications for on-line prediction
In Sections 2-4 we discussed using our prediction algorithm in the batch mode, when test labels are predicted repeatedly using a fixed training set. In the on-line mode, we start from the empty training set and add each new example (x n , y n ), n = 1, 2, . . ., to the training set after predicting its label y n . An important class of prediction intervals are strong prediction intervals, which satisfy P(err N | err 1 , . . . , err N −1 ) = a.s. for each N = 1, 2, . . ., where err n is the event of an error being made at the nth step (in other words, which make errors independently at different steps). The random binary sequence I err 1 , I err 2 , . . . of indicators of errors for strong prediction intervals has the same distribution as for fully conditional prediction intervals (i.e., those satisfying P(err N | F N −1 ) = a.s. for all N ). In this sense strong prediction intervals are perfectly calibrated. The prediction intervals constructed in this paper can be applied in the on-line mode, and they are automatically strong (cf. [11] , Proposition 2): indeed, they are equivariant (in particular, err n are K n -measurable) and P(err N | K N −1 ) = a.s. for each N . Notice that the Neyman-type guarantee P(err N ) = would not have been sufficient for this conclusion. It can be shown ( [12] , Chapter 4) that strong prediction intervals have certain properties of validity in the batch and "semi-on-line" (intermediate between batch and on-line) modes, and we saw in Section 4 that they are empirically approximately valid in the batch mode.
