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Abstract
In this paper, we study the relation between topological orders and their gapped bound-
aries. We propose that the bulk for a given gapped boundary theory is unique. It is actually
a consequence of a microscopic definition of a local topological order, which is a (potentially
anomalous) topological order defined on an open disk. Using this uniqueness, we show that
the notion of “bulk” is equivalent to the notion of center in mathematics. We achieve this
by first introducing the notion of a morphism between two local topological orders of the
same dimension, then proving that the bulk satisfying the same universal property as that
of the center in mathematics. We propose a classification (formulated as a macroscopic def-
inition) of n+1D local topological orders by unitary multi-fusion n-categories, and explain
that the notion of a morphism between two local topological orders is compatible with that
of a unitary monoidal n-functor in a few low dimensional cases. We also explain in some low
dimensional cases that this classification is compatible with the result of “bulk = center”.
In the end, we explain that above boundary-bulk relation is only the first layer of a hierar-
chical structure which can be summarized by the functoriality of the bulk (or center). This
functoriality also provides the physical meanings of some well-known mathematical results
on fusion 1-categories. This work can also be viewed as the first step towards a systematic
study of the category of local topological orders, and the boundary-bulk relation actually
provides a useful tool for this study.
1Emails: kong.fan.liang@gmail.com, wen@dao.mit.edu, hzheng@math.pku.edu.cn
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1 Introduction
In this work, we study the boundary-bulk relation of local topological orders in any dimensions
via higher categories. We avoid a lengthy introduction to topological orders [W89]. Instead, we
direct readers to many online resources for this vast and fast-growing topics (see for example
a long list of physics references in [KW]). A local topological order is a potentially anomalous
topological order on the open n-disk Dn as the space manifold2 (see Def. 2.1 and Remark2.26,
2.27). Since we only study local topological orders in this work, unless specified otherwise, we
abbreviate “a local topological order” to “a topological order” throughout this work without
further announcement.
There are at least two types of problems to study in the field of topological orders. The first
type is to construct and classify all topological orders. The second type is to study relations
among all topological orders, such as phase transitions. To study all these relations among all
topological orders as a whole amounts to study the category TO of (simple) topological orders.
The topological orders of the same space-time dimension n, or nD topological orders, form an
2It can be viewed as a TQFT restricted to an open disk in the sense of Morrison-Walker [MW, Wa].
2
obvious subcategory of TO, denoted by TOn. There are many natural but in-equivalent definitions
of TOn. In this work, three different and in-equivalent definitions TO
closed−wall
n , TO
fun
n and TO
wall
n
appear.
One type of relation that is important in physics is the relation between the boundary physics
and the bulk physics. Mathematically, the boundary-bulk relation for topological orders with
gapped boundaries is a relation between TOn and TOn+1 (in some sense a functor TOn → TOn+1
see Sec. 6). All three definitions of TOn play interesting roles in this relation. This work can also
be viewed as the first step towards a systematic study of the category TOn. The boundary-bulk
relation actually provides a useful tool for this study.
The topological excitations on gapped boundaries were first studied in the 2+1D toric code
model ([Ki1]) by Bravyi and Kitaev in [BK]. It was latter generalized to Levin-Wen models
([LeW]) with gapped boundaries in [KK], where the topological excitations on a boundary of
such a lattice model were shown to form a unitary fusion 1-category C, and those in the bulk
form a unitary braided fusion 1-category which is given by the Drinfeld center Z2(C) of C (see
also [LaW]). But this work does not address the question if the bulk theory for a given boundary
theory is unique. In [FSV1], it was shown model-independently that among all possible bulks
associated to the same boundary theory C, the bulk given by Z2(C) is the universal one (a
terminal object). One way to complete the proof of the uniqueness of the bulk is to view the
gapped boundary as a consequence of anyon condensation [BS] of a given bulk theory D to the
trivial phase. This idea leads to a classification of gapped boundaries for abelian topological
theories [KS1, L, BJQ]. This result, together with results in [FSV1], implies the uniqueness of
the bulk for abelian topological theories. The proof for general 2+1D topological orders appeared
in the mathematical theory of anyon condensation developed in [Ko2], in which it was shown
that such a condensation is determined by a Lagrangian algebra A in D, and C is monoidally
equivalent to the category DA of A-modules in D.
3 Moreover, we have Z2(DA) ≃ D. This
completes the proof of a part of the bulk-boundary relation in 3D, which says that the 3D bulk
theory D of a given 2D boundary C is unique and given by the Drinfeld center of C.
Does this bulk-boundary relation hold in higher dimensions? The gapped boundary of a non-
trivial topological order should be viewed as an anomalous topological order. Following [CGW], a
microscopic definition of anomalous topological order was proposed in [KW] (see a refined version
in Def. 2.1). It follows immediately from this definition that the bulk of a given gapped boundary
must be unique [KW, Sec.VII.C]. But this result is highly non-trivial from a macroscopic point of
view. Macroscopically, up to invertible topological orders [KW], the local order parameters of a
topological state of matter are given by the fusion-braiding (and spins) properties of its topological
excitations in the open disk. A complete set of these local order parameters uniquely determines
the universal class of the topological state up to invertible topological orders. Therefore, all
such sets should give a classification of all topological orders up to invertible topological orders.
Since higher categories can encode the fusion-braiding properties of excitations in an efficient way
[KW], this idea leads us to propose a classification of n+1D topological orders by unitary multi-
fusion n-categories (see Def. 2.4). For convenience, we formulate this classification proposal as
a macroscopic definition of an n+1D topological order (see Def. 2.21). Whether the microscopic
definition is equivalent to the macroscopic one is a highly non-trivial and important open problem.
For this reason, we would like to refer to the uniqueness of the bulk for a given gapped boundary
as the unique-bulk hypothesis, and the unique bulk is denoted by bulk . One of the main goals
of this work is to prove, assuming the unique-bulk hypothesis, that the bulk of a given gapped
boundary is the center of the boundary theory in a mathematical sense. This result does not
depend on how we define a topological order precisely.
3In [Ko2], the bootstrap analysis shows that C must be a sub-fusion-category of DA, and the boundary-bulk
relation was used as a supporting evidence for C = DA. But it is just physically natural that all possible quasi-
particles that can be confined on the boundary, i.e. objects in DA, should all survive on the boundary after the
condensation. In other words, C = DA is a natural physical requirement.
3
The main idea of our proof is to introduce the notion of a morphism between two topo-
logical orders (see Def. 4.3). This notion is defined physically and independent of any micro-
scopic/macroscopic definition of a topological order, but can be viewed as a special physical
realization of a unitary (n+1)-functor (see Def. A.9). All simple n+1D topological orders to-
gether with such morphisms defines the category TOfunn+1. Using such morphisms, we are able to
show in Sec. 5.1 that the bulk satisfies the same universal property as that of the center (of an
algebra) in mathematics. By assuming that the new morphism coincides with usual notions of
morphisms in mathematics, we obtain that the bulk coincides with the usual notion of center (see
Sec. 5.2). Conversely, by assuming bulk = center, we also show that our new notion of a mor-
phism is compatible with usual notions of morphisms in mathematics in a few low dimensional
cases (see Sec. 5.3).
Actually, bulk = center is the main tool that allows us to pin down the categorical for-
mulation of an nD topological order (see Def. 2.21). Moreover, bulk = center is only the first
layer of the hierarchical structure of a rather complete boundary-bulk relation. In Sec. 6, we
propose a stronger version of the unique-bulk hypothesis (see Fig. 9), which allows us to define
the Morita/Witt equivalence of topological orders and closed/anomalous domain walls. It also
provides a natural explanation of the so-called duality-defect correspondence (in 3D) as a part
of the second layer of the complete boundary-bulk relation. We explain that this hierarchical
structure of the boundary-bulk relation is nothing but the functoriality of the bulk (or center).
Remark 1.1. A similar boundary-bulk relation was first discovered in 2D rational conformal
field theories, where it was also called open-closed duality. In particular, the uniqueness of the
bulk was first proved in [FjFRS] (in the FRS framework) and in [KR2] (in a modified Segal’s
framework), duality-defect correspondence in [FrFRS, DKR1] and the functoriality of the bulk
or center in [DKR2, DKR3]. For topological orders, the functoriality of the bulk or center was
proposed earlier in 3D Levin-Wen models [Ko1].
We give some remarks in Sec. 7 on what our results suggest to a possible condensation theory
and a theory of topological orders enriched by invertible 1-codimensional walls in higher dimen-
sions. The main results of this work are physical and not mathematically rigorous. In Sec. 4
and Sec. 5.1, however, we would like to borrow the mathematical terminologies of lemma, propo-
sition and theorem to highlight our physics results, which are often supported and illustrated
by mathematically rigorous results in Examples. In Sec. A.1, we give a mathematical definition
of a unitary n-category; in Sec. A.2, we discuss the universal property of the bulk with higher
morphisms; in Sec.A.3, we introduce the notion of a weak morphism between topological orders.
Remark 1.2. The fusion-braiding properties encoded in an higher category can only describe
topological excitations living in an open disk, thus define only a local topological invariant. To
obtain global topological invariants on closed manifolds, we need glue local topological orders via
factorization homology [L2, AFT2, AFR]. We will do that in [AKZ] (see also Remark 2.26).
Acknowledgement: We thank Yinghua Ai for teaching us some basics of factorization algebras,
Dan Freed for pointing out issues related to framing anomalies, and Jacob Lurie for explaining to
us some properties of the notion of center for Ek-algebras in symmetric monoidal ∞-categories.
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NSFC under Grant No. 11071134, and by the Center of Mathematical Sciences and Applica-
tions at Harvard University. X-G.W is supported by NSF Grant No. DMR-1005541 and NSFC
11274192 and by the BMO Financial Group and the John Templeton Foundation. Research at
Perimeter Institute is supported by the Government of Canada through Industry Canada and
by the Province of Ontario through the Ministry of Research. HZ is supported by NSFC under
Grant No. 11131008.
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Figure 1: Dimensional reduction: A defect of codimension 2 (or higher) in a local bosonic
Hamiltonian lattice model, depicted as the dark dot in the picture, can be viewed as a boundary
of a new lattice model obtained by wrapping the space around the defect such that the whole
system looks like a cigar, which viewed from far away is equivalent to a system with a boundary
of codimension 1.
2 Definitions of topological orders
In this section, we propose a microscopic definition of a topological order and a categorical
classification, which is formulated as a macroscopic definition of a topological order.
2.1 A microscopic definition of a topological order
We only briefly discuss a physical definition of an n+1D topological order on an open n-disk
from a microscopic point of view. The focus of this work is a macroscopic one.
A (potentially anomalous) topologically order can always be realized as a gapped defect in
a higher dimensional bosonic Hamiltonian lattice model defined on an open disk in space with
only short range interactions. Certain gapped properties need to be satisfied when we take
the large-size limit [ZW]. Using the dimensional reduction depicted in Fig. 1, we can see that
any topological order can always be realized as a gapped boundary of a one-dimensional higher
bosonic Hamiltonian lattice model with only short range interactions. A topological order is an
equivalence class of such lattice realizations.
Let L be an open n-disk on the boundary (a sphere) of a closed n+1-disk D
n+1
(see Fig. 2).
In the following, we define the notion of an n+1D (potentially anomalous) topological order on
the space manifold L (or equivalently, on the space-time manifold L×R) as an equivalence class
of Hamiltonian lattice models defined on the space manifold D
n+1
.
Definition 2.1. Consider two bosonic Hamiltonian lattice models H and H ′ with short ranged
interactions defined on a closed n+1-disk D
n+1
with an n-sphere boundary depicted in Fig. 2
such that both models have liquid gapped ground states ([ZW]) and the boundary is gapped. We
say that these two lattice models realize the same n+1D topological order on the open n-disk L
if for any neighborhood U of the boundary L with large enough but finite thickness (see Fig. 2)
such that the restriction of H in U , denoted by H |U , can be deformed smoothly to H
′|U without
closing the gap. In other words, there is a smooth family Ht for t ∈ [0, 1] without closing the gap
such that H0 = H , and Hr and Hs differ only in U for s, t ∈ [0, 1] and H1|U = H
′|U .
We denote n+1D topological orders by An+1,Bn+1,Cn+1,Dn+1, etc.. If the space-time di-
mension is clear from the context, we abbreviate Cn+1 as C.
Definition 2.2. If an n+1D topological order (on an open n-disk L) Cn+1 can be realized by a
bosonic Hamiltonian lattice model defined on Sn (Fig. 2 with an empty bulk), it is called closed
(or anomaly-free). If otherwise, it is called anomalous.
The topological orders defined in [CGW, ZW] are closed in our sense. In physics, topological
orders are often defined on closed manifolds. One can easily generalize Def. 2.1 to topological
orders on closed manifolds. For example, if we replace L by the entire boundary Sn = ∂D
n+1
in
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a
bU
L
Figure 2: Consider a bosonic Hamiltonian lattice model defined on the closed n-disk D
n+1
and
an open (n−1)-disk L in ∂D
n+1
= Sn. The disk L is depicted as an open line segment between a
and b on ∂D
n+1
, where a∪b = ∂L = Sn−1. The lattice model in a neighborhood of L determines
a topological order on the open n-disk L (see Def. 2.1).
Def. 2.1 (see Fig. 2), we obtain a microscopic definition of a topological order on Sn. We don’t
need them in this work. To study the category of topological orders, one also need generalize
Def. 2.1 to a microscopic definition of multiple topological orders connected by gapped domain
walls and walls between walls, etc. This goes beyond the scope of this paper. We hope to come
back to this issue in the future.
Remark 2.3. The notion of a closed local topological order seems relate to a different notion,
which is also called a “local topological order” and was introduced in [MZ]. It is interesting to
know their relation.
2.2 Unitary multi-fusion n-categories
The definitions of a unitary n-category and a unitary n-functor for n ≥ 0 are given in Sec. A.1
(see Def. A.4 and Def. A.9).
Definition 2.4. A unitary fusion n-category for n ≥ 0 is a unitary (n+1)-category with a unique
simple object ∗. We also identify it with the unitary n-category hom(∗, ∗). We define a unitary
multi-fusion n-category to be the n-category hom(x, x) for an (not necessarily simple) object x
in a unitary (n+1)-category.
Note that a unitary multi-fusion n-category C can be viewed either as an (n+1)-category or
an n-category. But we always denote it by Cn+1 because n+1 is the spacetime dimension of
the associated topological order (see Def. 2.21), or simply by C if the subscript is clear from the
context. For a unitary multi-fusion n-category Cn+1, idx (or id∗ in the fusion case) is also called
the tensor unit, denoted by 1C. A unitary multi-fusion n-category Cn+1 is fusion iff 1C is simple.
Remark 2.5. Although a unitary fusion n-category can be viewed as an n-category or as an
(n+1)-category (with a unique simple object), there are subtle differences between these two
views when we discuss the notion of center (see Def. 2.10 and Remark5.9).
Definition 2.6. For n ≥ 0, a unitary multi-fusion n-category is called indecomposable if it is not
a direct sum of two such categories.
Note that a unitary fusion n-category is automatically an indecomposable unitary multi-fusion
n-category.
Example 2.7. We give a few examples of unitary multi-fusion n-categories.
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1. A unitary multi-fusion 0-category C1 is the hom(x, x) for an object x in a unitary 1-
category. It is nothing but a finite dimensional semisimple C∗-algebra, i.e. a finite direct
sum of matrix algebras. It is indecomposable if C1 is a simple algebra, i.e. a matrix algebra.
It is fusion if C1 = C.
2. A unitary multi-fusion 1-category C2 is a unitary abelian semisimple rigid monoidal 1-
category with finitely many simple objects [ENO02]. It is a unitary fusion 1-category if the
tensor unit 1C is simple, i.e. homC(1C, 1C) ≃ C.
3. The trivial unitary (n+1)-category 1n+1 consists of a unique simple object ∗, a unique
simple k-morphism idk∗ for 1 ≤ k ≤ n, where id
k
∗ is defined inductively by id
1
∗ = id∗ and
idk∗ := ididk−1∗ . The category 1n+1 is the simplest unitary fusion n-category.
Definition 2.8. A unitary braided fusion n-category for n ≥ 0 is a unitary (n+2)-category with
a unique simple object ∗ and unique simple 1-morphism id∗. We also identify it with the unitary
n-category hom(id∗, id∗).
Note that a unitary braided fusion n-category C can be viewed either as an (n+2)-category
or an (n+1)-category or an n-category. But we always denoted it as Cn+2 because n+2 is the
spacetime dimension of the associated topological order (see Def. 2.21). In this case, the tensor
unit of Cn+2 is id
2
∗, and is also denoted by 1C.
Example 2.9. We give a few examples of unitary braided fusion n-categories.
1. A unitary braided fusion 0-category C2 can be viewed as a unitary 2-category with a unique
simple object ∗ and a unique simple 1-morphism id∗, or equivalently, the 1-dimensional C
∗-
algebra homC2(id∗, id∗) = C.
2. A unitary braided fusion 1-category is unitary abelian semisimple rigid braided monoidal
1-category with finitely many simple objects (see for example [DGNO]).
3. 1n+2 is the simplest example of a unitary braided fusion n-category.
Definition 2.10. The Zn+1-center of a unitary multi-fusion n-category Cn+1, denoted by Zn+1(Cn+1),
is defined by the category FunC|C(C,C) of unitary C-C-bimodule n-functors, where Cn+1 is viewed
as a monoidal n-category instead of an (n+1)-category.
Conjecture 2.11. For an indecomposable unitary multi-fusion n-category Cn+1 (n ≥ 0), its
Zn+1-center Zn+1(Cn+1) is a unitary braided fusion n-category, and Zn+1(1n+1) ≃ 1n+2.
This conjecture is known to be true for n = 0, 1. When n = 0, the Z1-center is the usual
notion of the center of an algebra over C; when n = 1, the Z2-center is the Drinfeld center.
Definition 2.12. For n ≥ 0, a unitary multi-fusion n-category Cn+1 is called closed if its Zn+1-
center is trivial, i.e. Zn+1(Cn+1) ≃ 1n+2.
Example 2.13. A closed unitary multi-fusion n-category Cn+1 is indecomposable.
1. When n = 0, C1 is closed iff it is indecomposable.
2. When n = 1, C2 is closed iff it is monoidally equivalent to the category Fun(M,M) of
unitary 1-functors for a unitary 1-category M;
Definition 2.14. For n ≥ 0, the centralizer of a unitary braided fusion n-category Cn+2, denoted
by C′n+2, is defined to be the subcategory of Cn+2 containing morphisms that have trivial double
braidings with all morphisms.
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Remark 2.15. We pretend that the meaning of a double braiding is clear in Def. 2.14. Actually,
the centralizer C′n+2 of Cn+2 can be equivalently defined by the universal property (see Exam-
ple 5.7). By Lurie’s results (see Remark5.9), it can also be equivalently defined by the n-category
homZn+2(Cn+2)(1Zn+2(Cn+2), 1Zn+2(Cn+2)), where 1Zn+2(Cn+2) is the identity bimodule functor idC
in FunC|C(C,C). It always contains 1n+2 as a unitary subcategory.
Remark 2.16. A theory of higher algebras was developed by Jacob Lurie [L3]. A unitary multi-
fusion n-category can be viewed as an E1-algebra object (satisfying additional unitary conditions)
in the symmetric monoidal∞-category Cat(∞,n) of (∞, n)-categories with some additional struc-
tures. The Zn-center defined in Def. 2.10 is an E1-center of an E1-algebra, and is automatically
an E2-algebra [L3]. A unitary braided fusion n-category can be viewed as an E2-algebra object in
Cat(∞,n). The centralizer of a unitary braided fusion n-category is an E2-center of an E2-algebra,
and is automatically an E3-algebra.
Definition 2.17. For n ≥ 0, a unitary braided fusion n-category Cn+2 is called non-degenerate
if its centralizer is trivial, i.e. C′n+2 ≃ 1n+2.
Conjecture 2.18. For n ≥ 0, a unitary fusion (n+1)-category Cn+2 is closed if and only if it is
a non-degenerate unitary braided fusion n-category.
The proof of the “only if” part follows from Remark 5.9. The complete mathematical proofs
of Conjecture 2.18 are not known to us except the trivial case n = 0. But we provide a physical
explanation of this conjecture in Remark 3.9.
Definition 2.19. For n ≥ 0, a unitary braided fusion n-category Cn+2 is called exact if there is
an indecomposable multi-fusion n-category Dn+1 such that Cn+2 ≃ Zn+1(Dn+1).
For n = 0, the only unitary braided fusion 0-category C2 is C, and is exact. For n = 1,
the exact unitary braided fusion 1-categories are called “non-chiral” topological orders, and the
quotient {closed}/{exact} is nothing but the Witt group [DMNO].
2.3 A macroscopic definition of a topological order
Macroscopically, up to invertible topological orders [KW], the local order parameters of a topo-
logical state of matter are given by the fusion-braiding (and spins) structures of its topological
excitations. Note that these fusion-braiding properties only make sense locally (on an open disk),
thus give topological invariants on an open disk. For example, the “double braiding” of two par-
ticles on a 2-sphere is physically ambiguous. It was well-known that these local order parameters
(without the spin structures see Remark 2.27) can be encoded efficiently in the data and axioms
of an higher category [B] (see also [KW]). In this subsection, we propose a classification of n+1D
topological orders4 by unitary (multi-)fusion n-categories. For convenience, we formulate this
classification as the macroscopic definition of a topological order.
The mathematical definition of a unitary fusion n-category is based on that of a unitary
(n+1)-category, which is defined in Appendix (see Def. A.4). Here, we only remind readers of
some basic ingredients (and their physical meanings) of a unitary (n+1)-category without being
very precise. In a unitary (n+1)-category, the physical meaning of a 1-morphism is a disk-like
(see Remark2.20) 1-codimensional excitation (also called a domain wall); an l-morphism, denoted
by g[l] (or g if the superscript [l] is clear from the context), is an l-codimensional excitation; an
(n+1)-morphism is an instanton localized on a point on the time axis. The spaces of instantons
are all finite dimensional. An (n− 1)-morphism h is simple if hom(h, h) ≃ C and an l-morphism
g is simple if idg is simple (defined inductively). For l ≥ 0, each l-morphism is a direct sum
4A topological order here was called a BF-category in [KW]. It determines a topological order up to invertible
topological orders [KW, F], which are topological orders without topological excitations.
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of simple l-morphisms, and there are only finitely many simple l-morphisms. For k < l, an l-
morphism g[l] in hom(h[k], h[k]) is an excitation nested on the k-codimensional excitation h[k]. The
composition of two l-morphisms corresponds to the fusion of two excitations. Each l-morphism
g has a two-side dual g¯, which should be viewed as the anti-excitation of g. For any two non-
isomorphic simple k-morphisms f and g, hom(f, g) = 0. The physical meaning of this condition
was explained in [KW]. The category 1n+1 is the smallest unitary (n+1)-category consisting of
a unique simple object ∗ and a unique simple k-morphism idk∗ for k = 1, 2, . . . , n.
Remark 2.20. Microscopically, a p-space-dimensional excitation can be defined in a lattice
model with additional Hamiltonian term ∆H , which is non-zero only in a neighborhood of a
submanifoldMp [KW]. But in an n+1D topological order, a p-space-dimensional excitation only
makes sense on an open p-disk in general [KW] because a submanifold is not a local concept.
Therefore, by a p-dimensional excitation in a topological order, we always mean a p-disk-like
excitation. If a p-dimensional excitation defined on a closed submanifold Mp happens to be
small, i.e. lying in an open n-disk, we should choose a cellular decomposition of Mp and view it
as a disjoint union of k-disk-like excitations for 0 ≤ k ≤ p. For example, a string-like excitation
on M1 = S1 = {eiθ|θ ∈ [0, 2π)} can be viewed as the disjoint union of two 1-disk-like excitations
on (0, π) and (π, 2π) and two 0-disk-like excitations at θ = 0 and θ = π. An n+1D topological
order should produce topological invariants for disk-stratified open n-disks [AFR].
To determine the categorical description of a potentially-anomalous n+1D topological order
Cn+1, we first determine that of a closed n+2D topological order Bn+2, then that of Cn+1 as
a boundary of Bn+1. If Cn+1 is also realized as a k-codimensional defect of an n + kD closed
topological order An+k for k > 1, it automatically inherits a categorical description from that
of An+k (see Remark 2.24). These two descriptions of Cn can be different. Therefore, we expect
that different categorical descriptions of a topological order according to different codimensions
(see Remark 2.24). The description we give in Def. 2.21 is the 1-codimensional description.
We also distinguish two types of topological orders: simple and composite. Most of the
topological orders studied in physics are simple topological orders. Composite topological orders
are direct sums of simple topological orders. They naturally occur as the result of a dimensional
reduction or a fine tuning of a system near multi-phase transition points in the phase diagram
[KW, ZW]. A direct sum of two simple topological orders An and Bn means that the system has
accidental degenerate ground states, and is in either the An-state or the Bn-state. Additional
perturbations such as applying external fields often push the system to select one ground state
from the two.
In a closed (or anomaly-free) n+2D topological order, excitations should be able to detect
each other via braidings [KW]. Since 1-codimensional excitations can not be braided with any ex-
citations, it implies that the only simple 1-codimensional excitation is the trivial one. Therefore,
a closed n+2D topological order should be a unitary braided fusion n-category (an E2-algebra),
denoted by Cn+2, if we assume an (n+2)-stability condition discussed in the next paragraph.
Moreover, its braidings should be able to detect all excitations. This condition is equivalent to
the condition that Cn+2 has a trivial centralizer. Therefore, we obtain that a simple closed n+2D
topological order should be given by a non-degenerate unitary braided fusion n-category. The
boundary-bulk relation (studied in later sections) suggests that the boundary theory of the bulk
phase Cn+2 should be given by an E1-algebra such that its E1-center (recall Remark2.16) is Cn+2.
Then Conjecture 2.11 suggests that a simple (potentially-anomalous) n+1D topological order, as
a boundary of a simple closed n+2D topological order, can be described by an indecomposable
unitary multi-fusion n-category (an E1-algebra).
An (n+1)D topological state Cn+1 is (n+1)-stable if the vacuum degeneracy on S
n (as the
space manifold) is trivial [KW]. Mathematically, it amounts to the stability condition that the
tensor unit of Cn+1 is simple, or equivalently, Cn+1 is a unitary fusion n-category. If the vacuum
degeneracy on Sn is non-trivial, the topological state is (n+1)-unstable, and it can flow to the
(n+1)-stable ones under the local perturbations of the Hamiltonians. The reason for (n+1)-
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unstable topological states to have natural categorical descriptions is that unitary multi-fusion
n-categories naturally appear as stable higher dimensional phases. They naturally occur in the
processes of dimensional reduction. We give a few examples of 3-unstable topological states in
Example 2.23, 3.6, 3.7.
We propose the following classification of topological orders (up to invertible topological
orders [KW, F]). For convenience, we formulate this classification proposal as the macroscopic
definition of a topological order.
Definition 2.21. For n ≥ 0, a (potentially anomalous) n+1D topological order is defined by a
unitary multi-fusion n-category Cn+1.
1. The trivial n+1D topological order is given by 1n+1.
2. It is simple if Cn+1 is indecomposable; it is composite if otherwise.
3. It is (n+1)-stable if Cn+1 is a unitary fusion n-category; it is (n+1)-unstable if otherwise.
4. It is closed (or anomaly-free) if Cn+1 is a closed, i.e. Zn+1(Cn+1) = 1n+2; it is anomalous
if otherwise.
5. For n ≥ 1, it is (n+1)-stable and closed if and only if Cn+1 is a non-degenerate unitary
braided fusion (n−1)-category.
Remark 2.22. It is not known if the microscopic and macroscopic definitions of a topological
order are equivalent (up to invertible topological orders [KW, F]). To find equivalent microscopic
and macroscopic definitions is a fundamental open problem in the study of this subject. Superfi-
cially speaking, Def. 2.2 is compatible with Def. 2.21 in the sense that the physical notion of the
bulk is equivalent to the mathematical notion of the center as we will show later.
Example 2.23. We give some examples of topological orders in low dimensions.
1. A 0+1D topological order C1 is given by a unitary multi-fusion 0-category, which is noth-
ing but hom(x, x) for an object in a unitary 1-category. Note that hom(x, x) is a finite
dimensional C∗-aglebra, which is a direct sum of matrix algebras. If C1 is simple, it is just
a matrix algebra. It is 1-stable if and only if C1 is fusion, i.e. C1 ≃ C. We also denote the
unique 1-stable 1D topological order by 11, i.e. 11 = C. As a 1-category, 11 = Hilb, where
Hilb is the category of finite dimensional Hilbert spaces.
Note that if C1 is simple, we C1 is a matrix algebra, i.e. C1 = Mk×k(C). This matrix algebra
can be viewed as the local operator algebra of a quantum system Ck defined on a point
(D0 as the space manifold) with Hamiltonian given by the identity matrix. If k > 1, this
system is degenerate. But this degeneracy is not 1-stable. By perturbing the Hamiltonian,
one can easily lift this degeneracy.
2. Although we have not included the categorical definition of a 0D topological order in
Def. 2.21, we can add it by hands. Since a 1-stable closed 1D topological order is just
1-dimensional algebra C (an E1-algebra), a 0D topological order, viewed as a wall between
two 1D topological orders, is just a finite dimensional Hilbert space V together with a
distinguished element v ∈ V , i.e. an E0-algebra (V, v).
3. A simple 2D topological order can be physically realized on an open 1-disk in the boundary
of a local Hamiltonian model on the 2-disk ([BK, KK]). It has particle-like topological
excitations, which can be fused. Therefore, it can be described by a unitary multi-fusion
1-category C2. When the tensor unit 1C is simple, i.e. hom(1C, 1C) = C, C2 is a unitary
fusion 1-category. In this case, the space of ground states of the local Hamiltonian model
on S1 is given by hom(1C, 1C) ([KW, AKZ]), and is not degenerate. So it is 2-stable. All
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unitary fusion 1-categories can be realized as the boundary theories of Levin-Wen models
[KK]. We give some examples of 2-unstable phases, which are stable as higher dimensional
phases, in Example 3.6 and Example 3.7.
The trivial 2D topological order 12, which is also closed. If C2 contains a non-trivial particle-
like excitation, it cannot be detected by other excitations because there is no braiding. It
needs a 2+1D bulk to detect it. Therefore, C2 describes an anomalous topological order.
Therefore, 12 is the only closed 2-stable 2D topological order.
4. A simple 3-stable 3D topological order can be described by a unitary fusion 2-category, or
equivalently, a unitary 3-category C3 with a unique simple object ∗. 1-morphisms are string-
like excitations, 2-morphisms are particle-like excitations and 3-morphisms are instantons.
When C3 is closed, there is no simple 1-morphisms (string-like excitations) other than the
trivial one id∗ because they can not be braided with other excitations
5. As a result, C3 is a
non-degenerate unitary braided fusion 1-category. In this case, the Z3-centers of C3 and the
centralizer C′3 should coincide and are both trivial (recall Conjecture 2.18). If the topological
order C3 is anomalous, we can not reduce C3 to hom(id∗, id∗) even if id∗ is the unique
simple 1-morphism because the notion of Z3-center and that of centralizer are different
(see Remark 5.9). Its Z3-center contains string-like excitations in general. For example,
in the Zn gauge theory in 3+1D (see for example [WW2]), all string-like excitations are
mutually symmetric but have non-trivial braidings with particle-like excitations. When all
string-like excitations are condensed, it creates an anomalous 3D topological order C3 on
the boundary with only particle-like excitations.
Remark 2.24. Note that we find Def. 2.21 by first fixing the categorical description of a simple
closed n+2D topological order Bn+2, which is an E2-algebra, then determining that of an n+1D
topological order (viewed as the 1-codimensional boundary of Bn+2) as an E1-algebra in Def. 2.21.
So this can be called a 1-codimensional definition (or classification). Higher codimensional def-
inition is also possible. An nD topological order, realized by a 2-codimensional excitation in
Bn+2, can be naturally described by the unitary n-category En = homBn+2(id∗, id∗) with a dis-
tinguished object ι. Such a pair (En, ι) is an E0 algebra. One can go one-step further. An n−1D
topological order, realized by a 3-codimensional excitation in Bn+2, can be described by the uni-
tary n-category En together with a distinguished object ι
(0) and a distinguished 1-morphism ι(1)
in homE(ι
(0), ι(0)). Such a triple (En, ι
(0), ι(1)) can be viewed as an E−1-algebra, which is a not-
yet-defined notion. What justifies this terminology is that its bulk (or center) is an E0-algebra.
Continuing along this path of logic, we obtain that an n−kD topological order (for k ≤ n), re-
alized by a (2+k)-codimensional excitation in Bn+2, can be described by the unitary n-category
En together with a choice of object ι
[0] and a choice of 1-morphism ι[1] in hom(ι[0], ι[0]) and a
choice of 2-morphism ι[2] in hom(ι[1], ι[1]), so on and so forth. Then (En, ι
[0], ι[1], ι[2], · · · , ι[k]) can
be viewed as E−k-algebra. We leave a more careful study of these algebras elsewhere.
Example 2.25. We give a couple of example higher codimensional definitions.
1. A 2-stable closed 2D topological order is given by 1-dimensional algebraC (an E2-algebra), a
simple 1D topological order is given by finite dimensional simple algebra A (an E1-algebra).
So a 2-codimensional definition of a 0D simple topological order is a simple A-module V
together with a distinguished element v, i.e. an E0-algebra (V, v).
2. Although it does not make physical sense to talk about −1D topological order, it might
be viewed intuitively as a “wall” between two simple 0D topological orders, which are
5In this case, string-like excitations are still possible as constructed in [KK], but they can all be obtained
from condensations of point-like excitations [Ko2]. Therefore, such string-like excitations must be excluded from
a minimal categorical description of a topological order [KW]. If there is a string-like excitation that is not
condensed, it is not detectable via braiding because it can not be braided with any other excitations. Therefore,
such a topological order must be anomalous.
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given by two finite dimensional A-modules (U, u) and (V, v). Therefore, we can give a 3-
codimensional definition of a −1D topological order as an A-module map f : U → V such
that f(u) = v. The “wall” is invertible if f is an invertible map.
Remark 2.26. Topological orders defined on space manifolds other than open disks do occur
in this work but only briefly discussed (see Example 3.6, 3.7 and Remark4.9). For a systematic
study of topological orders on other manifolds from a macroscopic point of view, we need the
theory of factorization homology on disk-stratified manifolds [L3, AFT1, AFT2, AFR] (see also
Remark 2.27). Given a unitary modular tensor 1-category as a 2 + 1D local topological order,
we will show in [AKZ] that the global topological invariants (or the global order parameters) on
closed 2-dimensional surfaces of all genera (as the space manifolds) obtained from factorization
homology are all given by the category 11 = Hilb. Moreover, if we trap finitely many topological
particles on a given closed surface, factorization homology produces an object in Hilb, i.e. a
finite dimensional Hilbert space, which is nothing but the space of degenerate ground states on
that closed surface. Furthermore, this result remains to be true for the surfaces decorated by
arbitrary gapped 1- and 2-codimensional defects.
Remark 2.27. In general, topological excitations are defined on disk-stratified submanifolds
equipped with certain tangential structures [AFT1, AFR], such as framing. In this work, we
completely ignore these tangential structures. For all algebraic constructions appeared in this
work, such as the construction of center, gapped domain walls and Morita/Witt equivalence,
they do not seem to play any explicit role.
Remark 2.28. Our notion of closed/anomalous topological order is different from but not con-
tradicting to that of a TQFT (defined on closed space manifolds with boundaries (and corners)
and non-trivial spacetime cobordisms). For example, a quantum Hall system or a modular tensor
category gives a closed topological order according to our definition, but the associated 2+1D
TQFT is “anomalous” due to the framing anomaly [RT, Tu]. It has a non-trivial bulk 3+1D
TQFT, which is invertible but with no non-trivial excitations [WWa, FT, F]. This is compatible
with our result that a quantum Hall system on an open 2-disk is closed because its bulk (defined
on a spatial open 3-disk) contains no non-trivial topological excitation.
Remark 2.29 (Minimal Assumption). In physics, a topological excitation is an equivalence class
of excitations. It is invariant under smooth deformation and the action of any local operators
[KW]. So on the categorical side, it is reasonable to identify all morphisms that are isomorphic.
More precisely, given an ordinary unitary n-category, we take one representative from each equiv-
alence class of k-morphisms for 0 ≤ k < n. These representatives form a much smaller unitary
n-category, in which distinct morphisms are not isomorphic. As a result, all k-morphisms form a
set with only countable many elements. We call such a category minimal [L1]. In many parts of
this work, we would like to assume that the unitary n-categories under consideration are minimal
so that it is legitimate to say that two unitary n-categories (or topological orders) are identical,
i.e. Cn = Dn. This assumption is not absolutely necessary for our theory. But it simplifies the
discussion. One of the major simplifications is that two minimal unitary n-categories are equiv-
alent only if they are isomorphic. In this case, one can identify these two n-categories. Since
this assumption is not absolutely necessary, we use it only when it is needed. For example, it
is used significantly in Sec. 5.1. For mathematical results associated to n-categories, we still use
the usual notion of an equivalence ≃ between categories. But for physics minded readers, we do
recommend to take this assumption and regard ≃ as = throughout this work.
3 The category TOclosed−walln of topological orders
In this section, we discuss some structures of the category TOwalln that are used in this work.
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3.1 Time-reverse of a topological order
An nD topological order Cn can be realized by a nD local Hamiltonian lattice model Γ. If we
mirror reflect the system along the time direction (or any odd number of space-time directions),
we obtain a local Hamiltonian lattice model Γop (or Γ). We denote associated topological order
by Copn (or Cn), which is called the time-reverse (or the reverse) of Cn. Mathematically, C
op
n is
the n-category obtained from Cn by flipping all n-morphisms; Cn is obtained from Cn by flipping
all l1-, · · · , lk-morphisms for k being odd.
Example 3.1. We discuss a few low dimensional cases.
1. A 0+1D topological order is given by a semisimple algebra A = homC1(x, x) (with multi-
plication m(a, b) = ab for a, b ∈ A) for an object in a unitary 1-category C1. The physical
meaning of an arrow in C1 is an instanton. Reversing the time amounts to flipping all
the arrows in C1. Therefore, the time-reverse of C1 is the opposite category C
op
1 , which
is the same category C1 but with arrows reversed. So the time reverse of A is just the
opposite algebra Aop with the opposite multiplication mop(a, b) = ba. For example, in
Example 3.7, when we fold two boundaries in Fig. 5 (a), we need flipped the orientation of
the N-boundary. This explains the “op” in the first line of Eq. (3.6).
2. In 2D, the time-reverse of a unitary multi-fusion 1-category C2 is the opposite category C
op
2
equipped with the tensor product ⊗. The coherence isomorphisms, i.e. the associator and
unit isomorphisms, in Cop2 are taken to be the inverse of those in C2.
Actually, the unitary fusion 1-category Cop2 is monodically equivalent to the fusion 1-
category Crev2 (obtained by flipping 1-morphisms), which is the category as C2 but equipped
with the opposite tensor product ⊗rev, i.e. x ⊗rev y := y ⊗ x, and the coherence isomor-
phisms are the inverse of those in C2. This monoidal equivalence C
rev
2 ≃ C
op
2 is given by
taking duals x 7→ x. Note that Crev2 , viewed as a unitary 2-category with a simple object,
is just the space-reverse of C2. So the monoidal equivalence C
rev
2 ≃ C
op
2 simply says that
the time-reverse is equivalent to the space-inverse.
3. In nD for n > 2, the time-reverse of a unitary n-category is again given by the opposite
category Copn , which is the same category as Cn but with reversed n-morphisms and all
coherence isomorphisms are taken to be the inverse of those in Cn. For example, for a
closed C3 topological order, i.e. a unitary braided fusion 1-category, the braiding in C
op
3 is
taken to be the inverse of that in C3.
Remark 3.2. For a unitary n-category and k 6= l, flipping the arrows for all k-morphisms and
all l-morphisms leaves the category unchanged (up to equivalences) due to its fully dualizability.
Therefore, a mirror reflection of a topological order in any odd number directions is equivalent
to the time reverse, i.e. Cn ≃ C
op
n .
3.2 Dimensional reductions and tensor products
For n ≥ 0, a 1-codimensional excitation x in a potentially anomalous n+1D topological order
Cn+1 determines an anomalous nD topological order defined in a neighborhood of x, depicted in
Fig. 3. This neighborhood automatically includes the action of 1-codimensional excitations on x
via fusion. Such obtained anomalous nD topological order can be described by an E0-algebra
(Pn(Cn+1), x), where Pn(Cn+1) is the unitary n-category obtained from the unitary multi-fusion
n-category Cn by forgetting the monoidal structures. If x is the trivial 1-codimensional excitation,
we simply denote the pair by Pn(Cn+1).
For a closed n+2D topological order Bn+2, i.e. a unitary braided fusion n-category with
a unique simple 1-morphism id∗, Pn+1(Bn+2) is just the unitary fusion n-category hom(∗, ∗)
but forgetting its braiding structures. In this case, we can also define Pn(Bn+2) to be the
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xCn+1 Cn+1
Figure 3: A 1-codimensional excitation x in an n+1D simple topological order Cn+1 can be
viewed as an nD topological order, denoted by (Pn(Cn+1), x).
pair (Pn(Bn+2), id
2
∗), where Pn(Bn+2) is the unitary n-category hom(id∗, id∗) but forgetting its
braiding and monoidal structures. Note thatBn+2 is anE2-algebra; Pn+1(Bn+2) is an E1-algebra;
Pn(Bn+2) is an E0-algebra.
Remark 3.3. One can continue this process to define Pk(Bn+2) for k < n as we have done in
Remark 2.24. Namely, Pk(Bn+2) := (hom(id∗, id∗), id
2
∗, · · · , id
n+2−k
∗ ), which can be viewed as an
Ek−n-algebra. We don’t need them in this work.
Example 3.4. A couple of examples from 2+1D.
1. In the toric code model, the bulk excitations are given by the Drinfeld center Z2(RepZ2) of
the unitary fusion 1-category RepZ2 with simple objects 1, e,m, ǫ. The trivial domain wall
gives an anomalous 2D topological order P2(Z2(RepZ2)), which is just the same unitary fu-
sion 1-category as Z(RepZ2) but forgetting the braiding structure. The trivial particle-like
excitation 1 can be viewed as an anomalous 1D topological order by including a neighbor-
hood of 1. Therefore, one should include all the image of the action of Z2(RepZ2) on 1. This
image is nothing but P1(Z2(RepZ2)), which is the same unitary 1-category as Z2(RepZ2)
(together with the tensor unit) but forgetting all braiding and fusion structures. An e-
particle can be viewed as a 1D topological order (Z2(RepZ2), e), where Z2(RepZ2) is viewed
as a unitary 1-category.
2. Consider a Levin-Wen model with two boundaries such that the bulk lattice defined by
a unitary fusion 1-category C2 and the lattice near two boundaries defined by unitary
indecomposable C-modules M and N, respectively [KK] (see Fig. 5). Excitations on the M-
boundary (or the N-boundary) is given by C∨
M
(or C∨
N
), where C∨
M
:= FunC(M,M)
rev is the
unitary fusion 1-category of unitary C-module functors equipped with the opposite tensor
product. A defect of codimension 2 between the M-boundary and the N-boundary is given
by a C-module functor f in FunC(M,N) (see Fig. 5) [KK]. When this defect f is viewed as
an anomalous 1D topological order, we must include a neighborhood of this defect, more
precisely, include all excitations generated by the fusion of the boundaries/bulk excitations
with this defect. This fusion action covers all objects in FunC(M,N) because FunC(M,N)
is an indecomposable C∨
N
-C∨
M
-bimodule [EO]. It is convenient to denote the bimdoule by a
pair (FunC(M,N), f) (see the purple dot in Fig. 5 (a)). When M = N and f = idM, it is
nothing but P1(FunC(M,M)).
One can stack an nD topological order An on the top of the another one Bn. This operation
is denoted by ⊠, also called a tensor product. More general tensor product can be obtained by
gluing An with Bn by an (n+1)D bulk Cn+1, denoted by An ⊠Cn+1 Bn. It is summarized by the
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following graphic equations.
An ⊠Bn := 1n+1An Bn , An ⊠Cn+1 Bn :=
Cn+1An Bn (3.1)
It is clear that ⊠ = ⊠1n+1. Notice that An ⊠Cn+1 Bn can be viewed either as an nD topological
state (very often n-unstable, see Example 3.6 and 3.7) or as an (n+1)D phase with two boundaries.
The former one is a dimensional reduction of the later one.
Remark 3.5. By Def. 2.21, when Cn+1 is simple and closed, i.e. a unitary braided fusion (n−1)-
category with the usual unit, and An and Bn are simple, i.e. a unitary fusion 1-category with
the usual unit, then the tensor product An ⊠Cn+1 Bn is just the usual tensor product of a right
Cn+1-module and a left Cn+1-module in the category of unitary fusion (n − 1)-categories with
unitary monoidal (n− 1)-functor as morphisms. In particular, the right action An⊠Cn+1 → An
and the left action Cn+1 ⊠Bn → Bn are both unitary monoidal.
Example 3.6. We would like to illustrate the construction An ⊠Cn+1 Bn by concrete lattice
models when n = 2. Consider two narrow bands of toric code model depicted in Figure 4.
These two narrow bands can be viewed as two 1+1D topological orders. This is an example of
dimensional reduction.
1. In (a), the e- and m-particle in the bulk or on one of the boundary condense to vacuum on
the other boundary. Therefore, there is no non-trivial particle-like excitations in the band
at all, and the 2D topological order thus obtained is trivial, i.e.
A2 ⊠C3 B2 = Hilb.
This fact is also supported by abstract nonsense. When the toric code model is viewed
as an example of Levin-Wen models, the bulk lattice is determined by the data of the
unitary fusion category RepZ2 (the category of representations of Z2 group). The smooth
boundary is again determined by that of RepZ2 but viewed as a right module over the
fusion category RepZ2 (or a right RepZ2 -module); the rough boundary is determined by the
category Hilb which is a left RepZ2-module [BK][KK]. The topological excitations on the
smooth boundary is given by the unitary fusion category RepZ2 ≃ FunRepZ2 (RepZ2 ,RepZ2),
those on the rough boundary by RepZ2 ≃ FunRepZ2 (Hilb,Hilb). The bulk excitations are
given by the unitary modular tensor category Z(RepZ2) := FunRepZ2 |RepZ2
(RepZ2 ,RepZ2),
which is the Drinfeld center of RepZ2 . The tensor product
6:
A2 ⊠C3 B2 = FunRepZ2 (RepZ2 ,RepZ2)⊠Z(RepZ2)
FunRep
Z2
(Hilb,Hilb)
is defined by Tambara’s tensor product [Ta] between a left Z(RepZ2)-module and a right
Z(RepZ2)-module (see also [ENO09]). Moreover, this tensor product has a natural monoidal
structure (see [KZ, Thm. 5.8]) and we have
A2 ⊠C3 B2 = FunRepZ2 (RepZ2 ,RepZ2)⊠Z(RepZ2)
FunRep
Z2
(Hilb,Hilb)
≃ FunHilb(RepZ2 ⊠RepZ2 Hilb, RepZ2 ⊠RepZ2 Hilb)
≃ FunHilb(Hilb, Hilb) ≃ Hilb, (3.2)
where the first ≃ was proved in [KZ, Thm. 5.8].
6We have secretly used the fact that RepZ2 is a symmetric fusion 1-category such that RepZ2 ≃ Rep
rev
Z2
. See
Eq. (3.5) for a more general and precise expression of this tensor product.
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Figure 4: Above figures illustrate two physical configurations of toric code model bounded by
two gapped boundaries discussed in Example 3.6. In (a), two boundaries are different. In (b),
both boundaries are the smooth boundary.
2. In (b), both boundaries are the smooth boundaries. In this case, m-particle is clearly
condensed in the 2D phase. It seems that there is only e-particles living in the 2D topological
order. However, the string (the purple line in Fig. 4 (b)) that creates a pair of e-particles
at its ends can be detected by a string (the dotted line) that create a pair of condensed
m-particles. It means that the e-string is a 2D “vacuum” that is different from the trivial
string between two null-particles 1. Moreover, the two e-particles (the red dot and the
green dot in Fig. 4 (b)) should be viewed as domain walls between two different vacuums,
should be treated as different types of particles. They form a particle and anti-particle
pair. As a consequence, the 2D phase is described by a unitary multi-fusion 1-category
Hilb ×M2×2 =
(
Hilb Hilb
Hilb Hilb
)
. (3.3)
where two diagonal subcategories are the usual vacuum state (any vertical blue line in Fig. 4
(b) and the 2D vacuum state given by the purple string in Fig. 4 (b), the two diagonal
subcategories are the domain walls between two vacuums.
Above result is also guaranteed by abstract nonsense. Indeed, by [KZ, Thm. 5.8], the 2D
phase obtained via dimensional reduction is given by
A2 ⊠C3 B2 = FunRepZ2 (RepZ2 ,RepZ2)⊠Z(RepZ2)
FunRep
Z2
(RepZ2 ,RepZ2)
≃ FunHilb(RepZ2 ⊠RepZ2 RepZ2 , RepZ2 ⊠RepZ2 RepZ2)
≃ FunHilb(RepZ2 , RepZ2), (3.4)
which is exactly the unitary multi-fusion 1-category given in (3.3).
When the distance between two boundaries is small, the tunneling of an m-particle from
one boundary to the other is a local operator. In this case, the ground state degeneracy
can be easily lifted by introducing this tunneling effect into the Hamiltonian. Therefore,
the phase described by unitary multi-fusion 1-category (3.3) (or (3.4)) is unstable and
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∨
M
:= FunC(M,M)
rev
C
∨
N
:= FunC(N,N)
rev
(FunC(M,N), f)Z(C)
(FunC(M,N), f)
E2
(a) (b)
Figure 5: Above figures illustrate the dimensional reduction process in a Levin-Wen model dis-
cussed in Example 3.7. E2 is given by (3.5).
will flow to the only closed and stable 2D phase 12. On the other hand, if we keep the
distance between two boundaries large even in the thermodynamic limit, then the physical
configuration depicted in Fig. 4 (b) with 2-fold ground state degeneracy is stable (under
local perturbations) as a 3D topological order with two boundaries [WW1].
Before we end this example, we would like to comment that the unitary multi-fusion 1-category
defined in (3.3) is also closed because it is realizable by a lattice model in 2D. This is consistent
with the mathematical result that the Drinfeld center of the unitary multi-fusion category defined
in (3.3) is trivial [ENO09]. Since they describe stable 3D topological orders (with possible gapped
boundaries), they also play important role in our study of topological orders.
Example 3.7. We give more examples of An ⊠Cn+1 Bn for n = 1 in Levin-Wen models [KK].
Consider a lattice model depicted in Fig. 5 (a), the bulk lattice defined by a unitary fusion 1-
category C2, the upper/lower boundary lattice is defined by a unitary indecomposable C-module
M/N. The excitations in the bulk are given by the Z2-center (the Drinfeld center) Z2(C2) of
C2, the excitations on the M-boundary by C
∨
M
:= FunC(M,M)
rev, those on N-boundary by
C∨
N
and the defect junction (the purple dot) by a unitary C-module functor f ∈ FunC(M,N).
When the defect junction is viewed as a 1D topological order (by including the action of nearby
excitations on f), it is given by (FunC(M,N), f)
7, which is an E0-algebra (see Remark2.24). By
a dimensional reduction process, i.e. folding the two boundaries along two dotted arrows, we
obtain (b) in Fig. 5, where
E2 = FunC(N,N)
rev
⊠Z(C) FunC(M,M)
rev. (3.5)
On the other hand, when we fold N-boundary upwards and flip its orientation, the left C-module
7The action of nearby excitations of f actually form a subcategory FunC(N,N)fFunC(M,M) of FunC(M,N).
This subcategory is equivalent to the data (FunC(M,N), f).
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N becomes the right C-module Nop. According to [KK], we should also have
E2 = FunHilb(N
op
⊠C M,N
op
⊠C M)
rev
≃ FunHilb(FunC(N,M),FunC(N,M))
op
≃ FunHilb(FunC(N,M)
op,FunC(N,M)
op),
≃ FunHilb(FunC(M,N),FunC(M,N)) (3.6)
where we have used the identity Nop⊠CM ≃ FunC(N,M) [ENO09]. Indeed, the compatibility of
(3.5) and (3.6) was proved in [KZ, Thm. 5.8]. Note that E2 is a unitary multi-fusion 1-category.
As a 2D topological order, it should be closed because it is the bulk of the 1D topological order
(FunC(M,N), f). This is consistent with the mathematical fact that the Z2-center of E2 is trivial
[ENO09]. Moreover, as we will show in Sec. 5.2, E2 is also the Z1-center of (FunC(M,N), f). Note
also that the dimension of ground state degeneracy on S1 is the dimension of homE(1E, 1E), which
is the number of simple objects in FunC(M,N). In particular, when N = M = C, E = Fun(C,C),
and if C = RepZ2 , E2 is nothing but the topological phase constructed in Fig. 4 (b) (recall Eq.
(3.4)). It describes a 2-unstable 2D phase and can flow to the only 2-stable closed 2D phase 12.
This is consistent with recent works [WW1, HY, LWW]. One can cook up more general examples
from Levin-Wen models enriched by defects as depicted in Fig. 11 (see Example 6.4).
It is also clear that the following identities (recall the Minimal Assumption Remark2.29):
1n ⊠An = An = An ⊠ 1n,
(An ⊠Bn+1 Cn)⊠Dn+1 En = An ⊠Bn+1 (Cn ⊠Dn+1 En) (3.7)
hold. We simply denote the two sides of the equation (3.7) by A ⊠B C ⊠D E in the rest of this
paper. Moreover, if Bn+1 and Dn+1 are closed, we have the following identity:
Pn(Bn+1)⊠Bn+1 Cn = Cn = Cn ⊠Dn+1 Pn(Dn+1). (3.8)
Remark 3.8. When n = 1, A1,C1,E1 are unitary 1-categories. In this case, the associativity
(3.7) is just the associativity of Tambara’s tensor product [Ta, ENO09]. When n = 2, A2,C2,E2
are unitary multi-fusion 1-categories and B3 a unitary braided fusion 1-category, the tensor
products give again unitary multi-fusion 1-categories (see [KZ]). In this case, the associativity is
guaranteed. Higher n cases are not completely known (see [L3]).
Remark 3.9. There is another kind of interesting dimensional reductions. Given a unitary n-
category Cn, i.e. an nD topological order, we obtain the so-called the homotopy k-category hkC
(for 0 ≤ k < n), which is defined as the k-category obtained from Cn by throwing away all k + 1
and higher morphisms in Cn and replacing old k-morphisms by their equivalence classes ([L3]).
The physical meaning of hkC (together with a distinguished object) is a kD topological order,
which is obtained in the eye of an observer living a kD plane of original nD topological order such
that the plane intersects transversally with all l-codimensional excitations in Cn for 0 ≤ l ≤ k
but not contains any higher codimensional excitations. This kind of dimensional reductions can
be very useful. For example, it suggests that a simple Cn is anomalous if hkC is anomalous for
some 1 < k < n. For example, if h2C is anomalous, then Cn contains at least one non-trivial
domain walls, which is not detectable by mutual braidings. Hence, Cn is anomalous too. This is
the physical intuition behind Conjecture 2.18.
3.3 Closed domain walls and the category TOclosed−walln
By a closed or anomaly-free gapped domain wall Mn−1 between Cn and Dn, or a Cn-Dn-wall,
we mean an (n−1)D topological order connecting the Cn-phase and the Dn-phase and sharing
the same bulk as depicted in Fig. 6. We postpone the precise definition of the anomalous gapped
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Cn DnMn−1
An+1
Figure 6: A closed gapped domain wall (or simply a domain wall) Mn−1 between the Cn-phase
and the Dn-phase sharing the same bulk An+1.
domain wall to Sec. 6. All domain walls occur before Sec.6 are closed. Therefore, we abbreviate
a closed domain wall to a domain wall until Sec. 6 unless we want to emphasize.
If Cn andDn are simple, the domain wall can be simple or composite. If Cn orDn is composite,
the wall must be composite. We denote the n−1D topological order determined by the trivial
wall id∗ in a simple nD topological order Cn by idCn , i.e. idCn = Pn−1(Cn).
Definition 3.10. The category TOclosed−walln is defined as the n-category with objects given by
simple nD topological orders, 1-morphisms by all 1-codimensional (disk-like) gapped closed walls
between topological orders, . . . , l-morphisms by l-codimensional (disk-like) gapped closed walls
between (l−1)-codimensional closed walls, . . . , n-morphisms are instantons. The composition of
l-morphisms are given by the tensor products given in Eq. (3.1)
Remark 3.11. Note that the category TOclosed−walln contains only simple topological orders,
gapped closed walls and closed walls between walls. We exclude all composite topological orders
because they break the functoriality of Zn (see [KZ, Remark 5.21] for n = 2 cases). The category
TO
closed−wall
n is not a unitary n-category because it does not satisfy Axiom 5 in Def. A.4.
The time-reverse of a Cn-Dn-wall, denoted by M
op (or M see Remark3.2), is automatically a
Dn-Cn-wall. It gives the category TO
closed−wall
n a duality structure. The tensor product ⊠ (recall
the first equation in Eq. (3.1)) provides TOclosed−walln the structure of a symmetric monoidal
n-category.
An invertible gapped domain wall between two simple topological orders Cn and Dn is just
an invertible morphism in TOclosed−walln , and can be defined inductively.
Definition 3.12. A gapped domain wall Mn−1 between Cn and Dn is called invertible if there
is an (n− 2)D invertible domain wall between M⊠Dn M
op and idCn , denoted by M⊠Dn M
op ≃
idCn , and another (n − 2)D invertible domain wall between M
op ⊠Cn M and idCn , denoted by
Mop ⊠Cn M ≃ idCn (see Def. 4.1).
Remark 3.13. Note that the Minimal Assumption Remark 2.29 does not trivialize the higher
dimensional domain walls. Their physical meaning is still preserved.
An invertible domain wall between two phases Cn and Dn is also transparent. It means
that excitations in Cn-phase can tunnel through the wall and become excitations in Dn-phase.
This tunneling is an invertible process and preserves the fusion and braiding properties. Indeed,
for an invertible Cn-Dn-wall Mn−1, the topological excitations on one side can tunnel through
the invertible wall to the other side. For excitations of codimension higher than 1 and n > 1,
this tunneling process is invertible and is depicted in Fig. 7: where × represents a topological
excitation in Cn-phase and the dotted line in the third graph is the trivial domain wall idDn in
Dn-phase. For 1-codimensional excitations and n ≤ 1, it is similar. This tunneling process is
completely invertible. Moreover, it is clear that it also respects the fusion and braiding [KK]. In
this case, we also denote Cn ≃ Dn.
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Cn Dn
Mn−1
Mn−1
×  Cn
Dn
M
M
Mn−1
Mn−1
×  Cn
Dn
Dn
Mn−1
Mn−1
Mn−1×
Figure 7: The “×” in the graphs represents a topological excitation in Cn-phase. The two
horizontal lines in the second picture have the opposite orientation. They represent the domain
wall M and its inverse Mop. Their tensor product gives the trivial wall idDn depicted as the
dotted line in the third graph.
This physical definition of invertible domain wall becomes a mathematical one if we identify
an n+1D topological order with a unitary multi-fusion n-category,⊠Cn+1,Dn+1 with mathematical
tensor products, and define the invertible domain wall mathematically in the lowest dimension.
We expect that an invertible domain wall is equivalent to an invertible unitary n-functor.
Example 3.14. Using Def. 2.21 and Example 2.25, we prove that invertible domain walls are
indeed invertible unitary n-fucntors in low dimensional cases.
1. A 0D domain wall between two simple 1D phases A and B (two simple algebras over C) is
given by a A-B-bimodule V (together with a distinguished element v), i.e. an E0-algebra
(V, v) (recall Example 2.25). A -1D “wall” between two such 0D topological orders (U, u)
and (V, v) is an A-B-bimodule map f : U → V such that f(u) = v (recall Example 2.25).
This -1D “wall” is invertible if f is an invertible bimodule map.
If (M,m) is an invertible 0D wall between A and B, it implies that M is an invertible A-
B-bimodule and more. It turns out that it implies that A ≃ B as algebras as we expected
in the discussion of Fig. 7. More explicitly, let A = End(U) and B = End(V ) for two
finite dimensional vector spaces U and V , the only invertible A-B-bimodule is given by
homC(V, U) with its inverse given by the B-A-bimodule homC(U, V ). If (homC(V, U), f :
V → U) is an invertible wall, then there is g : U → V such that
(homC(V, U), f)⊗B (homC(U, V ), g) ≃ (A, idU )
(homC(U, V ), g)⊗A (homC(V, U), f) ≃ (B, idV ),
which means that the canonical bimodule isomorphism homC(V, U) ⊗B homC(U, V ) ≃ A
must map f ⊗B g to f ◦ g = idV and the canonical bimodule isomorphism homC(U, V )⊗A
homC(V, U) ≃ B must map g⊗A f to g ◦f = idU . As a consequence, g and f are invertible,
and, therefore, A ≃ B as algebras. It is easy to check that an invertible 0D wall between
A and B is equivalent to an algebra isomorphism between A and B.
2. A 1D domain wall between two simple 2-stable 2D topological orders, which are given by two
unitary fusion 1-categories A2 and B2, must be a unitary A-B-bimodule E1 equipped with a
distinguished object x. ⊠A,B in this case is just the Tambara’s tensor product also denoted
by ⊠A,B. If (E, x) is invertible, it implies that A and B are Morita equivalent and more.
In particular, we can set A2 = FunC(M,M), B2 = FunC(N,N) and E1 = FunC(M,N) for
some unitary fusion 1-category C and indecomposable unitary C-modules M and N (for
example, one can simply take C = A and M = A) [ENO08]. The inverse of the wall E is
20
Eop ≃ FunC(N,M). Let f : M→ N be a unitary C-module functor. Then the domain wall
(FunC(M,N), f) is invertible if and only if there is g ∈ FunC(N,M) such that g ◦ f ≃ idM
and f ◦ g ≃ idN. In other words, f must be an invertible functor, and, therefore, A ≃ B
as unitary fusion 1-categories. It is easy to check that an invertible 1D domain wall is
equivalent to a unitary monoidal equivalence between unitary fusion 1-categories.
3. In 3D, it was shown explicitly in 2+1D Levin-Wen models that invertible gapped walls 1-to-
1 correspond to unitary braided monoidal equivalences between two exact unitary braided
fusion 1-categories [KK, ENO09].
We expect that high dimensional cases are similar.
If the domain wallMn−1 is not invertible, then tunneling process depicted in Fig. 7 still makes
sense but with the dotted line replaced by Mop ⊠C M ≃ ⊕iNi, where M
op ⊠C M is a composite
topological order andNi is an indecomposable component ofM
op⊠CM. In this case, a topological
excitation “tunnel” through the wall, always pulls a string (labeled by ⊕iNi) behind it [KK].
Example 3.15. We give some examples of closed walls in Levin-Wen models.
1. In the toric code model, any line in the bulk lattice can be viewed as a trivial (obviously
invertible/transparent) domain wall. A non-trivial invertible domain wall was constructed
in Figure 1 in [KK] (see also the dotted line in Fig. 10). This domain wall also gives the
EM duality of the bulk phase.
2. In the Levin-Wen models constructed in [KK], a gapped domain wall can be constructed
from a bimodule over fusion categories. More precisely, if the bulk lattices on the two side
of a domain wall are defined by unitary fusion 1-categories A2 and B2, then the lattice on
the domain wall can be defined by a A-B-bimodule E. In this case, the bulk excitations on
the two sides of the wall are given by the Drinfeld centers Z2(A2) and Z2(B2), respectively.
The excitations on the M-wall is given by FunA|B(M,M). When the bulk excitations move
close to the wall, they become wall excitations, this process defines two bulk-to-wall maps:
Z2(A)
L
−→ FunA|B(M,M)
R
←− Z2(B).
More precisely, L and R are two monoidal functors defined by
L : (A
f
−→ A) 7→ (M ≃ A⊠A M
f⊠AidA
−−−−−→ A⊠A M ≃M),
R : (B
g
−→ B) 7→ (M ≃M⊠B B
idB⊠Bg
−−−−−→M⊠B ≃M).
If the bimodule M is invertible in the sense that M ⊠B M
op ≃ A and Mop ⊠B M ≃ B.
Then both L and R are monoidal equivalences. Then the excitations tunneling from the
left side to the right side is given by the monoidal equivalence R−1 ◦ L : Z(A) → Z(B).
Moreover, R−1◦L respects the braiding, i.e. a braided monoidal equivalence. Therefore, an
invertible A-B-bimodule gives an isomorphism between Z(A) and Z(B). It was also known
that there is an one-to-one correspondence between invertible A-B-bimodules and braided
monoidal equivalences between Z(A) and Z(B) [KK, ENO09]. If M is not invertible, we
have Mop⊠AM ≃ ⊕iNi as B-B-bimodules. A topological particle pass the wall always pull
strings labeled by Ni. The real tunneling process amounts to cutting all the strings with
non-trivial labels Ni (except B) and setting the particle free, and is given by the functor
R∨ ◦ L.
It is known that 2D domain walls between two closed phases C3 and D3, i.e. two unitary non-
degenerate braided fusion 1-categories, are classified by Lagrangian algebras in C3 ⊠D3, where
D3 is the same braided fusion 1-category as D3 but with the braiding defined by the anti-braiding
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of D3. If the bulk-to-wall maps are C3
L
−→ E2
R
←− D3, or equivalently, C3 ⊠ D3
L⊠R
−−−→ E2, then
the Lagrangian algebra is the determined by (L⊠ R)∨(1E), where (L⊠ R)
∨ is the right adjoint
functor of L⊠R and 1E is the tensor unit of E2. We expect that the same result holds for higher
dimensional cases but with unitary (braided) fusion 1-categories replaced by unitary (braided)
fusion n-categories.
Remark 3.16. Gapped domain walls in two closed 3D topological orders A3 and B3 can all be
obtained from condensations of lower dimensional excitations. When A3 = B3, such walls are
not elementary and should be excluded in the minimal categorical description of the topological
order [KW].
Remark 3.17. Gapped boundaries, walls or defects in TQFTs have been extensively studied
from various perspectives in literature (see for example [FrFRS, MW, KS2, DKR2, FSV1, FSV2,
FV, FS] and references therein).
4 The category TOfunn of topological orders
In this section, we first explain the uniqueness of the bulk of a give gapped boundary theory in
Sec. 4.1. This uniqueness defines the bulk , denoted by Zn(Cn), of a given boundary Cn. Then
we use it to give a physical definition of the notion of a morphism between two topological orders
of the same dimension in Sec. 4.2. We discuss higher morphisms in Sec. 4.3.
4.1 The unique-bulk hypothesis
In general, an anomalous nD topological order Cn can always be realized as a defect in a higher
dimensional (possibly trivial) topological order. This realization is almost never unique. But we
can always reduce it via a process of dimensional reduction to a gapped boundary of a closed
(n+1)D topological order (see Fig. 1). We believe that such obtained closed (n+1)D topological
order is unique. We denote the unique bulk topological order by Zn(Cn) and refer to it as the
bulk of Cn.
Actually, it is an immediate consequence of Def. 2.1. The key of this proof is that when
an anomalous nD topological order is realized as a boundary of an (n + 1)D topological order,
it should remain the same nD phase in an arbitrary neighborhood of the boundary (see [KW,
Lem. 2]). However, it is unclear if the microscopic definition Def. 2.1 is equivalent to the macro-
scopic definition by the fusion and braiding properties of its topological excitations. For this
reason, we would like to refer to the uniqueness of the bulk as the unique-bulk hypothesis. We
would like to provide more evidence of this hypothesis from the macroscopic point of view.
A closed 2+1D topological order is given by a unitary braided fusion 1-category, which is also
a unitary modular tensor category (see for example [ENO02, Ki2, DGNO]). An object in this
1-category is also called an anyon. If the 3D topological order is exact, then it is given by the
Drinfeld center Z2(D2) of a unitary fusion 1-category D2. The phase Z2(D2) can be realized as
bulk excitations in a Levin-Wen model with a gapped boundary with the boundary excitations
given by D2 [KK]. If a non-degenerate unitary braided fusion 1-category C3 is another bulk of the
same boundary theory D2, then it is clear that the bulk-to-boundary map, a monoidal functor
L : C → D factors through Z(D) [FSV1], i.e. there exists a unique braided monoidal functor
L˜ : C→ Z2(D) such that following diagram:
C3
∃! L˜ //
L   ❆
❆❆
❆❆
❆❆
❆
Z2(D2)
forget{{✇✇✇
✇✇
✇✇
✇✇
D2
22
is commutative8. To show that L˜ must be a braided monoidal equivalence we assume that a
gapped boundary of a topological order can be obtained by an anyon condensation. If the bulk
phase is described by a non-degenerate braided fusion 1-category C, an anyon condensation is
determined by a connected commutative separable algebra A in C, and the condensed phase is
the given by the non-degenerate braided fusion 1-category ClocA of local A-modules in C, and the
quasi-particles confined on the gapped domain wall by the fusion 1-category CA of A-modules in
C [Ko2]. Moreover, we have
C⊠ ClocA ≃ Z2(CA).
When the condensed phase is trivial, ClocA = Hilb, we obtain C = Z2(CA). This gives a proof
that, in 2+1D, the bulk is uniquely determined by the Drinfeld center of the gapped boundary
theory.
To generalize above results to higher dimensions, we need develop a theory of condensation
in higher dimensions. A possible approach via higher category theory is outlined in Sec. 7. In
particular, we expect that a lot of above results also hold in higher dimensions with unitary
braided fusion 1-categories replaced by unitary braided fusion n-categories.
From now on, we assume that the bulk of an nD topological order Cn is unique and is denoted
by Zn(Cn). As a special case of (3.8), we have
Pn(Zn(Cn))⊠Zn(Cn) Cn = Cn.
An immediate consequence of the unique-bulk hypothesis is the following identity
Zn+1(Zn(Cn)) = 1n+1, (4.1)
which leads to some interesting complexes and cohomology groups [KW]. For example, the
Witt group of non-degenerate braided fusion categories [DMNO] can be understood as the 3th
cohomology group of a special complex [KW]. The result given by Eq. (4.1) is somewhat dual to
the well-known fact that the boundary of the boundary of a manifold is empty. We hope that it
leads to more mathematical results in the future.
4.2 A morphism between two topological orders
In mathematics, a morphism of a mathematical structure preserves the structure. It is reasonable
that a morphism of between two nD topological orders should preserve the universal fusion-
braiding properties of topological excitations [KW]. So we expect that such a morphism is given
by a unitary n-functor preserving the units.
There are some drawbacks of above definition. First, its physical meaning is not evident.
Secondly, it depends on the categorical formulation of a topological order. Thirdly, it is not
convenient to use for our purpose. So in this work, we would like to propose a physical definition
which is independent of the mathematical formulation of a topological order. Note that a unitary
n-functor describes a universal process of mapping excitations in one phase into another. This
universal mapping process should be physically realizable. So we would like to define a morphism
to be a physical realization of the universal mapping process. One way to achieve it is to let
these topological excitations in Cn to pass a region of spacetime in which the universal mapping
8It implies that Z2(D2) = C ⊠ C′ [DGNO], where C′ is the centralizer of the full subcategory C in Z2(D2). If
the boundary D2 is trivial, i.e. D2 = 12, then C must be trivial as well. This result can be generalized to higher
dimensions. The notion of center is defined by its universal property (see Thm. 5.1), by which, there is a canonical
map from any closed bulk Cn+1 of a boundary Dn to the center Zn(Dn) of Dn. This map should preserve all
the fusion and braidings. If Dn = 1n, then Zn(Dn) = 1n+1. Since Cn+1 is closed, all excitations except the
vacuum have non-trivial braiding with other excitations. The map Cn+1 → 1n+1, preserving all the braidings, is
impossible unless Cn+1 = 1n+1.
23
process is realized. This spacetime naturally has dimension n+ 1 or higher. What it suggests is
that a morphism can be realized by physics in at least one-dimensional higher.
We introduce a physical definition of an isomorphism between two nD topological orders Cn
and Dn.
Definition 4.1. An isomorphism a : Cn → Dn is an invertible gapped domain wallMn−1, viewed
as an (n − 1)D topological order, between the Cn-phase and the Dn-phase. We also denote the
trivial domain wall Pn−1(Cn) in Cn-phase by idC, i.e. idC = Pn−1(Cn).
Remark 4.2. Above definition is completely physical and independent of the categorical defini-
tion of a topological order. But from the perspective of Def. 2.21, an isomorphism should be an
invertible unitary n-functor. Example 3.14 provides the proofs of a few low dimensional cases.
By our definition, an isomorphism a itself is an (n − 1)D domain wall. For this reason, we
also use the notation an−1 := a to remind readers of its dimension. The composition of two
isomorphisms Cn
a
−→ Dn
b
−→ En is defined by the fusion of two gapped domain walls, i.e.
b ◦ a := bn−1 ⊠Dn an−1. (4.2)
Notice that the identity isomorphism indeed behaves like the usual identity maps. The compo-
sition of isomorphisms is associative.
Definition 4.3. A morphism f : Cn → Dn is a pair (f
(0)
n , f
(1)
n−1) such that
1. f
(0)
n is a gapped domain wall, viewed as an nD topological order, between two (n + 1)D
topological orders Zn(Cn) and Zn(Dn),
2. f
(1)
n−1 : f
(0)
n ⊠Zn(Cn)Cn
≃
−→ Dn is an invertible domain wall, viewed as an (n−1)D topological
order, between f
(0)
n ⊠Zn(Cn) Cn and Dn.
The physical configuration associated to this morphism can be depicted as follows:
Zn(D)
Zn(C)
Cn.Dn
f
(0)
n
f
(1)
n−1
(4.3)
Note that we must have Zn(f
(0)
n ) = Zn(Cn)⊠Zn(Dn). For simplicity, in most parts of this work,
we make f
(1)
n−1 implicit and use the following simplified picture instead.
Zn(D) Zn(C) Cnf
(0)
n
(4.4)
Remark 4.4. In Def. 4.3 and in (4.4), we chose to put Zn(Cn) on the left side of Cn according
to the orientation convention in Levin-Wen models (see Fig. 5).
Remark 4.5. Although our definition of a morphism between two topological orders comes from
our physical intuition, it does remind us of the notion of mapping cylinder in mathematics. This
coincidence is perhaps not accidental because the low-energy effective theory of topological order
is generally believed to be a TQFT.
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Example 4.6. We give a few examples of morphisms that will be used later. Let Cn and Dn be
two simple nD topological orders.
1. We consider a special isomorphism idCn : Cn → Cn. It is nothing but the trivial domain wall
idCn in a Cn-phase. It can be re-expressed as a morphism idCn = (Pn(Zn(Cn)), idCn), where
(idCn)
(1)
n−1 is defined by the canonical isomorphism (idCn)
(1)
n−1 : Pn(Zn(Cn)) ⊠Zn(Cn) Cn =
Cn
idCn−−−→ Cn.
2. Let a : Cn → Dn be an isomorphism. It can be re-expressed as a morphism: a =
(Pn(Zn(Cn)), a), where a
(1)
n−1 : C ⊠Zn(Cn) Pn(Zn(Cn)) = Cn
a
−→ Dn. We show in Prop. 4.16
that isomorphisms are the same as invertible morphisms as expected.
3. There is a unit morphism ιCn : 1n → Cn defined by ιCn = (Cn, idCn).
4. There is a bulk-to-boundary map Zn(Cn) → Cn. This map can be defined as a morphism
r : Pn(Zn(Cn))→ Cn as follows:
r := (Pn(Zn(Cn))⊠ Cn, r
(1)
n−1).
Note that Zn(Pn(Zn(Cn))) = Zn(Cn) ⊠ Zn(Cn). The physical configuration associated to
(Pn(Zn(Cn))⊠ Cn)⊠Zn(Pn(Zn(Cn))) Pn(Zn(Cn)) is depicted in the following picture:
Pn(Zn(C))
Cn
Pn(Zn(C))Zn(C)
Zn(C)
Zn(C)
1n+1
5. A bulk-to-boundary map can be enhanced to an action Zn(Cn) ⊠ Cn → Cn, which can be
defined by a morphism ρ : Pn(Zn(Cn))⊠ Cn → Cn, which is given by the following pair
ρ := (Pn(Zn(Cn))⊠ Pn(Zn(Cn)), ρ
(1)
n−1),
where ρ
(1)
n−1 is given by
(Pn(Zn(Cn))⊠ Pn(Zn(Cn))) ⊠Zn(Cn)⊠Zn(Cn)⊠Zn(Cn) (Pn(Zn(Cn))⊠ Cn) = Cn
idCn−−−→ Cn.
The associated physical configuration is depicted in the following picture:
Pn(Zn(C))
Cn
Pn(Zn(C))
Zn(C)
Zn(C)
Zn(C) Pn(Zn(C))
Zn(C)
1n+1
(4.5)
Notice that one can recover the morphism r from ρ by composing ρ with
Pn(Zn(Cn)) = Pn(Zn(Cn))⊠ 1n
idPn(Zn(Cn))⊠ιCn
−−−−−−−−−−−−→ Pn(Zn(Cn))⊠ Cn.
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6. It is intuitively clearly that there should be a natural morphism f : Cn → Bn ⊠An+1 Cn,
where An+1 is not necessarily closed. The definition of f is shown in the following picture.
Zn(D) Zn(C) Cnf
(0)
n
where f
(0)
n = Bn ⊠An+1 Pn(Zn(Cn)) and Dn := Bn ⊠An+1 Cn. This morphism can be
obtained from a dimensional reduction process depicted in Figure 13.
The composition of morphisms can also be defined.
Definition 4.7. Two morphisms C
f
−→ D
g
−→ E can be composed to a morphism g ◦ f = C → E
defined by
g ◦ f :=
(
g(0)n ⊠Zn(D) f
(0)
n , g
(0)
n ⊠Zn(D) f
(0)
n ⊠Zn(Cn) Cn
g
(1)
n−1◦(idg(0)n
⊠Zn(D)f
(1)
n−1)
−−−−−−−−−−−−−−−−−→ E
)
. (4.6)
Lemma 4.8. The composition of morphisms is associative and unital, i.e. h◦ (g ◦f) = (h◦g)◦f
and idCn ◦ f = f = f ◦ idDn for all composable f, g, h.
In above Lemma, the associativity and the unital properties hold on the nose. It amounts to
say that we assume the Minimal Assumption on the categorical side. In this case, we obtain a
1-category TOfunn of simple nD topological orders with 1-morphisms defined by Def. 4.3. Notice
also that the trivial phase 1n is an initial object in TO
fun
n , and the map Pn−1(−) introduced in
Sec. 3.2 defines a functor Pn−1 : TO
fun
n → TO
fun
n−1.
Remark 4.9. A morphism can be viewed as a physical realization of a particular universal
process of mapping excitations in Cn to Dn. We believe that the set of equivalence classes of
physical realizations maps surjectively onto the set of universal mapping processes. Logically,
there is no problem if the map is not one-to-one. It is exactly the case if we consider more general
physical realizations introduced in Sec. A.3. On the other hand, the notion of a morphism is very
special among all physical realizations (see Prop.A.15). Ideally, we hope that the map is bijective.
This amounts to show that the identity En ⊠Zn(Cn) Cn ≃ Dn fixes En up to isomorphisms. In
this Remark, we would like to argue physically that this is reasonable. For simplicity, we assume
that Cn and Dn are simple. The idea is to show that the right nD boundary Cn of the physical
configuration En ⊠Zn(Cn) Cn can be replaced by Zn(Cn) by a physical process. Consider the
physical meaning of the expression C ⊠Cn⊠Copn C
op. Note that the subscript Cn ⊠ C
op
n is a two-
layered nD systems and depicted as the upper/lower semi-circle in the first figure in Fig. 8. If
the expression C ⊠C⊠Cop C
op indeed has a physical meaning, then C must be viewed as two
(n − 1)D phases (recall Remark 3.4) and depicted as the two dark “points” in the first figure
in Fig. 8. Then the expression C ⊠C⊠Cop C can be viewed as the boundary of the hole in the
first figure in Fig. 8. Moreover, this hole embedded in the Zn(Cn)-phase should be viewed as an
excitation of codimension 2 in the Zn(Cn)-phase and can be absorbed by the boundary En (see
the second figure in Fig. 8). Equivalently, regarding a neighborhood of the hole as the (n− 2)D
topological order Pn−2(Zn(Cn)) = Zn(Cn) (recall Remark3.4), above arguments suggest the
following identities:
Dn ⊠Cn⊠C
op
n
Cn ≃ En ⊠Zn(Cn) Cn ⊠Cn⊠Copn C
op
n ≃ En ⊠Zn(Cn) Zn(Cn) = En, (4.7)
where we have used Cn ≃ C
op
n as Cn-bimodules due to the unitarity. This implies the uniqueness
of En. The evidence of above arguments can be found in the case n = 2. When n = 2, C2 is a
unitary fusion 1-category, and Z2(C2) is the Drinfeld center of C2, and we have C
op
2 ≃ C
rev
2 as
unitary fusion 1-categories. Then the category C2⊠C⊠CrevC2, usually called Hochschild homology,
coincides with the Drinfeld center Z2(C2) = C
op
2 ⊠C⊠Crev2 C of C2. So the identity (4.7) holds
precisely in this case. More details will be given elsewhere. We expect that the same result holds
for unitary fusion n-categories.
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Cn
Cn C
op
n
Zn(Cn)
Zn(Cn)
CnEn
Cn ⊠Cn⊠C
op
n
Copn En ⊠Zn(Cn) Cn ⊠Cn⊠C
op
n
Copn
Figure 8: Above two figures illustrate the physical interpretations of C⊠C⊠CopC
op and En⊠Zn(Cn)
Cn ⊠C⊠Cop C
op
n , respectively. They are explained in Remark 4.9.
The following result follows from Def. 4.3 immediately.
Theorem 4.10. Let f : Cn → Dn be a morphism. If Cn is closed, then Dn = Cn ⊠ En for some
nD topological order En. If Dn is also closed, so is En.
Remark 4.11. For simple 1D topological orders, Thm4.10 reproduces a classical result. More
precisely, if there is an algebraic homomorphism f : Mm×m → Mn×n, then we must have
Mn×n ≃ Mm×m ⊗C Mk×k, where n = mk and the subscript C of ⊗ should be viewed as the
usual center of the matrix algebra Mm×m.
Remark 4.12. When n = 3, a closed 3D topological order can be described by a non-degenerate
unitary braided fusion category C3. It is reasonable that a morphism between two such topological
orders C3 and D3 is equivalent to a braided monoidal functor f : C3 → D3 preserving the units.
It is known that f is fully-faithful and D3 ≃ C3 ⊠ C
′
3, where C
′
3 is the centralizer of C3, i.e. the
full subcategory of D3 consisting of all objects x such that cy,x ◦ cx,y = idx⊗y for all y ∈ D3
[M3, DGNO].
4.3 Higher morphisms and the (n+ 1, 1)-category TOfunn
One can also introduce the notion of a 2-isomorphism between two morphisms. We need it only
in Sec.A.2.
Definition 4.13. Let f, g : Cn → Dn be two morphisms between two simple nD topological
orders Cn and Dn. A 2-isomorphism φ : f ⇒ g is a pair (φ
(0), φ(1)) such that
1. φ
(0)
n−1 : f
(0)
n → g
(0)
n is an (n − 1)D invertible gapped domain wall between f
(0)
n and g
(0)
n ,
both of which are domain walls between Zn(Cn) and Zn(Dn).
2. φ
(1)
n−2 : g
(1)
n−1 ◦ (φ
(0)
n−1 ⊠Zn(Cn) idCn) → f
(1)
n−1 is an (n − 2)D invertible gapped domain wall
between two associated (n− 1)D domain walls.
g
(0)
n ⊠Zn(Cn) Cn
g
(1)
n−1
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑
⇓ φ
(1)
n−2
f
(0)
n ⊠Zn(Cn) Cn
φ
(0)
n−1⊠Zn(Cn)idCn
66♠♠♠♠♠♠♠♠♠♠♠♠
f
(1)
n−1
// Dn
(4.8)
In this case, we denote f ≃ g.
Example 4.14. Every morphism f : 1n → Cn is canonically 2-isomorphic to the unit morphism.
Actually, the pair ((f
(1)
n−1)
−1, ididCn ) defines a 2-isomorphism ιf : ιCn ⇒ f .
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Remark 4.15. In general, two morphisms f and g are not isomorphic, even if f
(0)
n ≃ g
(0)
n .
However, if f
(0)
n ≃ g
(0)
n , then there always exists f
(1)
n−1 and g
(1)
n−1 such that the diagram (4.8) is
commutative, i.e. f ≃ g. For example, one can simply define f
(1)
n−1 := g
(1)
n−1 ◦ (φ
(0)
n−1⊠Zn(Cn) idCn).
Proposition 4.16. A morphism f : Cn → Dn is identical to an isomorphism if and only if there
is a morphism g : Dn → Cn such that g ◦ f ≃ idCn and f ◦ g ≃ idDn .
Proof. Only the sufficiency needs to be proved. Suppose g◦f ≃ idCn and f ◦g ≃ idDn . Then f
(0)
is an invertible domain wall between Zn(Dn) and Zn(Cn). It is just a matter of convention how
we identify Zn(Dn) with Zn(Cn). Using f
(0), we can identify Zn(Dn) with Zn(Cn), then f
(1)
can be viewed as a domain wall between Dn and Cn (recall Def. 6.2). Moreover, it is invertible.
So f is nothing but the isomorphism f (1).
By induction on dimensions, we define a k-isomorphism φ
(k)
−−→ ψ between two (k − 1)-
isomorphisms φ, ψ : f
(k−1)
−−−−→ g as a pair (Φ
(0)
n−k+1,Φ
(1)
n−k) of (n− k+1)D and (n− k)D invertible
gapped domain walls between associated domain walls. In this way, we obtain an (n + 1, 1)-
category of nD topological orders, denoted still by TOfunn . An (m, 1)-category is an m-category
with only invertible k-morphisms for k > 1.
5 The universal property of the bulk
In this section, we prove that the bulk satisfies the same universal property as that of the center
(of an algebra) in mathematics. Namely, bulk = center. It is the main result of this paper, and is
completely independent of the precise mathematical formulation of a topological order. We also
explain why the universal property leads to the usual notion of the center, at last, we show that
the morphism defined in Def. 4.3 coincides with the usual notions of morphisms in mathematics
by assuming bulk = center.
5.1 The universal property of the bulk
The action ρ : Pn(Zn(Cn))⊠Cn → Cn is unital, i.e. ρ◦(ιZn(Cn)⊠idCn) = idCn , which is equivalent
to the commutativity of the following diagram:
Pn(Zn(Cn))⊠ Cn
ρ
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Cn
idCn //
ιPn(Zn(Cn))⊠idCn
88♣♣♣♣♣♣♣♣♣♣♣♣
Cn .
(5.1)
We would like to show that the pair (Pn(Zn(Cn)), ρ) satisfies the universal property of center that
determines the pair up to unique isomorphism. As a consequence, Zn(Cn) = (Pn(Zn(Cn)), ρ).
Theorem 5.1. The pair (Pn(Zn(Cn)), ρ) satisfies the following universal property of center. Let
(Xn, f) be another such a pair. In other words, Xn is an nD topological order and f : Xn⊠Cn →
Cn a morphism such that the following diagram
Xn ⊠ Cn
f
$$❍
❍❍
❍❍
❍❍
❍❍
Cn
idCn //
ιXn⊠idCn
::✈✈✈✈✈✈✈✈✈
Cn
(5.2)
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is commutative. Then there is a unique morphism f : Xn → Pn(Zn(Cn)) such that the following
two diagrams
Xn
f
%%❑❑
❑❑
❑❑
❑❑
❑❑
1n
ιPn(Zn(Cn)) //
ιXn
>>⑥⑥⑥⑥⑥⑥⑥⑥
Pn(Zn(Cn))
Pn(Zn(Cn))⊠ Cn
ρ
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Xn ⊠ Cn
f //
∃! f⊠idCn
66♥♥♥♥♥♥♥♥♥♥♥♥
Cn
(5.3)
are commutative. The notation “∃!” means “exists a unique”.
Proof. The physical configuration associated to the composed morphism f ◦ (ιXn ⊠ idCn) is
depicted in the following picture.
Cn
Zn(Xn)
f
(0)
n
Zn(Cn)
Xn
Zn(Cn)
(5.4)
So, the commutativity of (5.2) amounts to the identity Xn ⊠Zn(Xn) f
(0) = id
(0)
Cn
= Pn(Zn(Cn)).
Notice that the pair (f (0), idPn(Zn(Cn))) defines a morphism f : Xn → Pn(Zn(Cn)). Clearly, we
have ιPn(Zn(Cn)) = f ◦ ιXn .
Now we draw the physical configuration associated to the composed morphism ρ ◦ (f ⊠ idCn)
as follows:
Xn
Cn
f
(0)
n
Zn(Cn)
Zn(Cn)
Zn(Cn)
Zn(Cn)
Zn(Xn)
Zn(Cn)
1n+1 (5.5)
where three green “dots” are all labeled by Pn(Zn(Cn)). By deforming the pictures topologically,
we see that ρ ◦ (f ⊠ idCn) = f . This proves the existence of f .
It remains to prove the uniqueness of such f . Assume a morphism g : Xn → Pn(Zn(Cn))
satisfies ιPn(Zn(Cn)) = g ◦ ιXn and ρ ◦ (g ⊠ idCn) = f . From the former identity, we obtain the
identities Xn ⊠Zn(Xn) g
(0) = Pn(Zn(Cn)) and g
(1) = idPn(Zn(Cn)); from the latter, we obtain
g(0) = f (0). That is, g = f .
Remark 5.2. In Thm5.1, we have used only strictly commutative diagrams by the Minimal
Assumption (see Remark 2.29). If we want to relax this condition by considering higher isomor-
phisms, the universal property of the center is much more complicated [L3]. We briefly discuss
it in Sec.A.2.
5.2 The universal property and the mathematical notion of center
The universal property stated in Thm. 5.1 is exactly the universal property of the notion of
center in mathematics. This universal property defines the center up to isomorphisms. In this
subsection, we try to explain this well-known fact to physical-minded readers.
We first explain the notion of center for an ordinary algebra over C. Let A be an algebra over
C. The center of A is usually defined by
Z(A) := {z ∈ A|za = az, ∀a ∈ A}, (5.6)
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which is a (commutative) subalgebra of A. But this notion can be redefined by its universal
property. Consider another algebra B. The tensor product B⊗A has a natural algebra structure.
If there is an algebra homomorphism f : B⊗A→ A, then B must satisfy some special property.
For example, the obvious action m : A ⊗ A → A, defined by m(a ⊗ b) = ab, is not an algebra
map. To see this, take 1⊗ a, b⊗ 1 ∈ A⊗A. On the one hand, we have
m((1⊗ a) · (b ⊗ 1)) = m(b ⊗ a) = ba. (5.7)
On the other hand,
m(1⊗ a) ·m(b ⊗ 1) = ab. (5.8)
Therefore, the multiplication map m : A⊗A→ A is not an algebra map if A is not commutative.
However, Z(A)⊗A
m
−→ A is an algebra homomorphism. Moreover, the following diagram:
Z(A)⊗A
m
$$■
■■
■■
■■
■■
A
idA //
ιZ(A)⊗idA
::✉✉✉✉✉✉✉✉✉
A
(5.9)
where ιZ(A) : C → Z(A) is the unit map, is commutative. The pair (Z(A), Z(A) ⊗ A
m
−→ A)
satisfies the following so-called universal property: if B is an algebra and f : B ⊗ A → A is a
unital action and an algebra map, there is a unique algebra map f : B → Z(A) such that the
following diagram:
Z(A)⊗A
m
$$❍
❍❍
❍❍
❍❍
❍❍
❍
B ⊗A
f //
∃! f⊗1
99rrrrrrrrrr
A
(5.10)
is commutative. This is true because the restriction f := f(−, 1) : B → A is an algebra map,
f(1⊗ a) = a, and we have
f(b⊗ a) = f((b⊗ 1) · (1⊗ a)) = f(b) · f(1⊗ a) = f(b)a
= f((1⊗ a) · (b⊗ 1)) = af(b), (5.11)
i.e. f(b) ∈ Z(A). Therefore, f : B → Z(A) is an algebra map and the diagram (5.10) is
commutative. The uniqueness of f is obvious.
Conversely, the universal property determines the center up to canonical isomorphisms.
Namely, any algebra Z, satisfying the universal property, is canonically isomorphic to the al-
gebra Z(A) defined by Eq. (5.6).
The universal property also implies that there is a canonical isomorphism
hom(B ⊗C A,A)
≃
−→ hom(B,Z(A)),
where both “homs” are sets of algebra homomorphisms. It provides a useful characterization
of the center Z(A) as an internal hom. Another useful characterization of Z(A) is the set of
A-A-bimodule maps from A to A, i.e. Z(A) = homA|A(A,A).
The notion of center can be defined in very general context. Jacob Lurie introduced the notion
of center for an Ek-algebra object in a symmetric monoidal ∞-category [L3]. What we need in
the study of topological orders are some special cases of Lurie’s general notion. We discuss some
examples below.
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Example 5.3. Recall Example 2.23, a 0D topological order C0 can be defined as a finite dimen-
sional Hilbert space U with a distinguished element u, C0 = (U, u). C0 can be viewed as an
E0-algebra [L3]. In this case, the ⊠ is just usual tensor product of Hilbert spaces. We have
hom(X0 ⊗C C0,C0) ≃ hom(X0, homC(C0,C0)),
where both sides are sets of E0-algebra homomorphisms, i.e. linear maps that preserves the
distinguished elements. Therefore, we have the center Z0(C0) = homC(C0,C0), which a simple
1D topological order. This center is an E0-center.
Example 5.4. A 1D topological order C1 is a semisimple algebra over C. Its bulk Z1(C1) is the
Z1-center Z1(C1) = homC1|C1(C1,C1), i.e. the usual center of an algebra over C.
Example 5.5. If we use the 2-codimensional definition of a 1D topological order, it is given by
an E0-algebra C1 = (M,m), where M is a unitary 1-category and m is a distinguished object in
M. In this case, all arrows in diagrams (5.2) and (5.3) are unitary 1-functors that preserve the
distinguished object, and ⊠ is the Tambara’s tensor product over the unitary fusion 1-category
Hilb. Then we have
Fun(X1 ⊠ C1,C1) ≃ Fun(X1,Fun(C1,C1)), (5.12)
where both sides are categories of unitary 1-functors preserving the distinguished objects. There-
fore, we must have Z1(C1) = Fun(C1,C1) (an E0-center). As a special case, in Fig. 5 (b), we have
E2 = Z1(FunC(M,N)). So the boundary-bulk relation also holds in Fig. 5 (b).
Example 5.6. A 2D topological order is given by a unitary multi-fusion 1-category C2. Let
Z2(C2) be the Drinfeld center of C2 and m : Z2(C2)⊠ C2 → C2 the tensor product functor. Then
the pair (Z2(C2),m) satisfies the universal property in Thm. 5.1, i.e.
Z2(C2)⊠ C2
m
%%❑❑
❑❑
❑❑
❑❑
❑❑
D2 ⊠ C2
f //
∃! f⊠idC2
88♣♣♣♣♣♣♣♣♣♣♣
C2
(5.13)
where D2 is a monoidal 1-category and f is a unitary monoidal 1-functor. Note that the functor
f = f(−⊠ 1C2) : D2 → C2 defines a unitary monoidal 1-functor. f being monoidal requires that
each object g(d) ∈ C2 acquires a half braiding, i.e. an isomorphism x⊗f(d)
cx,f(d)
−−−−→ f(d)⊗x for all
x ∈ C2, satisfying some natural properties. As a consequence, f defines a functor f : D2 → Z2(C2)
such that Diagram(5.13) is commutative. The uniqueness of f is obvious. The Drinfeld center
Z2(C2) of C2 can be equivalently defined by Z2(C2) := FunC|C(C,C). In this case, the functor m
is given the evaluation functor (F, x) 7→ F (x).
Example 5.7. Let C3 be a (unitary) braided fusion 1-category, which is an E2-algebra. We
replace all categories in (5.13) by (unitary) braided monoidal 1-categories and all arrows by
(unitary) braided monoidal 1-functors, then it is easy to show that the image of the functor
f = f(− ⊠ 1C) : D → C consists of object x ∈ C that are symmetric with all objects in C, i.e.
cy,x ◦ cx,y = idx⊗y for all y ∈ C. This universal property defines the centralizer (or the E2-center)
of C, denoted by C′. If C is non-degenerate, we should have Z3(C3) = C
′ = 14 by Conjecture 2.18.
When C is not non-degenerate, Z3(C3) does not coincide with C
′ (see Remark 5.9). The centralizer
(or E2-center) of a (unitary) braided fusion n-category can be defined by the same universal
property.
Remark 5.8. All above examples are special cases of a more general principle: an En-center
of an En-algebra is automatically an En+1-algebra (see [L3]). But an En-algebra only describes
particle-like excitations. In the study of topological orders, by adding excitations of all codimen-
sions, only Ek-algebras for k ≤ 2 matter.
31
Given an indecomposable unitary multi-fusion n-category for n ≥ 0, the Zn+1-center Zn+1(Cn+1)
is defined by
Zn+1(Cn+1) = FunC|C(C,C), (5.14)
where FunC|C(C,C) is the n-category of unitary C-C-bimodule functors and is believed to be a
unitary braided fusion n-category (recall Conjecture 2.11). There is a natural evaluation functor
ev : Zn+1(Cn+1) ⊠ Cn+1 → Cn+1 defined by F ⊠ x → F (x), which is unitary and monoidal.
Moreover, the pair (Zn+1(Cn+1), ev) satisfies the universal property of center:
Zn+1(Cn+1)⊠ Cn+1
ev
((PP
PP
PP
PP
PP
PP
Xn+1 ⊠ Cn+1
f //
∃!f⊠idC
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧
Cn+1,
(5.15)
in which the diagram is commutative (up to higher isomorphisms), for any unitary fusion n-
category Xn+1 and a unitary monoidal n-functor f (or a unitary (n+1)-functor). This Zn-center
is an E1-center. See [BN] for the center of a monoidal 2-category and [L3] for general situations.
Remark 5.9. This remark is due to Jacob Lurie. There is a notion of center for an Ek-algebra
object in a symmetric monoidal ∞-category ([L3, Sec. 5.3.1]). When we take the ∞-category
to be the ∞-category of (∞, n)-categories with some additional structures, we get a notion of
center Z(−) for an Ek-monoidal (∞, n)-category. This center is automatically an Ek+1-monoidal
(∞, n)-category and given by Eq. (5.14) for k = 1, and by the same formula for k > 1 but with the
bimodule replaced by Ek-module. If C is an Ek-monoidal (∞, n)-category, then homC(1C, 1C),
where 1C is the tensor unit of C, is an Ek+1-monoidal (∞, n − 1)-category. Using the results
proven in Sec. 4.8 in [L3], one can show that
Z(homC(1C, 1C)) ≃ homZ(C)(1Z(C), 1Z(C))
as Ek+2-monoidal (∞, n − 1)-categories. In general, Z(homC(1C, 1C)) is not enough to recover
the Ek+1-monoidal (∞, n)-category Z(C).
Thm5.1 simply says that the bulk is indeed the center in the mathematical sense. Moreover,
if we assume that a morphism between two nD topological orders is equivalent to a unitary n-
functor, then we must have Zn(−) = Zn(−). Then Eq. (4.1) leads to the following mathematical
conjecture.
Conjecture 5.10. For an indecomposable unitary multi-fusion n-category Cn+1 (n ≥ 0), we
must have Zn+2(Zn+1(Cn+1)) = 1n+3.
This conjecture is true for n = 2 [M2, ENO09].
5.3 Physical morphisms coincide with mathematical ones
In this subsection, using the categorical definition of a nD topological order Cn and assuming
Zn(−) = Zn(−), we show in a few low dimensional cases that Def. 4.3 coincide with the notion
of a unitary n-functor.
In 0D, let (U, u) and (V, v) be two 0D topological orders. Namely, U and V are finite di-
mensional Hilbert spaces and u ∈ U, v ∈ V . ⊠ is just the usual Hilbert space tensor product
⊗C and the center of U is the matrix algebra End(U). A linear map f : U → V from U to V
such that f(u) = v can be rewritten as a pair (f (0), f (1)), where f (0) = (homC(U, V ), f) is an 0D
topological order and f (1) is the canonical isomorphism
homC(U, V )⊗End(U) U
≃
−→ V (5.16)
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defined by the evaluation map g⊗End(U)u1 7→ g(u1). Conversely, a domain wall between End(V )
and End(U) is an End(V )-End(U)-bimodule, which has to be a direct sum of homC(U, V ). There-
fore, homC(U, V ) is the unique domain wall such that the isomorphism (5.16) is possible. There-
fore, our physical notion of a morphism is equivalent to that of a linear map preserving the
distinguished elements.
In 1D, for simple 1D topological orders, an algebra homomorphism f : A → B between two
matrix algebras A and B is only possible if B = C ⊗C A for another matrix algebra C (see
Remark 4.11), where C should be viewed as the center of A. It coincides with our physical notion
of a morphism between two 1D topological orders A and B.
Consider the 2-codimensional definition of a 1D topological order, i.e. an E0-algebra (A1, a),
where A1 is a unitary 1-category and a ∈ A1. The Z1-center of A1 is just Fun(A,A). A unitary
1-functor f : (A, a) → (B, b) such that f(a) = b can be rewritten as a pair (f (0), f (1)), where
f (0) = (Fun(A,B), f) is a 1D topological order and f (1) is the canonical unitary equivalence:
Fun(A,B)⊠Fun(A,A) A
≃
−→ B
defined again by the evaluation map g ⊠Fun(A,A) c → g(c) for c ∈ A. Therefore, our physical
notion of a morphism is equivalent to that of a unitary 1-functor preserving the distinguished
objects.
In 2D, a 2-stable simple 2D topological order can be described by a unitary fusion 1-category
C2. In this case, it was proved via anyon condensation that the bulk of C2 is indeed given by the
Drinfeld center Z2(C2) of C2, i.e. Z2(C2) = Z2(C2) [Ko2]. Using this fact, we obtain a notion of
a morphism between multi-fusion 1-categories from Def. 4.3. In [KZ, Thm. 5.13], we will prove
that this notion is equivalent to usual notion of a monoidal 1-functor. More precisely, a monoidal
1-functor f : C → D between two multi-fusion 1-categories C and D can be rewritten as a pair
(FunC|C(C, fDf ), f
(1)), where fDf is the C-C-bimodule D induced by f and f
(1) is the canonical
monoidal equivalence FunC|C(C, fDf )⊠Z2(C) C
≃
−→ D [KZ].
Remark 5.11. In general, we expect that the (n+1, 1)-category TOfunn of pairs (Dn, ι) with 1-
morphisms given by unitary n-functors, 2-isomorphisms by natural isomorphisms and 3-isomorphisms
by invertible modifications, so on and so forth.
6 The boundary-bulk relation and the functoriality of Zn
The unique-bulk hypothesis and bulk = center are only parts of the boundary-bulk relation.
For a rather complete boundary-bulk relation, we would like to propose the strong unique-bulk
hypothesis, which extends the uniqueness of the bulk of an n+1D topological order to that of
the “bulk ” of a k-codimensional wall for k = 1, · · · , n (see Fig. 9). This hypothesis can be
true if we generalize the microscopic definition of a topological order (Def. 2.1) to a (potentially
anomalous) wall on the bottom boundary in Fig. 9 (such as an−1, bn−1, cn−1). We assume this
strong unique-bulk hypothesis in this section.
6.1 Closed and anomalous domain walls
In Fig. 9, note that Xn is not the bulk of an−1 but uniquely determined by an−1. We define
Z
(1)
n−1(an−1) := Xn. Note that an−1 can be viewed as a closed wall between An and Xn⊠Zn(Bn)Bn
or a closed wall between Aopn ⊠Zn(An) Xn and Bn. It is not a closed wall between An and Bn
unless Xn is trivial.
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An Bn Cn Dn
an−1 bn−1 cn−1
Zn(A) Zn(B) Zn(C) Zn(D)
Xn Yn Zn
Figure 9: The strong unique-bulk hypothesis says that, in above physical configuration, not only
the (n+1)D bulks Zn(A), Zn(B), Zn(C) and Zn(D) are uniquely determined by A,B,C,D,
respectively, but also the nD domain walls Xn is uniquely determined by (A, a,B), and Yn by
(B, b,C), and Zn by (C, c,D). We also denote Xn by Z
(1)
n (an−1).
Definition 6.1. A domain wall an−1 between the An-phase and the Bn-phase is called Morita-
closed if Xn is invertible; it is called closed if Zn(An) = Zn(Bn)
9 and Xn = idZn(An); it is called
anomalous if Xn is not invertible.
Definition 6.2. If two simple topological orders An and Bn are connected by a Morita-closed
gapped domain wall an−1, then we say that they are Morita equivalent, denoted by An ∼ Bn,
and the Morita equivalence is given by an−1. When An and Bn are both closed, the Morita
equivalence is also called the Witt equivalence [DMNO, FSV1, Ko2, KW].
By the definition of Morita equivalence, we have
An ∼ Bn ⇒ Zn(An) ≃ Zn(Bn). (6.1)
This physical result is also natural mathematically. In mathematics, Morita equivalent algebras
in a certain nice monoidal category always share the same center. Actually, it is also interesting
to consider another direction. In general, Z(A) ≃ Z(B) does not imply A ∼ B. But if we assume
certain duality structures on A and B, then it is possible. We give a couple of examples below.
1. In 1D, if A and B are two finite dimensional C∗-algebras, i.e. the direct sums of matrix
algebras, describing composite (unstable) topological orders, then A is Morita equivalent
to B if and only if Z(A) ≃ Z(B) as algebras. This result is quite trivial. But it can be
generalized to a non-trivial one in the framework of 2D rational conformal field theory, in
which A and B are two special symmetric Frobenius algebras in a modular tensor categories,
then A ∼ B if and only if Z(A) ≃ Z(B) as algebras, where Z(A) is the so-called full center
of A [KR1].
2. In 2D, if two unitary fusion 1-categories A2 and B2 are Morita equivalent if and only if
their Drinfeld centers are equivalent as braided monoidal 1-categories [M1, Ki3, ENO08].
It seems natural to ask if the Morita equivalence is equivalent to the equivalence of Zn-centers
for a unitary fusion n-category. It turns out that it is not true. In 3D, all closed 3D topological
orders share the same trivial bulk , but they are not Morita equivalent (or Witt equivalent) in
general. The discrepancy is measured by the Witt equivalence classes, which form an infinite
group called Witt group [DMNO]. What happens is that, assuming Zn(An) = Zn(Bn), one can
certainly glue the topological phase Zn(An) (with a gapped boundary An) with the phase Zn(Bn)
(with a gapped boundary Bn) smoothly in the n+1D bulk and create an n−1D wall between
An and Bn on the boundary. But this n−1D wall can be gapless in general. For example, a
3D quantum hall system shares the same 4D bulk with 13, but the domain wall between them
9When we say Zn(An) = Zn(Bn), we mean that we have made a choice of how we identify them.
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Figure 10: A Morita-closed wall between two smooth boundaries in the toric code model
is gapless. In general, the Witt classes of closed nD topological orders also form a group, still
called Witt group [KW], which measures the discrepancy between the Witt equivalence and the
equivalence of their bulk ’s.
Example 6.3. We give an example of a Morita-closed wall in the toric code model. Consider the
toric code model with a smooth boundary, a 1-codimensional wall and a 2-codimensional defect
on the boundary depicted in Fig. 10. This model is completely free of frustration. The complete
list of mutually commutative stabilizers are given as follows:
Av = σ
x
1σ
x
2σ
3σ4, Bp = σ
z
8σ
z
10σ
z
11σ
z
12, A13,14,15 = σ
x
13σ
x
14σ
x
15
C2,5,3|7 = σ
z
2σ
z
5σ
z
3σ
x
7 , D3|7,8,9 = σ
x
3σ
z
7σ
z
8σ
z
9 , Q6,17,18,19,20 = σ
x
6σ
y
17σ
z
18σ
z
19σ
z
20.
The excitations on the smooth boundary are given by the unitary fusion 1-category RepZ2 [BK,
KK]. Since the dotted line is an invertible wall that gives the EM-duality [KK], the neighborhood
of the plaquette (17, 18, 19, 20) can be viewed as a 0+1D Morita-closed wall between two smooth
boundaries. Note that moving an e/m-particle around the corner of the edges labeled by 6 and
17 (the blue dot) turn it into an m/e-particle. Since an m-particle condenses on the smooth
boundary, all particles condense in the neighborhood of the plaquette (17, 18, 19, 20). Therefore,
the Morita-closed wall on the boundary contains no non-trivial excitations, thus can be described
by 11 = Hilb. Indeed, Hilb is at the same time an invertible RepZ2 -bimodule and gives a non-
trivial Morita equivalence between two smooth boundaries RepZ2 . This Morita equivalence Hilb
between RepZ2 and RepZ2 determines exactly an invertible domain wall (the dotted line) with
wall excitations given by FunRep
Z2
|Rep
Z2
(Hilb,Hilb), which is also equivalent to the EM-duality
of the bulk, i.e. a braided auto-equivalence of Z2(RepZ2).
Example 6.4. We give some examples of Morita-closed/anomalous walls in Levin-Wen type of
models enriched by boundaries and defects depicted in Fig. 11. Let A2 = B2 be unitary fusion 1-
categories and Z
(0)
2 (A2) := Z2(A2). Fig. 11 depicts a lattice model with a gappedM-wall between
Z2(A2) and Z2(B2). The wall excitations are given by unitary fusion 1-category Z
(1)
2 ((M, a)),
which is defined as follows:
Z
(1)
2 ((M, a)) = Z
(1)
2 (M) := FunA|B(M,M)
rev. (6.2)
An A-module functor a ∈ FunA(A,M ⊠B B) ≃ M gives a defect junction between A2, B2 and
Z
(1)
2 (M). If M is invertible, then a gives a Morita-closed domain wall between A2 and B2; if
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A2 B2
a
Z2(A) Z2(B)
Z
(1)
2 (M)
Figure 11: Consider a Levin-Wen model enriched by gapped boundaries and defects [KK]. The
two bulk lattices are defined by unitary fusion 1-categories A2 and B2, respectively. The exci-
tations in the left/right bulk are given by the Drinfeld center Z2(A2)/Z2(B2) of A2/B2. The
lattice near the wall between the left bulk and the right bulk is defined by a semisimple inde-
composable A-B-bimodule M1, and is called the M-wall. The excitations on the M-wall are
given by the unitary fusion 1-category Z
(1)
2 (M1) := FunA|B(M,M)
rev [KK]. Two boundary
lattices are defined by A and B, viewed as a left A-module and a left B-module, respectively,
and are called the A-boundary and the B-boundary. The excitations on the A-boundary are
given by A ≃ FunA(A,A); those on the B-boundary are given by B. The defect junction
connecting the A-boundary, M-wall and B-boundary is given by a unitary C-module functor
a ∈ FunA(A,M⊠B B) ≃M.
otherwise, a is an anomalous domain wall. When a is viewed as an 1D topological order, it is
nothing but (M, a). This example shows that, all semisimple indecomposable A-B-bimodules
are physically realizable as (potentially anomalous) 1D domain walls in Levin-Wen models. Also
note that if we fold two boundaries in Fig. 11 upward, we obtain a vertical line with the bottom
end given by the 1D topological order (M, a). The vertical line is a 2D topological order given by
a unitary multi-fusion 1-category Fun(M,M), which is nothing but the Z
(0)
1 -center of (M1, a).
Remark 6.5. We believe that higher dimensional generalization of Levin-Wen models can be
constructed by replacing unitary fusion 1-categories by unitary fusion n-categories (see a special
case in [WWa] and a sketch of general construction in [Wa]). We believe that a large part of
Example 6.4 (Fig. 11) remains to be true for n > 2.
Let An and Bn be two simple nD topological orders. Note that Z
(1)
n (−) defines a surjective
map from potentially anomalous (or Morita-closed) domain walls between An and Bn to closed
(or invertible) domain walls between Zn(An) and Zn(Bn). Sometimes, a stronger result can
be obtained. When n = 2, A2 and B2 are unitary fusion 1-categories. In this case, Z
(1)
2 maps
bijectively from (potentially anomalous) walls between A2 and B2 to closed walls between Z2(A2)
and Z2(B2) [DMNO, KZ] (see also Thm. 6.10). Moreover, Morita-closed domain walls between
A2 and B2 are nothing but invertible A2-B2-bimodules. When A2 = B2, they form a group
denoted by Pic(A2). We have the following group isomorphism [ENO09, KK]:
Z
(1)
2 : Pic(A2)
≃
−→ Aut(Z2(A2)), (6.3)
where Aut(Z2(A2)) is the group of invertible walls between Z2(A2) and itself, or equivalently,
the group of braided auto-equivalences of Z2(A2).
Remark 6.6. The isomorphism in Eq. (6.3) is not an isolated phenomenon. In 1D, if A1 is a
simple algebra over C, this result is trivial. In 2D rational conformal field theories, what replaces
A2 is a simple special symmetry Frobenius algebra A in a modular tensor category. In this case,
we also have a group isomorphism Pic(A) ≃ Aut(Z(A)) [DKR1], where Z(A) is the full center
of A, with a similar physical meaning [FrFRS]. In the framework of 3D TQFT’s, the similar
phenomenon was studied recently in [FS, FPSV].
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6.2 The functoriality of Zn
In Fig. 9, an anomalous domain wall an−1 between An and Bn determines the “bulk” closed
domain wall Xn, also denoted by Z
(1)
n (an−1). Similarly, we can define Z
(2)
n (·) for (possibly
anomalous) walls between (possibly anomalous) walls. For example, if we fatten Fig. 9 in the
third directions, let us imagine an anomalous wall αn−2 between the anomalous wall an−1. It
is also the gapped boundary of a domain wall χn−1 between two Xn-phases. Then this χn−1 is
uniquely determined by αn−2 and denoted by Z
(2)
n (α). Similarly, we can define Z
(i)
n for 2 < i < n
(not for instantons i = n). In this context, we denote the bulk Zn by Z
(0)
n , i.e. Zn = Z
(0)
n .
Definition 6.7. We define the category TOwalln to be the n-category of simple nD topological
orders with (potentially anomalous) gapped 1-codimensional walls as 1-morphisms, . . . , and
(potentially anomalous) gapped l-codimensional walls between (l−1)-codimensional walls as l-
morphisms, . . . instantons as n-morphisms.
The strong unique-bulk hypothesis suggests that the complete boundary-bulk relation is
given by the collection of maps Zn = {Z
(0)
n ,Z
(1)
n ,Z
(2)
n , · · · ,Z
(n−1)
n }, which defines a functor:
Zn : TO
wall
n → TO
closed−wall
n+1 . (6.4)
Note that the result (6.1) and the group isomorphism in (6.3) are just parts of the first two layers
of the hierarchical structures of the functor Zn.
Definition 6.8. A n+1D simple topological order (or an l-codimensional wall) in TOclosed−walln+1
is called exact if it lies in the image of the functor Zn.
Example 6.9. In 2+1D, the M-walls in Fig. 11 is exact.
Physically, the funtoriality of Zn is tautological if we assume the strong unique-bulk hypoth-
esis. Mathematically, it suggests that the notion of the Zn-center of a unitary fusion n-category
is functorial if we define the domain/target categories properly. This mathematical funtoriality
is highly non-trivial and still conjectural.
When n = 2, Z2 indeed gives a mathematical functor [KZ]. More precisely, letMFus be the 1-
category of indecomposable multi-fusion 1-categories with 1-morphisms given by the equivalence
classes of semisimple bimodules and Brdcl the 1-category of non-degenerate braided fusion 1-
categories (C,D, etc.) with 1-morphisms given by the equivalence classes of closed multi-fusion
bimodules (CED), where a closed multi-fusion bimodule is defined by a multi-fusion 1-categories
equipped with a C-D-bimodule structure induced by a braided monoidal equivalence Z2(E2)
≃
−→
C3 ⊠D3. It is non-trivial to prove that Brd
cl is a well-defined 1-category [KZ, Thm. 5.19].
Theorem 6.10 ([KZ]). For indecomposable multi-fusion 1-categories A2,B2 and semisimple
A-B-bimodule 1-category M1, the following assignment
A2 7→ Z2(A2), AMB 7→ Z
(1)
2 (M1) := FunA|B(M,M)
rev
defines a well-defined functor Z2 : MFus→ Brd
cl. Moreover, Z2 is fully faithful.
Remark 6.11. In the Language of Jacob Lurie [L3], the monoidal Z2(A)-Z2(B)-bimodule
Z
(1)
2 (M) is an E1-algebra over the E2-algebra Z2(A)⊠ Z2(B). Thm. 6.10 is a special case of the
lax functoriality of the center of an En-algebra over an En+1-algebra in a symmetric monoidal
∞-category.
For n > 2, we expect a similar (but not fully faithful) functoriality of the center Zn to be true
for unitary fusion n-categories. Note that Z3 is not faithful because there are many non-trivial
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An Bn
an−1
Z
(1)
n (a)
cn−1
Z
(0)
n (A) Z
(0)
n (B)
Z
(1)
n (bn−1)
Figure 12: Above picture show intuitively how to define a morphism an−1 → bn−1 for anomalous
domain walls an−1 and bn−1 between An-phase and Bn-phase.
1-codimensional gapped exact walls in TOwall3 that are mapped to trivial walls under Z
(1)
3 (see
Remark 6.9).
We have shown that Z
(0)
n satisfies the same universal property as that of the center. Actually,
in Fig. 9, the Z
(1)
n -bulk of the domain wall an−1 is also some kind of center. To see this, one
can first introduce the notion of a morphism between two domain walls between the An-phase
and the Bn-phase similar to the notion of a morphism between two topological orders. Such a
morphism an−1 → bn−1 between domain walls an−1 and bn−1 is defined by a pair
(cn−1, cn−1 ⊠Z(1)n (a)
an−1
φn−2
−−−→
≃
bn−1),
depicted in Fig. 12. Then one can prove that the universal property of Z
(1)
n is the same as
that of the center considered in the category of domain walls. We omit details here. Note
that, mathematically, the right hand side of Eq. (6.2) is indeed a center (or an internal hom)
in the category of bimodules. Similarly, we can show that Z
(2)
n ,Z
(3)
n , · · · defined for higher
codimensional domain walls are also some kind of centers by proving their universal properties.
Therefore, the functor Zn is indeed the center functor.
Moreover, the strong unique-bulk hypothesis implies an “exact sequence” [KW]:
· · · → TOwalln
Zn−−→ TOwalln+1
Zn+1
−−−→ TOwalln+2 → · · · .
In particular, we expect that the identities Z
(i)
n+1(Z
(i)
n (·)) = 1n+2−i hold not only for i = 0 but
also for i = 1, 2, . . . , n − 1. The mathematical meaning of these later cases (for i > 0) have not
been discussed before. We briefly discuss the case i = 1 below.
Mathematically, let An+1 and Bn+1 be unitary fusion n-categories and (Mn, a) a (poten-
tially anomalous) wall between An+1 and Bn+1, where Mn is a unitary n-category and an A-B-
bimodule. In this case, we have
Z
(1)
n+1((Mn, a)) = FunA|B(Mn,Mn)
rev. (6.5)
If An+1 and Bn+1 are closed, they are both unitary braided (n−1)-categories. Let Mn be a
unitary multi-fusion A-B-bimodule ([KZ]). Both of the bulk-to-wall maps A → M and B → M
factor through Z
(0)
n (Mn) = FunM|M(M,M). In this case, we expect that Z
(1)
n+1(Mn) can be
equivalently defined as follows:
Z
(1)
n+1(Mn) = Fun
A|B
M|M(M,M)
rev, (6.6)
where the right hand side is the full subcategory of FunM|M(M,M) containing those objects that
are symmetric to the images of An+1 and Bn+1 in FunM|M(M,M). The physical meaning of the
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definition Eq. (6.6) is quite obvious. Since, in this case, we have
Z(0)n (Mn) = An+1 ⊠ Z
(1)
n+1(Mn)⊠Bn+1,
the excitations in An+1, Z
(1)
n+1(Mn) and Bn+1 can all be viewed as excitations in Z
(0)
n (Mn). It
is clear that all three sets of excitations are mutually symmetric.
Remark 6.12. In [L3], Lurie defined a notion of the center for an Ek-algebra over an Ek+1-
algebra. It will be interesting to know if it reduces to Eq. (6.6) in our cases.
Example 6.13. The functor Z2 is given by the mathematical functor in Thm. 6.10 with Z
(1)
2 (M1) =
Z
(1)
2 (M1). When we apply the functor Z3, we obtain
Z
(1)
3 (Z
(1)
2 (M1)) = Fun
Z2(A2)|Z2(B2)
Z
(1)
2 (M1)|Z
(1)
2 (M1)
(Z
(1)
2 (M1), Z
(1)
2 (M1))
rev = 13,
which follows from the fact that Z2(A2) ⊠ Z2(B2) = FunZ(1)2 (M)|Z
(1)
2 (M)
(Z
(1)
2 (M), Z
(1)
2 (M)) and
Eq. (6.6) for n = 3.
In general, we expect that the following mathematical result to be true.
Conjecture 6.14. Let An+1 and Bn+1 be two unitary n-fusion categories and Mn a unitary
indecomposable A-B-bimodule (a unitary n-category). Let Zn+1(A), Zn+1(B) and Z
(1)
n+1(M) be
FunA|A(A,A), FunB|B(B,B) and FunA|B(M,M)
rev, respectively. Then we have
Z
(1)
n+2(Z
(1)
n+1(Mn)) = Fun
Zn+1(A)|Zn+1(B)
Z
(1)
n+1(M)|Z
(1)
n+1(M)
(Z
(1)
n+1(Mn), Z
(1)
n+1(Mn))
rev = 1n+2.
7 Conclusions and outlooks
Although the main result in this work is the boundary-bulk relation for topological orders in
any dimension, another secrete goal of this work is to use this relation as a tool to determine
what a proper categorical description of a topological order should be. As far as we can see,
the categorical description given in this work seems works pretty well with the boundary-bulk
relation. If this categorical description of topological orders indeed works, it suggests something
surprising. Naively, one expect the higher dimensional theories to be much more complicated
than the 3D theory due to the complexity of the fusion-braiding properties of higher dimensional
excitations (see for example [WL]). This work, however, suggests that the higher dimensional
theories might be similar to the 3D theory. We give two possible generalizations of the 3D theory
below.
1. Our theory suggests that the condensation theory in n+2D should be similar to that in 3D
[Ko2]. A closed n+2D topological order is given by a unitary braided fusion n-category
Cn+2 with a trivial Zn+2-center, a condensation should be completely determined by a
commutative separable algebra A in Cn+2 (possibly satisfying additional conditions). The
condensed phase should be described by the unitary braided fusion n-category of local A-
modules, and the gapped domain wall created between the original and condensed phases
consists of confined excitations given by the unitary fusion n-category CA of A-modules in
C. When the condensed phase is trivial, we believe that the bulk-to-boundary functor L :
C→ CA determines a Lagrangian algebra L
∨(A) in C, where L∨ is the right adjoint functor
of L, such that the category of local L∨(A)-modules in C is trivial, i.e. Cloc
L∨(A) = 1n+2.
2. The mathematical description of a closed n+2D topological order enriched by invertible
1-codimensional walls might be similar to that in 3D [BBCW, LKW1]. It is very easy
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to enrich a closed n+2D topological order Cn+2, a unitary braided fusion n-category, by
invertible 1-codimensional walls. We assume that the equivalence classes of these invertible
walls are labeled by the elements of a finite group G. In other words, G acts on Cn+2
as automorphisms. Adding these invertible 1-codimensional walls to Cn+2, we obtain an
extension CGn+2 of Cn+2. The (n+2)-category C
G
n+2 has finitely many equivalence classes
of simple 1-morphisms labeled by the elements of G and the identity element 1 ∈ G is the
identity 1-morphism id∗. The (n+2)-category C
G
n+2 is not unitary because the 5th axiom
in Def. A.4 does not hold. In particular, each hom(g, h) is a non-zero unitary n-category
for g, h ∈ G in general. The structures of CGn+2 are completely encoded in the substructure
⊕g,h∈G hom(g, h), which turns out to be a G-crossed unitary braided fusion n-category. It
is the direct higher categorical analogue of a G-crossed unitary braided fusion 1-category
in 3D ([DGNO, BBCW]). In particular, the expression CGn+2 = ⊕f∈G
(
⊕g−1h=f hom(g, h)
)
gives a G-grading on CGn+2, and the fusion product hom(g, h)×hom(g
′, h′)→ hom(gh, g′h′)
is induced from the tensor product g ⊗ h ≃ gh and g′ ⊗ h′ ≃ g′h′. As a consequence,
we propose that symmetry enriched (by invertible 1-codimensional walls) closed n+2D
topological orders are classified by G-crossed unitary braided fusion n-categories. We will
give more details in [LKW2].
A Appendix
A.1 The definition of a unitary n-category
In this subsection, we give the definition of a unitary n-category. Before we start, we first review
some elements of an n-category (see for example [L2]).
We assume that a good definition of n-category is chosen. We always use the subscript in
Cn to indict that C is an n-category. Sometimes the subscript is omitted if it is clear from the
context. An object in an n-category Cn is also called a 0-morphism. We also refer to Cn itself
as the unique −1-morphism. In particular, a 0-category C0 is just the set of 0-morphisms. A
C-linear 0-category C0 is a vector space over C. The opposite category C
op
n is defined by flipping
all n-morphisms. For a C-linear 0-category C0, C
op
0 is the dual vector space homC(C0,C). For
an n-category Cn, we define the homotopy 1-category h1C by the 1-category with the same set
of objects as C and 1-morphisms given by the equivalence classes of 1-morphisms in C; we define
the homotopy 2-category h2C by the 2-category with the same set of objects and 1-morphisms
as C and 2-morphisms given by the equivalence classes of 2-morphisms in C.
Definition A.1. Let C2 be a 2-category and f : x→ y a 1-morphism.
1. f is said to have a left adjoint if there exist a 1-morphism g : y → x, the unit 2-morphism
η : idx ⇒ g ◦ f and the co-unit 2-morphism ǫ : f ◦ g ⇒ idy such that
idf = (f
≃
−→ f ◦ idx
1η
−→ f ◦ g ◦ f
ǫ1
−→ f), idg = (g
≃
−→ idx ◦ g
η1
−→ g ◦ f ◦ g
1ǫ
−→ g).
2. f is said to have a right adjoint if there exist a 1-morphism h : y → x, the unit 2-morphism
η˜ : idy ⇒ f ◦ h and the co-unit 2-morphism ǫ˜ : h ◦ f ⇒ idx such that
idf = (f
≃
−→ idy ◦ f
η˜1
−→ f ◦ h ◦ f
1ǫ˜
−→ f), idh = (h
≃
−→ h ◦ idy
1η˜
−→ h ◦ f ◦ h
ǫ˜1
−→ h).
C2 is said to have adjoints for 1-morphisms if every 1-morphism in C2 has both a left and a right
adjoint.
Definition A.2. Let Cn be an n-category for n ≥ 2. C has adjoints for 1-morphisms if h2C
has adjoints for 1-morphisms. For 1 < k < n, C has adjoints for k-morphisms if, for any pair of
objects x, y ∈ C, the (n− 1)-category homC(x, y) has adjoints for all (k− 1)-morphisms. C is said
to have adjoints if C has adjoints for k-morphisms for all 0 < k < n.
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Amonoidal n-category Cn can be defined by an (n+1)-category with a single object ∗. Namely,
the n-category hom(∗, ∗) is an n-category with a monoidal structure. A monoidal n-category Cn
is said to have duals for the objects if the homotopy 1-category h1C is a rigid monoidal category.
Then Cn is said to have duals if Cn has duals for objects and adjoints for k-morphisms for all
0 < k < n. It is equivalent to C having adjoints when it is viewed as an (n+ 1)-category with a
single object.
Definition A.3. A 1-category C1 is called finite if C is abelian, C-linear and has finitely many
simple objects and every object is the product of finitely many simple objects. Here, an object
x is simple if hom(x, x) = C.
Definition A.4. For n ≥ 0, an n-category Cn is unitary if the following conditions are satisfied:
1. Cn is C-linear. That is, for every pair of (n− 1)-morphisms f, g : X → Y in C, hom(f, g) is
a finite dimensional vector space over C. The compositions of the morphisms in C respect
this linear structure.
2. Cn is finite. That is, C is closed under finite products, has finitely many simple objects,
every object is the product of finitely many simple objects and hom(i, j) is a finite (n− 1)-
category for simple objects i and j. Here, an (n−1)-morphism x is simple if hom(x, x) = C,
and a k-morphism y, for 0 ≤ k < n − 1, is simple if the (k + 1)-identity morphism idy is
simple.
3. Cn has adjoints. That is, every k-morphism, 1 ≤ k < n, has both a left adjoint and a right
adjoint.
4. There is an equivalence δ : Cn → C
op
n which fixes all k-morphisms for 0 ≤ k < n, and is
antilinear, involutive and positive on n-morphisms, i.e.
δ(λf) = λ¯δ(f), δδ(f) = f, f ◦ δ(f) = 0⇒ f = 0, (A.1)
for n-morphism f : X → Y and λ ∈ C.
5. For two non-isomorphic simple k-morphisms i[k] and j[k], hom(i[k], j[k]) = 0n−k−1, where
0n−k−1 is the zero (n− k − 1)-category that has only the zero object and zero morphisms.
Remark A.5. Note that hom(x[k], y[k]) is a unitary (n− k − 2)-category for two k-morphisms
x, y ∈ Cn. The physical meaning of the 5th axiom in Def. A.4 was explained in [KW].
Remark A.6. If Cn is a unitary n-category, then Cn has a terminal object 0 as the zero product
by definition. Since hom(x, 0) ≃ hom(0, x) by duality, we see that 0 is a zero object. More
generally, finite coproducts in C coincide with finite products by duality. In this case, such
a (co-)product is also called a direct sum. In a unitary n-category, the direct sum x ⊕ y (or
the coproduct) of two objects x and y is characterized by the property that hom(z, x ⊕ y) ≃
hom(z, x)⊕ hom(z, y) as (n− 1)-categories for all z.
Proposition A.7. Let Cn be a unitary n-category containing a k-morphism f : x→ y, 1 ≤ k <
n. Then the left adjoint and the right adjoint of f are canonically isomorphic.
Proof. Let g : Y → X be the left adjoint of the k-morphism f with unit u : idy → f ◦ g and
counit v : g ◦ f → idx. For 1 ≤ k < n, the left (or right) adjoint of u and v, i.e. u
∨ : f ◦ g → idy
and v∨ : idx → g ◦ f exhibit g as the right adjoint of f . When k = n− 1, δ(u) and δ(v) exhibit
g as the right adjoint of f .
Example A.8. Def. A.4 of a unitary n-category is heavily loaded. We unravel this definition in
a few lower dimensional cases. Recall Sec. 3.1 for the definition of Cop.
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1. When n = 0, Cop0 is obtained from C0 by flipping the arrows. It makes sense if we interpret
the vector space C0 over C as homC(C,C0). As a result, C
op
0 = homC(C0,C). Then the
conditions in (A.1) guarantee that C0 is a finite dimensional Hilbert space.
2. When n = 1, we recover the usual definition of a unitary 1-category (see for example [M4]),
which is defined as an abelian C-linear finite ∗-category, where a ∗-category means a family
of maps ∗ : homC(x, y)→ homC(y, x) (given by δ) such that
(g ◦ f)∗ = f∗ ◦ g∗, (λf)∗ = λ¯f∗, f∗∗ = f, ∀λ ∈ C×,
satisfying the positivity condition f ◦ f∗ = 0⇒ f = 0. Note that ∗ = δ(−).
3. When n = 2, a unitary 2-category is a C-linear finite 2-category having adjoints for 1-
morphisms such that all hom spaces are unitary 1-categories and all coherence isomorphisms
are unitary, i.e.
δ(αf,g,h) = α
−1
f,g,h, δ(lf ) = l
−1
f , δ(rf ) = r
−1
f , δ(η) = ǫ˜, δ(ǫ) = η˜, (A.2)
for 1-morphisms f, g, h, where α, l/r and η, η˜, ǫ, ǫ˜ are the associator, the left/right unit
isomorphism and duality maps, respectively. Note that Eq. (A.2) follows from the definition
of coherence isomorphisms in the opposite category (see Sec. 3.1).
4. When n > 2, the second axiom in Def. A.4 encodes the unitarity of all coherence isomor-
phisms. For example, a unitary 3-category with a unique simple object ∗ and a unique
simple 1-morphism id∗ (in hom(∗, ∗)) is just the usual unitary braided fusion 1-category,
where the braiding is unitary, i.e. δ(cx,y) = c
−1
x,y for x⊗ y
cx,y
−−→ y ⊗ x.
Definition A.9. An n-functor F : Cn → Dn between two unitary n-categories C and D is called
unitary if F is C-linear for n-morphisms and F ◦ δ = δ ◦ F.
A.2 The universal property of the bulk with higher morphisms
In this subsection, we describe the universal property of the bulk with higher isomorphisms. We
drop the Minimal Assumption (see Remark 2.29).
Now the action ρ : Pn(Zn(Cn))⊠Cn → Cn is unital in the sense that there is a 2-isomorphism
γ : ρ◦ (ιZn(Cn)⊠ idCn)
≃
⇒ idCn , which is equivalent to the commutativity (up to a 2-isomorphism)
of the following diagram:
Pn(Zn(Cn))⊠ Cn
ρ
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
⇓ γ
Cn
idCn //
ιPn(Zn(Cn))⊠idCn
88♣♣♣♣♣♣♣♣♣♣♣♣
Cn .
(A.3)
Then the universal property of the bulk becomes much more complicated. A complete definition
was given by Lurie [L3]. We illustrate the first two layers of the structures below.
Universal property of the bulk : The triple (Pn(Zn(Cn)), ρ, γ) is terminal among all such
triples. More precisely, if (Xn, f, φ) is such a triple, where Xn is an nD topological order and
f : Xn ⊠ Cn → Cn a morphism such that the following diagram:
Xn ⊠ Cn
f
$$❍
❍❍
❍❍
❍❍
❍❍
❍
⇓ φ
Cn
idCn //
ιXn⊠idCn
::✈✈✈✈✈✈✈✈✈✈
Cn
(A.4)
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is commutative up to a 2-isomorphism φ : f ◦ (ιXn ⊠ idCn) ⇒ idCn , then there is a morphism
between the triangles (A.3) and (A.4) given by a triple (f, αf ,Φf ), where f : Xn → Zn(Cn) is a
1-morphism and αf : ρ ◦ (f ⊠ idCn)⇒ f a 2-isomorphism such that the following diagram:
Pn(Zn(Cn))⊠ Cn ρ

ι⊠ id⇒ Xn ⊠ Cn
f⊠idCn
OO
f
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
αf ⇓
⇓ φ
Cn
ιXn⊠idCn
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
ιPn(Zn(Cn))⊠idCn
00
idCn // Cn .
(A.5)
is commutative up to a 3-isomorphism Φf : φ ◦ (id ⊠ αf ) ◦ (ιf◦ιXn ⊠ id) ⇛ γ. Moreover, the
triple (f, αf ,Φf ) is unique in the sense that, if (g, αg,Φg) is another triple, then there is an
2-isomorphism β(1) : f ⇒ g such that the diagram consisting of β(1), αf and αg is commutative
up to a 3-isomorphism β(2) such that the diagram consisting of β(2), Φf and Φg is commutative
up to a 4-isomorphism β(3). And the triple (β(1), β(2), β(3)) is unique in a similar sense, so on
and so forth.
We will not prove above universal property of the bulk in this work as a complete exposition
would lead us too far away, so we do not go further on this subject here.
A.3 Weak morphisms
There are more general physical realization of a universal process of mapping excitations in the
Cn-phase to the Dn-phase. For this reason, we would like to introduce the notion of a weak
morphism between two topological orders.
Definition A.10. A weak morphism f from an nD topological order Cn to another one Dn is
a triple (f
(1)
n+1, f
(2)
n , f
(3)
n−1) such that
1. f
(1)
n+1 is an n+1D (potentially anomalous) topological order,
2. f
(2)
n is a gapped domain wall between f
(1)
n+1 and other phases,
3. f
(3)
n−1 : f
(2)
n ⊠f(1)n+1
Cn
≃
−→ Dn is an isomorphism.
Example A.11. We give some examples.
1. When Dn = Cn, the identity weak morphism idC is defined by
idC := (1n+1,1n, idCn). (A.6)
2. When a : Cn → Dn is an isomorphism, it can also expressed as a triple a = (1n+1,1n, a).
Namely, the information of an isomorphism is completely encoded in the third component
of the triple, i.e. a = an−1 = a
(3)
n−1.
3. For each nD topological order Cn, there is a natural unit weak morphism 1n
ιC−→ Cn given
by
ιC = (1n+1,Cn,1n ⊠ Cn = Cn
idC−−→ Cn). (A.7)
There are morphisms between two morphisms.
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Definition A.12. Let f and g be two weak morphisms from Cn to Dn. A 2-morphism φ : f ⇒ f
′
from f to f ′, is a pair of morphisms (a, b), where
1. a : f
(1)
n+1 → g
(1)
n+1 is a morphism;
2. b : f
(2)
n → g
(2)
n is a morphism.
such that they can form the following triangle-shaped physical configuration
f
(2)
n
b
(2)
n
Cn
b
(1)
n+1
a
(1)
n+2
f
(1)
n+1
a
(2)
n+1
(A.8)
in which all the (n+ 2)-phases are not necessarily closed. φ is called closed if a
(1)
n+2 is closed.
Remark A.13. The isomorphisms f
(3)
n−1, g
(3)
n−1, a
(3)
n and b
(3)
n−1 is not explicit shown in (A.8).
Their roles can be seen by squeezing the “triangle” in (A.8) to a single “point”, which is the
nD Dn-phase. This collapsing process can be described by the composition of the following
isomorphisms:
(b(2)n ⊠b(1)n+1
f (2)n )⊠a(2)n+1⊠a(1)
n+2
f
(1)
n+1
C
≃
−→ (b(2)n ⊠b(1)n+1
f (2)n )⊠g(1)n+1
C
≃
−→ g(2)n ⊠g(1)n+1
C
≃
−→ D,
in which the first isomorphism is induced by a
(3)
n and the second one by b
(3)
n−1, and the last one
is defined by g
(3)
n−1. By choosing a different way of collapsing, we obtain the following identity:
b(2)n ⊠b(1)n+1⊠a(1)
n+2
a
(2)
n+1
Dn ≃ b
(2)
n ⊠b(1)n+1⊠a(1)
n+2
a
(2)
n+1
(f (2)n ⊠f(1)n+1
Cn) ≃ Dn,
where the first isomorphism is defined by (f
(3)
n−1)
−1 and the second one is due to the indepen-
dence of how we collapse the “triangle”. Above two mathdisplays summarize what roles the
isomorphisms f
(3)
n−1, g
(3)
n−1, a
(3)
n and b
(3)
n−1 play in the collapsing processes.
Remark A.14. Weak morphisms are not composable in general. Two morphisms between weak
morphisms φ : f ⇒ g and ψ : g ⇒ h cannot be composed either. It is reasonable because physical
realizations are not composable in general.
If f : Cn → Dn be a morphism, then the triple (Zn(Cn), f
(0), f (1)) is automatically a weak
morphism, which is universal in a certain sense (see Prop.A.15). In this case, a 2-isomorphism
φ between two morphisms is automatically a 2-morphism between two weak morphisms.
Proposition A.15. Let f : Cn → Dn be a weak morphism between two simple topological orders
Cn and Dn. There is a morphism ~f : Cn → Dn such that there is a unique closed 2-morphism
from f to ~f .
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f
(2)
n
f
(1)
n+1
Cn
Zn+1(f
(1))
Xn+1 Yn+1
Zn(C)Zn(D) CnEn
(a) (b)
Figure 13: We start from a physical configuration depicted in (a), in which f (2)n ⊠
f
(1)
n+1
Cn ≃ Dn. Both
Xn+1 and Yn+1 are simple and uniqueness fixed by the unique-bulk hypothesis. By folding the topless
box anti-clockwise to the horizontal line, we obtain the physical configuration in (b).
Proof. Let f = (f
(1)
n+1, f
(2)
n , f
(3)
n−1) be a weak morphism Cn → Dn. Using the strong unique-bulk
hypothesis, find the unique bulk of the physical configuration of f
(2)
n ⊠f(1)n+1
Cn depicted in Fig. 13
(a). Then we fold the vertical box anti-clockwise while keep the position of the “line segment”
[f
(2)
n , f
(1)
n+1,Cn] fixed. Then we obtain an (n+1)D physical configuration as shown in Fig. 13 (b),
in which the Cn-phase remains the same but now becomes a gapped boundary of its bulk Zn(Cn),
En = Pn(Yn+1) ⊠Zn+1(f(1)) f
(2)
n and Zn(Dn) = Xn+1 ⊠Zn+1(f(1)) Yn+1. Moreover, we must have
En ⊠Zn(Cn) Cn ≃ Dn. Indeed, the dimensional reduction is independent of how we squeezing
the configuration in detail. So one can choose to squeeze the topless box in (a) horizontally,
and obtain a vertical “line” given by Zn(Dn) with the bottom end given by Dn. Therefore, the
identity En ⊠Zn(Cn) Cn ≃ Dn must hold. Then there is a morphism
~f = (En, ~f
(1)
n−1) such that
the above dimensional reduction process defines a closed 2-morphism from (f
(1)
n+1, f
(2)
n , f
(3)
n−1) to
(Zn(Cn),En, ~f
(1)
n−1). This closed 2-morphism is unique by the strong unique-bulk hypothesis.
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