Abstract. Conditionally on the Generalized Lindelöf Hypothesis, we obtain an asymptotic for the fourth moment of Hecke Maass cusp forms of large Laplacian eigenvalue for the full modular group. This lends support to the Random Wave Conjecture.
Introduction
A central question in Arithmetic Quantum Chaos concerns the distribution of Hecke Maass forms for the full modular group. The Random Wave Conjecture (RWC) predicts that for large Laplacian eigenvalue, the distribution is close to random. One way to formulate this is to conjecture that on fixed compact sets, the moments of Hecke Maass cusp forms of large Laplacian eigenvalue asymptotically equal the moments of a random variable with Gaussian distribution. Until now only numerical work and heuristic arguments (see [9, 10] ) have supported this conjecture. On the theoretical side, the fourth moment in particular is a natural and important case to study, as it is reduces, via Watson's formula, to a problem on L-functions. But proving an asymptotic for the fourth moment of Hecke Maass forms seems to be beyond the reach of current technology. The goal of this paper is to establish such an asymptotic (over Γ\H) on the assumption of the Generalized Lindelöf Hypothesis (GLH). One may wonder what the benefit is of proving one conjecture based on another. One answer is that these conjectures are unrelated. Another answer is of course that the GLH is a much more well accepted conjecture in mathematics and its truth is very firmly believed. This puts the RWC on more solid ground. Our main result is the following. as T → ∞.
Thus our result confirms on GLH a prediction of the RWC, with a power saving. Note that f is real valued because it is assumed to be even or odd (and of weight 0, with trivial nebentypus). The left hand side of (1.2) will be studied by first using Watson's formula to relate it to a mean value of L-functions. If the GLH were applied at this point, it would immediately yield the upper bound O(T ǫ ). To go beyond this and obtain an asymptotic with power saving, even on GLH, requires a lot of work and the full power of spectral theory. Some care is also needed to avoid reliance on the Ramanujan Conjecture (both at the finite and infinite places). Our proof will show that if not GLH, then at the very least what is required is a subconvexity bound for the L-function associated to the Rankin-Selberg product of an (essentially) fixed Hecke cusp form and the symmetric square lift of f , in the eigenvalue aspect of f . See the discussion following Lemma 5.1 and the last sentence of this paper. This GL(2)×GL(3) subconvexity problem seems to be very difficult and, interestingly, is also essentially what is required to get a power saving error in the QUE problem. It is safe to say that our problem is more difficult than the quantitative QUE problem.
There have been some unconditional results short of an asymptotic for the fourth moment of automorphic forms on Γ\H. In the eigenvalue aspect, an essentially optimal upper bound was proven by Spinu [26] for the fourth moment of truncated Eisenstein series, and by Luo [20] for dihedral Maass forms. Both of these results hinged on the spectral large sieve. For Hecke Maass forms, Sarnak and Watson announced a sharp upper bound for the fourth moment in [24, Theorem 3] , but a proof of this has not appeared. Holomorphic Hecke cusp forms of large weight are expected to be modelled by a complex Gaussian distribution (see [3, Conjecture 1.2] ). However proving an asymptotic for the fourth moment in this case, on GLH or any other reasonable hypothesis, seems to be much harder than the problem for Maass forms. This is because the corresponding mean value of L-functions has a larger "log of conductor to log of family size ratio" (see the discussion below). The best known upper bound for the fourth moment in the weight aspect is far from optimal; see [3] .
Let {u j : j ≥ 1} denote an orthonormal basis of even and odd Hecke Maass cusp forms for Γ, ordered by Laplacian eigenvalue
be the L-function attached to u j , normalized so that its functional equation relates values at s and 1 − s. The shape of the mean value of L-functions that we will need to evaluate is essentially
The analytic conductors of L(
respectively. Thus the denominator above is about the same size as the convexity bound for the numerator. In the "bulk" range T 1−ǫ < t j < 2T − T 1−ǫ , which is nearly a dyadic interval, the analytic conductor of the triple product L-function L(
, while the sum is over about T 2 forms. Thus the "log of conductor to log of family size ratio" is 4. Our main work will be on treating this bulk range. The remaining ranges will handled immediately on the GLH.
A similar mean value of triple product L-functions was considered (unconditionally) by Li in [19] , but there the GL(3) form was fixed, while here it is not (T tends to infinity). Thus our problem is clearly more complex. A similar mean value was also considered by the authors in [5] , with L(
, where χ is a quadratic character. Such a factorization occurs when f is a dihedral form and this was the motivation for the work in [5] , although in that paper we were not able to make any direct conclusions about the fourth moment. In this paper we use the methods of [5] together with GL(3) Voronoi summation as a new ingredient to treat the present case where L( 1 2 , u j × sym 2 f ) does not factorize. The present analysis is more delicate, with the ranges of various parameters harder to control (in the same way that many problems in number theory involving the divisor function become more difficult when the divisor function is replaced by Fourier coefficients of cusp forms). For this reason that it is not clear a priori that our previous methods would work for this problem. Also, [5] used a simplified weight function in place of the one given in (2.3).
For the weight function H(t j ), we have by Stirling's approximation (see (3.1) or [26, Section 5.1.1]) that
where q(t, T ) = 0 for |t| ≤ 2T |t| − 2T for |t| > 2T. (2.6) Thus the right hand side of (2.4) looks essentially like (1.3).
Preliminaries

3.1.
Stirling's approximation. For σ > 0 fixed, as a first order approximation we have
where sgn(γ) is 1 if γ is positive and −1 if γ is negative. As |γ| → ∞, this gives
3.2.
Approximate functional equations. Let λ j (n) and λ f (n) denote the (real) eigenvalues of the n-th Hecke operator corresponding to u j and f respectively, where we write λ j (−n) = λ j (n) for u j even and λ j (−n) = −λ j (n) for u j odd. The L-function associated to u j is given by
With this, we can define
Kim and Sarnak [16, Appendix 2] have proven the following bounds towards the Ramanujan Conjecture: 
This implies by the Cauchy-Schwarz inequality and the Hecke relations (3.2) that
For u j even we have the functional equations
For u j odd we have the functional equation
which implies that L( 
, and for u j odd, we could take
, which vanishes. Since λ j (−n) = λ j (n) for u j even and λ j (−n) = −λ j (n) for u j odd, in both cases we have
As we will see below, to understand a mean value of the form T <tj <2T λ j (±n)λ j (m) using Kuznetsov's formula, the same sign Kuznetsov (the + sign) leads to a J-Bessel transform while the opposite sign Kuznetsov (the − sign) leads to a K-Bessel transform. Both transforms can be evaluated asymptotically and it turns out the main term of the K-Bessel transform has no oscillation. We find this easier to work with, so we reduce the analysis involving the same sign terms by taking an approximate functional equation with two Dirichlet series of unequal length as follows:
In this way, the Dirichlet series leading to the same sign terms is shorter. We now state this precisely.
where
for any σ > 0.
Let 0 < α, β < 1 100 be some fixed constants to be determined later. For u j even or odd, and
Proof. This follows from [14, Theorem 5.3] and the functional equations given above. For (3.5) and (3.6), take G(u) = e u 2 and X = 1 in that theorem. For (3.8), take G(u) = e u 2 and X = T β to get
where κ j = 0 or 1 as u j is even or odd. By the rapid decay of e 
Thus up to a small error, the ratio of Gamma functions in (3.9) does not depend on κ j . Also note that the sum in (3.9) can be restricted to n < T 1+β+ǫ up to admissible error by Stirling's approximation. Thus (3.8) follows, using (3.4).
Consider those values of |t| that are roughly of size 2T but not too close to 2T . That is, suppose that for some 0 < α < 1 100 to be fixed later, we have
In the integrals appearing in Lemma 3.1, write s = σ + iγ. By the rapid decay of e s 2 in vertical lines, we may restrict these integrals to |γ| < T ǫ . We have by Stirling's approximation that
for any N ≥ 1 and some B n (σ, γ) and C n (σ, γ) polynomial in σ and γ. By thinking of |t| and |t(4T 2 − t 2 )| as being of size about T and T 3 in the range (3.11), and taking σ as large as we like in the expressions (3.12-3.13), we see that the sums in (3.8) and (3.6) have length about T 1∓β and T 3 respectively. We have
in the range (3.11) by taking N large enough and σ = ǫ. Similarly,
We have + θ is due to Yoshida [28] . We need this version because H(t), which was defined in section 2, has a pole at t = 
The main term is O(T
where (y) = yh(y).
Note that in [5, Lemma 3.8] , the error term O T 5−16α has been erroneously left out. Such a term should be present, as it is for the average of real Bessel functions (see the remark following [13, Lemma 5.8] ). For our purposes we will have 0 < x ≤ T 2+4α , so the total error for Lemma 3.4 will be essentially the same as for Lemma 3.3.
3.4. Kuznetsov's formula for sums of Kloosterman sums. Let Φ be a smooth function compactly supported on the positive reals. LetΦ
For q ≥ 1 and k ≥ 2, let B k (q) denote an orthonormal basis of weight k holomorphic cusp forms for Γ 0 (q). For each element g in this basis, let n k 2 ρ g (n) denote the n-th Fourier coefficient of g. Let B 0 (q) denote an orthonormal basis of Maass cusp forms for Γ 0 (q). For each element g in this basis, let ρ g (n) denote the n-th Fourier coefficient of g, and let 
Let τ a (n, t) denote the n-th Fourier coefficient of the Eisenstein series E a (s,
Lemma 3.5. Keep the notation above and let q ≥ 1. For positive integers n and m, we have
Proof. See [14, Theorem 16.5] , but note that we normalize differently.
We now record some properties of the transforms of Φ given above, based on the situation we will be in (see (9.18) 
for some T −ǫ < X < T 10 and satisfies
we have
for any B > 0.
Proof. We demonstrate the claims forΦ only, the other cases being similar. Suppose first that t ∈ R. Note the bound
which follows for 0 < w < 1 from the power series [8, 8.402 ]
and for w ≥ 1 by [4, lemma 6] . By (3.20), we may restrict the integral in the definition ofΦ to T −11 < w < T ǫ/3 and then apply (3.21) with k = 0 and (3.24) to get
This proves (3.22) . Now suppose that |t| > T ǫ . By the power series (3.25), we havê
Integrating by parts k times, we get
By Stirling's approximation, we have for |t| > T ǫ and 0 < w < T ǫ/3 that
By (3.20) we have that
for any k ≥ 0. Using these bounds in (3.26) and taking k large, we see that |Φ(t) 3.6. Voronoi summation. The GL(3) Voronoi summation formula was proven by Miller and Schmid [21] . Later, Goldfeld and Li [7] gave another proof and we follow their presentation. A f (m, r)e mb c ψ mr
where σ > 0,ψ denotes the Mellin transform of ψ and
for any N ≥ 1. By Stirling's approximation, we have
Thus we may restrict the integral in (3.28) to |ℑ(s)| < T ǫ . In this range, taking σ = ǫ, we get the bound
Moving the line of integration in (3.28) far to the right, we see that the sum on the right hand side of (3.28) may be restricted to
up to an error of O(T −100 ). We also observe that in the range |ℑ(s)| < T ǫ , writing s = σ + iγ, Stirling's approximation gives
for any N ≥ 1 and some B n (σ, γ) and C n (σ, γ) polynomial in σ and γ.
Proof of Lemma 2.1.
It is more convenient to renormalize f so that f 2 = 1. This does affect what needs to be proved, for in Lemma 2.1 we need only an upper bound. So let
√ yK iT (2πny)e(nx) (4.1) denote the Fourier series expansion of f , where
By unfolding, we have for ℜ(s) > 1,
We have that
by [8, 6 .576], and
Thus taking s = 1 2 + it by analytic continuation, we have
This may be compared with (2.4).
By (2.5), we may restrict the integral in Lemma 2.1 to |t| < T 1+ǫ . The zeta and L-value in the denominator of (4.2) are on the edge of the region of absolute convergence, so they are bounded below by T −ǫ . Thus
On the GLH, this is bounded by
Proof of Proposition 2.2: Applying the trace formula
We first refine what needs to be proved for Proposition 2.2. We can immediately treat the contribution to (2.2) of t j close to zero and close to 2T . Let 0 < α < 1 100 be a fixed constant to be determined later. On the GLH, we have by (2.4) and (2.5) that
. By Weyl's law (see [14, page 391]) we have that this is less than T − α 2 +ǫ . Thus we may restrict the left hand side of (2.2) to values of t j that are roughly of size 2T , but not too close to 2T . We have to take care when making this restriction because we must use functions that will satisfy the conditions of Kuznetsov's trace formula.
Lemma 5.1. Let 0 < α < 1 100 be a fixed constant to be determined later and define the even function
where ⌈x⌉ denotes the least integer greater than or equal to x. We have that H(t)W (t) ≪ T −100
Proof. Suppose that |t| ≤ T 1−α . Then
and trivially,
ǫ , then by (2.5) we have H(t) ≪ T −100 , and so W (t)H(t) ≪ T −100 . So suppose
This proves the first claim.
For the second claim, observe that for x > 0 and N > 0, we have
To prove the same sort of bound for H(t), we need more terms in the Stirling expansion (2.5). In the range (5.1), we have
where H 0 (x) = 8π
for some constants B n , C n , D n . By taking N large enough we see that if
in the range (5.1). For the third claim, suppose that T
Proposition 2.2 is thus reduced to proving
for some δ > 0.
We remark that since L( 1 2 , u j ) and L( 1 2 , u j × sym 2 f ) are non-negative (by the work of [17] and [18] ), the contribution of the very small eigenvalues is at least
T .
Thus even if we were not assuming GLH, a subconvexity bound for L( 1 2 , u j × sym 2 f ) in the T aspect, which is polynomial in |t j | < T ǫ , would be required, but this is an unsolved and very difficult problem.
By (2.4), we have
For u j even, we may use the approximate functional equation (3.6) to write
But this equality holds for u j odd as well, since in this case both sides vanish. Now we may use the approximate functional equation (3.8) for L( 1 2 , u j ), which holds for both even and odd forms. This idea is an important feature of our proof which, as mentioned in the remarks following Lemma 3.1, will make the analysis more pleasant. Thus we get that the right hand side of (5.8) equals
By (5.2) and (3.7), the error term is
2 +ǫ ) on the GLH. By the approximate functional equation (3.6), the main term of (5.9) equals
Applying the Kuznetsov trace formula to the inner sum gives:
for some δ > 0, where
A f (n, r) rn
A f (m, r)λ(n, t)λ(m, −t)
S(±n, m, c) c
By the decay of V ± 1 and V 2 , we may restrict the sum above to n < T 1∓β+ǫ and mr 2 < T 3+ǫ . We may also restrict to c ≤ T 3 , say, by a standard method (see [1, Lemma 5] for example). To see this, consider O + for instance, and move the line of the t-integral from ℑ(t) = 0 to ℑ(t) = − 
where q(t, T ) is given in (2.6). Thus the contribution of the terms with c > T 3 is bounded by
The last bound uses the average version of the Ramanujan bound given in (3.4) and Weil's bound for the Kloosterman sum. The result is less than a negative power of T . We will prove that D yields the main term, while E and O ± are bounded by a negative power of T .
Proof of Proposition 2.2: The diagonal
The goal of this section (see (5.7) is to show that
for some δ > 0. This was sketched in [3, Section 4] but here we provide the details. By (3.12-3.13) and (5.11), we have
A f (n, r) r 1+2s2 n 1+s1+s2
where 0 < α < 
Thus assuming the GLH, we have that the error term in (6.1) contributes
From Lemma 5.1, the weight function H(t)W (t) is O(T −100 ) unless T 1−α < |t| < 2T − T 1−α . By the estimate for H(t) given in 2.5), we have
and so the error term of (6.1) is O(T −   1 2 ). Consider the main term of (6.1). Moving the line of integration to ℜ(s 1 ) = − 1 10 , we pick up a simple pole at s 1 = 0, getting
The new error term arises by applying GLH on the shifted line of integration, and it is O(T 
The error term is O(T 
H(t)W (t)t tanh(πt)dt.
We can now restrict the integrand to the range
By (2.5) we have
The error term is some negative power of T . This completes the evaluation of the diagonal.
Proof of Proposition 2.2: The Eisenstein series contribution
In this section we show that E is bounded by a negative power of T . We first rewrite the expression for E using the following approximate functional equations, which are analogous to those in Lemma 3.1:
We get that
By the decay of the weight function H(t)W (t), we may restrict the integral to T 1−α < t < 2T −T 1−α , and then apply the GLH and the estimate for H(t) given in (2.5) to see that
Proof of Proposition 2.2: The short off-diagonal
The goal of this section is to show that O + is bounded by a negative power of T . We have seen that for any 0 < α < 1 100 , we have H(t)W (t) ≪ T −100 unless T 1−α < |t| < 2T − T 1−α . Thus in the expression for O + we may restrict the integral to this range. We may also replace d * t by tdt because tanh t = 1 + O(T −100 ) in the given range of t. Thus
S(n, m, c) c
Let Z be any smooth, even function compactly supported on (
)k , and we may use such a function to approximate the characteristic function of this interval. We may absorb W (t) into the function Z( t T ) by property (5.3). Writing
for some δ > 0. We apply Lemma 3.3 to evaluate the Bessel transform. Note that the function Z( t T )V + 1 (n, t)V 2 (r 2 m, t) satisfies the conditions of the lemma by the remarks above and by (3.14-3.15).
The contribution of the main term of Lemma 3.3 is O(T −100 ), unless
Since by the decay of V .
The innermost c-sum is O(1), so the line above is O(T −1+5α+ǫ ), which is admissible as we assume α < 1 100 .
Proof of Proposition 2.2: The long off-diagonal
The goal now is to show that O − is bounded by a negative power of T . This proof is the heart of our paper. As in the previous section, it suffices to prove that for any smooth, even function Z compactly supported on
with derivatives satisfying
for some δ > 0. We may replace V − 1 (n, t) and V 2 (r 2 m, t) by the main terms in their Stirling expansions (3.12) and (3.13) since the lower order terms can be treated similarly. Thus we need to show that
is bounded by a negative power of T where
for any σ > 0. We apply Lemma 3.4 to evaluate the Bessel transform in (9.1). The error term arising from this result contributes less than a negative power of T , just as in the previous section. There are two similar, non-oscillatory main terms in the asymptotic given by Lemma 3.4. It suffices to treat only the leading main term as the other will contribute a factor of T less. Therefore the goal is to bound by a negative power of T the sum
where the last equality follows by the Hecke relations (3.2). The sum is trivially O(T ǫ ), using (3.4), so we must save any negative power of T . We are done unless
in which case, since Using this and partial summation gives the required saving in (9.7).
The next step is to transform the m-sum using GL(3) Voronoi summation (see Lemma 3.8) . Writing
we get by Voronoi summation that the part of (9.5) with j = 0 equals
where G ± (s) was defined in Lemma 3.8. We have that a mod c e(
) equals c if b ≡ j mod c, and 0 otherwise. In the case b ≡ j mod c, we have br ≡ jr mod cr. Thus (9.8) equals
Recall by the remarks following Lemma 3.8, that up to negligible error, we can restrict the sum to in the fraction
appearing in (9.9), and k =
The goal is to show that (9.11) is bounded by a negative power of T . Using G ± (s) ≪ T −1+ǫ , a bound given in (3.29), and repeatedly integrating by parts in (9.6), we have
for any k ≥ 0 and A ≥ 0. Thus up to negligible error, we may assume |u| < zT ǫ . (9.14)
Using this, we have
9.2. Preparation for Kuznetsov's formula. We first explain the idea of what we are about to do next. Our task is to bound by a negative power of T a sum like (when r = l = 1),
jk c 2 . (9.16) By (9.14) and z < T ǫ , we see that up to negligible error, we may assume |j|k ≪ c 2 T ǫ . Also recall that |Ψ ± (y, z; u)| ≪ T −1+ǫ . By these remarks, the trivial bound for (9.16) is O(T 1 2 +ǫ ), and now we must save this much and a little more. We have already exploited the sums over j and k (they arose through Poisson and Voronoi summation). Now we will exploit the sum over c. Since the range of c in the sum is at least as large as T −ǫ |j|k, a range sometimes referred to as the Linnik range (see [25] ), we are in a good position to use Kuznetsov's formula to transform the sum of Kloosterman sums into a sum of Hecke eigenvalues. This final sum will be estimated under the GLH to complete the proof. To get a feel of how this works, consider the generic ranges c ≍ T, N ≍ T, M ≍ T 3 , that imply j ≪ T ǫ , k ≍ T 2 . Using Kuznetsov's formula, we will get an identity of the shape On the GLH, we get cancellation in the k-sum and obtain the required bound.
To carry out the above program, we must first take care of the technicalities posed by the presence of the l and r parameters. First we detect the condition (j, c) = 1 in (9.11) using the Möbius function by recalling that d|c,d|j µ(d) equals 1 if (j, c) = 1 and 0 otherwise. Thus we need to bound the following sum, for each sign ±, by a negative power of T : For this last assumption, see the remark following (9.17). We only treat the first line of (9.23) as the rest are similar. Let
so that Φ(w) is supported on X −1 ≪ w ≪ X −1 , by (9.18). We first reduce to the case bdr ≪ T ǫ and X ≪ T ǫ .
Non-exceptional eigenvalues. Consider the contribution of t g ∈ R to the first line of (9.23). We have the bound
by (9.21) and (3.22) . Using the Cauchy-Schwarz inequality, and enlarging the spectral sum to |t g | < X (recall that X ≫ T ǫ by (9.20)), we would like to say that the contribution of the nonexceptional eigenvalues to the first line of (9.23) is bounded by for Kv ≤ k < 2Kv, k ≡ 0 mod v, 0 otherwise.
However, although (9.25) is essentially the right upper bound, to make the argument rigorous we must remember thatΦ(t g ) depends implicitly on j and k. We can separate variables as follows. WriteΦ (t g ) =Φ(t g , j, k).
Insert the factors U 1 ( j J ) and U 2 ( k K ), where U 1 (x 1 ) and U 2 (x 2 ) are smooth bump functions that are compactly supported on ( 2 ) and equal 1 on [1, 2] . Using the Mellin transform, we have We can restrict the integrals to |ℑ(s 1 )|, |ℑ(s 2 )| < T ǫ by integrating by parts (using (9.22) Exceptional eigenvalues. We now consider the contribution of t g ∈ (− 9.4. Generalized Lindelöf Hypothesis. In order to use L-functions to obtain the required cancellation in (9.34), we must work with primitive Hecke cusp forms. To this end, we can take g to be an element of the special basis described in Lemma 3.7. That is, g = h c for some newform h of level dividing q. Writing out h c has a linear combination of h| b as in the lemma, and using the fact the coefficients in this linear sum are small, it suffices to prove that
