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Abstract. First, we consider some fundamental properties including dual spaces, com-
plex interpolations of α-modulation spaces M s,αp,q with 0 < p, q ≤ ∞. Next, necessary and suf-
ficient conditions for the scaling property and the inclusions between α1-modulation and α2-
modulation spaces are obtained. Finally, we give some criteria for α-modulation spaces con-
stituting multiplication algebra. As a by-product, we show that there exists an α-modulation
space which is not an interpolation space between modulation and Besov spaces. In a sub-
sequent paper, we will give some applications of α-modulation spaces to nonlinear dispersive
wave equations.
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1 Introduction and definition
Frequency localization technique plays an important role in the modern theory of function
spaces. There are two kinds of basic partitions to the Euclidean space Rn, one is the dyadic
decomposition Rn = {ξ : |ξ| < 1}⋃(⋃∞j=1{ξ : |ξ| ∈ [2j−1, 2j)}), another is the uniform
decomposition Rn =
⋃
k∈Zn(k+[−1/2, 1/2)n). According to these two kinds of decompositions
in frequency spaces, one can naturally introduce the dyadic decomposition operators 4j (j ∈
Z+) whose symbol ϕj is localized in {ξ : |ξ| ∼ 2j}, and the uniform decomposition operator
k (k ∈ Zn) whose symbol σk is supported in k + [−1, 1]n. The difference between ϕj and
σk is that the diameters of supp ϕj and supp σk are O(2
j) and O(1), respectively. All
tempered distributions acted on these decomposition operators with finite `q(Lp) (quasi)-
norms constitute Besov space Bsp,q and modulation space M
s
p,q, respectively.
The α-modulation spaces M s,αp,q , introduced by Gro¨bner [11], are proposed to be intermedi-
ate function spaces to connect modulation space and Besov space with respect to parameters
α ∈ [0, 1], which are formulated by some new kind of α-decomposition operators αk (k ∈ Zn).
We denote by ηαk the symbol of αk , whose essential characteristic is that the diameter of its
support set has power growth as 〈k〉α/(1−α).
Modulation spaces are special α-modulation spaces in the case α = 0, and Besov space
can be regarded as the limit case of α-modulation space when α↗ 1. Modulation spaces were
first introduced by Feichtinger [8] in the study of time-frequency analysis to consider the decay
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property of a function in both physical and frequency spaces. His original idea is to use the
short-time Fourier transform of a tempered distribution equipping with a mixed Lq(Lp)-norm
to generate modulation spaces M sp,q. Gro¨chenig’s book [12] systematically discussed the the-
ory of time-frequency analysis and modulation spaces. In Gro¨bner’s doctoral thesis, he used
the α-covering to the frequency space Rn and a corresponding bounded admissible partition
of unity of order p (p-BAPU) to define α-modulation spaces. Some recent works have been
devoted to the study of α-modulation spaces (see [1, 2, 7, 10, 14, 13] and references therein).
Borup and Nielsen [1] and Fornasier [10] constructed Banach frames for α-modulation spaces
in the multivariate setting, Kobayashi, Sugimoto and Tomita [14, 13] discussed the bounded-
ness for a class of pseudo-differential operators with symbols in α-modulation spaces. Dahlke,
Fornasier, Rauhut, Steidl and Teschke [7] established the relationship between the generalized
coorbit theory and α-modulation spaces. The aim of the present paper is to describe some
standard properties including the dual spaces, embeddings, scaling and algebraic structure
of α-modulation spaces.
Before stating the notion of α-modulation spaces, we introduce some notations frequently
used in this paper. A . B stands for A ≤ CB, and A ∼ B denote A . B and B . A,
where C is a positive constant which can be different at different places. Let S (Rn) be the
Schwartz space and S ′(Rn) be its strongly topological dual space. Suppose f ∈ S ′(Rn) and
λ > 0, we write fλ(·) = f(λ·). Let X be a (quasi-)Banach space, we denote by X∗ the dual
space of X. For any p ∈ [1,∞], p∗ will stand for the dual number of p, i.e., 1/p+ 1/p∗ = 1.
We denote by Lp = Lp(Rn) the Lebesgue space for which the norm is written by ‖ · ‖p, and
by `p the sequence Lebesgue space. We will write 〈x〉 = (1 + |x|2)1/2. For any multi-index
δ = (δ1, δ2, · · · , δn), we denote Dδ = ∂δ11 ∂δ22 · · · ∂δnn . It is convenient to divide Rn into n parts
Rnj , j = 0, 1, 2, · · · , n:
Rnj = {x ∈ Rn : |xi| 6 |xj |, i = 1, · · · , j − 1, j + 1, · · · , n} .
We write J = (I −∆)s/2 and define the Sobolev space
Hs(Rn) =
{
f ∈ S ′(Rn) : ‖f‖Hs = ‖Jsf‖2 <∞
}
and
`qs,α(Zn;Lp) =
{
{gk}k∈Zn : gk ∈ S ′(Rn),
∥∥∥〈k〉 s1−α ‖gk‖p∥∥∥
`q
<∞
}
.
Without additional note, we will always assume that
s ∈ R, 0 < p, q 6∞, 0 6 α < 1.
Let us start with the third partition of unity on frequency space for α ∈ [0, 1) (see [1]). We
suppose c < 1 and C > 1 are two positive constants, which relate to the space dimension n,
and a Schwartz function sequence {ηαk }k∈Zn satisfies
|ηαk (ξ)| & 1, if
∣∣ξ − 〈k〉 α1−αk∣∣ < c〈k〉 α1−α ; (1.1a)
suppηαk ⊂
{
ξ :
∣∣ξ − 〈k〉 α1−αk∣∣ < C〈k〉 α1−α}; (1.1b)∑
k∈Zn η
α
k (ξ) ≡ 1, ∀ξ ∈ Rn; (1.1c)
〈k〉 α|δ|1−α ∣∣Dδηαk (ξ)∣∣ . 1, ∀ξ ∈ Rn. (1.1d)
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We denote
Υ =
{{ηαk }k∈Zn : {ηαk }k∈Zn satisfies (1.1)} (1.2)
Corresponding to every sequence {ηαk }k∈Zn ∈ Υ, one can construct an operator sequence
denoted by {αk}k∈Zn , and
αk = F−1ηαkF . (1.3)
Υ is nonempty. Indeed, let ρ be a smooth radial bump function supported in B(0, 2), satis-
fying ρ(ξ) = 1 as |ξ| < 1, and ρ(ξ) = 0 as |ξ| > 2. For any k ∈ Zn, we set
ραk (ξ) = ρ
(
ξ − 〈k〉 α1−αk
C〈k〉 α1−α
)
(1.4)
and denote
ηαk (ξ) = ρ
α
k (ξ)
(∑
l∈Zn
ραl (ξ)
)−1
.
It is easy to verify that {ηαk }k∈Zn satisfies (1.1). This type of decomposition on frequency
space is a generalization of the uniform decomposition and the dyadic decomposition. When
0 6 α < 1, on the basis of this decomposition, we define the α-modulation space by
M s,αp,q (Rn) =
{
f ∈ S ′(Rn) : ‖f‖Ms,αp,q = ‖{αkf}k∈Zn‖`qs,α(Zn;Lp) <∞
}
. (1.5)
Denote ϕ(ξ) = ρ(ξ) − ρ(2ξ), we may assume ϕ(ξ) = 1 if 5/8 ≤ |ξ| ≤ 3/2. We introduce the
function sequence {ϕk}∞k=0: {
ϕj(ξ) = ϕ(2
−jξ), j ∈ N,
ϕ0(ξ) = 1−
∑∞
j=1 ϕj(ξ).
(1.6)
Define
4j = F−1ϕjF , j ∈ N ∪ {0}, (1.7)
{4j}∞j=0 is said to be the Littlewood–Paley (or dyadic) decomposition operators. Denote
Bsp,q(Rn) =
{
f ∈ S ′(Rn) : ‖f‖Bsp,q =
∥∥{2sj4jf}j∈N∪{0}∥∥`q(Lp) <∞} . (1.8)
Strictly speaking, (1.5) cannot cover the case α = 1, however, we will denote M s,1p,q = Bsp,q for
convenience.
The paper is organized as follows. In Section 2, we show some basic properties on α-
modulation spaces, their dual and complex interpolation spaces are presented there. In
Section 3, we discuss the scaling property. In Section 4, the inclusions between α-modulation
spaces for different indices α (including Besov spaces) are obtained. In Section 5, we study
the regularity conditions so that α-modulation spaces form multiplication algebra. Finally,
we show the necessity for the conditions of scalings, embeddings and algebra structures by
constructing several counterexamples.
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2 Some basic properties
In the sequel, we give some basic properties of M s,αp,q . We need the following
Proposition 2.1 ([18], Convolution in Lp with p < 1). Let 0 < p ≤ 1. LpB(x0,R) = {f ∈
Lp(Rn) : suppf ⊂ B(x0, R)}, B(x0, R) = {x : |x − x0| ≤ R}. Suppose that f, g ∈ LpB(x0,R),
then there exists a constant C > 0 which is independent of x0 and R > 0 such that
‖f ∗ g‖p ≤ CRn(1/p−1)‖f‖p‖g‖p.
Proposition 2.2. ([18], Generalized Bernstein inequality) Let Ω ⊂ Rn be a compact
set, 0 < r ≤ ∞. Let us denote σr = n(1/(r ∧ 1) − 1/2) and assume that s > σr. Then there
exists a constant C > 0 such that
‖F−1ϕFf‖r ≤ C‖ϕ‖Hs‖f‖r (2.1)
holds for all f ∈ LrΩ := {f ∈ Lp : suppf̂ ⊂ Ω} and ϕ ∈ Hs. Moreover, if r ≥ 1, then (2.1)
holds for all f ∈ Lr.
Proposition 2.3 (Equivalent norm). Let {ηαk }k∈Zn , {η˜αk }k∈Zn ∈ Υ, then they genarate
equivalent quasi-norms on M s,αp,q .
Proof. See [1]. 
Proposition 2.4 (Embedding). Let 0 < p1 6 p2 ≤ ∞, 0 < q1, q2 ≤ ∞. We have
(i) if q1 6 q2 and s1 > s2 + nα
(
1
p1
− 1p2
)
, then
M s1,αp1,q1 ⊂M s2,αp2,q2 ; (2.2)
(ii) if q1 > q2 and s1 > s2 + nα
(
1
p1
− 1p2
)
+ n(1− α)( 1q2 − 1q1 ), then
M s1,αp1,q1 ⊂M s2,αp2,q2 . (2.3)
Proof. From Bernstein’s inequality it follows that
‖αkf‖p2 . 〈k〉
nα
1−α
(
1
p1
− 1
p2
)
‖αkf‖p1 . (2.4)
Then (i) follows from `q1 ⊂ `q2 and (2.4). For (ii), we use Ho¨lder’s inequality to obtain
‖f‖Ms2,αp2,q2 . ‖{
α
kf}k∈Zn‖`q1s1,α‖{1}k∈Zn‖`q1q2/(q1−q2)s2−s1+nα(1/p1−1/p2),α
.
For the second term in the right-hand side, we easily see that it is finite by changing the
summation to an integration. 
Proposition 2.5 (Completeness). (i) M s,αp,q is a quasi-Banach space, and is a Banach
space if 1 6 p 6∞ and 1 6 q 6∞.
(ii) We have
S (Rn) ⊂M s,αp,q (Rn) ⊂ S ′(Rn). (2.5)
Moreover, if 0 < p, q <∞, then S (Rn) is dense in M s,αp,q .
Proof. See [3]. 
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Proposition 2.6 (Isomorphism). For any σ ∈ R, the mapping Jσ : M s,αp,q → M s−σ,αp,q is
isomorphic.
Proof. See [18] 
Proposition 2.7. M s,α2,2 (Rn) = Hs(Rn) with equivalent norms.
Proof. Plancherel’s identity implies the result, see [11]. 
2.1 Duality
It is known that the dual space of Besov space Bsp,q is B
−s+n(1/(p∧1)−1)
(p∨1)∗,(q∨1)∗ (see [18]) and the dual
space of modulation space M sp,q is M
−s
(p∨1)∗,(q∨1)∗ (see [19]). In this section we study the dual
spaces of α-modulation spaces.
Proposition 2.8. Suppose 1 6 p, q <∞. Then we have(
`qs,α(Zn;Lp)
)∗
= `q
∗
−s,α(Zn;Lp
∗
).
More precisely, f ∈ (`qs,α(Zn;Lp))∗ is equivalent to that there exists a sequence {fk}k∈Zn ∈
`q
∗
−s,α(Zn;Lp
∗
) such that for any g = {gk}k∈Zn ∈ `qs,α(Zn;Lp), we have
〈f, g〉 =
∑
k∈Zn
∫
Rn
fk(x)gk(x)dx,
with ‖f‖(`qs,α(Zn;Lp))∗ = ‖{fk}‖`q∗−s,α(Zn;Lp∗ ).
It is a direct consequence of Proposition 3.3 in [19].
Lemma 2.1. Let {gk}k∈Zn ∈ `qs,α(Zn;Lp), and Γ be a subset of Zn, then we have∥∥∥∥∥∑
k∈Γ
αkgk
∥∥∥∥∥
Ms,αp,q
. ‖{αkgk}k∈Γ‖`qs,α(Zn;Lp). (2.6)
Proof. We introduce
Λ(k) = {l ∈ Zn : αkαl f 6= 0}. (2.7)
We denote the constant in (1.1b) relating to {ηαl }l∈Zn by C, thus for every l ∈ Λ(k), there
holds
〈k〉 α1−α (kj − C) < 〈l〉
α
1−α (lj + C), (2.8a)
〈k〉 α1−α (kj + C) > 〈l〉
α
1−α (lj − C) (2.8b)
with j = 1, · · · , n. For the above l and k, we conclude that
〈k〉 ∼ 〈l〉. (2.9)
If |k| . 1 (or |l| . 1), it is easy to see that (2.9) follows from (2.8). Thus, it suffices to show
(2.9) in the case |k|  1 (or |l|  1). When k ∈ Rnj with kj > 0, from (2.8a); whereas when
k ∈ Rnj but with kj < 0, from (2.8b)×(−1), we see 〈k〉
1
1−α . 〈l〉 11−α , and symmetrically, we
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have 〈l〉 11−α . 〈k〉 11−α . Therefore, we get (2.9). Suppose both l and l˜ are in Λ(k). substituting
l with l˜ (2.8a) and (2.8b) also hold. It follows that∣∣∣〈l〉 α1−α lj − 〈l˜〉 α1−α l˜j∣∣∣ . 〈k〉 α1−α + 〈l〉 α1−α + 〈l˜〉 α1−α .
Then Taylor’s theorem, combined with (2.9), gives |lj − l˜j | . 1. It follows that
#Λ(k) ∼ 1. (2.10)
One has that the right hand side of (2.6) is∑
l∈Zn
〈l〉 sq1−α
∥∥∥∥∥∥
∑
k∈Λ(l)∩Γ
αl αkgk
∥∥∥∥∥∥
q
p

1
q
.
∑
l∈Zn
〈l〉 sq1−α
∑
k∈Λ(l)∩Γ
‖αl αkgk‖qp
 1q
.
∑
k∈Γ
‖αkgk‖qp
∑
l∈Λ(k)
〈l〉 sq1−α
 1q
.
(∑
k∈Γ
〈k〉 sq1−α ‖αkgk‖qp
) 1
q
.
(2.11)
We remark that in the second inequality of (2.11), by Young’s inequality, or by Proposition
2.1 we see that
‖αkαl f‖p . ‖αkf‖p,
which enable us to remove αl ; and in the third inequality of (2.11), we have applied (2.10)
to remove the summation on l ∈ Λ(k). 
Theorem 2.1. Suppose 0 < p, q <∞, then we have
(
M s,αp,q
)∗
= M
−s+nα
(
1
1∧p−1
)
(1∨p)∗,(1∨q)∗ . (2.12)
Proof. The proof is separated into four cases.
Case 1: 1 6 p, q <∞. First, we show that (M s,αp,q )∗ ⊂M−s,αp∗,q∗ . Noticing that
M s,αp,q 3 f → {2αkf} ∈ `qs,α(Zn;Lp)
is an isometric mapping from M s,αp,q onto a subspace X = {{2αkf} : f ∈M s,αp,q } of `qs,α(Zn;Lp),
so, any continuous functional g on M s,αp,q can be regarded as a bounded linear functional on
X, which can be extended onto `qs,α(Zn;Lp) (the extension is written as g˜) and the norm of
g is preserved. By Proposition 2.8, there exists {gk} ∈ `q
∗
−s,α(Zn;Lp
∗
) such that
〈g˜, {fk}〉 =
∑
k∈Zn
∫
gk(x)fk(x)dx (2.13)
holds for all {fk} ∈ `qs,α(Zn;Lp). Moreover, ‖g‖(Ms,αp,q )∗ = ‖{gk}‖`q∗−s,α(Zn;Lp∗ ). Since M
s,α
p,q is
isometric to X, we see that
〈g, ϕ〉 = 〈g˜, {2αkϕ}〉 =
∫ ∑
k∈Zn
2αkgk(x)ϕ(x)dx, ϕ ∈M s,αp,q , (2.14)
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Hence, g =
∑
k∈Zn 2
α
kgk(x). In view of Lemma 2.1 and Young’s inequality,
‖g‖M−s,α
p∗,q∗
. ‖{gk}k∈Zn‖`q∗−s,α(Zn;Lp∗ ) = ‖g‖(Ms,αp,q )∗ ,
which implies
(
M s,αp,q
)∗ ⊂M−s,αp∗,q∗ . Next, we prove the reverse inclusion. For any f ∈M−s,αp∗,q∗ ⊂
S ′, we show that f ∈ (M s,αp,q )∗. Let ϕ ∈ S . We have
|〈f, ϕ〉| 6 ‖{αkf}k∈Zn‖`q∗−s,α(Zn;Lp∗ )
∥∥∥∥∥∥
 ∑
l∈Λ(k)
αl ϕ

k∈Zn
∥∥∥∥∥∥
`qs,α(Zn;Lp)
. ‖f‖M−s,α
p∗,q∗
‖ϕ‖Ms,αp,q .
The principle of duality implies M−s,αp∗,q∗ ⊂
(
M s,αp,q
)∗
.
In the following, we discuss the left three cases. From (2.2) in Proposition 2.4, we know
M s,αp,q ⊂M
s−nα
(
1
p∧1−1
)
,α
1∨p,1∨q .
This combined with the principle of duality gives
(
M s,αp,q
)∗ ⊃ (M s−nα( 1p∧1−1),α1∨p,1∨q
)∗
= M
−s+nα
(
1
p∧1−1
)
,α
(1∨p)∗,(1∨q)∗ .
Hence, only the reverse inclusion needs to be proven.
Case 2. 1 6 p <∞,0 < q < 1. For any f ∈ (M s,αp,q )∗, take any k ∈ Zn and any ϕ ∈ S (Rn),
we have
|〈αkf, ϕ〉| = |〈f,αkϕ〉|
6 ‖f‖(
Ms,αp,q
)∗‖αkϕ‖Ms,αp,q
. 〈k〉 s1−α ‖f‖(
Ms,αp,q
)∗‖ϕ‖p. (2.15)
This implies
(
M s,αp,q
)∗ ⊂M−s,αp∗,∞.
Case 3. 0 < p, q < 1. For any f ∈ (M s,αp,q )∗, take any k ∈ Zn, we have
|αkf(x)| = |〈f,F−1ηαk (x− ·)〉|
= |〈f,F−1ηαk (· − x)〉|
. ‖f‖(
Ms,αp,q
)∗‖F−1ηαk (· − x)‖Ms,αp,q
. 〈k〉 s1−α− nα1−α
(
1
p
−1
)
‖f‖(
Ms,αp,q
)∗ .
(2.16)
This implies
(
M s,αp,q
)∗ ⊂M−s+nα( 1p−1),α∞,∞ .
Case 4. 0 < p < 1,1 6 q <∞. For any f ∈ (M s,αp,q )∗ and every k ∈ Zn, there exists some
xk ∈ Rn satisfying
‖αkf‖∞ ∼ |F−1ηαkFf(xk)|.
Let {ak} be an arbitrary `qs−nα(1/p−1) sequence, and we construct another sequence namely
{a˜k}, such that |a˜k| = |ak|, and the argument of a˜k is the opposite number of the principal
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argument of F−1ηαkFf(xk). From (1.1b),(1.1d), we get ‖F−1ηαk (· − xk)‖p . 〈k〉−
nα
1−α
(
1
p
−1
)
.
Therefore, we have
∑
k∈Zn
|ak|‖αkf‖∞ ∼
〈
f,
∑
k
a˜kF
−1ηαk (· − xk)
〉
6 ‖f‖(
Ms,αp,q
)∗ ∥∥∥∥∥∑
k
a˜kF
−1ηαk (· − xk)
∥∥∥∥∥
Ms,αp,q
. ‖f‖(
Ms,αp,q
)∗‖{ak}k∈Zn‖`q
s−nα( 1p−1)
.
This implies
(
M s,αp,q
)∗ ⊂M−s+nα( 1p−1),α∞,q∗ . 
2.2 Complex interpolation
The complex interpolation for Besov spaces has a beautiful theory; cf. [18]. We can imitate
the counterpart for the Besov space to construct the complex interpolation for α-modulation
spaces. It will be repeatedly used in the following argument. Since there is little essential
modification in the statement, we only provide the outline of the proof.
We start with some abstract theory about complex interpolation on quasi-Banach spaces.
Let S = {z : 0 < Rez < 1} be a strip in the complex plane. Its closure {z : 0 6 Rez 6 1} is
denoted by S. We say that f(z) is anS ′(Rn)-analytic function in S if the following properties
are satisfied:
(i) for every fixed z ∈ S, f(z) ∈ S ′(Rn);
(ii) for any ϕ ∈ S (Rn) with compact support, F−1ϕFf(x, z) is a uniformly continuous and
bounded function in Rn × S;
(iii) for any ϕ ∈ S (Rn) with compact support, F−1ϕFf(x, z) is an analytic function in S
for every fixed x ∈ Rn.
We denote the set of all S ′(Rn)-analytic functions in S by A(S ′(Rn)). The idea we used
here is due to Caldero´n [4], Caldero´n and Torchinsky [5, 6] and Triebel [18].
Definition 2.1. Let A0 and A1 be quasi-Banach spaces, and 0 < θ < 1. We define
F(A0, A1) =
{
ϕ(z) ∈ A(S ′(Rn)) : ϕ(`+ it) ∈ A`, ` = 0, 1, ∀t ∈ R,
‖ϕ(z)‖F(A0,A1)
4
= max
`=0,1
sup
t∈R
‖ϕ(`+ it)‖A`
}
;
(2.17)
and
(A0, A1)θ =
{
f ∈ S ′(Rn) : ∃ϕ(z) ∈ F(A0, A1) such that f = ϕ(θ),
‖f‖(A0,A1)θ
4
= inf
ϕ
‖ϕ(z)‖F(A0,A1)
}
,
(2.18)
where the infimum is taken over all ϕ(z) ∈ F(A0, A1) such that ϕ(θ) = f .
The following two propositions are essentially known in [18] and the references therein.
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Proposition 2.9. Suppose all notations have the same meaning as in Definition 2.1, then
we have (
(A0, A1)θ, ‖ · ‖(A0,A1)θ
)
is a quasi-Banach space.
Proposition 2.10. Suppose all notations have the same meaning as in Definition 2.1, then
we have
‖f‖(A0,A1)θ = infϕ
(
sup
t∈R
‖ϕ(it)‖1−θA0 sup
t∈R
‖ϕ(1 + it)‖θA1
)
, (2.19)
where the infimum is taken over all ϕ(z) ∈ F(A0, A1) such that ϕ(θ) = f .
We point out the interpolation functor referred in (2.18) is an exact interpolation functor
of exponent θ. For our purpose, we will use the following multi-linear case.
Proposition 2.11. Let T be a continuous multi-linear operator from A
(1)
0 ×A(2)0 ×· · ·×A(m)0
to B0 and from A
(1)
1 ×A(2)1 × · · · ×A(m)1 to B1, satisfying
∥∥T (f (1), f (2), · · · , f (m))∥∥
B0
6 C0
m∏
j=1
∥∥f (j)∥∥
A
(j)
0
;
∥∥T (f (1), f (2), · · · , f (m))∥∥
B1
6 C1
m∏
j=1
∥∥f (1)∥∥
A
(1)
1
,
f (j) ∈ A(j)0 ∩A(j)1 .
Then T is continuous from
(
A
(1)
0 , A
(1)
1
)
θ
×(A(2)0 , A(2)1 )θ×· · ·×(A(m)0 , A(m)1 )θ to (B0, B1)θ with
norm at most C1−θ0 C
θ
1 , provided 0 6 θ 6 1.
Proof. From Proposition 2.10, we know there exist m sequences {ϕ(j)k (z)}k∈N, j = 1, · · · ,m
satisfying
lim
k→∞
sup
t
‖ϕ(j)k (it)‖1−θA0 sup
t
‖ϕ(j)k (1 + it)‖θA1 = ‖f (j)‖(A0,A1)θ . (2.20)
We put ψ
(j)
k (z) = C
z−1
m
0 C
− z
m
1 T (ϕ
(j)
k (z)). It is easy to see that ψ
(j)
k (z) ∈ F (B0, B1) with
ψ
(j)
k (θ) = C
θ−1
0 C
−θ
1 Tf
(j), and
‖ψ(j)k (`+ it)‖B` 6 C
− 1
m
` ‖Tϕ(j)k (`+ it)‖B` 6 ‖ϕ(j)k (`+ it)‖A` , ` = 0, 1.
Thus, combining Proposition 2.10, we have
∥∥T (f (1), · · · , f (m))∥∥
(B0,B1)θ
= C1−θ0 C
θ
1
m∏
j=1
‖ψ(j)k (θ)‖(B0,B1)θ
6 C1−θ0 Cθ1
m∏
j=1
(
sup
t
‖ψ(j)k (it)‖1−θB0 sup
t
‖ψ(j)k (1 + it)‖θB1
)
6 C1−θ0 Cθ1
m∏
j=1
(
sup
t
‖ϕ(j)k (it)‖1−θA0 sup
t
‖ϕ(j)k (1 + it)‖θB1
)
(2.21)
The conclusion follows from (2.21),(2.20). 
9
Theorem 2.2. Suppose 0 < θ < 1 and
s = (1− θ)s0 + θs1, 1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
, (2.22)
then we have (
M s0,αp0,q0 ,M
s1,α
p1,q1
)
θ
= M s,αp,q . (2.23)
Sketch of Proof. For z ∈ S, we write
s(z) = (1− z)s0 + zs1, 1
p(z)
=
1− z
p0
+
z
p1
,
1
q(z)
=
1− z
q0
+
z
q1
.
For any f ∈M s,αp,q , we set
ϕ(x, z) =
∑
k∈Zn
〈k〉 11−α
[
sq
q(z)
−s(z)
]
‖αkf‖
q
q(z)
− p
p(z)
p (αkf)
p
p(z) (x).
Obviously, ϕ(z) ∈ A(S ′(Rn)) and ϕ(θ) = f . Direct calculation shows
‖ϕ(`+ it)‖Ms`,αp`,q` . ‖f‖Ms,αp,q , ` = 0, 1.
This proves that M s,αp,q ⊂
(
M s0,αp0,q0 ,M
s1,α
p1,q1
)
θ
.
Conversely, for any f ∈ (M s0,αp0,q0 ,M s1,αp1,q1)θ, if ϕ ∈ A(S ′(Rn)) such that ϕ(θ) = f , for some
θ ∈ (0, 1), we can find two positive functions µ0(θ, t) and µ1(θ, t) in (0, 1)× R satisfying
‖αkf‖p 6
(
1
1− θ
∫
R
‖αkϕ(it)‖rp0µ0(θ, t)dt
) 1−θ
r
(
1
θ
∫
R
‖αkϕ(1 + it)‖rp1µ1(θ, t)dt
) θ
r
,
with 11−θ
∫
R µ0(θ, t)dt =
1
θ
∫
R µ1(θ, t)dt = 1. Taking the `
q
s,α norm of both sides leads to
‖{αkf}k∈Zn‖`qs,α 6
∥∥∥∥ 11− θ
∫
R
〈k〉 s0r1−α ‖αkϕ(it)‖rp0µ0(θ, t)dt
∥∥∥∥ 1−θr
`
q0
r
×
∥∥∥∥1θ
∫
R
〈k〉 s1r1−α ‖αkϕ(1 + it)‖rp1µ1(θ, t)dt
∥∥∥∥ θr
`
q1
r
. (2.24)
Then, Minkowski’s inequality implies that
‖f‖Ms,αp,q . sup
t
‖ϕ(it)‖Ms0,αp0,q0 supt ‖ϕ(1 + it)‖M
s1,α
p1,q1
.
This proves
(
M s0,αp0,q0 ,M
s1,α
p1,q1
)
θ
⊂M s,αp,q . 
The following is a natural consequence of Proposition 2.11 and Theorem 2.2, and is frequently
used later on.
Corrolary 2.1. Suppose T is a continuous multi-linear mapping from M
s
(1)
0 ,α
p
(1)
0 ,q
(1)
0
× · · · ×
M
s
(m)
0 ,α
p
(m)
0 ,q
(m)
0
to M s0,αp0,q0 with norm M0, and is also continuous, multi-linear from M
s
(1)
1 ,α
p
(1)
1 ,q
(1)
1
×· · ·×
M
s
(m)
1 ,α
p
(m)
1 ,q
(m)
1
to M s1,αp1,q1 with norm M1. Then T is continuous and multi-linear from M
s(1),α
p(1),q(1)
×
· · · ×M s(m),α
p(m),q(m)
to M s,αp,q with norm at most M
1−θ
0 M
θ
1 , provided 0 6 θ 6 1, and
s(j) = (1− θ)s(j)0 + θs(j)1 ,
1
p(j)
=
1− θ
p
(j)
0
+
θ
p
(j)
1
,
1
q(j)
=
1− θ
q
(j)
0
+
θ
q
(j)
1
, j = 1 · · ·m.
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3 Scaling property
For Besov space, it is well known that
‖fλ‖Bsp,q . λ−
n
p (1 ∨ λs)‖f‖Bsp,q . (3.1)
For modulation spaces with s = 0 and 1 ≤ p, q ≤ ∞, the sharp dilation property was obtained
in [15] and they showed
‖fλ‖M0p,q . λ
−n
p λ
0∨n
(
1
q
− 1
p
)
∨n
(
1
p
+ 1
q
−1
)
‖f‖M0p,q , λ > 1; (3.2)
‖fλ‖M0p,q . λ
−n
p λ
−
[
0∨n
(
1
p
− 1
q
)
∨n
(
1− 1
p
− 1
q
)]
‖f‖M0p,q , λ < 1. (3.3)
In this section, we study the scaling property of α-modulation spaces. For 0 < p, q 6 ∞
and (α1, α2) ∈ [0, 1]× [0, 1], we denote
R(p, q;α1, α2) = 0 ∨
[
n(α1 − α2)
(
1
q − 1p
)] ∨ [n(α1 − α2)(1p + 1q − 1)] , (3.4)
which will be frequently used in this and the next sections. Then, we divide R2+ into 3
sub-domains in two ways (see Fig. 1). One way is, R2+ = S1 ∪ S2 ∪ S3 with
S1 =
{(
1
p ,
1
q
) ∈ R2+ : 1q > 1p , 1p 6 12} ;
S2 =
{(
1
p ,
1
q
) ∈ R2+ : 1p + 1q > 1, 1p > 12} ;
S3 = R2+\{S1 ∪ S2},
Another way is, R2+ = T1 ∪ T2 ∪ T3 with
T1 =
{(
1
p ,
1
q
) ∈ R2+ : 1p > 1q , 1p > 12} ;
T2 =
{(
1
p ,
1
q
) ∈ R2+ : 1p + 1q 6 1, 1p 6 12} ;
T3 = R2+\{T1 ∪ T2}.
If α1 > α2, then
R(p, q;α1, α2) =

n(α1 − α2)
(
1
q − 1p
)
,
(
1
p ,
1
q
) ∈ S1;
n(α1 − α2)
(
1
p +
1
q − 1
)
,
(
1
p ,
1
q
) ∈ S2;
0,
(
1
p ,
1
q
) ∈ S3. (3.5)
If α1 < α2, then
R(p, q;α1, α2) =

0,
(
1
p ,
1
q
) ∈ T3;
n(α1 − α2)
(
1
p +
1
q − 1
)
,
(
1
p ,
1
q
) ∈ T2;
n(α1 − α2)
(
1
q − 1p
)
,
(
1
p ,
1
q
) ∈ T1. (3.6)
Before describing the dilation property of the α-modulation spaces, we introduce some
critical powers. Let us write sp = n(1/(1 ∧ p)− 1) and
sc =
{
R(p, q; 1, α), λ > 1,
−R(p, q;α, 1), λ 6 1. (3.7)
11
  
Figure 1: Distribution of sc. The left-hand side figure is for λ > 1, the right-hand side figure is for
λ 6 1.
Theorem 3.1. Let 0 6 α < 1, λ > 0 and s+ sc 6= 0. Then
‖fλ‖Ms,αp,q . λ−
n
p
[
(1 ∨ λ)sp ∨ λs+sc] ‖f‖Ms,αp,q . (3.8)
holds for all f ∈M s,αp,q . Conversely, if
‖fλ‖Ms,αp,q . λ−
n
pF (λ)‖f‖Ms,αp,q
holds for some F : (0,∞)→ (0,∞) and all f ∈M s,αp,q , then F (λ) & (1 ∨ λ)sp ∨ λs+sc.
Proof. (Sufficiency) We denote byαk,1/λ the pseudo-differential operator with symbol (ηαk )λ.
For every l ∈ Zn and λ > 0, we introduce
Λ(l, λ) = {k ∈ Zn : αk,1/λαl f 6= 0}. (3.9)
For any k ∈ Λ(l, λ), it follows from (1.1b) that k, l and λ satisfy
λ〈l〉 α1−α (lj − C) < 〈k〉
α
1−α (kj + C); (3.10a)
λ〈l〉 α1−α (lj + C) > 〈k〉
α
1−α (kj − C) (3.10b)
with j = 1, 2, · · · , n. In view of (3.10), one sees that k ∈ Λ(l, λ) is equivalent to l ∈ Λ(k, 1/λ).
Moreover, if (3.10) holds, then
〈l〉 . 1 ∨ λ−(1−α) if and only if 〈k〉 . 1 ∨ λ1−α. (3.11)
If 〈l〉  1 ∨ λ−(1−α), without loss of generality, we may assume l belongs to some Rnj , when
lj > 0, from (3.10a); whereas when lj < 0, from (3.10b)×(−1), we see 〈k〉
1
1−α & λ〈l〉 11−α .
Conversely, for k ∈ Λ(l, λ) ∩ Rnj , also from (3.10), we have 〈k〉
1
1−α . λ〈l〉 11−α . Thus we have
〈k〉 ∼ λ1−α〈l〉. (3.12)
12
   
 
Figure 2: 9 regions for the proof of Theorem 3.1
Since the volumes of supp(ηαk )λ and suppη
α
l are O(λ
−n〈k〉 nα1−α ) and O(〈l〉 nα1−α ), respectively,
we see that
#Λ(l, λ) ∼ 1 ∨ λn(1−α). (3.13)
When q = 1, from Lemma 2.1, we have∥∥∥∥∥∑
k∈Γ
αkfλ
∥∥∥∥∥
Ms,αp,1
=
∑
k∈Γ
〈k〉 s1−α ‖αkfλ‖p
=
∑
k∈Γ
〈k〉 s1−α ‖(αk,1/λf)(λ·)‖p
= λ
−n
p
∑
k∈Γ
〈k〉 s1−α ‖αk,1/λf‖p
6 λ−
n
p
∑
k∈Γ
〈k〉 s1−α
∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖p.
(3.14)
Case 1. λ 6 1,
(
1
p
, 1
q
) ∈ I∪II. For p = 1,∞, we apply the same technique as that appeared
in Proposition 2.3 to remove αk,1/λ in (3.14). When |k| . 1, from (3.11) we see that for
l ∈ Λ(k, 1/λ), there is 1 . 〈l〉 11−α . 1λ , which leads to∥∥∥∥∥∥
∑
|k|.1
αkfλ
∥∥∥∥∥∥
Ms,αp,1
. λ−
n
p
∑
〈l〉.λ−(1−α)
‖αl f‖p . λ−
n
p
∑
l∈Zn
(1 ∨ λs)〈l〉 s1−α ‖αl f‖p
. λ−
n
p (1 ∨ λs)‖f‖Ms,αp,1 .
(3.15)
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By Plancherel’s identity,∥∥∥∥∥∥
∑
|k|.1
αkfλ
∥∥∥∥∥∥
Ms,α2,2
. λ−n2
∑
|k|.1
〈k〉 2s1−α
∥∥∥∥∥∥
∑
l∈Λ(k,1/λ)
αk,1/λαl f
∥∥∥∥∥∥
2
2

1
2
. λ−n2
 ∑
〈l〉.λ−(1−α)
‖αl f‖22
 12 . λ−n2 (1 ∨ λs)‖f‖Ms,α2,2 .
(3.16)
When |k|  1, from (3.12)-(3.14), we see that∥∥∥∥∥∥
∑
|k|1
αkfλ
∥∥∥∥∥∥
Ms,αp,1
. λ−
n
p
+s
∑
|k|1
∑
l∈Λ(k,1/λ)
〈l〉 s1−α ‖αl f‖p
. λ−
n
p
+s
∑
l
〈l〉 s1−α
∑
k∈Λ(l,λ)
‖αl f‖p . λ−
n
p
+s‖f‖Ms,αp,1 .
(3.17)
In view of Plancherel’s formula,∥∥∥∥∥∥
∑
|k|1
αkfλ
∥∥∥∥∥∥
Ms,α2,2
6 λ−n2 +s
∑
|k|1
∑
l∈Λ(k,1/λ)
〈l〉 2s1−α ‖αk,1/λαl f‖22
 12
. λ−n2 +s
∑
l
〈l〉 2s1−α
∑
k∈Λ(l,λ)
‖αk,1/λαl f‖22
 12 . λ−n2 +s‖f‖Ms,α2,2 .
(3.18)
Combining (3.15)-(3.18), we use complex interpolation to get
‖fλ‖Ms,αp,q . λ−
n
p (1 ∨ λs)‖f‖Ms,αp,q . (3.19)
Case 2. λ > 1,
(
1
p
, 1
q
) ∈ I∪ III∗. Through the point (1p , 1q ), one can draw the parallel line
to the 1q -axis. We assume there exists some (θ, η) ∈ [0, 1] × [0, 1], such that the parallel line
cuts the line segment connecting (0, 1),
(
1
2 , 1
)
and the line segment connecting (0, 0),
(
1
2 ,
1
2
)
at
(
θ
2 , 1
)
and
(
θ
2 ,
θ
2
)
, respectively. Assume that
1
p
=
θ
2
,
1
q
= 1−
(
1− θ
2
)
η.
When |k| . λ1−α, from (3.11) and (3.14), we have∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α∞,1
6
∑
|l|.1
‖αl f‖∞
∑
k∈Λ(l,λ)
〈k〉 s1−α .
(
1 ∨ λs+n(1−α)
)
‖f‖Ms,α∞,1 . (3.20)
By the Schwartz inequality and the Plancherel identity,∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α2,1
6 λ−n2
∑
|l|.1
 ∑
k∈Λ(l,λ)
‖αk,1/λαl f‖22
 12  ∑
k∈Λ(l,λ)
〈k〉 2s1−α
 12
. λ−n2
(
1 ∨ λs+n2 (1−α)
)
‖f‖Ms,α2,1 .
(3.21)
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From (3.11), we have∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α∞,∞
. sup
|k|.λ1−α
〈k〉 s1−α ‖αkfλ‖∞
. (1 ∨ λs) sup
|k|.λ1−α
∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖∞
. (1 ∨ λs) sup
|l|.1
‖αl f‖∞ . (1 ∨ λs)‖f‖Ms,α∞,∞ .
(3.22)
In view of Plancherel’s equality,∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α2,2
.
 ∑
|k|.λ1−α
〈k〉 2s1−α ‖αkfλ‖22
 12
. λ−n2
∑
|l|.1
(1 ∨ λs)2
∑
k∈Λ(l,λ)
‖αk,1/λαl f‖22
 12
. λ−n2 (1 ∨ λs)
∑
|l|.1
‖αl f‖22
 12 . λ−n2 (1 ∨ λs)‖f‖Ms,α2,2 .
(3.23)
When |k|  λ1−α, from (3.12)-(3.14), we have∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α∞,1
6 λs
∑
|l|1
〈l〉 s1−α
∑
k∈Λ(l,λ)
‖αl f‖∞ . λs+n(1−α)‖f‖Ms,α∞,1 . (3.24)
By Jensen’s inequality,∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α2,1
. λ−n2 +s
∑
|l|1
〈l〉 s1−α
∑
k∈Λ(l,λ)
‖αk,1/λαl f‖2
. λn2 +s
∑
|l|1
〈l〉 s1−α [#Λ(l, λ)] 12
 ∑
k∈Λ(l,λ)
‖αk,1/λαl f‖22
 12
. λ−n2 +s+n2 (1−α)‖f‖Ms,α2,1 .
(3.25)
From (3.12),(3.13), we have∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α∞,∞
. sup
k
〈k〉 s1−α ‖αk,1/λf‖∞
. λs sup
k
∑
l∈Λ(k,1/λ)
〈l〉 s1−α ‖αk,1/λαl f‖∞ . λs‖f‖Ms,α∞,∞ .
(3.26)
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Similar to (3.18), one has that∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α2,2
. λ−n2 +s‖f‖Ms,α2,2 . (3.27)
Since n(1 − α)(1 − θ2) = (1 − θ)n(1 − α) + θn2 (1 − α), combining (3.20),(3.24),(3.21),(3.25),
complex interpolation yields
‖fλ‖Ms,α2
θ
,1
. λ− θ2n
(
1 ∨ λs+n(1−α)
(
1− θ
2
))
‖f‖Ms,α2
θ
,1
. (3.28)
Combining (3.22),(3.26),(3.23),(3.27), complex interpolation yields
‖fλ‖Ms,α2
θ
, 2
θ
. λ− θ2n(1 ∨ λs)‖f‖Ms,α2
θ
, 2
θ
. (3.29)
Interpolating (3.28) and (3.29), we have
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs+n(1−α)
(
1
q
− 1
p
))
‖f‖Ms,αp,q . (3.30)
Case 3. λ > 1,
(
1
p
, 1
q
) ∈ II ∪ III. Through the point (1p , 1q ) one can make the parallel line
to the 1q -axis. We assume there exists some (θ, η) ∈ [0, 1] × [0, 1], such that the parallel line
cuts the line segment connecting (1, 1),
(
1
2 , 1
)
and the line segment connecting (1, 0),
(
1
2 ,
1
2
)
at
(
1− θ2 , 1
)
and
(
1− θ2 , θ2
)
, respectively. We can assume that
1
p
= 1− θ
2
,
1
q
= 1−
(
1− θ
2
)
η.
When |k| . λ1−α, similarly to (3.20) and (3.22), we have∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α1,1
. λ−n
(
1 ∨ λs+n(1−α)
)
‖f‖Ms,α1,1 ; (3.31)
∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α1,∞
. λ−n (1 ∨ λs) ‖f‖Ms,α1,∞ . (3.32)
When |k|  λ1−α, similarly to (3.24) and (3.26), we have∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α1,1
. λ−n+s+n(1−α)‖f‖Ms,α1,1 ; (3.33)
∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α1,∞
. λ−n+s‖f‖Ms,α1,∞ . (3.34)
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Combining (3.31),(3.33),(3.21),(3.25), complex interpolation yields
‖fλ‖Ms,α2
2−θ ,1
. λ−
n
2
(
1− θ
2
) (
1 ∨ λs+n(1−α)
(
1− θ
2
))
‖f‖Ms,α2
2−θ ,1
. (3.35)
Combining (3.32),(3.34),(3.23),(3.27), complex interpolation yields
‖fλ‖Ms,α2
2−θ ,
2
θ
. λ−
n
2
(
1− θ
2
)
(1 ∨ λs) ‖f‖Ms,α2
2−θ ,
2
θ
. (3.36)
Interpolating (3.35) and (3.36), we have
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs+n(1−α)
(
1
p
+ 1
q
−1
))
‖f‖Ms,αp,q . (3.37)
Case 4. λ 6 1,
(
1
p
, 1
q
) ∈ {I∗ ∪ II∗ ∪ III ∪ III∗}\{(0,1] × [0,1]}; orλ > 1, (1
p
, 1
q
)
∈ I∗∪ II∗\{(1,0)}. We observe that, for any (1p , 1q ) ∈ I∗ ∪ II∗, we have ( 1p∗ , 1q∗ ) ∈ I∪ II. By
duality,
|〈fλ, g〉| = 1
λn
|〈f, g 1
λ
〉| 6 1
λn
‖f‖Ms,αp,q
∥∥g 1
λ
∥∥
M−s,α
p∗,q∗
. (3.38)
If we denote ‖fλ‖Ms,αp,q . F (s, λ; p, q)‖f‖Ms,αp,q , from the previous several cases, we know that∥∥g 1
λ
∥∥
M−s,α
p∗,q∗
. F
(−s, λ−1; p∗, q∗) ‖g‖M−s,α
p∗,q∗
. (3.39)
By the principle of duality, it follows from (3.38) and (3.39) that
‖fλ‖Ms,αp,q . λ−nF
(−s, λ−1; p∗, q∗) ‖f‖Ms,αp,q . (3.40)
For λ 6 1 with
(
1
p ,
1
q
) ∈ {I∗ ∪ III}\{1} × [0, 1], from Case 2, (3.40) gives
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs−n(1−α)
(
1
p
− 1
q
))
‖f‖Ms,αp,q . (3.41)
For λ 6 1 with
(
1
p ,
1
q
) ∈ {II∗ ∪ III∗}\{(0, 1)}, from Case 3, (3.40) gives
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs−n(1−α)
(
1− 1
q
− 1
p
))
‖f‖Ms,αp,q . (3.42)
For λ > 1 with
(
1
p ,
1
q
) ∈ I∗ ∪ II∗\{(1, 0)}, from Case 1, (3.40) gives
‖fλ‖Ms,αp,q . λ−
n
p (1 ∨ λs)‖f‖Ms,αp,q . (3.43)
Case 5.
(
1
p
, 1
q
) ∈ {Î∪ ÎI}\(1,∞)× (1,∞). Since `q ⊂ `1, we know
‖αkfλ‖p . λ−
n
p
∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖p . λ−
n
p
 ∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖qp
 1q . (3.44)
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From (3.44),(3.11), when λ 6 1 and |k| . 1, we conclude that∥∥∥∥∥∥
∑
|k|.1
αkfλ
∥∥∥∥∥∥
Ms,α∞,q
.
∑
|k|.1
〈k〉 sq1−α ‖αkfλ‖q∞
 1q
.
∑
|k|.1
〈k〉 sq1−α
∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖q∞
 1q
.
 ∑
〈l〉.λ−(1−α)
‖αl f‖q∞
 1q . (1 ∨ λs)‖f‖Ms,α∞,q ;
(3.45)
and when λ > 1 and |k| . λ1−α,∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α∞,q
.
 ∑
|k|.λ1−α
〈k〉 sq1−α ‖αkfλ‖q∞
 1q
.
 ∑
|k|.λ1−α
〈k〉 sq1−α
∑
l∈Λ(k,1/λ)
‖αl f‖q∞
 1q
.
∑
|l|.1
‖αl f‖q∞
∑
|k|.λ1−α
〈k〉 sq1−α
 1q
.
(
1 ∨ λs+n(1−α) 1q
)
‖f‖Ms,α∞,q .
(3.46)
When |k|  1 ∨ λ1−α, from (3.44), (3.12), (3.13), we have∥∥∥∥∥∥
∑
|k|1∨λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α∞,q
.
 ∑
|k|1∨λ1−α
〈k〉 sq1−α
∑
l∈Λ(k,1/λ)
‖αl f‖q∞
 1q
. λs
∑
|l|1
〈l〉 sq1−α
∑
k∈Λ(l,λ)
‖αl f‖∞
 1q
. λs(1 ∨ λ)n(1−α) 1q ‖f‖Ms,α∞,q .
(3.47)
Therefore, combining (3.45)-(3.47), we get
‖fλ‖Ms,α∞,q . 1 ∨ λs ∨ λs+n(1−α)
1
q ‖f‖Ms,α∞,q . (3.48)
The same for M s,α1,q . Corresponding to (3.48), we get
‖fλ‖Ms,α1,q . λ
−n
(
1 ∨ λs ∨ λs+n(1−α) 1q
)
‖f‖Ms,α1,q . (3.49)
18
Whereas when p = 2, λ 6 1 and |k| . 1, from (3.44),(3.11), we have∥∥∥∥∥∥
∑
|k|.1
αkfλ
∥∥∥∥∥∥
Ms,α2,q
. λ−n2
∑
|k|.1
〈k〉 sq1−α
∑
l∈Λ(k,1/λ)
‖αk,1/λλl f‖q2
 1q
. λ−n2
 ∑
〈l〉.λ−(1−α)
‖αl f‖q2
 1q . λ−n2 (1 ∨ λs)‖f‖Ms,α2,q .
(3.50)
When λ > 1, |k| . λ1−α, by (3.44), (3.11) and Ho¨lder’s inequality, we have∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α2,q
. λ−n2
∑
|l|.1
∑
k∈Λ(l,λ)
〈k〉 sq1−α ‖αk,1/λαl f‖q2
 1q
. λ−n2
∑
|l|.1
 ∑
k∈Λ(l,λ)
‖αk,1/λαl f‖22

q
2
 ∑
|k|.λ1−α
〈k〉 sq1−α · 22−q

2−q
2

1
q
. λ−n2
(
1 ∨ λs+n(1−α)
(
1
q
− 1
2
))
‖f‖Ms,α2,q .
(3.51)
When |k|  1 ∨ λ1−α, in view of (3.44),(3.12),(3.13) and Ho¨lder’s inequality, we have∥∥∥∥∥∥
∑
|k|1∨λ1−α
αkfλ
∥∥∥∥∥∥
Ms,α2,q
. λ−n2 +s
∑
|l|1
〈l〉 sq1−α
∑
k∈Λ(l,λ)
‖αl αk,1/λf‖q2
 1q
. λ−n2 +s
∑
|l|1
〈l〉 sq1−α [#Λ(l, λ)]1− q2
 ∑
k∈Λ(l,λ)
‖αl αk,1/λf‖22

q
2

1
q
. λ−n2 +s(1 ∨ λ)n(1−α)
(
1
q
− 1
2
)
‖f‖Ms,α2,q .
(3.52)
Therefore, combining (3.50)-(3.52), we get
‖fλ‖Ms,α2,q . λ
−n
2
(
1 ∨ λs ∨ λs+n(1−α)
(
1
q
− 1
2
))
‖f‖Ms,α2,q . (3.53)
For
(
1
p ,
1
q
) ∈ Î, complex interpolation between (3.48) and (3.53) yields
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs ∨ λs+n(1−α)
(
1
q
− 1
p
))
‖f‖Ms,αp,q ; (3.54)
while for
(
1
p ,
1
q
) ∈ ÎI\(1,∞)× (1,∞), complex interpolation between (3.49) and (3.53) yields
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs ∨ λs+n(1−α)
(
1
p
+ 1
q
−1
))
‖f‖Ms,αp,q . (3.55)
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Case 6.
(
1
p
, 1
q
) ∈ ÎII. Since lp ⊂ l1, we know
‖αkfλ‖p = λ−
n
p ‖αk,1/λf‖p 6 λ−
n
p
 ∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖pp
 1p . (3.56)
When λ 6 1 and |k| . 1, from (1.1b),(3.12), we see that
diam suppF [(F−1(ηαk )λ)(x− ·)αl f(·)] . 1/λ,
By Proposition 2.1, imitating the processes as in (??)-(??), we get
‖αk,1/λαl f‖p . (1/λ)n
(
1
p
−1
) (
λ
/〈k〉 α1−α)n( 1p−1) ‖αl f‖p . ‖αl f‖p. (3.57)
From (3.56), (3.57), the embedding `1 ⊂ ` qp , and Ho¨lder’s inequality, we have∥∥∥∥∥∥
∑
|k|.1
αkfλ
∥∥∥∥∥∥
Ms,αp,q
. λ−
n
p
∑
|k|.1
〈k〉 sq1−α
 ∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖pp

q
p

1
q
. λ−
n
p
∑
|k|.1
〈k〉 sp1−α
∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖pp
 1p
. λ−
n
p
 ∑
〈l〉.λ−(1−α)
∑
|k|.1
〈k〉 s1−α · pqq−p

q−p
q
∑
|k|.1
‖αl f‖qp

p
q

1
p
. λ−
n
p (1 ∨ λs)‖f‖Ms,αp,q .
(3.58)
When λ 6 1 and |k|  1, from (1.1b), (3.12), we see that
diam suppF [(F−1(ηαk )λ)(x− ·)αl f(·)] . 〈k〉
α
1−α /λ.
Similarly to (3.57), we get
‖αk,1/λαl f‖p .
(
〈k〉 α1−α /λ
)n( 1
p
−1
) (
λ
/〈k〉 α1−α)n( 1p−1) ‖αl f‖p 6 ‖αl f‖p. (3.59)
From (3.56), (3.59), (3.12), (3.13), we have∥∥∥∥∥∥
∑
|k|1
αkfλ
∥∥∥∥∥∥
Ms,αp,q
. λ−
n
p
∑
|k|1
〈k〉 sq1−α
 ∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖pp

q
p

1
q
. λ−
n
p
+s
∑
|k|1
[#Λ(k, 1/λ)]
q
p
−1 ∑
l∈Λ(k,1/λ)
〈l〉 sq1−α ‖αl f‖qp
 1q
. λ−
n
p
+s−n(1−α)
(
1
p
− 1
q
) ∑
l
〈l〉 sq1−α
∑
k∈Λ(l,λ)
‖αl f‖qp
 1q
. λ−
n
p
+s−n(1−α)
(
1
p
− 1
q
)
‖f‖Ms,αp,q .
(3.60)
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For λ > 1 and |k| . λ1−α, from (1.1b), (3.12), we know
diam suppF [(F−1(ηαk )λ)(x− ·)αl f(·)] . 1.
Similarly to (3.57), we get
‖αk,1/λαl f‖p .
(
λ
/〈k〉 α1−α)n( 1p−1) ‖αl f‖p. (3.61)
From (3.56), (3.61), (3.11), we have∥∥∥∥∥∥
∑
|k|.λ1−α
αkfλ
∥∥∥∥∥∥
Ms,αp,q
. λ−
n
p
 ∑
|k|.λ1−α
〈k〉 sq1−α
 ∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖pp

q
p

1
q
. λ−
n
p
+n
(
1
p
−1
)  ∑
|k|.λ1−α
〈k〉
[
s
1−α− nα1−α
(
1
p
−1
)]
q
∑
|l|.1
‖αl f‖pp

q
p

1
q
. λ−
n
p
+n
(
1
p
−1
) (
1 ∨ λs−nα
(
1
p
−1
)
+n(1−α) 1
q
)
‖f‖Ms,αp,q .
(3.62)
When λ > 1 and |k|  λ1−α, similarly to (3.59), we get
‖αk,1/λαl f‖p . ‖αl f‖p. (3.63)
From (3.56), (3.63), (3.12), and the embedding `1 ⊂ ` qp , we have∥∥∥∥∥∥
∑
|k|λ1−α
αkfλ
∥∥∥∥∥∥
Ms,αp,q
. λ−
n
p
 ∑
|k|λ1−α
〈k〉 sq1−α
 ∑
l∈Λ(k,1/λ)
‖αk,1/λαl f‖pp

q
p

1
q
. λ−
n
p
+s
 ∑
|k|λ1−α
∑
l∈Λ(k,1/λ)
〈l〉 sq1−α ‖αl f‖qp
 1q
. λ−
n
p
+s
∑
|l|1
〈l〉 sq1−α
∑
k∈Λ(l,λ)
‖αl f‖qp
 1q
. λ−
n
p
+s+n(1−α) 1
q ‖f‖Ms,αp,q .
(3.64)
We summarize the argument in this case as: if λ 6 1, (3.58) and (3.60) give
‖fλ‖Ms,αp,q . λ−
n
p
(
1 ∨ λs+n(1−α)
(
1
q
− 1
p
))
‖f‖Ms,αp,q ; (3.65)
else if λ > 1, (3.62) and (3.64) give
‖fλ‖Ms,αp,q . λ−
n
p
+n
(
1
p
−1
) (
1 ∨ λs−nα
(
1
p
−1
)
+n(1−α) 1
q
)
‖f‖Ms,αp,q . (3.66)
Case 7.
(
1
p
, 1
q
) ∈ ÎI ∩ (1,∞)× (1,∞). It is a natural consequence of Cases 5 and 6 by
complex interpolation.
(3.8) in the case λ > 1 follows from (3.30), (3.54), (3.37), (3.55), (3.43), (3.66). (3.8) in
the case λ < 1 follows from (3.19), (3.54), (3.55), (3.41), (3.66), (3.42). 
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Figure 3: The left-hand side figure is for α1 > α2; while the right-hand side
figure is for α1 < α2.
Remark 3.1. If s = −sc, we have the substitution for (3.8):
‖fλ‖Ms,αp,q . λ−
n
pF (λ)‖f‖Ms,αp,q , (3.67)
where
F (λ) =

(lnλ)
0∨
(
1
q
− 1
p
)
∨
(
1
q
+ 1
p
−1
)
, λ > 1, p ≥ 1;
λ
n
(
1
p
−1
)
(lnλ)
1
q , λ > 1, p ≤ 1;(
ln 1λ
)0∨( 1
p
− 1
q
)
∨
(
1− 1
p
− 1
q
)
, λ 6 1.
(3.68)
4 Embedding between α-modulation and Besov spaces
As 1 ≤ p, q ≤ ∞, some sufficient conditions for the inclusions between modulation and
Besov spaces were obtained by Gro¨bner [11], then Toft [16] improved Gro¨bner’s sufficient
conditions, which were proven to be necessary by Sugimoto and Tomita [15]. Their results
were generalized to the cases 0 < p, q ≤ ∞ in [19, 20]. Gro¨bner [11] also considered the
inclusions between α1-modulation and α2-modulation spaces for 1 ≤ p, q ≤ ∞ and his results
are optimal in the cases (1/p, 1/q) is located in the vertices of the square [0, 1]2. We will
improve Gro¨bner’s results in the cases 1 ≤ p, q ≤ ∞ and our results also cover the cases
0 < p < 1 or 0 < q < 1.
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4.1 Embedding between α-modulation spaces
Theorem 4.1. Let (α1, α2) ∈ [0, 1)× [0, 1). Then
M s1,α1p,q ⊂M s2,α2p,q (4.1)
holds if and only if s1 > s2 + R(p, q;α1, α2).
Remark. In the first versions of the paper, we obtain the sufficiency of Theorem 4.1, soon
after Toft and Wahlberg [17] independently considered the embeddings between α-modulation
and Besov spaces in the cases 1 ≤ p, q ≤ ∞ and they first showed the necessity of Theorem
4.1 in the regions (1/p, 1/q) ∈ (S2 ∪ S3) ∩ [0, 1]2 (see Fig. 3). After their work we can finally
show the necessity of Theorem 4.1 in all cases.
Proof. (Sufficiency) For every k ∈ Zn, we introduce
Λ(k) = {l ∈ Zn : α2l α1k f 6= 0}. (4.2)
If α2l 
α1
k f 6= 0, then k and l satisfy
〈l〉
α2
1−α2 (lj − C) < 〈k〉
α1
1−α1 (kj + C),
〈l〉
α2
1−α2 (lj + C) > 〈k〉
α1
1−α1 (kj − C)
(4.3)
for all j = 1, 2, · · · , n. If |k| . 1, it is easy to see that |l| . 1. If |k|  1, analogous to (3.12),
we have
〈l〉 ∼ 〈k〉
1−α2
1−α1 . (4.4)
Assume that p > 1, q = 1 and s2 = 0, we have
‖f‖
M
0,α2
p,1
6
∑
k∈Zn
∑
l∈Λ(k)
‖α1k α2l f‖p .
∑
k
#Λ(k)‖α1k f‖p. (4.5)
We need an estimate of #Λ(k). Similar to (3.13), we have
#Λ(k) ∼ 1 ∨ 〈k〉
n(α1−α2)
1−α1 . (4.6)
If p = 2, inserting (4.6) into (4.5) and noticing (4.4), in view of Jensen’s inequality we get
M
s2+0∨n(α1−α2)2(1−α1) ,α1
2,1 ↪→M s2,α22,1 . (4.7)
If p =∞ or 1, from (4.5), (4.6), (4.4), one can directly obtain that
M
s2+0∨n(α1−α2)1−α1 ,α1∞,1 ↪→M s2,α2∞,1 , (4.8)
M
s2+0∨n(α1−α2)1−α1 ,α1
1,1 ↪→M s2,α21,1 . (4.9)
Case 1:
(
1
p
, 1
q
) ∈ I. For any θ ∈ [0, 1], ( θ2 , 1) is at the line connecting (12 , 1) and (0, 1). By
complex interpolation between (4.7) and (4.8), one has that
M
0∨
(
1− θ
2
)
n(α1−α2)
1−α1 ,α1
2
θ
,1
↪→M0,α22
θ
,1
. (4.10)
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Since
(
θ
2 , 1− θ2
)
is at the line segment by connecting
(
1
2 ,
1
2
)
and (0, 1), A complex interpolation
combined with Proposition 2.7 and (4.8) yields
M
0∨(1−θ)n(α1−α2)
1−α1
2
θ
, 2
2−θ
↪→M0,α22
θ
, 2
2−θ
. (4.11)
For any
(
1
p ,
1
q
) ∈ I, we may suppose that there exists some (θ, η) ∈ [0, 1]× [0, 1], such that
1
p
=
1
p1
=
θ
2
,
1
q
= 1− θη
2
.
Therefore, a complex interpolation between (4.10) and (4.11) implies that
M
s2+
(
1
q
− 1
p
)
[0∨n(α1−α2)],α1
p,q ↪→M s2,α2p,q . (4.12)
Case 2:
(
1
p
, 1
q
) ∈ II. For any θ ∈ [0, 1], (1− θ2 , 1− θ2) is at the line segment connecting (12 , 12)
and (1, 1). From Proposition 2.7 and (4.9), we see that
M
s2+(1−θ)[0∨n(α1−α2)],α1
2
2−θ ,
2
2−θ
↪→M s2,α22
2−θ ,
2
2−θ
. (4.13)
Noticing that
(
1− θ2 , 1
)
is a point at the line segment connecting
(
1
2 , 1
)
and (0, 1), from (4.7)
and (4.9), we see that
M
s2+
(
1− θ
2
)
[0∨n(α1−α2)],α1
2
2−θ ,1
↪→M s2,α22
2−θ ,1
. (4.14)
Noticing that for any
(
1
p ,
1
q
) ∈ II, there exists some (θ, η) ∈ [0, 1]× [0, 1] satisfying
1
p
= 1− θ
2
,
1
q
= 1− θη
2
,
on the basis of (4.13) and (4.14), we conclude that
M
s2+
(
1
p
+ 1
q
−1
)
[0∨n(α1−α2)],α1
p,q ↪→M s2,α2p,q . (4.15)
When α1 6 α2, (4.15) coincides with (4.12).
Case 3:
(
1
p
, 1
q
) ∈ I∗ ∪ II∗. When (1p , 1q ) ∈ I∗, ( 1p∗ , 1q∗ ) is in I. From (4.12), we know
M−s2,α2p∗,q∗ ↪→M
−s2−
(
1
p
− 1
q
)
[0∨n(α2−α1)],α1
p∗,q∗ .
The duality of α-modulation space implies that
M
s2+
(
1
p
− 1
q
)
[0∨n(α2−α1)],α1
p,q ↪→M s2,α2p,q . (4.16)
When
(
1
p ,
1
q
) ∈ II∗, by (4.15) and duality one has that
M
s2+
(
1− 1
p
− 1
q
)
[0∨n(α2−α1)],α1
p,q ↪→M s2,α2p,q . (4.17)
When α1 > α2, (4.17) coincides with (4.16).
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Case 4:
(
1
p
, 1
q
) ∈ III∪ III∗. We may assume that for any (1p , 1q ) ∈ III (III∗), there exists a
η ∈ (0, 1) satisfying
1
q
= η
(
1− 1
p
)
+
1− η
p
.
Notice that
(
1
p ,
1
p
)
and
(
1
p , 1− 1p
)
are at the boundaries of II and I∗ (II∗ and I), respectively.
If
(
1
p ,
1
q
) ∈ III, a complex interpolation between (4.15) and (4.16) yields
M
s2+
[
n(α1−α2)
(
1
p
+ 1
q
−1
)
∨n(α2−α1)
(
1
p
− 1
q
)]
,α1
p,q ↪→M s2,α2p,q ; (4.18)
If
(
1
p ,
1
q
) ∈ III∗, a complex interpolation between (4.12) and (4.17) yields
M
s2+
[
n(α1−α2)
(
1
q
− 1
p
)
∨n(α2−α1)
(
1− 1
p
− 1
q
)]
,α1
p,q ↪→M s2,α2p,q . (4.19)
When α1 > α2, (4.18) and (4.19) coincide with (4.15) and (4.12), respectively. When α1 6 α2,
(4.18) and (4.19) coincide with (4.16) and (4.17), respectively.
Case 5:
(
1
p
, 1
q
) ∈ Î. Imitating the proof as in the counterpart of Theorem 3.1, we can easily
get
M
s2+0∨n(α1−α2)1−α1
1
q
,α1
∞,q ⊂M s2,α2∞,q , M
s2+0∨n(α1−α2)1−α1
(
1
q
− 1
2
)
,α1
2,q ⊂M s2,α22,q .
A complex interpolation yields
M
s2+0∨n(α1−α2)1−α1
(
1
q
− 1
p
)
,α1
p,q ⊂M s2,α2p,q . (4.20)
(4.20) coincides with (4.12).
Case 6:
(
1
p
, 1
q
) ∈ ÎII. From (1.1b), as well as (4.4), we see that
diam suppF [F−1ηα2l (x− ·)α1k f(·)] . 〈k〉
α1∨α2
1−α1 ,
In view of Proposition 2.1,
‖α2l α1k f‖p . 〈k〉
(
1
p
−1
)
0∨n(α1−α2)
1−α1 ‖α1k f‖p. (4.21)
Inserting (4.21), (4.4), (4.6), from the embedding `p ⊂ `1 and with the aid of Jensen’s
inequality, we have
‖f‖Ms2,α2p,q .
∑
l∈Zn
〈l〉
s2q
1−α2
 ∑
k∈Λ(l)
〈k〉(1−p)
0∨n(α1−α2)
1−α1 ‖α1k f‖pp

q
p

1
q
.
∑
l
〈l〉
s2q
1−α2 +
0∨n(α2−α1)
1−α2
(
q
p
−1
) ∑
k∈Λ(l)
〈k〉nq
(
1
p
−1
)
0∨(α1−α2)
1−α1 ‖α1k f‖qp
 1q
.
(∑
k
〈k〉
s2q
1−α1 +
0∨n(α2−α1)
1−α1
(
q
p
−1
)
+nq
0∨(α1−α2)
1−α1
(
1
p
+ 1
q
−1
)
‖α1k f‖qp
) 1
q
.
(4.22)
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When α1 6 α2, (4.22) gives
M
s2+n(α2−α1)
(
1
p
− 1
q
)
,α1
p,q ⊂M s2,α2p,q ; (4.23)
whereas when α1 > α2, (4.22) gives
M
s2+n(α1−α2)
(
1
p
+ 1
q
−1
)
,α1
p,q ⊂M s2,α2p,q . (4.24)
(4.23) and (4.24) coincide with (4.16) and (4.15), respectively.
Case 7:
(
1
p
, 1
q
) ∈ ÎI. This is a consequence of the results in Cases 5 and 6 by complex
interpolation. 
4.2 Embedding between Besov space and α-modulation space
In this section, we study the embedding between 1-modulation space and α-modulation
spaces. In an analogous way to the previous subsection, we start with the embedding for
the same indices p, q.
Theorem 4.2. Let α ∈ [0, 1). Then Bs1p,q ⊂M s2,αp,q holds if and only if s1 > s2 + R(p, q; 1, α).
Conversely, M s1,αp,q ⊂ Bs2p,q holds if and only if s1 > s2 + R(p, q;α, 1).
Proof. (sufficiency) For every j ∈ Z+, we introduce
Λ(j) = {k ∈ Zn : αk4jf 6= 0,∀f ∈ S ′(Rn)}; (4.25)
and for every k ∈ Zn, we introduce
Λ(k) = {j ∈ Z+ : αk4jf 6= 0,∀f ∈ S ′(Rn)}. (4.26)
To a j ∈ Z+, for any k ∈ Λ(j), it is easy to see that the quantitative relationship between k
and j is
〈k〉 11−α ∼ 2j . (4.27)
When p > 1, q = 1 and s2 = 0, we have
‖f‖
M0,αp,1
6
∑
k∈Zn
∑
j∈Λ(k)
‖αk4jf‖p =
∑
j∈Z+
∑
k∈Λ(j)
‖4jαkf‖p. (4.28)
For any k ∈ Zn and any j ∈ Z+, it is easy to see
#Λ(k) ∼ 1, #Λ(j) ∼ 2jn(1−α). (4.29)
Thus when p = 2, combining (4.28), (4.29), also with the aid of Jensen’s inequality, we get
B
s+
n(1−α)
2
2,1 ↪→M s,α2,1 . (4.30)
If p = 1 or ∞, combining (4.29), (4.28), we get
B
s+n(1−α)
1,1 ↪→M s,α1,1 , (4.31)
B
s+n(1−α)
∞,1 ↪→M s,α∞,1. (4.32)
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Case1.
(
1
p
, 1
q
) ∈ I. For any θ ∈ [0, 1], a complex interpolation between (4.30) and (4.32)
yields
B
s+
(
1− θ
2
)
n(1−α)
2
θ
,1
↪→M s,α2
θ
,1
; (4.33)
while combined with Proposition 2.7 and (4.32), yields
B
s+(1−θ)n(1−α)
2
θ
, 2
2−θ
↪→M s,α2
θ
, 2
2−θ
. (4.34)
In analogy to (4.12), we get from (4.33), (4.34) that
B
s+n
(
1
q
− 1
p
)
(1−α)
p,q ↪→M s,αp,q . (4.35)
Conversely, when we encounter the embedding of α-modulation spaces into Besov spaces,
for 2 6 p 6∞, considering (4.29), we have
‖f‖B0p,1 6
∑
j∈Z+
∑
k∈Λ(j)
‖αk4jf‖p .
∑
k∈Zn
‖αkf‖p = ‖f‖M0,αp,1 , (4.36)
which gives
M s,αp,q ↪→ Bsp,q. (4.37)
Case2.
(
1
p
, 1
q
) ∈ II. For any θ ∈ [0, 1], a complex interpolation between (4.30) and (4.31)
yields
B
s+
(
1− θ
2
)
n(1−α)
2
2−θ ,1
↪→M s,α2
2−θ ,1
. (4.38)
From Proposition 2.7 and (4.31) it follows that
B
s+(1−θ)n(1−α)
2
2−θ ,
2
2−θ
↪→M s,α2
2−θ ,
2
2−θ
. (4.39)
Analogous to (4.15), one can conclude from (4.38) and (4.39) that
B
s+n
(
1
q
+ 1
p
−1
)
(1−α)
p,q ↪→M s,αp,q . (4.40)
Considering the embedding of α-modulation spaces into Besov spaces, (4.37) still holds if
(1/p, 1/q) ∈ II.
Case3.
(
1
p
, 1
q
) ∈ I∗ ∪ II∗. Since ( 1p∗ , 1q∗ ) ∈ I ∪ II, from (4.37), we see that M−s,αp∗,q∗ ↪→ B−sp∗,q∗ .
Thus, the duality between Bsp,q and B
−s
p∗,q∗ , as well as between M
s,α
p,q and M
−s,α
p∗,q∗ , implies that
Bsp,q ↪→M s,αp,q . (4.41)
Conversely, if one considers the embedding of α-modulation space into Besov space, it follows
from Theorem 2.1 and (4.35) that
M
s+n(α−1)
(
1
q
− 1
p
)
,α
p,q ⊂ Bsp,q,
(
1
p
,
1
q
)
∈ I∗; (4.42)
and from (4.40) it follows that
M
s+n(α−1)
(
1
p
+ 1
q
−1
)
,α
p,q ⊂ Bsp,q,
(
1
p
,
1
q
)
∈ II∗. (4.43)
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Case4.
(
1
p
, 1
q
) ∈ III∪ III∗. If (1p , 1q ) ∈ III∗, (4.35) and (4.41) contain that
B
s+n
(
1− 2
p
)
(1−α)
p, p
p−1
↪→M s,α
p, p
p−1
, Bsp,p ↪→M s,αp,p .
By interpolation we have
B
s+n
(
1
q
− 1
p
)
(1−α)
p,q ↪→M s,αp,q , (4.44)
which coincides with (4.35). If
(
1
p ,
1
q
) ∈ III, (4.40) and (4.41) imply that
Bsp, p
p−1
⊂M s,α
p, p
p−1
, B
s+n
(
2
p
−1
)
(1−α)
p,p ⊂M s,αp,q .
By interpolation,
B
s+n
(
1
q
+ 1
p
−1
)
(1−α)
p,q ↪→M s,αp,q , (4.45)
which coincides with (4.40).
Conversely, considering the embedding of α-modulation space into Besov space, in view
of Theorem 2.1 and (4.44) we have
M
s+n(α−1)
(
1
q
− 1
p
)
,α
p,q ⊂ Bsp,q,
(
1
p
,
1
q
)
∈ III; (4.46)
while for
(
1
p ,
1
q
) ∈ III∗, from (4.45), we have
M
s+n(α−1)
(
1
p
+ 1
q
−1
)
,α
p,q ⊂ Bsp,q. (4.47)
(4.46) and (4.47) coincide with (4.42) and (4.43), respectively.
Case5 :
(
1
p
, 1
q
) ∈ Î. For the embedding of Besov space into α-modulation space, imitating
the argument in Theorem 4.1, we get
M
s+n(1−α) 1
q
,1
∞,q ⊂M s,αp,q , M
s+n(1−α)
(
1
q
− 1
2
)
,1
2,q ⊂M s,αp,q .
From them, we interpolate out
M
s+n(1−α)
(
1
q
− 1
p
)
,1
p,q ⊂M s,αp,q , (4.48)
which coincides with (4.35). Conversely for the embedding of α-modulation space into Besov
space, we have
M s,αp,q ⊂ Bsp,q, (4.49)
which coincides with (4.37).
Case 6.
(
1
p
, 1
q
) ∈ ÎII. If 2αk4j 6= 0, then
diam suppF [F−1ηαk (x− ·)4jf(·)] . 〈k〉
1
1−α ∼ 2j , (4.50)
So, in view of Proposition 2.1 we have
‖αk4jf‖p . 〈k〉
n
1−α
(
1
p
−1
)
〈k〉− nα1−α
(
1
p
−1
)
‖4jf‖p ∼ 2jn(1−α)
(
1
p
−1
)
‖4jf‖p. (4.51)
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From (4.51), (4.29), `p ⊂ `1 and Jensen’s inequality it follows that
‖f‖Ms,αp,q .
∑
k∈Zn
〈k〉 sq1−α
 ∑
j∈Λ(k)
‖αk4jf‖pp

q
p

1
q
.
∑
k
〈k〉
[
s
1−α+n
(
1
p
−1
)]
q
∑
j∈Λ(k)
‖4jf‖qp
 1q
.
∑
j
2
j
[
s+n(1−α)
(
1
p
−1
)]
q
∑
k∈Λ(j)
‖4jf‖qp
 1q . ‖f‖
B
s+n(1−α)
(
1
p+
1
q−1
)
p,q
,
(4.52)
which implies that
B
s+n(1−α)
(
1
p
+ 1
q
−1
)
,α
p,q ⊂M s,αp,q . (4.53)
It coincides with (4.40).
Conversely, when we study the embedding of α-modulation space into Besov space, in
analogy to (4.50), we see
diam suppF [F−1ϕj(x− ·)αkf(·)] . 2j
In contrast to (4.51), we conclude
‖4jαkf‖p . 2jn
(
1
p
−1
)
2
−jn
(
1
p
−1
)
‖αkf‖p = ‖αkf‖p. (4.54)
Inserting (4.54), the substitution for (4.52) is
‖f‖Bsp,q .
∑
j∈Z+
2jsq
 ∑
j∈Λ(j)
‖4jαkf‖pp

q
p

1
q
.
∑
j
2jsq#Λ(j)
q
p
−1 ∑
k∈Λ(j)
‖4jαkf‖qp
 1q
.
(∑
k
〈k〉
[
s+n(1−α)
(
1
p
− 1
q
)]
q‖αkf‖qp
) 1
q
. ‖f‖
M
s+n(1−α)
(
1
p− 1q
)
p,q
,
which implies that
M
s+n(α−1)
(
1
q
− 1
p
)
,α
p,q ⊂M s,1p,q . (4.55)
It coincides with (4.42).
Case7 :
(
1
p
, 1
q
) ∈ ÎI. It is interpolated out from Case 5 and Case 6. 
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Figure 4: Distribution of s0
5 Multiplication algebra
It is well known that Bsp,q is a multiplication algebra if s > n/p, cf. [18]. But for α-modulation
space, this issue is much more complicated. The regularity indices for which M s,αp,q constitutes
a multiplication algebra, are quite different from those of Besov and modulation spaces.
We introduce a parameter, denoted by s0 = s0(p, q;α), to describe the regularity for
which M s,αp,q with s > s0 forms a multiplication algebra. Denote (see Figure 4)
D1 =
{(
1
p ,
1
q
) ∈ R2+ : 1q > 2p , 1p 6 12} , D2 = R2+ \D1
and
s0 =
{
nα
p + n(1− α)
(
1− 1 ∧ 1q
)
+ nα(1−α)2−α
(
1
q − 2p
)
,
(
1
p ,
1
q
) ∈ D1;
nα
p + n(1− α)
(
1 ∨ 1p ∨ 1q − 1q
)
+ nα(1−α)2−α
(
1 ∨ 1p ∨ 1q − 1
)
,
(
1
p ,
1
q
) ∈ D2.
Theorem 5.1. If s > s0, then M
s,α
p,q is a multiplication algebra, which is equivalent to say
that for any f, g ∈M s,αp,q , we have
‖fg‖Ms,αp,q . ‖f‖Ms,αp,q ‖g‖Ms,αp,q . (5.1)
In Section 7 we will give some counterexamples to show that s0 is sharp if (1/p, 1/q) ∈
D2∩{p ≥ 1}. When
(
1/p, 1/q
) ∈ D1, it is not very clear for us to know the sharp low bound
of the index s for which M s,αp,q constitutes a multiplication algebra. As a straightforward
consequence of Theorem 5.1, we have the following result for which M sp,q is an algebra.
Corrolary 5.1. Assume that
s >
{
n
(
1− 1 ∧ 1q
)
,
(
1
p ,
1
q
) ∈ D1;
n
(
1 ∨ 1p ∨ 1q − 1q
)
,
(
1
p ,
1
q
) ∈ R2+\D1.
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Then M sp,q is a multiplication algebra, i.e.,
‖fg‖Msp,q . ‖f‖Msp,q‖g‖Msp,q (5.2)
holds for all f, g ∈M sp,q.
A natural long standing question on modulation, α-modulation and Besov spaces is: Can
we reformulate α-modulation spaces by interpolations between modulation and Besov spaces,
say,
M s,αp,q = (M
s0,0
p,q , M
s1,1
p,q )α, if s = (1− α)s0 + αs1? (5.3)
The answer is negative at least for some special cases. Indeed, we see M s1,1p,q and M
s0,0
p,q are
algebra if s1 > n/p and s0 > 0. If (5.3) holds, then M
s,α
p,q is an algebra if s > nα/p, however,
this is not true if 1 < p < 2, 0 < q < 1, see Section 7.
Corrolary 5.2. Let 0 < α < 1. Then (5.3) does not hold if 1 < p < 2, 0 < q < 1 and
s0 = 0+, s1 = n/p.
Proof of Theorem 5.1. We start with some notations and basic conclusions. For every (k(1), k(2)) ∈
Z2n, we introduce
Λ
(
k(1), k(2)
)
=
{
k ∈ Zn : αk (αk(1)fαk(2)g) 6= 0
}
; (5.4)
and for every k ∈ Zn, we introduce
Λ(k) =
{(
k(1), k(2)
) ∈ Z2n : αk (αk(1)fαk(2)g) 6= 0} .
It is worth to mention that Λ
(
k(1), k(2)
)
and Λ(k) are independent of f and g. From (1.1b)
we see that for any k ∈ Λ(k(1), k(2)), or (k(1), k(2)) ∈ Λ(k), k(1), k(2) and k satisfy
〈k〉 α1−α (kj − C) < 〈k(1)〉
α
1−α (k
(1)
j + C) + 〈k(2)〉
α
1−α (k
(2)
j + C), (5.5a)
〈k〉 α1−α (kj + C) > 〈k(1)〉
α
1−α (k
(1)
j − C) + 〈k(2)〉
α
1−α (k
(2)
j − C) (5.5b)
for j = 1, 2, · · · , n. Let 〈kmax〉, 〈kmin〉 and 〈kmed〉 to be the maximal, minimal and medial
ones in 〈k〉, 〈k(1)〉 and 〈k(2)〉, respectively. If (5.5) holds, then
〈kmax〉 ∼ 〈kmed〉, #
{
kmax : kmax, kmed, kmin satisfy (5.5)
}
. 1. (5.6)
We write
Kj
(
k(1), k(2)
)
= 〈k(1)〉 α1−αk(1)j + 〈k(2)〉
α
1−αk
(2)
j ;
K
(
k(1), k(2)
)
= max
16j6n
|Kj(k(1), k(2))|.
(5.7)
In order to get more precise estimates, we divide Z2n of all (k(1), k(2)) into
Ω0 =
{(
k(1), k(2)
) ∈ Z2n : 〈k(1)〉 ∼ 〈k(2)〉} ,
Ω1 =
{(
k(1), k(2)
) ∈ Z2n : 〈k(1)〉  〈k(2)〉} ,
Ω2 =
{(
k(1), k(2)
) ∈ Z2n : 〈k(1)〉  〈k(2)〉} ,
(5.8)
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and separate Ω0 into
Ω0,1 =
{(
k(1), k(2)
) ∈ Ω0 : K(k(1), k(2)) . 〈k(1)〉 α1−α} ;
Ω0,2 =
{(
k(1), k(2)
) ∈ Ω0 : K(k(1), k(2)) 〈k(1)〉 α1−α} . (5.9)
If (k(1), k(2)) ∈ Ω0,1, from (5.5) it is easy to see that
〈k〉 . 〈k(1)〉α. (5.10)
Let (k(1), k(2)) ∈ Ω0,2 be fixed. There exists some y := y(k(1), k(2)) ∈ (α, 1] such that
Ki(k
(1), k(2)) = K(k(1), k(2)) ∼ 〈k(1)〉 y1−α , (5.11)
for some i with 1 6 i 6 n. We can assume that Ki(k(1), k(2)) > 0. By (5.5) and (5.11) we
have
〈k〉 α1−α (ki − C) < Ki(k(1), k(2)) + C(〈k(1)〉
α
1−α + 〈k(2)〉 α1−α ) . 〈k(1)〉 y1−α , (5.12a)
〈k〉 α1−α (ki + C) > Ki(k(1), k(2))− C(〈k(1)〉
α
1−α + 〈k(2)〉 α1−α ) & 〈k(1)〉 y1−α . (5.12b)
For every k ∈ Λ(k(1), k(2)) ∩ Rn
i˜
, we substitute i˜ for j in (5.5), thus (5.5a) and (5.5b) are
rewritten as
〈k〉 α1−α (k˜i − C) < Ki˜(k(1), k(2)) + C(〈k(1)〉
α
1−α + 〈k(2)〉 α1−α ); (5.13a)
〈k〉 α1−α (k˜i + C) > Ki˜(k(1), k(2))− C(〈k(1)〉
α
1−α + 〈k(2)〉 α1−α ). (5.13b)
For such k, we claim that
〈k〉 ∼ 〈k(1)〉y. (5.14)
(5.14) is obvious when |k(1)| . 1 and so, it suffices to consider (5.14) in the case |k(1)| 
1. If either |ki| ∼ 〈k〉 or |Ki˜(k(1), k(2))| ∼ K(k(1), k(2)) exists, (5.14) follows from (5.12)
or (5.13) directly. Otherwise, we see that |ki|  〈k〉 and |Ki˜(k(1), k(2))|  K(k(1), k(2)).
When k˜i > 0, we let (5.13a)+(5.12a) and (5.13b)+(5.12b); whereas when k˜i < 0, we let
(5.13b)×(−1)+(5.12a) and (5.12a)×(−1)+(5.12b), then we get
〈k〉 11−α & 〈k(1)〉 y1−α , 〈k〉 11−α . 〈k(1)〉 y1−α ,
which imply (5.14). Let k˜ = (k1, ..., kj−1, k˜j , kj+1, ..., kn) ∈ Λ(k(1), k(2)). In view of (5.5a)
and (5.5b) and (k(1), k(2)) ∈ Ω0,2, we have∣∣∣〈k〉 α1−αkj − 〈k˜〉 α1−α k˜j∣∣∣ . 〈k(1)〉 α1−α + 〈k〉 α1−α + 〈k˜〉 α1−α .
Thus Taylor’s theorem, combined with (5.14), gives∣∣∣kj − k˜j∣∣∣ . 〈k(1)〉α(1−y)1−α . (5.15)
For
(
k(1), k(2)
) ∈ Ω1 ∪ Ω2, in view of (5.6) we have
〈k〉 ∼ 〈k(1)〉 ∨ 〈k(2)〉 (5.16)
32
and
#Λ
(
k(1), k(2)
) ∼ 1. (5.17)
In what follows, we separate the proof into four steps. In Steps 1-3, we prove (5.1) for
certain p and q. In Step 4, applying the complex interpolation together with the conclusions
obtained in the previous three steps, we can get (5.1).
Step 1. 1 6 p 6 ∞, q 6 1. Suppose f, g ∈ M s,αp,q , from the triangle inequality and the
embedding `q ⊂ `1, we have
‖fg‖Ms,αp,q =
(∑
k∈Zn
〈k〉 sq1−α ‖αk (fg)‖qp
) 1
q
6
∑
k
〈k〉 sq1−α
 ∑
k(1),k(2)
‖αk (αk(1)fαk(2)g)‖p
q
1
q
6
∑
k
〈k〉 sq1−α
∑
k(1),k(2)
‖αk (αk(1)fαk(2)g)‖qp
 1q
=
 2∑
`=0
∑
(k(1),k(2))∈Ω`
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖qp
 1q .
(5.18)
Applying the multiplier estimate and Ho¨lder’s inequality, we see that
‖αk (αk(1)fαk(2)g)‖p . ‖αk(1)fαk(2)g‖p . ‖αk(1)f‖p‖αk(2)g‖∞. (5.19)
For (k(1), k(2)) ∈ Ω0,1, when p = 1 and s > nα+ nα(1−α)2−α
(
1
q − 1
)
, we have∑
(k(1),k(2))∈Ω0,1
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖q1
.
∑
(k(1),k(2))
〈k(1)〉 sqα1−α+nα‖α
k(1)
f‖q1〈k(2)〉
nqα
1−α ‖α
k(2)
g‖q1 6 ‖f‖qMs,α1,q ‖g‖
q
Ms,α1,q
.
(5.20)
If p = 2 and s > nα2 +
nα(1−α)
2−α
(
1
q − 1
)
, by Plancherel and Jensen’s inequality∗, we have∑
(k(1),k(2))∈Ω0,1
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fk(2)g)‖q2
.
∑
(k(1),k(2))
sup
k∈Λ(k(1),k(2))
〈k〉 sq1−α
∑
k∈Λ(k(1),k(2))
‖αk (αk(1)fα(2)g)‖q2
.
∑
(k(1),k(2))
〈k(1)〉 sqα1−α [#Λ(k(1), k(2))]1− q2 ‖α
k(1)
fα
k(2)
g‖q2
.
∑
(k(1),k(2))
〈k(1)〉 sqα1−α+nα
(
1− q
2
)
‖α
k(1)
f‖q2〈k(2)〉
nqα
2(1−α) ‖α
k(2)
g‖q2 6 ‖f‖qMs,α2,q ‖g‖
q
Ms,α2,q
.
(5.21)
∗aθ1 + ...+ a
θ
N ≤ N1−θ(a1 + ...+ aN )θ for θ ∈ (0, 1)
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For p =∞ and s > nα(1−α)2−α 1q , we have∑
(k(1),k(2))∈Ω0,1
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖q∞
.
∑
(k(1),k(2))
〈k(1)〉 sqα1−α+nα‖α
k(1)
f‖q∞‖αk(2)g‖q∞ 6 ‖f‖qMs,α∞,q‖g‖
q
Ms,α∞,q
.
(5.22)
For (k(1), k(2)) ∈ Ω0,2, when s > nα(1 + (1− α)/q)/(2− α), we see that
2s > sy + nα(1 + q − y)
q
.
It follows that∑
(k(1),k(2))∈Ω0,2
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖q1
.
∑
k(1),k(2)
〈k(1)〉 syq1−α+ nα1−α (1−y)‖α
k(1)
f‖q1〈k(2)〉
nαq
1−α ‖α
k(2)
g‖q1 . ‖f‖Ms,α1,q ‖g‖Ms,α1,q .
(5.23)
When p =∞ and s > nα(1−α)q(2−α) , it is suffices to get∑
(k(1),k(2))∈Ω0,2
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖q∞
.
∑
k(1),k(2)
〈k(1)〉 syq1−α+ nα1−α (1−y)‖α
k(1)
f‖∞‖αk(2)g‖∞ . ‖f‖Ms,α∞,q‖g‖Ms,α∞,q ;
(5.24)
If p = 2 and s > nα(α/2+(1−α)/q)2−α , by Plancherel and Jensen’s inequality,∑
(k(1),k(2))∈Ω0,2
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖q2
.
∑
k(1),k(2)
〈k(1)〉 syq1−α [#Λ(k(1), k(2))]1−q/2‖α
k(1)
fα
k(2)
g‖q2
.
∑
k(1),k(2)
〈k(1)〉
syq
1−α+
nα
(1−α) (1−y)(1−q/2)‖α
k(1)
f‖q2〈k(2)〉
nαq
2(1−α) ‖α
k(2)
g‖q2
. ‖f‖Ms,α2,q ‖g‖Ms,α2,q .
(5.25)
From (5.16), (5.17), (2.2), if (k(1), k(2)) ∈ Ω1, when s > nαp ,∑
(k(1),k(2))∈Ω1
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖qp
.
∑
k(1)∈Zn
〈k(1)〉 sq1−α ‖α
k(1)
f‖qp
∑
k(2)∈Zn
‖α
k(2)
g‖q∞ . ‖f‖Ms,αp,q ‖g‖M0,α∞,q
. ‖f‖Ms,αp,q ‖g‖Ms,αp,q .
(5.26)
Similarly, if (k(1), k(2)) ∈ Ω2 and s > nαp ,∑
(k(1),k(2))∈Ω2
∑
k∈Λ(k(1),k(2))
〈k〉 sq1−α ‖αk (αk(1)fαk(2)g)‖qp . ‖f‖Ms,αp,q ‖g‖Ms,αp,q . (5.27)
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By complex interpolation, (5.18)-(5.27) imply that M s,αp,q is a multiplication algebra as long
as s > s0 for some s0. More precisely, when 1 6 p 6 2, from (5.20) and (5.21), we get
s0 =
nα
p +
nα(1−α)
2−α
(
1
q − 1
)
; and when 2 < p 6 ∞, from (5.21) and (5.22), we get s0 =
nα
p +
nα(1−α)
2−α
(
1
q − 2p
)
.
Step 2. 0 < p 6∞, q =∞. First, we consider the case 1 6 p 6∞. Suppose f, g ∈M s,αp,∞,
from the triangle inequality, we have
‖fg‖Ms,αp,∞ = sup
k∈Zn
〈k〉 s1−α ‖αk (fg)‖p
6 sup
k∈Zn
〈k〉 s1−α
∑
(k(1),k(2))∈Λ(k)
‖αk (αk(1)fαk(2)g)‖p
= sup
k∈Zn
2∑
`=0
∑
(k(1),k(2))∈Λ(k)∩Ω`
〈k〉 s1−α ‖αk (αk(1)fαk(2)g)‖p.
(5.28)
For a Ψ ⊂ Z2n, we denote
Ψ⊥1 =
{
k(1) ∈ Zn : ∃k(2) ∈ Zn s.t. (k(1), k(2)) ∈ Ψ} ;
Ψ⊥2 =
{
k(2) ∈ Zn : ∃k(1) ∈ Zn s.t. (k(1), k(2)) ∈ Ψ} .
Let s > nαp +n(1−α). For any k(2) ∈ {{Ω0 ∪ Ω1} ∩ Λ(k)}⊥2 with every fixed k, noticing (5.6),
we easily see #Λ(−k(2), k) . 1. Inserting (5.19) and using (2.3), we obtain∑
(k(1),k(2))∈{Ω0∪Ω1}∩Λ(k)
〈k〉 s1−α ‖αk (αk(1)fαk(2)g)‖p
. sup
k(1)∈
{
{Ω0∪Ω1}∩Λ(k)
}⊥
1
〈k〉 s1−α ‖α
k(1)
f‖p
∑
k(1)∈
{
{Ω0∪Ω1}∩Λ(k)
}⊥
1
∑
k(2)∈Λ(−k(1),k)
‖α
k(2)
g‖∞
. sup
k(1)∈Zn
〈k(1)〉 s1−α ‖α
k(1)
f‖p
∑
k(2)∈
{
{Ω0∪Ω1}∩Λ(k)
}⊥
2
∑
k(1)∈Λ(−k(2),k)
‖α
k(2)
g‖∞
. ‖f‖Ms,αp,∞‖g‖M0,α∞,1 . ‖f‖Ms,αp,∞‖g‖Ms,αp,∞ .
(5.29)
For k(1) ∈ {Ω2 ∩ Λ(k)}⊥1 with every fixed k, symmetrically, we have∑
(k(1),k(2))∈Ω2∩Λ(k)
〈k〉 s1−α ‖αk (αk(1)fαk(2)g)‖p
. sup
k(2)∈Zn
〈k(2)〉 s1−α ‖α
k(2)
g‖p
∑
k(1)∈{Ω2∩Λ(k)}⊥1
∑
k(2)∈Λ(−k(1),k)
‖α
k(1)
f‖∞
. ‖f‖
M0,α∞,1
‖g‖Ms,αp,∞ . ‖f‖Ms,αp,∞‖g‖Ms,αp,∞ .
(5.30)
Combining (5.28)–(5.30), we know when s > nαp +n(1−α), M s,αp,∞ is a multiplication algebra.
Next, we consider the case 0 < p < 1 and q = ∞. Suppose that f, g ∈ M s,αp,∞. It follows
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from the embedding `p ⊂ `1 that
‖fg‖Ms,αp,∞ 6 sup
k
〈k〉 s1−α
 ∑
(k(1),k(2))∈Λ(k)
‖αk (αk(1)fαk(2)g)‖pp
 1p
= sup
k
 2∑
`=0
∑
(k(1),k(2))∈Λ(k)∩Ω`
〈k〉 sp1−α ‖αk (αk(1)fαk(2)g)‖pp
 1p .
(5.31)
By Proposition 2.1, for (k(1), k(2)) ∈ Λ(k) ∩ Ω0, we have
‖αk (αk(1)fαk(2)g)‖p . 〈k(1)〉
nα
(1−α) (
1
p
−1)‖F−1ηαk ‖p‖αk(1)fαk(2)g‖p
. 〈k(1)〉 nα(1−α) ( 1p−1)〈k〉− nα(1−α) ( 1p−1)‖α
k(1)
fα
k(2)
g‖p. (5.32)
When s ≥ np + nα(1−α)(2−α) (1p − 1), inserting (5.32) and using (2.3), we obtain that∑
(k(1),k(2))∈Λ(k)∩Ω0
〈k〉 sp1−α ‖αk (αk(1)fαk(2)g)‖pp
.
∑
(k(1),k(2))∈Λ(k)∩Ω0
〈k(1)〉 spy+nα(1−y)(1−p)1−α ‖α
k(1)
f‖pp‖αk(2)g‖p∞
. sup
k(1)∈Zn
〈k(1)〉 sp1−α ‖α
k(1)
f‖pp
∑
k(2)∈{Λ(k)∩Ω0}⊥2
∑
k(1)∈Λ(−k(2),k)
〈k(2)〉 sp(y−1)+nα(1−y)(1−p)1−α ‖α
k(2)
g‖p∞
. ‖f‖p
Ms,αp,∞
‖g‖p
Ms,αp,∞
.
(5.33)
For any (k(1), k(2)) ∈ Λ(k) ∩ {Ω1 ∪ Ω2} with every fixed k, imitating the process as in (5.32)
and combining (5.16), we get
‖αk (αk(1)fαk(2)g)‖p . ‖αk(1)fαk(2)g‖p. (5.34)
When s > np , inserting (5.34) and also using (2.3), we obtain
2∑
`=1
∑
(k(1),k(2))∈Λ(k)∩Ω`
〈k〉 sp1−α ‖αk (αk(1)fαk(2)g)‖pp
. ‖f‖p
Ms,αp,∞
‖g‖p
M0,α∞,p
+ ‖f‖p
M0,α∞,p
‖g‖p
Ms,αp,∞
. ‖f‖p
Ms,αp,∞
‖g‖p
Ms,αp,∞
.
(5.35)
Combining (5.31),(5.33) and (5.35), we conclude when s ≥ np + nα(1−α)(2−α) ((1∨ 1p)−1), M s,αp,∞
is a multiplication algebra.
Step 3. p < 1, q = p. Suppose f, g ∈M s,αp,p . From the embedding `p ⊂ `1 ⊂ `1/p it follows
that
‖fg‖Ms,αp,p 6
∑
k
〈k〉 sp1−α
∑
k(1),k(2)
‖αk (αk(1)fαk(2)g)‖pp
 1p
=
 2∑
`=0
∑
(k(1),k(2))∈Ω`
∑
k∈Λ(k(1),k(2))
〈k〉 sp1−α ‖αk (αk(1)fαk(2)g)‖pp
 1p .
(5.36)
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 Figure 5: For Step 4 in the proof of Theorem 5.1.
For (k(1), k(2)) ∈ Ω0, if s > nαp + nα(1−α)(2−α) (1p − 1), then we see from (5.10), (5.14), (5.15) and
(5.32) that∑
(k(1),k(2))∈Ω0
∑
k∈Λ(k(1),k(2))
〈k〉 sp1−α ‖αk (αk(1)fαk(2)g)‖pp
.
∑
(k(1),k(2))∈Ω0
〈k(1)〉 spy1−α− nαy1−α (1−p)+ nα1−α (1−y)+ nα1−α (1−p)‖α
k(1)
f‖pp‖αk(2)g‖p∞
.
∑
(k(1),k(2))∈Ω0
〈k(1)〉 spy1−α+ nα1−α (1−p)(1−y)+ nα1−α (2−y)‖α
k(1)
f‖pp‖αk(2)g‖pp
. ‖f‖p
Ms,αp,p
‖g‖p
Ms,αp,p
.
(5.37)
For (k(1), k(2)) ∈ Ω1 ∪ Ω2, when s > nαp , in view of (2.2), we obtain∑
(k(1),k(2))∈Ω1∪Ω
∑
k∈Λ(k(1),k(2))
〈k〉 sp1−α ‖αk (αk(1)fαk(2)g)‖pp
. ‖f‖p
Ms,αp,p
‖g‖p
M0,α∞,p
+ ‖f‖p
M0,α∞,p
‖g‖p
Ms,αp,p
. ‖f‖p
Ms,αp,p
‖g‖p
Ms,αp,p
.
(5.38)
Combining (5.36)-(5.38), we conclude when s > nαp +
nα(1−α)
2−α
(
1
p−1
)
, M s,αp,p is a multiplication
algebra.
Step 4. Let
(
1
p ,
1
q
) ∈ {(1p , 1q ) ∈ D1 : 1q < 1}. It is easy to see that (1p , 1q ) is a point at
the line segment connecting
(
1
p +
1
2
(
1 − 1q
)
, 1
)
and
(
0, 1q − 2p
)
, which is parallel to the line
connecting
(
1
2 , 1
)
and (0, 0). At the point (1p¯ , 1) :=
(
1
p +
1
2
(
1 − 1q
)
, 1
)
, in Step 1 we have
shown that M s,αp¯,1 is a multiplication algebra if s > nα
[
1
p +
1
2
(
1− 1q
)]
+ nα(1−α)2−α
(
1
q − 2p
)
. For
(0, 1q¯ ) :=
(
0, 1q − 2p
)
, complex interpolation between (0, 1) in Step 1 and (0, 0) in Step 3 shows
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that once s > n(1−α)(1− 1q + 2p)+ nα(1−α)2−α (1q − 2p), the associated α-modulation space M s,α∞,q¯
is a multiplication algebra. Again, using the complex interpolation and combining the result
in Step 2, and we arrive at (5.1) in D1. Denote (see Fig. 5)
D21 = [0, 1]× [0, 1]\D1;
D23 =
{(
1
p ,
1
q
) ∈ R2+ : 1q > 1p}∖D1 ∪D21.
Through the point
(
1
p ,
1
q
) ∈ D21, one can make a line segment connecting ( 12q , 1q ) and (1, 1q ).
For
(
1
2q ,
1
q
)
, we see that once s > nα2q +n(1−α)
(
1− 1q
)
, M s,α2q,q is a multiplication algebra. For(
1, 1q
)
, complex interpolation between (1, 1) in Step 1 and (1, 0) in Step 3 shows that once
s > nα + n(1 − α)(1 − 1q ), the associated α-modulation space is a multiplication algebra.
Then we use complex interpolation to get that M s,αp,q is a multiplication algebra if s >
nα
p +
n(1− α)(1− 1q ). If (1/p, 1/q) ∈ D23, the result can be derived in a similar way.
If
(
1
p ,
1
q
) ∈ D22, then it belongs to the segment by connecting (1p , 0) and (1p , 1p). In Step 4
we see that once s > nαp +n(1−α)1p + nα(1−α)2−α
(
1
p − 1
)
, M s,αp,∞ is a multiplication algebra; and
once s > nαp +
nα(1−α)
2−α
(
1
p − 1
)
, M s,αp,p is a multiplication algebra. Then complex interpolation
between them gives once s > nαp +n(1−α)
(
1
p − 1q
)
+ nα(1−α)2−α
(
1
p − 1
)
, M s,αp,q is a multiplication
algebra. 
6 Sharpness for the scaling and embedding properties
In this section we show the necessity of Theorems 3.1, 4.1 and 4.2. Since the p-BAPU has
no scaling, it is difficult to calculate the norm for a known function. However, we have the
following equivalent norm on α-modulation spaces. Let ρ be a smooth radial bump function
supported in B(0, 2), satisfying ρ(ξ) = 1 as |ξ| < 1, and ρ(ξ) = 0 as |ξ| > 2. Let ραk be as in
(1.4):
ραk (ξ) = ρ
(
ξ − 〈k〉α/(1−α)k
C〈k〉α/(1−α)
)
.
Proposition 6.1. Let ραk be as in the above. Then
‖f‖◦Ms,αp,q =
(∑
k∈Zn
〈k〉 sq1−α ‖(F−1ραk ) ∗ f‖qp
)1/q
is an equivalent norm on M s,αp,q .
Proof. If p ≥ 1, in view of Young’s inequality,
‖(F−1ραk ) ∗ f‖p ≤
∑
|`|∞≤C
‖(F−1ραk+`)‖1‖2αkf‖p . ‖2αkf‖p.
If p < 1, by Proposition 2.1 and the scaling argument, we have
‖(F−1ραk ) ∗ f‖p ≤ 〈k〉nα(1/p−1)/(1−α)
∑
|`|∞≤C
‖(F−1ραk+`)‖p‖2αkf‖p . ‖2αkf‖p.
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Combining the above two cases, we have ‖f‖◦
Ms,αp,q
≤ ‖f‖Ms,αp,q . On the other hand, noticing
that
ηαk = ρ
α
k
ρ
(
ξ−〈k〉α/(1−α)k
2C〈k〉α/(1−α)
)
∑
`∈Zn ρ
(
ξ−〈k+`〉α/(1−α)(k+`)
C〈k+`〉α/(1−α)
) := ραkσαk ,
We have for p ≥ 1, in view of Young’s inequality,
‖2αkf‖p ≤ ‖(F−1ραk ) ∗ f‖p‖(F−1σαk )‖1 . ‖(F−1ραk ) ∗ f‖p.
If p < 1, by Proposition 2.1, the scaling argument and the generalized Bernstein inequality,
we have
‖2αkf‖p . 〈k〉nα(1/p−1)/(1−α)‖(F−1ραk ) ∗ f‖p‖F−1σαk ‖p‖2αkf‖p . ‖(F−1ραk ) ∗ f‖p.
The result follows. 
Proof of Theorem 3.1. (Necessity) We divide the proof into the following two cases λ  1
and λ 1, respectively.
Case 1. λ 1. One needs to show that
‖fλ‖Ms,αp,q & λ−
n
p
+n
(
1
p
−1
)
∨(s+sc)‖f‖Ms,αp,q .
Case 1.1. We consider the case sp = n(1/p − 1) > s + sc. Our aim is to show that there
exists a function f satisfying
‖fλ‖Ms,αp,q & λ−n‖f‖Ms,αp,q .
Taking f = F−1ρ, we have
‖fλ‖◦Ms,αp,q ≥ ‖(F
−1ρα0 ) ∗ fλ‖p > λ−n‖F−1ρ‖p & λ−n‖f‖Ms,αp,q . (6.1)
Case 1.2. We consider the case sp < s + sc. According to the definition of sc, we separate
the proof into the following three cases.
Case 1.2.1. sc = n(1− α)(1/p+ 1/q − 1). Put f = F−1ρ. Since λ 1, we see that for
some 0 < ε0 < ε1  1,
(F−1ραk ) ∗ fλ = λ−nF−1ραk , |k| ∈ [ε0λ1−α, ε1λ1−α].
It follows that
‖fλ‖◦Ms,αp,q & λ
−n
 ∑
|l|∈[ε0λ1−α, ε1λ1−α]
〈l〉 sq1−α ‖F−1ραl ‖qp
 1q
& λ−
n
p
+s+n(1−α)
(
1
p
+ 1
q
−1
)
& λ−
n
p
+s+n(1−α)
(
1
p
+ 1
q
−1
)
‖f‖Ms,αp,q .
(6.2)
Case 1.2.2. sc = 0. Let us take f = e
ix1F−1ρλ. We have fλ = λ−neix1λF−1ρ. We
may assume that there exists l0 ∈ N such that 〈l0〉α/(1−α)l0 ∼ λ and B((λ, 0, ..., 0), 2) ⊂
B(〈l0〉α/(1−α)(l0, 0, ..., 0), C〈l0〉α/(1−α)). It is easy to see that ‖f‖p ∼ λn
(
1
p
−1
)
and
‖fλ‖Ms,αp,q ∼ λ−n〈l0〉s/(1−α) ∼ λ−n+s & λ−
n
p
+s‖f‖p & λ−
n
p
+s‖f‖Ms,αp,q . (6.3)
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Case 1.2.3. sc = n(1− α)(1/q − 1/p). Put
f (l) = eix〈l〉
α
1−α l/λ τλ1−αl
(
ρ
(
λ ·
c〈l〉 α1−α
))∨
, f =
∑
|`|∼λ1−α
f (l), (6.4)
where |`| ∼ λ1−α means that |l| ∈ [ε0λ1−α, ε1λ1−α] for some 0 < ε0 < ε1  1. If |l| ∼ λ1−α,
then ‖f (l)‖p ∼ λn(1−α)
(
1
p
−1
)
, and
(f (l))λ = e
ix〈l〉 α1−α l τλ1−αl
(
ρ
(
·
c〈l〉 α1−α
))∨
, (6.5)
which follows that (F−1ραl ) ∗ (f (l))λ = (f (l))λ. Since supp ραl overlaps at most finite many
supp ραl+k, we see that 2
α
l+k(f
(l))λ = 0 if |k| ≥ C. Let A(λ) ⊂ {l : |l| ∼ λ1−α} be the set so
that for any l, l˜ ∈ A(λ) (l 6= l˜), |l − l˜| ≥ C. We have
‖fλ‖Ms,αp,q &
 ∑
l∈A(λ)
〈l〉 sq1−α ‖(f (l))λ‖qp
 1q
& λ−
n
p
+s
 ∑
l∈A(λ)
‖f (l)‖qp
 1q
& λ−
n
p
+s+n(1−α)
(
1
q
+ 1
p
−1
)
.
(6.6)
Moreover, we easily see that
|f̂ (l)(ξ)| = ρ
(
λξ − 〈l〉α/(1−α)l
c〈l〉α/(1−α)
)
.
It follows that supp f̂ (l) is included in the unit ball. Hence, we have
‖f‖Ms,αp,q .
∥∥∥∥∥∥
∑
l∈A(λ)
f (l)
∥∥∥∥∥∥
p
.
By Plancheral’s identity,
‖f‖2 =
∥∥∥f̂∥∥∥
2
=
 ∑
l∈A(λ)
∫
ρ2
(
λξ − 〈l〉α/(1−α)l
c〈l〉α/(1−α)
)
dξ
1/2 ∼ 1.
On the other hand, in view of F−1ρ is a Schwartz function, we have
|F−1ρ(x)| . 〈x〉−N .
It follows that for N  n,∣∣∣∣∣∣
∑
l∈A(λ)
f (l)(x)
∣∣∣∣∣∣ . λ−n(1−α)
∑
l∈A(λ)
(
1 + λ−(1−α)|x− λ1−αl|
)−N
. λ−n(1−α).
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By Ho¨lder’s inequality,
‖f‖Ms,αp,q . ‖f‖p . λn(1−α)(2/p−1).
The result follows.
Case 2. λ 1. It suffices to show that for some f ∈M s,αp,q ,
‖fλ‖◦Ms,αp,q & λ
−n
p (1 ∨ λs+sc)‖f‖Ms,αp,q .
Case 2.1. s+ sc ≥ 0. Taking f = F−1ρ, we have
‖fλ‖◦Ms,αp,q = ‖(F
−1ρ)(λ ·)‖p ∼ λ−
n
p ‖f‖Ms,αp,q . (6.7)
Case 2.2. s+ sc < 0. We divide the proof into the following three cases.
Case 2.2.1. We can find some k0 such that λ〈k0〉
1
1−α ∼ 1. Denote
f = eix〈k0〉
α
1−α k0F−1
(
ρ
(
·
c〈k0〉
α
1−α
))
, (6.8)
We have
f̂λ = λ
−nρ
(
ξ/λ− 〈k0〉
α
1−αk0
c〈k0〉
α
1−α
)
, (6.9)
Therefore,
‖fλ‖◦Ms,αp,q & ‖fλ‖p & λ
−n
p
+s〈k0〉
s
1−α ‖f‖p & λ−
n
p
+s‖f‖Ms,αp,q . (6.10)
Case 2.2.2. Taking f = λnF−1ρλ, we have fλ = F−1ρ. It follows that ‖fλ‖◦Ms,αp,q ∼ 1. On
the other hand,
‖f‖◦Ms,αp,q .
 ∑
|k|.λα−1
〈k〉 sq1−α ‖(F−1ραk ) ∗ f‖qp
 1q
.
 ∑
|k|.λα−1
〈k〉 sq1−α ‖F−1ραk )‖qp‖f‖q1
 1q
. λn−s−n(1−α)
1
q
−nα
(
1− 1
p
)
.
(6.11)
It follows that
‖fλ‖◦Ms,αp,q & λ
−n
p
+s+sc‖f‖Ms,αp,q .
Case 2.2.3. sc = n(1−α)(1/q− 1/p). Let A(λ) be the set so that for any l, l˜ ∈ A(λ) (l 6= l˜),
|l − l˜| ≥ C and |l| ∈ [ε0λα−1, ε1λα−1] for some 0 < ε0 < ε1  1. Take
f (l) = eix〈l〉
α
1−α lτC′lF
−1
(
ρ
(
·
c〈l〉 α1−α
))
, f =
∑
l∈A(λ)
f (l). (6.12)
One easily sees that
(f (l))λ = λ
−neixλ〈l〉
α
1−α lτC′lF
−1
(
ρ
(
·
cλ〈l〉 α1−α
))
. (6.13)
41
We have
‖f‖◦Ms,αp,q =
 ∑
l∈A(λ)
〈l〉 sq1−α ‖(f (l))‖qp
 1q
. λ−s
 ∑
l∈A(λ)
〈l〉 nα1−α (1− 1p )q
 1q
. λ−s+nα
(
1
p
−1
)
+
n(α−1)
q .
(6.14)
Since suppf̂
(l)
λ is contained in the unit ball, we see that
‖fλ‖Ms,αp,q &
∥∥∥∥∥∥
∑
l∈A(λ)
f
(l)
λ
∥∥∥∥∥∥
p
= λ−n/p
∥∥∥∥∥∥
∑
l∈A(λ)
f (l)
∥∥∥∥∥∥
p
.
We note that
f (l)(x) = 〈l〉 nα1−α eix〈l〉
α
1−α l(F−1ρ)
(
c〈l〉 α1−α (x− C ′l)
)
.
Due to F−1ρ is a Schwartz function, we see that |F−1ρ(x)| . 〈x〉−2n. We can assume that
F−1ρ(0) = 1, which follows that there exists a δ > 0 such that
|F−1ρ(x)| ≥ 1/2, |x| ≤ δ.
Hence, for any k ∈ A(λ), x ∈ B(C ′k, δ/c〈k〉 α1−α ),∣∣∣∣∣∣
∑
l∈A(λ)
f (l)(x)
∣∣∣∣∣∣ ≥ λ
−nα
2
− Cλ−nα sup
|y|.δ
∑
l∈Zn
(
y + C ′c l
)−2n
.
We can take C ′c 1. It follows that for any k ∈ A(λ),∣∣∣∣∣∣
∑
l∈A(λ)
f (l)(x)
∣∣∣∣∣∣ ≥ λ
−nα
2
− Cλ−nα(C ′c)−n ≥ λ
−nα
4
, x ∈ B(C ′k, δ/c〈k〉 α1−α ).
So, we have ∥∥∥∥∥∥
∑
l∈A(λ)
f (l)(x)
∥∥∥∥∥∥
p
& λ−nαλ
2nα−n
p .
It follows that
‖fλ‖◦Ms,αp,q & λ
−n/p+s+n(1−α)(1/q−1/p)‖f‖Ms,αp,q .
The result follows. 
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Proof of Theorem 4.2. (Necessity) Case 1. Let us assume that Bs1p,q ⊂M s2p,q.
Case 1.1. We show that s1 ≥ s2. Let k ∈ Zn, |k|  1 with B(〈k〉
α
1−αk,C〈k〉 α1−α ) ⊂ {ξ :
5 · 2j−3 ≤ |ξ| ≤ 3 · 2j−1}. We see that∥∥F−1 (ραk (2 ·))∥∥◦Ms2,αp,q > 〈k〉 s21−α ‖F−1ραk (2 ·)‖p & 〈k〉 s21−α+ nα1−α(1− 1p),∥∥F−1 (ραk (2 ·))∥∥Bs1p,q 6 2js1‖F−1ραk (2 ·)‖p . 〈k〉 s11−α+ nα1−α(1− 1p).
Bs1p,q ⊂M s2,αp,q follows that s1 > s2.
Case 1.2. We show that s1 ≥ s2 + n(1− α)(1/p+ 1/q − 1). One has that
‖F−1ϕj‖Bs1p,q . 2
js1+jn
(
1− 1
p
)
. (6.15)
Denote
Aj = {k : suppραk ⊂ {ξ : 5 · 2j−3 ≤ |ξ| ≤ 3 · 2j−1}}.
‖F−1ϕj‖◦Ms2,αp,q >
∑
k∈Aj
〈k〉 s2q1−α ‖F−1ραk‖qp
 1q &
∑
k∈Aj
〈k〉
s2q
1−α+
nα
1−α
(
1− 1
p
)
q
 1q . (6.16)
Noticing that #Aj ∼ O(2nj(1−α)), we immediately have
‖F−1ϕj‖◦Ms2,αp,q & 2
s2j+nαj
(
1− 1
p
)
+n(1−α)j 1
q . (6.17)
Bs1p,q ⊂M s2,αp,q implies that s1 > s2 + n(1− α)
(
1
p +
1
q − 1
)
.
Case 1.3. We show that s1 > s2 + n(1− α)
(
1
q − 1p
)
. We denote by Aj the set such that for
every k, l ∈ Zn ∩Aj (l 6= l˜), |k− l| ≥ C and |k|1/(1−α) ∈ [5 · 2j−3 +C2jα, 3 · 2j−1−C2jα]. Put
f (k) = τk
(
F−1ραk
)
, f =
∑
k∈Aj
f (k). (6.18)
Noticing that #Aj ∼ O(2nj(1−α)), we have
‖f‖◦Ms2,αp,q =
∑
k∈Aj
〈k〉 s2q1−α ‖f (k)‖qp
 1q & 2j(s2+n(1−α) 1q+nα(1− 1p)). (6.19)
On the other hand,
‖f‖Bs1p,q . 2js1
∥∥∥∥∥∥
∑
k∈Aj
f (k)
∥∥∥∥∥∥
p
. (6.20)
By Plancherel’s identity,
‖f‖2 .
∑
k∈Aj
‖ραk (2 ·)‖22
1/2 . 2nj/2.
Moreover, let us observe that
f (k) = C〈k〉 nα1−α (F−1ρ)(C〈k〉 nα1−α (x− k)).
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Using the same way as in the proof of Case 1.2.3 in Theorem 3.1, we have
|f(x)| . 2nαj .
By Ho¨lder’s inequality,
‖f‖p . 2jnα(1−2/p)+nj/p.
It follows from Bs1p,q ⊂M s2,αp,q that s1 > s2 + n(1− α)
(
1
q − 1p
)
.
Case 2. We assume that M s1,α1p,q ⊂ Bs2p,q.
Case 2.1. Let j  1. One can find some k ∈ Zn verifying ραkϕj = ραk . It follows that
2j ∼ 〈k〉1/(1−α). Thus,
‖F−1ραk‖Bs2p,q > 2js2‖F−1ραk‖p & 2js2〈k〉
nα
1−α
(
1− 1
p
)
, (6.21)
‖F−1ραk‖◦Ms1,αp,q . 〈k〉
s1
1−α+
nα
1−α
(
1− 1
p
)
. (6.22)
So, we have s1 > s2.
Case 2.2. Let j  1. We have∥∥F−1ϕj∥∥Bs2p,q > 2js2‖F−1ϕ2j‖p & 2js2+jn(1− 1p). (6.23)
On the other hand,
∥∥F−1ϕj∥∥Ms1,αp,q .
 ∑
|k|1/(1−α)∼2j
〈k〉 s1q1−α 2jnα
(
1− 1
p
)
q
 1q . 2jn(1−α) 1q+s1j+jnα(1− 1p). (6.24)
It follows from M s1,αp,q ⊂ Bs2p,q that s1 > s2 + n(1− α)
(
1− 1p − 1q
)
.
Case 2.3. We denote by Aj the set such that for every k, l ∈ Zn ∩ Aj (l 6= k), |k − l| ≥ C
and |k|1/(1−α) ∈ [5 · 2j−3 + C2jα, 3 · 2j−1 − C2jα]. Put
f (k) = τC′kF
−1
(
ρ
(
· − 〈k〉 α1−αk
c〈k〉 α1−α
))
, f =
∑
k∈Aj
f (k). (6.25)
Using the same way as in the proof of Case 2.2.3 in Theorem 3.1,
‖f‖◦Ms1,αp,q . 2
j
[
s1+n(1−α) 1q+nα
(
1− 1
p
)]
, (6.26)
‖f‖Bs2p,q = 2js2 ‖f‖p & 2
j
[
s2+n(1−α) 1p+nα
(
1− 1
p
)]
. (6.27)
From M s1,αp,q ⊂ Bs2p,q it follows that s1 > s2 + n(1− α)
(
1
p − 1q
)
. 
44
Proof of Theorem 4.1. (Necessity) We separate the proof into the following two cases.
Case 1. We assume that M s1,α1p,q ⊂M s2,α2p,q with α1 > α2.
Case 1.1. We show that s1 ≥ s2. Denote
Λ2(k) = {l ∈ Zn : ρα2k ρα1l 6= 0}.
We have ∥∥F−1ρα2k ∥∥◦Ms2,α2p,q > 〈k〉 s21−α2 ‖F−1ρα2k ρα2k ‖p & 〈k〉 s21−α2 + nα21−α2
(
1− 1
p
)
, (6.28)
and ∥∥F−1ρα2k ∥∥◦Ms1,α1p,q .
 ∑
l∈Λ2(k)
〈l〉
s1q
1−α1 ‖F−1ρα2k ρα1l ‖qp
 1q . (6.29)
Using Young’s inequality and Proposition 2.1, respectively for p ≥ 1 and p < 1, we have
‖F−1ρα2k ρα1l ‖p . ‖F−1ρα2k ‖p . 〈k〉
nα2
1−α2
(
1− 1
p
)
.
Since #Λ2(k) is finite and |k|
1
1−α2 ∼ |l| 11−α1 for all l ∈ λ2(k), one has that
∥∥F−1ρα2k ∥∥◦Ms1,α1p,q .
 ∑
k∈Λ2(k)
〈k〉
sq
1−α1 〈k〉
nα2
1−α2
(
1− 1
p
)
q
 1q . 〈k〉 s1−α2 + nα21−α2 (1− 1p). (6.30)
From M s,α1p,q ⊂M s2,α2p,q it follows that s1 > s2.
Case 1.2. Let k ∈ Zn with |k|  1. Denote
Λ∗(k) =
{
l ∈ Zn : ρα1k ρα2l = ρα2l
}
. (6.31)
We have
‖F−1ρα1k ‖Ms1,α1p,q . 〈k〉
s1
1−α1 +
nα1
1−α1
(
1− 1
p
)
. (6.32)
Since #Λ∗(k) ∼ 〈k〉
n(α1−α2)
1−α1 and 〈k〉 11−α1 ∼ 〈l〉 11−α2 for all l ∈ Λ∗(k), one has that
‖F−1ρα1k ‖◦Ms2,α2p,q >
 ∑
l∈Λ∗(k)
〈l〉
s2q
1−α2 ‖F−1ηα2l ‖qp
 1q & 〈k〉n(α1−α2)q(1−α1) + s21−α1 + nα21−α1 (1− 1p). (6.33)
M s,α1p,q ⊂M s2,α2p,q implies that s1 > s2 + n(α1 − α2)
(
1
p +
1
q − 1
)
.
Case 1.3. We show that s1 > s2 +n(α1−α2)
(
1
q − 1p
)
. Let Λ∗0(k) be the subset of Λ∗(k) such
that |l − l˜| ≥ C for all l, l˜ ∈ Λ∗0(k) (l 6= l˜). Denote
f (l) = τlF
−1ρα2l , f =
∑
l∈Λ∗0(k)
f (l). (6.34)
It follows that
‖f‖◦Ms2,α2p,q =
 ∑
l∈Λ∗0(k)
〈l〉
s2q
1−α2 ‖f (l)‖qp
 1q & 〈k〉 s21−α1 +n(α1−α2)q(1−α1) + nα21−α1 (1− 1p). (6.35)
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On the other hand,
‖f‖2 =
∥∥∥∥∥∥
∑
l∈Λ∗0(k)
ρα2l
∥∥∥∥∥∥
2
∼ 〈k〉
nα2
2(1−α1)+
n(α1−α2)
2(1−α1) ,
and noticing that |f (l)(x)| = 〈l〉
nα2
(1−α2) |(F−1)(C〈l〉
α2
(1−α2) (x− l))|, we have
‖f‖∞ . 〈k〉
nα2
(1−α1) .
Hence,
‖f‖p . 〈k〉
nα2
(1−α1) (1−
1
p
)+
n(α1−α2)
p(1−α1) .
It follows that
‖f‖◦Ms1,α1p,q . 〈k〉
s1
1−α1 ‖f‖p . 〈k〉
s1
1−α1 +
n(α1−α2)
p(1−α1) +
nα2
1−α1
(
1− 1
p
)
. (6.36)
M s,α1p,q ⊂M s2,α2p,q implies that s1 > s2 + n(α1 − α2)
(
1
q − 1p
)
.
Case 2. We assume that M s1,α1p,q ⊂M s2,α2p,q , α1 < α2. The idea is the same as in the proof of
Theorem 4.2 and we only give a sketch proof.
Case 2.1. We show that s1 ≥ s2. Let k ∈ Zn, |k|  1. One can find some l ∈ Zn such that
ρα1k ρ
α2
l = ρ
α1
k , Then,
‖F−1ρα1k ‖◦Ms2,α2p,q & 〈k〉
s2
1−α1 +
nα1
1−α1
(
1− 1
p
)
, (6.37)
‖F−1ρα1k ‖◦Ms1,α1p,q . 〈k〉
s1
1−α1 +
nα1
1−α1
(
1− 1
p
)
. (6.38)
M s1,α1p,q ⊂M s2,α2p,q implies that s1 > s2.
Case 2.2. We show that s1 > s2 + n(α1 − α2)
(
1
p +
1
q − 1
)
.
∥∥F−1ρα2k ∥∥◦Ms2,α2p,q & 〈k〉 s21−α2 + nα21−α2
(
1− 1
p
)
, (6.39)
∥∥F−1ρα2k ∥∥◦Ms1,α1p,q . 〈k〉n(α2−α1)q(1−α2) + s11−α2 + nα11−α2
(
1− 1
p
)
. (6.40)
M s1,α1p,q ⊂M s2,α2p,q implies that s1 > s2 + n(α1 − α2)
(
1
p +
1
q − 1
)
.
Case 2.3. Let k ∈ Zn with |k|  1, and
Λ∗(k) =
{
l ∈ Zn : ρα1l ρα2k = ρα1l
}
. (6.41)
Let Λ∗0(k) be the subset of Λ∗(k) such that |l− l˜| ≥ C for all l, l˜ ∈ Λ∗0(k) (l 6= l˜). It is easy to
see that #Λ∗0(k) ∼ 〈k〉
n(α2−α1)
1−α2 . Put
f (l) = τClF
−1 (ρα1l ) , f = ∑
l∈Λ∗0(k)
f (l). (6.42)
then,
‖f‖◦Ms1,α1p,q . 〈k〉
s1
1−α2 +
n(α2−α1)
q(1−α2) +
nα1
1−α2
(
1− 1
p
)
, (6.43)
‖f‖◦Ms2,α2p,q & 〈k〉
s2
1−α2 +
n(α2−α1)
p(1−α2) +
nα1
1−α2
(
1− 1
p
)
. (6.44)
M s1,α1p,q ⊂M s2,α2p,q implies that s1 > s2 + n(α2 − α1)
(
1
p − 1q
)
. 
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7 Counterexamples for the algebra structure
In order to show that our results are sharp, we need an α-covering which is a slightly modified
version in [9]. Let Q(a, r) :=
∏n
i=1[ai− r, ai + r] and we consider the following covering of R:
Q0 = [−1, 1], Qj = Q(|j|α/(1−α)j, rj |j|α/(1−α)), j 6= 0.
Lemma 7.1. Let r > 1/2(1 − α). There exists j0 ∈ N, such that {Qj}j∈Z is an α-covering
of R, where
rj =
{
r, |j| > j0,
suitable, |j| ≤ j0.
Moreover, if r < 8/15(1− α), then
Qj±1 ∩Q(|j|α/(1−α)j, 7
8
rj |j|α/(1−α)) = ∅ (7.1)
for all j ∈ Z.
Proof. Let j > 100. Noticing that Qj+1 ∩Qj 6= ∅ if and only if
|j + 1|α/(1−α)(j + 1)− rj+1|j + 1|α/(1−α) < |j|α/(1−α)j − rj |j|α/(1−α). (7.2)
In view of mean value theorem, we see that (7.2) is equivalent to
1
1− α |j + θ|
α/(1−α) < rj+1|j + 1|α/(1−α) + rj |j|α/(1−α), (7.3)
where θ ∈ (0, 1). Take rj+1 = rj = r. Hence, there exists j0 := j0(α) such that for any
j > j0, (7.3) holds. Next, if j > j0, we have
|j + 1|α/(1−α)(j + 1)− r|j + 1|α/(1−α) > |j|α/(1−α)j + 7
8
r|j|α/(1−α), (7.4)
which implies (7.1) for j > j0. If j ≤ j0, one can choose suitable rj so that the conclusion
holds. 
Using Lemma 7.1 and the idea as in [9], we now construct a new α-covering of Rn, where
the original idea goes back to Lizorkin’s dyadic decomposition to Rn. Let j ∈ Z with |j| > j0.
We may assume 8|j|/7r ∈ N. We divide [−|j| 11−α , |j| 11−α ] into 16|j|/7r equal intervals:
[−|j| 11−α , |j| 11−α ] = [rj,−Nj , rj,−Nj+1] ∪ ... ∪ [rj,Nj−1, rj,Nj ].
Denote
R = {rj,s : j ∈ N, s = −Nj , · · · , Nj}.
We further write
K nj = {k = (k1, · · · , kn) : ki ∈ R, max
1≤i≤n
|ki| = |j|
1
1−α }.
For any k ∈ K nj , we write
Qkj = Q(k, r|j|
α
1−α ), |j| > j0.
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From the construction of Qkj one sees that{
#{Qk′j′ : Qk′j′ ∩Qkj 6= ∅} = 2n,
Q(k, r|j| α1−α /2) ∩Qk′j′ 6= ∅⇔ k′ = k, j′ = j.
(7.5)
For |j| ≤ j0, one can choose suitable rj , and in a similar way as above to define
Qkj = Q(k, rj |j|
α
1−α ), 1 ≤ |j| ≤ j0, Q0 = Q(0, r0)
so that 
#{Qk′j′ : Qk′j′ ∩Qkj 6= ∅} = 2n,
Q(k, rj |j|
α
1−α /2) ∩Qk′j′ 6= ∅⇔ k′ = k, j′ = j for j 6= 0,
Q(0, r0/2) ∩Qk′j′ 6= ∅⇔ Qk′j′ = Q0.
(7.6)
Lemma 7.2. {Q0} ∪ {Qkj}j∈Z\{0}, k∈Kj as in (7.5) and (7.6) is an α-covering of Rn.
Let η : R→ [0, 1] be a smooth bump function satisfying
η(ξ) :=

1, |ξ| ≤ 1/2,
smooth, 1/2 < |ξ| ≤ 1,
0, |ξ| ≥ 1.
(7.7)
Let r and rj be as in (7.5) and (7.6), respectively. Denote for i = 1, · · · , n, j 6= 0,
φkj(ξi) = η
(
ξi − ki
rj |j|
α
1−α
)
, k = (k1, · · · , kn) ∈ Kj , φ0(ξi) = η
(
ξi
r0
)
,
φkj(ξ) = φkj(ξ1)...φkj(ξn), φ0(ξ) = φ0(ξ1)...φ0(ξn).
We put
ψkj(ξ) =
φkj(ξ)
φ0(ξ) +
∑
k∈Kj ,j∈Z\{0} φkj(ξ)
, ψ0(ξ) =
φ0(ξ)
φ0(ξ) +
∑
k∈Kj ,j∈Z\{0} φkj(ξ)
. (7.8)
Lemma 7.3. {ψ0} ∪ {ψkj}j∈Z\{0}, k∈Kj as in (7.8) is a p-BAPU.
On the basis of the above p-BAPU , we immediately have
Proposition 7.1. Let 0 < α < 1, 0 < p, q 6∞, then
‖f‖Ms,αp,q =
‖F−1ψ0Ff‖qLp(Rn) + ∑
j∈Z\{0}
〈j〉sq/(1−α)
∑
k∈Kj
‖F−1ψkjFf‖qLp(Rn)
1/q
is an equivalent norm on α-modulation space.
Theorem 7.1. Let 0 ≤ α < 1, (1/p, 1/q) ∈ D2, p > 1. If s < s0, then M s,αp,q is not a Banach
algebra.
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Proof. Step 1. p > 1, q ≤ 1. Let χA be the characteristic function on A. Now we take for
J  j0, ` = (J, J, ..., J),
f̂ = χA(J), ĝ = χ−A(J), A(J) = Q(|J |α/(1−α)`, r|J |α/(1−α)/2). (7.9)
Noticing that
(χ[B−b,B+b] ∗ χ[−B−b,−B+b])(ξ) =
{
0, |ξ| ≥ 2b,
2b− |ξ|, |ξ| < 2b. (7.10)
Hence,
(
χA(J) ∗ χ−A(J)
)
(ξ) =

0, |ξi| ≥ r|J |
α
(1−α) for some i = 1, ..., n,
n∏
i=1
(r|J | α(1−α) − |ξi|), |ξi| < r|J |
α
(1−α) for all i = 1, ..., n.
(7.11)
Hence,
suppf̂ ∗ ĝ = {ξ ∈ Rn : |ξi| ≤ r|J |
α
(1−α) , i = 1, ..., n}.
One has that
n∏
i=1
(r|J | α(1−α) + ξi) = (r|J |
α
(1−α) )n + (r|J | α(1−α) )n−1
∑
i
ξi
+ (r|J | α(1−α) )n−2
∑
i<j
ξiξj + ...+ ξ1...ξn
:= (r|J | α(1−α) )n +R(ξ, J).
Let us write
Aj = {k ∈ K nj : if ξ, η ∈ suppψk,j , then ξiηi > 0 for all i = 1, ..., n}.
Let 1  j < ε|J |α (0 < ε  1) and k ∈ Aj . We may assume that ξi > 0 if ξ ∈ suppψkj .
Noticing that suppψkj ⊂ Q(0, r|J |α/(1−α)), we have
‖F−1ψkjF (fg)‖p =
∥∥∥∥∥F−1ψkj
n∏
i=1
(r|J | α(1−α) − ξi)
∥∥∥∥∥
p
≥ (r|J | α1−α )n‖F−1ψkj‖p −
∥∥F−1(ψkjR(ξ, J))∥∥p
≥ c|J | nα1−α |j| nα1−α (1− 1p ) − ∥∥F−1(ψkjR(ξ, J))∥∥p . (7.12)
∥∥F−1(ψkjR(ξ, J))∥∥p . |J | (n−1)α1−α
∥∥∥∥∥F−1(ψkj
n∑
i=1
ξi)
∥∥∥∥∥
p
+ |J | (n−2)α1−α
∥∥∥∥∥∥F−1(ψkj
∑
i<j
ξiξj)
∥∥∥∥∥∥
p
+ ...+
∥∥F−1(ψkjξ1...ξn)∥∥p . (7.13)
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For instance, we estimate ‖F−1(ψkjξ1ξ2)‖p. Let k be the center of suppψkj . We have∥∥F−1(ψkjξ1ξ2)∥∥p . |k1||k2|∥∥F−1ψkj∥∥p + ∥∥F−1(ψkj(ξ1 − k1)(ξ2 − k2))∥∥p
+ |k1|
∥∥F−1(ψkj(ξ2 − k2))∥∥p + |k2| ∥∥F−1(ψkj(ξ1 − k1))∥∥p
. |j| 21−α |j| nα1−α (1− 1p ) . ε2|J | 2α1−α |j| nα1−α (1− 1p ). (7.14)
So, one has that ∥∥F−1(ψkjR(ξ, J))∥∥p . ε|J | nα1−α |j| nα1−α (1− 1p ). (7.15)
It follows from (7.12) and (7.15) that
‖F−1ψkjF (fg)‖p & |J |
nα
1−α |j| nα1−α (1− 1p ). (7.16)
(7.23) yields
‖fg‖Ms,αp,q &
 ∑
1j≤ε|J |α
|j| sq1−α
∑
k∈Aj
‖F−1ψkjF (fg)‖qp
1/q
& |J | nα1−α
 ∑
1j≤ε|J |α
|j| sq1−α
∑
k∈Aj
|j| nαq1−α (1− 1p )
1/q
& |J |
nα
(1−α)+α
(
s
(1−α)+
nα
1−α (1− 1p )+nq
)
. (7.17)
On the other hand,
‖f‖Ms,αp,q ∼ |J |
s
(1−α) ‖F−1χA(J)‖p ∼ |J |
s
(1−α)+
nα
1−α (1− 1p ). (7.18)
Similarly,
‖g‖Ms,αp,q ∼ |J |
s
(1−α)+
nα
1−α (1− 1p ). (7.19)
Hence, in order to M s,αp,q forms an algebra, one must has that
2s
(1− α) +
2nα
1− α(1−
1
p
) ≥ nα
(1− α) + α
(
s
(1− α) +
nα
1− α(1−
1
p
) +
n
q
)
. (7.20)
Namely,
s ≥ nα
p
+
nα(1− α)
(2− α)
(
1
q
− 1
)
. (7.21)
Step 2. (1/p, 1/q) ∈ [0, 1]2 ∩D2. Let J  1. Put
f̂(ξ) = χ[J1/(1−α),3J1/(1−α)]n(ξ), ĝ(ξ) = χ[−3J1/(1−α),−J1/(1−α)]n(ξ).
In view of (7.10) we have
(f̂ ∗ ĝ)(ξ) =

0, |ξi| ≥ 2J
1
(1−α) for some i = 1, ..., n,
n∏
i=1
(2J
1
(1−α) − |ξi|), |ξi| ≤ 2J
1
(1−α) for all i = 1, ..., n.
(7.22)
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Hence,
supp(f̂ ∗ ĝ) ⊂ {ξ : |ξi| ≤ 2J
1
(1−α) i = 1, ..., n}.
Using the same way as in (7.23), we have for |j| ≤ εJ and k ∈ Aj ,
‖F−1ψkjF (fg)‖p & J
n
1−α |j| nα1−α (1− 1p ). (7.23)
(7.23) implies that
‖fg‖Ms,αp,q &
 ∑
1j≤εJ
|j| sq1−α
∑
k∈Aj
‖F−1ψkjF (fg)‖qp
1/q
& J
n
1−α
 ∑
1j≤εJ
|j| sq1−α
∑
k∈Aj
|j| nαq1−α (1− 1p )
1/q
& J
n
1−α+
s
1−α+
nα
1−α (1− 1p )+nq . (7.24)
On the other hand,
‖f‖Ms,αp,q .
∑
|j|∼J
|j| sq1−α
∑
k∈Kj
‖F−1ψkj f̂‖qp
1/q
. J
s
1−α+
nα
1−α (1− 1p )+nq . (7.25)
Similarly,
‖g‖Ms,αp,q . J
s
1−α+
nα
1−α (1− 1p )+nq . (7.26)
Hence, in order to M s,αp,q forms an algebra, one must has that
s ≥ nα
p
+ n(1− α)
(
1− 1
q
)
. (7.27)
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