We propose a unified framework for boundary finding, where a Bayesian formulation, based on prior knowledge and the edge information of the input image (likelihood), is employed. The prior knowledge in our framework is based on principal component analysis of four different covariance matrices corresponding to independence, smoothness, statistical shape and combined models, respectively. Indeed, snakes, modal analysis, Fourier descriptors, and point distribution models can be derived from or linked to our approaches of different prior models. When the true training set does not contain enough variability to express the full range of deformations, a mixed covariance matrix uses a combined prior of the smoothness and statistical variation modes. It adapts gradually to use more statistical modes of variation as larger data sets are available.
Introduction
Locating the boundaries of structures in an image is of great importance in a variety of image analysis and computer vision applications including robot vision, pattern recognition and biomedical image processing [3, 8, 12, 13] . In the active contour approach (snakes) of Kass et al. [8] , a continuously deformable curve is controlled by smoothness and image forces. While there have been many refinements, the parameters are typically still free to take almost any smooth boundary with no constraints on the overall shape.
Staib and Duncan [12] used elliptic Fourier descriptors as model parameters to represent open and closed boundaries. A Bayesian approach is then used to obtain the maximum a posteriori estimate of the boundary. Fourier descriptors are somewhat limited because they are not suitable for describing some shapes, such as those with convolutions or corners.
Cootes et al. [3] uses deformable shape descriptors built from a training set of images. The deformations are modeled using linear combinations of the eigenvectors of variations from the mean shape, thus defining the shape class and allowing deformation reflecting the variations in the training set. In Cootes' image search algorithm, the model is adjusted by searching a region in the image space around each model point for an improved displacement. These local deformations are transformed into adjustments to the pose parameters, and followed by adjustments to the shape parameters of the point model in the parameter space. The estimation of the displacement, however, is determined by a search only in the normal direction toward the strongest image edge [3] , which therefore would not discriminate well between nearby edges and could fail to converge adequately. For this reason, the use of gray-level models was advocated [2, 6] .
Pentland and Sclaroff [9] uses linear deformations equivalent to the modes of vibration of the original shape. However, these modes are based on a generic elastic model that is not likely to be representative of the real variations which occur in a class of shapes. Cootes and Taylor [4] combine these artificial vibration modes [9] with statistically determined variation. These processes require a computationally intensive finite element analysis to solve for the modes of vibration. A simpler approach [5] is to introduce additional variance and covariance directly to the original statistical shape covariance matrix. However, the amount that should be introduced is not well defined.
Haslam et al. [6] also proposed a probabilistic fitness measure for deformable template models. The Bayesian fitness measure they proposed is dependent on a shape model, a gray-level foreground model and a gray-level background model. We formulate our objective function in a different and simpler way. The goal of our work here is to propose and compare different prior models for boundary finding and point correspondence based on a simple unified Bayesian framework. In addition, we consider the use of an integrated prior model based on a combination of smoothness and training set covariance matrices for training sets lacking adequate variation. Indeed, we can show the relationship of our framework with related models (snakes [8] , modal analysis [9] , Fourier models [12] , point distribution models [3] , and shape model with extra variability [5] ) by using different prior models corresponding to different covariance matrices.
Prior Models

Point Distribution Model -C training
Suppose we want to derive a model to represent the shapes shown in Figure 1(b) . We can represent each example shape as a set of hand-labeled boundary points. The landmark points on the boundary are usually easily identified features, such as high curvature points, sharp corners, etc. Equally spaced points are interpolated between the landmark points along the boundary (Figure 1(a) ). The training set points are first aligned to minimize a weighted sum of squared distances between equivalent points on different shapes. The following 2D formulation is similar to that of Cootes et al. [3] . Given m aligned examples and each example of a set of N aligned labeled points,
T (i = 1, 2, . . . , m), we calculate the mean shape, L, and the covariance about the mean, C training . The eigenvectors of the 2N × 2N covariance matrix, C training , corresponding to the largest eigenvalues describe the most significant modes of variation in the variables used to derive the covariance matrix. Further, the proportion of the total variance explained by each eigenvector is proportional to the corresponding eigenvalue λ k [7] . Typically, most of the variation can be explained by a small number of modes, t (< 2N ). Any shape in the training set can be approximated using the mean shape and a weighted sum of deviations obtained from the first t modes:
where
is the matrix of the first t eigenvectors, and a = (a 1 a 2 . . . a t ) T is a vector of weights, which is also the set of t shape parameters to be optimized later. This equation allows us to generate new examples of shapes by varying the parameter a.
Independence Model -C identity
Consider a 2N × 2N identity covariance matrix C identity , instead of the covariance derived from the training set. This means that all points (x and y coordinates) are uncorrelated. The eigenvectors of C identity , q k (size 2N ), for k = 1, 2, . . . , 2N , can be taken to be:
with the corresponding eigenvalues λ k = 1. If k is even, the kth eigenvector moves point k/2 in the y direction; if k is odd, the kth eigenvector moves point (k + 1)/2 in the x direction (see Figure 2 ). Combinations of vectors, one for each mode, can move the modeled landmark points anywhere in the image. Any shape can also be approximated using the mean shape and a weighted sum of deviations obtained from the 2N modes.
Smoothness Model -C smooth
The identity covariance matrix is completely unconstrained; therefore, consider the incorporation of a type of smoothness constraint into the covariance matrix where neighboring points are correlated, as in a Markov model. That is: where C smooth is a 2N × 2N matrix. Thus, neighboring points are more likely to move together. The first two eigenvectors of C smooth (with equal eigenvalues) allow for a rigid translation. The other eigenvectors correspond to increasing frequency variation. The shapes generated ( Figure 3 ) are smoother than those using the identity covariance matrix. If we examine C smooth , we see that it is circulant and therefore has sinusoidal eigenvectors [10] . Eigenvectors corresponding to higher frequencies have lower eigenvalues and will have less influence. Shapes are not restricted by a training set and thus the model is not specific but allows smooth variability. Also, landmark points are unlikely to correspond when using this model due to its flexibility.
Note that the degree or scale of smoothing can be controlled by changing the coefficients along the offdiagonals thereby changing the covariance values for the boundary neighbor points. The identity covariance matrix, C identity , described above can be considered as an extreme case of C smooth with scale zero (i.e., considering only zero order boundary neighbor smoothness). The C smooth in Eq.(3) has a medium scale by including first order boundary neighbors with covariance 0.5. Another way to construct C smooth is to set the covariance values for the boundary neighbor points according to a Gaussian. However, because most of the variation can be explained by a small (or medium) number of significant modes, the cut-off of the high frequency components makes the scale of C smooth a relatively unimportant factor during optimization [15] . In practice, results are robust to a wide range of scales. Hence, in the later experiments, we always use C smooth as given by Eq.(3).
The motivation for the use of this smoothness covariance matrix is similar to that of the internal smoothness forces in Kass's snakes [8] . However, it is expected that our optimization with this smoothness constraint would be more efficient than Kass's because we reduce the dimensionality of the search space. The use of this smoothness covariance matrix is also similar to Pentland's modal analysis scheme [9] and Staib's Fourier descriptors [12] since both of them represent shapes based on frequency components.
Combined Model -C mix
For a small training set, C training is unlikely to contain adequate statistics to characterize valid distortions. The generic constraint of C smooth can help augment the available statistics. The combination of C training and C smooth results in a much better model allowing variability due to C smooth and specificity due to C training when few training set examples are available. Also, given the time necessary to build the model, it will save time if we use fewer training images.
In addition to the true training set we introduced in Section 2.1, suppose we also have a smoothness set with m aligned examples and each example has a set of N aligned labeled points, 1, 2 , . . . , m ) with the same mean as the training set. The smoothness set is the virtual set which would correspond to the artificial covariance matrix C smooth . The covariance matrices of random vectors L and L are respectively
Note that the degrees of freedom for the training set is m − 1. For the artificial smoothness set, we have one more degree of freedom since L is defined to be equal to L and not estimated as the mean of a genuine sample set. A pooled estimate of the covariance matrix (denoted C mix ) derived from the sets used to form C training and C smooth can be calculated as [11] :
Now, let:
We have:
In this way, we can build a model by calculating the eigenvectors and eigenvalues of matrix C mix when few true training set examples are available. For m > 0, C mix will include both the training set statistics and the smoothness model. C training will have up to m − 1 non-zero eigenvalues (for m ≤ 2N ). Using C mix , however, gives the full 2N non-zero eigenvalues no matter what the training set size and allows for greater flexibility in the model consistent with the additional smoothness statistics. By Eq.(6), w tends to decrease as m increases. We choose m as a constant so that when fewer training examples are available, the smoothness examples increase the variability of the model. When more training examples are available, the role of the smoothness set is decreased because we have more reliable variation modes derived from the true training set. As an example, two sets of 20 points were generated in Figure 4 : a square and a rectangle (similar to the examples in [4, 5] ). Figure 5 shows the modes of variation generated by C smooth (Eq.(3)) allowing smooth changes to the mean shape. Figure 6 shows the modes of variation generated by C mix (Eq. (7)) with w = 30 equivalent to m = 30. Here, in addition to smooth variation, the principal mode a 1 changes the aspect ratio reflecting the variation in the training set. In fact, this would be the only mode of C training .
Note that our combined model achieves the similar goal as previous work [4, 5] but in a simpler and more unified way as part of our framework for boundary finding. Using a statistically pooled estimate of C smooth and C training provides a justification and rationale for the construction of C mix . The proportion of C smooth included can then be determined by experiment, as shown in the top graph in Figure 10 .
Bayesian Objective Function
Given the prior models derived from our covariance matrices, our aim is to use them to model particular examples of structure in individual images, and then to find the shape parameters a = (a 1 a 2 . . . a t ) T , and pose parameters: scale s, rotation θ, translation T x , T y . The combined pose and shape parameter vector to be determined is represented by p = (s, θ, T x , T y , a 1 , a 2 , . . . , a t )
T . The point representation of the nth boundary point (n = 0, 1, . . . , N − 1) is
where (x(n), y(n)) is the nth point of the mean shape, and Q is the matrix of the first t eigenvectors of the covariance matrix (C training , C mix , C identity , or C smooth ). In order to apply prior knowledge of the shape model to the problem of boundary determination, we pose the problem in a maximum a posteriori Bayesian formulation.
We model the prior by using a multivariate Gaussian density Pr(p) for the shape and pose parameters (as in [12] ). The likelihood we propose only uses the edge image information E of the input image, which is calculated by the Canny edge detector [1] . Other appropriate feature images, such as gradient images, are possible, as well.
By using Bayes rule, the a posteriori probability density of the deformed boundary given the input edge image can be expressed as:
Our objective is to maximize the a posteriori density in Eq. (9) with respect to p. This can be simplified to maximize (as in [12] , see [15, 13] for a detailed derivation):
Here, m j is the mean of p j . For the shape parameters, translation and rotation, the means are defined to be zero relative to the mean point configuration.
The mean scale (m 1 ) is defined to be 1. The variance for each of the parameters is σ 2 j . The variance for each shape parameter is the eigenvector's corresponding eigenvalue. For the pose parameters, the variance is calculated from the training set alignment. Also note that σ 2 n is the variance of the white zero mean Gaussian noise associated with the image noise model [15, 13] .
Eq. (10) is the maximum a posteriori objective incorporating a prior bias to likely shapes and poses (first term) and match to the edges in the image by maximizing the sum of the edge strength at the boundary points defined by vector p (second term). We optimize the objective function M (p) using the conjugate gradient method. We can efficiently compute the gradient from an analytic formulation.
Experimental Results
Evaluation Criteria
The error of each labeled boundary point on the final boundary is calculated by finding the distance to the closest point on the true (or expert delineated) boundary. We use both average, avg(E b ), and maximum, max(E b ), boundary error measures. The correspondence error of each landmark point on the final boundary is the distance between this point and its corresponding landmark point on the true boundary. The average error of the correspondence is denoted as avg(E c ).
Synthetic Images
The image shown in Figure 7 (a) is a simple synthetic image where the target object (the brightest) is a new shape similar to those in the training set shown in Figure 1 . The initial curve position is defined by the mean of the training set.
We demonstrate the robustness of the training set method (using C training ) to noise in Figure 7 by adding different amounts of zero mean Gaussian noise to the synthetic image shown in Figure 7 (a) and measuring the boundary and correspondence error. We also demonstrated the robustness of the method to varying mean and thus varying initialization using C training [13, 15] . Good results are achieved for a range of position, shape and scale. When the initialization is too far away from the true boundary, the optimization may be trapped by local maxima. 
Real Images
The result of the training set method (C training ) applied to a sagittal magnetic resonance (MR) image of the human brain is shown in Figure 8 (a), (b) . Here, we used a 49 point model derived from a set of 12 corpus callosum shapes. For an axial MR image of the human brain, a 93 point model derived from a set of 12 basal ganglia and ventricle boundaries is used. For the Canny edge detector, we usually use a fixed smoothing (σ ∼ 1.2). And no threshold is used by the edge tracker. Figure 8 shows that our Bayesian formulation with C training gives quite good final contours and correspondence although we do not explicitly match features for correspondence. Figure 9 shows our method applied to the endocardium in an MR image of a dog heart. We compared three different prior models for this heart image with the same initial position. With the identity covariance, the objective function only includes the likelihood term. The model will try to match to edges without regard to shape or correspondence. The boundary here cannot be found since the shape is complicated and the points move independently. With the smoothness covariance of Eq.(3), the resulting boundary points will try to match edges while maintaining the smoothness, but the correspondence of the points may not be maintained. By using the heart shape model derived from the true training set, both the boundary and correspondence are found correctly. Table 1 shows the quantitative comparison with an expertly drawn endocardium. The training set covariance C training works best, as expected, while the smoothness covariance may be suitable in situations where there is no training set and correspondence is not needed. The identity matrix fails to locate the boundary. For this type of heart image, a shape model final contour on the endocardium using identity covariance matrix C identity ; (e): final contour using smoothness covariance matrix C smooth ; (f): final contour using training set covariance matrix Ctraining.
is a necessity for finding the endocardium and its landmark points. When few training set examples are available, we would like to show the advantage of the combined prior model over the regular statistical point prior model. The performance is evaluated by averaging the results on eight test images. As mentioned in Section 2.4, the weighting for C smooth , w, tends to decrease as m increases (Eq. (6)) and a reasonable choice of w is to make m a constant from experiment. The top graph in Figure 10 shows the error measure of the combined model plotted against √ m . When m = 0, we have a pure statistical point model, which shows that our mixed model performs well and has a significant improvement over the pure statistical point model over a wide range: 2 ≤ √ m ≤ 6 (4 ≤ m ≤ 36) and is thus not very sensitive to the parameter m . The difference between the error at √ m = 0 and that at √ m = 2 ∼ 6 is an indication of the benefit of adding smoothness variation to the model. Of course, this improvement is not as large for larger training sets. The bottom graph in Figure 10 shows the variation of error with training set size for the two models using m = 10. The smaller the training set size, the greater the improvement of the combined model. Only a relatively small training set may therefore be necessary in order to achieve satisfying results. As the training set size increases (>14), the improvement is negligible due to the improved quality of the statistical information. In real applications, sometimes even large training sets may not contain enough variability to adequately span the space of plausible shapes. Our combined model will also help in this case by setting the weighting w appropriately.
Conclusions and Future Work
This work presents a unified framework for boundary finding in a Bayesian formulation. In addition, the introduction of four different prior models which are derived from the principal component analysis of different covariance matrices intuitively links our approaches to the traditional popular boundary finding methods. From experimental results, it was found that our training set method performs well and is also relatively insensitive to noise and initialization. The prior model testing showed that the statistical shape model is crucial for both boundary and correspondence finding. When few example shapes are available, a combined model of the statistical point model and smoothness model is proposed and adjusts smoothly to use more statistical modes of variation as more and more data is presented.
It is possible to extend this work by (i) generalization to 3D [15, 16] , (ii) using the resulting boundary points as landmarks for non-rigid registration [14] .
