Abstract. The data fusion method combined improved K-means clustering algorithm with D-S evidence theory was used for vibration fault data fusion of aero-engine in this paper. The later calculated amount was reduced by the improved K-means clustering algorithm. On the basis of the improved K-means clustering algorithm, the basic belief function of vibration data was determined. D-S evidence theory was used for fusion of fault vibration data of aero-engine which had been processed through the improved K-means clustering analysis. The results of diagnostic instance show that the method can improve the diagnosis rates of aero-engine fault effectively.
Introduction
Aero-engine, as the power device for the aircraft, its stability and reliability will directly affect the safety of flight. Therefore, in order to find the aero-engine fault quickly and accurately, several sensors were installed in multiple parts of engine for signal acquisition [1] . However, when multiple sensors support the same functions, data fusion for these sensors is needed to find out fault feature, improve the certainty and reliability of information and realize the engine fault diagnosis. When each of sensors is not entirely sure of their own judgment, we can use D-S evidence method based on statistic method for data fusion, which was widely used in data fusion of multi-sensor containing uncertain information [2] [3] .
In this paper, the improved K-means clustering analysis was combined with D-S evidence theory, and the output of the improved K-means clustering algorithm was regard as the evidence of D-S evidence theory. Then D-S evidence theory was used for fusion of fault signal data which had been processed through the improved K-means clustering analysis.
Improved K-means clustering algorithm
D-S evidence theory, which can deal with the uncertainty led by randomness, also can handle multiple fault features, is widely used in data fusion [4] [5] . D-S evidence theory has a good judgment on the fault symptom of aero-engine, however, the result is often not very precise in the processing of large amount of data. Therefore, in the paper, clustering analysis was performed on a large number of data as the early treatment before D-S data processing, it reduced the later calculated amount. Determining the initial clustering center of K-means clustering algorithm is a difficulty, the previous K-means clustering algorithm assigned the initial clustering center randomly. The improved K-means clustering algorithm is used in the paper. Firstly, the k value were obtained by the hierarchical algorithm, and then the K-means clustering analysis was done with the obtained k value, that will make the calculated fault symptom data more accurately. For details, see in literature [6] .
D-S evidence theory
In equipment diagnosis, the equipment operation data transmit the information by multi-sensor, the information will be regarded as the data evidence of some possible fault, each fault occurred in the evidence under a certain probability. In the D-S evidence theory, the mass function used to describe the probability, the transmission data of each sensor formed into the mass function of each fault. D-S evidence theory began to fusion, got the new function after the fusion of the mass function, and then calculated the plausibility and belief, finally determined the fault types.
(1) Frame of discernment Defining that the parameter a is an event and U is the set of n a , named the frame of discernment. The elements of U are assumed to be mutually exclusive. 2 U denotes the power set of U, then U=(a 1 ,a 2 ,a 3 ,…,a n ); 2 U ={{Φ}，{a 1 }，…，{a n }，{a 1 ，a 2 }，{a 1 ，a 3 }…，{a 1 ，a n }，…，{a n-1 ，a n }，{a 1 (3) Plausibility function
Where Pl is the plausibility function, Pl(A) can be regarded as the total amount of belief that could be potentially placed in A.
(4) The belief function
Where Bel is the belief function, Bel(A) measures the total belief that the event A is true.
(5) Combination rule of sensor information 1) Combination rule of two-sensor information Assuming that Bel 1 and Bel 2 are the two belief functions in the definition of frame of discernment U and m1 and m2 are the basic probability assignments corresponding to belief functions. Assuming that the corresponding focal elements of Bel1 are B 1 、B 2 …B k , and the corresponding focal elements of Bel2 are C 1 、C 2 …C n , then 
Bel Bel ⊕
, if not satisfied, the direct sum does not exist.
2) Combination rule of multi-sensor information The combination rule is similar to the combination rule of two-sensor, the difference is that we should overlying each of basic probability assignments obtained in the same frame of discernment.
The example analysis
The fault data of the aero-engine are large and complex. The acquisition points in different positions, the collected data will be different with each other. The aero-engine vibration fault diagnosis training data samples is adopted in this paper.
Using the improved clustering algorithm to preprocess each group of data, the steps of improving clustering algorithm: firstly, selecting one group of sample data, furthermore, using hierarchical clustering method to determine k value, finally using the K-means clustering algorithm after determining the k value, specific contents see in the literature [6] . Classifying the improved clustering data into three groups can get the initial state parameter matrix as follows: the first group of data S 1 , S 2 , S 3 , the second group of data S 12 , S 13 , S 23 and the third group of data S 123 . Calculating S1 firstly:
Tab.1 Sample data 
S
Each group of initial state parameter matrix has the corresponding engine fault symptom warning quantization matrix E: In like manner, the first group of data S1, S2, S3, the second group of data S12, S13, S23 and the third group of data S123. The corresponding belief assignment function can be obtained, D-S evidence fusion was done for B, the results as shown in tab.2.
We can known from tab.2, the more data the sensors collected, the fusion result is more ideal, that is to say, the multi-sensors fusion are more suitable for faults diagnosis than the single sensor fusion. Known from the result of comparison, the improved clustering results are more accurate, the efficiency of the diagnosis fault has obvious improved.
Derived from the fusion results, the imbalance fault of the aero-engine vibration fault data has the highest probability of 0.9438229, therefore, the aero-engine vibration faults are mainly caused by imbalance. The data fusion method combined improved K-means clustering algorithm with D-S evidence theory can effectively improve the accuracy of engine diagnosis and increase the credibility of the results, which can prove the feasibility and effectiveness of the algorithm.
Conclusion
In this paper, the improved K-means clustering algorithm was combined with D-S evidence theory, and the fault symptom data was determined by the improved K-means clustering algorithm. We can regard the output of the improved K-means clustering algorithm as the evidence of D-S evidence theory, and then construct the basic belief allocation function. Furthermore, D-S evidence theory was used for fusion of fault signal data which had been processed through the improved K-means clustering analysis. The diagnosis examples show that this method can effectively improve the diagnosis rate.
Applying the improved K-means clustering algorithm to preprocess D-S evidence theory can reduce the later calculated amount of D-S evidence and make the fault symptom data more accurate.
