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I. INTRODUCTION 
The kind of bifurcation result we are aiming for is introduced best by a 
well-known and classical example. So let us present the Hopf Bifurcation 
Theorem in R2 or R”, n > 2. Suppose the system 
i = A (a) x + higher order terms, XE IR2, 
i = B(a) z + higher order terms, z E nF2, 
(l*lL 
admits for all a out of a small neighborhood of 0 in R the trivial solution 
and satisfies the following hypotheses: 
H 1. Spectral Conditions. (i) A(0) has the simple eigenvalues fro,, w0 > 0. 
(ii) The spectrum of B(0) does not meet the imaginary axis. 
(iii) The real part A(a) of the eigenvalue of A(a) through iw, has an 
mth order contact with the imaginary axis, i.e., A(a) is of the form A(a) = am 
(&+o(l))fora+OwithmElN andA,#O. 
H2. Focus Condition. The unperturbed system (l.l), in R2 or the one on 
the two-dimensional center manifold in R” has the zero solution as a focus 
of finite order I,,. 
Under these circumstances the following is true: 
HOPF BIFURCATION THEOREM (for odd m). System (l.l), possesses N 
dl@erent small periodic solutions of the form 
-dt, a) = lalYi pt ( (;;;g +0(l)), Y,EQ+,P’E R+, 
z,(t, a) = 41 a I yf), i = l,..., N, 
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that bifurcate from the trivial solution. For N we have the two-sided estimate 
1 < N Q min(m, 1,). The pr fuc the direction of bifurcation and, if the 
spectrum of B(O) lies in the left half plane of Cc, they also determine the 
stability properties of the bifurcating periodic solutions (e.g., see [ 6, 71). 
In this paper we present the analogous result for the bifurcation of (k + l)- 
dimensional invariant tori from k-dimensional ones. G. R. Sell [ 161 
considered this kind of bifurcation problem in 1979. He introduced a 
curvilinear coordinate system for the neighborhood of the k-dimensional 
invariant torus and showed that under a first order contact condition for the 
spectrum of the linearized system and under a first order focus condition 
there actually occurs a bifurcation of a (k + I)-dimensional torus from the 
given k-dimensional one. 
In Section II we state a theorem showing the existence of at least one 
bifurcating (k + 1)-dimensional invariant torus and remark on the 
hypotheses Hl-H4. Section III gives a rather detailed description of the 
construction of the bifurcating tori. In Section IV we turn to the case where 
the Nondegeneracy Condition H4 fails and present a more general sufficient 
condition for the bifurcation to occur. The main result containing detailed 
information about the number of bifurcating tori, their direction of bifur- 
cation and their stability properties is the content of Section V. 
Notational Remarks. (i) As long as the dimensions of vectors or matrices 
are obvious we will not state them explicitly. 
(ii) The Euclidean scalar product is denoted by (a , e), ) .I is the Euclidean 
norm and I]./I the associated matrix norm. 
(iii) The O(.)- and o(.)-statements refer to the case that the argument 
tends to 0 and are supposed to hold uniformly with respect to the remaining 
variables. 
II. STATEMENT OFTHE HYPOTHESES AND THE EXISTENCE THEOREM 
We assume that a smooth, that is a Cm one-parameter family of ordinary 
differential equations 
li = F(t, a), tE R”, aE(--a,,a,)ch (2.1) 
possesses a family of k-dimensional invariant tori tk(a). We further assume 
that in a neighborhood of this family System (2.1) allows the introduction of 
a curvilinear coordinate system 
(x,y,z)E R* x Tkx W, n=2+k+q, 
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so that (2.1) takes the following form as it has been derived in [ 161: 
i=A(y,a)x+aA,(y,a)z+X(x,y,z,a), 
J' = WI + Y(X,Y, z a), 
i = B(y, a) z t aB,(y, a) x + Z(X,Y, z, a), 
cw, 
for a out of a suitable neighborhood Z of 0 in IR. Here, the capital letters 
denote smooth mappings between the obvious spaces and Tk stands for the 
k-dimensional standard torus. The y-dependent terms on the right-hand side 
of (2.2), are supposed to be periodic in y with vector period 2n and 
X(x,y,z,a) and Z(x,y,z,a) are to be of order 0(1x]* t]z]*) as 
(x, z) + (0,O) uniformly in (v, a) E Tk x I. We suppose that the differential 
equation 
3 = q t Y(O,y, 0, a> = ml t WI), (Y, a) E Tk X 1, (2.3), 
describes the restriction of the flow of (2.2), to the family r”(a) and consider 
the unperturbed linear system 
(A)i=A(w,t+y,O)x, (B)i=B(w,tty,O)z, (2.4) 
where y is any element of Tk and or t + y the corresponding solution of 
(2.3),. We suppose that the following conditions are met: 
Hl. Sectrul Condition. (i) A (y, 0) = (2, -gW”) for all y E Tk, w,, # 0. 
(ii) The real part of the spectrum of A(y, a) has an m th order contact 
with the imaginary axis (m E N). For a precise version of this contact 
condition we refer to Remark 1 and (3.8) below. 
(iii) The linear equation (2.4B) admits an exponential dichotomy, i.e., 
there exists a smooth projection ZZ(v) in IR4 such that the fundamental 
matrix solution S(t, v) of (2.4B) with 9(0, v) = Z satisfies the estimates 
ll9(t,y)n(y) S-‘(f,~)ll < he-K(t-s)v t-s>o, 
llW,y)[Z--(y)l S-‘(s,~)ll< w-K(S-t)9 t-s<o, 
with constants K,, > 1 and K > 0 that hold uniformly in y E Tk. 
H2. Vague Attractor Condition. rk(0) is a vague attractor (or repellor) of 
order 1, on the (k t 2)-dimensional center manifold of the unperturbed 
system (2.2),. (We comment on this in Remark 2 and present the precise 
version of this condition in (3.17) below.) 
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H3. Nonresonance Condition. There exist positive constants rci and K? 
such that o = (z;) satisfies 
I(h ml 2 XI Iv12 
for all v = (v,,,..., vk) E Zk+’ with Iv], = maxi ]vi] # 0. 
H4. Nondegeneracy Condition. At least one of the Newton polynomials 
associated to (2.2), has a simple positive zero (see (3.23) below). 
We are now in the position to state the existence theorem for the bifur- 
cation of (k + 1)-dimensional tori from rk(a). For a precise description of 
their form and their properties we refer to Theorem 5.1 in Section V. 
THEOREM 2.1. In case Hl-H4 hold with an odd number m E N 
System (2.2), possesses at least one family of (k + 1)-dimensional invariant 
tori bifurcating from the family zk(a). 
Remarks on the Hypotheses H l-H4. (1) The form of A (y, 0) in H 1 (i) 
suggests the introduction of cylindrical coordinates (r, ~1, z) E IF? x Tk’ ’ x W 
defined by 
(2.5) 
In terms of these coordinates the condition H2(ii) amounts to the 
requirement that the differential equation for the radial component can be 
transformed into one of the form 
i = r(amK, + O(cP + ‘)) + O(r2) 
with a nonzero constant K, (see (3.8) below). In [8] we dealt with the case 
of a first order contact or of transversality, where the respective constant K, 
can be easily computed as the mean value of 
((3~ (&~(Y~4(3) at a = 0 with respect to rp. 
(2) The condition H2 generalizes the notion of a focus of multiplicity I, 
or of l,-asymptotic stability in case the y- and z-variables are absent in 
(2.2), (cf. [ 1, Sect. 241 or [ 121). What is required in H2 is that the radial 
equation of the unperturbed system can be put into the form 
f = PO+ ‘(K, + O(r)) with K, # 0. 
(3) The constants K, and K, are found by solving the partial differential 
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equations arising in the averaging procedure. To ensure the existence of 
periodic solutions of these equations the nonresonance condition H3 is 
introduced. We want to point out that condition H3 is only needed for a 
finite number of integers vO. The reason for this is that the coefficients of the 
arising partial differential equations (3.6) and (3.16) below are polynomials 
in cos 8 and sin 0. How large this number will be depends on how many 
terms need to be averaged. For instance, in case m = l,, = 1 it suffices to have 
H3 for ] vO] Q 4 (cf. [2, Chap. III]). A condition like H3 is not necessary for 
the bifurcation of periodic solutions from an equilibrium point (k = 0) but a 
weaker form of nonresonance condition already plays a crucial role in the 
bifurcation pattern from a periodic solution (k = 1, cf. [ 14, 13, or 31). 
(4) Condition H4 can be dropped in the case of the classical Hopf- 
bifurcation (k = 0, cf. [7]). In case m is 1 or 1, is 1 it is also superfluous for 
k > 0 since then the Newton polynomial associated to (2.2), possesses a 
unique positive zero and this zero is simple (cf. [8] for m = 1 and I, > 1). 
After having introduced the necessary notations we present a weaker form of 
nondegeneracy condition in Section IV. 
III. CONSTRUCTION OF THE BIFURCATING TORI 
In this section we prove Theorem 2.1 and derive the properties of the 
bifurcating, tori. The final results of Section III are summarized in 
Theorem 5.1 below. 
(a) System (2.2), in Cylindrical Coordinates 
With respect to the (r, cp, z)-coordinates of (2.5) System (2.2), can be 
represented as 
i=aA:(~,a)r+aA,*((p,a)z+R(r,(p,z,a), rE IR, 
4 = @(I; q, z, a), (p E Tk+l, (3.1) 
i = B(q) z + aB:(p, a) r + aBf((p, a) z + Q<r, p, z, a), ZEIR9, 
where the mappings on the right-hand side are easily computed from the 
ones in (2.2), using (2.5). The function @ is of the form 
[d,(cp, a) r + aA,(co, a) z + g(r, rp, z, a)1 
@(r, cp, z, a) = w  + 
! 
3 
f(r, rp, z, a) 
whereas the functions R, R  ^and Q are all of order O(r* + lz]‘). The matrix 
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B(q) is given by B(0, y). The expressions on the right-hand side of (3.1) are 
2x-periodic in v, = ( f ) and, with respect to 8, they are functions of cos 19 and 
sin 8 with certain symmetry properties which we will come back to later. 
(b) The Contact Condition: Computation of K, 
With smooth functions U(T, P, a) and U(CQ, z, a) that are periodic in v, and 
linear in r and z respectively we introduce a change of variables r + F by 
P= r + u(r, cp, a) + u(p, z, a), (3.2) 
which leads to the following equation for E 
+= (d iYb0, a) r + d,*(rp, a> z)(l + u,(r, 6 a)) (3.3) 
+ (u,(r, 9, a) + u,((p, z, a), @(O, (P, 0, a>> 
+ u,@b z, a)(B(p) z + aBf(q.6 a) r + a@(co, a) z) 
+ op* + lzl’). 
We form the expansions 
aA/*( C af~j,d~)+O(lalL+l), 
i=l 
a~.,?%~ a) = i a’Bj,f($!)) + O((alL+‘), 
i=l 
@T4 $3 0, a) = $J a’@,(p) + O(l a IL + I), 
i=O 
j= 1,2, 
j= 1,2, 
@o(O) = 0, 
with a sufficiently large number L E IN. Since A:@, a), B:(V), a) and 
@(O, (p, 0, a) are unchanged and since A?(V), a) and B:(q, a) change sign 
under the substitution 8+ 8 + K the respective coefficients in their 
expansions share this property. Inserting these expansions into (3.3) and 
comparing like powers of a we find that the coefficients of a%, i = 0, l,..., L, 
are given by 
A,,, + (W,, 0) for i = 0, 
A l,i+l + ,z=, ((“k+l)cp~ @ji> (3.4) 
+ c (%+d 1j+1 +%+IBl,j+l 1 9 for i > 0 
k+j=i-1 
5os/s5/3-s 
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and the ones of a’z, i = 0, l,..., L, by 
A Z,i+ 1 + vi+ 1 B + 2 ((vk+l)~v @ji> 
k+j=i 
(3.5) 
+ 2 @k+ IA2J+l + Vk+ ,Bzj+ d for i > 0. 
k+j=i-1 
For the coefficients (3.4) the usual averaging procedure (cf. [4] or [ 161) 
leads to a recursive system of partial differential equations of the type 
for i = 0 ,..., L, where at the (i + 1)st step of the recursion U,, I is a known 
periodic function and where vi+ I denotes the mean value of Ui+l with 
respect to cp. For the coefficients (3.5) the corresponding partial differential 
equations are of the form 
((Vi+l),pvm)+Vi+lB+ ~I+~(co,~~,“‘,~~,V~,...,V~)=O (3.7) 
for i = O,..., L, where V,,, is a known periodic function at the (i + 1)st step 
of the recursion. Because of the nonresonance condition H3 we can apply 
Lemma 2 of [ 16, p. 2091 to obtain unique smooth 2x-periodic solutions 
ui+r(p) of (3.6). Because of the exponential dichotomy in Hl we can use 
Lemma 4 of [ 16, p. 21 l] together with Theorem 4 of [lo] to determine 
unique smooth 2x-periodic solutions v i+1(0) of (3.7). A thorough discussion 
of the symmetry properties with respect to 13 allows us to conclude that the 
function u(r, q, a) in (3.2) is invariant under the substitution 19-+ 8 + z 
whereas the function v(p, z, a) changes sign. We can state now precisely 
what is meant by the mth order contact condition HI (ii): 
There exists an integer m E N such that 
~l=flz=...~=~,,,--l=O and K,=fl,,,#O. (3-g) 
The mean value K, of U,,,(p) is a fixed constant which is uniquely deter- 
mined by the solutions of (3.6) and (3.7). Taking into account that the 
replacement of r in (3.3) by the inverse transformation of (3.2) does not 
affect the symmetry properties we have shown the following: 
PROPOSITION 3.1. There exists a change of variable (3.2) for System 
(3.1) such that in the new coordinates System (3.1) takes the form 
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i=amK,r+am+’ K(% a) r + 4(& a> z] +I@, rp, z, a), rE R, 
8 = wg + B(r, qb z, a), 
i, = 01 + @, $5 z, a), 
i = B(q) z + a&($% a) r + a&(& a) z + e”<r, p, z, a), 
BE T, 
YE Tk, 
(3.9) 
ZE w, 
with the following symmetry property: The coeflcients of odd (even) powers 
or r in the r- and e-equation and the ones of the even (odd) powers of r in the 
y- and z-equation are invariant (or change sign, respectively) under the 
substitution 8 + 8 + 7~. 
(c) The Vague Attractor Condition: Computation of K, 
In order to relate the order of the various powers of a, r and z in (3.9) 
appropriately we perform a preliminary scaling 
r c) Pr, z +i &“Z, Q = &/I, (3.10) 
introducing E > 0 as new parameter. One may think of E”’ as being essen- 
tially the “amplitude” of the function r(rp, a) of any bifurcating (k + l)- 
dimensional invariant torus {(r, q, z): r = r(cp, a), z = z(q, a)} for (3.9) 
(cf. [4]). As we go along we will be led to various choices for /3 (in terms of 
E) and thus to the exact scaling parameters ~(a) in r t) ~(a) r as the inverse 
functions of a: E -+ o(c) = E/?(E). The properties of the right-hand side of (3.1) 
we have stated in Section IIIa imply that in terms of (3.10) System (3.9) can 
be written as 
f = emPm(Kmr + O(l@I)) + e”O(r* + (zI*), rE R, 
e = coo + O(E), 8E T, 
j = 01 + O(E), yETk, 
(3.11) 
i =B(q)z t O(E), ZEiRq. 
Since it is not clear a priori which nonlinearities are relevant for the bifur- 
cation pattern we need to state precisely how the right-hand side of (3.11) 
depends on (r, q,, z,p, E). Let ME N be a sufficiently large number. 
System (3.11) can then be expanded as follows: 
f = 2 2 C R&o) r’pi t H,(z, E), 
i=m I(i) 
4 = w. t 5 ei C O,Jp) r’-‘/3j + eO(lzl) + O(P+‘), 
i=l 1’(i) (3.12a) 
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i = Wl + igl d & Y&-P) rv + ~O(lZl) + w+% 
i = B(p) z + F ci C Q,,,(p) r’b’ + &O(Iz I> + O(c”+‘), 
i=l 10) 
where the index sets are given by 
I(i)= {(l&l> l,j>O,(f- l)m+j=i), 
I’(i) = { (l,j): 1> 0,j > 0, Zm +j = i}. 
(3.12b) 
The function H, stands for higher order terms and is strictly speaking a 
function of all variables. Since it is of the form 
H,(z, E) = PO(lz I) + O(.P+ ‘) (3.12c) 
we just list z and E. The R,,j and OIJ are polynomials of order (I + 1) mod 2, 
the Yl.j and Q,J are polynomials of order 1 mod 2 in cos 0 and sin 8 and are 
2a-periodic functions of v, = (,“). Hereby, R,,,(p) = K, and Ooj((p) is set 0. 
It is now our primary goal to replace the coefficients R,J(p) with 
(l,j)E [l,Z*] X [O,m]cZ* 
by constant coefficients with some I* E N. It will turn out that the necessary 
conditions for the bifurcation of (k + 1)-dimensional tori can be formulated 
in terms of these coefficients. In some cases the knowledge of these constants 
also suffices to ensure the existence of such bifurcating tori. To achieve this 
goal we follow the averaging procedure outlined in [3, Chap. 12.41. First we 
show that the z-dependent terms in the radial and angular equations of (3.11) 
are in a certain sense irrelevant. We do this with the help of a translation 
The function w  will be chosen in such a way that the transformed equation is 
again of the type (3.11) but with a z-equation of the form 
i = B(p) z + H&, E), (3.13) 
where H3(z, E) = eO(Iz 1) + O(sN) and where N is an arbitrarily large, but 
finite integer. Any function z = z(r, p,, E) representing an invariant manifold 
for (3.1 l-3.13) will then be of the order O(sN). Thus the z-dependent terms 
in the (I; q)-equation of (3.11) can be considered as “Higher order terms.” In 
the second step we will transform the r-equation via 
r -+ r + up, rp, 8, p) = r + O(P) 
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in order to replace the R,&) by their constant mean values. Here we 
compute the constant K,, of the Vague Attractor Condition H2. We remark 
that in the present situation this type of averaging is to be preferred to the 
version r + r + V(r, q, z, E, /I) of [4] or [ 161 since the latter entails a partial 
differential equation on a torus which is not solvable for a hyperbolic B(o) 
without additional assumptions on the normal spectrum. Usually these are 
the condition of Z-simplicity in case of a constant matrix B or a generalized 
Sternberg condition in case of a q-dependent one (cf. [4] or [17, 181). 
We now fill in the details of the above outline. In the first step we 
annihilate the Q,,(q) with (ZJ) E Z(i) successively by 
Z = 2 + dwf(r, fp, /3) = z + d C w,,j((p) r’/?’ 
f(f) 
(3.14), 
for i = 1 ,..., N - 1 and start with i = 1. This leads in the well-known way to 
the partial differential equation 
--B(V) WIJ(CP) + Qr,./(q) + (W,,j(cP)), w  = 03 
which has the unique C” 2n-periodic solution 
“‘,&‘) = Mom [I - n(p)] 9 - ‘(s, (p) QrJ(v + ws) ds 
I 
0 
- n(V) g-l(S, v,) Q,,j(P + @S)dS, 
-02 
where the wIJ have the same symmetry properties with respect to the first 
component B of ~0 as the Q,, (cf. [lo] and [ 16, p. 2111). Since the z- 
dependent terms of the radial equation in (3.11) are at least of order O(sm) 
the change of variables (3.14) does not destroy its structure. With a slight 
abuse of notation we denote the new right-hand sides again as in (3.12) and 
note that the summation in the z-equation now starts with i = 2. Having 
performed successively the transformations (3.14), for i = 1,2,..., N- 1 we 
end up with a system of the form (3.11-3.12) where the last component can 
be written as in (3.13). 
In the second step we average the R&p) with (ZJ) E Z(i) successively by 
J= r + .A+(r, fp,/l) = r + 6’ C u,,,(q) r’j?’ (3.15)i 
for i=m ,..., M and start with i = m. The corresponding partial differential 
equation is now 
(k,(d), 3 0) + R&) = R,,,(P)~ W) E W). (3.1’9, 
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Because of H3 the U/,j are uniquely determined by Lemma 2 of [ 16, p. 2091. 
They are C”O and have the same symmetry properties with respect to 0 as the 
R,,j. Thus after the change of variables (3.15), we are left with a system for 
(r; q, z) having again the form (3.11-3.13). The new coefficients which we 
denote by Rj!/+” etc. share the symmetry with respect to 0 with the 
respective coefficients before the transformation. The effect of the change of 
variables mainly is that the Rlj(p) are replaced by their constant mean 
values (with respect to q) 
We denote f again by r and apply (3.15)i successively for i = m + l,..., M. 
Hypothesis H2 requires that at some step of the successive averaging we 
arrive at a nonzero mean value RI;,‘,, . Because of the symmetry involved 
such an I* is necessarily odd and thus of the form 21, + 1. Considering how 
indices and exponents are related in I(i) we are now in the position to 
formulate H2 precisely: 
There exists a positive integer 1, such that the transformation 
(3.15)Zlom is the first one yielding a mean value K, = 
R :::2,cd(P> + 0. (3.17) 
Because of the symmetry of the functions in question nonzero mean values 
can only appear together with odd powers of r. So if for a given i the 
constant $f: is nonzero then 1 can be written as 21, + 1 with a nonnegative 
integer I,. We thus can define the following quantities: 
J- {j E [0, m] c Z: 3i E [m, 2Z,m] c Z with E$,+ ij # 0}, 
l, = rnp I/*;}, j E J, (3.18) 
Kjd$+,J, jE J, i= 21jm +j. 
If, for (l, j) E [ 1,22, + l] x [0, m] c Z*, one marks the terms with nonzero 
mean value E$ by crosses in a diagram where the B-powers are indicated on 
the ordinate and the e-powers on the abscissa then J is the subset of the 
ordinate corresponding to horizontal lines with crosses on them and 21j + 1 
and 21jm + j are the corresponding minimal powers of r and E, respectively 
(see Fig. 1). The set J is nonempty since by the conditions Hl(ii) (or (3.8)) 
and H2 (or (3.17)) m and 0 belong to J. The pairs (l,,j) in [l, 1,] X [0, m] 
with j EJ refer to those terms which turn out to be the relevant ones for the 
bifurcation problem. We sum up the above averaging transformations in the 
following proposition. 
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PROPOSITION 3.2. The changes of variubles (3.2), (3.10), (3.14), and 
(3.15), transform System (3.1) into the equivalent system 
rzb+’ + O(E)) + H(r, E,@ + H,(z, E), (3.19a) 
4 = w  + O(E), (3.19b) 
i = B(p) z + H&, E), 
with nonzero constant coeflcients K,, j E J, and H(r, E, P) = O(l &Plm+ ‘>. 
Thus, in order to construct invariant toroidal manifolds for (3.19) we need 
to determine the positive zeros r = t(e) of 
p(r,p, E) = C $bm+jpjKjrZb+ l, (3.20) 
ieJ 
where J, lj and Kj are defined in (3.18). This polynomial P(r, /3, E) is the 
dominating term in (3.19a) since the maximal powers of /I and E in (3.20) 
are given by m and 21,m, respectively. 
(d) The Scaling p = k&d 
For the computation of the zeros of P(r, b, E) we first determine how 
/I =/?(E) needs to be chosen and then look for the zeros r = r(E) of 
P(r, P(E), E). The various choices of B which may lead to such zeros are 
easily obtained using Newton’s polygon. Figure 1, where we have marked the 
elements of J by circles and the pairs (21im +j,j) with j E J by crosses, may 
serve as an example. There exist p E {l,..., m} positive rationals A = A(h), 
h = l,...,p, corresponding to the various slopes -l/d(h) of Newton’s 
polygonal line such that for a subset JA of J containing at least two different 
indices the equality 
uA E 21jm + j + jA = 21,m + i + iA, i,jE J, 
holds. For 
/3 = GA, 
(3.20) is of the form 
~=(~~~*P~(r)+o(~~~~*)+e~O(~z~) 
4 = II.0 + O(E), 
i = B(p) z + H,(z, E). 
(3.21) 
(3.22) 
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The “Newton polynomial” Pdf (r) is of the form 
Pi(r) = rQ,‘(rZ) with Q,‘(s)= c (fl)+“K$j. (3.23) 
jCJA 
Since P(r, p, a) is an odd polynomial in r of degree 21, + 1 and a polynomial 
in /I of degree m all the 2p Newton polynomials P&,,, h = l,...,p, together 
have at most min(m, 1,) positive zeros counting multiplicities (Descartes’ 
rule). The existence of positive zeros is guaranteed for the “plus”- or 
“minus’‘-superscript if the length of Jdthj is odd, i.e., if the difference between 
the maximal and the minimal element of J4(,,) is odd. Since then the sign of 
the coefftcient of either the least or the highest power in s differs in Qi,,, and 
in Qd(,,, we obtain at least one odd order positive zero for P&,, or P&,. In 
case of an odd m there is at least one h where the associated J,(,,, is of odd 
length. 
Let us consider System (3.19) after the substitution (3.21) with a fixed 
A = y/6 (in lowest terms). To keep the smooth dependence on the parameter 
we introduce a new positive parameter ,u via E = p* so that /3 becomes 
p = *Ed = *py, &=jP. 
System (3.1) in its scaled and averaged form can now be written as 
3=gDP*(r) +p s”+“R:(w) + H,(w”), 
~=w+O(lP), (3.24) 
i = B(P) z + H&9 iuS), 
where 60 can be taken to be a positive integer. If possible the Ri-term is 
incorporated into H, , otherwise v E N is determined by the condition 
R,f(r, 0) P 0. 
(e) Invariant Manifolds 
We now intend to show that (3.24) possesses invariant toroidal manifolds 
near simple zeros of P*(r). Hereby the proof of Theorem 2.1 will be 
powers offl 
A 
m 2Pim+l ZP,m+i 
*  
2fom powers oft 
FIG. 1. Newton’s polygon for P(r, fi, E). 
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complete. In the next section we will investigate the case of higher order 
zeros. 
PROPOSITION 3.3. If p is a simple positive zero of P(r) = P’(r) or P-(r) 
then (3.24) Possesses a (k + I)-dimensional invariant manifold 
{(r,cp,z)ERxTk+lXRq:r=r(~,p)=p+O~), z = Z(ffhP) = Ofp)} 
for small positive ,u that bifurcates from the given k-dimensional torus. The 
bifurcation occurs supercritically if p is a zero of P+ and subcritically if p is 
a zero of P-. If B(q) is a stable matrix and tf the derivative of P(r) at r = p 
is negative then the bifurcating manifold is asymptotically stable for t + ax 
Proof of Proposition 3.3. We will first show that System (3.24) possesses 
an invariant manifold which can be represented as the graph of a continuous 
function z = z*(r, q, P) = 001”“) that is 2n-periodic in rp. Thus we can 
reduce the dimension of System (3.24) to k + 2, but the reduced (r, (p)-system 
on the manifold {(r, 9, z): z = z*(r, (P,,u)} will in general not be in a form 
amenable to invariant manifold theory. But by further transformations the 
coupling between the two equations of the reduced system can be made 
sufficiently weak. We change variables by 
i = 6, 6 + l,..., 60, 
in the angular equation 
where H2(z,~) =#O(lzl) + O@““+’ ) stands for the higher order terms in 
(3.24). The corresponding partial differential equation 
WV 49 + (WV d), w = WY VP) 
is just a vector version of (3.16). By Lemma 2 of [ 16, p. 2091 there exists a 
unique P2n-periodic solution v,(r, VP). By averaging successively for 
i = 6,6 + l,..., 6a and by using the translation 
rI=r-p 
we are able to generate the following normal form for (3.24) near a simple 
zero p: 
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(3.25) 
with @,,(r,p) = w  + Oh’) and P(r, + p) = Lr, + O(rf), L # 0. 
The following construction of the invariant manifold is based on [9, 
Chap. VIII] and [3, Chap. 12.51. Using the notation w  = (rl, p)’ we write 
System (3.25) as 
i = g(v, z9 Pu), 
i = B(W) z + h(W, z, cl). 
Since h and the first partial derivatives of g and h with respect to w  and z 
vanish at (w, 0,O) we can pass over to functions g’ and 6 with the following 
properties: 
(i) i and Kcoincide with g and h, respectively, on some neighborhood 
of (r,z)=(O,O) for O<p<p,, 
(ii) &? and 6 are globally bounded together with their partial 
derivatives. 
Since the modified system 
(3.26) 
admits an exponential dichotomy for p = 0 the spectral perturbation theorem 
in [ 15, p. 3421 implies that it also admits one for small positive P (see also 
[5]). The projection n will now depend on P too. Let s(t, c, P) denote the 
fundamental matrix solution with 9(0, & p) = I of 
i = B(y) 2, 
where w  = t&t, <, P) is a solution of 
with z’ being any continuous function that is bounded by x@) = o(l), ,u + 0, 
and that satisfies 
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then there are constants IC; > 1 and K’ > 0 such that 
IP(4t,~cl)ll <Gexp(--rc’Itl) for all t 
holds uniformly in <, 0 <p <pi. It is then easy to verify that the choice of 
x01> = x,sNS and i@) = &or~~’ with appropriate positive constants x0 and & 
leads to the existence of an invariant manifold for (3.26) which can be 
represented as the graph of a Lipschitz continuous function 
z = z*p1, (p,p) = O(u”“). (3.27) 
We are now going to show that the reduced system on this invariant 
manifold possesses an invariant manifold of the form 
I(r1, f?): r1 = r*(rp,lu> = W)I 
for small positive ,u provided M and N are so large that H,(z*,,u) = O(,U’““) 
(e.g., one may take M and N greater than 81,m’ which is an upper bound for 
2~). To this end we prove the existence of functions 
wP> =0(l) and 0) =0(l) forp+O 
such that the following conditions hold with fixed positive constants C, 
through C, : 
(a) a@) = IL Ipso - Clp60+’ - C,jPd&) > 0, 
(b) C,ps”D21,u) + C.,,uGO+” < IL I ,d+‘D(u), 
cc> co11 = cJP2s0 + w0a4 Do1) < a@) a$), 
(d) C&~) a-‘(u) + C,p”“D@) < 4 IL 1 pus? 
By choosing D(U) =D,,u and d@) = dt,#a-1 with appropriate positive 
constants D, and d, all four conditions are satisfied for small positive p. 
Hence the results in [9, Chap. VIII] give us a Lipschitz continuous function 
Zn-periodic function r,(p, .u) = O(D) representing an invariant manifold for 
the reduced system for small positive J.A Because of the order of the bounds 
for ri(q, ,u) and z*(ri , q, ,u) this invariant manifold for the modified system 
(3.26) yields the invariant toroidal manifold claimed in Proposition 3.3. # 
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IV. THE CASE WHERE THE NONDEGENERACY CONDITION FAILS 
In this section we address ourselves to the problems that arise when the 
Nondegeneracy Condition H4 is not satisfied, i.e., when none of the Newton 
polynomials P&, , h = l,...,p, has a simple positive zero. As we have seen in 
Section III an odd order contact of the spectrum of A(y, a) with the 
imaginary axis implies that one of the Newton polynomials, say P = Pi,,, , 
has a positive zero p of odd order s > 1. We will now indicate how under a 
suitably weakened condition H4 the case of s > 1 can be reduced to the one 
ofs= 1. 
Just to present the idea behind this reduction procedure let us adapt the 
simplest situation first, i.e., let us assume that one has the following in 
(3.24): 
P(r) = L,(r -PI” + o((r -P)“), L,fO, (4-l) 
Sa+v<6(M+ 1) and &J@, 0) z 0. (4.2) 
Equation (4.2) requires that there is in fact a term of the exact order 60 + v 
with respect to ~1 in (3.24) which cannot be incorporated into H,. Here the 
Newton diagram with respect to 01, t) for the radial equation of (3.24) just 
has the slope -S/Y and the substitutions 
puu/sr, = r - p (4.3) 
and 0’ = 60 + v - v/s lead to the system 
i, =p”‘(Lsr; +R,@, 0)) + OtjP) +Pmso(lzl), 
@=w+O(d), (4.4) 
i = B(q) z + H,(z, Pus), 
which is exactly of the form (3.22). Ifs is even and L,R,@, 0) is negative or 
ifs is odd then the polynomial L,rS, + R,@, 0) always has a simple zero and 
(4.4) fits into the kind of problem considered in Proposition 3.3. In case (4.2) 
is violated the Newton diagram not always allows the immediate reduction 
of an sth order zero of P to a simple one of some other polynomial. Several 
steps may be necessary and because of the nonanalyticity of the systems in 
question they need not lead to a simple zero. It is our goal to give sufficient 
conditions for this reduction procedure to be successful. Hereby we assume 
that the averaging transformations (3.14) and (3.15) have been carried out to 
sufficiently high powers of E. The scaling (3.21) with d(1) = r/S (in lowest 
terms) and the hypothesis (4.1) then imply that the radial equation in (3.24) 
is of the form 
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i,p [go LOW-d” +o(@-ds)] +4(w*) 
=P ‘0[ C (A,“+o(l))lrq~(r-p)“+o((*-p)l)] +fWd), 
OC(O,...,S) 
where the summation is extended over all those Y which allow L, to be 
written as 
L”cu) = (47” + ou))Pqu with A,” f 074” E z, 4,> 0. 
We note that qs = 0 and A, = L,. If we further restrict the summation so that 
it runs only over those points (q,, v) which form a convex Newton polygon 
then the above equation can be represented as 
i = @“C”‘(r - p, ,u) + ,D~‘O(]Z ]) + higher order terms, 
where C”’ is the polynomial in r -p and p that corresponds to the convex 
polygonal line in Newton’s diagram. An assumption we like to impose on 
Co’ is the following: 
Co’ does not have a root of order s = so 
(which is the order of the root p of P - P(O)). Without loss of generality we 
then can assume that a translation takes C(O) into a polynomial D(O) which 
does not include a term corresponding to (qspl, s - 1) (cf. [ 11, pp. 429, 
430)]). Therefore we can be certain that for any slope of Newton’s polygon 
for D(“(r -p, y) an Ansatz 
P A(‘)rl = r - p, d(i) = y(l)/V) in lowest terms, 
like (4.3) yields a Newton polynomial P”‘(r,) with the following properties: 
(i) The order s1 of P(l) is not greater than s E so. 
(ii) The multiplicity of any root p1 of PC’) is less than sl. 
(iii) The equation for rl is of the form 
i, = ,u”“‘P”‘(rl) + h.o.t. = p”(‘)C(‘)(rl - pl, p “fl’)) + h.o.t., 
where C”’ and p1 are obtained from P(l) as C”’ and p = p. from P = P(O). 
If PC’) has a simple root p1 then we are back in the situation of 
Proposition 3.3 and we conclude the existence of at least one bifurcating 
(k t I)-dimensional invariant torus. Otherwise we repeat the above 
procedure and define r2, PC*), etc. A simple condition for this reduction 
process to end with a simple root after at most s steps is the following one: 
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(a) The order of the root p = p0 of P = PC’) is odd. 
(b) Cu’ does not have a root of order Sj 
(i.e., Do’ does not have rj = 0 as a root of order sj). 
This condition just guarantees that there always exists at least one Newton 
slope -l/d”’ for DciW1) such that the corresponding Pti’ has a root pj of odd 
order less than sj, j = l,..., s (cf. [ 11, pp. 429,430]). 
Thus the following hypothesis can take the place of the Nondegeneracy 
Condition H4: 
If p is a positive zero of some Newton polynomial 
p E {P&,, Y..., P&,,} of odd order s > 1 then none of 
the corresponding D’-“,j = 0 ,..., s - 1, is a monomial. (4.5) 
V. MAIN RESULT: PROPERTIES OF THE BIFURCATING TORI 
Tracing back through all the substitutions made in the derivation in the 
Sections III and IV and using the information about the zeros of the 
polynomial P(r,p, a) in (3.20) we reach the following result. 
THEOREM 5.1. Under the hypotheses Hl-H3 the following statements 
are true: 
(1) System (2.2), or the equivalent System (3.1) in the cylindrical coor- 
dinates (2.5) can be transformed by the substitutions (3.2), (3.10), 
(3.14-3.15) into System (3.19) which is of the form 
i = P(r, p, E) + e”W(lz I) + h.o.t., rE R, 
ui = w  + O(E), (0 E Tk+‘, 
i = B(p) z + EO(IZ I) + O(EN), ZE Iv, 
where P(r, j3, E) is given by (3.20) and where N is an arbitrarily large, but 
finite positive integer. 
(2) There are p E {l,..., m} positive rationals A(h) and udo,) defined by 
Newton’s polygonal line associated to P(r,/3, E) such that the substitutions 
(3.21) 
B = +eAch) or j-j = +A@) 
lead to the normal forms (3.22) given by 
for h = l,...,p 
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3 = &“qP&h,(r) + o( 1)) + PO(l z I), 
9 = w  + O(E), 
i = B(p) z + &O(IZ I) + 0(&N) for h = l,...,p. 
(3) The total number of positive zeros of all the 2p polynomials Pi,,,,, 
h = l,..., p, does not exceed min(m, I,,). 
(4) If p is a simple positive zero of the Newton polynomial P,f(,,, or P;(,,, 
(cf (3.23)) then System (3.1) possesses a (k + I)-dimensional invariant torus 
{(r,p,z)E R X Tk+’ x R4:r=Jalmo’) (p+o(l)),z=~(]a~~~“~)} (5.1) 
bifurcating from the given k-dimensional invariant torus sk(a) for small 
a > 0 or -a > 0 respectively. Here, m(h) is given by 
m(h)= m 
A(h) + I 
for h = l,...,p. 
If B(q) is a stable matrix, i.e. if II(y) is the identity in Hl(iii) and if the 
derivative of P&r,, or P&,,, at p is negative then the manifold (5.1) is 
asymptotically stable for t + co. 
(5) If p is a positive zero of Pi,,, or Pi,,, of odd order s > 1 and if, in 
addition, the Nondegeneracy Condition (4.5) holds then System (3.1) 
possesses a (k + l)-dimensional invariant torus of the form (5.1) bifurcating 
from zk(a) for small a > 0 or -a > 0, respectively. 
(6) In case m is odd there exists at least one h such that P&r,, or P&,,, 
has a positive zero p of odd order s. So ifs > 1 and (4.5) is satisfied or if 
s = 1 then there exists at least one (k + l)-dimensional invariant torus for 
(3.1) that bifurcates from r”(a). 
EXAMPLE. We close with a simple example showing the above 
phenomenon of several bifurcating tori. Let us consider a system of 
differential equations in R4 possessing an one-dimensional invariant torus 
r’(a): 
li- + u - k13f + aU,(u, ti)[ 1 + g(u, z.& v, d, a)] 
+ Us@, ti)[ 1 + h(u, ii, v, d, a)] = 0, 
ii + 02v + k(v2 - 1) ti + aV(v, ti, a) = 0 
with positive constants A, 6, k and smooth functions V and 
(5.2a) 
(5.2b) 
Uj(U, ti) = f: aj-i,iui-izii, j=3 andj=5, 
i=O 
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and smooth functions g and h of order 0(&v + ]a I), Since the 
equation (5.2b) describes a perturbed van der Pol equation it possesses an 
asymptotically stable periodic solution. We write (5.2a) and (5.2b) as two- 
dimensional systems by taking x = (u, -ti) and w  = (v, -G/u) and introduce 
polar coordinates (r, 0) E R x T for x and a moving orthonormal system 
(z, y) E R X T along the periodic solution of (5.2b) for w. The resulting four- 
dimensional system is then of the form (3.1): 
i = Aa sin* & + ar3U3(cos 0, -sin 8) sin 0[ 1 + O(r + la])] 
+ r’U,(cos 8, -sin 8) sin 0[ 1 + O(r + ]a ])I, 
4 = 1 + @(r, 4 y, z, a), 
4’ = Q + Y(r, l&y, z, a), 
i = B(y, a) z + Z(y, z, a). 
We assume that k and u are such that (1,&j) satisfies the nonresonance 
condition H3. The scaling (3.10) and the averaging procedure of Section III 
then lead to the polynomial 
(cf. (3.20)) where the constants Kj are given by 
K3 = L/Z Kl = - (~21 + 3ae3)/8, K, = - (~41 + ~23 + 5~,,)/16. 
If the quantities Uij in question are chosen such that K, is negative and K, is 
positive then the hypotheses Hl-H4 are fulfilled. The choice /I = f s* or 
j? = f .s’ then leads to the Newton polynomial 
P:(r)= fK,r f K,r3 or P;(r) = f K,r3 + Kg’, 
respectively. Because of the scaling r + c3r, a = afl in (3.10) and the above 
choices for /I we have subcritical bifurcation of an unstable 2-dimensional 
invariant torus of order O(]a I) and supercritical bifurcation of two 2- 
dimensional invariant tori, a stable one of order O(a) and an unstable one of 
order O(fi). 
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