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Abstract
We solve some factorisation problems for finite characteristically simple groups, using
factorisations of elementary abelian 2-groups. The problems arose from a study of
permutation groups. We found the connection between the factorisations of these two types
of groups surprisingly interesting.
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1. Introduction
A group factorisation is a pair (G, {A,B}) where G is a group and A, B are
subgroups of G such that AB = G. It is called non-trivial if both A and B are
different from G. In this situation we also say that {A,B} is a factorisation of G.
The aim of this paper is to characterise three different kinds of factorisations
of finite characteristically simple groups. These factorisations arose in the
study [3] of Cartesian decompositions invariant under a permutation group G
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Table 1
Full factorisations {A,B} of finite simple groups T
T A B
1 A6 A5 A5
2 M12 M11 M11, PSL2(11)
3 P+8 (q), q  3 7(q) 7(q)
4 P+8 (2) Sp6(2) A7, A8, S7, S8, Sp6(2), Z62  A7, Z62  A8
A9 A8, S8, Sp6(2), Z62  A7, Z
6
2  A8
5 Sp4(q), q  4 even Sp2(q2) · 2 Sp2(q2) · 2, Sp2(q2)
with a minimal normal subgroup M that is non-abelian and transitive. In our
research we found that describing certain types of Cartesian decompositions was
equivalent to finding the factorisations of the characteristically simple group M
that are studied in this paper.
This work stemmed from a study of finite primitive and quasiprimitive
permutation groups [1,8], in which the problem of classifying all factorisations
(T , {A,B}) of finite simple groups T such that |T |, |A|, and |B| are divisible by
the same primes plays a vital rôle. Such a factorisation is called a full factorisation
of the simple group T and their classification was achieved by Baddeley and
Praeger [2]. There are surprisingly few examples, and the possible isomorphism
types for T , A, and B are listed in Table 1. In each line of Table 1 the conjugacy
classes of the groups A and B have to satisfy further conditions, and a detailed
description of such full factorisations can be found in [2]. In particular, in each
line A and B cannot be conjugate.
A systematic study [3] of Cartesian decompositions left invariant by a finite
quasiprimitive permutation group raised the question of classifying full factorisa-
tions of finite non-abelian characteristically simple groups, defined below.
If M is a non-abelian characteristically simple group, then the simple normal
subgroups of M are denoted by T1, . . . , Tk . Then M can be written as the direct
product M = T1 × · · · × Tk , and if T is a group isomorphic to Ti for i = 1, . . . , k,
then we also identifyM with T k . For i = 1, . . . , k the i-th projection mapM → Ti
is denoted by σi .
Definition 1.1. For a characteristically simple groupM = T1×· · ·×Tk and proper
subgroups K1, K2, (M, {K1,K2}) is said to be a full factorisation if M =K1K2
and (Ti, {σi(K1), σi(K2)}) is a full factorisation for all i .
The fact that all A and B occurring in Table 1 are almost simple or perfect (see
Lemma 4.1) is the key to our first theorem, which will be proved in Section 4.
Theorem 1.2. If (M, {K1,K2}) is a full factorisation of a characteristically
simple group M = T1 × · · · × Tk , then
σ1(Ki)
′ × · · · × σk(Ki)′ Ki for i = 1,2. (1)
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For the groups in rows 1–4 in Table 1 we obtain the following corollary, whose
proof is found in Section 4.
Corollary 1.3. Let M = T1 × · · · × Tk be a characteristically simple group such
that the Ti are isomorphic to one of the groups T in rows 1–4 of Table 1. Then
(M, {K1,K2}) is a full factorisation if and only if (Tj , {σj (K1), σj (K2)}) is a full
factorisation for j = 1, . . . , k and (1) holds.
Corollary 1.3 does not apply to row 5 of Table 1. The difficulty in row 5 is that
for the groups in this row A′B ′ = T . Let us suppose that T ∼= Sp4(q) for some
even q  4, and set M = T1 × · · · × Tk = T k . Let K1 and K2 be subgroups of
M such that (Ti, {σi(K1), σi(K2)}) is a full factorisation for all i and (1) holds.
How can we guarantee that K1K2 =M? If A,B are subgroups of T such that
A, B ∼= Sp2(q2) ·2 andAB = T , then a result of Baddeley and Praeger [2] implies
that A′B = B ′A= T , but A′B ′ = T . By Theorem 1.2, K ′i is isomorphic to (A′)k ,
and NM(Ki)∼= (Sp2(q2) · 2)k . So NM(Ki)′ =K ′i , and NM(Ki)/K ′i is the unique
quotient of NM(Ki) that is isomorphic to kZ2. The following theorem gives two
necessary and sufficient conditions for the factorisation M =K1K2 to hold.
Theorem 1.4. Let M = T1 × · · · × Tk be a characteristically simple group such
that Ti ∼= Sp4(q) with some even q  4 for all i . Let K1 and K2 be subgroups of
M such that (Ti, {σi(K1), σi(K2)}) is a full factorisation for all i , and (1) holds.
Then the following are equivalent:
(1) K1K2 =M;
(2) Ψ1(K1) + Ψ2(K2) = kZ2 for some epimorphisms Ψi : NM(Ki) → kZ2
(i = 1,2) such that Ψ1 and Ψ2 agree on NM(K1)∩ NM(K2);
(3) Ψ1(K1)+Ψ2(K2)= kZ2 for all epimorphismsΨi : NM(Ki)→ kZ2 (i = 1,2)
such that Ψ1 and Ψ2 agree on NM(K1)∩NM(K2).
In Example 4.3 we construct two maps Ψ1 and Ψ2 which satisfy the conditions
of Theorem 1.4. In Section 3 we prove a general version of Theorem 1.4 as
Proposition 3.4, which has applications to direct products of almost simple
groups. The proof of Theorem 1.4 will be given in Section 4.
Our description of full factorisations of finite characteristically simple groups
enables us to characterise a different kind of factorisation, which was also needed
in the study [3] of Cartesian decompositions.
Theorem 1.5. Let M = T1 × · · · × T2k be a characteristically simple group,
ϕi :Ti → Ti+k an isomorphism for i = 1, . . . , k, and set
D = {(t1, . . . , tk, ϕ1(t1), . . . , ϕk(tk)
) ∣∣ t1 ∈ T1, . . . , tk ∈ Tk
}
.
C.E. Praeger, C. Schneider / Journal of Algebra 255 (2002) 198–220 201
If K is a subgroup of M such that σi(K)∼= σj (K) ∼= T1 for all i and j , then the
following hold.
(a) If DK =M then
(
Ti,
{
σi(K),ϕ
−1
i
(
σi+k(K)
)})
is a full factorisation for all i and
2k∏
i=1
σi(K)
′ K. (2)
(b) If the Ti are isomorphic to a group T in one of the rows 1–4 in Table 1, then
DK =M if and only if (Ti, {σi(K),ϕ−1i (σi+k(K))}) is a full factorisationfor all i , and K = σ1(K)× · · · × σ2k(K).
(c) If Ti ∼= Sp4(q) with some even q  4 for all i and K satisfies (2) then the
following are equivalent:
(1) DK =M;
(2) Ψ (K)+ Ψ (D ∩ NM(K))= 2kZ2 for some epimorphism Ψ : NM(K)→
2kZ2;
(3) Ψ (K) + Ψ (D ∩ NM(K)) = 2kZ2 for all epimorphisms Ψ : NM(K)→
2kZ2.
Theorem 1.5 will be proved in Section 6.
A strong multiple factorisation of a finite almost simple group G is an ordered
pair (G, {A1, . . . ,Ak}) where k  3 and A1, . . . ,Ak are proper subgroups of
G not containing SocG such that Ai(
⋂
j =i Aj ) = G for all i . This type of
factorisation arose in the study [1] of primitive overgroups of finite quasiprimitive
groups. It was proved [2] that all strong multiple factorisations of finite non-
abelian almost simple groups consist of k = 3 subgroups, and the possible
isomorphism types for T , A1, A2, and A3 where T is a finite non-abelian simple
group can be found in Table 2.
In our research [3] we needed to consider strong multiple factorisations of
characteristically simple groups, defined as follows.
Table 2
Strong multiple factorisations {A1,A2,A3} of finite simple groups T
T A1 A2 A3
1 Sp4a(2), a  2 Sp2a(4) · 2 O−4a(2) O+4a(2)
2 P+8 (3) 7(3) Z63  PSL4(3) P
+
8 (2)
3 Sp6(2) G2(2) O−6 (2) O
+
6 (2)
G2(2)′ O−6 (2) O
+
6 (2)
G2(2) O−6 (2)′ O
+
6 (2)
G2(2) O−6 (2) O
+
6 (2)
′
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Definition 1.6. Let M = T1 × · · · × Tk be a characteristically simple group. For
subgroups K1, K2, K3 of M , (M, {K1,K2,K3}) is said to be a strong multiple
factorisation if
(1) K1(K2 ∩K3)=K2(K1 ∩K3)=K3(K1 ∩K2)=M; and
(2) (Ti, {σi(K1), σi(K2), σi(K3)}) is a strong multiple factorisation for all i .
For groups as in the previous definition, we also say that {K1,K2,K3}
is a strong multiple factorisation of M . The following theorem is similar to
Theorem 1.2, and it will be proved in Section 5.
Theorem 1.7. If M = T1 × · · · × Tk is a characteristically simple group with a
strong multiple factorisation (M, {K1,K2,K3}), then
σ1(Ki)
′ × · · · × σk(Ki)′ Ki for i = 1,2,3. (3)
For the groups in rows 1–2 of Table 2, we obtain the following corollary; see
Section 5 for details.
Corollary 1.8. Let M = T1 × · · · × Tk be a characteristically simple group such
that the Ti are isomorphic to one of the groups T in rows 1–2 of Table 2. Let
K1, K2, and K3 be subgroups of M such that (Ti, {σi(K1), σi(K2), σi(K3)}) is
a strong multiple factorisation for all i ∈ {1, . . . , k}. Then (M, {K1,K2,K3}) is
a strong multiple factorisation if and only if Ki = σ1(Ki) × · · · × σk(Ki) for
i = 1,2,3.
The case T ∼= Sp6(2) remains to be treated, and we use methods sim-
ilar to those in Theorem 1.4 to complete our description of strong multi-
ple factorisations of characteristically simple groups. Let T ∼= Sp6(2) and set
M = T1 × · · · × Tk = T k . Let K1, K2, and K3 be subgroups of M such that
(Ti, {σi(K1), σi(K2), σi(K3)}) is a strong multiple factorisation for all i , and (3)
holds. Then for each i the factor group NM(Ki)/K ′i is an elementary abelian
2-group with order 2k , and is the unique such quotient of NM(Ki). The follow-
ing theorem gives two criteria in terms of the subgroups Ki/K ′i to decide when
(M, {K1,K2,K3}) is a strong multiple factorisation. Its proof will be given in
Section 5.
Theorem 1.9. Let M = T1 × · · ·× Tk where the Ti are isomorphic to Sp6(2), and
let K1, K2, and K3 be subgroups of M such that (Ti, {σi(K1), σi(K2), σi(K3)})
is a strong multiple factorisation for all i , and (3) holds. Then the following are
equivalent.
(1) The factorisations K1(K2 ∩K3)=K2(K1 ∩K3)=K3(K1 ∩K2)=M hold.
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(2) The factorisations
Ψ1(K1)+
(
Ψ2(K2)∩Ψ3(K3)
) = Ψ2(K2)+
(
Ψ1(K1) ∩Ψ3(K3)
)
= Ψ3(K3)+
(
Ψ1(K1) ∩Ψ2(K2)
)
= kZ2 (4)
hold for some epimorphisms Ψi : NM(Ki)→ kZ2 (i = 1,2,3) such that Ψ1,
Ψ2, and Ψ3 agree on NM(K1) ∩NM(K2)∩ NM(K3).
(3) The factorisations (4) hold for all epimorphisms Ψi : NM(Ki) → kZ2 (i =
1,2,3) such that Ψ1, Ψ2, and Ψ3 agree on NM(K1)∩NM(K2)∩NM(K3).
2. Subgroups of direct products
If G1, . . . ,Gk are groups and G=G1 × · · · ×Gk , then for I ⊆ {1, . . . , k} the
symbol σI denotes the projection G→∏i∈I Gi . If I is a singleton {i}, then we
write σI = σi , as in the previous section.
Lemma 2.1. Let G1 and G2 be isomorphic groups, ϕ :G1 →G2 an isomorphism,
K a subgroup of G1, and H a subgroup of G1 ×G2. Then
{(
a,ϕ(a)
) ∣∣ a ∈K}H =G1 ×G2 (5)
if and only if
{
ϕ−1
(
b−1
)
a
∣∣ b ∈ ϕ(K), (a, b)∈H}=G1. (6)
In particular, if (5) holds then (K ∩ ϕ−1(σ2(H)))σ1(H)=G1. Furthermore, in
this case, if G1 is simple andK , ϕ−1(σ2(H)), σ1(H) are proper subgroups of G1,
then {K,ϕ−1(σ2(H)), σ1(H)} is a strong multiple factorisation of G1.
Proof. Suppose first that (5) holds. Then for all x in G1 there exist some
k ∈ K , a ∈ G1, b ∈ G2 such that (a, b) ∈ H and (x,1) = (k,ϕ(k))(a, b).
Hence k = ϕ−1(b−1) ∈ K ∩ ϕ−1(σ2(H)) and x = ka = ϕ−1(b−1)a. Thus (6)
holds, and also (K ∩ ϕ−1(σ2(H)))σ1(H) = G1. This implies that Kσ1(H) =
ϕ−1(σ2(H))σ1(H) = G1, and, by (5), Kϕ−1(σ2(H)) = G1. If G1 is simple
and the subgroups K , ϕ−1(σ2(H)), and σ1(H) are proper, then Lemma 4.3 of
Baddeley and Praeger [2] yields that {K,ϕ−1(σ2(H)), σ1(H)} is a strong multiple
factorisation of G1.
Conversely, if (6) holds then for all g ∈G1 there is some (a, b) ∈H such that
b ∈ ϕ(K) and ϕ−1(b−1)a = g. Then (g,1) = (ϕ−1(b−1), b−1)(a, b), and so the
first coordinate subgroup of G1 ×G2 is contained in the left-hand side of (5). If
g2 ∈ G2 then there exists some g1 ∈ G1 such that ϕ(g1) = g−12 . By (6) there is
some (a, b) ∈H such that b ∈ ϕ(K) and ϕ−1(b−1)a = g1, and so b−1ϕ(a)= g−12 ,
which yields ϕ(a−1)b = g2. Then (a−1, ϕ(a−1))(a, b) = (1, g2), so the second
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coordinate subgroup is also contained in the left-hand side of (5), and so (5)
holds. ✷
The following useful lemma is well-known and is due to Goursat; see
Theorem 1.6.1 in Schmidt [9].
Lemma 2.2. Suppose that G1, G2 are groups. Let N1 and N2 be normal
subgroups of G1 and G2, respectively, such that G1/N1 ∼= G2/N2, and let
ϕ :G1/N1 →G2/N2 be an isomorphism. Then the set
H(ϕ)= {(g1, g2)
∣∣ g1 ∈G1, g2 ∈G2, ϕ(g1N1)= g2N2
} (7)
is a subdirect subgroup of G1 × G2. Moreover H :ϕ → H(ϕ) is a bijection
between the set of isomorphisms between quotients of G1 and G2 and the set
of subdirect subgroups of G1 ×G2.
The following lemma is useful for proving Theorems 1.2, 1.5, and 1.7.
Lemma 2.3. Let G1, . . . ,Gk be finite groups, and suppose that for i = 1, . . . , k,
Ni is a perfect subgroup of Gi . Set G=G1 × · · · ×Gk and let K be a subgroup
of G such that for all i1, i2 with 1 i1 < i2  k, we have Ni1 ×Ni2  σ{i1,i2}(K).
Then N1 × · · · ×Nk K .
Proof. We prove by induction on m that for all i1, . . . , im such that 1  m  k
and 1  i1 < · · · < im  k, we have Ni1 × · · · × Nim  σ{i1,...,im}(K). Note that
for m= k, this yields the required result. By assumption this condition holds for
m = 2. Suppose that k  3, and the condition holds for m − 1  k − 1, and let
us prove it for m. Without loss of generality we show that N1 × · · · × Nm 
σ{1,...,m}(K). Let a and b be elements of N1. Then, since m  3, the induction
hypothesis applies to the projections σ{1,3,...,m} and σ{1,2,4,...,m}, and we obtain
(a,1, . . . ,1) ∈ σ{1,3,...,m}(K) and (b,1, . . . ,1) ∈ σ{1,2,4,...,m}(K).
Hence there are elements c ∈G2 and d ∈G3 such that
(a, c,1, . . . ,1), (b,1, d,1, . . . ,1) ∈ σ{1,...,m}(K),
and so their commutator ([a, b],1, . . .,1) is also an element of σ{1,...,m}(K).
Therefore σ{1,...,m}(K) contains all commutators [a, b] where a, b ∈ N1. This
amounts to saying that N ′1 = N1  σ{1,...,m}(K). Similar argument shows that
Ni  σ{1,...,m} (K) for i = 2, . . . ,m. The lemma now follows by induction. ✷
C.E. Praeger, C. Schneider / Journal of Algebra 255 (2002) 198–220 205
3. LS-factorisations
The major results of this paper are concerned with factorisations of finite
groups where each of the factors has a quotient of prime order. To assist with
our proofs we introduce the following terminology.
Definition 3.1. Let G be a finite group. Then a set {(L1, S1), (L2, S2)} is called
an LS-factorisation of G, if L1, L2, S1, S2 are subgroups of G, and there is
some prime p such that Si ✁ Li , |Li : Si | = p for i ∈ {1,2}, and L1L2 =
L1S2 = S1L2 = G, but S1S2 = G. The number p is called the index of the LS-
factorisation.
For example, let G be a group isomorphic to Sp4(q) with some even q  4,
and let A and B be non-conjugate subgroups both isomorphic to Sp2(q2) ·2. Then
{(A,A′), (B,B ′)} is an LS-factorisation of G with index 2; see row 5 of Table 1.
Also, if G is an almost simple group with socle T of prime index such that
G = L1L2 = (L1 ∩ T )L2 = L1(L2 ∩ T ) for some subgroups L1 and L2 not
containing T and not contained in T , then {(L1,L1 ∩ T ), (L2,L2 ∩ T )} is an
LS-factorisation of G. There are many examples of this kind; see [6]. Later in the
paper we will use the two examples and a non-example given by the following
lemma.
Lemma 3.2. Let T ∼= Sp6(2) and A, B , and C be subgroups of T such that
{A,B,C} is a strong multiple factorisation of T , and A ∼= G2(2), B ∼= O−6 (2),
C ∼= O+6 (2). Then
A′ ∩B ∩C =A∩B ′ ∩C =A∩B ∩C′ =A′ ∩B ′ ∩C′,
and
|A∩B ∩C :A′ ∩B ′ ∩C′| = 2.
Moreover, T = A′B ′, and both {(A,A′), (C,C′)} and {(B,B ′), (C,C′)} are LS-
factorisations of T with index 2.
Proof. Most statements of this lemma are proved by Baddeley and Praeger [2,
pp. 183–184]. Here we only have to show that A′B ′ = T . This follows once we
show that A′ ∩ B = A ∩ B ′. For if this holds then both A′ ∩ B and A ∩ B ′ are
normal subgroups of A∩B with index 2, and (A′ ∩B)(A∩B ′)=A∩B . Hence
|A′ ∩B :A′ ∩B ′| = ∣∣A′ ∩B : (A′ ∩B) ∩ (A∩B ′)∣∣
= ∣∣(A′ ∩B)(A∩B ′) :A∩B ′∣∣= 2.
Thus |A∩B :A′ ∩B ′| = 4 and
|A′B ′| = |A
′| · |B ′|
|A′ ∩B ′| =
|A| · |B|
|A∩B| = |T |.
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Therefore A′B ′ = T .
So let us prove that A′ ∩ B = A ∩ B ′. As AB = T , the index of A ∩ B in
A is 28. From page 14 of the Atlas [4] we obtain A ∩ B ∼= X  Z8  Z2, and
so A′ ∩ B ∼= X  Z8 where X is an extraspecial group of order 27. In particular
A′ ∩ B contains an element of order 8. Now the index of A ∩ B in B is 120,
and, using the information on page 26 of the Atlas, we obtain that A ∩ B must
be contained in a maximal subgroup of B which is isomorphic to X  2S4, and
A ∩ B ′ must be contained in a maximal subgroup of B ′ which is isomorphic to
X 2A4. Since the Sylow 2-subgroup of A4 is elementary abelian, A∩B ′ has no
element with order 8. Thus A′ ∩B =A∩B ′. ✷
Lemma 3.3. Let G be a finite group and {(L1, S1), (L2, S2)} an LS-factorisation
ofG of index p. ThenL1∩S2 = S1∩L2 = S1∩S2✁L1∩L2, |L1∩L2 : S1∩S2| =
p, and |S1S2| = |G|/p. Also Li = (L1 ∩L2)Si for i = 1,2.
Proof. From the given factorisations we obtain
|L1| · |L2|
|L1 ∩L2| =
|L1| · |S2|
|L1 ∩ S2| =
|S1| · |L2|
|S1 ∩L2| = |G|. (8)
Then |L1 ∩L2 :L1 ∩ S2| = |L1 ∩L2 : S1 ∩L2| = p. As G= L2S1, we obtain
|G|
|S1S2| =
|L2S1S2|
|S1S2| =
|L2|
|(S1S2) ∩L2| =
|L2|
|(S1 ∩L2)S2| .
Recall that S2 is a normal subgroup of L2, and so S1 ∩ L2 normalises S2. Thus
(S1 ∩ L2)S2 is a subgroup of L2 containing S2. As |L2 : S2| = p, we have
|L2 : (S1 ∩ L2)S2| ∈ {1,p}. Then S1S2 = G implies that |L2 : (S1 ∩ L2)S2| = p
and |S1S2| = |G|/p. Therefore
|G|
p
= |S1S2| = |S1| · |S2||S1 ∩ S2| . (9)
As |L1 : S1| = |L2 : S2| = p the combination of (9) and (8) yields that
S1 ∩ S2 = L1 ∩ S2 = S1 ∩L2
is a normal subgroup of L1 ∩L2 with index p.
For i = 1,2, the equation (L1 ∩L2)Si = Li follows from Dedekind’s modular
law. ✷
The following result contains the essence of Theorem 1.4.
Proposition 3.4. Suppose that for i = 1, . . . , k, Gi is a finite group with an LS-
factorisation {(L(i)1 , S(i)1 ), (L(i)2 , S(i)2 )} of index p, and set G=G1×· · ·×Gk . For
i = 1,2, let Li = L(1)i ×· · ·×L(k)i , Si = S(1)i ×· · ·×S(k)i , let Ki be a subgroup of
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G such that Si Ki  Li , and let Ψi be an epimorphism Li → kZp with kernel
Si such that Ψ1 and Ψ2 agree on L1 ∩L2. Then K1K2 =G if and only if
Ψ1(K1)+Ψ2(K2)= kZp. (10)
Proof. As S1  K1 and S2  K2, we have |K1| = |S1| · |Ψ1(K1)| and |K2| =
|S2| · |Ψ2(K2)|. We claim that
Ψ1(K1 ∩K2)= Ψ1(K1) ∩Ψ1(L1 ∩K2).
Since K1 ∩K2 =K1 ∩ (L1 ∩K2), we certainly have Ψ1(K1 ∩K2) Ψ1(K1) ∩
Ψ1(L1 ∩K2). Let us show that Ψ1(K1) ∩ Ψ1(L1 ∩K2) Ψ1(K1 ∩K2). Choose
an element x ∈ Ψ1(K1) ∩ Ψ1(L1 ∩ K2). Then there are elements a ∈ K1 and
b ∈ L1 ∩ K2 such that x = Ψ1(a) = Ψ1(b). Hence ab−1 ∈ kerΨ1 = S1  K1,
and so b ∈K1 ∩K2, that is x = Ψ1(b) ∈ Ψ1(K1 ∩K2). Therefore
Ψ1(K1 ∩K2)= Ψ1(K1) ∩Ψ1(L1 ∩K2)= Ψ1(K1)∩Ψ2(L1 ∩K2).
Now K2 = K2 ∩ (L1S2) = (L1 ∩ K2)S2 and Ψ2(S2) = 0, and so Ψ2(K2) =
Ψ2(L1 ∩K2). Thus
Ψ1(K1 ∩K2)= Ψ1(K1) ∩Ψ2(K2).
Note that S1 ∩ S2 = kerΨ1|K1∩K2 , and so
|K1 ∩K2| = |S1 ∩ S2| ·
∣∣Ψ1(K1)∩Ψ2(K2)
∣∣.
Hence
|K1K2| = |K1| · |K2||K1 ∩K2| =
|S1| · |Ψ1(K1)| · |S2| · |Ψ2(K2)|
|S1 ∩ S2| · |Ψ1(K1)∩Ψ2(K2)|
= ∣∣Ψ1(K1)+Ψ2(K2)
∣∣ · |S1S2| = |Ψ1(K1)+Ψ2(K2)| · |G|
pk
,
by Lemma 3.3. Now if (10) holds, then |K1K2| = |kZp| · |G|/pk = |G|, so
G=K1K2. Conversely if G=K1K2, then
∣∣Ψ1(K1)+Ψ2(K2)
∣∣= p
k · |K1K2|
|G| = p
k,
and hence (10) holds. ✷
4. Full factorisations
In this section we prove Theorems 1.2 and 1.4. We start with a small technical
lemma concerning some of the groups in Tables 1 and 2.
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Lemma 4.1. (a) Let T ∼= P+8 (2) and A be a subgroup of T isomorphic to
Z
6
2A7 or Z
6
2A8. Then A is perfect and has a unique minimal normal subgroup
isomorphic to Z62.
(b) Let T ∼= P+8 (3) and let B be a subgroup of T isomorphic to Z63PSL4(3).
Then B is perfect and has a unique minimal normal subgroup isomorphic to Z63.
Proof. (a) Suppose first that A ∼= Z62  A7. From the character tables for T in
the Atlas [4, p. 85] we obtain that T has a unique conjugacy class of elements of
order 7, and the centraliser of such an element x ∈ A is the cyclic subgroup 〈x〉.
Hence x acts fixed-point freely on Z62. Since A7 is simple it follows that A7 acts
faithfully on Z62, and in particular Z
6
2 is self centralising in A. If V is a non-trivial
proper 〈x〉-submodule of Z62, then, as x is fix-point-free, we have that 7 divides|V |−1. Hence dimV = 3. If V were A-invariant, then, as A7 is simple, we would
have that A7 is isomorphic to a subgroup of GL3(2), which is not the case, so no
such submodule exists. Hence Z62 is a minimal normal subgroup of A, and it is
also a minimal normal subgroup of A when A∼= Z62  A8. As in both cases Z62 is
self centralising, it is the unique minimal normal subgroup of A. Thus Z62  A′,
and A7 A′, and so A=A′.
(b) Using the Atlas [4, p. 140], we find that T has two conjugacy classes of
elements with order 13, and the centraliser of such an element x in both classes is
the cyclic subgroup 〈x〉. The proof of part (b) is now analogous to that given for
part (a). ✷
Proof of Theorem 1.2. Recall that (Ti, {σi(K1), σi(K2)}) is a full factorisation,
and hence the subgroups σi(K1), σi(K2) are listed in Table 1. Using Lemma 4.1,
we can read off from this table that σi(Kj )′ is a perfect group for all i and j . In
the light of Lemma 2.3 we only have to show that for all i1, i2, and j such that
1 i1 < i2  k and j ∈ {1,2},
σi1(Kj )
′ × σi2(Kj )′  σ{i1,i2}(Kj ). (11)
We argue by contradiction and assume that K1 does not satisfy (11) for some i1
and i2. Then we may suppose without loss of generality that M = T1 × T2 = T 2
where T is a finite simple group, K1 and K2 are such that (M, {K1,K2}) is a
full factorisation, σ1(K1)′ × σ2(K1)′ K1, and K2 = σ1(K2)× σ2(K2) such that
σ1(K2) and σ2(K2) are maximal subgroups of T1 and T2, respectively. Inspection
of Table 1 and Lemma 4.1 show that for i ∈ {1,2} one of the following holds for
σi(K1):
(1) σi(K1) is simple;
(2) σi(K1) is almost simple such that σi(K1)/Socσi(K1)∼= Z2;
(3) σi(K1) is perfect and it has a unique minimal normal subgroup, which is
elementary abelian, such that σi(K1)/Socσi(K1) is non-abelian and simple.
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Lemma 2.2 implies that in all cases K1 = H(ϕ) where ϕ is an isomorphism
between two quotients of σ1(K1) and σ2(K1). Combining Lemma 2.2 with the
fact that (11) fails, we obtain that one of the following holds.
(a) Both σ1(K1) and σ2(K1) are almost simple groups, and K1 =H(ϕ) where ϕ
is an isomorphism σ1(K1)→ σ2(K1), so K1 ∼= σ1(K1)∼= σ2(K1).
(b) Both σ1(K1) and σ2(K1) are affine groups, and, by Lemma 4.1, K1 =H(ϕ)
where ϕ is an isomorphism mapping either σ1(K1) → σ2(K1) or σ1(K1)/
Socσ1(K1)→ σ2(K1)/Socσ2(K1).
For a prime p and finite group G, let |G|p denote the exponent of the largest
p-power dividing |G|. AsK1K2 = T1×T2, we have |K1| · |K2|/|K1∩K2| = |T |2,
and hence |T |2 is a divisor of |K1| · |K2|. Therefore for any prime p we have
2|T |p  |K1|p + |K2|p. (12)
In the rest of the proof we obtain contradictions for each of the possible
groups T .
Case T ∼= A6. Suppose that T ∼= A6 and σi(Kj ) ∼= A5 for all i, j ∈ {1,2}. Then
by the previous discussion we have K1 ∼= A5 and K2 ∼= A5 × A5. However
|K1|3 + |K2|3 = 3, while 2|T |3 = 4, which contradicts (12).
Case T ∼= M12. Here σi(Kj ) is simple and is isomorphic to either M11 or
PSL2(11). Then K1 is also isomorphic to either M11 or to PSL2(11), and K2
is isomorphic to one of M11 × M11, M11 × PSL2(11), or PSL2(11)× PSL2(11).
Since |T |3 = 3, |M11|3 = 2, and |PSL2(11)|3 = 1, it follows that K1 ∼= M11, and
K2 ∼= M11 × M11. Thus there are subgroups A,C  T1 and B,D  T2, and an
isomorphism α :A→ B such that K1 = {(a,α(a)) | a ∈ A} and K2 = C × D.
Since the subgroups of M12 isomorphic to M11 form a single orbit under the action
of Aut(M12) and Out(M11)= 1, we have that α can be extended to an isomorphism
α¯ :T1 → T2. By Lemma 2.1, this implies that {A,C, α¯−1(D)} is a strong multiple
factorisation of T1. Using the list of strong multiple factorisations [2], we find that
such a strong multiple factorisation does not exist, which is a contradiction.
Case T = P+8 (q), q  3. Here σi(Kj ) ∼= 7(q) for all i, j ∈ {1,2}. By the
results of Kleidman [5], the subgroups of P+8 (q) isomorphic to 7(q) form a
single orbit under Aut(P+8 (q)), and all automorphisms of 7(q) are induced by
automorphisms of P+8 (q). Hence the argument for the case T ∼= M12, K1 ∼= M11,
and K2 ∼= M11 ×M11 above yields a contradiction.
Case T ∼= P+8 (2). Here 2|T |5 = 4, while |σi(Kj )|5 = 1 for all i and j . Hence|K2|5 = 2 and for all possibilities of K1, |K1|5 = 1, contradicting (12).
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Case T ∼= Sp4(q), q  4, q even. Here σi(Kj ) is almost simple, and hence
K1 ∼= Sp2(q2) · 2 or K1 ∼= Sp2(q2) and K2 ∼= (Sp2(q2) · 2)× (Sp2(q2) · 2). Then
|T | = q4(q4 − 1)(q2 − 1),
|K1| divides 2 · q2
(
q4 − 1), and |K2| = 4 · q4
(
q4 − 1)2.
If q = 2( then 2|T |2 = 8(, while |K1|2 + |K2|2  6( + 3. Since (  2, this
contradicts inequality (12). ✷
Proof of Corollary 1.3. In lines 1–3 the corollary is an immediate consequence
of Theorem 1.2 and the fact that both A and B are non-abelian simple, and hence
perfect, groups. The same is true for line 4 unless B ∼= S7 or S8. In this case,
by the results of Baddeley and Praeger [2], we have A′B ′ = T and the corollary
follows. ✷
Now we turn to the proof of Theorem 1.4. For the rest of the section we make
the following assumptions. Set M = T1 × · · · × Tk where the Ti are isomorphic
to Sp4(q) with some even q  4. Let K1 and K2 be subgroups of M such that
(Ti, {σi(K1), σi(K2)}) is a full factorisation and (1) holds, and set Li = NM(Ki)
and Si = L′i for i = 1,2. Then for all i ,
Si = σ1(Ki)′ × · · · × σk(Ki)′ Ki  NT1
(
σ1(Ki)
)× · · · ×NTk
(
σk(Ki)
)
= Li.
Lemma 4.2. If Ψ1 is an epimorphism L1 → kZ2, then there exists a unique
epimorphism Ψ2 :L2 → kZ2 such that Ψ1 and Ψ2 agree on L1 ∩L2.
Proof. As L1/S1 is the unique quotient of L1 isomorphic to kZ2, kerΨ1 = S1.
If x ∈ L2 then, as L2 = (L1 ∩ L2)S2 by Lemma 3.3, we have x = x ′x ′′ where
x ′ ∈ L1 ∩ L2 and x ′′ ∈ S2. Define Ψ2 :L2 → kZ2 by Ψ2(x) = Ψ1(x ′). We claim
that Ψ2 is well-defined. If x = x ′x ′′ = y ′y ′′ such that x ′, y ′ ∈ L1 ∩ L2 and
x ′′, y ′′ ∈ S2, then (y ′)−1x ′ ∈ L1 ∩ S2 = S1 ∩ S2. Hence (y ′)−1x ′ ∈ S1, and so
Ψ1(x ′)= Ψ1(y ′). Thus Ψ2 is well-defined, and it is straightforward to check that
it is a homomorphism. As L1 = (L1 ∩ L2)S1 and Ψ1 is an epimorphism, we
have Ψ2(L1 ∩ L2) = Ψ1(L1 ∩ L2) = kZ2, and Ψ2 is also an epimorphism. The
unique quotient of L2 isomorphic to kZ2 is L2/S2, and hence kerΨ2 = S2. Now
let x ∈ L1 ∩ L2. Then, by definition, Ψ2(x)= Ψ1(x). Thus Ψ2 agrees with Ψ1 on
L1 ∩L2.
Let us now show that if Ψ ′2 is another epimorphism that has the required
properties, then Ψ ′2 = Ψ2. Let x ∈L2. Then, as above, we have x = x ′x ′′ for some
x ′ ∈L1 ∩L2 and x ′′ ∈ S2. As Ψ ′2(x ′′)= 0, we obtain Ψ ′2(x)= Ψ ′2(x ′)= Ψ1(x ′)=
Ψ2(x). ✷
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Proof of Theorem 1.4. By our assumptions, {(σi(L1), σi(S1)), (σi(L2), σi(S2))}
is an LS-factorisation of Ti for all i . If K1K2 = M , then Proposition 3.4
implies that Ψ1(K1)+ Ψ2(K2) = kZ2 for all Ψ1 :L1 → kZ2 and Ψ2 :L2 → kZ2
epimorphisms which agree on L1 ∩ L2. Hence statement 3 holds. Lemma 4.2
implies that if statement 3 holds, then so does statement 2. If statement 2 holds
for some Ψ1 and Ψ2, then Proposition 3.4 implies that K1K2 =M . ✷
Lemma 4.2 shows that the maps Ψ1 and Ψ2 can be constructed in many
different ways, but we find the maps in the following example natural.
Example 4.3. For i = 1, 2, define Ψi :Li → kZ2 by Ψi(x)= (y1, . . . , yk) where
yj = 1 if and only if σj (x) ∈ σj (Li) \ σj (Si). Then we claim that Ψ1|L1∩L2 =
Ψ2|L1∩L2 . For let x = (x1, . . . , xk) ∈ L1 ∩ L2, and suppose that Ψ1(x) =
(y1, . . . , yk) and Ψ2(x)= (z1, . . . , zk). If yi = 0 for some i , then xi ∈ σi(S1). By
Lemma 3.3, σi(S1)∩σi (L2)= σi(S1)∩σi (S2), and so xi ∈ σi(S1)∩σi (S2). Thus
zi = 0. Similarly, zi = 0 implies that yi = 0.
5. Strong multiple factorisations
In this section we prove Theorems 1.7, 1.9, and Corollary 1.8.
Proof of Theorem 1.7. Suppose that (M, {K1,K2,K3}) is a strong multiple
factorisation. Note that for all i and j , the group σi(Kj )′ is perfect (see Table 2
and Lemma 4.1). Hence using Lemma 2.3, it suffices to prove that for all i1, i2
such that 1 i1 < i2  k, we have
σi1(Ki)
′ × σi2(Ki)′  σ{i1,i2}(Ki) for i = 1,2,3.
Suppose to the contrary that this is not the case. We may assume without loss
of generality that M = T1 × T2 = T 2 where T is a finite simple group, and that
σ1(K1)′ × σ2(K1)′  K1, K2 = σ1(K2) × σ2(K2), and K3 = σ1(K3) × σ2(K3)
where σ1(K2), σ1(K3), and σ2(K2), σ2(K3) are all maximal subgroups of T1
and T2, respectively. Inspection of Table 2 and Lemma 4.1 show that for i ∈ {1,2}
one of the following holds for σi(K1):
(1) σi(K1) is simple;
(2) σi(K1) is almost simple such that σi(K1)/Socσi(K1)∼= Z2;
(3) σi(K1) is perfect, and it has a unique minimal normal subgroup, which is
elementary abelian, such that σi(K1)/Socσi(K1) is non-abelian and simple.
Lemma 2.2 implies that in all cases K1 = H(ϕ) where ϕ is an isomorphism
between two quotients of σ1(K1) and σ2(K1). Using Lemma 2.2, we obtain that
one of the following holds.
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(a) Both σ1(K1) and σ2(K1) are almost simple groups, and K1 =H(ϕ) where ϕ
is an isomorphism σ1(K1)→ σ2(K1).
(b) Both σ1(K1) and σ2(K1) are affine groups, andK1 =H(ϕ)where ϕ is an iso-
morphism either between σ1(K1) and σ2(K1), or between σ1(K1)/Socσ1(K1)
and σ2(K1)/Socσ2(K1).
As K1(K2 ∩ K3) = T1 × T2, we have |K1| · |K2 ∩ K3|/|K1 ∩ K2 ∩ K3| =
|T |2. Since K2K3 = T1 × T2, we have |K2 ∩ K3| = |K2| · |K3|/|T |2, and so
|K1| · |K2| · |K3|/|K1 ∩K2 ∩K3| = |T |4. Thus |K1|p + |K2|p + |K3|p  4|T |p
for all primes p where | · |p is defined in the proof of Theorem 1.2. In the rest of
the proof we show case by case that this scenario is not possible.
Case T ∼= Sp6(2). Here 4|T |2 = 4 · 9 = 36, while |σi(Kj )|2  7 for all i and j .
Thus, as σi(Kj ) is almost simple, |K1|2 = |σi(K1)|2  7 and |K2|2, |K3|2  14,
which is a contradiction.
Case T ∼= Sp4a(2), a  2. Here σi(Kj ) is isomorphic to Sp2a(4) · 2, O+4a(2), or
O−4a(2), and
|T | = ∣∣Sp4a(2)
∣∣= 24a2(24a − 1)(24a−2 − 1) · · · (22 − 1),
∣∣Sp2a(4) · 2
∣∣= 2 · 4a2(42a − 1)(42a−2 − 1) · · ·(42 − 1),
∣∣O+4a(2)
∣∣= 24a2−2a+1(22a − 1)(24a−2 − 1)(24a−4 − 1) · · · (22 − 1),
∣∣O−4a(2)
∣∣= 24a2−2a+1(22a + 1)(24a−2 − 1)(24a−4 − 1) · · · (22 − 1).
Since all groups involved as σi(Kj ) are almost simple, we have |K1|p =
|σ1(K1)|p for all primes p. By Zsigmondy’s Theorem [10] (see also [7] and
2.4 of [6]), 24a − 1 has a prime divisor, p say, which does not divide 2j − 1
for 1  j  4a − 1. If b = |T |p, then 4|T |p = 4b. If K1 ∼= Sp2a(4) · 2 or
K1 ∼= O−4a(2) then |K1|p = b and |K2|p + |K3|p = 2b, which is a contradiction.
HenceK1 ∼= O+4a(2) and |K1|2 = 4a2−2a+1 and |K2|2+|K3|2 = 12a2−4a+4.
As 4|T |2 = 16a2, this is also a contradiction.
Case T ∼= P+8 (3). Here 4|T |5 = 8, |A1|5 = 1, |A2|5 = 1, and |A3|5 = 2,
where A1, A2, and A3 are as in Table 2. If K1 = H(ϕ) where ϕ :σ1(K1) →
σ2(K1), then |K1|5 = |σ1(K1)|5. If K1 =H(ϕ) where ϕ :σ1(K1)/Socσ1(K1)→
σ2(K1)/Socσ2(K1), then σ1(K1)∼= σ2(K1)∼= Z63PSL4(3) and |Socσ1(K1)|5 =|Socσ2(K1)|5 = 0, so again |K1|5 = |σ1(K1)|5. So |K1|5 = |σ1(K1)|5 always
holds, and |K1|5  2. If |K1|5 = 2 then |K2|5 = |K3|5 = 2, and so |K1|5+|K2|5+
|K3|5 = 6, which is a contradiction. If |K1|5 = 1 then |K2|5 + |K3|5 = 6, and so
|K1|5 + |K2|5 + |K3|5 = 7, which is also a contradiction. ✷
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Proof of Corollary 1.8. If T ∼= P+8 (3) then the statement of the corollary is an
immediate consequence of Theorem 1.7, because the projections σi(K1), σi(K2),
σi(K3) are perfect groups for all i . Thus we may assume that M = T k = T1 ×
· · · × Tk where T ∼= Sp4a(2), and {K1,K2,K3} is a strong multiple factorisation
of M . It is sufficient to prove that K1 = σ1(K1)× · · · × σk(K1). Assume without
loss of generality thatK2 andK3 are direct products of their projections, and these
projections are maximal subgroups of the Ti . LetK1 = NM(K1). By Theorem 1.7,
σ1(K1)′ × · · · × σk(K1)′ K1, and so K1 = NT1(σ1(K1))× · · · × NTk (σk(K1)).
In particular K1 is a direct product of its projections, and they are maximal
subgroups of the Ti . Then K1(K2 ∩K3)=M , and hence
|K1| · |K2 ∩K3|
|K1 ∩K2 ∩K3|
= |M|.
Note that
K1 ∩K2 ∩K3 =
(
σ1(K1)∩ σ1(K2) ∩ σ1(K3)
)× · · ·
× (σk(K1)∩ σk(K2)∩ σk(K3)
)
,
and it is proved by Baddeley and Praeger [2, p. 181–182] that
σi(K1)∩ σi(K2)∩ σi(K3)= σi(K1)′ ∩ σi(K2)′ ∩ σi(K3)′
for all i , and therefore
(
σ1(K1)∩ σ1(K2) ∩ σ1(K3)
)× · · · × (σk(K1)∩ σk(K2)∩ σk(K3)
)
= (σ1(K1)′ ∩ σ1(K2)′ ∩ σ1(K3)′
)× · · ·
× (σk(K1)′ ∩ σk(K2)′ ∩ σk(K3)′
)
,
which forces K1 ∩K2 ∩K3 =K1 ∩K2 ∩K3. Since K1(K2 ∩K3)=M , we have
|K1| · |K2 ∩K3|
|K1 ∩K2 ∩K3| = |M|,
which implies that |K1| = |K1|, and hence K1 =K1. ✷
Now we turn to the proof of Theorem 1.9. In the remainder of this section we
make the following assumptions: M = T1 × · · · × Tk ∼= T k where T ∼= Sp6(2);
K1,K2,K3  M such that (Ti, {σi(K1), σi(K2), σi(K3)}) is a strong multiple
factorisation for i = 1, . . . , k; and Kj contains ∏ki=1 σi(Kj )′ for j = 1,2,3. Set
Sj = K ′j and Lj = NM(Kj ). It follows from Table 2 that Sj = L′j = K ′j , and
Lj/Sj is the unique quotient of Lj isomorphic to kZ2.
First we show that the epimorphisms Ψ2 and Ψ3 in Theorem 1.9 are uniquely
determined by Ψ1.
Lemma 5.1. If Ψ1 is an epimorphism L1 → kZ2, then there are unique
epimorphisms Ψ2 :L2 → kZ2 and Ψ3 :L3 → kZ2 such that Ψ1, Ψ2, and Ψ3 agree
on L1 ∩L2 ∩L3.
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Proof. As L1/S1 is the unique quotient of L1 isomorphic to kZ2, we have
kerΨ1 = S1. Let x ∈L2 and using the equation L2 = (L1 ∩L2 ∩L3)S2, write x =
x ′x ′′ for some x ′ ∈L1 ∩L2 ∩L3 and x ′′ ∈ S2. Then define Ψ2(x)= Ψ1(x ′). First
we show that Ψ2 is well-defined. Let x = x ′x ′′ = y ′y ′′ with x ′, y ′ ∈ L1 ∩L2 ∩L3
and x ′′, y ′′ ∈ S2. Then (y ′)−1x ′ = y ′′(x ′′)−1 ∈L1 ∩ S2 ∩L3 = S1 ∩ S2 ∩ S3  S1,
and so Ψ1(x ′)= Ψ1(y ′). Thus Ψ2 is well-defined, and it is not hard to check that
it is a homomorphism. Since L1 = (L1 ∩L2 ∩L3)S1, we have
Ψ2(L2) Ψ2(L1 ∩L2 ∩L3)= Ψ1(L1 ∩L2 ∩L3)= Ψ1(L1)= kZ2,
and Ψ2 is an epimorphism. An epimorphism Ψ3 can be defined in a similar
manner, and kerΨi = Si for i = 1,2,3. Finally if x ∈ L1 ∩ L2 ∩ L3, then by
definition Ψ1(x)= Ψ2(x)= Ψ3(x). Thus the maps Ψ2 and Ψ3 have the required
properties.
Let Ψ ′2 :L2 → kZ2 and Ψ ′3 :L3 → kZ2 also have these properties. Let x ∈ L2
and write x = x ′x ′′ for some x ′ ∈ L1 ∩ L2 ∩ L3 and x ′′ ∈ S2. Then, since Ψ ′2 has
kernel S2 and agrees with Ψ1 onL1∩L2∩L3, Ψ ′2(x)= Ψ ′2(x ′)= Ψ1(x ′)= Ψ2(x).
Thus Ψ2 = Ψ ′2. The equality Ψ3 = Ψ ′3 can be shown similarly. ✷
Next we show that the abelian factorisations in equation (4) of Theorem 1.9
are sufficient for the factorisations M =KiKj to hold for different i and j .
Lemma 5.2. If statement 2 of Theorem 1.9 holds, then KiKj =M for all different
i and j .
Proof. Suppose that statement 2 in Theorem 1.9 holds for some maps Ψ1,
Ψ2, Ψ3. Without loss of generality, it suffices to show that K1K2 = M . Let
I be the subset of {1, . . . , k} such that i ∈ I if and only if NT (σi(K3)) ∼=
O+6 (2). Then, as σi(K1)′σi(K2)′ = Ti for all i ∈ I (see Lemma 3.2), we obtain∏
i∈I Ti  K1K2. Now let J = {1, . . . , k} \ I , and let σJ denote the projection
map σJ :M →∏i∈J Ti . Then it suffices to prove that σJ (K1)σJ (K2)= σJ (M).
Without loss of generality assume that J = {1, . . . , k′} for some k′  k. For a
subgroupX M such that X=∏ki=1 σi(X) and a subset I ⊆ {1, . . . , k} we write
XI =∏i∈I σi(X). Using this notation, we have Li = LJi ×LIi and Si = SJi ×SIi
for i = 1,2,3. For i = 1,2,3, let the maps Ψ Ji :LJi → kZ2 and Ψ Ii :LIi → kZ2
be defined as the restriction of Ψi to LJi and L
I
i , respectively. We prove that the
maps Ψ J1 and Ψ
J
2 satisfy the conditions of Proposition 3.4. The same proposition
will then imply that σJ (K1)σJ (K2)= σJ (M).
For all i ,
kZ2 = Ψi(Li)= Ψi
(
LJi L
I
i
)= Ψ Ji
(
LJi
)+Ψ Ii
(
LIi
)
.
Now kerΨ Ji = SJi and kerΨ Ii = SIi . Moreover |LJi : SJi | = 2k
′
and |LIi : SIi | =
2k−k′ , and so we must have
kZ2 = Ψ Ji
(
LJi
)⊕Ψ Ii
(
LIi
)
and Ψ Ji
(
LJi
)∼= k′Z2.
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Recall that the epimorphisms Ψ1 and Ψ2 agree on L1 ∩L2 ∩ L3. However, as
σj (S1) ∩ σj (S2) = σj (S1) ∩ σj (L2) for all j ∈ J (see Lemmas 3.2 and 3.3), we
obtain
LJ3
(
SJ1 ∩ SJ2
)= LJ3
(
SJ1 ∩LJ2
)=MJ ,
which yields LJ1 ∩ LJ2 = (LJ1 ∩ LJ2 ∩ LJ3 )(SJ1 ∩ SJ2 ). Note that SJ1 ∩ SJ2 =
kerΨ J1 ∩ kerΨ J2 , and so Ψ J1 and Ψ J2 must agree on LJ1 ∩LJ2 = (L1 ∩L2)J .
Now Li = (L1 ∩ L2)Si for all i ∈ {1,2}. Therefore for the same i we have
LJi = (L1 ∩L2)J SJi . As kerΨ Ji = SJi , we have Ψ Ji (LJi )= Ψ Ji ((L1 ∩ L2)J ). As
Ψ J1 |(L1∩L2)J = Ψ J2 |(L1∩L2)J , this implies that Ψ J1 (LJ1 )= Ψ J2 (LJ2 ).
Thus Ψ J1 and Ψ
J
2 are epimorphisms onto the same group Ψ
J
1 (L
J
1 ) =
Ψ J2 (L
J
2 )
∼= k′Z2 such that Ψ J1 |LJ1∩LJ2 = Ψ
J
2 |LJ1∩LJ2 . Moreover, {(σj (L1), σj (S1)),
(σj (L2), σj (S2))} is an LS-factorisation of Tj for all j ∈ J . Hence, by Proposi-
tion 3.4, σJ (K1)σJ (K2)=MJ provided that
Ψ J1
(
σJ (K1)
)+Ψ J2
(
σJ (K2)
)= Ψ J1
(
LJ1
)∼= k′Z2. (13)
It remains to prove therefore that (13) holds. Now kZ2 = Ψ1(K1) + Ψ2(K2)
and, as Ki  σJ (Ki)×LIi , it follows that
kZ2 = Ψ J1
(
σJ (K1)
)+Ψ J2
(
σJ (K2)
)+Ψ I1
(
LI1
)+Ψ I2
(
LI2
)
. (14)
We claim that Ψ I1 (L
I
1)= Ψ I2 (LI2). For let x ∈ Ψ I1 (LI1); then there is some y ∈LI1
such that x = Ψ I1 (y). As LI1 = (LI1 ∩ LI2 ∩ LI3)SI1 , we have y = y ′y ′′ for some
y ′ ∈ LI1 ∩LI2 ∩LI3 and y ′′ ∈ SI1 , and, as y ′′ ∈ kerΨ I1 ,
Ψ I1 (y)= Ψ I1 (y ′) ∈ Ψ I1
(
LI1 ∩LI2 ∩LI3
)= Ψ I2
(
LI1 ∩LI2 ∩LI3
)
 Ψ I2
(
LI2
)
.
Thus Ψ I1 (L
I
1)  Ψ I2 (LI2). Similar argument shows that Ψ I2 (LI2)  Ψ I1 (LI1), and
so Ψ I1 (L
I
1)= Ψ I2 (LI2). Hence (14) can be written as
kZ2 = Ψ J1
(
σJ (K1)
)+Ψ J2
(
σJ (K2)
)+Ψ I1
(
LI1
)
.
Since kZ2 = Ψ Ji (LJi )⊕Ψ Ii (LIi ) for i = 1,2, and Ψ J1 (LJ1 )= Ψ J2 (LJ2 ), it follows
that
k′Z2 = Ψ Ji
(
LJi
)= Ψ J1
(
σJ (K1)
)+Ψ J2
(
σJ (K2)
)
,
as required. ✷
Now we are ready to prove Theorem 1.9.
Proof of Theorem 1.9. By Lemma 5.1, statement 3 implies statement 2. In the
following we show that statement 2 implies statement 1, and statement 1 implies
statement 3.
Let Ψi :Li → kZ2 be an epimorphism for i = 1,2,3, such that the Ψi agree
on L1 ∩ L2 ∩ L3. Then, as already noted, kerΨi = Si for all i . Since Si  Ki ,
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|Ki | = |Si | · |Ψi(Ki)| for all i . Before assuming that statement 1, 2 or 3 holds,
we obtain an expression for the order of K1 ∩K2 ∩K3 involving the Ψi . First we
claim that
Ψ1(K1 ∩K2 ∩K3)= Ψ1(K1)∩Ψ1(L1 ∩K2 ∩K3).
Indeed,
Ψ1(K1 ∩K2 ∩K3) = Ψ1
(
K1 ∩ (L1 ∩K2 ∩K3)
)
 Ψ1(K1)∩Ψ1(L1 ∩K2 ∩K3).
So we only have to prove that Ψ1(K1)∩Ψ1(L1 ∩K2 ∩K3) Ψ1(K1 ∩K2 ∩K3).
Let x ∈ Ψ1(K1) ∩Ψ1(L1 ∩K2 ∩K3). Then x = Ψ1(a)= Ψ1(b) for some a ∈K1
and b ∈L1 ∩K2 ∩K3. Then ab−1 ∈ kerΨ1 = S1 K1, and so b ∈K1 ∩K2 ∩K3.
Thus x = Ψ1(b) ∈ Ψ1(K1 ∩K2 ∩K3). Similar argument yields that
Ψ2(L1 ∩K2 ∩K3)= Ψ2(K2)∩Ψ2(L1 ∩L2 ∩K3).
Thus our assumptions on the Ψi imply that
Ψ1(K1 ∩K2 ∩K3) = Ψ1(K1)∩Ψ1(L1 ∩K2 ∩K3)
= Ψ1(K1)∩Ψ2(L1 ∩K2 ∩K3)
= Ψ1(K1)∩Ψ2(K2)∩Ψ2(L1 ∩L2 ∩K3)
= Ψ1(K1)∩Ψ2(K2)∩Ψ3(L1 ∩L2 ∩K3).
Clearly, Ψ3(L1 ∩ L2 ∩K3) Ψ3(K3). On the other hand, as (L1 ∩ L2)S3 =M ,
we have K3 = (L1 ∩ L2 ∩ K3)S3. Thus Ψ3(K3)  Ψ3(L1 ∩ L2 ∩ K3), and
consequently Ψ3(K3)= Ψ3(L1 ∩L2 ∩K3). Hence
Ψ1(K1 ∩K2 ∩K3)= Ψ1(K1)∩Ψ2(K2)∩Ψ3(K3).
Note that S1 ∩ S2 ∩ S3 = kerΨ1|K1∩K2∩K3 , and so
|K1 ∩K2 ∩K3| = |S1 ∩ S2 ∩ S3| ·
∣∣Ψ1(K1)∩Ψ2(K2)∩Ψ3(K3)
∣∣.
Now let i , j , and m be indices such that {i, j,m} = {1,2,3}. Then
∣∣Ki(Kj ∩Km)
∣∣ = |Ki | · |Kj ∩Km||Ki ∩Kj ∩Km| =
|Ki | · |Kj | · |Km|
|KjKm| · |Ki ∩Kj ∩Km|
= |Si | · |Ψi(Ki)| · |Sj | · |Ψj(Kj )| · |Sm| · |Ψm(Km)||KjKm| · |Si ∩ Sj ∩ Sm| · |Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)| .
Also by Lemma 3.2,
|Si | · |Sj | · |Sm|
|Si ∩ Sj ∩ Sm| =
|Li |
2k
· |Lj |
2k
· |Lm|
2k
· 2
k
|Li ∩Lj ∩Lm|
= |Li | · |Lj ||Li ∩Lj | ·
|Li ∩Lj | · |Lm|
|Li ∩Lj ∩Lm| ·
1
22k
= |M|
2
22k
,
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and hence
∣∣Ki(Kj ∩Km)
∣∣= |M|
2
22k · |KjKm| ·
|Ψi(Ki)| · |Ψj(Kj )| · |Ψm(Km)|
|Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)| . (15)
If statement 2 of Theorem 1.9 holds for the Ψi , then
2k = |Ψi(Ki)| · |Ψj(Kj )∩Ψm(Km)||Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)|
= |Ψi(Ki)| · |Ψj(Kj )| · |Ψm(Km)|
2k · |Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)|
and, by Lemma 5.2, KjKm =M . Then (15) implies that
∣∣Ki(Kj ∩Km)
∣∣= 22k |M|
2
22k · |M| = |M|.
Thus Ki(Kj ∩ Km) =M . As i , j , and m were chosen arbitrarily, statement 2
implies that statement 1 holds.
Conversely, suppose that statement 1 holds. Then using (15), we get
|Ψi(Ki)| · |Ψj(Kj )|
|Ψi(Ki)∩Ψj (Kj )| ·
|Ψm(Km)| · |Ψi(Ki)∩Ψj(Kj )|
|Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)|
= |Ψi(Ki)| · |Ψj(Kj )| · |Ψm(Km)||Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)| =
|Ki(Kj ∩Km)| · 22k · |KjKm|
|M|2
= 22k. (16)
Note that
|Ψi(Ki)| · |Ψj(Kj )|
|Ψi(Ki)∩Ψj (Kj )|  2
k and
|Ψm(Km)| · |Ψi(Ki)∩Ψj(Kj )|
|Ψi(Ki)∩Ψj(Kj )∩Ψm(Km)|  2
k.
Hence equality in (16) is only possible when
|Ψi(Ki)∩Ψj(Kj )| · |Ψm(Km)|
|Ψi(Ki)∩Ψj (Kj )∩Ψm(Km)| = 2
k,
that is (Ψi(Ki) ∩ Ψj(Kj )) + Ψm(Km) = kZ2. Thus statement 1 implies state-
ment 3. ✷
Note that Lemma 5.1 implies that one can construct many sets {Ψ1,Ψ2,Ψ3} of
maps with the required properties, but a set of natural ones can be constructed as
in Example 4.3.
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6. The proof of Theorem 1.5
In this section we prove Theorem 1.5. Before we start we introduce a piece
of notation. Let G1, . . . ,Gk,H1, . . . ,Hk be groups, and for i = 1, . . . , k let
ψi :Gi →Hi be a homomorphism. Then we define the homomorphism
(ψ1 × · · · ×ψk) :G1 × · · · ×Gk →H1 × · · · ×Hk
as
(ψ1 × · · · ×ψk)(g1, . . . , gk)=
(
ψ1(g1), . . . ,ψk(gk)
)
for all g1 ∈G1, . . . , gk ∈Gk .
Proof of Theorem 1.5. (a) Suppose that DK = M . First we prove that the
ordered pair (Ti, {σi(K),ϕ−1i (σi+k(K))}) is a full factorisation for all i ∈{1, . . . , k}. By the assumptions of the theorem, we have σ{i,i+k}(D)σ{i,i+k}(K)=
Ti × Ti+k . Then by Lemma 2.1, {σi(K),ϕ−1i (σi+k(K))} is a factorisation of Ti .
As the subgroups of this factorisation are isomorphic, we have that it is a full
factorisation.
Let us now prove that σ1(K)′ × · · ·×σ2k(K)′ K holds. Inspection of Table 1
shows that σi(K)′ is perfect for all i , and so, by Lemma 2.3, it suffices to show
that for all i1, i2 such that 1 i1 < i2  2k,
σi1(K)
′ × σi2(K)′  σ{i1,i2}(K). (17)
Suppose that this is not the case, and choose i1, i2 such that (17) does not hold.
Then, as σi1(K) and σi2(K) are almost simple, we have σ{i1,i2}(K) ∼= σi1(K) ∼=
σi2(K). Note that if σ{i1,i2}(D) ∼= T1, then |σ{i1,i2}(D)| · |σ{i1,i2}(K)| < |T1|2,
and so σ{i1,i2}(D)σ{i1,i2}(K) = Ti1 × Ti2 . Thus we may assume without loss of
generality that σ{i1,i2}(D)= Ti1 × Ti2 , and i2 = i1 + k. According to part (a) and
Lemma 2.1,
(
T1 × · · · × Tk,
{
σ{1,...,k}(K), (ϕ1 × · · · × ϕk)−1
(
σ{k+1,...,2k}(K)
)})
is a full factorisation, and hence, by Theorem 1.2,
σ1(K)
′ × · · · × σk(K)′  σ{1,...,k}(K) and
σk+1(K)′ × · · · × σ2k(K)′  σ{k+1,...,2k}(K).
Thus i1 ∈ {1, . . . , k}, i2 ∈ {k+ 1, . . . ,2k}, and i2 = i1 + k. Now
σ{i1,i2,i1+k,i2−k}(D) =
{(
a1, a2, ϕi1(a1), ϕ
−1
i2
(a2)
) ∣∣ a1 ∈ Ti1, a2 ∈ Ti2
}
= {((a1, a2),
(
ϕi1 × ϕ−1i2
)
(a1, a2)
) ∣∣ a1 ∈ Ti1, a2 ∈ Ti2
}
,
and
σ{i1,i2,i1+k,i2−k}(D)σ{i1,i2,i1+k,i2−k}(K)= Ti1 × Ti2 × Ti1+k × Ti2−k.
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Hence, by Lemma 2.1,
σ{i1,i2}(K)
((
ϕ−1i1 × ϕi2
)(
σ{i1+k,i2−k}(K)
))= Ti1 × Ti2 .
Since the projections of σ{i1,i2}(K) and (ϕ−1i1 × ϕi2)(σ{i1+k,i2−k}(K)) are isomor-
phic,
(
Ti1 × Ti2,
{
σ{i1,i2}(K),
(
ϕ−1i1 × ϕi2
)(
σ{i1+k,i2−k}(K)
)})
is a full factorisation, but σ{i1,i2}(K) does not satisfy (1) in Theorem 1.2. This is a
contradiction, and hence σ1(K)′ × · · · × σ2k(K)′ K .
(b) This statement easily follows from the fact that if T , A and B are as in one
of the rows 1–4 in Table 1 such that A∼= B , then A and B are simple groups.
(c) Suppose that DK = M . Set L = NM(K) and S = L′. Note that L ∼=
(Sp2(q2) · 2)2k and S ∼= Sp2(q2)2k . Then L = (DK) ∩ L = (L ∩ D)K . Hence
for all epimorphisms Ψ :L→ 2kZ2 we have
2kZ2 = Ψ (L)= Ψ
(
(L ∩D)K)= Ψ (L∩D)+Ψ (K).
Thus statement 1 implies statement 3.
Suppose now that Ψ (L ∩ D) + Ψ (K) = 2kZ2 holds for some epimorphism
Ψ :L→ 2kZ2. Then kerΨ = S, and hence |K| = |S| · |Ψ (K)|. We claim that
Ψ (K ∩D)= Ψ (K)∩Ψ (L∩D).
Indeed,
Ψ (K ∩D)= Ψ (K ∩L∩D) Ψ (K)∩Ψ (L ∩D).
Let x ∈ Ψ (K) ∩ Ψ (L ∩D). Then there is some a ∈K and d ∈ L ∩D such that
x = Ψ (a)= Ψ (d), and so ad−1 ∈ S K . Since a ∈ K , this implies that d ∈K ,
and hence d ∈K ∩D. That is x = Ψ (d) ∈ Ψ (K ∩D).
Therefore
∣∣Ψ (K ∩D)∣∣= ∣∣Ψ (K)∩Ψ (L∩D)∣∣,
and hence |K ∩D| = |S ∩D| · |Ψ (K)∩Ψ (L ∩D)|. Thus
|K| · |D|
|K ∩D| =
|S| · |Ψ (K)| · |D|
|S ∩D| · |Ψ(K)∩Ψ (L∩D)| .
As Ψ (K)+Ψ (L∩D)= 2kZ2, we have
|Ψ(K)| · |Ψ (L∩D)|
|Ψ(K)∩Ψ (L ∩D)| = 2
2k.
As kerΨ |L∩D = S ∩D, we obtain Ψ (L∩D)= 2k , and so
|Ψ (K)|
|Ψ(K)∩Ψ (L∩D)| = 2
k.
Then
|K| · |D|
|K ∩D| =
2k · |S| · |D|
|S ∩D| .
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Let
S = σ1(L)× · · · × σk(L)× σk+1(S)× · · · × σ2k(S).
Then |S| = 2k · |S|, and
S ∩D = {(a1, . . . , ak, ϕ1(a1), . . . , ϕk(ak)
) ∣∣ ai ∈ σi
(
S
)∩ ϕ−1i
(
σi+k
(
S
))}
= {(a1, . . . , ak, ϕ1(a1), . . . , ϕk(ak)
) ∣∣ ai ∈ σi(S)∩ ϕ−1i
(
σi+k(S)
)}
= S ∩D.
Moreover for all i ∈ {1, . . . , k}, Lemma 2.1 implies that σ{i,i+k}(D)σ{i,i+k}(S)=
Ti × Ti+k , and so SD =M . Hence
|K| · |D|
|K ∩D| =
2k · |S| · |D|
|S ∩D| =
|S| · |D|
|S ∩D| = |SD| = |M|,
and therefore KD =M . Thus statement 2 implies statement 1.
Finally, the fact that statement 3 implies statement 2 follows from the fact that
L/S ∼= 2kZ2. ✷
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