Introduction {#Sec1}
============

Mutations in isocitrate dehydrogenase genes *IDH1* and *IDH2* are frequently found in diffuse and anaplastic astrocytic and oligodendroglial tumours as well as in secondary glioblastomas^[@CR1]^. The analysis of the mutation in the *IDH1* and *IDH2* genes provides important diagnostic and prognostic information in patients affected by gliomas^[@CR2],[@CR3]^. Moreover, knowledge of the IDH status might also be associated with the predicted response to anti-IDH treatment or vaccines^[@CR4]--[@CR8]^, making IDH an important therapeutic biomarker for individualised treatment as well. Recent studies suggest that IDH mutations occur in the early stage of gliomagenesis and play a critical role in glioma development^[@CR9],[@CR10]^. IDH mutation is more commonly seen in lower grade gliomas (81%), including astrocytoma (69%), oligoastrocytoma (87%) and oligodendroglioma (89%); whereas the frequency of IDH mutation is substantially lower in primary glioblastoma (\~8%)^[@CR1],[@CR9]^. IDH is a very important prognostic, diagnostic and therapeutic biomarker for glioma, and triggered the integrated genomic-histological characterization of brain tumours proposed in the 2016 World Health Organization (WHO) classification system^[@CR1]^. Recently, some studies have shown IDH mutational status may be predicted using neuroimaging with good accuracy (between 78.2% and 92.8%)^[@CR11]--[@CR20]^, and also with very good diagnostic performance when using 2-hydroxyglutarate MR spectroscopy (2HG-MRS, with a pooled 91% sensitivity and 95% specificity)^[@CR21],[@CR22]^. However, neuroimaging is not yet state-of-the-art in detecting IDH mutations in glioma, which is one of the reasons tumour sampling is often still necessary, also because surgical resection/debulking is part of the current mainstay of treatment^[@CR23]^. Following surgical sampling, the current gold standard to detect the mutation is immunohistochemistry (using R132H antibody)^[@CR24]^ and/or genetic sequencing of the fresh sample^[@CR1]^. Both can be difficult and expensive, and many hospitals are not able to perform these techniques; instead outsourcing the analysis or labelling the patients as 'IDH non-otherwise specified (IDH NOS)'.

The haematoxylin and eosin (H&E) stain in histopathology is a valuable tool for precision oncology and is used in assisting the diagnosis of glioma and other tumours. However, pathologists' visual interpretation of H&E-stained slides does not allow for the determination of the IDH mutational status. The effectiveness of deep learning in classification and mutation prediction of H&E slides has recently been explored for non-small cell lung cancer^[@CR25]^ and in virtual histological staining of unlabelled tissue images^[@CR26]^. Its use in gliomas has not been fully investigated^[@CR27],[@CR28]^. To the best of our knowledge, there exists only one study that used deep learning for IDH mutational status prediction based on the histopathology images, with an accuracy of 0.79 and area under the curve (AUC) of 0.86 (ref. ^[@CR29]^). However, it is not clear how the patients were selected in that study. Furthermore, the performance of previous deep learning methods on either MRI or H&E slides remains unclear because of the small sample sizes and unbalanced sample distributions in past studies^[@CR11]--[@CR20]^.

In this study, we propose a deep learning-based model for histopathological image classification. This model is enhanced by a data augmentation method based on Generative Adversarial Network (GAN)^[@CR30]^. GAN provides a new opportunity to alleviate the problem related to relatively small samples by transforming the discrete distribution of training samples into a new continuous distribution and by generating synthetic samples with high fidelity according to the estimated new sample distribution^[@CR30]^. In a recent study, it has been demonstrated that GAN augmentation can effectively improve the performance of the deep learning models in brain lesion segmentation^[@CR31]^.

The contribution of this work is two-fold. We first demonstrate that deep learning is a useful and accurate tool in differentiating IDH mutation from IDH-wildtype gliomas based on histopathology images. Furthermore, we demonstrate that GAN-based data augmentation may further assist in histopathology image classification.

Results {#Sec2}
=======

A deep-learning framework for IDH status prediction in gliomas histopathology slides {#Sec3}
------------------------------------------------------------------------------------

In this study, 200 patients were randomly selected from the glioma cohorts of The Cancer Genome Atlas (TCGA)^[@CR32]^ and another cohort of 66 patients were recruited at a local hospital (see methods). We randomly divided this combined dataset into training, validation and test sets using a 6:1:1 ratio. ResNet50, which is a convolution neural network (CNN) approach allowing us to tack multiple convolutional layers with nonlinear activation functions and low network complexity, was used, aimed to develop hierarchical representations of imaging data^[@CR33],[@CR34]^. The baseline deep learning model based on ResNet50 without data augmentation (24,000 image samples) achieved the accuracy of 0.765 (AUC = 0.823) on the validation set, and the accuracy of 0.794 (AUC = 0.920) on the test set. These results demonstrate that CNNs can effectively identify the IDH mutational status.

With GAN-based data augmentation, the accuracy of the IDH mutational status prediction was improved to 0.853 (AUC = 0.868) on the validation set, and 0.853 (AUC = 0.927) on the test set when 3,000 GAN generated training samples were added to the original training set (24,000 samples). We further integrated age into the image-based classification using a logistic regression classifier, which improved the performance to an accuracy of 0.853 (AUC = 0.882) on the validation set, and an accuracy of 0.882 (AUC = 0.931) on the test set. Thus, we observe that the augmentation of patient images with GAN-generated ones further improves the performance. Figure [1](#Fig1){ref-type="fig"} shows an example of the images synthesised by means of the GAN-based approach.Figure 1Samples of the GAN synthesised images from coarse to fine scales.

In Table [1](#Tab1){ref-type="table"} and Fig. [2](#Fig2){ref-type="fig"}, the classification performance of different deep neural network (DNN) models is shown, comparing sensitivity, specificity, accuracy and AUC.Table 1Classification performance of different DNN models on the validation and test sets.DNN modelsSensitivitySpecificityAccuracyAUCOn validation setResNet500.722**0.8130.765**0.823Inception_V30.7220.7500.7350.858IncepResNet_V2**0.833**0.688**0.7650.859**VGG19**0.833**0.688**0.765**0.851On test setResNet500.778**0.8130.7940.920**Inception_V30.7780.7500.7650.872IncepResNet_V2**0.833**0.750**0.794**0.844VGG190.778**0.8130.794**0.809Figure 2Receiver Operating Characteristics (ROC) curves of different DNN models on the validation set (**a**) and test set (**b**).

The GAN-based data augmentation allowed an increase in the classification performance when a max number of 3,000 images were synthesised, with the accuracy decreasing afterwards (classification performance with data augmentation shown in Table [2](#Tab2){ref-type="table"} and Fig. [3](#Fig3){ref-type="fig"}).Table 2Classification performance of ResNet50 on the test set with different numbers of GAN-augmented training samples. In bold, the highest values reached by GAN-based augmentation of the dataset to 3,000 synthetic images (12.5% addition to the original training set).SamplesSensitivitySpecificityAccuracyAUCOn validation setBaseline0.7220.8130.7650.823+1 K (+4.2%)0.7780.7500.7650.847+2 K ( + 8.3%)0.722**0.813**0.7650.851+3 K (12.5%)**0.8890.8130.8530.868**+4 K (+16.7%)0.778**0.813**0.7940.854+5 K (+20.8%)0.8330.7500.7940.840On test setBaseline0.7780.8130.7940.920+1 K (+4.2%)**0.889**0.813**0.853**0.924+2 K (+8.3%)0.833**0.8750.853**0.910+3 K (12.5%)**0.889**0.813**0.8530.927**+4 K (+16.7%)0.7780.8130.7940.893+5 K (+20.8%)0.7780.8130.7940.882Figure 3ROC curves of the models with different number of GAN generated image samples on the validation set (**a**) and test set (**b**).

Classification performance with data augmentation and age {#Sec4}
---------------------------------------------------------

It has previously been demonstrated that age is an important factor in IDH status prediction^[@CR1]^. A multivariate model has shown that, in the case of a negative R132H-IDH immunohistochemistry in a primary glioblastoma, the probability to have an alternative IDH mutation is \<6% in a 50-year old patient and \<1% in patients older than 54, and, pragmatically, even in the absence of IDH sequencing, the labelling of such patients as "IDH-wildtype" is reasonable^[@CR35]^. We therefore modelled the age distribution of the IDH-mutant and IDH-wildtype patients using a Gaussian discriminant analysis (GDA) model, and the age-based prediction was then combined with the image-based prediction using a logistic regression classifier, which further improved the performance to an accuracy of 0.853 (AUC = 0.882) on the validation set, and an accuracy of 0.882 (AUC = 0.931) on the test set (Table [3](#Tab3){ref-type="table"} and Fig. [4](#Fig4){ref-type="fig"}). These results show that, although age-based classification is inferior to an image-based one, their combination achieves the best performance.Table 3Classification performance of using different predictors, including age, image (based on the model trained on 3,000 GAN samples), and age and image combined.PredictorSensitivitySpecificityAccuracyAUCOn validation setAge0.6670.5630.6180.724Image**0.8890.8130.853**0.868Age & image**0.8890.8130.8530.882**On test setAge0.7220.7500.7350.786Image0.889**0.813**0.8530.927Age & image**0.9440.8130.8820.931**Figure 4ROC curves of the models with different predictors, including age, image, and age and image combined.

Performance evaluation on different age groups {#Sec5}
----------------------------------------------

The patients were stratified into two age groups, i.e., younger than 55 (Group I), and 55 or older (Group II), aligned with previous studies^[@CR35]^. Table [4](#Tab4){ref-type="table"} shows the classification results in each age group.Table 4Performance on different age groups.Age GroupGroup I: \< 55Group II: ≥ 55[Number of patients]{.ul} (mutant: wildtype)Total44 (28:17)24 (8:16)[Error incidences]{.ul} (mutant: wildtype)Age14 (3:11)8 (8:0)Image8 (4:4)1 (0:1)Age & Image7 (3:4)1 (0:1)AccuracyAge0.6820.667Image0.818**0.958**Age & Image**0.8410.958**

We found that (1) age-based prediction alone is inaccurate in both groups, and worse in the ≥55 group with an accuracy of 0.667; (2) Image-based predictions outperform age-based predictions (although we acknowledge that the sample sizes were small); and (3) it was challenging to classify Group I patients for the individual age- and image-based models, yet their combination performed better than either predictor alone. This further refines our observation regarding the performance of the combined age- and image-based model.

Discussion {#Sec6}
==========

We proposed a novel deep learning-based method to predict the *IDH1/2* mutation status in a glioma, even prior to IDH1 immunohistochemistry (which is typically performed using an antibody against the R132H mutation) and/or genetic sequencing. We demonstrated its ability to predict IDH mutation status in H&E stained slides. In order to overcome the limitations of a small sample size for machine training purposes, we also introduced a GAN-based pipeline for data augmentation, aimed to create synthetic histopathology images of gliomas. By applying a baseline deep learning model without data augmentation, a close to 80% accuracy in predicting the IDH status on H&E histopathological images was achieved, which increased to about 85% with a GAN-based data augmentation technique, when 3,000 GAN generated training image samples were added to the training set. Such accuracy was further increased to about 87% when patient's age was integrated with the image-based classification, and, specifically, \~96% in the group of patients older than 55 years.

As it is not possible by expert pathologists to classify a glioma as IDH-mutant or IDH-wildtype on the basis of the simple visual inspection of the H&E stained histological specimen of glioma, these are encouraging results. The deep learning method could be used to augment a physician's diagnostic and prognostic evaluation and improve decision-making in regards to treatment of patients affected by glioma^[@CR36]^. Our study represents a first step in validation, and more studies to test generalisability are needed, in order to determine the impact on patients' outcome^[@CR37]^.

The training phase of the deep neural network methodology and, above all, the training of the GAN models for image synthesis, can take a considerable amount of time on a desktop personal computer, although the use of graphics processing units (GPUs) speeds up the procedure. However, once the models are fully trained, it only takes a few seconds to generate the synthesized images and to classify the test images. The pre-processing (image tiling, tissue segmentation, colour conversion, histogram equalization, gamma adjustment) of a single whole-slide image may take a few minutes, depending on the image size. Overall, the data processing is still shorter than any immunohistochemistry-based histopathology techniques, not to mention the long time (and costs) required for genetic sequencing. Furthermore, the trained DNN models can be seamlessly deployed to other systems with compatible settings, which further enhances the clinical applicability of the proposed method.

In actual clinical practice, a glioma should be classified as wildtype when both R132H-IDH immunohistochemistry and subsequent IDH1/2 sequencing revel wildtype sequences at *IDH1* codon 132 and *IDH2* codon 172^[@CR1]^. This is not always possible, and the definition NOS (not otherwise specified), in which the pathology assessment of IDH mutation is inconclusive or unavailable is the consequence, leaves doctors, patients and family uncertain of the precise diagnosis, prognosis and therapeutic options. The utilisation of deep learning for analysis of histopathology slides of gliomas could potentially decrease the rate of the diagnosis of glioma NOS. The standardisation of the technique (and eventually the centralisation of the post-processing analysis), associated with the patient's age and eventually corroborated by the use of pre-operative neuroimaging (including 2HG-MRS technique)^[@CR20],[@CR38]^, will eventually make performing further histopathological analyses less necessary (or unnecessary, in selected cases, such as older patients), saving time and reducing the costs related to patients' diagnosis and care. In the future, a pathologist could take a photo of the processed H&E slide and submit it to a system trained according to our method, getting the IDH status prediction back in a few minutes, according to which further tests, whenever necessary, can be arranged. A further future perspective relates to a practical aspect occurring during glioma surgery: considering the increasing evidence on the positive relationship between the degree of surgical resection and extent of the survival in patients affected by gliomas harbouring IDH mutations (i.e., IDH-mutant gliomas patients have a better prognosis when the resection is total or even supra-total vs. the ones who undergo a sub-total/partial resection)^[@CR23],[@CR39]--[@CR41]^, the surgical approach could be tailored intra-operatively according to the IDH status findings. Indeed, the surgical sample might be stained with H&E and, avoiding the delays related to the immunohistochemistry against the IDH antibody, the image of the slide could be computationally processed in a few minutes according to our methodology. A prediction of the presence of IDH mutation in the sample might warrant a more extended surgical resection, aimed at a complete removal of the tumour, in order to improve patient's prognosis, whilst the presence of an IDH-wildtype genotype would suggest a sub-total/partial but neurologically safer resection, leaving the post-operative management of the tumour remnant to the radiochemotherapy.

In our study, the relatively small sample size problem of gliomas has been minimised by the use of the recent AI-technique called GAN^[@CR30]^. GAN models are designed to learn the hidden patterns of the available samples and produce a smoother distribution of the samples. Therefore, with the help of these GAN synthetic samples, a discriminative model can define a smoother decision 'boundary' between different classes. It is interesting to note that the augmentation of the dataset to 3,000 images increased the prediction accuracy of the model, although we found that when the training data increased to 4,000 and 5,000 images, the performance decreased. This implies that the increasing the number of GAN-synthesised samples may increase the chances to cover the hidden patterns of the samples, but in the meantime, produce low fidelity images and induce bias to the classification model, therefore a cut-off to the new generated sample should be identified, as we did here.

By standardising deep learning image analysis of brain tumour histopathology samples, computational analysis should be able to assist pathologists and, in some cases, possibly replace laboratory (pathology) techniques, to eventually become the diagnostic and prognostic gold standard for brain lesion characterisation. This might speed up decision-making and allow a better and faster flow of reliable information among neuro-oncology multidisciplinary teams^[@CR36]^. Although our findings will need broader validation on larger multi-centric datasets and a clear translation into the clinical setting, it is clear that a validated AI-based pipeline used to merge clinical information (e.g., age) with pre-operative neuroimaging (e.g., deep learning analysis of MRI, and/or magnetic resonance spectroscopy) and post-operative histopathology feature extraction and pattern recognition will eventually translate itself in a more precise diagnosis and improved prognostic stratification and decision-making for better patient care and outcome.

As a proof of concept, this study has a few limitations. First, only 200 patients were selected from the TCGA cohort and combined with a second cohort of 66 patients retrospectively selected from a local hospital. Larger sample size would help train more accurate and robust classifiers as well as produce reliable performance estimate. As demonstrated in Table [A1](#MOESM1){ref-type="media"} and Figure [A1](#MOESM1){ref-type="media"} (Appendix A), when ResNet50 was trained and tested using the entire TCGA cohort of 921 patients, its performance was improved to an accuracy of 0.846 and AUC of 0.929 on the validation set, and an accuracy of 0.87 and AUC of 0.938 on the test set. However, such large datasets are not always available for the same type of analysis. As one of the contributions of this work, we hereby demonstrated that GAN might be a feasible solution to the small sample-size problems, regardless the sample-size itself.

Furthermore, the DNN models were not tested separately on IDH1 or IDH2, or any sub-types of IDH1 in this study. We will further investigate these aspects in the future work, although, in the actual neuro-oncology scenario, the differentiation of the two subgroups lacks clinical implications. In addition, the frequency of IDH mutation strongly correlates with the tumor type, *i.e*., IDH mutations exist at a much higher frequency in lower grade gliomas than glioblastomas; therefore, there is a need to remove tumor type as a confounding factor in IDH mutation status. Ideally, we should have the same number of IDH-wildtype and mutant samples in each tumor type; however, it may greatly reduce the samples that can be used. The trade-off between a balanced dataset and the number of available samples will remain an open question, but this problem will be alleviated as larger dataset become available.

Methods {#Sec7}
=======

Histopathology image dataset {#Sec8}
----------------------------

We randomly selected 200 patients from The Cancer Genome Atlas (TCGA) data portal^[@CR42]^, including 100 glioblastoma (GBM) patients from the TCGA GBM project, and another 100 astrocytoma and oligodendroglioma cases from the TCGA low grade glioma (LGG) project (Table [5](#Tab5){ref-type="table"}). A detailed description of these projects can be found in ref. ^[@CR32]^.Table 5The sample distribution of the TCGA patients (SD = standard deviation).Tumour type (WHO Grade)IDH-wildtypeIDH-mutantTotalGlioblastoma (IV)\*7030100Diffuse astrocytoma (II) \#41418Anaplastic astrocytoma (III) \#261642Oligodendroglioma (II) \#02929Anaplastic oligodendroglioma (III) \#01111Total100100200Age (mean±SD)55.5±13.344.2±12.749.9±14.1Gender (male:female)58:4259:41117:83\*from the TCGA GBM project.^\#^from the TCGA LGG project.

A second cohort including 66 patients with gliomas (41 females, 25 males, age ranging from 13 to 78 years, average age: 49.3±12.4; WHO Grade II to IV, according to the 2016 WHO Classification of Tumours of the Central Nervous System) were retrospectively collected from a local hospital, the Yeditepe University Hospital, Istanbul, Turkey, following patients' informed consent and approval from the Yeditepe University Clinical Research Ethics Committee. In regards to the only patient under the age of 18, informed consent was obtained from the patient's parents.

All methods were carried out in accordance with relevant guidelines and regulations. The H&E pathological slides were acquired from the identified patients, who underwent surgery between 2016 and 2018. Tumours sections were stained with a hematoxylin and eosin solution. The dataset included 30 IDH-wildtype and 36 IDH-mutant cases (Table [6](#Tab6){ref-type="table"}). Tumours' histopathology diagnosis was confirmed by the local neuropathologist (A.S.). The IDH status was confirmed by immunohistochemistry and/or genetic sequencing at the same institute. Table [6](#Tab6){ref-type="table"} shows the sample distribution of this cohort.Table 6The sample distribution of the cases from a local hospital (SD = standard deviation).Tumour type (WHO Grade)IDH-wildtypeIDH-mutantTotalGlioblastoma (IV)211031Diffuse astrocytoma (II)437Anaplastic Astrocytoma (III)404Oligodendroglioma (II)077Anaplastic oligodendroglioma (III)01616Diffuse Midline Glioma (IV)101Total303666Age (mean±SD)53.3±14.745.9±9.049.3±12.4Gender (male:female)14:1611:2525:41

We combined the two cohorts and then randomly split the dataset into training, validation and test sets in a 6:1:1 ratio. Therefore, there were 198 patients in the training set, and 34 patients in both the validation set and test set. The validation set was used during the training process to evaluate the model's performance in each training epoch as the model's weights were updated. In contrast, the test dataset was used to evaluate the model's performance after the model was fully trained.

Overview of the algorithm {#Sec9}
-------------------------

The proposed method contains two major components. First, we designed two GAN models^[@CR43]^ for modelling the data distribution of the IDH-mutant and IDH-wildtype samples, respectively. Furthermore, the ResNet50 model^[@CR33]^ was implemented for image classification. We then gradually fed the GAN-generated images to the ResNet50 model to enhance its performance for IDH status classification. A generalized overview of the proposed method is shown in Fig. [5](#Fig5){ref-type="fig"}.Figure 5A generalized overview of the proposed method, including two GAN models for data augmentation and a ResNet50 model for image classification.

Image pre-processing {#Sec10}
--------------------

The TCGA whole-slide images were pre-processed using the Python Whole-Slide Image (WSI) pre-processing pipeline (<https://github.com/deroneriksson/python-wsi-preprocessing>). Such a pipeline is a well-established software package with Python Application Program Interface (API), which provides the flexibility to construct the own pre-processing pipeline, according to the necessities. For each TCGA whole-slide image, we first divided the slide into 1024 × 1024-pixel tiles at 10 × magnification (as shown in Fig. [6a](#Fig6){ref-type="fig"}), and then applied a sequence of image filters, including a background filter, a shadow filter, three pen marks filters and a small object filter, to the tiles for tissue segmentation. More details can be found in the online tutorial (<https://github.com/deroneriksson/python-wsi-preprocessing>). Only tiles that consisted of at least 50% tissue were selected for analysis. Figure [6b](#Fig6){ref-type="fig"} shows the segmented tissue and the numbers indicate tissue proportion in each tile. The TCGA whole-slide images have a wide range of sizes, as illustrated in Fig. [6c](#Fig6){ref-type="fig"}, and tens to hundreds of tiles can be extracted from each whole-slide image. To minimize the impact of the biased distribution of the number of tiles per image, we set the maximum number of tiles to be selected per slide to 50, sorted by the tissue proportion level. Figure [6d](#Fig6){ref-type="fig"} illustrates the distribution of the number of tiles extracted from the TCGA slides (4,063 image tiles in total with a median of 17 and a mean of 21 tiles per slide). For each patient in the second cohort, a neuropathologist (A.S.) cropped a single tile from the whole-slide image at the same magnification.Figure 6TCGA data pre-processing. (**a**) whole-slide image partition; (**b**) tissue proportion-based tile selection; (**c**) distribution of whole-slide image sizes; (**d**) distribution of number of selected tiles per image.

To prepare the training data for the two GAN models, we randomly sampled 12,000 256 × 256-pixel image patches from the IDH-mutant tiles, and another 12,000 image patches from the IDH-wildtype tiles in the training set. The RGB channels were preserved in the extracted image tiles with histogram normalization in each channel. To prepare the data for the ResNet50 model, the image patches, either extracted from the histopathology image tiles or synthesized by the two GAN models, were converted to grayscale to eliminate the heterogeneity in colour tones across the histopathology slides. Adaptive histogram equalization and gamma adjustment were then applied to every image patch to normalize the pixel intensity distribution.

GAN for data augmentation {#Sec11}
-------------------------

A GAN is composed of a Generator (G) and a Discriminator (D), where G applies transform to the input image to generate the output image which is expected to match the target image, and D compares the input image and an unknown image (either a real image from the dataset or an output image produced by G) to guess if the unknown image was generated by G. During training, D and G compete against each other, so that D can learn to detect the subtle differences between generated images and the target images, and in the same time G can learn to produce images which have high fidelity with the target images. Two GANs, namely *GAN-wildtype* and *GAN-mutant*, were trained for two groups of images in this study, as shown in Fig. [5](#Fig5){ref-type="fig"}. Each GAN was trained with 12,000 image patches extracted from the training set and learned the manifold containing the data distribution of either IDH-wildtype or IDH-mutant images. We chose the Progressive Growing of GAN (PG-GAN) model^[@CR43]^ to compute the sample distribution of the data and to generate the synthetic data with training stability at large image sizes and apparent robustness to hyperparameter selection. The networks were configured to produce images with a size of 256 × 256 pixels with 6 resolution levels. We adopted the TensorFlow implementation of PGGAN^[@CR43]^ and trained the data using the default parameters (available at <https://github.com/tkarras/progressive_growing_of_gans/tree/master>).

ResNet50 for image classification {#Sec12}
---------------------------------

The ResNet architecture is designed to ease the difficulty of training deep neural networks by adding the skipping shortcut connections between one layer and a few stacked layers after that layer, to fit a residual mapping, so that the network can avoid getting saturated rapidly and the depth of the network can be increased greatly even to 1,000 layers while maintaining low complexity^[@CR33]^. A few models based on the ResNet architecture (ResNet34, ResNet50, ResNet101, ResNet152) have been tested on the ImageNet dataset^[@CR44]^, and the ResNet50 model is also used in medical image classification, e.g., detecting glaucomatous discs from retinal photos^[@CR45]^, with human-like level performance. We used the ResNet50 model as the backbone of the method for image classification. We assigned the slide-level label to every patch and performed patch-level classification. At the patient level, the aggregated class probabilities over all image patches from the same subject were used to classify a case. The ResNet50 model built into the TensorFlow package was adopted in this study for image classification. In this study, the ImageNet pre-trained weights were used to initialize the model. A dropout layer^[@CR46]^ was added on the output layer before the softmax classification layer to control overfitting. Adam optimizer^[@CR47]^ was used with a batch size of 16, learning rate of $\documentclass[12pt]{minimal}
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Combining age- and image-based prediction {#Sec13}
-----------------------------------------

We first modelled the age distribution of the IDH-mutant and IDH-wildtype patients using two Gaussian distribution functions, then the probability of a patient being in the IDH-mutant or IDH-wildtype class was derived using the Gaussian discriminant analysis (GDA) model. The age-based prediction was then combined with the image-based prediction using a logistic regression classifier.

Performance evaluation {#Sec14}
----------------------

We carried out two experiments to verify the performance of the proposed data augmentation and image classification methods. To verify the performance of the ResNet50 model, in the first experiment, we compared ResNet50 with 3 other state-of-the-art image classification models, namely VGG19 (ref. ^[@CR48]^), Inception_V3 (ref. ^[@CR49]^) and InceptionResNet_V2 (ref. ^[@CR50]^) based on the same training, validation and test sets, and the same parameter settings. To evaluate the effectiveness of GAN data augmentation, in the second experiment, we fixed the classification model to ResNet50 and gradually increased the number of synthetic samples to the training set, by 1,000 images each time, to retrain the model and test whether there was any further improvement. Two video clips of the evolution of GAN generated samples are available on YouTube (IDH-wildtype: <https://youtu.be/89Y3Gsha858>; IDH-mutant: <https://youtu.be/3HqllstPHbY>). The ResNet50 model without data augmentation was used as the baseline method. The validation and test sets remained the same in this experiment, whereas the number of GAN-generated training samples was gradually increased from 1,000 to 5,000 images. Sensitivity, specificity, accuracy and area under curve (AUC) of the receiver operating characteristic curve (ROC) were used to evaluate the classification performance.
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