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Abstract
Power systems are presently experiencing a period of rapid change driven by various
interrelated issues, e.g., integration of renewables, demand management, power congestion, power quality requirements, and frequency regulation. Although the deployment
of Energy Storage Systems (ESSs) has been shown to provide effective solutions to many
of these issues, misplacement or non-optimal sizing of these systems can adversely affect
network performance. This present research has revealed some novel working strategies for optimal allocation and sizing of utility-scale ESSs to address some important
issues of power networks at both distribution and transmission levels. The optimization
strategies employed for ESS placement and sizing successfully improved the following
aspects of power systems: performance and power quality of the distribution networks
investigated, the frequency response of the transmission networks studied, and facilitation of the integration of renewable generation (wind and solar). This present research
provides effective solutions to some real power industry problems including minimization
of voltage deviation, power losses, peak demand, flickering, and frequency deviation as
well as rate of change of frequency (ROCOF).
Detailed simulation results suggest that ESS allocation using both uniform and nonuniform ESS sizing approaches is useful for improving distribution network performance
as well as power quality. Regarding performance parameters, voltage profile improvement, real and reactive power losses, and line loading are considered, while voltage
deviation and flickers are taken into account as power quality parameters. Further,
the study shows that the PQ injection-based ESS placement strategy performs better
than the P injection-based approach (in relation to performance improvement), providing more reactive power compensations. The simulation results also demonstrate that
obtaining the power size of a battery ESS (MVA) is a sensible approach for frequency
support. Hence, an appropriate sizing of grid-scale ESSs including tuning of parameters
Kp and Tip (active part of the PQ controller) assist in improving the frequency response
by providing necessary active power. Overall, the proposed ESS allocation and sizing
approaches can underpin a transition plan from the current power grid to a future one.
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Chapter 1

Introduction and Topical
Overview
1.1

Introduction

Present distribution networks face a critical period of change driven by various interrelated factors; for example, greenhouse gas (GHG) reduction targets, demand management, power congestion, power quality requirements, integration of renewables, and
network expansion and reliability [1–11]. The U.S. Electric Power Research Institute
(EPRI) estimated the annual cost of outages to be $100 billion USD, due to disruptions
occurring in the distribution system [12]. Energy storage systems (ESSs) are increasingly
being embedded in distribution networks to offer technical, economic, and environmental
advantages. These advantages include power quality improvement, mitigation of voltage
deviation, frequency regulation, load shifting, load levelling and peak shaving, facilitation of renewable energy source (RES) integration, network expansion and overall cost
reduction, operating reserves, and GHG reduction [6, 13–20]. As reported in [21–23],
ESSs are expected to effectively relieve the problems posed by power oscillations, abrupt
load changes, and interruptions of transmission or distribution systems.
Governmental efforts to reduce emissions have forced the power sector to reduce its
reliance on conventional fossil fuel-based power generation in favour of renewable energy
[24–30], largely in the form of wind and solar [31, 32]. Even though power generation
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from renewable energy is more environmentally sustainable, a high reliance on renewable
energy can make power distribution systems less reliable [19, 33]. ESSs can support
renewable energy by providing voltage support, smoothing their output fluctuations,
balancing the power flow in the network, matching supply and demand [18, 21, 34–46],
and helping distribution companies (network operators and energy retailers) to meet
demand reliably and sustainably. These operational challenges can be mitigated by the
appropriate utilization of grid-integrated ESSs [23, 25, 26, 39, 46–49]. Therefore, there
is a great potential for using ESSs, from the viewpoint of both utilities and customers.
Research on ESS technologies, development, applications, and benefits is reported in
[17–19, 25, 26, 34, 37, 40, 41, 44, 46–48, 50–62]. In [34, 44, 54], several ESS options and
their prospects for RES integration and intermittency are discussed. In [37, 41], applications of ESSs for wind energy are studied, while the importance of ESSs for large-scale
integration of photovoltaics (PVs) is the focus of [18]. In [25], an ESS, namely, pumped
hydro storage (PHS) is used to stable the wind power generation while optimizing the
generation mix, total CO2 emissions, and total system costs. [26] investigates the utilityscale application impact of an ESS, e.g., compressed air energy storage (CAES) in a
power system scenario considering large RES integration. In [47, 48], short term applications of utility-scale ESSs are presented for mitigating negative operational impacts
of a high wind-penetrated power system.
An overview of current and future ESS technologies is presented in [53, 57, 59], while
[51] reviews a technological update of ESSs regarding their development, operation, and
methods of application. [50] discusses the role of ESSs for various power system operations, e.g., RES-penetrated network operation, load leveling and peak shaving, frequency
regulation and damping, low voltage ride-through ability, and power quality improvement. [17] discusses ESS options for some high-power applications, e.g., frequency regulation, voltage control, oscillation damping, and voltage ride-through. [46] presents an
economic and technical overview of the role and significance of ESSs and smart grid
technologies for future renewable power systems. The policy recommendations and benefits of using ESSs in smart grid are presented in [19] and [52], respectively. Likewise
[58] reviews the various ESSs in terms of innovative technologies, energy policies, and
regulatory regimes. The potential of ESSs for various services in distribution networks
is reviewed in [55, 56], while their operations are discussed in [60]. In [61], research on
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ESS allocation is reviewed to provide insights into ESS integration issues and challenges
in distribution networks along with guidelines for future ESS-related research. In [62],
optimal ESS planning is discussed, including optimal ESS locations, energy capacity,
and power rating determination in distribution networks.
Although various investigations on ESS options and application benefits have been
carried out in the literature listed above, there is still scope for performance improvement
of power networks through ESS utilization. However, more emphasis is required on
optimal placement and sizing of utility-scale ESSs in order to mitigate the issues of
power networks. For instance, utility-scale ESSs can be employed for minimizing voltage
deviation, real and reactive power losses, line loading, flickers, frequency deviation, and
rate of change of frequency (ROCOF) and thereby performance, power quality, and
frequency response of power networks can be improved.

1.2

Significance and motivation

Asset management of distribution networks is an essential task of network service
providers to ensure safe and secure operation of networks. However, the fulfilment of
this target can increase the overall network cost. This cost could comprise network
reinforcement for voltage and thermal stability which can significantly affect electricity
prices. Voltage profile improvement and flicker disturbance minimization are also crucial
for maintaining network power quality. On the other hand, the frequency regulation issue
is considered as a key concern by the transmission system operator in order to ensure
safe and reliable operation of networks.
As discussed in the preceding section, the deployment of utility-scale energy storage
systems (ESSs) is a significant avenue for maximizing the energy efficiency of a power
network, and overall network performance can be enhanced by their optimal placement,
sizing, and operation. An optimally sized and placed ESS can facilitate peak energy
demand fulfilment, enhance the benefits from the integration of renewables and distributed energy sources, minimize power losses and line loading, improve voltage profile,
aid power quality management, improve frequency response, and reduce overall network
operational costs. Recently, the deployment of ESSs to improve frequency response has
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attracted the attention of both academia and industry [63], [64]. Unfortunately, misusing or mislocating ESSs in distribution networks can degrade power quality and reduce
reliability as well as load control while also affecting voltage and frequency regulation.
Therefore, the motivations of this study are to provide distribution system operators with
a low cost solution for better asset management practice as well as maintaining power
quality, and to improve frequency response of transmission networks. More specifically,
the key drive of the proposed research is to develop effective strategies regarding optimal allocation and sizing of utility-scale ESSs, and thereby solve various network issues
relating to both transmission and distribution levels.

1.3

Aims of the thesis

The aims of this research are:
(a) Optimal placement and sizing of distributed ESSs to improve performance of
distribution networks using P injection approach.
(b) Application of PQ injection approach for optimal ESS allocation and sizing and
achieving further improvements of distribution network performances compared to Pinjection approach.
(c) Optimal placement and sizing of distributed ESSs to improve performance and
power quality of distribution networks.
(d) Optimal sizing of a grid-scale ESS to improve frequency response of transmission
networks.

1.4

Thesis contributions

The contributions of this thesis arise from analyzing the existing barriers in integrating utility-scale ESSs and consequently developing new strategies to alleviate these
barriers. The novelty of this research is summarized below:
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 This research develops a generic model of utility-scale ESSs and selects an ESS

technology (Ultrabattery) based on unit ESS cost. This research also employs a
dynamic ESS model (developed by PowerFactory) for frequency response analysis
and performs necessary tuning according to system requirements.
 This research proposes several important strategies for placement and sizing of dis-

tributed ESSs in both transmission and distribution levels. This uses the IEEE-33
bus and IEEE-39 bus systems for studying the impact of ESS integration in distribution and transmission networks, respectively. Two types of renewables such as
solar and wind are incorporated and performance analysis is conducted. The ESS
sizing is performed in two different phases: (a) using a uniform ESS size throughout the network and (b) using non-uniform ESS sizes throughout the network.
Furthermore, the impact of ESS placement and sizing is analyzed through the application of P injection and PQ injection approaches and performance comparison
is presented.
 For distribution networks, this research minimizes some important problems such

as voltage deviation, real and reactive power losses, and line loading as performance
parameters. Furthermore, it minimizes the network flickers (both continuous and
switching) along with network performance parameters and thereby improves the
performance and power quality of distribution networks.
 Regarding transmission networks, this research analyzes the impact of battery ESS

(BESS) sizing to improve frequency response by performing dynamic simulation
study (conducting generator and load trip events) under peak and off-peak load
scenarios. The problem formulation includes minimization of frequency deviation
and ROCOF. As the BESS provides necessary active power to the network for
frequency support, the tuning of active power part of PQ controller is required.
Hence, the tuning of parameters Kp and Tip of PQ controller (active power part)
is performed during optimization. Furthermore, a sensitivity analysis is performed
for ESS allocation in transmission networks based on minimum line loading.
 Several performance indices are defined mathematically such as indices for voltage

deviation, voltage profile improvement, real, reactive, and total power losses, line
loading, continuous, switching, and total flickers, relative voltage change during
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switching operations of wind turbines, and power quality improvement to evaluate the network performance and power quality. Furthermore, the performance
improvement using the developed approaches is reported.
 For optimization, this research employs three optimization approaches including

the artificial bee colony (ABC), a hybrid optimization approach namely fitnessscaled chaotic artificial bee colony (FSCABC), and particle swarm optimization
(PSO) algorithms. The ABC algorithm is used as a main approach for first investigation, while the FSCABC is applied as a key technique for latter investigations.
Moreover, the ABC and PSO algorithms are employed to compare the obtained
results from main optimization approach (FSCABC or ABC).

1.5

Thesis outline

This thesis is organized in nine chapters as follows:
 Chapter 1 introduces the research overview, including research significance and

motivation, aims of the thesis, and contributions of the thesis in the relevant fields.
This chapter also presents ideas on the research visions and expected outcomes in
terms of placement and sizing of grid-scale ESSs using various approaches.
 Chapter 2 provides an inclusive overview of ESSs by reviewing the relevant liter-

ature. This chapter describes the functions of a grid-scale ESS, effective storage
stratagem, ESS selection criteria regarding the applications in distribution networks, a detailed comparison of various ESS technologies, and smart chargingdischarging procedures of ESSs.
 Chapter 3 provides a comprehensive review of the relevant and recent literature

regarding ESS placement, sizing, operation, and power quality. This chapter critically analyzes the literature on various topics such as tools for system analysis,
various power quality issues with mitigation scopes, and optimization approaches.
This chapter also discusses the challenges for ESS development and placement, ESS
contributions in relation to energy security and society, and presents key findings
for future research scopes. Finally, this chapter presents the research questions
targeted by this PhD project.
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 Chapter 4 presents a strategy for ESS placement and sizing to improve performance

of distribution networks. Three important performance parameters including the
minimization of voltage deviation, power losses, and line loading are considered
and included in the problem. The ESSs only inject P to the network and the
sizing is accomplished in two different categories: (a) with a uniform ESS-size
and (b) with non-uniform ESS sizes. Two types of renewables such as solar and
wind are integrated to the network. The artificial bee colony (ABC) algorithm is
used as main optimization approach and the obtained results are compared with
another well-known optimization approach namely particle swarm optimization
(PSO). This chapter also measures the performance improvements through some
performance indices.
 Chapter 5 investigates the same problem as conducted in Chapter 4 using PQ in-

jection approach and improves the distribution network performance further compared to P injection approach. The study of this chapter applies a hybrid optimization approach namely fitness-scaled chaotic artificial bee colony (FSCABC)
and compares the obtained results with ABC optimization approach. This chapter also presents the performance improvement of distribution networks (using PQ
injection approach) in percentage.
 Chapter 6 demonstrates an optimal ESS placement and sizing strategy to improve

distribution network performance and power quality. Minimization of network
flickers is incorporated in the objective function along with other performance
parameters addressed in Chapter 4 and Chapter 5. In other words the objective
function simultaneously minimizes voltage deviation, line losses and loading, and
flickers of a distribution network. Two types of renewables such as solar and wind
are integrated to the network where the flickers (both continuous and switching) are
injected by wind turbines. The study of this chapter also employs FSCABC hybrid
optimization approach and compares the obtained results with ABC optimization
approach.
 Chapter 7 covers an optimal sizing strategy for a grid-scale ESS to improve fre-

quency response of transmission networks. The objective function includes minimization of frequency deviation as well as ROCOF. A sensitivity analysis is performed for placing the grid-scale ESS to the network. Two types of network events
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such as generator outage and load trip events are performed for frequency response
analysis during peak and off-peak load periods. The FSCABC approach is applied
for optimization and the obtained results are compared through the application of
PSO algorithm. This chapter also covers the ESS sizing in terms of both power
and energy ratings.
 Chapter 8 presents a general discussion regarding the results presented in each

chapter. This chapter also relates the research questions that are addressed by the
overall PhD project.
 Chapter 9 summarizes the concluding remarks of all chapters and provides sugges-

tions for future research directions.
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Chapter 2

Overview of Energy Storage
Systems in Power Networks
This chapter provides a comprehensive review of energy storage systems (ESSs) from
a distribution network perspective, including ESS benchmarks, ESS technologies and
selection, and ESS charging-discharging rules.1

2.1

Energy storage systems

For distribution networks, an ESS converts electrical energy from a power network,
via an external interface, into a form that can be stored and converted back to electrical
energy when needed [1–3]. The electrical interface is provided by a power conversion
system and is a crucial element of ESSs in distribution networks [4, 5]. Fig. 2.1 [6] is
a conceptual diagram of a grid-connected ESS, including internal and external configurations. ESSs are usually equipped with essential management and control components
that underpin safe and reliable operation of storage facilities. The objective is not only to
facilitate local management but also to have coordinated control over other components
during grid-scale applications. The power electronics components of the grid-connected
1

This presented chapter is a part of the following published paper: Choton K. Das, Octavian
Bass, Ganesh Kothapalli, Thair S. Mahmoud, Daryoush Habibi, ”Overview of energy storage systems in
distribution networks: Placement, sizing, operation, and power quality” Renewable and Sustainable
Energy Reviews, Vol-91, pp.12051230, 2018.
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Figure 2.1: Conceptual diagram of an ESS

ESSs modulate the waveforms of voltage and current as needed to or from the grid.
A storage controller and converter manage ESS operations, define the active and reactive power set-points (P and Q) for the ESS and provide intelligent decision-making.
Depending on the design, the P and Q set-points for a certain ESS application can be
controlled locally or remotely. The “Energy Storage Medium” corresponds to any energy
storage technology, including the energy conversion subsystem. For instance, a Battery
Energy Storage Medium, as illustrated in Fig. 2.1, consists of batteries and a battery
management system (BMS) which monitors and controls the charging and discharging
processes of battery cells or modules. Thus, the ESS can be safeguarded and safe operation ensured over its lifetime. However, large-scale ESSs require a BMS hierarchy which
involves a master control module to coordinate the charging and discharging of the slave
control modules.
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2.2

Effective storage stratagem

The ESS can store energy to produce electricity and discharge it, depending on the
demand or cost benefits [1, 7]. Benchmarks for an effective ESS include [8]:
(i) Dispatchability – responsiveness to electricity demand fluctuations that may occur
on various cycles (daily, weekly, and seasonal) due to variations in domestic and industrial
loads and changes in some environmental factors, e.g., weather conditions.
(ii) Interruptibility – reactivity to the intermittency of renewable energy supplies such
as wind and solar, the seasonally alternating behaviours of hydropower and biomass, and
the recurring instabilities associated with fossil-fuel supplies.
(iii) Efficiency – the capacity to recover and reuse energy that is otherwise wasted.

2.3

Selection of an ESS for distribution networks

The history of ESSs began in the early 20th century with the use of lead-acid battery
as an ESS to provide power for residual loads on a DC electricity network [3, 9, 10]. Since
then ESS technologies have continued to develop and they are increasingly being used
for power system applications such as grid stabilization, load shifting, grid operational
support, power quality improvement, and reliability management [9, 11]. Additionally,
the increasing grid integration of intermittent renewable distributed generation (DG)
significantly change the scenario of distribution network operations. These operational
challenges are mitigated by ESS incorporation, which plays a vital role in improving
the overall network’s stability and reliability [9, 12]. The ESSs could also perform an
important role in deregulated markets, e.g., providing arbitrage and increasing the value
of RESs [12].
With the focus shifting to making these functions a reality, governments worldwide
(e.g., EU, U.S., and Japan) encourage the development and deployment of ESSs through
nationally supported programmes [9, 10]. Consequently, ESSs are frequently used in
large-scale applications such as power generation, distribution and transmission networks, distributed energy resources, renewable energy, and local industrial and commercial facilities [10]. The application of ESSs to distribution networks can benefit the
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Figure 2.2: Different types of ESS technologies for distribution networks

supply company, the customer, and the distribution network operator (DNO) as well as
the transmission system operator (TSO) and the generation operator (conventional and
DG) in numerous ways [13]. In [14], ESS opportunities for stakeholders in the electricity value chain are analyzed from the viewpoints of the French distribution system and
island networks. The Sandia National Laboratory reports on ESS application benefits
in the U.S. by evaluating the cost-benefit of distribution and transmission network upgrade deferral arbitrage and generation capacity credit, and power quality issues [15–17].
An electricity grid can use numerous energy storage technologies as shown in Fig. 2.2,
which are generally categorized in six groups: electrical, mechanical, electrochemical,
thermochemical, chemical, and thermal. Depending on the energy storage and delivery
characteristics, an ESS can serve many roles in an electricity market [4].
As placement of large-scale ESSs involves substantial investment, selecting ESSs appropriately on the basis of performance expectations is challenging. The current level
of adoption and the technical specifications of different ESS technologies are assessed
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Table 2.2: Relative advantages, disadvantages and applications of various ESSs
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from technical viewpoints in [10, 18–22]. The ESS inclusion options for increasing RES
penetration at a utility level are explored in [11] by comparing their technical characteristics, cost, and environmental impact. Importantly, in [12, 18, 19, 23, 24], different ESS
technologies are considered based on current state of development, available methods,
technology updates, and application potential. Most specifically, in [12, 19], different
ESS technologies are compared by reviewing various studies which highlight their applications rather than specifying their advantages and disadvantages. Technical comparisons of different ESSs, including their advantages and disadvantages, are provided
in [23], although other factors such as capacity, lifetime, charge and discharge times,
environmental impact, and various aspects of their application are not considered. More
comprehensive comparisons of various ESS technologies for distribution networks are
provided in Table 2.1 [1, 10–12, 18, 19, 23, 25–28] and Table 2.2 [12, 18, 19, 23, 25, 26].

Table 2.1 classifies various ESS technologies as electrical, mechanical, electrochemical, thermochemical, chemical, and thermal. These technologies are considered in regard
to ESS capacity, maturity, efficiency, response time, lifetime and cycles, power and energy capital cost, time for charging and discharging, and environmental impact. The
advantages, disadvantages, and applications of various ESS technologies are provided
in Table 2.2, where the ESS applications are considered as proven, promising or possible for each key application. According to Table 2.1, two of the ESSs in the electrical
category, supercapacitor and SMES, have a higher efficiency rating than any other ESS
technologies, and also have lower costs and a lifetime exceeding 20 years. All of the
electrical ESSs are used for power quality issues, while the SMES is also an option for
RES integration and network stabilization as indicated in Table 2.2. The supercapacitor
is a promising option for voltage regulation, network stabilization, and end-user applications, while SMES is suitable for voltage regulation, spinning reserve, and end-user
services. For the mechanical category, although the mature ESSs (PHS and CAES) are
more efficient and have a longer lifetime than other ESS options, their power cost is
higher. In contrast, the cost of energy for PHS and CAES is lower due to the high
discharge time, although the opposite is true for FES. Both mechanical ESSs are used
for many network applications such as energy management, peak shaving, time shifting,
and load leveling.
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Another mechanical option, FES, which is in the early phase of commercialization,
has good efficiency, long lifetime (above 15 years) and low power cost and is used for
power quality improvement, RES integration, and emergency back-up. Although batteries (electrochemical ESSs) are proven options for most distribution network applications
and have long lifetime and good efficiency, some options (e.g., NaS, Li-ion, NiCd, VRB,
and ZnBr) are costly. The emerging ESS technologies such as solar fuel (thermochemical
ESS) and CES (thermal ESS) have low environmental impacts, while the environmental
impact of some other technologies, e.g., PHS, CAES, and batteries, is adverse. Another
developing ESS technology in the chemical category, the H2 Fuel Cell, has almost zero
self-discharge and long-term storage capacity as well as being a promising option for
most distribution network applications. Despite having some advantages – e.g., lower
cost and higher lifetime – and being proven options for energy management applications, the thermal ESSs have slow response times. However, they are promising options
for other applications such as peak shaving, time shifting, load levelling, black start,
seasonal storage, and network expansion.
The appropriate selection of grid-scale ESSs depends on various factors such as system capacity, required performance, ESS cost and reliability, and type of application.
As can be seen from Tables 2.1 and 2.2, with a higher efficiency and a longer lifetime,
the SMES is a proven option for power quality maintenance, RES integration, and network stabilization, and a promising option for spinning reserve, voltage regulation, and
end-user services. In contrast, the thermochemical, chemical, and thermal ESSs are
promising storage technologies with potential for different grid-scale applications. Despite some limitations, batteries are well established ESSs for most of the applications
in Table 2.2. A recent version, the UltraBattery (also known as advanced lead-acid
battery), developed by the Furukawa Battery Co. of Japan and the Commonwealth
Scientific and Industrial Research Organization (CSIRO) of Australia and tested by the
U. S. Advanced Lead-Acid Battery Consortium (ALABC), is frequently incorporated in
grid-scale applications in the U.S. and Australia as it performs better than other electrochemical ESSs (e.g., lead-acid) [25, 29]. The accumulation of lead sulfate is a well-known
barrier to lead-acid batteries attaining the sustained level of operation required for heavy
duty performance: this problem is reduced by incorporating carbon in the UltraBattery.
This battery acts as a buffer to tackle the high-rate charge/discharge process by inserting
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a supercapacitor so that the ESS can operate successfully within a state of charge (SoC)
window below 70%, unlike conventional lead-acid batteries [25, 30].
Thus, the optimal choice of ESSs depends on the expected performances, ESS characteristics and application types (as presented in Table 2.1 and 2.2); however, there must
be some trade-offs among different ESS facilities. Despite having lower energy density,
the FES, which is in an early commercialization phase, may be the optimal choice for
a distribution network as it offers many advantages such as a low power capital cost,
high power and efficiency ratings, fast response, a lifetime exceeding 15 years, and a fast
charging time. Moreover, it has no negative environmental impacts and is already used
with some important distribution network applications such as power quality improvement, RES integration, and emergency back-up. It is also a promising option for energy
management, spinning reserve, network stabilization, voltage regulation, and end-user
applications.

2.4

Smart charging-discharging of ESSs

ESSs need smart charging and discharging protocols to eliminate some problems,
e.g., excessive charging or discharging and power compensation failures, even if their
energy capacities are unlimited. Control of the SoC of ESSs in distribution network applications is essential. An SoC control strategy is proposed in [31] to facilitate localized
control, regulate the SoC of each ESS, exploit available ESS capacities effectively and
ensure voltage regulation while evading ESS saturation or depletion for various operational conditions. Appropriate charging and discharging strategies, and adherence to
manufacturers’ recommendations must be maintained to address the major challenges
of ESS deployments, i.e. achieving maximum output, optimal efficiency, and a long
lifetime.
Several recent studies have continued to develop suitable charging and discharging
protocols for ESSs. An optimal charging and discharging schedule of an ESS is presented
in [32] to facilitate peak load shaving in a grid-connected PV system. For the proposed
ESS model in Fig. 2.3, the charging and discharging rules are expressed in Eq. 2.1
and Eq. 2.2 [33]. This model and charging and discharging strategies are useful for
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Figure 2.3: A grid-connected ESS model

integrating RESs (wind) into the grid and mitigating the intermittency of wind energy
and line congestion [33].
Charging strategy:
PnIN = min




IN
FnL − CRL , PESS
, (EM AX − En−1 ) /∆t

(2.1)


When line congestion appears FnL − CRL > 0 with the charge rate restricted by the
IN as well as by the ESS availability, only the ESS will be charged.
PESS

Discharging strategy:
PnOU T = min




OU T
CRL − FnL , PESS
, (En−1 − EM IN ) /∆t

(2.2)


When there is no congestion FnL − CRL < 0 and the discharge rate is restricted by

OU T as well as by the available line capacity C
L
the PESS
RL − Fn , to avoid new congestion
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because of discharged power, then only discharging of ESSs will occur. The discharging
of ESSs continues on the condition that stored energy is available.
Importantly, in [34], an ESS charging-discharging strategy for low-voltage distribution networks is proposed to mitigate abrupt fluctuations in PV outputs and support
peak loads in the evening. In that research, the current SoC status of the ESS and the
probable length of charging/discharging periods are considered for effective use of available ESS capacity. With the proposed strategy, the deviation of the SoC of ESSs can also
be tracked and adjusted to the desired level. Again, an optimal ESS charging-discharging
schedule is developed on an hourly basis to minimize the distribution system’s energy
losses and mitigate the intermittency of PV-based DG outputs [35]. The optimization is
accomplished by using the genetic algorithm (GA) and the proposed method has great
potential for analysis of future ESS applications such as voltage support, peak-load
shifting, regulation service, and reliability improvement.
In [36], a real-time, distributed algorithm for an aggregator, coordinating a group
of distributed ESSs, is presented to provide a power balancing service to a power grid
through charging or discharging. In this research, a modified Lyapunov optimization
framework for real-time power balancing is developed by incorporating some characteristics such as time-varying power imbalance and electricity price, finite battery size constraints, cost of using external energy sources, and battery degradation. The proposed
algorithm asymptotically provides optimal performance as the capacity of distributed
ESSs increases with quick convergence. However, this research does not deal with the
joint optimization of self-charging and power balancing, which may be a challenging
problem. In [37], a three-phase unbalanced distribution optimal power flow optimization
model is developed for optimal operation scheduling of ESSs in distribution networks
with RES integration and load fluctuations. In this model, optimal charge/discharge
schedules of ESSs are generated while satisfying voltage limits; simulation results reveal
reductions in power losses and mitigation of peak demand, i.e. improvement of overall
efficiency in the distribution network. However, there is no evaluation of the proposed
method on a larger system and in meshed networks.
A new framework – flexible distribution of energy and storage resources – is developed in [38–40], which is inspired by the V-shape formations of flocks of birds [41, 42]
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and the peloton/echelon formations of cycling racing teams [43–45]. In the case of Vshape formations, the birds or cyclists change their positions continuously to save energy,
otherwise the leading bird or cyclist becomes exhausted sooner than its drafting counterparts. By using these concepts, intelligent charging and discharging protocols are
developed in that framework to save ESS energy and lifetime. However, this framework is only developed for micro-grids by considering the distance to a placed ESS as a
controlling factor and not extended to distribution grids.
The uncontrolled charging and discharging affect the cycle life of ESSs and are responsible for the capacity fade phenomenon known as ESS ageing caused with the decrease
of ESSs’ deliverable capacity [46, 47]. Generally, the cycle life of an ESS indicates the
number of cycling times with allowable capacity fading of lower than 80% of its nominal
value [48, 49]. The results of applying the flexible distribution of energy and storage
resources approach in [40] show that ESS lifetime depends on the cycling sequence, pattern, and occurrence and can be extended by 76% of the baseline (which is 86% in an
ideal case). As ESSs are expensive devices for distribution network applications, ESS
lifetime extension is a critical issue. Smart charging and discharging strategies can save
energy, facilitate optimal ESS efficiency achievement, and ensure a longer lifetime.

2.5

Conclusions

This chapter has provided a comprehensive overview of ESSs in power networks. It
has also presented some key ideas for the optimal choice of ESSs and the smart charging
and discharging of ESSs. Although there are various types of ESSs with extensive
advantages and disadvantages, the optimal choice of ESS will depend on the expected
performance enhancements, ESS characteristics, and application types. While batteries
are widely used ESSs in various applications, the detailed comparative analysis of ESS
technical characteristics conducted in this research suggest that FES also warrants more
consideration, in terms of benefits, in some distribution network scenarios. The smart
charging and discharging of ESSs are both crucial for saving energy, achieving optimum
ESS efficiency, increasing ESS lifetime and achieving cost-effective network operation.
Further research on the application of smart charging and discharging algorithms for
optimal ESS implementation is recommended.
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Chapter 3

Literature Review, Research
Focus, and Methodologies
In this chapter, optimal ESS sizing, placement, and operation are reviewed thoroughly
(based on the recent literature) and critically analyzed by highlighting the strategies
that are used, advantages, and the scope of future research. In addition, this chapter
presents a comprehensive review on the following topics:1
 This chapter discusses about tools and their suitability for system modeling, sim-

ulation, and analysis, considering ESS applications in power networks.
 The chapter discusses various issues related to the power quality of distribution

networks and their mitigation scopes with ESSs.
 The chapter verifies the importance of hybrid meta-heuristic optimization ap-

proaches for obtaining optimal solutions, rather than other optimization techniques.
 The chapter identifies the challenges for ESS development and placement and

discusses the ESS contributions to energy security and society.
1

This presented chapter is a part of the following published paper: Choton K. Das, Octavian
Bass, Ganesh Kothapalli, Thair S. Mahmoud, Daryoush Habibi, ”Overview of energy storage systems in
distribution networks: Placement, sizing, operation, and power quality” Renewable and Sustainable
Energy Reviews, Vol-91, pp.12051230, 2018.
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3.1 Optimal placement, sizing, and operation of ESSs, and power quality
issues in distribution networks

 The chapter presents several key findings which will benefit researchers by high-

lighting potentially important directions for future research.

3.1

3.1.1

Optimal placement, sizing, and operation of ESSs, and
power quality issues in distribution networks
Determining optimal ESS locations

The ESS is a particularly important device that will increasingly become available
to network operators and planners. There are many ESS options to be explored in
terms of technical characteristics and application benefits for the distribution network, as
tabulated in Table 2.1 and 2.2. The large capital investment required makes the adoption
of an ESS a significant step for a network, and their installation must therefore be part
of an extensive smartening of distribution networks [1]. To maximize the benefits from
an ESS operation, it is crucial to determine the optimal ESS locations in a distribution
network. Alongside the technical benefits of ESS usage such as improved voltage and
power quality, utility system reliability, reduced power losses, and relieved distribution
congestion [1–5], the use of ESSs in non-optimal locations can lead to reduced network
performance [6].
Although an ESS can be installed anywhere in a distribution system, appropriate
placement can facilitate optimal ESS operation for power quality improvement, peak
demand mitigation, overall network cost reduction, RES integration, and system effectiveness. The determination of optimal ESS locations in a distribution network can
involve one or more optimization problems depending on the benefits targeted. To facilitate this determination process, a comprehensive survey is indispensable. Various types
of distribution system data should be collected for a particular distribution network
prior to analysis with a powerful decision-making tool. Appropriate tools could include DIgSILENT PowerFactory, MATLAB, Gurobi, Powerworld, CYME, GridLAB-D,
OpenDSS, PSCAD, ISM-DEW (integrated system model- distributed engineering workstation), and EMTP-RV (the electromagnetic transient program- restructured version).
The DIgSILENT PowerFactory provides useful solutions for distribution network problems including system design, data handling, modeling and optimization capabilities,
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and grid interactions skill in a multi-user environment [7]. The suitability of DIgSILENT PowerFactory has been demonstrated in several relevant studies [8–17], where
it has been utilized on its own and also in tandem with other tools such as MATLAB.
MATLAB is also a widely used tool for distribution network analyzes such as power-flow
analysis with a high DG penetration [18], fault analysis [19], development of a new algorithm (for customer classification) and load profiling technique [20], optimal grid sizing
and control with ESSs [21], and optimal placement, sizing and operation of ESSs [22–25].
For simulation packages in MATLAB, MATPOWER offers solutions for complex optimal
power flow (OPF) problems for both large-scale AC and DC [26], while PSAT provides
scope for designing and analyzing distribution networks [27]. Moreover, the flexibility
of MATLAB is apparent from its capacity for integration with other software such as
DIgSILENT PowerFactory [12, 13, 15–17], Gurobi [28, 29], OpenDSS [30–32], PSCAD
[33], ISM-DEW [32], and GridLAB-D [34]. Gurobi is also used for various ESS applications in distribution networks such as ESS allocation, scheduling, operation, and control
[28, 29, 35].

PSCAD can be employed for power system analysis, dynamic distribution

network modeling, and RES modeling [33, 36, 37].
Similarly, other software can also be used to deal with distribution network problems.
Powerworld is used for power flow analysis [38] and the optimal placement and sizing
of DG [39]. The CYMDIST (Cooper Power Systems distribution simulator), a part
of CYME software, is suggested in [32, 40] for planning, modeling, and simulating a
distribution network. GridLAB-D, OpenDSS, ISM-DEW, and EMTP-RV are also used
[30–32, 41–46] for the analysis of various problems in distribution networks as well as
smart grids. Thus, a specific tool should be selected depending on the distribution
network challenges. This can be employed for analysis independently or together with
other software.

3.1.2

Optimal ESS sizing

Because of the crucial role played by the ESSs, their sizing is essential for guaranteeing the correct operation of distribution grids. From both economic and security
viewpoints, an accurate and practical ESS model would enhance modeling of system
operation [58, 59]. Optimally sizing the ESS involves finding the optimal ESS power
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Ref. = Reference, MSAES = Modified self-adaptive evolutionary solver, SCap = Supercapacitors, LP = Linear programming, GAMS = General algebraic modeling system,
CPLEX = Simplex method as implemented in the C programming language, CAPEX = Capital expenditure, SQP = Sequential quadrature programming,
DG = Distributed generation, ANN = Artificial neural network, VAR = A unit of reactive power
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and energy capacities in order to minimize the operating cost of the distribution grid
while still meeting performance targets. The capital cost of ESSs is an important part of
calculating the distribution grid’s operating cost which in turn depends on the payback
period of the investment, so the lifetime of ESSs is crucial. The number of cycles and
the SoC at which the ESS operates are the two main factors that affect the lifetime of
batteries [60]. The estimated lifetime of an ESS is used to calculate the cost associated
with the ESS in [22], whereas in [60, 61] lifetime is determined according to prediction
models. Table 3.1 classifies the research on optimal ESS sizing from the viewpoints of
grid scenario, applied strategies of sizing, ESS technologies used, advantages, and research scope. Most of these studies [47, 48, 52–57] consider a specific ESS technology
for sizing, while a few [49, 51] are ESS technology neutral. The main research focus is to
minimize cost, integrate RESs and analyze their effects, and achieve network benefits.
However, there is also some scope for future research, as identified in Table 3.1.
After determining the optimal locations of ESSs in distribution networks, the next
step should be optimal ESS sizing. This should be established for a distribution grid,
as large ESSs impose higher investment and maintenance costs on the grid while small
ESSs may not provide the desired economic benefits and flexibility or meet predefined
reliability objectives for the grid. The optimal ESS sizing for a distribution network
should comprise all costs directly related to network benefits. For instance, if RESs are
integrated into the distribution networks, it is necessary to include fixed operation and
maintenance costs for integrated RESs in ESS sizing. Moreover, selecting an ESS for
optimal sizing and comparing it with alternative ESSs in terms of cost and performance
can help to identify an appropriate ESS option for a location in a distribution network.

3.1.3

Literature review on ESS placement and operation

In this section, the existing research on ESS placement and operation problems is
classified from the viewpoints of grid scenario, objectives to be fulfilled, algorithm and
strategies used, testing bus and, various advantages and limitations. In addition, the
section details whether individual pieces of research work specify ESS technology or not.
Table 3.2 summarizes the relevant literature on ESS placement and operation problems
(as placement and operation are interrelated) from various viewpoints, based on different
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techniques, scenarios, and limitations. The optimal placement and operation of an ESS
can help to adjust the power flow and reduce power loss in distribution networks. This is
particularly useful for balancing generation with consumption and maintaining system
stability [62].
From the perspective of targeted objectives, most of the literature [6, 22–25, 63–
85] focuses on finding optimum ESS locations in a distribution network, while optimal
operation is targeted by [22, 23, 35, 77–79, 86–95]. Optimal ESS scheduling is accomplished in [96] to improve voltage profile and minimize network losses and cost (in terms
of energy). The optimal ESS placement embedded with network reconfiguration is carried out by [28, 97, 98], where the power flow is optimized [97], network security and
losses are further minimized [28], and RES integration is maximized [98]. However, more
optimal reconfiguration of distribution networks can be introduced for better network
performance expectations. For optimization, different types of algorithms e.g., dynamic
programming, GA, particle swarm optimization (PSO), fuzzy PSO, are employed; however, no comparisons of such heuristic methods are presented in the literature except
[70] (which is not a comprehensive comparison), and hybrids of these algorithms are
reported in only a few publications [23, 70, 72, 73, 80, 82, 84, 87]. Software such as
MATLAB, PSLF, OpenDSS, CPLEX, GAMS, Gurobi, and DIgSILENT PowerFactory
is used for system simulation and modeling, although MATLAB is the major choice.
Many researchers use a specific test bus system such as IEEE 13, 14, 15, 24, 30, 33,
34, 37, 39, 84, 119, 123, 906, or 8500 to verify system performance instead of general
test systems. From the ESS technology viewpoint, batteries (single or hybrid) are widely
used among other ESS options and the comparative investigation of various ESS types is
presented in [23, 25, 66, 67, 70, 81–83, 86, 90] to provide better outcomes for large-scale
capital investment in distribution networks.
Notably, to ensure sustainable energy supply with RES integration, wind is considered in [23, 67, 69, 72, 79–82, 84, 93–95], PV is integrated in [6, 22, 24, 28, 29,
76, 77, 83, 86–88, 92, 96, 100], and both (or generic RESs ) are also incorporated in
some studies, e.g., [35, 64, 66, 68, 87, 97, 98]. Though generation from RESs significantly affects power quality due to intermittent nature, overall mitigation of this issue
is not considered in the RES integrated distribution network by the literature in Table
3.2. Some power issues such as voltage fluctuations or deviations, frequency deviations,

34

35

[63]

[97]

reduction of network

RES generation,

addressed, investigation can

RES integration are not

Optimal ESS placement and

sizing

Distribution

networks

and DistFlow modeling

buses

of background injections at

complicated spatial structure

investigations on more

radial networks, development

More mathematical proof of

of more realistic models,

minimization

fied)

specified

placement
Energy loss

(modi-

123

IEEE

ESS sizing and

network reconfiguration

Not

specified

makers for optimal

fied)

(modi-

33

energy constraints
Power quality issues due to

reactive power capability

Analytical modeling, OPF,

MATLAB interface- YALMIP

Improved utilization of

be done with more optimal

including network

networks

Not

line current chance and ESS

addressing the inaccuracy of

to other non-ESS scenarios,

this approach can be applied

which fluctuates practically;

voltage is considered as fixed

investigated, the slack bus

chance-constraints is not

proposed method for current

Generalization of the

reconfiguration is also possible

more optimal gird

considered as an RES, and

Only photovoltaic (PV) is

research opportunities

Limitations/future

supports to decision

energy/power capacities

distribution

IEEE

minimization

optimization

MISOCP, implemented in

installation costs

operation and

uncertainties, ESS

vehicles (EVs) and DG

(MCS), NPCC, scenario based

13

IEEE

bus,

network losses
Modeling of electric

investment costs, and

supply and ESS

congestion, energy

voltage deviation, line

Minimization of

Advantages

reconfiguration and DG

distributed ESS locations and

point based

specified

Not

ESS types

Radial12- Li-ion

70-bus

and

6-bus

bus

Test

losses, providing

Optimal determination of

monte carlo simulation

optimization approach

Soft open

Gaussian approximations,

chance-constrained (NPCC)

grids

programming (MILP),

using a non-parametric

Mixed integer linear

implementation

interface- YALMIP used for

distribution

networks

(OPF), Gurobi and MATLAB

Convex optimal power flow

ESS operation and planning

reconfiguration

distribution

Applied Algorithm and
Strategies

Active

distributed ESSs and grid

Active

gical)
[28]

[77]

Optimal allocation of

Scenario

(chronolo-

Targeted Objectives

Grid

Literature

Table 3.2: Review of literature based on optimal placement and operation of ESSs

3.1 Optimal placement, sizing, and operation of ESSs, and power quality
issues in distribution networks

3. LITERATURE REVIEW, RESEARCH FOCUS, AND
METHODOLOGIES

[86]

[87]

[64]

[65]

[99]

[98]

(LV)

Low voltage

ESSs

operation of distributed

Modeling and optimal

predictive control (MPC),

linearized AC-OPF, model

Multi-period AC-OPF,

nologies

two tech-

Li-ion for

ESSs, minimization of

losses, real time control of

30% reduction of ESS

types

investigated with other ESS

Power quality issues can be

-

distribution

LiFePO4
Batteries

improvement

reduction and reliability

utilization
Operational cost

algorithms to be applied in

addressed
Appropriate ESS control

other than reliability can be

considered, performance indices

RES uncertainties are not

ESS degradation, and

Hybrid of grey wolf optimizer

Prevention of under and

maximization of PV

and PSO, pareto-optimal and

Not

Li-CoO2

Multi-objective energy

fuzzy dicision making
IEEE 34

and
Distribution
management with ESSs

strategies, MATLAB
Multi-period OPF, clustering

overvoltages,

MLIP, and CPLEX

networks

Optimal allocation of

Specified

grids

IEEE 84

LV radial

(modi-

real-time network operation can

and sensitivity analysis

be investigated

ESSs (ESS number,

minimization of total

distribution

network costs (ESS costs

fied),

and network losses)

(CSA), CVX modeling

Italian

locations, and sizes)

17-bus,

networks

tollbox, and SeDuMi solver

200

Loss sensitivity factor

networks
PG & E

Not

Improvement of

on optimal distributed ESS

Investigation with more focus

random
Optimal DG allocation

allocation can be carried out,

Distribution

RES and load uncertainty

renewable DG output,
minimization of line

consideration, hybrid ESSs

specified

losses, maximization of

incorporation

69-bus
lion optimizer, grey relation

investment benefits and

approach, multi-objective ant

projection theory,

voltage stability

and ESS integration

chance-constrained

networks

programming, and

optimal distributed ESSs
IEEE 13

allocation with larger number

probabilistic power flow
Multi-agent system (MAS),

Good voltage support
Decentralized real time

Li-

Active

clustered real time model

Not

profile improvement,

minimization, voltage

profiles
Overall network cost

quality issues can be addressed

mitigation, and other power

Frequency regulation, flicker

system loss minimization

specified

voltage and current

of bus can be investigated

control of distribution

based control, MATLAB, and

and line congestion
distribution

networks using ESSs

Stochastic MILP

IEEE 119

management, feasible
networks

Optimal ESS deployment

Titanate

Distribution

and network

YALMIP optimizer

systems

reconfiguration

36

37

[75]

[68]

[101]

[67]

[35]

[100]

[66]

large-scale ESSs in RES

networks

penetrated scenarios.

and operation of

distribution

RESs

networks

Optimal allocation, sizing,

sizing of ESS considering

distribution

Active

Optimal allocation and

simulation software, and

power plant

European LV

FESTIV, PSLF dynamic

ESS operated with a wind

system

mathematical framework

optimization algorithm and a

Dynamic programing

(NSGA-II)

genetic algorithm II

SimPowerSystems
Non-dominated sorting

MATLAB/Simulink

strategy implemented in

grid-connected battery

area power

A coordinated control

Coordinated control of a

solver, and a sequential MCS

linear-programming (LP)

GA combined with

system, MISOCP, Gurobi

PSO, energy management

A modified 4

networks

Distribution

Optimal ESS allocation

of mobile ESSs

systems

Scheduling and operation

MATLAB

real-time operation.

distribution

using SimPower toolbox of

distributed ESSs’

Active

system modeling and MCS

for grid connected

system

Markov chain process for

approach

A game-theoretic multi-agent

Development of controller

ESSs

systems

A distribution

Optimal allocation of

Distribution

China

system of

real

13-bus

IEEE 906

18-bus

(radial)

33-bus

VRB

Batteries

Li-ion

costs

benefits, optimizing ESS

consumption and ESS

lifetime maximization
Maximizing RES

ESS costs reduction, ESS

improvement, DG and

Voltage profile

support

losses
Multi-scale frequency

carried out

quality investigation can be

Voltage profile and power

improvement is not investigated

Overall power quality

can be investigated

overvoltage, and undervoltage

as flicker, voltage deviation,

Other power quality issues such

investigated
upgrade costs, and energy

reliability improvement are not

interruption, system

and distribution system

maintenance,

and NaS

Power quality issues mitigation

ESS installation,

heuristic optimization approach

supports
Cost reduction regarding

acid, VR,

Lead-

application of hybrid meta

network operator, voltage

investigated for mobile ESSs,

profit maximization of

imported grid power and

Power quality issues can be

bus(radial)

Cost minimization of

then flicker issue can be

RES and if wind is considered

investigated

distributed ESSs

stochastic stability of

system
41Batteries

specified

for energy agents
Enhancement of

Only PV is considered as an

investigated

Not

quality improvement are not

mitigation of energy
transaction mechanism

voltage profile and power

improvement and risk

performance indices, e.g.,

Nash equilibrium,

Li-ion

Other distribution network

ESSs, achievement of

Interaction between

acid, and

Lead-

mark

bench-

urban

Canadian

(radial)

IEEE 15

3.1 Optimal placement, sizing, and operation of ESSs, and power quality
issues in distribution networks

3. LITERATURE REVIEW, RESEARCH FOCUS, AND
METHODOLOGIES

[88]

[74]

[29]

[71]

[76]

[89]

[69]

A more adaptive control

Not

Network reliability

is not presented, other

analyzed
Modeling of specific ESS types

Batteries

94-

IEEE 37

strategy can be employed,

ESS charging-discharging

Reduction of peak load

Steady-state operation of

energy management systems

A

and quantification of

and the communication link

strategy with the

power generation and

ESSs
incorporation of a load factor,

voltage intermittency

PV-enhanced
distribution
developed in OpenDSS and

NSGA-II and Pareto

improvement (i.e. SAIDI

DIgSILENT PowerFactory
Optimal ESSs integration

specified

between ESSs and PVs can be

network

Distribution

bus(radial)

reliability indices, e.g., SAIFI,

dominance concept

CAIFI, ASIFI, ASAI, CTAIDI,

(ESS number, sizes, and

and MAIFI), equipment

and CAIDI are not addressed
A more theoretical assessment

networks

cost minimization

of RES imbalance impact on

locations)

Controlling and

-

Not

MPC using MATLAB and

the control system performance

Control of ESSs to track

smoothing of net power

and field testing works can be

A Distribution

specified

profile exchanged with

Gurobi

the grid

accomplished
Application of other
GA, LP, OpenDSS

and shave power

RES

optimization approach, Specific

Sizing and siting of ESSs

grid with high

penetration

Peak demand

Distribution

Batteries

ESS technology is not addressed

issues are not investigated
More invetigations for power

8500

IEEE

minimization, voltage

systems

quality improvement using

and modelled , power quality

fluctuation mitigation

Maximization of total

33-

Not
Optimal power factor

other optimization approach

Multiple ESSs planning

NPV, improvement of

Distribution

specified

bus(radial)

can be targeted

approach, load following

load factors and voltage

(location, size, and

profiles

networks

control method, and GA
operational

Power quality issues are not

toolbox in MATLAB
characteristics) using cost

investigated

Optimization parameters other

Integer coded GA, Auto

Minimization of cost,

than real time pricing can be
regression moving average

power losses and wind

Minimization of daily net

benefit analysis
Optimal ESS operation

(ARMA) modeling technique,
Not

Lead-acid
addressing real-time

IEEE 14

specified

-

pricing

MATLAB
Multi-period AC OPF,

and IEEE

Smart grid

Optimal ESSs’ allocation

MATLAB

118

maximization of line

addressed and analyzed
Wind

based on sensitivity

costs

penetrated

analysis

power curtailment,

power systems

congestion mitigation and
system benefits

38

39

[96]

[104]

[103]

[70]

[102]

[72]

14-bus

Not

improvement, cost

Voltage profile

network

energy and network losses

specified

distribution

process, MATPOWER

(EMTP/ATPDraw)
Markov chain decision

minimization in terms of

Optimal ESS scheduling

solar DG or multiple ESSs

network scenarios having larger

Investigations need for different

not considered

program draw

flicker, harmonic distortion are

power quality issues, e.g.,

program/alternative transient

frequency deviations

electromagnetic transient

implemented in

performance
RES integration and other
Reduction of voltage and

improve distribution network

Matlab/Simulink
Coordinated control algorithm

can be applied to solve other

The proposed control approach

considered

also demanding
Power quality issues are not

power quality issues and

fluctuations

costs
Mitigation of voltage

investment and operation

Minimization of

loading, and power quality is

as demand management, line

optimization parameters such

ESSs considering other

implemented in
Li-ion

Batteries

and ZnBr

Lead-acid

Batteries

consensus controls

-

7-bus

IEEE 15

RBTS

modified

IEEE 15,

voltage (MV)

medium

European

system

distributed ESSs

networks

distribution

pentration

distribution

Coordinated control of

ESSs with high PV

LV radial

A Korean

AC OPF, MATLAB
A hybrid approach of local
droop based and distributed

MCS and DE, Multiperiod

penetration
Distributed control of

networks

MCS, hybrid approach of

with high wind

Optimal ESSs allocation

Distribution

penetration

system

Optimal planning of mobile

MATLAB

reliability

regulation
Improvement of system

Markov models, MCS,

quality

and better voltage

probabilitic OPF, MATLAB

DG

ESSs with RES

SAIFI), measurement of power

reliability improvement,

PSO approach, MCS,

EVs, capacitors, and wind

network

Application of mobile

various indices (e.g., SAIDI and

RESs, peak shaving,

hybrid tabu search (TS) and

power rating) including

distribution

distribution

improvement by measuring

including dispatching

A power

More analysis for reliability

Cost minimization

Batteries

method (PEM), modified

(location, capacity, and

equipped

21-bus

2×3×5 Point estimation

Optimal ESS planning

A tap-changer

3.1 Optimal placement, sizing, and operation of ESSs, and power quality
issues in distribution networks

3. LITERATURE REVIEW, RESEARCH FOCUS, AND
METHODOLOGIES

[73]

[90]

[78]

[22]

[79]

[91]

PEM, Hybrid TS-PSO

Overall cost minimization

applied to the real sized

The proposed approach can be
ZnBr

Optimal ESS planning

systems using some other

21-bus

An active

including ESS, O&M,

modification strategies, e.g.,

approach, OPF, probabilistic

sensitivity analysis

(location, capacity, and

violation costs, peak

regulation, and enhanced

distribution grid,

ESS placement are not

placement and RES integrated

reliability
UltraBattery,Loss reduction in
lead acid

Minimizing generation

neglected during optimization

Fixed installment costs are

considered

economically beneficial

CAES
Not

and

Li-ion,

VR,

CEE,

with

Power quality issues after the

shaving, better voltage

distribution

-

-

reliability and constraints

Dynamic programing

load flow

Effects of ESS inclusion on
optimization

power rating)

Distribution
grid efficiency

network

grids

Mathematical modeling with

time-scales are not studied.
Adaptive management system

Optimal placement and

for ESS, reactive power

A power

costs

and ESS applications to

specified

Power loss and peak

management for voltage profile

deep analysis

Batteries

demand reductions along

control of ESSs

Cost-based multi-objective

(no

network

Optimal ESS allocation

optimization strategy by

renewable generation at faster
A distribution

and operation for

IEEE 33

network

with better voltage

and feeder capacity

specific

investigated
Power quality issues are not

MATLAB

regulation.

addressed

improving load and DG

Spinning reserve supports

An IEEE

optimal ESS operation

ESS location and size, and

Determining optimum

YALMIP used for

AC-OPF, MATLAB toolbox-

unit commitment and

MISOCP model combining

Balancing the economic

ESS types are not specified

for four types of batteries, the

Although, the analysis is done

improvement are not

types )

for variable wind power,
benchmark

with wind integration

value and lifetime of ESS,

hosting ability

Not

radial

implementation
Constrained stochastic

energy arbitrage

application of ESSs under

peak demand mitigation
distribution

Characterization of

shortest path (CSSP), Pareto

IEEE 34

specified

system
Smart grid

optimal value-lifetime

optimal approach

Battery
with grid- scale

performance pair for ESSs

-

ESSs

dynamic pricing

40

41

[24]

[81]

[23]

[92]

[80]

[6]

the uncertainty of wind power

distribution

line congestions,
minimization of

of RESs and loads

electricity cost

network cost and

load curtailment and

improvement of supply

deviations and

Mitigation of voltage

curtailment, and stochasticity

interface

Not specified

wind integration

as an ideal ESS for

power, verifying PHS

large-scale wind

integration of

quality, elimination of

deviations, line congestion,

networks

YALMIP-MATLAB

AC-OPF and MISOCP,

China
IEEE 34

bus of

regional

a

ed) and

batteries

PHS, flow

ESSs, network losses, load

by handling voltage

distribution

programming based model

IEEE 39
(modifi-

cost of supplying loads and

Optimal ESS siting and sizing

Active

penetration

with wind

algorithm to solve bi-level

Other ESS technologies, e.g.,

operation

GA-based numerical

Optimal ESS allocation and

power system

annual arbitrage
Facilitating the

A large-scale

investigated

benefits; benefits of

with specific ESS technologies

The analysis is not carried out

not considered for comparison

batteries, SMES, and FES are

improvement are not

system reliability

Power quality and distribution

optimization toolbox

maximizing system

and total costs while

Minimization of NPV

management

NaS

VR, and

sequential MCS, MATLAB

Lead-acid,

operation for load

(radial)

programming solver, a

GA combined with linear-

location and size; optimal ESS

various ESSs

performance comparison of

specific ESSs with

systems

RES integration

facilitation of DG and

Research is not carried out on

Distribution

42-node

energy cost,

system
33-bus

AMPL and CPLEX

test and

optimum ESS operation
Determination of optimal ESS

dispatchable DG and

network

MILP; implementation by

real

energy (purchased from

distribution

voltage profiles
Reduction of total

Not specified

ESS placement is not studied

optimization approaches
Impact on ESS lifetime after

minimization and

used rather than modern

DG
Power system cost

with specific ESS types; GA is

Net Present Value
(NPV) by integrating

Analysis is not accomplished

Minimization of total

technique; 5PEM
Medelling in MISOCP and

Specified

Not

Battery

improvement of
11-node

IEEE 30

ed)

IEEE 33
(modifi-

and a probabilistic load flow

by incorporating NSGA-II

Hybrid multi-objective PSO

algorithm, OPF, and GA

optimization solution

A novel bi-level

distribution substation) by

Minimizing overall cost of

A radial

system

Sitting and sizing of ESS given

and capacity determination

A wind power

Optimal ESS installation site

A distribution

network

3.1 Optimal placement, sizing, and operation of ESSs, and power quality
issues in distribution networks

3. LITERATURE REVIEW, RESEARCH FOCUS, AND
METHODOLOGIES

[82]

[93]

[94]

[83]

[84]

systems

Distribution

shed, network reliability

determination of loads to be

Optimal ESS allocation and

sequential MCS

programming solver, a

GA combined with linear-

Optimal ESS operation and

mechanism, two tractable

Optimal bidding

improvement

picking out the optimal

design approaches

33-bus

CAS, NaS,

Lead acid,

improvement of

interruption cost and

Minimization of

considered as DG

Wind is the only RES

profitability of ESS

Ensuring the

suitability of other ESS

wind is considered; the

For RES generation, only

flywheel) with rapid response

ESS options (e.g., batteries,

technologies is not analyzed

investment

reduction

reliability, annual cost

distribution system

(radial)

Li-ion

and VR

IEEE 24
(modified)

Considerably higher

time are not employed, ESS

A power grid

energy and reserve bids for
ESSs considering Intermittent
nature of RESs to market

Stochastic dynamic

profit compared to

prices
Adaptation of optimal ESS

programming framework,

fixed policy

CAES

A grid

operation (for wind energy

inhomogeneous Markov

-

connected

time shifting) policy to

model, objective function

Fuzzy PSO (FPSO) and a

Li-ion and

DISCO’s profit from

Maximizing the

considered

Power quality issues are not

savings

and operation cost

energy transactions

lead- acid

prices are not analyzed

regulation and impact of

application to frequency

wind power

maximize the plant profit

IEEE 15

plant

Optimal allocation of ESS to

cost-benefit analysis method

output power on market

A radial

mitigate risk for distribution

approximation, MCS,

distribution

companies (DISCOs)

CPLEX

network

CAES

The applicability of various
IEEE 24

ESS technologies applicable to

Market-based probabilistic

Maximum utilization

Optimal placement of ESS to

RES integration is not studied

A deregulated

of wind power,

OPF, GA, an energy

minimization of hourly

minimize cost

social cost

arbitrage model

power system
with high wind
penetration

42

43

maximize the benefits for the

utility and DG owner

grid with high

wind

penetration

Optimal ESS allocation to

introducing standby ESSs

A distribution

To minimize the cost by

network

OPF problem, MATLAB,

operation

A distribution

variables (2) active-reactive

profit compared to fixed ESS

MATLAB, IEEE-RTS

ARMA modeling technique,

PowerFactory

PSO, DIgSILENT

GAMS

optimization of integer

operation to maximize the

network

A two stage framework- (1)

Optimal and flexible ESS

A distribution

system

tribution

rural dis-

41-bus

-

network

rural

41-bus

VRB

ZnBr, and

VRLA, NaS,

Lead-acid,

fuel cell

Battery and

Battery

annual electricity cost

Minimization of

Cost efficiency

reduction

operation, price

profit than fixed ESS

Achievement of higher

enhancement) are considered

shaving, reliability

for the utility (e.g., peak

Not all possible ESS benefits

are not studied

cost of optimum placement

load priority, load growth, and

Impacts of grid configuration,

are not specified

considered as RES, ESS types

not allowed, only wind is

More than one ESS cycling is

GAMS = General algebraic modeling system, CPLEX = Simplex method as implemented in the C programming language

DG = Distributed generation, CEE = Carbon-enhanced electrode, VRLA = Valve-regulated lead-acid, AC-OPF = AC optimal power flow, RTS = Reliability test system,

SeDuMi = A linear/quadratic/semidefinite solver for Matlab and Octave, RBTS = Roy Billinton test system, GA = Genetic algorithm, DE = Differential evaluation,

PSO = Particle swarm optimization, MISOCP = Mixed integer second order cone programming, CVX = Matlab-based modeling system for convex optimization,

FESTIV = Flexible energy scheduling tool for integrating variable generation, PSLF = General electric’s positive sequence load flow, O&M = Operation and maintenance,

[25]

[85]

[95]

3.1 Optimal placement, sizing, and operation of ESSs, and power quality
issues in distribution networks

3. LITERATURE REVIEW, RESEARCH FOCUS, AND
METHODOLOGIES

overvoltage, and undervoltage are addressed in some studies [22, 28, 64, 65, 68, 71–
73, 76, 80, 96, 98, 99, 101, 103, 104]. However, there are still opportunities for in-depth
studies addressing other power quality issues such as flicker, harmonic distortion, voltage
sag, voltage swell, short or long term interruption, and oscillatory transients. Moreover,
the impact on the lifetime of ESSs, after optimal placement and operation, is addressed
by very few research works [6, 22, 68, 83, 86, 91].
To have sustainable solutions for the optimal ESS placement problem in an RES integrated distribution network, various network issues, including the uncertainties of RES
generation and loads, must be considered and modelled. However, these uncertainties
have only been taken into account in a few studies [23, 24, 28, 29, 64, 66, 69, 70, 72,
73, 76, 77, 80, 82, 84, 94, 95]. In [80, 84, 94], the uncertainty of wind generation has
been considered and modelled by different techniques. In [80], the uncertainty of wind
generation is considered for the formulation of cost probability optimization problem and
discretized by the 5-point estimation method (5PEM), while the 2PEM is employed by
[84]. Wind uncertainty, along with price uncertainty, is handled by a stochastic dynamic
programming technique in [94]. In contrast, the load demand uncertainty in [23, 82]
is presumed to follow the hourly IEEE-reliability test system load-shape rather than
being characterized by special techniques; however, the researchers employ a probabilistic approach to deal with the load and DG stochastic behaviours. In [95], the wind
power and load demand uncertainties are considered by assuming they can be forecast
in a time-frame optimization, while in [73] these are modelled using PEM. However, the
inaccuracies of these forecasts are neglected in that literature. The uncertainties of a
hybrid system (solar PV and wind) and load demand are addressed in [24] by considering different scenarios of PV, wind, and loads. A special method (K-means method)
is used for data clustering, thereby reducing the number of stochastic input scenarios.
Similarly, the RES and load uncertainties are also taken into account in several studies
[28, 29, 64, 66, 69, 70, 72, 77] and modelled using different techniques. Though the
above studies deal with uncertainties of RES generation and/or loads, the optimization
problem formulation for addressing these types of uncertainties is vitally important for
future research of optimal ESS placement and operation.
The control of ESSs using different algorithms or approaches is very important for optimal ESS operation. Some control approaches are employed in [29, 99–101, 103, 104]. In
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[101, 104], ESS operations are facilitated through the coordination-based control method
to provide voltage and frequency support. In [29], model predictive control (MPC) is applied to ESS operations for the power tracking and shaving of the distribution network.
A stochastic stability enhancement strategy is employed in [100] for stable ESS operations. Furthermore, in [99], the real-time control of an active distribution network is
accomplished through a multi-agent-system (MAS)-based decentralized control of ESSs.
Besides these ESS control techniques, as discussed above and in Table 3.2, more control strategies can be employed to facilitate the optimal ESS operations in distribution
networks.
Some studies introduce the mobile ESS concept which is also interesting from the
ESS application viewpoint [35, 102]. In [35], some important distribution network objectives – such as profit maximization for the network operator, cost minimization for
imported grid power and voltage support – are achieved through mobile ESS scheduling
and operation. Again, in [102], distribution system reliability is improved with mobile
ESS deployment and operation. The optimal placement, scheduling, operation and control of mobile ESSs can be investigated by applying different techniques in distribution
networks.
Various types of performance and reliability indices for distribution networks are investigated in Table 3.2. In [74], distribution network reliability through ESS integration
is investigated by addressing the indices momentary average interruption frequency index (MAIFI) and system average interruption duration index (SAIDI), while skipping
other indices such as system average interruption frequency index (SAIFI), customer
average interruption duration index (CAIDI), customer total average interruption duration index (CTAIDI), customer average interruption frequency index (CAIFI), average
service availability index (ASAI), average system interruption frequency index (ASIFI),
average system interruption duration index (ASIDI), customers experiencing multiple
interruptions index (CEMIn), and customers experiencing long interruption durations
index (CELID) [105]. On the other hand, in [72], network reliability is improved through
optimal probabilistic-based ESS allocation, where the reliability indices are not considered. However, all of the reliability indices, including SAIDI, SAIFI, CAIDI, CTAIDI,
CAIFI, MAIFI, ASIFI, ASAI, ASIDI, CEMIn, and CELID are important for overall
reliability analysis of distribution networks using ESSs and should be considered. The

45

3. LITERATURE REVIEW, RESEARCH FOCUS, AND
METHODOLOGIES

steady state characteristics of distribution networks are optimized in almost all relevant
studies listed in Table 3.2, but transient or dynamic issues are neglected for optimal
ESS placement and operation problems except [100] where the transient stability of ESS
grid-tied inverter is only focused.
The charging impacts of electric vehicles (EVs) on distribution networks are also
crucial. EV is a promising technology for the reduction of GHG emissions and the alleviation of climate change and global warming concerns [106–110]. With the targets
for carbon emission reductions, governments of many countries are adopting EVs rather
than conventional vehicles [106, 108, 110]. Furthermore, the potential contributions of
EVs can facilitate continually increasing generation from intermittent RESs, e.g, wind
[109, 110]. Consequently, EVs are becoming more popular as sustainable transportation systems and are undergoing rapid development [106, 108]. The increasing charging
pattern of EVs has a considerable impact on distribution networks [106–108, 111], including impacts on load profile, voltage profile, system components, power losses, phase
unbalance, grid reliability and harmonics, as well as power quality. Hence, optimal ESS
placement and operation should consider the charging impact of EVs on a distribution
network. In [77], EV charging stations and EV uncertainty are considered in optimal
ESS planning in an active distribution network. The PEM is utilized in [72], another
research on optimal ESS planning in distribution networks, to address the uncertainty
of EVs. However, more research should be carried out in relation to optimal ESS placement and operation by considering various EV integration impacts, EV uncertainty, EV
charging and discharging, and other optimization parameters.
The optimal placement and operation of ESSs are very important for maximizing
network benefits. To obtain solutions for the optimal ESS placement and operation
problems, various factors related to network performance and reliability should be considered. Identifying the optimal solution for ESS placement in a power system directly
depends on the case studies (including system size and topology). This concept is evident in [22], where the optimum locations of ESSs are determined through simulation
for two case studies, a low voltage (LV) distribution network in Western Australia and a
medium voltage (MV) IEEE 33 bus system. Depending on the system size, the required
number of ESSs to be installed in a network can be determined, which may satisfy the
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objective function of the problem. Take for example a micro-grid, which is a small section of a power system or distribution network. One ESS may be enough to mitigate
system demand or power quality problems. However, for a large power system such as
a distribution network, several ESSs may be required. In addition, the ESSs should
be distributed in the network rather than centralized to provide more opportunities for
problem mitigation and greater flexibility. For instance, analyzing and comparing the
applicability of distributed ESSs with a centralized ESS through simulation in [84] reveal
that the distributed ESSs are more efficient. Again, the idea is validated in two case
studies of [80] where the capacities of 42.3 MW and 29.2 MW are met by optimal placement of four and three ESSs respectively (with different capacities) at different buses.
Although much research has been undertaken on these issues, comprehensive ESS models covering placement, operation, and sizing in a distribution network are needed for
different case studies and scenarios.
As the mitigation of power quality problems is linked with optimal ESS placement,
the next section discusses the ability of ESSs to mitigate various power quality problems
and the importance of optimal ESS placement in distribution networks.

3.1.4

Power quality problems and the role of ESSs

Power quality refers to the measurement, analysis, and improvement of the bus
voltage for maintaining a sinusoidal waveform at rated voltage and frequency, which
is generally meant to express the quality of voltage and/or current [112]. The power
quality of distribution networks may be affected by various issues as listed in Table 3.3
[3, 112–130], which can affect the performance of sensitive loads and equipment. The
steadiness of power demand, particularly for large companies or bulk tariff consumers and
highly automated industries, can be affected by a network’s power quality degradation.
Therefore, power quality improvement in a distribution network is an important issue
from the customer viewpoint [131].
Fig. 3.1 represents the most common voltage quality problems according to the IEEE
1159-1995 standard [130] for two durations: short (<1 min) and long (>1 min); where
r.m.s variations (for short durations) are divided into three time intervals- instantaneous,
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Table 3.3: Most common power quality problems [3, 112–130]
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to a large block of loads, damage to equipment,and large
sources of generation forced off-line
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Vrms = RMS voltage, Vnom = Nominal voltage, µs = Micro-seconds, ns = Nano-seconds, V = Voltage, I = Current, p.f. = Power factor, φ= phase
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Figure 3.1: Common voltage quality problems according to the IEEE Std. 1159-1995 [129]

momentary, and temporary. Depending on the disturbance voltage magnitude and duration, voltage quality issues such as voltage dip (or sag), voltage swell, interruption,
overvoltage, and undervoltage can be demarcated [129, 132]. The voltage profile management of large distribution networks is difficult because of the fluctuating behaviour
of integrated RESs [133] and load demands [134], but it is crucial for power quality
improvement. These oscillations can initiate steady state high/low voltage problems as
well as voltage flickers, depending on the rate of change of voltage and various loading
scenarios [135].

The exigency for ESS use to mitigate the impact of various power quality issues is
highlighted in Table 2.2, which shows its potential for ameliorating most of the power
quality problems in distribution networks. These include voltage dip, voltage swell,
flicker, spikes or surges in voltage, overvoltage, undervoltage, short and long interruption, oscillatory transients, harmonic distortion, and deviation in frequency. For power
quality improvement, ESS can be appropriate for fast, immediate, and high power responses which last for up to a few seconds [136], and for flicker compensation and voltage
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sag correction problems. For instance, they are useful for maintaining the network voltage within an endurable limit [137], which is obligatory for precise reactive power flow
control and thus for generating high quality power [4]. In many cases, ESSs are introduced to solve power quality problems. As discussed in [133, 138], power quality support
can be provided by implementing ESSs at the point of common coupling through converters with the exchange of active and reactive power. An ESS, as a source of power
connected to a dc-link, can also be coupled to FACTS (flexible AC transmission system)
or DSTATCOM (distribution static synchronous compensator ) [139] devices compensate
for the system’s active and/or reactive power unbalance. A new method is proposed for
applying DSTATCOM with ESS to solve the flicker problem [138]. Again, ESSs are employed to offset the reactive power in [140], where the key drive is to eliminate harmonic
distortions.
ESSs are used to minimize the overvoltage problem along with the function of storing
excessive energy in [141–143]. Using rooftop PVs, both overvoltage and undervoltage
issues are addressed in [144] and a reactive capability of a PV inverter with ESS (battery) is proposed to ensure an acceptable voltage profile. Voltage fluctuations with the
penetration of PVs are addressed and mitigated by introducing customer-side ESSs in
[145–147]. An advanced voltage regulation method is proposed in [148] for distribution
networks. This comprises dispersed ESSs and generation systems and considers an imbalance in the load diversity among feeders. However, improved voltage stability and
more precise voltage regulation are still demanding issues. The authors in [149] propose
using distributed ESSs to solve the voltage rise/drop problems in distribution networks
(low voltage) with high penetration of rooftop PVs. The authors propose a coordinated
control method to estimate the power outputs of ESSs in this research, which includes
both distributed and localized SoC controls for distributed ESSs. The impact of an ESS
(VRB), integrated with a PV source, on feeder voltages is investigated in a detailed simulation; however, the scenario may be challenged by the penetration of multiple RESs
(e.g., PV and wind) in distribution networks.
The voltage profile can also be improved by controlling the reactive power. In [150],
a droop control strategy for an ESS (ZnBr) combined with PV inverters is proposed
for reactive compensation and hence for voltage profile improvement. However, the
coordination of distributed ESSs in this research is challenging as the proposed control
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methods are applied in a decentralized structure. The power curtailment of PV or
reactive power compensation is inexorable if the SoC of the ESS at a specific bus reaches
defined limits. Quite the opposite is considered in [151]: a coordinated control of ESSs
(distributed) with conventional voltage regulators is proposed to mitigate the voltage
rise problem where the charging/discharging coordination of distributed SoC controllers
is managed by a centralized controller.
A key review paper highlights how ESSs can also be beneficial for frequency control
[4]. During transients, ESSs can play a major role in maintaining frequency stability
by adjusting the grid frequency dynamically and hence improving the stability of the
system [4]. The regulation of grid frequency is investigated with a new SoC feedback
control strategy in [152], for a system comprising high penetration of wind generation and
ESS. Another frequency control approach entirely reliant on ESS (batteries) is discussed
in [153] to facilitate frequency regulation of an islanded power system (with no RESs).
Likewise, in [154], a peerless control algorithm with flexible SoC limits of an ESS (battery
as spinning reserve application) is employed for frequency control of an isolated power
system. The potential of ESSs to mitigate power quality problems and sustain healthy
networks has been validated in the above literature. However, the most important goal
is to extract the maximum benefit from using ESSs for power quality improvement via
the optimal placement of ESSs in a distribution network. There is little research on
solving power quality issues with optimal ESS placement. A number of optimization
problems, such as voltage flicker, overvoltage, and undervoltage, should be addressed
to realistically solve power quality problems via optimal ESS placement. For example,
if the ESS location is selected arbitrarily in a network where the voltage flicker or dip
problem does not generally exist, then the ESS placement will not mitigate network
power quality problems, which may happen for other power quality issues set out in
Table 3.3.

3.2

Implementation and performance

The relevant literature for optimal ESS placement, sizing and operation, and related
power quality issues has been reviewed in the preceding section. Below, development and
implementation challenges, optimization approaches to obtain ideal distribution network
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performance, the social impact of ESS placement, and related energy security issues are
discussed.

3.2.1

Development and implementation challenges

For optimal ESS placement, development and implementation challenges must be
considered. Development issues include appropriate planning and modeling, realistic
data analysis, determination of optimization factors (such as power quality problems,
cost, stability, and reliability issues), suitable ESS selection and sizing should be addressed thoroughly, while initial investment, ESS deployment barriers, and performance
analysis after placement are important implementation issues.
Appropriate planning and system modeling are essential first development steps for
optimal ESS placement in a distribution network. Following this, a thorough analysis of
realistic data for that network should be undertaken to identify various network problems. Subsequently, the important factors for optimization should be determined for a
location or multiple locations in that network. Finally, the appropriate selection of ESSs
and their sizes can be completed in order to target the problems, optimization factors,
and network benefits.
A key implementation challenge is the substantial initial investment for ESSs. Additional deployment barriers include:
(a) Utility processes and regulations not favouring the ESSs ;
(b) Insufficient awareness of ESS benefits among stakeholders [155].
Another important issue is the lack of large-scale production to meet required power
and energy capabilities, especially for distribution network levels [155]. These problems
can be solved through enlisting government funding support, streamlined supervisory
approvals, and offers of tax incentives to encourage investors to focus on specific ESS
technology [155]. After deploying ESSs in a distribution network, performance analysis
is also important.
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3.2.2
3.2.2.1

Optimization approaches in achieving optimum performance
Various optimization approaches

Choosing the optimal places and sizes of ESSs in a distribution network is not
straightforward. To maximize distribution network performance, the appropriate selection of optimization approaches is another key benchmark. There are various categories
of optimization methods, such as classical, analytical, and meta-heuristic [156–158]. Although these types of optimization approaches are suitable for some applications, they
also have disadvantages. The OPF, a classical approach, is suitable for highly complex problems, but has limitations for power systems with high dimensionality [159].
Similarly, although linear programming is easy to implement [109], it is generally difficult to represent models as a set of linear equations [160]. Analytical approaches are
suitable for small and simplistic systems with few state variables and provide very accurate results relatively quickly. Nevertheless, their selection is not appropriate for large
and complex system, especially in less straightforward applications, with size complications and the varied characteristics of distribution networks. They may also generate
imprecise solutions for real time problems [157]. Some examples of this category are
the PEM, eigen-value-based analysis (EVA), index method (IM) and sensitivity-based
method (SBM). Meta-heuristic approaches are most appropriate for solving challenging
problems in distribution networks (many of these are inspired by nature) and are capable of providing accurate, efficient, and optimal solutions. However, meta-heuristic
techniques also have some limitations since they do not always offer the optimal solution,
and in most real-life problems, some assumptions cannot be satisfied. Algorithms in this
category include GA, PSO, artificial bee colony (ABC), ant colony optimization (ACO),
harmony search, chaotic algorithms.
Meta-heuristic techniques are considered in several studies for optimizing the placement, sizing, and operation of ESSs in power networks. A GA is used in [161] to place
and size a single ESS in order to achieve network benefits in relation to the reduction
of voltage deviation, losses, and costs. GAs are also applied in [162] to determine control strategies, e.g., controlled gain factors for hybrid power generation and in [163] for
ESS sizing and operation to help defer investment, manage electricity price arbitrage,
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and reduce access costs for transmission. Furthermore, GA is employed in [81] for optimal ESS allocation and operation when facilitating large-scale wind power integration.
Again, GA is used to place an ESS (SMES) in [164] to maximize the voltage stability
index. Another meta-heuristic approach, PSO, is used in [85] for optimum allocation of
standby ESSs to minimize distribution network costs. In [57], the PSO is applied to ESS
sizing and the minimization of the total levelized cost, while achieving cost benefits for
an ESS used in a grid-connected, stand-alone PV system for both short- and mid-term
periods. In [83], a fuzzy PSO, associated with a cost benefit analysis, is employed for
optimal allocation of ESSs to mitigate risk for distribution companies (DISCOs). In
[56], the advanced artificial neural network (ANN) is utilized for optimal ESS sizing in
a large-scale wind farm while increasing output predictability and reducing wind integration cost. The results are compared with other approaches, e.g., general, fuzzy, and
simple ANN. A tabu search (TS) algorithm is used in [165] for ESS sizing by taking into
account unit commitment. The multi-objective strength pareto evolutionary algorithm
2 (SPEA2) [166] is utilized in [167] to place multiple ESSs in a distribution network
intended to providing arbitrage and ancillary services as well as voltage support. Simulated annealing (SA) is applied to ESS allocation in [168] to offer an emergency backup
service for power networks: it allows non-improving moves to be detected for escaping
local optima [169].
Although meta-heuristics having some advantages, they do not have strong global
and local search abilities and hence do not always guarantee a globally optimal solution compared to classical approaches such as linear programming. For instance, the
ABC algorithm, which is recognized as a relatively new bio-inspired swarm intelligence
approach, is competitive with other population-based algorithms [170, 171] but can be
trapped in local optima when global optimization is sought, as reported in [172]. Research continues with the intention of improving the existing approaches and hybridizing
meta-heuristic approaches with other approaches or their modifications to offer more effective solutions [157, 173].

3.2.2.2

Hybrid meta-heuristic approaches

The hybridization of a meta-heuristic with other optimization algorithms, known as
the hybrid meta-heuristic approach, may achieve globally optimal solutions and provide
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optimum solutions to distribution network problems according to [157] which presents
a detailed picture of all methods in different categories and concludes in favour of hybrid meta-heuristic approaches. The hybrid meta-heuristic techniques combine two or
more algorithms having different strengths and offer the best solution by eliminating
limitations of a single meta-heuristic approach. These techniques can be robust and
powerful tools for global optimization, can tackle various multi-objective (constrained
and unconstrained) problems, and obtain high-quality results with relatively few function
evaluations [157]. For instance, the ABC has poor local search ability but strong global
search capability [174], while the reverse is true for PSO [175]. The ABC algorithm is
combined with PSO in [176] to eliminate shortcomings and provide a well-balanced hybrid with powerful local and global searching abilities. To evade the major shortcomings
of the classical simple GA, a new hybrid algorithm combining GA and TS is proposed in
[177]. In another example, ACO and ABC are amalgamated to blend their continuous
and discrete optimization features and develop a new hybrid ACO-ABC-based optimization algorithm [178]. Similarly, the ABC algorithm is merged with the harmony search
in [179] and the chaotic algorithm in [180] to overcome its major limitation and achieve
a best global optimization approach along with a strong local search ability.
The PSO is hybridized by integrating non-dominated sorting genetic algorithm II
(NSGA-II) in [80] for ESS placement and sizing in a distribution network that addresses
wind power uncertainty. To obtain an optimal solution for the ESS placement, sizing,
and operation problems and minimize the complexity of objective functions, the GA
is combined with linear programming in [23, 82], and with a sequential quadratic programming technique to place capacitors and ESS in [54]. The GA is combined with a
market-based probabilistic OPF in [84] for the optimal placement of ESSs in a deregulated power system with high wind penetration.
Thus, hybrid meta-heuristic approaches can be applied as robust methods for the
optimization of complex, nonlinear objective functions which not only enhance the potential for exploitation and convergence but also provide better results [157]. As these
techniques offer optimum solutions with a reduced number of iterations, they can be
used to deal with distribution network problems with regard to ESS placement, sizing,
and operation and can facilitate the optimum performance of distribution networks.
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3.2.3

Social impact and energy security

It is crucial to be aware of the distribution grid situation, deal with real-time grid
problems and yield optimum solutions. Since the optimal placement, sizing, and operation of ESSs can mitigate the related grid problems of power quality and the sudden
increase or decrease in load demand, these strategies can contribute to the optimum performance of the distribution network and ensure a quality power supply to consumers.
Moreover, the optimal placement of ESSs assists in avoiding distribution network expansion costs as demand rises. Furthermore, the optimal control or operation of ESSs
allows the operators of electrical distribution systems to improve reactive control and
reduce overall costs.
Due to the lack of new generation capacity and the risk of fuel costs increasing,
deregulated electricity markets are developing in most advanced countries to promote
competition in electricity supply markets. The restructuring of these markets has led
to distinct generation, transmission, distribution, and retailing processes. One of the
outcomes of market-place reform is the emergence of third-party entities known as retailers who procure electricity from various electricity sources (e.g., the electricity pool,
spot markets, and self-production units), and resell it as the sole provider to customers
[181, 182]. Retailers need to make effective decisions about sources and the amount of
electricity they procure, as these electricity sources have different variable characteristics
over time [183, 184]. Retailers generally try to manage the risk involved in purchasing
electricity from those sources by offering fixed or variable electricity prices to their consumers. However, load uncertainty still creates risks, which can be accommodated by
the flexible operation of ESSs and implementing smart scheduling strategies while optimizing the cost of energy purchased [23, 82, 95]. In this context, optimally placed ESSs
may be an effective way for retailers to manage variable loads and reduce risks while
optimizing their profits and consumer satisfaction.
More importantly, the optimal placement of ESSs will encourage operators to add
more RES generation (e.g., solar and wind) to the grid supply. For instance, the world’s
largest ESS (Li-ion) of 100MW capacity is installed by Tesla in South Australia. The
ESS is integrated with a wind farm and capable of powering 30,000 homes for up to
an hour in the event of a blackout [185]. Thus, the placement of such ESSs makes the
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grid supply more environmentally sustainable and reliable without hampering other nonrenewable generation and profit making opportunities for the operators. As achieving
energy security is a high priority for a society, optimal ESS placement, sizing, and
operation can provide safe and secure energy management.

3.3

Conclusions

This chapter has provided a comprehensive overview of the issues relating to the
use of ESSs in electricity networks. It has presented some key ideas for ESS placement, sizing and operation, and the mitigation possibilities of power quality issues by
ESS placement. Furthermore, for optimal ESS placement, this study has identified development and implementation challenges, and has discussed the suitability of hybrid
meta-heuristic optimization approaches, and has also considered social impact. Some
recommendations are provided at the end of this section. However, more research is
needed on the impacts of ESS placement in a distribution network in relation to optimum demand management, power quality management, the cost of the distribution
network, power loss reduction, RES or DG integration, and grid stability and reliability.
Through understanding ESS placement issues and possible impacts after placement, the
deployment of ESSs in a distribution network and the associated development of smart
grids will be greatly facilitated.
Overall, ESSs can improve the performance of a distribution network. The objectives
for attaining desirable enhancements such as energy savings, distribution cost reduction,
optimal demand management, and power quality management or improvement in a
distribution network through the implementation of ESSs can be facilitated by optimal
ESS placement, sizing, and operation in a distribution network. Optimal ESS placement,
along with sizing and operation, are highly important for greater RES integration in
the distribution network and thus for reduced carbon emissions. After reviewing the
available research work on ESS placement, sizing and operation issues, the following
recommendations are made for future research to address the identified gaps:

 Optimal ESS sizing should be accomplished by considering all costs directly re-

lated to the benefits of selected case studies and after determining the optimal
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ESS locations in a particular network. Furthermore, a comparison of the selected
ESS (after sizing) with other possible types in regard to cost and performance is
recommended to explore an appropriate ESS option for a specific location in a
distribution network.
 If RESs are integrated in the distribution grid, the uncertainties associated with

renewables should be addressed when optimizing ESS placement. Moreover, due
to the intermittency of many RESs, the consideration of power quality issues in
problem formulation is highly recommended.
 For demand-side management and appropriate system modeling with fluctuating

loads and EVs, load and EV uncertainties must be considered in the optimal ESS
placement problem. The EV charging impacts to distribution networks should
also be incorporated during system modeling and objective function formulation.
Moreover, various ESS control approaches (e.g., MAS) can be employed to facilitate
optimal ESS operation in distribution networks.
 The optimal solution of ESS placement problems directly relies on case studies,

especially in regard to network topology and system size. The number of required
ESSs in an LV distribution network may be lower than in an MV network, and the
distributed structure of ESS placement with more than one ESS is highly recommended to allow better system performance and flexibility in mitigating problems.
 As global warming and pollution are pressing issues, environmental and geograph-

ical constraints must be considered along with technical and economic constraints
to provide a realistic solution for optimal ESS placement. For instance, the installation of ESSs should not be allowed in certain buses of distribution networks
due to right of way issues. Some environmental and geographical constraints are
neglected during problem formulation in a large portion of the literature (see the
research summarised in Table 3.2).
 Although many strategies have been applied for tackling optimal ESS placement,

sizing, and operation problems, more research effort should be applied to optimizing transient/dynamic issues rather than the steady state characteristics of a
distribution network. The reliability of a distribution network with ESSs should
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be analyzed through the verification of reliability indices such as SAIDI, SAIFI,
CAIDI, CTAIDI, CAIFI, MAIFI, ASIFI, ASAI, ASIDI, CEMIn, and CELID.
 Some major power quality problems can be mitigated by optimal ESS placement

and operation as indicated in Table 3.3. Therefore, issues such as voltage flicker
and overvoltage or undervoltage should be specified for a particular network place
and included in the optimization problem.
 Although several meta-heuristic approaches for optimization have already been

established by researchers, improvement is still required. The hybridization of a
meta-heuristic with other optimization algorithms (namely hybrid meta-heuristic),
with proper setting of control parameters, or developing more efficient metaheuristic approaches for global optimum search is recommended.

3.4

Research questions

On the basis of the findings and challenges as identified through above literature
survey in relation to ESS placement and sizing, and power quality, the present research
is carried out by addressing following research questions (RQs):
(i) RQ1: In case of optimal placement and sizing of distributed ESSs using P injection approach only, how the performance parameters (voltage deviation, power losses,
and line loading) of distribution networks can be minimized that are affected by RES and
load characteristics, various constraints, and optimization parameters? Moreover, what
are the values of performance indices that indicate performance improvement? How
the optimization results can be validated through the application of two optimization
algorithms?
(ii) RQ2: How much improvements in percentage can be achieved while using PQ
injection-based ESS placement and sizing approach compared to P injection-based approach? How the optimization results can be verified through the application of two
optimization algorithms?
(iii) RQ3: How much performance and power quality of distribution networks can
be improved simultaneously through the placement and sizing of distributed ESSs (as
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evaluated by performance indices)? How the optimization strategy can optimize the
expected objective function parameters that are affected by RES and load characteristics,
various constraints, and optimization parameters? How the optimization results can be
validated through the application of two optimization algorithms?
(iv) RQ4: How to place and size a grid-scale BESS to improve frequency response
of transmission networks? How the optimization strategy can simultaneously minimize
frequency deviation and ROCOF, and tune the BESS controller parameters while the
network is affected by amount of RES integration, various network events and constraints, and optimization parameters? What is the total expected ESS size in terms of
power and energy? How the optimization results can be justified through the application
of two optimization algorithms?

3.5

Research methodologies

The methodologies of this research project is depicted in Fig. 3.2 (in an abridged
form), which represents the overall work flow for addressing the above research questions.
DIgSILENT PowerFactory provides useful solutions for distribution network problems
such as system design, modeling and optimization capabilities, grid interaction skills in a
multi-user environment, and data handling [186]. Hence, the DIgSILENT PowerFactory
is used as the main tool for system modeling and analysis. Python programming language
is used to control the system models developed in PowerFactory and to facilitate the
optimization processes. The configuration of the used computer for conducting the
optimization is: Intel(R) Xeon 3.5 GHz processor, 16 GB RAM, 64-bit windows 10.
In this study, the load characteristics associated with electrical demand are collected
from published literature which is presented in Chapter 4 [187, 188]. The IEEE-33 bus
network is used for modeling of distribution networks where the data can be found in
[187, 189] (as presented in Chapter 4 Appendix). The RES generation profiles (for both
wind and solar) used for distribution networks are taken from [187]. The IEEE-39 bus
is utilized as a test model of transmission networks which is an equivalent transmission
system model of the New England area and Canada (in the northest of the U.S.A.). The
data of this IEEE-39 bus system is taken from [190, 191] and provided in Appendix C.
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Figure 3.2: Work flow of data collection, modeling, and analysis

Various parameter data of the dynamic BESS model is presented in Chapter 7 Appendix
[192].
The optimization algorithms for ABC, FSCABC, and PSO are implemented using
Python language. The step-wise implementation of each research objective is presented
in various chapters (Chapter 4 to Chapter 7) of this thesis. The Python scripts written for
fulfilling various research objectives and all system models developed in PowerFactory are
included in Appendix D. The decision variables of an optimization process are recorded
and the detailed system results are generated from the PowerFactory. The performance
analysis is performed for every research objectives to obtain the required outcome as
given in Fig. 3.2 and performance indices are evaluated to monitor the performance
improvements.
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[126] A. Moreno-Muñoz, Power quality: Mitigation technologies in a distributed environment. Springer
Science & Business Media, 2007.
[127] F. Sharkey, J. MacEnri, E. Bannon, M. Conlon, and K. Gaughan, “Resource-induced voltage
flicker for wave energy converters-assessment tools,” IET Renewable Power Generation, vol. 7,
no. 6, pp. 623–630, 2013.
[128] Energy Networks Association Limited, ENA Customer Guide to Electricity Supply, 2008.
[129] M. H. J. Bollen, “Voltage sags and interruptions,” in Understanding power quality problems, vol. 3,
IEEE Press New York, 2000.
[130] “IEEE recommended practice for monitoring electric power quality,” IEEE Std 1159-1995, pp. 1–
70, 1995.
[131] S. Jazebi and B. Vahidi, “Reconfiguration of distribution networks to mitigate utilities power
quality disturbances,” Electric Power Systems Research, vol. 91, pp. 9–17, 2012.
[132] O. Ipinnimo, S. Chowdhury, S. P. Chowdhury, and J. Mitra, “A review of voltage dip mitigation
techniques with distributed generation in electricity networks,” Electric Power Systems Research,
vol. 103, pp. 28–36, 2013.
[133] V. Virulkar and M. Aware, “Analysis of DSTATCOM with BESS for mitigation of flicker,” in 2009
IEEE International Conference on Control, Automation, Communication and Energy Conservation (INCACEC 2009), pp. 1–7, 2009.
[134] J. E. Mendoza and H. E. Peña, “Automatic voltage regulators siting in distribution systems considering hourly demand,” Electric Power Systems Research, vol. 81, no. 5, pp. 1124–1131, 2011.
[135] K. Tran and M. Vaziri, “Effects of dispersed generation (DG) on distribution systems,” in 2005
IEEE Power Engineering Society General Meeting, pp. 2173–2178, 2005.
[136] “Electrical energy storage,” White Paper, International Electrotechnical Commission, 2011, December 2011.
[137] “IEEE standard for interconnecting distributed resources with electric power systems,” IEEE Std
1547-2003, pp. 1–16, 2003.
[138] S. K. Khadem, M. Basu, and M. Conlon, “Power quality in grid connected renewable energy
systems: Role of custom power devices,” in International Conference on Renewable Energy and
Power Quality (ICREPQ’10), 2010, 6p.
[139] G. O. Suvire and P. E. Mercado, “DSTATCOM with flywheel energy storage system for wind
energy applications: Control design and simulation,” Electric Power Systems Research, vol. 80,
no. 3, pp. 345–353, 2010.
[140] J. A. Barrado, R. Grino, and H. Valderrama-Blavi, “Power-quality improvement of a stand-alone
induction generator using a STATCOM with battery energy storage system,” IEEE Transactions
on Power Delivery, vol. 25, no. 4, pp. 2734–2741, 2010.
[141] P. C. Loh, L. Zhang, and F. Gao, “Compact integrated energy systems for distributed generation,”
IEEE Transactions on Industrial Electronics, vol. 60, no. 4, pp. 1492–1502, 2013.
[142] H. Kim, B. Parkhideh, T. D. Bongers, and H. Gao, “Reconfigurable solar converter: A single-stage
power conversion PV-battery system,” IEEE Transactions on Power Electronics, vol. 28, no. 8,
pp. 3788–3797, 2013.

71

CHAPTER 3 REFERENCES

[143] H. Beltran, E. Bilbao, E. Belenguer, I. Etxeberria-Otadui, and P. Rodriguez, “Evaluation of storage
energy requirements for constant production in PV power plants,” IEEE Transactions on Industrial
Electronics, vol. 60, no. 3, pp. 1225–1234, 2013.
[144] M. N. Kabir, Y. Mishra, G. Ledwich, Z. Xu, and R. C. Bansal, “Improving voltage profile of
residential distribution systems using rooftop PVs and Battery Energy Storage systems,” Applied
Energy, vol. 134, pp. 290–300, 2014.
[145] D. V. de la Fuente, C. L. T. Rodrı́guez, G. Garcerá, E. Figueres, and R. O. Gonzalez, “Photovoltaic
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Chapter 4

Optimal ESS Placement and
Sizing in Distribution Networks
Using P Injection Approach

This chapter addresses Research Question 1 (RQ1) and proposes a strategy for optimal
placement of distributed ESSs in distribution networks to minimize voltage deviation,
line loading, and power losses.1 The optimal placement of distributed ESSs is investigated in a medium voltage IEEE-33 bus distribution system, which is influenced by a
high penetration of renewable (solar and wind) distributed generation, for two scenarios:
(1) with a uniform ESS size and (2) with non-uniform ESS sizes. System models for the
proposed implementations are developed, analyzed, and tested using DIgSILENT PowerFactory. The artificial bee colony optimization approach is employed to optimize the
objective function parameters through a Python script automating simulation events in
PowerFactory. The optimization results, obtained from the artificial bee colony (ABC)
approach, are also compared with the use of a particle swarm optimization (PSO) algorithm. The simulation results suggest that the proposed ESS placement approach can
1

This presented chapter has been published as: Choton K. Das, Octavian Bass, Ganesh Kothapalli, Thair S. Mahmoud, Daryoush Habibi, ”Optimal placement of distributed energy storage systems
in distribution networks using artificial bee colony algorithm” Applied energy, Vol-232, pp. 212-228,
2018.
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successfully achieve the objectives of voltage profile improvement, line loading minimization, and power loss reduction, and thereby significantly improve distribution network
performance.

4.1

Introduction

Present power systems face a period of rapid change driven by various interrelated
issues, e.g., demand management [1], greenhouse gas (GHG) reduction targets [2], integration of renewables [3, 4], power congestion [5], power quality requirements [6, 7], and
network expansion [8] and reliability [6, 7]. For distribution networks, an energy storage
system (ESS) converts electrical energy from a power network, via an external interface,
into a form that can be stored and converted back to electrical energy when needed
[9]. Depending on the demand or cost benefits, the ESS can store energy to produce
and discharge electricity [10]. Consequently, ESSs are increasingly being embedded in
distribution networks to offer technical, economic, and environmental advantages. These
include mitigation of voltage deviation [11, 12], facilitation of renewable energy source
(RES) integration [13–15], distributed generation planning [16] and RES energy timeshifting [17], load shifting [18–21], load levelling [22] and peak shaving [23], power quality
improvement [5, 11, 24, 25], frequency regulation [5, 26], network expansion [27, 28] and
overall cost reduction [29, 30], operating reserves [5, 31], GHG reduction [32–34], profit
maximization [5, 35], and network reliability [36].
Unfortunately, misplacement or misuse of ESSs in distribution networks can adversely affect network performance [37], voltage and frequency regulation, power quality,
reliability, and load controllability. Appropriate ESS placement can facilitate an optimal
ESS operation for voltage and power quality improvement [5, 12, 24, 25], peak demand
mitigation [12], relief of distribution congestion [5, 25], power flow adjustment [5], power
loss reduction [12, 25], network reliability [36], overall network cost reduction [36, 38],
RESs integration [27, 39, 40], and system effectiveness [36, 41]. As the use of large-scale
ESSs in distribution networks involves substantial investment, placing ESSs optimally
on the basis of performance expectations is challenging and has been addressed in several
studies [5, 11, 12, 24, 25, 27, 29, 30, 36, 38, 39, 41–51].
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Asset management of distribution networks is an essential task of network service
providers to ensure safe and secure operation of the networks. However, this can be an
expensive task that also might result in a high network cost and thereby can significantly
affect electricity prices. This cost could include network reinforcement for thermal and
voltage stability. Therefore, the motivation of this work is to provide low cost solutions
to distribution network operators for a better asset management practice.
A comprehensive review, regarding ESS placement to mitigate the issues of distribution networks, is presented in [9]. An optimal allocation and sizing of ESSs, for an
IEEE-30 wind power distribution system, is accomplished in [24], while focusing on power
system cost minimization and voltage profile improvement. The authors employ a hybrid
multi-objective PSO incorporating a non-dominated sorting genetic algorithm (NSGAII), a probabilistic load flow technique, and a five-point estimation method (5PEM).
In [42], a multi-objective ESS allocation is performed for both transmission and distribution networks. A detailed analysis, termed as sensitive analysis, is accomplished on
the transmission side using complex-valued neural networks, time domain power flow,
and economic dispatch to locate the ESSs. On distribution side, the optimal ESS size is
estimated to address load curve smoothing and peak load shaving. Ref. [41] proposes optimal distributed ESS planning (specifying locations and sizes) in soft open points-based
distribution networks embedding the reactive power capability of distributed generators (DGs) and the network reconfiguration through a mixed-integer second order cone
programming (MISOCP) approach. Ref. [29] formulates an optimal ESS placement
problem embedding network reconfiguration in an RES-integrated distribution network
to minimize overall system costs, while employing a mixed-integer linear programming
(MILP) approach.
Optimal ESS location and size are determined in [43] for load management, minimization of net present value (NPV), and total cost while maximizing distribution system
benefits. A genetic algorithm (GA) combined with a linear programming solver, a sequential Monte Carlo simulation (MCS), and MATLAB optimization toolbox are used
for different aspects of the investigations. The same approaches are used in [36] and
[30] to establish optimal ESS allocations in different situations. Ref. [36] accomplishes
optimal ESS allocation, targeting minimization of interruption cost and annual cost, and
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improvement of distribution system reliability. On the other hand, distribution network
benefits are maximized in [30] by reducing the cost of ESS installation, maintenance,
interruptions, system upgrades, and energy losses.
An optimal allocation of distributed community ESSs in distribution networks is
proposed in [27] to gain the benefits from peaking PV generation, energy arbitrage,
energy loss reduction, emission reduction, network upgrade deferral, and Var support.
Ref. [38] proposes a network-aware strategy for the planning and control of ESSs in an
RES-penetrated distribution network to minimize investment and operational costs. [44]
analyzes the impact of ESS location and configuration on power losses, voltage profiles,
and ESS utilization within a feeder of low voltage (LV) distribution networks.
The mitigation of voltage deviations and improvement of supply quality, elimination
of load curtailment and line congestions, and minimization of distribution network costs
and electricity costs are achieved through the optimal placement and sizing of ESSs,
while using AC-optimal power flow (AC-OPF) and MISOCP approaches in [11]. In [45],
a fuzzy PSO (FPSO) approach is employed to mitigate the risk to distribution companies
by optimizing ESS allocation, while maximizing energy transaction profits and reducing
operational costs.
In [5], a MILP model is proposed to maximize the net profit of distributed ESSs while
achieving distribution system congestion management, energy price arbitrage and energy
reserve, and a frequency regulation service via active and reactive power controls. In
[39], the ESS allocation is able to minimize the voltage fluctuation problems (due to PV
integrations in LV networks) by applying a GA-based strategy hybridized with simulated
annealing, while [46] employs a GA-based bi-level optimization approach to mitigate
the same problem. Again in [25], an alternating direction approach to multipliers is
employed for allocation of distributed ESSs to provide voltage support and to minimize
both network losses and the cost of energy in relation to external grid and congestion
management.
In [47], optimal ESS placement and sizing is accomplished and validated through
mathematical modeling and the OPF approach. A game-theoretic multi-agent approach
is proposed in [48] for optimal ESS allocation to mitigate the risk of energy transaction
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mechanisms for energy agents. In [49], optimal ESS allocation in LV distribution networks is accomplished through multi-period OPF and clustering and sensitivity analysis
approaches to prevent under- and over-voltages and to minimize total network costs (in
regard to ESS and network losses).
A framework for optimal ESS placement in a wind-penetrated deregulated power
system is developed in [50] to maximize the utilization of wind power and minimize the
hourly social cost. Market-based probabilistic OPF, GA, and an energy arbitrage model
are applied to optimize, evaluate, and analyze the system model. An auto-regression
moving average modeling technique, for optimal ESS placement in a wind-penetrated
distribution grid, is proposed to minimize the annual electricity cost without considering
peak shaving and reliability enhancement in [51]. [12] achieves optimally distributed ESS
allocation and operation in order to improve load and generation hosting ability, while
using a cost-based multi-objective optimization strategy through MATLAB. As a result,
power loss and peak demand are reduced, with better voltage regulation.
Although various distribution network issues are addressed in the above literature,
very few studies [12] focus on line loading minimization, power loss reduction, and voltage
profile improvement. However, the operational costs of distribution networks are largely
dependent on these parameters which can be minimized through optimal distributed ESS
placement. For a large distribution network, distributed ESS placement provides more
opportunities for problem mitigation and greater flexibility than centralized placement
[24, 50]. For instance, this approach helps to fix the voltage deviation in buses promptly,
which is done generally with on-load tap changers, capacitors and voltage regulators [52].
In some research [30, 36, 43, 48] (as discussed above) the ESS types, such as lead-acid,
vanadium redox (VR), sodium sulfur (NaS), compressed air energy storage (CAES), and
Li-ion, are specified. Other research [11, 24, 25, 27, 39, 41] does not specify ESS types.
However, in [12, 42, 44, 46] ESS name is mentioned as battery ESS (BESS) rather than
specifying the ESS technology, e.g., lead-acid, Li-ion or other.
The determination of optimal ESS locations in a distribution network involves one or
more optimization problems depending on the benefits targeted. Various optimization
and modeling techniques are employed for the optimal placement of ESSs in the above
literature [5, 11, 12, 24, 25, 27, 29, 30, 36, 38, 39, 41–45, 47–51]. The research described
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in this chapter introduces ABC meta-heuristic optimization for optimal ESS placement.
Being simple and robust, the ABC algorithm is capable of solving even complex combinatorial and multi-dimensional optimization problems [53, 54]. The likelihood of finding
an optimum solution is enhanced by the algorithm’s triple search capability, which is
based on the search stages of three groups of bees [55, 56]. The robustness and efficiency
of the ABC algorithm in solving global optimization problems (both constrained and
unconstrained) is demonstrated in various comparative studies that compare the ABC
algorithm to other well-known modern heuristic algorithms such as GA, DE, and PSO
[55, 56].

In this research, a comprehensive investigation is carried out for optimal ESS placement in an IEEE-33 bus distribution network, in a distributed manner. DIgSILENT
PowerFactory provides useful solutions for distribution network problems such as system design, modeling and optimization capabilities, grid interaction skills in a multi-user
environment, and data handling [57]. As a result, it is used as the main tool for system modeling and analysis. Python programming language is used to control the system
models developed in PowerFactory and to facilitate the ABC optimization. Furthermore,
a new form of lead-acid battery, the Ultrabattery, is selected as the ESS technology and
is used in this research.

The main contributions of this chapter are summarized as follows:

 The optimal placement of ESSs is investigated focusing on line loading reduction,
real and reactive power loss minimization, voltage profile improvement, and ultimately cost minimization. All of the parameters, incorporated in the objective
function, are related to costs of distribution network reinforcement for thermal and
voltage stability, and lower asset management. These parameters have not been
widely considered together for optimal ESS placement by other studies such as
[24, 25, 44, 49]. Furthermore, some important constraints which are rarely used by
earlier works such as voltage unbalance factor (VUF) and line loading constraints
are imposed in this study.
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 The overall investigation for optimal ESS placement is conducted in two different
categories: (1) with a uniform ESS size, and (2) with non-uniform ESS sizes.
These type of investigations have not been conducted by earlier works such as
[11, 12, 25, 44, 45, 48, 50, 51]. The results from these investigations are analyzed
and compared. Although the ABC approach is used for these investigations, PSO
algorithm is also applied to justify the optimality of results obtained from ABC
optimization technique.

 The performance indices are evaluated and a cost comparison for various case
studies is presented. These performance indices assist to follow-up the performance improvement after ESS allocation in a distribution network, which are not
evaluated by related studies in the literature.

4.2

System modeling

4.2.1

ESS selection and modeling

The appropriate selection of grid-scale ESSs depends on various factors such as required system performance, system capacity, type of application, and ESS cost and
reliability [9, 58, 59]. Various ESS options for distribution networks, to be explored in
terms of technical characteristics and application benefits, are discussed in [9, 60, 61].
A recent ESS, namely Ultrabattery (also known as an advanced lead-acid battery), is
frequently being incorporated in grid-scale applications in the U.S. and Australia, due to
its improved performance and lower cost in comparison with other electrochemical ESSs
(e.g., lead-acid) [62, 63]. The lead sulfate accumulation problem of lead-acid batteries
is reduced in the Ultrabattery by incorporating carbons and forming a supercapacitor.
Given the above considerations, Ultrabatteries are chosen as ESSs in this research.
Although the Ultrabattery is chosen as the ESS technology in this research, the ESS
model is considered as generic and can be applied to other ESS technologies. The ESS
model should be subjected to the following conditions:

k
k
 If state of charge (SOCESS
) = 1, the ESS is fully charged and if SOCESS
= 0, the

ESS is fully discharged.
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k
 The ESS should be able to control the active power in both ways and the SOCESS

is subject to following constraint [64]:
k
0.2 6SOCESS
60.9

(4.1)

 A priority for the active and reactive power (P and Q) is needed to satisfy the
p
apparent rated power, Sapp = P 2 + Q2 .

Additionally, the proposed ESS should fulfill boundary conditions from (4.2) to (4.7) in
time t (indexed 1, ...., N T ) [12, 65]. The charging and discharging rates are determined
by (4.2) and (4.3), respectively, by applying the generator convention (the charging
t
t
power is positive i.e. PESS,c
> 0 and the discharging power is negative i.e. PESS,d
< 0)

[66]. The energy storing process and charging power of the ESS are restricted by (4.4)
and (4.5) respectively. Moreover, the limitations of released energy from the ESS and
power discharged by the ESS are demonstrated by (4.6) and (4.7) respectively.


t
EESS
− SESS−max
= max PESS−min ,
ηc · ∆t

(4.2)

 

t
− SESS−min ηd
EESS
= min PESS−max ,
∆t

(4.3)




t
t
= min EESS − ∆t PESS,c ηc , SESS−max

(4.4)

t
PESS,c

t
PESS,d

Charging mode:
t+1
EESS

t
t
t
PESS,c
6PESS
6PESS,d

(4.5)

Discharging mode:
t+1
EESS

!


t
P
ESS,d
t
= max
EESS − ∆t
, SESS−min
ηd
t
t
t
PESS,c
6PESS
6PESS,d

4.2.2

(4.6)

(4.7)

Distribution network model

The modeling of the proposed medium voltage (MV) distribution network is accomplished in DIgSILENT PowerFactory. The single line diagram of the proposed system
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Figure 4.1: Single-line diagram of the proposed distribution network model (ESS placement
for Case 2(I)).

(for the case of optimal ESS placement with a uniform ESS size) is depicted in Fig. 4.1,
where the IEEE-33 bus radial distribution system is used to model the overall system.
The IEEE-33 bus system has been selected in this research as it is a suitable network for
analyzing the proposed approach at an MV distribution level. The buses and lines are
denoted by the letters B and L, respectively. The loads, solar DGs, and wind DGs are
modeled using built-in templates of PowerFactory and configured according to system
data found in [12, 67]. The ESS model, described in Section 4.2.1, is placed on the
network in a distributed manner. The chosen base MVA and substation voltage are 10
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MVA and 12.66 kV, respectively, and the power factor is considered as unity. Among 37
lines, L33 to L37 are represented as tie lines [67]. In this model, a high renewable DG
penetration scenario is created by installing seven solar DGs and two wind DGs. The
three solar DGs of 400 kVA capacity each (PV1, PV2, and PV3) are allocated to B05,
B21, and B31, while the other four of 500 kVA capacity (PV4, PV5, PV6, and PV7) are
installed on B08, B12, B28, and B33, respectively. All other system data are taken from
[67]. The wind DGs of 1MW capacity (WDG1 and WDG2) are placed on B18 and B24
[12]. B01 is defined as the feeder of the whole system and peak active and reactive power
input to feeder are 3.715 MW and 2.3 MVar, respectively. The power flow equations of
the model are given in [24, 68], which are solved using the Newton-Raphson method.

4.3

Problem formulation

4.3.1

Objective function

The objective function (4.8) is formulated to solve the optimal distributed ESS placement problem using (4.9) to (4.15) [12, 69]. The cost function includes the costs regarding
network reinforcement for thermal and voltage stability, and lower asset management
of distribution networks. Overall cost minimization is achieved by minimizing the sum
l ) and ESS cost (C U T ),
of cost factors, e.g., performance costs (CVn D , CPl L , and CLL
ESS

while satisfying the necessary constraints. The cost factors are weighted equally with
γV D =γP L =γLL =γESS =1.
J(CF i ) = minimize



γV D ·CVn D

+

γP L · CPl L +

l
γLL · CLL



{z

|

+ γESS ·

UT
CESS




(4.8)

}

Cperformance

where,
CVn D

=

N
X

!
i
|Vtarget −Vbi (SESS
,λiESS )|

· ΓV D

(4.9)

n=1

CPl L

q

2
2
i
i
{PLT (SESS
=
,λiESS )} + {QLT (SESS
,λiESS )}
· Γloss

i
PLT (SESS
, λiESS )

=

M
X

M 
X
PL (i, j) =
RL (i, j) ·

l=1

l=1
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i
QLT (SESS
, λiESS )

=

M
X

M 
X
QL (i, j) =
XL (i, j) ·

l=1

l=1

l
CLL
=

M
X

Pi2 +Q2i
2
i
| { Vbi (SESS
,λiESS )} |


i
% LLESS (SESS
,λiESS ) · ΓLL


(4.12)

(4.13)

l=1


i
% LLESS (SESS
,λiESS )=

SLlESS
SLlrated


× 100

(4.14)

The total ESS unit cost is calculated as follows [70]:.
UT
CESS

=

K
X

i
SESS
· UUC

(4.15)

i=1

In the above equations, ΓV D = 0.142 $ p.u. [12], Γloss = 0.265 $/kWh [71], ΓLL = 0.503
$ p.u. [71], and Vtarget = 1 p.u.. In addition, the U U C for commercial and industrial

energy management applications is considered as 460 $/kWh [72].

4.3.2

Objective function constraints

The objective function of (4.8) is subject to (4.16) to (4.26) together with ESS
modeling equations as given in (4.1) to (4.7):
Pig +

X 



X 
d
d
Pj→i
= Pic +
Pi→k

j∈J+

Qgi +

(4.16)

k∈J−

X 



X 
Qdj→i = Qci +
Qdi→k

j∈J+

(4.17)

k∈J−

Vmin < |Vbit | < Vmax

(4.18)

V U F < V U Fmax

(4.19)

V UF =

n
X
V+
i

i=1

Vi−

× 100

SLl−t < SLlmax
(
0, if the ESS is active
i
λESS =
1, otherwise
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(4.20)

(4.21)
(4.22)
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i
SESS

(
Assign, if λiESS = 0
=
0,
if λiESS = 1

(4.23)

PESS−min < PESS < PESS−max

(4.24)

t
t
t
PESS,c
≤ PESS
≤ PESS,d

(4.25)

EESS−min < EESS < EESS−max

(4.26)

where,

 (4.16) and (4.17) denote that the real and reactive power delivered to and from a
bus i must be balanced [73].

 (4.18) indicates the voltage magnitude constraint of each node. (4.19) denotes a
constraint for voltage unbalanced factor (V U F ) as defined in (4.20) to avoid any
voltage imbalance due to voltage fluctuations. The V U F = 0 indicates perfectly
balanced voltages in a distribution system and generally V U Fmax = 1 [12].

 (4.21) ensures that the line loading of a line l should not exceed the maximum limit
SLlmax to ensure the cable’s thermal stability. By referring to industry practices
of planning, the operation of distribution networks should not exceed 80% loading
on the substation exit cables [74]. Hence, an 80% maximum loading target of a
line l is imposed in the algorithm. This also ensures that there is sufficient spare
capacity among feeders to back each other during outages.

 (4.22) and (4.23) represent the ESS allocation constraints.
 (4.24) to (4.26) ensures that the power or energy of ESSs should not exceed their
boundary limits during charging and discharging [12]. In addition, (4.1) to (4.7)
ensure the ESS operation within the SOC limit.

4.4
4.4.1

Optimization and proposed approach
ABC optimization approach

In this study, the ABC algorithm is employed for optimizing the grid-connected
ESS allocation problem. The ABC algorithm is a relatively new bio-inspired swarm
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intelligence approach and one of the recent metaheuristic search techniques proposed by
Karaboga in 2005 [75]. This algorithm is proposed to simulate the intelligent foraging
behaviour of honey bees. This has the advantage of using fewer control parameters
[54, 76]. The colony consists of three types of bees in the ABC algorithm: employed
bees, onlooker bees, and scout bees. Specifically, its robust searching ability encompasses
the exploitation and exploration of the search space [75]. This exploitation process is
performed during the employed and onlooker bee phase, while during the scout bee
phase the exploration process is accomplished. The overall ABC optimization process is
illustrated by the flow chart given in Fig. 4.2.

Figure 4.2: Flowchart of the ABC optimization approach.
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There is only one employed bee for every food source. By using the following expression, each employed bee moves from one old location xij to a new candidate location
vij :
vij = xij + φij (xij − xkj )

(4.27)

In (4.27), k ∈ 1, 2, .., SN and j ∈ 1, 2, .., D are randomly chosen and k has to be different
from i, where, SN = the number of food sources, D = problem dimension, and φij =
uniform random number in the range [-1, 1]. If the new location value vij is better
than xij , then xij is updated and replaced with vij , otherwise xij is kept unchanged.
Depending on the probability value, the onlooker bee selects a food source by using
a roulette wheel selection method and this new position is then determined by (4.28),
where, ωi = weight coefficient of employed bee information.
vij = xij + ωi φij (xij − xkj )

(4.28)

The food source probability (pi ) and the fitness values of the food sources of employed
bees (f it) are calculated according to (4.29) and (4.30), respectively, where, f (xi ) denotes
the number of objective function values to be optimized.
f iti
pi = PSN
j=1 f itj
(
f iti =

4.4.2

1
1+f (xi ) ,

f (xi )≥ 0

1 +|f (xi )|,

f (xi ) < 0

(4.29)

(4.30)

Proposed approach

The proposed methodology for resolving the optimal distributed ESS placement problem is represented in Fig. 4.3. The optimization parameters and variables are summarized in Table 4.1. After modeling, configuring, and placing all required components
in the distribution system of Fig. 4.1, all the essential system data are entered in the
corresponding components and the ABC parameters are initialized. The ABC parameters are determined according to the system requirements as given in Table 4.1 which
indicates that the population size is 50 and the simulation is conducted for total of 1000
i
iterations with a trial limit of 60 to determine two decision variables SESS
and λiESS .
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The total active and reactive powers for the feeder (PT F & QT F ) are entered for feeder
load scaling and the operational capacity of solar DGs (Spv−op ) is considered as 85% of
rated capacity (Spv−max ) [77]. Subsequently, the loads, solar, and wind DGs are characterized by applying time-variant characteristics [12]. The feeder loads are scaled by
creating voltage dependency. Then the problem is formulated to minimize the total of
l , and C U T .
CVn D , CPl L , CLL
ESS

Figure 4.3: Flowchart of the proposed optimal distributed ESS placement approach.

The investigations are accomplished in two phases- (1) Investigation type-I: with a
uniform ESS size and (2) Investigation type-II: with non-uniform ESS sizes. The ESS
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Table 4.1: Summary of ABC optimization parameters and variables
Type

Parameters/variables

Description/settings

Input parameters

Vrated ,RL (i, j), XL (i, j), P , Q, PT F ,
QT F , Swind , SP V −max , SP V −op ,
and SESS−max

Required for the network model.

Output parameters

l , C l , and C U T
CVn D , CP
L
LL
ESS

Required for the objective function.

i
SESS

Determines the ESS size in MVA with unity
power factor, i.e. the ESSs inject only P
(MW) to the network (Q = 0).

λiESS

This determines the ESS position in the
network.

ND , CS, NF S , Ltrial , and Itmax

Settings: ND = 2, CS = 100,
NF S = CS/2 =population size, Ltrial = 60,
and Itmax = 1000.

i
For SESS
: lb1 and ub1

Settings: lb1 = 0.1 MVA and ub1 = 2 MVA.

For λiESS : lb2 and ub2

Settings: lb2 = 0 and ub2 = 1.

Decision variables

ABC parameters

ABC bounds

i
) and positions (λiESS ) are generated randomly and applied to the system. The
size (SESS
i
SESS
is generated in such a way that the maximum number of ESSs with lower capacity

(within the range 0.1 MVA to 2 MVA) can be distributed in the network. The initial
values are selected randomly by relying on the nominated range of sizes to be tested
on the network. The ESS size nomination is subject to lb1, ub1, lb2, ub2, transformer
size, DC and AC bus size, inverter specifications, and ESS string size. Finally, the
i
ABC optimization process finds the optimal values of SESS
and λiESS by satisfying the

objective function constraints.
In this research, the sizing approach considers a unity power factor applied on the
dispatch of ESSs. This is based on common industry practices that distribution network
operators will not rely on the distributed generators to solve the network voltage problem,
but rather rely on the substation automatic voltage controllers and distributed capacitors
to control the MVars. Hence, the ESS size and locations are determined based on using
the multi-functionality of ESSs in providing the MW required to minimize line losses and
loading, and support the voltage controllers on the network. This approach maintains
the voltage at the desired levels proposed by operation requirements.

4.5

Testing and performance measurement

This section describes the application of necessary factors of load model and RES
generation, feeder load scaling, and voltage dependency in the proposed distribution
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network model. Furthermore, it states the essential indices to measure the performance
improvement of the system.

4.5.1
4.5.1.1

Assignment of factors and dependency
Feeder load scaling and voltage dependency

Considering the scaling factor, the load is calculated according to (4.31) and (4.32)
[78]. The load scaling of a distribution feeder, consisting of loads Loadi, is presented in
Fig. 4.4. The Ψscale is adjusted so that the total real and reactive powers are calculated
as (4.33) and (4.34), respectively [78].
P = Ψscale · P0

(4.31)

Q = Ψscale · Q0

(4.32)

P = Ψscale · P 10 + Ψscale · P 20 + Ψscale · P 30 +
. . . . . . + Ψscale · P n0

Q = Ψscale · Q10 + Ψscale · Q20 + Ψscale · Q30 +
. . . . . . + Ψscale · Qn0

(4.33)

(4.34)

Taking into account the voltage dependency of loads, (4.31) and (4.32) are converted to
(4.35) and (4.36), respectively, where, (1 − aP − bP ) = cP and (1 − aQ − bQ) = cQ.








Vbi eaP
Vbi ebP
+ bP ·
Vref
Vref
ecP 

(4.35)




Vbi eaQ
Vbi ebQ
+ bQ ·
Vref
Vref
ecQ 

(4.36)

P = Ψscale · P0 aP ·

Vbi
+ (1 −aP −bP ) ·
Vref





Q = Ψscale · Q0 aQ ·

Vbi
+ (1 −aQ−bQ) ·
Vref
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Figure 4.4: Load scaling of a distribution feeder [78].

4.5.1.2

Load and generation scaling factors

The loads of the distribution network follow the IEEE-RTS model as depicted in
Fig. 4.5 and the load coefficients are set to aP = aQ = 0.4, bP = bQ = 0.3, and
cP = cQ = 0.3 [12]. The exponents are assigned to eaP = eaQ = 0, ebP = ebQ = 1, and
ecP = ecQ = 2 to model the load behaviour as constant power, constant current, and
constant impedance, respectively, for corresponding load coefficients [78]. The generation
outputs of solar PV and wind DGs are scaled according to the curves of Fig. 4.5 [12].

4.5.2
4.5.2.1

System performance indices
Voltage deviation and profile improvement indices

As the minimization of voltage fluctuations is crucial for the operation of the power
systems, the permissible voltage deviation limit is considered as ±5% in this research.
The voltage deviation index (VDI) of (4.37), expressed as a percentage, represents the
system voltage deviation [79].

% VDI=


N 
X
|Vrated − Vbi |
i=1

Vrated
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(4.37)
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Figure 4.5: Time-variant scaling factors of loads and RES generation [12].

The voltage profile of ith bus of the system can be defined as (4.38) [80]. The Vmax and
Vmin for ith bus are determined by the voltage violation limit (±5%).
V Pi = Vbi SLi ζi

(4.38)

The incorporation of a load weighting factor (ζi ) has considerable impact on the voltage
profile improvement index (VP II), which allows the possibility of a low load bus with
voltage sensitive loads. Generally, these factors are assigned based on the criticality or
importance of the load at each bus. It is assumed that all the loads of the proposed
system have equal importance. For the overall network, the total of all factors ζi is
defined as (4.39).
N
X

ζi = 1

(4.39)

i=1

Hence, the overall voltage profile of the system can be expressed as (4.40).

VP =

N
X
i=1
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V Pi

(4.40)
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The VP II, a measure of the improved voltage profile of the proposed distribution system,
can be defined as (4.41) [80].
V Pw−ESS
V Pwo−ESS

V P II =

4.5.2.2

(4.41)

Power loss reduction indices

The real, reactive, and total power loss reduction indices (P LRIP , P LRIQ , and
P LRIT ) are defined by (4.42), (4.43), and (4.44), respectively [79, 80].
PM

P LRIP = Pl=1
M

l
PL−ESS
l
PL−base

l=1

PM

P LRIQ = Pl=1
M

l=1

PM q

QlL−ESS
QlL−base

2
+ QlL−ESS
P LRIT = P q
2
2
M
l
PL−base
+ QlL−base
l=1
l=1

4.5.2.3

l
PL−ESS

(4.42)

(4.43)

2

(4.44)

Line loading index:

The line loading index (LLI) refers to the loading level or demand of the distribution
system lines. Minimizing line loading through optimally placed ESSs may be an effective
way of deferring distribution investment. In other words, the distribution network peak
demand can be reduced by minimizing the LLI. This may also minimize the investment
costs for distribution network expansion. This is necessary in order to increase the
system’s tolerance of load growth. In this research, the percent line loading (%LL) for a
specific line, total percent line loading (%LLT ) (before and after ESS placement), and
the overall LLI are formulated by (4.14) and (4.45) to (4.48).

% LLbase =

SLlbase
SLlrated

% LLTw−ESS =

M
X
l=1
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× 100

(4.45)

% LLESS

(4.46)
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% LLTwo−ESS =

M
X

% LLbase

(4.47)

l=1

LLI =

4.6

% LLT w−ESS
% LLT wo−ESS

(4.48)

Results and discussion

After optimization and testing, the system performance is analyzed in three different
case studies. Optimal ESS locations are determined while minimizing the cost function.
This section describes the impact of optimal distributed ESS allocation in the proposed
distribution system. The ESSs only inject P (MW) to the network and the power factor
is unity. The system results are categorized for three cases: base case (without ESS),
ESS placement while considering a uniform ESS size, and non-uniform ESS sizes. These
are presented in Table 4.2. The investigation is conducted for a time period of 24 hours
and the maximum value of parameters %VDI, %LLT , PT , and QT for that period is
calculated. Case 2 and Case 3 are investigated in two different subcategories based on
the weighting factor selection of J(CF i ) as given in Table 4.2. Although the factors
in (4.8) are equally weighted (Case 2(I) and Case 3(I)), γV D is changed to 100 along
with γP L =γLL =γESS =1 in Case 2(II) and Case 3(II) to give more importance to CVn D
than other parameters. This comparison is presented targeting better realization of the
optimization results. It is assumed that the ESS power rating (MVA) is constant over
one hour.

4.6.1

Case study 1- Base case without ESSs

The results of parameter %VDI, %LLT , PT , and QT for base case analysis (without
the placement of ESSs), tabulated in Table 4.2 represent the reference values which are
targeted to be optimized. Although the Vbi is within maximum and minimum voltage
limits, the voltage profile needs improvement. Similar results are observed for other
parameter values.
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Table 4.2: System results after a quantitative analysis
Case Details

ESS Apparent Power (MVA)
& Locations

Case 1
Base case
Case 2

%VDI

%LLT

PT
(MW)

QT
(MVar)

Total
ESS
Size
(MWh)

0.11

0.09

-

Without ESS allocation
No ESS

89.73

269.81

Distributed ESS allocation for a uniform ESS size

(I). Min J(CF i ) with
γV D =γP L =γLL =γESS =1

ESS9, ESS14, ESS25, ESS28, ESS29,
ESS30, ESS31, ESS32, ESS MVA=0.724

75.753

241.128

0.0905

0.0683

5.793

(II). Min J(CF i ) with
γV D =100 &
γP L =γLL =γESS =1

ESS9, ESS11, ESS14, ESS15, ESS25,
ESS27, ESS28, ESS29, ESS30, ESS31,
ESS32, ESS33, ESS MVA=1.974

32.238

440.955

0.2491

0.2691

23.689

Case 3

Distributed ESS allocation for non-uniform ESS sizes

(I). Min J(CF i ) with
γV D =γP L =γLL =γESS =1

ESS8=0.335, ESS10=0.378,
ESS13=0.383, ESS16=0.823, ESS17=0.1,
ESS20=0.128, ESS22=0.1, ESS25=2,
ESS30=1.442, ESS31=0.725,
ESS32=0.781

72.162

240.039

0.0894

0.0666

7.195

(II). Min J(CF i ) with
γV D =100 &
γP L =γLL =γESS =1

ESS9=0.28, ESS11=1.13, ESS13=0.454,
ESS14=1.42, ESS15=0.735, ESS17=2,
ESS25=2, ESS26=0.11, ESS27=0.711,
ESS28=1.427, ESS29=2, ESS30=2,
ESS31=1.873, ESS32=1.603,
ESS33=0.682

41.520

388.220

0.1830

0.2100

18.425

4.6.2

Case study 2- ESS allocation for a uniform ESS size

i
, is divided in two different cateCase 2, optimal ESS placement for a uniform SESS
i
i
and λiESS can be
and λiESS . The SESS
gories with two different combinations of SESS

identified in Table 4.2 by the ESS MVA and ESS number, respectively: e.g., ESS9 =
0.724 represents that the ESS of size 0.724 MVA is connected to bus9. It is noticeable
that all Case 2(I) parameters (%VDI, %LLT , PT , and QT ) are minimized compared
to Case 1. Although Case 2(II) minimizes the CVn D − i.e. improves the voltage profile
(%VDI = 32.238) − the %LLT , PT , and QT exceed the corresponding values for Case 1.
Furthermore, the total ESS size is 23.689 MWh, which represents a higher distribution
system investment cost and hence is unacceptable. For Case 2(I), the required number
i
of optimally placed ESSs in the network is 8 with SESS
= 0.724 MVA, while it is 12
i
with SESS
= 1.974 MVA for Case2(II). Hence, considering the optimal performance as

well as costs and a negotiation of %VDI, Case 2(I) is the required optimal solution with
minimum ESS size (5.793 MWh) for Investigation type-I.
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4.6.3

Case study 3- ESS allocation for non-uniform ESS sizes

i
The impact of optimal distributed ESS allocation with non-uniform SESS
is analyzed

and the results are listed in Table 4.2. Case 3(I) shows the optimization results with
minimum J(CF i ), while Case 3(II) represents the outcome for minimum CVn D . A very
noticeable point is that all the parameters (%VDI, %LLT , PT , and QT ) are further
reduced compared to Case 2(I). However, for Case 3(I), the required number of optimally
placed ESSs is 11 and total ESS size is 7.195 MWh, which represents an increment in cost
over Case 2(I). The total ESS size is further increased to 18.425 MWh while minimizing
CVn D (%VDI=41.520) in Case 3(II). For this case, the other parameters (%LLT , PT ,
and QT ) are higher compared to Case 2(I) and Case 3(I).

4.6.4

Overall result comparison and analysis

Figure 4.6: Voltage profiles for various cases.

4.6.4.1

Comparison of voltage profiles

The voltage profiles for various cases are depicted in Fig. 4.6. The feeder voltage
profiles (p.u. voltage vs km) after ESS placement, i.e. for Case 2 and Case 3 of Table
4.2, are illustrated in Fig. 4.7 to Fig. 4.10, where various sections in terms of feeder
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Figure 4.7: Voltage profile of the feeder for case 2(I).

Figure 4.8: Voltage profile of the feeder for case 2(II).

length are marked with different colors. In the distribution network model, all the
lines have the same length (1km). At some buses, the p.u. voltages for the particular
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Figure 4.9: Voltage profile of the feeder for case 3(I).

Figure 4.10: Voltage profile of the feeder for case 3(II).

feeder length are illustrated. According to Fig. 4.7 and Fig. 4.6, the bus voltages
vary within 1 p.u. to 0.967 p.u. for Case 2(I), while the lowest voltage value (0.967
p.u.) is observed at B30. B18 and B33 have about the same voltage of 0.973 p.u,
while the similar voltage value of around 0.972 p.u. is obtained at B16 and B31. Case
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3(I) has a better feeder voltage profile compared to Case 2(I) as presented in Fig. 4.9
and Fig. 4.6. The voltages at various bus during Case 3(I) are improved, e.g., at B16
(Case 3(I)=0.976 p.u., Case 2(I)=0.972 p.u.), at B31 & B32 (Case 3(I)=0.975 p.u.,
Case 2(I)=0.972 p.u.), and at B33 (Case 3(I)=0.976 p.u., Case 2(I)=0.973 p.u.). The
Case 2(II) provides the best voltage profile compared to other cases as per Fig. 4.6 to
Fig. 4.10. During this case, most of the bus voltages vary around the target voltage
1 p.u. as presented in Fig. 4.8, while the lowest voltage of 0.97 p.u. is observed at
B24. The voltages at some buses, e.g., B09, B15, and B14 are above the Vtarget . On
the other hand, Case 3(II) also provides an improver voltage profile than Case 2(I)
and Case 3(I). However, there are higher voltage drops at some buses compared to
Case 2(II) such as at B6 (Case 3(II)=0.978 p.u., Case 2(II)=0.981 p.u.), B8 (Case
3(II)=0.980 p.u., Case 2(II)=0.987 p.u.), B12 (Case 3(II)=0.985 p.u., Case 2(II)=0.997
p.u.), B20 (Case 3(II)=0.986 p.u., Case 2(II)=0.992 p.u.), B21(Case 3(II)=0.985 p.u.,
Case 2(II)=0.993 p.u.), and B27 (Case 3(II)=0.981 p.u., Case 2(II)=0.985 p.u.). There
are also improvements on voltages at some buses in Case 3(II) compared to Case 2(II), for
instance, at B17 (Case 3(II)=1.002 p.u., Case 2(II)=0.997 p.u.), B18 (Case 3(II)=1.001
p.u., Case 2(II)=0.999 p.u.), B25 (Case 3(II)=0.983 p.u., Case 2(II)=0.976 p.u.), and
B33 (Case 3(II)=1.001 p.u., Case 2(II)=0.998 p.u.).

It may also be noted that the voltage drop in the feeder section numbered L02-L22L23-L24-L37-L29-L30 is higher for Case 2(I), Case 2(II), and Case 3(I) compared to
other sections of Fig. 4.1, and there is an improvement in this characteristic for Case
3(II). In contrast, the voltage drop in the feeder section numbered L18-L19-L20-L21-L35
is lower than other sections for all cases except Case 2(I) where the voltage drop in L20 is
slightly higher compared to other cases. Case 2(II) provides an improved feeder voltage
profile compared to Case 3(II) and most of the bus voltages are very close to 1 p.u. for
Case 2(II) except B07, B23, B24, B25, B29, and B30. The voltages of these buses are
further improved (except B07) in Case 3(II) while having little voltage deviation in other
buses compared to Case 2(II). Hence, it is evident that Case 2(II) and Case 3(II) have
better voltage profiles among the options, while Case 2(I) and Case 3(I) provide good
voltage profiles.
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4.6.4.2

Comparison of line loading and losses

The percent line loadings of various cases are presented in Fig. 4.11. This suggests
that the loading of lines for each case is under the maximum limit. For Case 2(II) and
Case 3(II) the line loadings are higher, while Case 2(II) provides the worst loading in
lines especially in L8, L22, L26, L28, L30, L35, and L37. Case 2(I) and Case 3(I) have
good line loading among the options, while the best characteristics are provided by Case
3(I). Although the maximum loading limit of a line is 80%, L1 has maximum loading
of 40.801% for all cases. L2 has around 28% loading for Case 1, Case 3(I), and Case
3(II), while it has a lower (27.633%) and a higher (31.908%) loading value for Case 2(I)
and Case 2(II), respectively. All other lines for most of the cases are more lightly loaded
(below 15%) except L30 and L37. For Case 2(II), the L30 and L37 are loaded around
27%, while L37 in Case 3(II) is loaded about 22%. It can be noted from the line loading
characteristics that the overall feeder has sufficient spare capacity to tackle the worst
situation during outage condition by sharing the loads with others.

Figure 4.11: The percent line loading for various cases.

The real, reactive, and total power losses of lines for various cases, with respect to
individual line numbers, are compared in Fig. 4.12, Fig. 4.13, and Fig. 4.14, respectively.
According to Fig. 4.12, L2 has a real power loss of 0.0347 MW, 0.0271 MW, and 0.0269
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Figure 4.12: Real power loss for various cases.

Figure 4.13: Reactive power loss for various cases.

MW for Case 2(II), Case 3(I), and Case 3(II), respectively. Case 2(II) and 3(II) provide
higher real power losses (compared to other cases) in L30 which are 0.0513 MW and
0.0387 MW, respectively. The L8 has a real power loss of 0.0424MW for Case 2(II)
which is higher than other cases. It is also noticeable for all cases that there is no real
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Figure 4.14: The total line loss for various cases.

power loss in tie lines (L33 to L37) as illustrated in Fig. 4.12. As referred to Fig.
4.13, higher reactive power loss is delivered during Case 2(II) compared to other cases,
specifically in L2, L8, L30, L35, and L37. In L2, Case 2(I), Case 3(I), and Case 3(II)
have the similar amount of reactive power loss which is 0.0133 MVar, 0.0138 MVar, and
0.0137 MVar, respectively, while it is a bit higher (0.0177 MVar) for Case 2(II). In L8,
Case 2(II) and Case 3(II) have a higher reactive power loss of 0.0305 MVar and 0.0088
MVar, respectively. Case 3(II) gives the highest reactive power loss of 0.0190 MVar and
0.0112 MVar in L16 and L24, respectively. In L30, Case 2(II) has the highest reactive
power loss of 0.0507 MVar compared to all other lines. Remarkably, all cases provide
reactive power loss to the tie lines (L33 to L37), while higher losses are added by Case
2(II) and Case 3(II) compared to others. Overall, according to the illustrations of Fig.
4.12, Fig. 4.13, and Fig. 4.14, the losses are higher for Case 2(II) and Case 3(II) and
lower for Case 2(I) and Case 3(I). Again, the worst case for total line loss is Case 2(II),
while having larger amount of loss in L2, L8, L30, L35, and L37 compared to other cases.

4.6.4.3

Statistical analysis of ABC approach with PSO algorithm

The well-known PSO algorithm [81, 82] is employed to verify the ESS allocation
results of Case 2(I) and Case3(I) obtained from the ABC approach. The PSO algorithm
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used in this study is given below:


viP SO (k + 1) = wP SO · viP SO (k) + c1 r1 · pBEST i − xPi SO (k) + c2 r2 · gBEST i − xPi SO (k) ; (4.49)

xPi SO (k + 1) = xPi SO (k) + viP SO (k + 1);

(4.50)

where, i =1, 2, ...., N , viP SO and xPi SO =the velocity and position of ith particle,
pBEST i =best solution determined by a particle itself, gBEST i =best solution in the
neighbourhood, k = iteration number, wP SO = inertia weight, r1 and r2 = random
variables in the range [0,1], and c1 and c2 =the cognitive and social components. The
initial condition regarding the objective function for PSO (J(CF i )P SO ) is defined in
(4.52). If (4.52) is satisfied, the pBEST i is updated using (4.51).
pBEST i = xPikSO

(4.51)

J(CF i )P SO (xPikSO ) > J(CF i )P SO (pBEST i )

(4.52)

The work flow of the PSO algorithm can be described in five following essential steps:

 Step 1: Initializing the viP SO and xPi SO randomly.
 Step 2: Evaluating the objective function J(CF i )P SO .
 Step 3: Evaluating pBEST i and gBEST i .
 Step 4: Updating the viP SO and xPi SO .
 Step 5: Repeating steps 2 to 4 until the optimization criteria are met.

Cognitive and social components (c1 and c2 ) of PSO are both set to 1.8, while the inertia
weight (wP SO ) is selected as 0.6 as recommended in [55]. The ABC settings are listed in
Table 4.1. The ABC optimization and the PSO are executed for 30 times considering a
maximum iteration value of 1000, a population size of 50, and γV D =γP L =γLL =γESS =1
in (4.8). From the list of obtained results, the best, worst, and mean objective function solutions are compared in Table 4.3 for the two investigation types. Furthermore,
the standard deviations for ABC and PSO approaches (σABC and σP SO ) of objective
function values are evaluated. The lesser standard deviation value represents smaller
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241.128

0.0909

0.0905

0.0677

0.0684

0.0683

6.007

5.972

6.000

5.793

size (MWh)

Total ESS

27,63,254.781

27,47,375.519

27,60,040.417

26,65,008.853

function value ($)

Objective

Table 4.3: Statistical analysis of ABC and PSO approaches for 30 runs

75.753

242.162

0.0918

0.0677

Optimization

77.534

241.642

0.0917

ABC best
ABC worst

MVA=0.724
MVA= 0.667

ESS7, ESS13, ESS15, ESS25, ESS28, ESS29, ESS30, ESS31, ESS32, ESS

77.836

242.168

242.296

0.0908

0.0918

0.0685

0.0685

6.053

6.235

27,84,573.115

28,67,990.169

72.162

243.322

240.039

0.0867

0.0889

0.0894

0.0679

0.0678

0.0666

7.216

7.345

7.195

33,19,390.463

33,78,653.069

33,09,852.689

19574.237

77.426

PT
QT
ESS apparent power (MVA) & locations
%VDI
%LLT
(MW)
(MVar)
Investigation type-I: Distributed ESS allocation for a uniform ESS size

76.967

241.633

statistics

ESS7, ESS9, ESS15, ESS25, ESS29, ESS30, ESS31, ESS32, ESS MVA=0.747

76.894

ESS9, ESS14, ESS25, ESS28, ESS29, ESS30, ESS31, ESS32, ESS

ABC mean

ESS7, ESS9, ESS15, ESS25, ESS29, ESS30, ESS31, ESS32, ESS MVA=0.751
MVA= 0.693

ESS7, ESS9, ESS15, ESS25, ESS28, ESS29, ESS30, ESS31, ESS32, ESS
ESS7, ESS13, ESS15, ESS25, ESS28, ESS29, ESS30, ESS31, ESS32, ESS
MVA= 0.673

72.623

241.143

72.969

74.494

242.983

243.505

240.923

0.0862

0.0909

0.0853

0.0675

0.0696

0.0671

7.260

7.409

7.197

33,39,593.907

34,08,087.049

33,10,730.059

19310.970

72.053

12939.034

73.954

Investigation type-II: Distributed ESS allocation for non-uniform ESS sizes
ESS8=0.335, ESS10=0.378, ESS13=0.383, ESS16=0.823, ESS17=0.1,

ESS32=0.781

ESS20=0.128, ESS22=0.1, ESS25=2, ESS30=1.442, ESS31=0.725,
ESS5=0.1, ESS9=0.556, ESS11=0.1, ESS15=0.836, ESS17=0.1, ESS22=0.1,

ESS31=1.589, ESS33=0.121

ESS24=0.1, ESS25=1.479, ESS26=0.164, ESS28=0.1, ESS30=2.0,
ESS8=0.162, ESS10=0.181, ESS13=0.237, ESS15=0.512, ESS21=0.1,
ESS24=0.101, ESS25=1.736, ESS26=0.310, ESS28=0.159, ESS30=2.0,
ESS31=0.492, ESS32=1.226

ESS27=0.1, ESS30=2.0, ESS31=0.465, ESS33=0.1

ESS7=0.379, ESS10=0.403, ESS14=0.1, ESS15=1.878, ESS25=1.772,
ESS6=0.193, ESS8=0.1, ESS9=0.1, ESS10=0.470, ESS12=0.383,

ESS29=0.273, ESS30=1.112, ESS31=2.0

ESS15=0.429, ESS16=0.149, ESS21=0.1, ESS22=0.1, ESS25=2.0,
ESS6=0.1, ESS10=0.334, ESS11=0.1, ESS14=0.1, ESS15=0.921,
ESS16=0.1, ESS17=0.147, ESS25=1.447, ESS28=0.1, ESS29=0.449,
ESS30=2.0, ESS31=1.462

16374.188

σABC
PSO best
PSO worst
PSO mean
σP SO

ABC best

ABC worst

ABC mean
σABC
PSO best

PSO worst

PSO mean
σP SO

106

4.6 Results and discussion

Table 4.4: Convergence and computation time of ABC and PSO algorithms
Investigation

ABC

ABC computation

type

convergence

time (s)

PSO convergence

PSO computation
time (s)

I

After 208 iterations

325

After 191 iterations

440

II

After 347 iterations

503

After 332 iterations

665

deviation among solutions of 30 times optimization runs. Although both algorithms
provides very close solutions in terms of objective function costs, it is evident from
Table 4.3 that the more optimal solutions are obtained from the ABC for both investigation types. For instance, the ABC best solution for investigation type-I signifies the
improvement in performance such as %V DI = 75.753, %LLT = 241.128, PT = 0.0905
MW, and total ESS size (5.793 MWh) except little deviation in QT (0.0683 MVar) compared to PSO best solution (i.e. V DI = 76.894, %LLT = 241.633, PT = 0.0917 MW,
QT = 0.0677 MVar, and total ESS size=6.007 MWh). Hence, it is obvious from the
statistical analysis of Table 4.3 that the proposed ABC-based approach is successful in
achieving required optimal solutions for both investigation types.

Figure 4.15: Convergence of ABC and PSO algorithms.

The configuration of the used computer for conducting the optimization is: Intel(R)
Xeon 3.5 GHz processor, 16 GB RAM, 64-bit windows 10. Fig. 4.15 represents the
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convergence test of the ABC and PSO algorithms for two investigation types. The convergence results and computation time are summarized in Table 4.4. This suggests that
the ABC-based approach converges after 208 and 347 iterations for investigation type-I
and investigation type-II, respectively. On the contrary, PSO algorithm converges after
191 and 332 iterations for investigation type-I and investigation type-II, respectively. In
other words, the PSO algorithm converges faster than the ABC approach. In real time,
ABC and PSO algorithms require around 325 s and 440 s, respectively, to locate the
ESSs under investigation type-I. For investigation type-II, the ABC and PSO approaches
take about 503 s and 665 s, respectively, to place the ESSs on the network.

4.6.4.4

Overall performance and ESS cost comparison

The performance indices of the proposed system are evaluated and presented in Table
4.5. Generally, the system has a good voltage profile for VP II > 1. For instance, the
VP II = 2.114 for Case 2(II) represents that Case 2(II) has the best voltage profile among
the options. On the other hand, the higher values of P LRIP , P LRIQ , P LRIT , and
LLI denote higher real power loss, reactive power loss, total line loss, and line loading,
respectively. For example, Case 3(I) has the P LRIT = 0.802 and the LLI = 0.890 which
are lower than those of Case 2(I) (P LRIT = 0.816 & LLI = 0.894). This implies that
Case 3(I) has achieved improved performance in regard to total line loss and line loading
compared to Case 2(I).
Table 4.5: Performance indices for various cases of Table 4.2
Case Details

VP II

P LRIP

P LRIQ

P LRIT

LLI

Case 1

-

-

-

-

-

Case 2(I)

1.037

0.829

0.802

0.816

0.894

Case 2(II)

2.114

2.281

3.158

2.755

1.634

Case 3(I)

1.064

0.819

0.781

0.802

0.890

Case 3(II)

1.823

1.675

2.408

2.059

1.439

Fig. 4.16 presents the overall comparison of the system performance indices and
total ESS unit cost (as the total ESS unit cost is the highest cost component of the
system, which is defined in (4.15)). It is apparent from the characteristics that case 2(I)
is relatively cost efficient and is the optimal solution for distributed ESS allocation with
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Figure 4.16: Performance and ESS cost comparison for various cases.

a uniform size, while Case 3(I) is the optimal choice for ESS allocation with non-uniform
sizes.

4.7

Conclusions

This chapter has presented an effective strategy for the optimal placement of distributed ESSs in distribution networks using the ABC meta-heuristic optimization technique. The key problems of voltage deviation, line loading, and power losses in distribution networks are addressed and mitigated to improve system performance. The PSO
algorithm is also applied to verify the system results obtained from the ABC approach.
The related performance indices are evaluated and overall system results are analyzed
quantitatively. Based on the investigations and analysis presented in this study, the
following conclusions can be made in regard to optimal ESS placement:

 The optimal placement of multiple ESSs, in a distributed manner, offers good flexibility and performance improvement in a distribution network with large renewable
DG penetration.
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 Both approaches − optimal distributed ESS placement with a uniform size and
non-uniform sizes − are suitable for solving distribution network issues as addressed
in this research. However, ESS placement with a uniform size technique can be
implemented more flexibly, while the approach with non-uniform ESS sizes is more
adjustable with regard to performance improvement.

 As the optimal ESS placement largely depends on performance improvement targets, a tradeoff should be made in terms of performance indices, installation sites,
and costs. For instance, considering optimal performance as well as implementation costs, and a tradeoff with voltage profile, line loading, and losses, Case 2(I)
presented in Section VI is the optimal solution.

Overall, considering the above findings, the proposed approach for optimal placement of
distributed ESSs is highly suitable for an MV or large-scale distribution system and can
be used in real distribution network planning and asset management applications. Future
work can apply intelligent control techniques that consider the online communication
among the placed ESSs. Optimal operation of ESSs considering RES uncertainty and
comprehensive ESS sizing can also be investigated.

4.8

Chapter 4 appendices

The system data used for the IEEE 33 distribution network test system is presented
in Table 4.6 [67].
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Table 4.6: Used data for 33-bus test system [67]
Line

Sending

Receiving

Resistance

Reactance

Number

Bus

Bus

(Ω)

(Ω)

Load at Receiving End Bus
Real Power
(kW)

Reactive
Power
(kVar)

L01

B01 (Main
SS)

B02

0.0922

0.0477

100

60

L02

B02

B03

0.4930

0.2511

90

40

L03

B03

B04

0.3660

0.1864

120

80

L04

B04

B05

0.3811

0.1941

60

30

L05

B05

B06

0.8190

0.7070

60

20

L06

B06

B07

0.1872

0.6188

200

100

L07

B07

B08

1.7114

1.2351

200

100

L08

B08

B09

1.0300

0.7400

60

20

L09

B09

B10

1.0400

0.7400

60

20

L10

B10

B11

0.1966

0.0650

45

30

L11

B11

B12

0.3744

0.1238

60

35

L12

B12

B13

1.4680

1.1550

60

35

L13

B13

B14

0.5416

0.7129

120

80

L14

B14

B15

0.5910

0.5260

60

10

L15

B15

B16

0.7463

0.5450

60

20

L16

B16

B17

1.2890

1.7210

90

40

L17

B17

B18

0.7320

0.5740

90

40

L18

B2

B19

0.1640

0.1565

90

40

L19

B19

B20

1.5042

1.3554

90

40

L20

B20

B21

0.4095

0.4784

90

40

L21

B21

B22

0.7089

0.9373

90

40

L22

B3

B23

0.4512

0.3083

90

50

L23

B23

B24

0.8980

0.7091

420

200

L24

B24

B25

0.8960

0.7011

420

200

L25

B6

B26

0.2030

0.1034

60

25

L26

B26

B27

0.2842

0.1447

60

25

L27

B27

B28

1.0590

0.9337

60

20

L28

B28

B29

0.8042

0.7006

120

70

L29

B29

B30

0.5075

0.2585

200

600

L30

B30

B31

0.9744

0.9630

150

70

L31

B31

B32

0.3105

0.3619

210

100

L32

B32

B33

0.3410

0.5302

60

40

L33??

B21

B8

0.0000

2.0000

L34??

B9

B15

0.0000

2.0000

L35??

B12

B22

0.0000

2.0000

L36??

B18

B33

0.0000

0.5000

L37??

B25

B29

0.0000

0.5000

??= Tie Lines, Substation Voltage = 12.66 kV
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Chapter 5

Optimal ESS Placement and
Sizing Using PQ Injection
Approach

This chapter presents a strategy for optimal allocation of distributed ESSs through P
and Q injection by the ESSs to a distribution network. The investigation is carried out
in a renewable-penetrated (wind and solar) medium voltage IEEE-33 bus distribution
network for two different scenarios: (1) using a uniform ESS size and (2) using nonuniform ESS sizes. DIgSILENT PowerFactory is used for system modeling and testing,
and simulation events are automated using Python scripting. A hybrid meta-heuristic
optimization algorithm such as the fitness-scaled chaotic artificial bee colony (FSCABC)
algorithm is applied to optimize parameters of the objective function. The artificial bee
colony (ABC) algorithm is also applied to justify the results attained from the FSCABC
algorithm. The obtained results suggest that the proposed PQ injection-based ESS
placement strategy performs better than the P injection-based approach, which can
significantly improve distribution network performance by minimizing voltage deviation,
power losses, and line loading.
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5.1

Introduction

Energy storage systems (ESSs) are growingly being integrated in distribution networks to offer various advantages related to technical, economic, and environmental
issues [1]. These encompass facilitating renewable energy source (RES) integration [2–
4], power loss minimization [5], load levelling [6] and peak shaving [7], load shifting
[8, 9], frequency regulation [10, 11], energy management [12], demand management [13],
mitigation of voltage deviation [14, 15], power quality improvement [10, 16], congestion
management [17], RES energy time-shifting [18] and distributed generation planning [19],
operating reserves [10, 20], network expansion [21, 22], overall cost reduction [23, 24] and
profit maximization [10, 25], greenhouse gas (GHG) reduction [26, 27], and network reliability [28, 29]. However, the benefits from the ESS placement cannot be achieved in
cases of their misuse or misplacement in distribution networks [30].
Asset management in distribution networks is considered as a vital task by network
service providers for ensuring reliable network operation. However, this can be an expensive task which might increase network cost, such as the cost due to network reinforcement for voltage and thermal stability. Consequently, electricity prices can be affected
significantly. Therefore, providing a low cost solution to distribution network operators
targeting a better asset management practice is the motivation of this work. Optimal
allocation of ESSs, based on performance expectations and optimization approaches, is
reported in several studies [10, 14, 16, 21, 23, 24, 28, 31–48].
A comprehensive review on ESS placement, sizing, and operation is presented in [1]
for mitigating the issues of distribution networks. This study also presents the role of
ESSs for power quality improvement. In [31], an optimal allocation of ESSs is performed
in an IEEE-33 bus distribution network to minimize voltage deviation, line losses, and
line loading. In that paper, the ESS sizing is accomplished through the application of a
unity power factor (p.f.) approach on the dispatch of ESSs, where the ESSs only inject P
to the network. Ref. [21] proposes an optimal placement of distributed community-based
ESSs in distribution networks to achieve the benefits from energy loss reduction, energy
arbitrage, peaking photovoltaic (PV) generation, emission reduction, network upgrade
deferral, and Var support.
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An optimal placement and sizing of ESSs, for improving voltage profile of a windpenetrated distribution system and minimizing cost of the system, is accomplished in
[32]. In [33], the planning and control of ESSs is performed in an RES-integrated distribution network to minimize operational and investment costs. In [34], the risk of
energy transaction mechanisms for energy agents under a distribution company is mitigated through optimal ESS placement. In [35], ESS allocation is optimized for the risk
mitigation of distribution companies while reducing operational costs and maximizing
energy transaction profits. Total energy loss of a distribution network is minimized by
optimal ESS placement and sizing in [36]. In [10], the net profit of distributed ESSs is
maximized through the achievement of energy reserve and energy price arbitrage, distribution system congestion management, and a frequency regulation service through
controlling active and reactive powers.
In [37], the ESS placement is accomplished for both distribution and transmission
networks. The optimal ESS size on the distribution side is calculated to address peak
load shaving and load curve smoothing. On transmission side, a sensitivity analysis is
performed using a time domain power flow, complex-valued neural networks, and economic dispatch to place the ESSs. Ref [38] investigates the impact of ESS configuration
and location on voltage profiles, power losses, and utilization of ESSs within a feeder of
a low voltage (LV) distribution network. In [40], a multi-objective optimal ESS allocation and sizing problem is formulated to mitigate voltage deviations and improve supply
quality, eliminate line congestions and load curtailment, and minimize electricity and
distribution network costs.
An ESS allocation strategy is proposed in [41] to determine optimal ESS locations
and sizes while improving reliability of distribution networks. In [39], an optimal ESS
management strategy is proposed for an RES-penetrated distribution system to minimize
energy losses of the network, GHG emissions, and overall power generation cost. In [23],
an optimal ESS allocation problem applying network reconfiguration is formulated in an
RES-penetrated distribution network to minimize costs of the system. In [42], optimal
ESS placement and sizing are accomplished for maximizing distribution system benefits
while managing loads, and minimizing total costs and net present value (NPV).
In [14], optimal allocation and operation are performed for distributed ESSs for
improving load and generation hosting capability. As a result, peak demand and power
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loss are reduced achieving better voltage regulation. In [43], optimal ESS allocation in
an LV distribution network is performed targeting the prevention of under- and overvoltages and minimization of total network costs (regarding ESS and network losses).
In [44] and [45], the ESS allocation is performed for minimizing the problem of voltage
fluctuations due to PV integrations in LV networks. Again in [16], the allocation of
distributed ESSs is performed for minimizing both network losses and the energy cost in
relation to congestion management and external grid, and for providing voltage support.
In [24], optimal ESS allocation is accomplished to maximize distribution network
benefits through minimizing the costs of ESS installation, energy losses, maintenance,
interruption, and system upgrade. In [46], a planning framework is developed for determining optimal location and sizes of distributed ESSs in wind-penetrated power systems
to minimize costs in relation to wind curtailment and line congestion, and to maximize
the normalized profit of ESS owners. In [28], optimal ESS placement is performed to
minimize interruption and annual costs as well as improve reliability of distribution systems. In [47], a framework for optimal ESS allocation in a wind-penetrated power system
is developed for maximizing the use of wind power and minimizing hourly social cost.
In [48], the annual electricity cost is minimized through optimal ESS allocation in a
wind-penetrated distribution network, where reliability enhancement and peak shaving
are not considered.
In the above literature, various optimization and modeling techniques (single and hybrid) are employed for the optimal allocation of ESSs [10, 14, 16, 23, 24, 28, 31–36, 39–47].
In [31], the ABC algorithm is applied for optimal ESS allocation in distribution networks
and the results are verified through the application of the particle swarm optimization
(PSO) approach. A probabilistic load flow, a hybrid multi-objective PSO integrating a
non-dominated sorting genetic algorithm (NSGA-II), and a five-point estimation method
(5PEM) technique are used in [32]. Again, a fuzzy PSO (FPSO) is utilized in [35]. An
optimal power flow (OPF) with mathematical modeling technique is applied in [36]. A
multi-agent approach based on game theory is employed in [34]. Ref. [40] uses the
AC-OPF and mixed-integer second order cone programming (MISOCP) approaches for
optimal placement of ESSs. A mixed-integer linear programming (MILP) approach is
applied for optimal ESS placement in [23] and [10], while [33] presents a network-aware
technique for the planning and control of ESSs. In [39] and [46], the NSGA-II is used for
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optimization, while [41] employs a mixed-integer nonlinear programming approach for
problem formulation and the PSO for optimization. Ref. [44] applies a genetic algorithm
(GA)-based technique combined with simulated annealing, while [45] applies a GA-based
bi-level optimization strategy for solving optimal ESS placement problem. Again in [16],
an alternating direction technique to multipliers is employed for the placement of distributed ESSs. In [43], clustering and sensitivity analysis and the multi-period OPF
approaches are applied. The GA (integrated with linear-programming) and a sequential
Monte Carlo simulation (MCS) are used in [24, 28], while these strategies along with
MATLAB optimization toolbox are employed in [42]. A multi-objective optimization
technique (cost-based) by MATLAB is used in [14]. In [47], a GA, a market-based probabilistic OPF, and an energy arbitrage model are utilized. However, the application of
hybrid optimization algorithms is also recommended in [1, 49, 50] for obtaining good
optimal solutions.
This research introduces a hybrid optimization technique, namely FSCABC algorithm [51, 52] for optimal placement of ESSs. Being simple and robust, the ABC algorithm has triple search capability to solve complex combinatorial and multi-dimensional
optimization problems [31, 53–55]. The hybrid FSCABC technique improves the performance of ABC algorithm by eliminating the trapping problem in local optima [51, 52, 56].
In comparison with centralized placement, distributed ESS allocation provides greater
flexibility and more opportunities in terms of problem mitigation in a large distribution
network [31, 32, 47]. Although various issues of distribution networks are addressed in
the aforementioned literature, very few studies [31] focus on voltage profile improvement,
line loading minimization, and power loss reduction. Moreover, the investigations for
optimal ESS placement are carried out in [31] injecting P only (Q=0) from the ESSs to
the network. However, the performance can be improved further with P and Q injection
by the ESSs. This research has addressed this need.
In this study, an optimal placement problem of distributed ESSs, in an IEEE-33 bus
distribution network, is investigated and formulated. DIgSILENT PowerFactory is used
for system modeling and analysis, and the FSCABC optimization technique is employed
for optimization. Python programming language is utilized for controlling the models
developed in PowerFactory and facilitate optimization. The key contributions of this
chapter are outlined as follows:
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 The investigation for optimal allocation of ESSs is carried out focusing on voltage profile improvement, line loading reduction, power loss minimization (real and
reactive), and ultimately cost minimization. The optimal ESS allocation related
research such as [16, 32, 38, 43] have not widely considered these parameters together except [31]. Although similar investigation is carried out in [31], a unity
p.f. approach is applied on the ESS dispatch (i.e. the ESSs only inject P to the
network). In this study, however, the ESSs inject both the P and Q to the network
for better performance improvement with variable p.f. on the dispatch of an ESS.

 The ESSs are placed in the networks by two different approaches: (1) using a
uniform ESS size, and (2) using non-uniform ESS sizes. These sort of approaches
have not been utilized by earlier studies such as [14, 16, 34, 35, 38, 40, 47, 48] except
[31]. The results obtained by using these approaches are analyzed and compared
with [31] which establishes the performance improvement. Although the FSCABC
optimization technique is applied for these investigations, ABC algorithm is also
utilized to verify the results attained from the FSCABC approach.

 The performance indices are estimated to monitor the performance improvement
after optimal ESS placement in the network, which are not estimated by the related
studies except [31].

5.2

Modeling of the ESS

The selection of utility-scale ESSs relies upon various performance factors, technical characteristics, and applications [1]. Similar to [31], the UltraBattery (also called
advanced lead-acid battery) is selected in this research from the viewpoint of ESS cost.
Although the UltraBattery is selected as the ESS technology, the proposed ESS model
is taken into account as generic and can be utilized for other ESS technologies.
The ESS model is subjects to the following constraints:

x
 The ESS is fully charged if state of charge SOCESS
= 1 and fully discharged if
x
SOCESS
= 0.
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x
 The ESS should control the real power in both ways and the SOCESS
is subject

to the following constraint [57]:
x
0.2 6SOCESS
60.9

(5.1)

 A priority for real and reactive powers (P and Q) is required to satisfy the rated
p
apparent power SAP P = P 2 + Q2 .

In addition, the ESS should satisfy boundary conditions from (5.2) to (5.7) in time
t (indexed 1, ...., N T ) [31]. The charging and discharging powers are estimated through
(5.2) and (5.3), respectively [31]. Restrictions on energy stored by the ESS and ESS
charging power are applied by (5.4) and (5.5), respectively. Furthermore, the constraints
for energy released from the ESS and power discharged by the ESS are defined by (5.6)
and (5.7), respectively [31].

t
EESS
− SESS−M AX
= max{PESS−M IN ,
}
ηC . ∆t

(5.2)


t
EESS
− SESS−M IN ηD
= min{PESS−M AX ,
}
∆t

(5.3)


t+1
t
t
= min{ EESS
− ∆t PESS,C
ηC , SESS−M AX }
EESS

(5.4)

t
t
t
PESS,C
6PESS
6PESS,D

(5.5)

t
PESS,C

t
PESS,D

Charging mode:

Discharging mode:
t+1
EESS

t
EESS

= max{

− ∆t

t
PESS,D

!

ηD

t
t
t
PESS,C
6PESS
6PESS,D

5.3
5.3.1

, SESS−M IN }

(5.6)

(5.7)

Formulation of the problem
Objective function

The objective function of the proposed optimal ESS allocation problem is given in
(5.8) and formulated using (5.9) to (5.16) [31]. This is a cost function which includes the
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costs in relation to network performance such as voltage deviation, line loading, and line
losses as well as ESS units [31]. This function comprises the performance cost factors
l
U T o ) which are weighted equally
(CVn Dev , CLLd
, and CPl Ls ) as well as ESS cost factor (CESS

with βVDev =βLLd =βP Ls =βESS =1.
J(CF i ) = minimize




UT o
n
l
βVDev ·CVDev
+ βLLd · CLLd
+ βP Ls · CPl Ls + βESS · CESS
{z
}
|



Cperformance

(5.8)
where,
n
CVDev

=

N
X

!
n
n
|VT arget −VBn (SESSP
,SESSQ
,λn
ESS )|

· γVDev

(5.9)

n=1
l
=
CLLd

M
X

!
n
n
% LLdlESS (SESSP
,SESSQ
,λn
ESS )

· γLLd

(5.10)

× 100

(5.11)

l=1

%

n
n
LLdlESS (SESSP
,SESSQ
,λn
ESS )=



SLlESS
SLlRAT ED



CPl Ls = XT LLoss · γP Ls
XT LLoss =

(5.12)

q
2
2
n
n
n
n
n
{PLT (SESSP
,SESSQ
,λn
ESS )} + {QLT (SESSP ,SESSQ ,λESS )}

n
n
PLT (SESSP
, SESSQ
, λnESS ) =

M
X

PL (i, j) =

M
X

RL (i, j) ·

Pi2 +Q2i

(5.13)
!

2
n
n
| { VBn (SESSP
,SESSQ
,λn
ESS )} |
(5.14) !
M
M
2
2
X
X
Pi +Qi
n
n
XL (i, j) ·
QLT (SESSP
, SESSQ
, λnESS ) =
QL (i, j) =
2
n
n
n
| { VB (SESSP ,SESSQ
,λn
ESS )} |
l=1
l=1
(5.15)

l=1

l=1

The total ESS unit cost is estimated by (5.16) [31]:.
UT o
CESS
=

K
X

n
SESS
· CU U

(5.16)

n=1

In the above-mentioned equations, γVDev = $0.142 p.u. [14, 31], γLLd = $0.503 p.u.
[31, 58], γP Ls = $0.265 /kWh [31, 58], and VT arget = 1 p.u.. Additionaly, CU U = $460
/kWh considering UltraBattery applications in relation to industrial and commercial
energy management [31, 59].
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5.3.2

Constraints of the objective function

The objective function presented in (5.8) is subject to (5.17) to (5.27) including ESS
modeling related equations (5.1) to (5.7) [31]:

PiG +

X

X


D
D
Pj→i
= PiC +
Pi→k

j∈J+

QG
i +

X

(5.17)

k∈J−

X


C
QD
QD
j→i = Qi +
i→k

j∈J+

(5.18)

k∈J−

VM IN < |VBn−t | < VM AX

(5.19)

n
P FESS−M IN 6 P FESS
6 P FESS−M AX

(5.20)

SLl−t < SLlM AX
(
0, if the ESS is active
λnESS =
1, otherwise
(
Assign, if λnESS = 0
n
SESSP
=
0,
if λnESS = 1
(
Assign, if λnESS = 0
n
SESSQ =
0,
if λnESS = 1

(5.21)

PESS−M IN < PESS < PESS−M AX

(5.25)

t
t
t
PESS,C
≤ PESS
≤ PESS,D

(5.26)

EESS−M IN < EESS < EESS−M AX

(5.27)

(5.22)

(5.23)

(5.24)

where,

 Equations (5.17) and (5.18) signify the active and reactive power balance of a bus
i [31].

 Equation (5.19) denotes the voltage constraint of each bus [31].
 Equation (5.20) ensures that the p.f. on the dispatch of an ESS within the range
0.95 to 1 [60].
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 Equation (5.21) guarantees that the line loading of line l must not surpass the
maximum boundary SLlmax to safeguard the thermal stability of cables . The
SLlmax is considered as 80% based on industry practices of planning as described
in [31].

 Equations (5.22) to (5.24) denote the ESS allocation constraints.
 Equations (5.25) to (5.27) guarantees that the ESS power or energy must not
surpass their maximum limits throughout charging and discharging phases. Additionally, (5.1) to (5.7) assure the operation of ESSs within the specified SOC limits
[31].

5.4
5.4.1

FSCABC optimization and proposed approaches
FSCABC optimization approach

In this research, the FSCABC algorithm proposed in [51, 52] is applied for optimizing the grid-connected ESS placement problem. The ABC algorithm is proposed by
Karaboga in 2005 [54, 61, 62], which is a bio-inspired swarm intelligence metaheuristic
search technique. The possibility of being trapped in local optima while using ABC
algorithm [51, 52, 56] can be solved by hybridization with two useful approaches: (1)
the fitness scaling approach; and (2) the chaotic approach [51, 52].
With the first approach, the raw fitness values are scaled in a range suited to selection
function which are used to select the next generations bees with a high probability of
selection to bees. This basically converts the raw fitness results (which are returned by
the fitness function) to values well-matched to selection function. The chaotic approach
enriches the searching behavior of traditional ABC and assists to avoid the trapping
possibility into local optimum [51]. Chaos theory is characterized by the well-known
butterfly effect ascertained by Lorenz [63]. After searching by each bee of ABC colony,
the chaotic search is conducted in the neighborhood of the present best solution which
provides a better solution into the subsequent generation phase. With the above considerations, the FSABC is applied for optimizing the proposed ESS placement problem.
The overall FSCABC optimization process is clarified by the flow chart as depicted in
Fig. 5.1(a).
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Figure 5.1: (a) Flowchart of FSCABC optimization approach and (b) flowchart of the
proposed optimal ESS allocation approach.

Among many fitness scaling methods such as linear, rank, power and top scaling,
the power and rank scaling are hybridized to remove their individual limitations. For
instance, power scaling can find a solution promptly while having instability problem
and rank scaling performs better in terms of stability. Hence, a new power-rank scaling
technique, combining both power and rank strategies, is proposed as follows:
q
ra−i
f itSCALE
=
PF S q
i
i=1 ra−i

127

(5.28)

5. OPTIMAL ESS PLACEMENT AND SIZING USING PQ INJECTION
APPROACH

where, ra−i = the rank of ith bee, F S = the number of food sources, and q = the
exponential value for power computation.

According to the chaos theory, minute changes in initial conditions cause widely
diverging outcomes, providing long-term behavioural prediction impossible in general
[52]. The chaotic search is defined by the well-known logistic function as given in (5.29).
xn+1
= µbif xni (1 − xni ) ,
i

i = 1, 2, ...., F S

(5.29)

where, xni = the ith chaotic variable, n = the iteration number, and µbif = the bifurcation parameter of the system with µbif ∈ [0, 4]. The chaotic behaviour is exhibited with
µbif = 4, x0i ∈ (0, 1), and x0i ∈
/ {0.25, 0.5, 0.75}.
In the initialization phase, the colony size (CS) of solutions xij (i = 1, 2, ...., F S; j =
1, 2, ..., P D) (P D = problem dimension) is determined with the number of employed bees
(NEmB ) and the number of onlooker bees (NOnB ), while satisfying CS = NEmB +NOnB .
The population is initialized with j = 0 as represented in (5.30).
rand
xi0 = LB + ψij
(UB − LB) ,

i = 1, 2, ...., F S

(5.30)

rand = a random
where, LB = the lower boundary, UB = the upper boundary, and ψij

number within the range [0, 1]. By applying the following equation, each employed bee
travels from one old position xij to a new candidate position vij :
vij = xij + Φrand
(xij − xkj )
ij

(5.31)

In (5.31), k ∈ 1, 2, .., F S and j ∈ 1, 2, .., P D are randomly nominated and k should be
= uniform random number within the range [-1, 1]. If
different from i, where, Φrand
ij
the new position value vij is better than xij , then xij is updated with vij , otherwise xij
remains unaltered. The probability of a food source (pi ) and the fitness scores of food
sources of employed bees (f itf s ) are estimated by (5.32) and (5.33), respectively, where,
f (xi )obj signifies the values of a objective function to be optimized.
f itf s
pi = PF S i f s
j=1 f itj
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(
f itfi s

=

1
,
1+f (xi )obj
1 +|f (xi )obj |,

f (xi )obj ≥ 0
f (xi )obj < 0

(5.33)

Depending on the pi value, the onlooker bee chooses a food source by applying a
roulette wheel selection approach and then this new location is determined by (5.34),
where ωiEB = weight coefficient in relation to employed bee information.
vij = xij + ωiEB Φrand
(xij − xkj )
ij

(5.34)

As the parameter Φ is the key factor for convergence in ABC [51], the chaotic sequence of this parameter is defined by (5.35) and applied into (5.31) & (5.34).
h

i
rand
rand
ΦCHAOS
=
2
×
4Φ
1
−
Φ
−1
ij
ij
ij

(5.35)

The abandoned solutions are improved in the scout bee phase and replaced by a new
solution xCHAOS
as given in (5.36).
ij
xCHAOS
= min (xij ) + ϕrand
[max (xij ) − min (xij )]
ij
ij

(5.36)

where, max(xij ) = max {x1j , x2j , ..., xN j }, min(xij ) = min {x1j , x2j , ..., xN j }, and ϕrand
=
ij
a random number within the range [-1, 1]. Similar to parameter Φ, the chaotic sequence
of ϕrand
is defined by (5.37) and applied into (5.36).
ij


rand
rand
ϕCHAOS
=
4ϕ
1
−
ϕ
ij
ij
ij

5.4.2

(5.37)

Proposed approach

Figure 5.1(b) represents the proposed methodology for solving the optimal ESS allocation problem. The FSCABC parameters are initialized after entering all the necessary
component data in a distribution network. The parameters and variables of FSCABC
optimization process are summarized in Table 5.1. For feeder load scaling, the PT −F
& QT −F are entered to the feeder and a voltage dependency of loads is created. The
time-variant characteristics of [31] are applied for characterizing the loads, wind, and
n
solar DGs. Subsequently, the problem is formulated to minimize the sum of CVDev
,
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l
U T o . The investigations are carried out in two stages: (1) investiCLLd
, CPl Ls , and CESS

gation category I− using a uniform ESS size; and (2) investigation category II− using
non-uniform ESS sizes.
Table 5.1: Parameters and variables of FSCABC optimization approach
Type

Parameters/variables

Description/settings

Input parameters

VRAT ED ,RL (i, j), XL (i, j), P , Q,
PT −F , QT −F , SW IN D , SP V −M AX ,
SP V −OP , and SESS−M AX

Essential for the distribution network model.

Output parameters

n
l
l
UT o
CVDev
, CLLd
, CP
Ls , and CESS

Essential for the objective function.

n
SESSP

This variable represents the amount of P
injection from the ESSs in the network.

n
SESSQ

This variable represents the amount of Q
injection from the ESSs in the network.

λn
ESS

This variable represents the position of ESSs
in the network.

rand , Φrand , ϕrand , and x0
µbif , ψij
ij
ij
i

rand ∈ [0, 1],
Settings: µbif ∈ [0, 4], ψij
rand ∈ [−1, 1], x0 ∈ (0, 1),
Φrand
∈
[−1,
1],
ϕ
ij
ij
i
/ {0.25, 0.5, 0.75}.
and x0i ∈

P D, CS, F S, LT RIAL , and ItM AX

Settings: P D = 3, CS = 100,
F S = CS/2 =population size, LT RIAL = 60,
and ItM AX = 1000.

n
For SESSP
: LB1 and UB1

Settings: LB1 = 0.1 MW and UB1 = 2 MW
for investigation category I; LB1 = 0.1 MW
and UB1 = 2.5 MW for investigation category
II.

n
For SESSQ
: LB2 and UB2

Settings: LB2 = 0.1 MVar and UB2 = 1
MVar for both investigation category I and
investigation category II.

For λn
ESS : LB3 and UB3

Settings: LB3 = 0 and UB3 = 1.

Decision variables

FSCABC parameters

FSCABC bounds

The ESS locations are determined through the decision variable λnESS (can be 0 or
1, while 0 signifies the ESS is active and 1 means inactive). The size of an ESS (MVA)
n
n
in the network is obtained from the decision variables SESSP
(MW) and SESSQ
(MVar).
n
n
The SESSP
, SESSQ
, and λnESS are generated randomly within the selected ranges and
n
n
applied to the system. The SESSP
and SESSQ
are injected such that the maximum

number of ESSs having lower capacity (in the ranges P = 0.1 MW to 2 MW, Q = 0.1
MVar to 1 MVar for investigation category I and P = 0.1 MW to 2.5 MW, Q = 0.1
MVar to 1 MVar for investigation category II) can be dispersed in the network. During
n
investigation category II, the SESSQ
is kept uniform for all ESSs on the network, while
n
the SESSP
is assigned non-uniformly to the ESSs. The initial values are nominated

randomly according to the selected ranges of P and Q, and ESS sizes to be tested on
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the network. The overall nomination of ESS sizes is subject to LB1, U B1, LB2, U B2,
LB3, U B3, AC and DC bus sizes, transformer size, string size of ESSs, and inverter
specifications. Finally, the FSCABC optimization process determines the optimal values
n
n
of SESSP
, SESSQ
, and λnESS by fulfilling the objective function constraints.

In this research, a variable p.f. (within the range 0.95 to 1) approach for sizing is
applied to the dispatch of ESSs. The intention of the approach is that the ESSs will
inject both P and Q rather than injecting P only (the unity p.f. case). This approach
improves the performance of the network through more reactive power compensation.
Hence, the ESS locations and size are found utilizing the multi-functionality of ESSs in
supplying the MW and MVar required to assist the voltage controllers on the network
and minimize line loading and losses.

5.5

Testing, factor assignment, and performance indices

This section explores the distribution network used for testing of the proposed approach, the assignment of essential factors, and necessary indices to evaluate the improvements of system performance. The details of the factor assignment and performance
measurement can be found in [31].

5.5.1

Test network

The proposed approach is tested in a distribution system whose single line diagram
is illustrated in Fig. 5.2. This is an IEEE-33 bus distribution network (radial) whose
detailed model can be found in [31]. The buses are denoted by numbers (1 to 33) and
the lines are indicated by the letter ’L’. Bus 1 is the feeder and lines L33 to L37 are
the tie lines of the network [31]. The ESS model (described in Section 5.2) is allocated
distributively throughout the network. A high RES penetration scenario is built by
incorporating two wind DGs and seven solar DGs. The loads, wind DGs, and solar DGs
are modeled using built-in templates of PowerFactory and applying the data found in
[31]. The wind DGs, namely WDG1 and WDG2, are allocated on bus 18 and bus 24,
respectively, while the solar DGs- PV1, PV2, PV3, PV4, PV5, PV6, and PV7 are located
on bus 5, bus 21, bus 31, bus 8, bus 12, bus 28, and bus 33, respectively. The overall
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system model information is: base MVA = 10 MVA; substation voltage = 12.66 kV; size
of WDG1 & WDG2 = 1 MW; size of PV1, PV2, & PV3 = 400 kVA; size of PV4, PV5,
PV6, & PV7 = 500 kVA; PT −F = 3.715 MW; QT −F = 2.3 MVar; and SP V −OP = 85%
of SP V −M AX [31].

Figure 5.2: Single-line diagram of the distribution network model.

5.5.2

Assignment of scaling factors and voltage dependency

The system loads follow the IEEE-RTS model and the loads of the feeder are scaled
by following the steps described in [31]. The total real and reactive powers are computed
using a scale (ΨSCALE ) and considering the voltage dependency of loads as presented in
(5.38) and (5.39), respectively [31].

P = ΨSCALE


 n eaP
 n ebP
 n ecP 
VB
VB
VB
. P0 aP .
+bP .
+ (1 −aP −bP ) .
VREF
VREF
VREF
(5.38)
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Q = ΨSCALE . Q0 aQ .

VBn
VREF

eaQ


+bQ.

VBn
VREF

ebQ


+ (1 −aQ−bQ) .

VBn
VREF

ecQ 
(5.39)

where, (1 − aP − bP ) = cP and (1 − aQ − bQ) = cQ.

The assigned load coefficients are aP = aQ = 0.4, bP = bQ = 0.3, and cP = cQ =
0.3, and the set exponents are eaP = eaQ = 0, ebP = ebQ = 1, and ecP = ecQ = 2 [31].
The scaling of RES generation (wind and solar DGs) outputs is accomplished as per the
characteristics provided in [31].

5.5.3
5.5.3.1

Performance indices of the system
Indices for voltage deviation and profile improvement

Considering ±5% deviation limit, the VM AX , VM IN , and voltage deviation for nth
bus are calculated. The voltage deviation index (VDevI) is expressed as a percentage
and defined by (5.40) [31].

% VDevI=


N 
X
|VRAT ED − V n |
B

VRAT ED

n=1

× 100

(5.40)

The voltage profile of nth bus, overall voltage profile, and the voltage profile improvement
index of the system are defined by (5.41), (5.42), and (5.43), respectively [31].
n
VP rof n = VBn SLd
Πn
N
X

(5.41)

VP rof n

(5.42)

VP rofw−ESS
V P rofwo−ESS

(5.43)

VP rof =

n=1

VP II =
where,

N
X

Πn = 1

i=1
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5.5.3.2

Index for line loading

The index for line loading (LLdI) represents the measurement of total loading or
demand levels of lines, which is defined by (5.45) [31]. In this study, the percent line
loading of lth line, for base case and after ESS placement, is formulated by (5.46) and
(5.11), respectively [31].
PM
% LLdlESS
% LLdT w−ESS
LLdI =
= PMl=1
l
% LLdT wo−ESS
l=1 % LLdBASE


% LLdBASE =

5.5.3.3

SLlBASE
SLlRAT ED

(5.45)


× 100

(5.46)

Indices for power loss reduction

The indices for the reduction of active, reactive, and total power losses (P LsRIP ,
P LsRIQ , and P LsRIT ) are demarcated by (5.47), (5.48), and (5.49), respectively [31].
PM

Pl
P LsRIP = PMl=1 Ls−ESS
l
l=1 PLs−BASE

(5.47)

PM

Ql
P LsRIQ = PMl=1 Ls−ESS
l
l=1 QLs−BASE
2
2
PM q l
PLs−ESS + QlLs−ESS
l=1
P LsRIT = P q
2
2
M
l
PLs−BASE
+ QlLs−BASE
l=1

5.6

(5.48)

(5.49)

Results and discussion

This section explores the impact of optimal ESS placement through the PQ injection
(on the dispatch of ESSs) to the distribution system. The performance of the system
is analyzed in three different case studies: Case 1− without ESS placement (base case),
Case 2− ESS placement for a uniform ESS size, and Case 3− ESS placement for nonuniform ESS sizes. Optimal ESS allocation is performed by minimizing the objective
function parameters for the same network scenario of [31]. As the ESSs inject P (MW)
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and Q (MVar) to the network, the p.f. is variable which is limited by P FM IN = 0.95
during optimization. The results of the system are summarized in Table 5.2. The
investigation is conducted for a time period of 24 hours and the maximum value of parameters %VDevI, %LLdT , PT ot , and QT ot for that period is calculated. This section
also presents a result comparison between two approaches− the proposed PQ injection
approach and the P injection approach of [31]− and reports the performance improvement. The system results using the P injection approach (achieved by [31]) are presented
in Table 5.3, which are categorized as Case 4 and Case 5 for investigation category I and
investigation category II, respectively. Similar to [31], the ESS power rating (MVA) is
assumed constant over one hour. In addition, the results obtained from the FSCABC
algorithm are compared with the ABC approach and presented in this section.
Table 5.2: Obtained results from the proposed PQ injection approach
P (MW), Q (MVar), and locations of ESSs

%VDevI

%LLdT

PT ot
(MW)

QT ot
(MVar)

Total
ESS
Size
(MWh)

0.11

0.09

-

0.0607

8.109

0.0521

10.666

Case 1−Without placement of ESSs (base case)
No ESSs

89.73

269.81

Case 2−Distributed ESS placement using a uniform ESS size
ESS9, ESS7, ESS9, ESS14, ESS25, ESS29, ESS30, ESS31,
ESS32; for all ESSs P = 0.971 Q= 0.291

67.339

221.849

0.0840

Case 3−Distributed ESS placement using non-uniform ESS sizes
ESS7-P=1.191 Q=0.12; ESS10-P=0.715 Q=0.12;
ESS14-P=0.798 Q=0.12; ESS16-P=0.368 Q=0.12;
ESS17-P=0.368 Q=0.12; ESS22-P=0.368 Q=0.12; ESS25-P=2.5
Q=0.12; ESS29-P=0.715 Q=0.12; ESS30-P=2.5 Q=0.12;
ESS31-P=0.368 Q=0.12; ESS32-P=0.693 Q=0.12

66.704

204.375

0.0738

Table 5.3: System results with the P injection approach obtained by [31]
P (MW) and locations of ESSs

%VDevI

%LLdT

PT ot
(MW)

QT ot
(MVar)

Total
ESS
Size
(MWh)

0.0683

5.793

0.0666

7.195

Case 4−Distributed ESS placement using a uniform ESS size
ESS9, ESS14, ESS25, ESS28, ESS29, ESS30, ESS31, ESS32, for
all ESSs P=0.724 Q=0

75.753

241.128

0.0905

Case 5−Distributed ESS placement using non-uniform ESS sizes
ESS8- P=0.335; ESS10- P=0.378; ESS13- P=0.383; ESS16P=0.823; ESS17- P=0.1; ESS20- P=0.128; ESS22- P=0.1;
ESS25- P=2; ESS30- P=1.442; ESS31- P=0.725; ESS32P=0.781; for all ESSs Q=0
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5.6.1

Case 1- base case without ESS placement

The reference values of the result parameters such as %VDevI, %LLdT , PT ot , and
QT ot for base case analysis is presented in Table 5.2. These base values are targeted
to minimize through the proposed PQ injection approach of ESSs. Although the VBi is
limited by VM AX and VM IN , the voltage profile can be improved further. Similarly, the
line loading and losses can be minimized through the proposed PQ injection approach.

5.6.2

Case 2- ESS placement using a uniform ESS size

n
n
The optimal ESS allocation results for uniform SESSP
and SESSQ
values (using
n
n
the PQ injection approach) are presented in Table 5.2. The SESSP
, SESSQ
, and λnESS

can be identified in Table 5.2 by the ESS MW (P), ESS MVar (Q), and ESS number,
respectively: e.g., for ESS9, P=0.971 and Q=0.291 denote that an ESS of 0.971 MW and
0.291 MVar (total size of 1.014 MVA) is connected to bus 9. Eight ESSs of a uniform
size (1.014 MVA) are placed on buses 7, 9, 14, 25, 29, 30, 31, and 32. All the parameters
in Case 2 such as %VDevI, %LLdT , PT ot , and QT ot are minimized compared to Case 1.
A noticeable point is that all Case 2 parameters are also minimized compared to Case 4
(tabulated in Table 5.3). For instance, the values of %VDevI, %LLdT , PT ot , and QT ot
are 75.753%, 241.128%, 0.0905 MW, and 0.0683 MVar, respectively, while using the P
injection approach [31]. In contrast, when using the PQ injection approach, these values
are further reduced such as %VDevI=67.339%, %LLdT =221.849%, PT ot =0.0840 MW,
and QT ot =0.0607 MVar. However, the total ESS size required in Case 2 to improve the
performance is 8.109 MWh which is higher than the total ESS size of Case 4 (5.793
MWh). Hence, there is an increase of distribution system investment cost during Case
2 compared to Case 4, while improving the performance better than the Case 4.

5.6.3

Case 3- ESS placement using non-uniform ESS sizes

After analyzing the impact of optimal ESS placement using non-uniform ESS sizes
using the PQ injection approach, the results are summarized in Table 5.2 as Case 3.
n
n
In this case study, the SESSP
is assigned non-uniformly to all ESSs and the SESSQ
is
n
n
allotted uniformly to all ESSs. The SESSP
, SESSQ
, and λnESS can be identified in Table
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5.2 by the ESS MW (P), ESS MVar (Q), and ESS number, respectively: e.g., ESS7-P =
1.191 Q=0.12 represents that an ESS of 1.191 MW and 0.12 MVar (total size of 1.033
MVA) is placed to bus 7. Eleven ESSs of non-uniform ESS sizes (as given in Table 5.2)
are placed on buses 7, 10, 14, 16, 17, 22, 25, 29, 30, 31, and 32. It is apparent that all
the parameters (%VDevI, %LLdT , PT ot , and QT ot ) are further minimized compared to
Case 2. It is also obvious that all Case 3 parameters are minimized compared to Case
5 (given in Table 5.3). For example, when using the P injection approach, the values
of %VDevI, %LLdT , PT ot , and QT ot are 72.162%, 240.039%, 0.0894 MW, and 0.0666
MVar, respectively [31]. On the contrary, these values are further reduced while using
the PQ injection approach such as %VDevI=66.704%, %LLdT =204.375%, PT ot =0.0738
MW, and QT ot =0.0521 MVar. However, for Case 3, the required total ESS size is
10.666 MWh, which signifies an increment in distribution system investment cost over
Case 2 (7.432 MWh) and Case 5 (7.195 MWh). This is mainly due to the fact that
non-uniform ESS sizing approach (Case 3) is more adjustable in relation to overcoming
network operational constraints compared to uniform ESS sizing method (Case 2) and
can achieve more optimal performance across the whole network.

5.6.4

5.6.4.1

Overall result analysis and comparison using the PQ injection
approach
Comparison in relation to voltage profiles

The voltage profiles using the PQ injection approach for Case 1, Case 2, and Case 3
are depicted in Fig. 5.3. The feeder voltage profiles for Case 2 and Case 3 (p.u. voltage
vs km) are illustrated in Fig. 5.4 and Fig. 5.5, respectively. Various sections of feeder
voltage profiles (in terms of feeder length) are indicated with different colors, where all
the lines of the feeder have the same length (1km). Although both Case 2 and Case
3 have similar voltage profiles, Case 3 has improvements in the voltage profile at some
buses as illustrated in Fig. 5.3. For instance, according to Fig. 5.3, Fig. 5.4, and Fig.
5.5, Case 3 has improved the bus voltage at bus 24 (Case 3=0.972 p.u., Case 2=0.975
p.u.) and bus 25 (Case 3=0.971 p.u., Case 2=0.976 p.u.) compared to Case 2. Similarly,
the voltages are improved for Case 3 at buses 10, 22, 23, and 26 to 30 compared to Case
2. However, Case 2 has improved bus voltage characteristics at buses 7 to 9, 13 to 15,
and 31 to 33 compared to Case 3. Figure 5.4 and Fig. 5.5 shows that the voltage drop in
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Figure 5.3: Voltage profiles for various cases using the PQ injection approach.

the feeder section L02-L22-L23-L24-L37-L29-L30 and L16-L17 is higher for Case 2, while
Case 3 has higher voltage drops in sections L02-L22-L23-L24 and L08-L29-L30-L31-L32.
The highest voltage drop for Case 2 and Case 3 is observed at bus 30 (0.974 p.u.) and
bus 24 (0.974 p.u.), respectively. For both Case 2 and Case 3, lower voltage drops occur
at buses 2 and 19. From the illustrations, it is evident that both Case 2 and Case 3 have
good voltage profiles, where Case 3 (%VDevI=66.704) provides a slightly better voltage
profile than Case 2 (%VDevI=67.339).

5.6.4.2

Comparison in relation to line loading

Figure 5.6 compares the percent line loadings of Case 1, Case 2, and Case 3, which
implies that the loading of each line for all cases is below the maximum boundary 80%.
It can be noted that L1 has a maximum loading of 40.801% for all cases, while L2 has
about 28% loading for Case 1, 27.763 % for Case 2, and 26.857 % for Case 3. All other
lines for Case 2 and Case 3 are lightly loaded (e.g., below 15%). From the viewpoint of
line to line loading variation, the line loadings of Case 2 are higher at lines L2, L5-L6, L8L9, L11, L13-L14, L17, L21-L23, L25-L26, L28-L31, L34-L35, and L37 compared to Case
3. In contrast, Case 3 provides higher loading values at lines L3, L7, L10, L15-L16, L18,
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Figure 5.4: The feeder voltage profile for case 2 using the PQ injection approach.

Figure 5.5: The feeder voltage profile for case 3 using the PQ injection approach.
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Figure 5.6: The percent line loading for various cases using the PQ injection approach.

L24, L27, L22-L29, L32-L33, and L36 than Case 2. Overall, Case 3 (%LLdT =204.375)
provides better line loadings than Case 2 (%LLdT =221.849). It is apparent from the
line loading characteristics of Case 2 and Case 3 that the feeder has sufficient spare
capacity to get back from the unexpected situation during outage.

5.6.4.3

Comparison in relation to line losses

Figure 5.7 compares the active, reactive, and total power losses of various lines for
Case 2 and Case 3 over Case 1. According to Fig. 5.7(a), L2 has the highest active power
loss of 0.0263 MW and 0.0246 MW for Case 2 and Case 3, respectively. Case 2 has a
higher active power loss at lines L2, L4-L5, L7-L9,L13-L14, L17, L21-L23, L25-L26, L28,
and L30, while a higher active power loss value is observed at lines L3, L7, L12, L15-L16,
L19, L24, and L27 for Case 3. As referred to in Fig. 5.7(b), again L2 has the highest
reactive power loss of 0.0134 MVar and 0.0125 MVar for Case 2 and Case 3, respectively.
Besides, the reactive power loss and total line loss profiles for Case 2 and Case 3 at
various lines is almost similar to the real power loss characteristics of Fig. 5.7(a) except
the tie lines. Both Case 2 and Case 3 have reactive power losses in tie lines as depicted
in Fig. 5.7(b). Overall, the losses are little bit higher for Case 2 (e.g., PT ot =0.0840, and
QT ot =0.0607) compared to Case 3 (e.g., PT ot =0.0738, and QT ot =0.0521).
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Figure 5.7: Comparison of losses for various cases using the PQ injection approach (a)
active power loss, (b) reactive power loss, and (c) total line loss.
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5.6.4.4

Statistical analysis of FSCABC approach with ABC algorithm

The ABC algorithm is employed for ESS allocation in [31]. The overall ABC algorithm is demonstrated in Chapter 4, Section 4.4.1. The same ABC approach is utilized
to verify the results found from the proposed FSCABC technique using the same settings
of P D, CS, F S, LT RIAL , and ItM AX as listed in Table 5.1. Both the FSCABC and
the ABC optimization are executed 30 times and the best, worst, and mean objective
function values for investigation category I and investigation category II are compared
in Table 5.4. In addition, the standard deviations for FSCABC and ABC algorithms
(σF SCABC and σABC ) of objective function values are calculated. The lesser value of
standard deviation implies smaller deviation among solutions of 30 optimization runs.
Table 5.4 suggests that the solutions obtained from both algorithms (in relation to objective function costs) are very close to each other. It is also evident that more optimal
solutions are achieved from the FSCABC approach for both investigation categories.
Therefore, it is apparent from the statistical analysis (presented in Table 5.4) that the
proposed FSCABC technique is successful in attaining required optimal solutions of the
problem for both investigation categories.

Figure 5.8: Convergence of FSCABC and ABC algorithms.

The computer configuration used for simulation is: Intel(R) Xeon 3.5 GHz processor,
64-bit windows 10, and 16 GB RAM. Figure 5.8 illustrates the convergence test char-
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Q= 0.316

mean

σABC

ABC mean

ABC worst

ABC best

Q= 0.318

ESS7, ESS9, ESS13, ESS25, ESS29, ESS30, ESS31, ESS32; for all ESSs P = 0.969

Q= 0.319

ESS7, ESS9, ESS13, ESS25, ESS29, ESS30, ESS31, ESS32; for all ESSs P = 0.974

Q= 0.316

ESS7, ESS9, ESS13, ESS25, ESS29, ESS30, ESS31, ESS32; for all ESSs P = 0.965

ESS7, ESS9, ESS13, ESS25, ESS29, ESS30, ESS31, ESS32; for all ESSs P = 0.967

FSCABC

ESS7, ESS9, ESS13, ESS25, ESS29, ESS30, ESS31, ESS32; for all ESSs P = 0.973

FSCABC

Q= 0.311

Q= 0.291

best

worst

ESS7, ESS9, ESS14, ESS25, ESS29, ESS30, ESS31, ESS32; for all ESSs P = 0.971

σF SCABC

%VDevI

%LLdT

67.123

67.020

67.228

67.194

67.188

67.339

224.702

224.748

224.699

224.727

224.950

221.849

Distributed ESS placement using a uniform ESS size

ESS real & reactive powers and locations

FSCABC

statistics

Optimization

0.0845

0.0845

0.0846

0.0846

0.0846

0.0840

PT ot
(MW)

Table 5.4: Optimization results of FSCABC and ABC for 30 runs

0.0621

0.0622

0.0621

0.0621

0.0622

0.0607

QT ot
(MVar)

8.159

8.199

8.123

8.139

8.172

13311.388

3753168.989

3771569.004

3736609.01

10434.428

3743969.01

3759149.027

3730325.398

function
value ($)
(MWh)

8.109

Objective

Total
ESS size
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Optimization
statistics

Table 5.4 continues
ESS real & reactive powers and locations

ESS16-P=0.368 Q=0.12; ESS17-P=0.368 Q=0.12; ESS22-P=0.368 Q=0.12;

ESS16-P=0.368 Q=0.12; ESS17-P=0.368 Q=0.12; ESS22-P=0.368 Q=0.12;

ESS11-P=0.460 Q=0.15; ESS13-P=0.809 Q=0.15; ESS16-P=0.460 Q=0.15;

0.0738

PT ot
(MW)

0.0523

0.0521

QT ot
(MVar)

10.737

10.821

10.666

ESS size

Total

4939044.942

4977685.117

4906385.04

function

Objective
%LLdT

204.375

0.074

0.0513

%VDevI

66.704

204.935

0.0739

value ($)

67.071

204.688

204.656

0.0774

0.074

0.0514

0.0561

0.0513

10.75

10.846

10.674

4945024.959

4989186.449

4910064.964

(MWh)

66.908

67.055

207.862

0.0739

16717.357

67.328

205.015

21751.507

67.067

Distributed ESS placement using non-uniform ESS sizes

ESS25-P=2.5 Q=0.12; ESS29-P=0.715 Q=0.12; ESS30-P=2.5 Q=0.12;

ESS7-P=1.191 Q=0.12; ESS10-P=0.715 Q=0.12; ESS14-P=0.798 Q=0.12;
FSCABC

ESS31-P=0.368 Q=0.12; ESS32-P=0.693 Q=0.12

best

ESS25-P=2.5 Q=0.12; ESS29-P=0.877 Q=0.12; ESS30-P=2.5 Q=0.12;

ESS7-P=1.256 Q=0.12; ESS10-P=0.689 Q=0.12; ESS14-P=0.779 Q=0.12;
FSCABC

ESS31-P=0.368 Q=0.12; ESS32-P=0.657 Q=0.12

worst

ESS25-P=2.372 Q=0.15; ESS29-P=0.460 Q=0.15; ESS30-P=2.5 Q=0.15;

ESS7-P=0.885 Q=0.15; ESS8-P=0.488 Q=0.15; ESS9-P=0.460 Q=0.15;
FSCABC

ESS31-P=0.460 Q=0.15; ESS32-P=0.814 Q=0.15

ESS25-P=2.369 Q=0.15; ESS29-P=0.460 Q=0.15; ESS30-P=2.5 Q=0.15;

ESS11-P=0.460 Q=0.15; ESS13-P=0.809 Q=0.15; ESS16-P=0.460 Q=0.15;

ESS7-P=0.882 Q=0.15; ESS8-P=0.491 Q=0.15; ESS9-P=0.460 Q=0.15;

ESS31-P=0.490 Q=0.16; ESS32-P=0.496 Q=0.16

ESS27-P=0.490 Q=0.16; ESS28-P=0.490 Q=0.16; ESS30-P=2.5 Q=0.16;

ESS15-P=0.490 Q=0.16; ESS18-P=0.490 Q=0.16; ESS25-P=2.355 Q=0.16;

ESS7-P=1.449 Q=0.16; ESS10-P=0.490 Q=0.16; ESS14-P=0.962 Q=0.16;

ESS31-P=0.460 Q=0.15; ESS32-P=0.814 Q=0.15

ESS25-P=2.368 Q=0.15; ESS29-P=0.460 Q=0.15; ESS30-P=2.5 Q=0.15;

ESS11-P=0.460 Q=0.15; ESS13-P=0.808 Q=0.15; ESS16-P=0.460 Q=0.15;

ESS7-P=0.885 Q=0.15; ESS8-P=0.488 Q=0.15; ESS9-P=0.460 Q=0.15;

ESS31-P=0.460 Q=0.15; ESS32-P=0.815 Q=0.15

mean
σF SCABC

ABC best

ABC worst

ABC mean

σABC
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Table 5.5: Convergence and computation time of FSCABC and ABC algorithms
Investigation

FSCABC

FSCABC

ABC

ABC computation

category

convergence

computation time (s)

convergence

time (s)

I

After 182 iterations

310

After 257 iterations

548

II

After 274 iterations

492

After 396 iterations

762

acteristics of FSCABC and ABC optimization approaches for two investigation phases.
The convergence results including computation time are tabulated in Table 5.5. Table
5.5 implies that the FSCABC algorithm converges after 182 and 274 iterations for investigation category I and investigation category II, respectively. In contrast, the ABC-based
approach converges after 257 and 396 iterations for investigation category I and investigation category II, respectively. In other words, the FSCABC-based approach converges
faster than the ABC algorithm. In real time, FSCABC and ABC approaches take about
310 s and 548 s, respectively, to locate the ESSs during investigation category I. For
investigation category II, the FSCABC and ABC algorithms require around 492 s and
762 s, respectively, to allocate the ESSs on the distribution network.

5.6.5

Overall performance and ESS cost comparison using PQ and P
injection approaches

Table 5.6 represents the performance indices of the system which are evaluated as
per Section 5.5.3. Generally, VP II > 1 implies that the system has a good voltage
profile. On the contrary, the higher values of LLdI, P LsRIP , P LsRIQ , and P LsRIT
signify higher line loading, active power loss, reactive power loss, and total line loss,
respectively.
The voltage profile improvement in terms of bus voltage, using the PQ injection
approach over the P injection approach for investigation category I and investigation
category II, is compared in Fig. 5.9(a) and Fig. 5.9(b), respectively. These suggest
that the voltage profiles are improved for both investigation categories while using the
PQ injection approach. From the viewpoint of point to point bus voltage measurement,
the PQ injection approach provides improved voltage profiles at most of the buses for
both investigation categories compared to the P injection approach. For instance, the
voltage profile improvement is remarkable at buses 4 to 18, 20 to 22, 25 to 27, and 29 to
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Table 5.6: Performance indices for various cases of Table 5.2 and Table 5.3
Case Details

VP II

LLdI

P LsRIP

P LsRIQ

P LsRIT

Case 1

-

-

-

-

-

For a uniform ESS size
Case 2

1.079

0.822

0.769

0.712

0.740

Case 4

1.037

0.829

0.802

0.816

0.894

For non-uniform ESS sizes
Case 3

1.082

0.757

0.676

0.611

0.647

Case 5

1.064

0.819

0.781

0.802

0.890

33 while using the PQ injection approach for investigation category I. For investigation
category II, significant improvement in bus voltages is achieved through the PQ injection
approach at buses 4 to 7, 9 to 18, and 22 to 31. The overall VP II is improved with
the use of the PQ injection approach compared to the P injection approach for both
investigation categories as evaluated in Table 5.6. For instance, the VP II = 1.037 for
Case 4 (using the P injection approach) is improved to 1.079 during Case 2 (using the PQ
injection approach) under investigation category I. On the other hand, Case 3 provides
VP II = 1.082 which is higher than Case 5 (VP II = 1.064) during investigation category
II.

Figure 5.10(a) and Fig. 5.10(b) compare the line loading characteristics using the
PQ injection approach over the P injection approach for investigation category I and
investigation category II, respectively. These suggest that the line loading during the
PQ injection approach is minimized for both investigation categories compared to the
P injection approach. The opposite characteristics are observed at some points on the
curves such as at L9-L10, L13-L14, L22, L25-L26, and L30 for investigation category I
and at L9-L10, L18, L24-L27, and L36 for investigation category II. The line loading
minimization using the PQ injection approach is also realized from the LLdI value
tabulated in Table 5.6. During investigation category I, the PQ injection approach
provides LLdI = 0.822 (Case 2) which is 0.829 (Case 4) while using the P injection
approach. On the other hand, the LLdI provided by the P injection approach is 0.819
(Case 5) which is minimized to 0.757 (Case 3) with the use of the PQ injection approach
for investigation category II.
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Figure 5.9: Voltage profile comparison in terms of bus voltage using PQ and P injection
approaches− (a) voltage profile comparison for investigation category I and (b) voltage
profile comparison for investigation category II.

Figure 5.11 and Fig. 5.12 compare the active, reactive, and total line losses using
the PQ injection and the P injection approaches for investigation category I and investigation category II, respectively. According to these illustrations, for both investigation
categories, the PQ injection approach minimizes the real, reactive, and total line losses
at most of the lines compared to the P injection approach. For both investigation categories in Fig. 5.11, although P injection approach minimizes losses at very few lines,
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Figure 5.10: Comparison of %line loading using PQ and P injection approaches− (a)
line loading comparison for investigation category I and (b) line loading comparison for
investigation category II.

the losses are minimized at most of the lines by the PQ injection approach. For example, the P injection approach provides lower amounts of active, reactive, and total line
losses compared to the PQ injection approach at lines L2, L9, L22-L23, and L30 for
investigation category I, while the PQ injection approach minimizes more losses at other
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Figure 5.11: Comparison of losses using PQ and P injection approaches for investigation
category I− (a) comparison of active power loss, (b) comparison of reactive power loss, and
(c) comparison of total line loss.

lines over the P injection approach. During investigation category II, the PQ injection
approach minimizes higher amounts of active, reactive, and total line losses compared
to the P injection approach at most of the lines except L9, L16, L18-L19, L22, L24, and

149

5. OPTIMAL ESS PLACEMENT AND SIZING USING PQ INJECTION
APPROACH

Figure 5.12: Comparison of losses using PQ and P injection approaches for investigation
category II− (a) comparison of active power loss, (b) comparison of reactive power loss, and
(c) comparison of total line loss.

L27. These minimization characteristics are also summarized in Table 5.6 as loss minimization indices which exhibit that Case 2 minimizes higher amount of active, reactive,
and total line losses compared to Case 4, while Case 3 delivers lower amount of losses
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over Case 5.
Table 5.7: Performance improvement using the PQ injection approach compared to the P
injection approach
Evaluation parameters

P injection approach

PQ injection approach

Improvement

For a uniform ESS size
%VDevI

75.753

67.339

11.107%

%LLdT

241.128

221.849

7.995%

PT ot (M W )

0.0905

0.084

7.182%

QT ot (M Var)

0.0683

0.0607

11.127%

Total line loss (MVA)

0.1134

0.1036

8.594%

For non-uniform ESS sizes
%VDevI

72.162

66.704

7.564%

%LLdT

240.039

204.375

14.858%

PT ot (M W )

0.0894

0.0738

17.450%

QT ot (M Var)

0.0666

0.0521

21.772%

Total line loss (MVA)

0.1115

0.0903

18.966%

The overall performance improvement (expressed in percentage), using the PQ injection approach over the P injection approach, is estimated in Table 5.7. This suggests
that the PQ injection approach achieves 11.107% improvement for voltage deviation,
7.995% for line loading, 7.182% for active power loss, 11.127% for reactive power loss,
and 8.594% for total line loss over the P injection approach during investigation category
I. On the contrary, during investigation category II, the proposed PQ approach attains
7.564% improvement for voltage deviation, 14.858% for line loading, 17.450% for active
power loss, 21.772% for reactive power loss, and 18.966% for total line loss compared to
the P injection approach. The overall comparison in terms of performance indices and
total ESS unit cost is presented in Fig. 5.13. It is evident from the characteristics that
the proposed PQ injection approach achieves higher performance improvement compared
to the P injection approach for both investigation categories. However, the PQ injection
approach requires higher distribution network investment cost, and the amount is higher
for investigation category II than investigation category I.
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Figure 5.13: Performance and ESS cost comparison for various cases− (a) for investigation
category I (b) for investigation category II.
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5.7

Conclusions

This chapter has presented an effective strategy to allocate the distributed ESSs
in distribution systems applying the FSCABC hybrid meta-heuristic optimization approach. The system performance is improved significantly by minimizing some key problems of distribution networks such as voltage deviation, power losses, and line loading
through the application of the PQ injection approach. The obtained results from the
FSCABC technique are verified by applying the ABC algorithm, and related indices are
calculated to measure the performance improvement. The following conclusions can be
made based on the investigations carried out in this study:

 The PQ injection approach successfully achieves 11.107% and 7.564% improvements in minimizing voltage deviation over the P injection approach for a uniform
ESS size and non-uniform ESS sizes, respectively.

 For a uniform ESS size, the proposed PQ injection approach also achieves improvements in minimizing line loading and total line loss over the P injection approach
by 7.995% and 8.594%, respectively. On the other hand, during non-uniform ESS
size investigation, 14.858% improvement in line loading minimization and 18.966%
improvement in total line loss reduction are achieved by the PQ injection approach
compared to the P injection approach.

 The proposed PQ injection approach improves the network performances through
increasing the distribution system investment cost. Hence, a tradeoff in relation
to performance expectations and costs should be made.

Regarding future works, a sensitivity analysis regarding the optimal ESS allocation,
optimal operation of ESSs taking into account RES uncertainty and the impact on ESS
lifetime, detailed analysis regarding cost or financial impacts of the obtained ESS sizes,
and inclusive ESS sizing can be investigated.
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Chapter 6

Optimal ESS Allocation and
Sizing to Improve Performance
and Power Quality of Distribution
Networks
This chapter proposes a strategy for optimal allocation of distributed ESSs in distribution networks to simultaneously minimize voltage deviation, flickers, power losses,
and line loading. The optimal ESS allocation is investigated through the PQ injection (considering a variable power factor on the dispatch of ESSs) and the results are
compared in terms of performance and power quality improvements. An IEEE-33 bus
distribution system (medium voltage), having a high influence of renewable (wind and
solar) distributed generation, is used as the test network. The overall investigation is
conducted for two distinct scenarios: (1) applying a uniform ESS size and (2) applying
non-uniform ESS sizes. DIgSILENT PowerFactory is used for developing, analyzing, and
testing the system models. The fitness-scaled chaotic artificial bee colony (FSCABC)
optimization algorithm (a hybrid meta-heuristic technique) is applied to optimize parameters of the objective function. A Python script is used to automate simulation
events in PowerFactory. The optimization results are verified through the application
of the conventional artificial bee colony (ABC) algorithm. Detailed simulation results
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imply that the proposed ESS allocation technique can successfully minimize voltage
deviation, flicker disturbance, line loading, and power losses, and thereby significantly
improve performance and power quality of a distribution network.

6.1

Introduction

Today’s power systems undergo a period of change caused by various correlated issues such as integration of renewable resources [1–4] , management of the increasing
demand [5–8], power quality requirements [9, 10], power congestion [11], greenhouse
gas (GHG) reduction [12], network expansion [13], and power system reliability [9, 10].
Energy storage systems (ESSs) are growingly being integrated in distribution networks
to provide various advantages related to economic, technical, and environmental issues
[14, 15]. These include facilitation of renewable energy source (RES) integration [16–18],
load shifting [19–22], load levelling [23] and peak shaving [24], planning of distributed
generation [25], RES energy time-shifting [26], minimization of voltage deviation [27],
frequency regulation [11, 28], power quality improvement [11, 29, 30], overall cost reduction [31, 32] and profit maximization [11, 33], network expansion [34, 35], GHG
reduction [36–38], operating reserves [11, 39], and network reliability [40]. However, the
benefits from the allocation of ESSs cannot be achieved if they are misplaced or misused
in distribution networks [41].
Distribution network service providers consider asset management as a crucial task
to ensure safe and reliable operation of networks. However, the fulfilment of this target
can increase the overall network cost. This cost could comprise network reinforcement
for voltage and thermal stability which can significantly affect electricity prices. Voltage
profile improvement and flicker disturbance minimization are also crucial for maintaining
the network power quality. Therefore, the motivation of this study is to provide distribution system operators with a low cost solution for better asset management practice
as well as maintaining power quality. As the implementation of utility-scale ESSs involves considerable capital investment, their optimal placement in distribution networks
to achieve expected performance improvements is challenging. From this viewpoint,
optimal allocation of ESSs is addressed in several studies [11, 15, 27, 30–32, 34, 42–51].
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A comprehensive review on ESS allocation, sizing, operation, and power quality
for mitigating various issues of distribution networks is presented in [14]. In [15], an
optimal placement of ESSs is undertaken in an IEEE-33 bus distribution network using
the ABC algorithm. The targets of the study is to simultaneously minimize the voltage
deviation, line losses, and line loading including ESS investment cost. In [15], ESS sizing
is accomplished through the injection of P to the network i.e. by applying a unity
power factor (p.f.) approach on the dispatch of ESSs. Furthermore, the particle swarm
optimization (PSO) algorithm is employed to justify the optimal results attained from
the ABC approach.
A multi-objective ESS placement is accomplished in [42] for both distribution and
transmission networks. On the distribution side, the optimal size of ESSs is evaluated
for addressing peak load shaving and load curve smoothing. A sensitivity analysis is performed on the transmission side through economic dispatch, time domain power flow, and
using complex-valued neural networks to place the ESSs. In [43], an optimal distributed
ESS planning is proposed for soft open points-based distribution network scenarios. In
that study, the reactive power capability of distributed generators (DGs) is embedded
through network reconfiguration and a mixed-integer second order cone programming
(MISOCP) model is employed to solve the problem. An optimal ESS allocation problem
embedded with network reconfiguration (in an RES-integrated distribution network) is
formulated in [31] to minimize overall system costs. The study employs a mixed-integer
linear programming (MILP) approach to address the problem.
A network-aware technique, for the control and planning of ESSs in a distribution
network (RES-integrated) is proposed in [45] to minimize operational and investment
costs. Reference [46] explores the impact of ESS configuration and location on voltage profiles and power losses as well as utilization of ESSs in a feeder of low voltage
(LV) distribution networks. Reference [34] proposes an optimal placement of distributed
community-based ESSs to gain some distribution network benefits. The benefits are
achieved from peaking photovoltaic (PV) generation, energy loss reduction, energy arbitrage, Var support, emission reduction, and network upgrade deferral.
A MILP strategy is proposed in [11] to maximize the overall profit of using distributed
ESSs in distribution systems. The study provides a frequency regulation service through
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controlling active and reactive powers and achieves energy price arbitrage, network congestion management, and energy reserve. In [47], the voltage fluctuation problems of
PV-integrated LV networks are minimized through ESS allocation by employing a genetic algorithm (GA)-based approach combined with simulated annealing. On the other
hand, a GA-based optimization strategy (bi-level) is applied in [48] for mitigating the
same problem. Again in [30], the allocation of distributed ESSs is performed for minimizing both network losses and the energy cost in relation to congestion management
and external grid, and providing voltage supports. The study employs an alternating
direction strategy to multipliers for obtaining the solution of the problem.
Optimal ESS sizing and allocation are performed and validated through a mathematical modeling and optimal power flow (OPF) approach in [49]. In [50], a game-theorybased multi-agent strategy is proposed for optimal ESS placement to minimize the risk
of energy transaction processes for energy agents. In [51], optimal ESS placement in a
LV distribution network is performed to prevent over- and under-voltages and minimize
overall network costs (regarding ESS and network losses), by employing clustering and
sensitivity analysis and a multi-period OPF approach.
In [27], a cost-based optimization technique by MATLAB is employed for optimal distributed ESS placement and operation to improve generation and load hosting capability.
Consequently, peak demand and power loss are minimized through the achievement of
good voltage regulation. In [32], optimal ESS allocation is accomplished through GA
(integrated with linear-programming) and a sequential MCS to maximize distribution
network benefits by minimizing the costs of ESS installation, system upgrade, maintenance, interruption, and energy losses. In [44], GA hybridized with a linear programming
solver, MATLAB optimization toolbox, and a sequential MCS are used for optimal ESS
allocation and sizing. In that research, the distribution system benefits are maximized
while managing loads, and minimizing of net present value (NPV) and overall costs.
Although various issues related to distribution networks are addressed in the abovementioned literature, very few research [15] focus on power loss reduction and minimization of line loading as well as voltage deviation, where no studies investigate the
minimization of flicker disturbance to the network. However, optimal solutions combining these parameters together are necessary to improve network performance and power
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quality and can be obtained through optimal distributed ESS allocation. The importance of power quality for smart grid perspective is discussed in [52]. An ESS also has the
capability to improve power quality [53]. Wind DGs emit flicker to the network [54, 55]
significantly, which is an important issue for power quality management [56]. In [57], an
ESS (supercapacitor) is used to alleviate the voltage flicker due to integration of wind
generators. Although the ESS has the capability to mitigate flicker [57], this issue is not
addressed by any of the above research. This research has adopted this requirement.
In the aforementioned literature, various modeling and optimization approaches (single and hybrid) are used for the optimal allocation of ESSs [11, 15, 27, 30–32, 34, 42–51].
This research applies a hybrid meta-heuristic optimization approach, the FSCABC algorithm, for optimal ESS allocation. Being robust and simple, the ABC algorithm has
triple search capability (done by three types of bees) for solving multi-dimensional and
complex combinatorial optimization problems [58–60]. The hybrid FSCABC approach
eliminates the trapping problem of ABC algorithm in local optima and improves its
performance [61–63].
In this research, a comprehensive investigation is conducted for optimal allocation of
ESSs in an IEEE-33 bus distribution network. DIgSILENT PowerFactory is utilized for
developing system models and analysis of the proposed system. The FSCABC optimization approach is used for optimization and python programming language is employed for
controlling the system models as well as facilitating optimization. The key contributions
of this chapter are outlined as follows:

 The optimal allocation of ESSs is investigated focusing on performance and power
quality improvements as well as cost minimization. For performance improvement,
minimization of line loading as well as active and reactive power losses are targeted,
while flicker minimization and voltage profile improvement are addressed for power
quality improvement. The studies related to ESS placement such as [30, 46, 51]
have not simultaneously considered these parameters. Reference [15] considers
some of these parameters; however, a unity p.f. approach on the ESS dispatch is
applied while this research considers variable p.f. conditions. Furthermore, the
flicker disturbance factor minimization is investigated in this study, which is not
addressed in any of the literature discussed above.
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 The performance and power quality indices are estimated to monitor the performance and power quality improvements through the proposed ESS allocation. In
addition, new indices for flicker minimization are introduced regarding continuous,
switching, and overall network flickers.

 Overall investigation for ESS allocation is carried out through PQ injections in two
distinct phases: (1) applying a uniform ESS size, and (2) applying non-uniform ESS
sizes. The results obtained from these investigations are analyzed and compared.
Moreover, results obtained from FSCABC optimization approach are verified using
an ABC algorithm.

6.2

Modeling of the ESS

The utility-scale ESSs are selected based on their technical characteristics, various
performance factors, and applications [14, 64–67]. From the viewpoint of ESS cost, the
UltraBattery (also called advanced lead-acid battery) is chosen in this study similar to
[15]. Although the UltraBattery is considered as the ESS technology, the ESS model
(developed by [15]) is generic and can be utilized for other ESS technologies.
The ESS model is subject to prerequisites of (6.1) to (6.7) in time t (indexed
1, ...., N T ) [15]:
0.2 6SOCgESS 60.9


ESS − S ESS−max 
ESS,c
ESS−min Et
Pt
= max P
,
η c . ∆t


ESS − S ESS−min η d 
ESS,d
ESS−max Et
Pt
= min P
,
∆t

(6.1)
(6.2)
(6.3)
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ESS
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EtESS

− ∆t
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PtESS,c 6PtESS 6PtESS,d

(6.7)

where,
 The ESS should control P in both ways and a priority for P and Q is required to
p
fulfil S app = P 2 + Q2 . The SOCgESS is subject to (6.1) [68] and SOCgESS = 1 and

SOCgESS = 0 indicate that the ESS is fully charged and discharged, respectively.
 Equation (6.2) and Equation (6.3) represent the maximum charging and minimum

discharging rates, respectively.
 Equation (6.4) and Equation (6.5) limit the minimum energy stored to the ESS

and charging power of the ESS, respectively. Equation (6.6) and Equation (6.7)
restrict the maximum energy released from the ESS and power discharged by the
ESS, respectively.

6.3
6.3.1

Formulation of the problem
Objective function

The objective function of the proposed placement problem is presented in (6.8) and
formulated by means of (6.9) to (6.20) [15, 56, 69]. This is mainly a cost function representing the costs associated with network power quality (voltage deviation and network
flickers), performance (power losses and line loading), and ESS units. This function
comprises important cost factors in the category of power quality cost (CP Quality ), performance cost (CP erf ormance ), and ESS cost (CESS ), where all the factors are weighted
equally with γ VD =γ f licker =γ P L =γ LL =γ ESS =1.
J(CFOBJ
i )
(
= minimize

X

 X

γ P L · ClP L + γ LL · ClLL
γ VD ·CnVD + γ f licker .Cnf licker +

n

l

{z

|

CP Quality

}

|

{z
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)
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|

ESS

CUESS
T

·
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}
(6.8)
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where,
CnVD =

N
X

!
|V target −VnB (SnESSP ,SnESSQ ,λESS
)|
n

. ΓVD

(6.9)

n=1
N
X
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The total ESS unit cost is estimated by (6.20):.
CUESS
T

=

K
X

SnESS · C U U

(6.20)

n=1

In the above-mentioned equations, ΓVD = 0.142 $ p.u. [15, 27], Γf licker = 0.142 $
p.u. (considered same as the voltage deviation rate), ΓP L = 0.503 $ p.u. [15, 70],
ΓLL = 50.3471 c/kWh [15, 70], V target = 1 p.u.. Furthermore, the C U U = 460 $/kWh
taking into account the UltraBattery application regarding commercial and industrial
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energy management [15, 71].

6.3.2

Constraints of the objective function

The objective function of (6.8) is subject to (6.21) to (6.31) along with the ESS model
equations as defined in (6.1) to (6.7) [15]:
Pigen +

X 



X 
del
del
Pj→i
= Picon +
Pi→k

j∈J+

Qgen
+
i

X 

(6.21)

k∈J−



X 
con
del
=
Q
+
Q
Qdel
j→i
i
i→k

j∈J+

(6.22)

k∈J−

B
V min < |Vn−t
| < V max

(6.23)

P F ESS−min 6 P FnESS 6 P F ESS−max

(6.24)

SLl−t < SLmax
l
(
0, if the ESS is active
λESS
=
n
1, otherwise
(
Assign, if λESS
=0
n
SnESSP =
ESS
0,
if λn = 1
(
Assign, if λESS
=0
n
SnESSQ =
ESS
0,
if λn = 1

(6.25)

P ESS−min < P ESS < P ESS−max

(6.29)

PtESS,c ≤ PtESS ≤ PtESS,d

(6.30)

E ESS−min < E ESS < E ESS−max

(6.31)

(6.26)

(6.27)

(6.28)

where,

 The active and reactive power balances of ith bus are ensured by (6.21) and (6.22),
respectively [15].

 Equation (6.23) signifies the voltage constraint of each bus [15].
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 Equation (6.24) guarantees the application of a p.f. limit (with in the range 0.95
to 1 [72]) on the dispatch of ESSs.

 Equation (6.25) safeguards the line such that the line loading does not go beyond
the maximum limit (SLmax
=80%) to ensure the thermal stability of cables [15].
l

 The ESS allocation constraints are denoted by (6.26) to (6.28).
 Equations (6.29) to (6.31) ensure that the ESS power or energy will not surpass
their designated limits during charging and discharging actions. Furthermore, the
ESS operation within the specified SOC limits is ensured by (6.1) to (6.7) [15].

6.4
6.4.1

FSCABC optimization and proposed approaches
FSCABC optimization approach

In this research, the grid-connected ESS allocation problem is optimized by the
application of FSCABC algorithm whose overall steps are depicted in Fig. 6.1. The
main limitation of the ABC optimization approach is the possibility of being trapped in
local optima while global optimization is sought [61–63]. The problem can be resolved
by combining two well-known techniques- (1) the fitness scaling technique and (2) the
chaotic technique [62, 63]. A power-rank scaling technique is proposed for fitness scaling,
which combines both power and rank strategies as given below:
rm
f itscale
= PSNb−i
i
m
i=1 rb−i

(6.32)

where, rb−i = the rank of ith individual bee, SN = the number of food source, and m =
the exponential value for power computation.
The chaotic search is delineated by the logistic function of (6.33).

n
n
xn+1
chao−i = µ xchao−i 1 − xchao−i ,

i = 1, 2, ...., SN

(6.33)

where, n = the iteration number, xnchao−i = the ith chaotic variable, and µBIF = the
bifurcation parameter of the system with µBIF ∈ [0, 4]. The chaotic behaviour is revealed
with µBIF = 4, x0chao−i ∈ (0, 1), and x0chao−i ∈
/ (0.25, 0.5, 0.75).
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Figure 6.1: Flowchart of the FSCABC optimization approach.

In the initialization phase, the colony size (Co S) of solutions xij (i = 1, 2, ...., SN ;
j = 1, 2, ..., D) (D = problem dimension) is ascertained with the number of employed
bees (NE ) and the number of onlooker bees (NO ), while fulfilling Co S = NE + NO . The
population is initialized with j = 0 as given in (6.34).
RAN D
xi0 = lb + ψij
(ub − lb) ,

i = 1, 2, ...., SN

(6.34)

RAN D = a random number
where, ub = the upper bound, lb = the lower bound, and ψij
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in the range [0, 1]. By utilizing (6.35), each employed bee travels from one old position
xij to new candidate position vij :
D
vij = xij + ΦRAN
(xij − xkj )
ij

(6.35)

In (6.35), k ∈ 1, 2, .., SN and j ∈ 1, 2, .., D are randomly selected and k has to be
D = a random uniform number in the range [-1, 1]. If
dissimilar from i, where, ΦRAN
ij

the new location value vij is better than xij , then xij is replaced with updated vij ,
otherwise xij is preserved unchanged. The fitness values of the food sources of employed
bees (f itF S ) and the food source probability (pFi S ) are computed as per (6.36) and
(6.37), respectively, where, f (xi )OBJ indicates the values of a objective function to be
optimized.
(
f itFi S =

1
,
1+f (xi )OBJ
OBJ
1 +|f (xi )
|,

f (xi )OBJ ≥ 0
f (xi )OBJ < 0

f itF S
pFi S = PSN i
FS
j=1 f itj

(6.36)

(6.37)

Depending on the value of pFi S , the onlooker bee determines a food source by utilizing
a roulette wheel selection approach and then, this new location is found by (6.38), where,
ωiEmB = weight coefficient in relation to employed bee information.
D
vij = xij + ωiEmB ΦRAN
(xij − xkj )
ij

(6.38)

D is the key factor for convergence in ABC [62], the chaotic
As the parameter ΦRAN
ij

sequence of this parameter is described by (6.39) and used into (6.35) & (6.38).


D
D
Φchaos
= 2 × 4ΦRAN
1 − ΦRAN
−1
ij
ij
ij

(6.39)

In scout bee phase, the discarded solutions are improved and replaced by a new solution
xchaos
as defined in (6.40).
ij
xchaos
= M IN (xij ) + ϕij [M AX (xij ) − M IN (xij )]
ij

(6.40)

where, M AX(xij ) = M AX {x1j , x2j , ..., xN j } and M IN (xij ) = M IN {x1j , x2j , ..., xN j },
D = a random number in the range [-1, 1]. Similar to parameter ΦRAN D , the
and ϕRAN
ij
ij

169

6. OPTIMAL ESS ALLOCATION AND SIZING TO IMPROVE
PERFORMANCE AND POWER QUALITY OF DISTRIBUTION
NETWORKS
D is defined by (6.41) and utilized within (6.40).
chaotic sequence of ϕRAN
ij
D
D
ϕchaos
= 4ϕRAN
1 − ϕRAN
ij
ij
ij



(6.41)

Table 6.1: Summary of FSCABC optimization variables and parameters
Type

Parameters/variables

Description/settings

Input parameters

V rated ,RL (i, j), X L (i, j), P , Q,
P T −F , QT −F , S wind , S P V −max ,
S P V −op , and S ESS−nom

Required for the network model.

Output parameters

VD , C LL , C P L , and C ESS
Cn
UT
l
l

Required for the objective function.

ESSP
Sn

This variable determines the amount of P to
be injected by the ESSs in the network.

ESSQ
Sn

This variable determines the amount of Q to
be injected by the ESSs in the network.

λESS
n

This variable determines the position of ESSs
in the network.

RAN D , ΦRAN D , ϕRAN D ,
µBIF , ψij
ij
ij
and x0chao−i

RAN D ∈ [0, 1],
Settings: µBIF ∈ [0, 4], ψij
D ∈ [−1, 1], ϕRAN D ∈ [−1, 1],
ΦRAN
ij
ij
x0chao−i ∈ (0, 1), and
x0chao−i ∈
/ {0.25, 0.5, 0.75}.

D, Co S, SN , Ltrial , and Itmax

Settings: D = 3 = N D , Co S = 100,
SN = Co S/2 =population size, Ltrial = 60,
and Itmax = 1000.

ESSP : lb1 and ub1
For Sn

Settings: lb1 = 0.1 MW and ub1 = 2.5 MW
for investigation phase-I; lb1 = 0.1 MW and
ub1 = 3 MW for investigation phase-II.

ESSQ
For Sn
: lb2 and ub2

Settings: lb2 = 0.1 MVar and ub2 = 1.5 MVar
for both investigation phase-I and
investigation phase-II.

For λESS
: lb3 and ub3
n

Settings: lb3 = 0 and ub3 = 1.

Decision variables

FSCABC parameters

FSCABC bounds

6.4.2

Proposed approach

The methodology for the proposed ESS allocation is depicted in Fig. 6.2. After
inserting the essential data to all components of a distribution system, the FSCABC
parameters are initialized. Optimization variables and parameters are summarized in
Table 6.1. Some important steps in the distribution network model, such as feeder load
scaling, instigating a voltage dependency of loads, applying the time-variant characteristics (as given in [15]) to the loads, wind, and solar DGs, are accomplished. The flicker
disturbance is instigated by the wind DGs which is distributed throughout the network.
Afterwards, the optimal placement problem is formulated to minimize the sum of CnVD ,

170

6.4 FSCABC optimization and proposed approaches

Figure 6.2: Flowchart of the proposed optimal ESS allocation approach.

Cnf licker , ClP L , ClLL , and CUESS
T in two distinct phases- (1) investigation phase-I: applying
a uniform ESS size and (2) investigation phase-II: applying non-uniform ESS sizes.
The ESSs are located throughout the network using the decision variable λESS
,
n
where λESS
= 0 represents an ESS of nth bus is active and λESS
= 1 signifies the ESS is
n
n
inactive. The ESS size (MVA) in a bus is determined through decision variables SnESSP
(MW) and SnESSQ (MVar). The SnESSP , SnESSQ , and λESS
are generated randomly
n
within the nominated ranges (in the ranges P = 0.1 MW to 2.5 MW, Q = 0.1 MVar to
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1.5 MVar for investigation phase-I and P = 0.1 MW to 3 MW, Q = 0.1 MVar to 1.5
MVar for investigation phase-II) and injected to the network targeting the distributed
placement of maximum number of ESSs with smaller sizes. The ESS size determination
is subject to lb1, lb2, lb3, ub1, ub2, ub3, ESS string size, inverter specifications, AC and
DC bus size, and transformer size. Furthermore, for sizing, a variable p.f. (not less
than 0.95) is employed on the dispatch of an ESS. Finally, the optimal values of SnESSP ,
SnESSQ , and λESS
are obtained by the FSCABC optimization approach while fulfilling
n
the necessary constraints.

6.5

Testing and assignment of factors and indices for performance improvement

This section explores the distribution network where the approach is tested, assignment of essential factors regarding flicker assignment, load scaling of the feeder, and
creating voltage dependency. This section also describes the required indices to assess
the improvements of system performance and power quality.

Figure 6.3: Single-line diagram of the proposed distribution network model.
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Table 6.2: Information of the proposed distribution network model [15]
Model specification

Model data

Base MVA

10 MVA

Substation voltage

12.66 kV

PV1 and PV3 are allocated on bus5 and bus21, respectively

size = 400 kVA

PV2 is installed on bus8

size = 500 kVA

WDG1, WDG2, WDG3, WDG4, WDG5, and WDG6 are placed on
bus12, bus18, bus24, bus31, bus28, and bus33, respectively

size = 1 MVA

S P V −op

85% of S P V −max

P T −F (for feeder load scaling)

3.715 MW

QT −F (for feeder load scaling)

2.3 MVar

6.5.1

Test distribution network

The IEEE-33 bus radial distribution system is used for testing of the proposed approach. The single line diagram of the distribution system is depicted in Fig. 6.3. The
proposed system is modeled using DIgSILENT PowerFactory. The lines and buses are
symbolized by the letter ’L’ and the numbers 1 to 33, respectively, where L33 to L37
indicate tie lines and bus 1 represents the feeder. In this model, three solar DGs and
six wind DGs are installed to create a scenario of high RES penetration. The wind
DGs (WDGs), solar DGs (PVs), and loads are modeled using built-in templates within
PowerFactory and the system data is taken from [15]. The overall model information is
provided in Table 6.2.

6.5.2
6.5.2.1

Assignment of factors
Assignment of flicker disturbance:

The flicker coefficients of WDGs are assigned considering va =10 m/s as presented
in Table 6.3 [54]. The flicker disturbance is generated for various ψk values such as 30◦ ,
50◦ , 70◦ , and 85◦ . It is assumed that during switching operations, a turbine starts-up at
cut-in wind speed with N10 = 3 and N120 = 30. The flicker disturbance generated from
a WDG is distributed throughout the network which affects the Sngrid of a bus n.
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Table 6.3: Applied flicker coefficient values to wind DGs

ψk

cF (ψk , va )

30◦

7.9

step
k
(ψk )
f
0.35

50◦

6.6

0.34

0.7

70◦

5.7

0.38

0.8

85◦

7.3

0.43

0.9

kv (ψk )
0.7

Maximum switching operations
N10 = 3, N120 = 30

6.5.2.2

Assignment of feeder load scaling and voltage dependency

The feeder loads are scaled using the instructions described in [15], while the loads
of the system follow the IEEE-RTS model. The total active and reactive powers are
estimated by applying a scale (Ψscale )and the voltage dependency of loads as denoted
in (6.42) and (6.43), respectively [15]. The scaling of wind and solar DG outputs is
performed using the characteristics provided in [15].
scale

 B ebP
 B ecP 

 B eaP
Vn
Vn
Vn
+ bP .
+ (1 −aP −bP ) .
. P0 aP .
(6.42)
ref
ref
V
V
V ref

scale

 B ebQ

 B eaQ
 B ecQ 
Vn
Vn
Vn
+ bQ.
. Q0 aQ .
+ (1 −aQ−bQ) .
(6.43)
ref
ref
V
V
V ref

P =Ψ

Q=Ψ

where, (1 − aP − bP ) = cP , (1 − aQ − bQ) = cQ, aP = aQ = 0.4, bP = bQ = 0.3,
cP = cQ = 0.3, eaP = eaQ = 0, ebP = ebQ = 1, and ecP = ecQ = 2 [15].

6.5.3
6.5.3.1

Performance improvement indices of the system
Indices for voltage deviation and profile improvement

The voltage deviation of nth bus is calculated using V max and V min (assuming
deviation limit=±5%). The percent voltage deviation index (%VDI) is described by
(6.44) [15].
% VDI=


N 
X
|V rated − V B |
n

n=1

V rated
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× 100

(6.44)

6.5 Testing and assignment of factors and indices for performance
improvement

The overall voltage profile (VP ) and the index for voltage profile improvement (VP II)
of the system are described by (6.45) and (6.46), respectively [15], where VPn is the
P
voltage profile of nth bus and N
n=1 ζn = 1.
VP =

N
X

VPn =

n=1

VnB SnL ζn

(6.45)

n=1

VP II =

6.5.3.2

N
X

VP w−ESS
VP wo−ESS

(6.46)

Indices for flicker minimization

Flicker minimization indices (F M I Cont , F M I ST Sw , and F M I LT Sw ), for both continuous and switching operations, are defined according to IEC standard 61400-21 ((6.11),
(6.13), and (6.14)) as presented in (6.47), (6.48), and (6.49).
FMI

Cont

PN

= Pn=1
N

PnF Cont−ESS

n=1

FMI

ST Sw

PN

= Pn=1
N

n=1

FMI

LT Sw

(6.47)

PnF Cont−base

PN

= Pn=1
N

n=1

PnST Sw−ESS

(6.48)

PnST Sw−base
PnLT Sw−ESS

(6.49)

PnLT Sw−base

Total flicker minimization index is defined as:
T

FMI =

PN

F Cont−ESS +P ST Sw−ESS +P LT Sw−ESS
n
n
n=1 Pn


PN
F Cont−base
ST Sw−base
LT Sw−base
P
+P
+P
n
n
n
n=1


(6.50)

The improvement index for relative voltage change (RV CII) at 20 ◦ C is defined as:
PN

RV CII = Pn=1
N

n=1

dSw−ESS
n
dSw−base
n

(6.51)

where,
%dSw = 100 . kv (ψk ) .
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6.5.3.3

Indices for power loss reduction

The indices for the reduction of line losses such as real, reactive, and total line losses
(P LRI P , P LRI Q , and P LRI T ) are defined by (6.53), (6.54), and (6.55), respectively
[15].
P LRI

P

PM

= Pl=1
M

l=1

P LRI

Q

PM

= Pl=1
M

l=1

PM

r

PM

r

l=1

P LRI T =

l=1

6.5.3.4

PlL−ESS

(6.53)

PlL−base
QL−ESS
l

(6.54)

QL−base
l

PlL−ESS
PlL−base

2
2

+



QL−ESS
l

+



QL−base
l

2
(6.55)

2

Line loading index

The line loading index (LLI) of (6.56) is computed using the percent line loading of
lth line for base case ((6.57)) and after ESS placement ((6.19)) [15].
PM
ESS
% LLT w−ESS
l=1 % LLl
=
LLI =
P
M
base
% LLT wo−ESS
l=1 % LLl
%

6.5.3.5

=
LLbase
l



SLbase
l
SLrated
l

(6.56)


× 100

(6.57)

Power quality improvement index

The power quality index (P QI), after minimizing the voltage deviation and flicker
disturbance through the ESS placement, can be defined as (6.58). The index for power
quality improvement (P QII) can be defined as (6.59).
P QI =

V DI w−ESS +

PN

V DI wo−ESS +

F Cont−ESS +P ST Sw−ESS +P LT Sw−ESS
n
n
n=1 Pn

PN  F Cont−base
ST Sw−base
LT Sw−base
P
+P
+P
n
n
n
n=1



P QII =
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1
P QI

(6.58)

(6.59)
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6.6

Results and discussion

This section explores the impact of the proposed ESS placement in the distribution
network regarding system power quality, system performance, and cost minimization.
Optimal ESS locations are determined while minimizing the cost function at peak load
condition. The performance analysis is conducted for three different case studies: (i)
Case 1- base case (without ESSs), (ii) Case 2- placement of ESSs applying a uniform
size, and (iii) Case 3- placement of ESSs applying non-uniform sizes. The ESS sizing is
accomplished through PQ injection by the ESSs with a variable p.f. (not less than 0.95).
The system results are presented in Table 6.4 and Table 6.5. This section also compares
the optimization results achieved from FSCABC approach with ABC algorithm. In this
study, ESS power rating (MVA) is taken into account as constant over one hour [15].
Table 6.4: ESS size and locations for various case studies
Case studies

P (MW), Q (MVar), and locations of ESSs

Total
ESS
Size
(MWh)

Case 1−Without ESS
allocation (base case)

-

-

Case 2−Distributed ESS
allocation for a uniform ESS
size

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all
ESSs P = 1.269 Q= 0.417

12.022

Case 3−Distributed ESS
allocation for non-uniform
ESS sizes

ESS7-P=1.491 Q=0.231; ESS8-P=1.234 Q=0.231; ESS10-P=0.703
Q=0.231; ESS13-P=0.851 Q=0.231; ESS15-P=1.094 Q=0.231;
ESS22-P=0.703 Q=0.231; ESS24-P=1.736 Q=0.231; ESS25-P=3 Q=0.231;
ESS27-P=0.703 Q=0.231; ESS29-P=0.838 Q=0.231; ESS30-P=3 Q=0.231;
ESS31-P=0.703 Q=0.231; ESS32-P=1.258 Q=0.231

17.572

Table 6.5: System results after a quantitative analysis for various cases of Table 6.4
PN

F Cont

PN

ST Sw

P LT
(MW)

QLT
(MVar)

%LLT

29.357

0.107

0.083

269.024

4.022

27.449

0.080

0.064

226.546

3.902

26.743

0.060

0.042

201.322

PN

LT Sw

Case
Details

%VDI

Case 1

82.707

5.454

4.808

4.363

Case 2

53.129

5.024

4.432

Case 3

51.205

4.891

4.300

6.6.1

n=1 P

n=1 P

n=1 P

PN

Sw

n=1 %d

Case study 1- base case without ESS placement

Various parameter results obtained from the base case analysis (without ESS alPN
F Cont ,
location) are presented in Table 6.5. The values of parameter %VDI,
n=1 P
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PN

n=1 P

ST Sw ,

PN

n=1 P

LT Sw ,

P LT , QLT , and %LLT are targeted to be optimized. In

Case 2 and Case 3 of Table 6.5, a parameter value lower than the corresponding base
value represents the performance improvement and vice-versa.

6.6.2

Case study 2- placement of ESSs through uniform sizing approach

Results of optimal ESS allocation by applying uniform SnESSP and SnESSQ are presented in Table 6.4. The SnESSP , SnESSQ , and λESS
can be recognized in Table 6.4 by
n
the ESS P (MW), ESS Q (MVar), and ESS number, respectively. For instance, P =
1.269 and Q= 0.417 of ESS7 indicate that an ESS of 1.269 MW and 0.417 MVar (total
size = 1.336 MVA) is connected to bus7. Nine ESSs having a uniform size (1.336 MVA)
are allocated on bus numbers 7, 9, 14, 24, 25, 29, 30, 31, and 32. Table 6.4 suggests that
P
PN
PN
PN
F Cont ,
ST Sw ,
LT Sw ,
Sw ,
all parameters such as %VDI, N
n=1 P
n=1 P
n=1 P
n=1 %d
P LT , QLT , and %LLT are reduced compared to Case 1. The results of Case 2 parameters
are obtained with a total ESS size of 12.022 MWh.

6.6.3

Case study 3- placement of ESSs through non-uniform sizing
approach

The impact of optimal ESS placement, using the non-uniform ESS sizing approach, is
analyzed and obtained results are presented in Table 6.5 (Case 3). During Case study 3,
the SnESSP is allotted non-uniformly to all ESSs, while the SnESSQ is assigned uniformly
to all ESSs. The SnESSP , SnESSQ , and λESS
can be recognized in Table 6.4 by the ESS P
n
(MW), ESS Q (MVar), and ESS number, respectively. For instance, ESS7-P = 1.491 Q=
0.231 indicates that an ESS of 1.491 MW and 0.231 MVar (total size = 1.509 MVA) is
allocated to bus7. Thirteen ESSs having non-uniform sizes are allocated on bus number
7, 8, 10, 13, 15, 22, 24, 25, 27, 29, 30, 31, and 32. Table 6.5 shows that all Case 3
P
PN
PN
PN
ST Sw ,
LT Sw ,
Sw , P LT ,
F Cont ,
parameters, e.g., %VDI, N
n=1 P
n=1 P
n=1 P
n=1 %d
QLT , and %LLT are further minimized compared to Case 2. However, a total ESS size
of 17.572 MWh is required for Case 3, which indicates an augmentation in distribution
system investment cost over Case 2 (12.022 MWh).
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Figure 6.4: Voltage profiles of buses for various cases−(a) in terms of bus voltage and (b)
in terms of VPn .

6.6.4
6.6.4.1

Overall result analysis and comparison
Comparison in relation to voltage profiles

Figure 6.4(a) and Fig. 6.4(b) depict the voltage profiles of various cases in terms
of bus voltage and VPn , respectively. The feeder voltage profiles (in terms of feeder
distance) for Case 1, Case 2, and Case 3 are displayed in Fig. 6.5, Fig. 6.6, and Fig. 6.7,
respectively. According to these illustrations, both Case 2 and Case 3 provide improved
voltage profiles compared to Case 1. However, Case 3 has improvements in voltage
deviation compared to Case 2 such as at buses 5 to 13, 20 to 22, and 25 to 29. For
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Figure 6.5: Voltage profile of the network feeder for Case 1.

Figure 6.6: Voltage profile of the network feeder for Case 2.
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Figure 6.7: Voltage profile of the network feeder for Case 3.

instance, the voltage at bus 12 for Case 3 is 0.974 p.u., while this is 0.980 p.u. for
Case 2. In contrast, Case 2 provides improved voltage at buses 16 to 18 and 31 to 33
compared to Case 3. Figure 6.6 and Fig. 6.7 indicate that the feeder voltage profiles
have been significantly improved for Case 2 and Case 3 compared to Case 1 (Fig. 6.5).
The improvement in feeder section L02-L22-L23-L24-L37-L29-L30-L31-L32 is significant
for both cases compared to Case 1. The parameter %VDI also indicates the comparison
of voltage deviations for various cases as given in Table 6.5. Overall, Case 3 (%VDI =
51.205) provides a slightly better voltage profile than Case 2 (%VDI = 53.129).

6.6.4.2

Comparison of flicker minimization characteristics

The characteristics for continuous and switching flickers (at various buses) of various
cases are presented in Fig. 6.8(a) and Fig. 6.8(b), respectively. Both continuous and
switching flicker characteristics have similar patterns, where higher flicker disturbances
are observed at bus 18 and bus 33 compared to others. In contrast, the lowest flicker
P
F Cont ,
disturbance is noticed at bus 1. The values of flicker parameters such as N
n=1 P
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Figure 6.8: Flicker comparison at various buses− (a) continuous flicker and (b) switching
flicker.

Figure 6.9: Relative voltage change (%) during switching of WDGs for various cases.
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Figure 6.10: (a) The short circuit power of buses for various cases and (b) impedance
angle of buses for various cases.
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Figure 6.11: (a) Network flicker comparison for various cases and (b) total flicker for
various cases.
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PN

n=1 P

ST Sw ,

and

PN

n=1 P

LT Sw

are reduced for Case 2 and Case 3, while Case 3 mini-

mizes these disturbances better than Case 2 (as per Table 6.5). Relative voltage change
(%) during switching of WDGs (for various cases) is depicted in Fig. 6.9. As referred to
P
Sw for Case 1 is 29.357, while this reduced to 27.449 and 26.743
Table 6.5, the N
n=1 %d
for Case 2 and Case 3, respectively.
Figure 6.10(a) and Fig. 6.10(b) compare the short circuit power (Snk ) and impedance
angle (Ωkn ) for various cases, respectively. The Snk and Ωkn at various buses are slightly
affected through PQ injection by the ESSs. For instance, the value of Snk at bus 1 is
9094.344 MVA, 9099.133 MVA, and 9099.618 MVA for Case 1, Case 2, and Case 3,
respectively. A change of about 500 kVA is observed in Snk for Case 3 compared to Case
2. On the other hand, the value of Ωkn on the same bus (bus 1) is 84.231◦ , 84.176◦ , and
84.148◦ for Case 1, Case 2, and Case 3, respectively. Figure 6.11(a) compares flicker
disturbances for various cases, while Fig. 6.11(b) exhibits the total flicker characteristics
which is calculated based on total flicker of various buses. Figure 6.11 suggests that
Case 3 minimizes the total flicker disturbance better than Case 2, while demanding a
larger ESS installation (17.572 MWh) compared to Case 2.

6.6.4.3

Comparison of line losses and loading

The comparative performance of various cases in terms of real, reactive, and total
line losses is presented in Fig. 6.12. As referred to in Fig. 6.12(a), Case 2 exhibits a
higher active power loss at lines L3-L5, L8-L9, L16-L20, and L30, while a higher active
power loss value is noticed at lines L13-L15, L22-L24, and L26-L29 for Case 3. The line
L2 has the highest active power loss of 0.0186 MW and 0.0193 MW for Case 2 and Case
3, respectively. According to Fig. 6.12(b), L30 exhibits the highest reactive power loss of
0.0163 MVar for Case 2. Overall, Case 3 minimizes the active, reactive, and total power
losses (0.060 MW, 0.042 MVar, and 0.075 MVA) compared to Case 2 (0.080 MW, 0.064
MVar, and 0.106 MVA) as per Table 6.5. Percent line loadings, with respect to individual
line numbers, is represented in Fig. 6.13. For all cases, the loading of individual lines is
below the maximum loading limit (80%). Significantly, a maximum loading of 41.513%
is observed at L1 for all cases, while L2 has a loading of 27.824%, 23.357%, and 23.784%
for Case 1, Case 2, and Case 3, respectively. The loading of all other lines varies closely
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Figure 6.12: Comparison of losses− (a) comparison of active power loss, (b) comparison
of reactive power loss, and (c) comparison of total line loss.
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Figure 6.13: Percent line loading for various cases.

for Case 2 and Case 3. As referred to in Fig. 6.13 and Table 6.5, the overall line loading
for Case 2 and Case 3 are reduced to 226.546% and 201.322%, respectively, compared to
Case 1 (269.024%). These characteristics of line loading suggest that the system feeder
has adequate surplus capacity to recover unexpected situations during outage through
load sharing.

6.6.4.4

Statistical analysis of FSCABC approach with ABC algorithm

The same ABC approach given in [15] is utilized to justify the results obtained from
the FSCABC algorithm. The overall modeling of ABC algorithm is demonstrated in
Chapter 4, Section 4.4.1. The same settings (D, Co S, SN , Ltrial , and Itmax ) are used
for both FSCABC and ABC approaches as displayed in Table 6.1. For both approaches,
the optimization is executed 30 times and thereby the best, worst, and mean solutions
of the objective function are obtained. Table 6.6 compares the optimization results obtained from both approaches along with the evaluation of standard deviations (σ F SCABC
and σ ABC ). The smaller standard deviation signifies lower deviation among solutions
obtained from 30 optimization runs. It is clear from the statistical analysis presented
in Table 6.6 that the FSCABC technique is successful in obtaining expected optimal
solutions for both investigation phases.
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Optimization
statistics

%VDI

flicker

Total

(MW)

PT ot

(MVar)

QT ot

function

Objective

0.0797

0.0644

230.198

226.546

12.27

12.022

5644231.09 0

5530150.257

value ($)

Total

size

ESS

13.478

0.0668

(MWh)

53.129

0.0817

%LLT

Table 6.6: Optimization results of FSCABC and ABC algorithms for 30 runs
ESS real & reactive powers and locations

ESSs P=1.269 Q=0.417

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all

13.49

5599610.575

12.112

5673671.376

5571550.52 0

12.173

227.664

12.334

5621230.997

227.937

0.0652

231.675

12.22 0

0.0654

0.0803

0.0676

229.855

0.0804

13.481

0.0824

0.0665

13.477

53.28

13.497

0.0815

25032.807

54.009

13.491

31082.370

53.734

53.196

53.702

Distributed ESS placement for a uniform ESS size (investigation phase-I)

best

ESSs P=1.322 Q=0.333

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all

FSCABC

worst

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all

FSCABC

FSCABC

ESSs P=1.296 Q=0.387

ESSs P=1.315 Q=0.338

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all

ESSs P=1.337 Q=0.301

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all

ESSs P=1.288 Q=0.390

ESS7, ESS9, ESS14, ESS24, ESS25, ESS29, ESS30, ESS31, ESS32; for all

mean
σ F SCABC
ABC best

ABC worst

ABC mean
σ ABC
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ESS27-P=0.703 Q=0.231; ESS29-P=0.838 Q=0.231; ESS30-P=3 Q=0.231; ESS31-P=0.703 Q=0.231;

ESS27-P=0.707 Q=0.222; ESS29-P=1.070 Q=0.222; ESS30-P=3 Q=0.222; ESS31-P=0.692 Q=0.222;

worst

ESS27-P=0.692Q=0.218; ESS29-P=0.758 Q=0.218; ESS30-P=3 Q=0.218; ESS31-P=0.706 Q=0.218;

mean

σ ABC

ABC mean

ABC worst

ABC best

ESS32-P=1.232 Q=0.222

ESS27-P=0.707 Q=0.222; ESS29-P=0.752 Q=0.222; ESS30-P=3 Q=0.222; ESS31-P=0.699 Q=0.222;

ESS15-P=1.187 Q=0.222; ESS22-P=0.706 Q=0.222; ESS24-P=2.440 Q=0.222; ESS25-P=3 Q=0.222;

ESS7-P=1.552 Q=0.222; ESS8-P=1.24 Q=0.222; ESS10-P=0.688 Q=0.222; ESS13-P=0.744 Q=0.222;

ESS32-P=0.908 Q=0.222

ESS27-P=0.707 Q=0.222; ESS29-P=1.144 Q=0.222; ESS30-P=3 Q=0.222; ESS31-P=0.722 Q=0.222;

ESS15-P=1.406 Q=0.222; ESS22-P=0.740 Q=0.222; ESS24-P=2.240 Q=0.222; ESS25-P=2.996 Q=0.222;

ESS7-P=1.626 Q=0.222; ESS8-P=1.378 Q=0.222; ESS10-P=0.739 Q=0.222; ESS13-P=0.866 Q=0.222;

ESS32-P=1.249 Q=0.227

ESS27-P=0.713 Q=0.227; ESS29-P=0.814 Q=0.227; ESS30-P=3 Q=0.227; ESS31-P=0.699 Q=0.227;

ESS15-P=1.184 Q=0.227; ESS22-P=0.712 Q=0.227; ESS24-P=1.756 Q=0.227; ESS25-P=3 Q=0.227;

ESS7-P=1.500 Q=0.227; ESS8-P=1.233 Q=0.227; ESS10-P=0.701 Q=0.227; ESS13-P=0.794 Q=0.227;

ESS32-P=1.208 Q=0.218

ESS15-P=1.249 Q=0.218; ESS22-P=0.737 Q=0.218; ESS24-P=1.782 Q=0.218; ESS25-P=3 Q=0.218;

FSCABC

ESS7-P=1.531 Q=0.218; ESS8-P=1.210 Q=0.218; ESS10-P=0.703 Q=0.218; ESS13-P=0.790 Q=0.218;

ESS32-P=1.038 Q=0.222

ESS15-P=1.208 Q=0.222; ESS22-P=0.752 Q=0.222; ESS24-P=1.714 Q=0.222; ESS25-P=3 Q=0.222;

FSCABC

ESS7-P=1.504 Q=0.222; ESS8-P=1.413 Q=0.222; ESS10-P=0.713 Q=0.222; ESS13-P=0.884 Q=0.222;

ESS32-P=1.258 Q=0.231

ESS15-P=1.094 Q=0.231; ESS22-P=0.703 Q=0.231; ESS24-P=1.736 Q=0.231; ESS25-P=3 Q=0.231;

ESS7-P=1.491 Q=0.231; ESS8-P=1.234 Q=0.231; ESS10-P=0.703 Q=0.231; ESS13-P=0.851 Q=0.231;

best

σ F SCABC

%VDI
flicker

Total

53.812

53.049

51.606

51.606

51.684

51.205

13.052

13.013

13.093

13.098

13.07

13.093

Distributed ESS placement for non-uniform ESS sizes(investigation phase-II)

ESS real & reactive powers and locations

FSCABC

statistics

Optimization

Table 6.6 continues

0.0592

0.0589

0.0595

0.0595

0.0595

0.0596

(MW)

PT ot

0.0419

0.0414

0.0419

0.042

0.0416

0.042

(MVar)

QT ot

204.065

204.549

201.484

202.061

203.168

201.322

%LLT

18.178

18.696

17.604

17.596

17.929

17.572

(MWh)

82427.240

8361902.158

8600182.013

8097862.212

31169.112

8247362.172

8247362.172

8083142.248

function
value ($)

size

Objective

ESS
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6. OPTIMAL ESS ALLOCATION AND SIZING TO IMPROVE
PERFORMANCE AND POWER QUALITY OF DISTRIBUTION
NETWORKS
Table 6.7: Convergence and computation time of FSCABC and ABC approaches
Investigation

FSCABC

FSCABC

ABC

ABC computation

type

convergence

computation time (s)

convergence

time (s)

I

After 206 iterations

378

After 279 iterations

620

II

After 294 iterations

562

After 413 iterations

818

Figure 6.14: Convergence graph of FSCABC and ABC algorithms.

The computer that is used for the simulation study possesses the following configuration: Windows 10 (64-bit), Intel(R) Xeon 3.5 GHz processor, and 16 GB RAM. For
two investigation phases, the convergence characteristics of both the FSCABC and ABC
optimization algorithms are illustrated in Fig. 6.14, while the computation time is listed
in Table 6.7. Table 6.7 demonstrates that the FSCABC-based technique converges after
206 and 294 iterations for investigation phase-I and investigation phase-II, respectively.
In contrast, the ABC approach converges after 279 and 413 iterations during investigation phase-I and investigation phase-II, respectively. In particular, the FSCABC-based
optimization approach converges faster than the ABC algorithm. In real time, FSCABC
and ABC algorithms take about 378 s and 620 s, respectively, for placing the ESSs during investigation phase-I. For investigation phase-II, the FSCABC and ABC algorithms
require around 562 s and 818 s, respectively, for allocating the ESSs on the distribution
network.
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6.6.4.5

Overall performance and power quality analysis

Table 6.8 compares the performance indices of the system which are estimated according to Section 6.5.3. Generally, VP II > 1 indicates that the system has good voltage
profile. On the contrary, the higher values of P LRI P , P LRI Q , P LRI T , and LLI imply
higher real, reactive, total power loses, and line loading, respectively. Similarly, higher
values of F M I Cont , F M I ST Sw , F M I LT Sw , F M I T , and RV CII denote higher flickers
in the system. The V P II = 1.248 for Case 3 indicates that this case has good voltage
profile which is better than Case 2 (V P II = 1.200). All other performance indices are
lower during Case 3 compared to Case 2, which suggests that Case 3 provides better
performance than Case 2. The results of the above indices are presented in Table 6.8,
which suggests that Case 2 and Case 3 have improved the power quality of the system.
Case 3 has better power quality than Case 2 (Higher P QII signifies higher power quality
of the system).

Figure 6.15: Comparison of various cases in relation to performance and cost.

The comparison of various cases, in relation to overall performance and total ESS
unit cost, is depicted in Fig. 6.15. This figure suggests that the ESS placement using
non-uniform ESS sizes (Case 3) improves the system performance better than a uniform
sizing approach (Case 2), by minimizing voltage deviation, flicker, power losses, and
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Table 6.8: Performance and power quality indices for various cases
Case Details

VP II F M I Cont F M I ST Sw F M I LT Sw F M I T RV CII P LRI P P LRI Q P LRI T

LLI
-

P QI P QII

Case 1

-

-

-

-

-

-

-

-

-

Case 2

1.200

0.921

0.922

0.922

0.922

0.935

0.742

0.773

0.757

0.842 0.907

-

1.103

-

Case 3

1.248

0.897

0.894

0.894

0.895

0.911

0.556

0.504

0.536

0.748 0.881

1.135

line loading. However, this approach (Case 3) involves a higher investment cost of the
distribution system compared to Case 2. It should be noted here that this research did
not perform any cost analysis or cover any financial impacts, which could add another
constraint in the objective function and investigated in future works.

6.7

Conclusions

This chapter has presented an effective strategy for optimal allocation of distributed
ESSs in distribution networks employing the FSCABC optimization method. The key
problems associated with voltage deviation, flicker, power losses, and line loading are
minimized. The results attained from the FSCABC technique are verified through the
application of the ABC algorithm. Performance improvements of the system are evaluated through related performance indices. The main conclusions are:

 The improvement in system performance is achieved through both approaches−optimal
allocation of distributed ESSs through uniform and non-uniform sizing approaches.

 Improvement of the voltage profile and minimization of flicker disturbances are
achieved through the PQ injection of ESSs, and thereby power quality of the
distribution network is improved.

 The proposed optimal ESS allocation strategy can be employed for asset management applications and distribution network planning.

As with most meta-heuristic approaches, the FSCABC algorithm has some limitations in
determining the most optimal solution compared to traditional linear approaches. However, due to the computational burdens involved in using traditional linear optimization
search methods, the FSCABC approach has been applied in this study. Regarding future research, more power quality parameters such as over voltage, under voltage, and
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interruptions (short term and long term) can be incorporated for overall power quality
analysis. Furthermore, sensitivity analyses on the ESS placement, development of optimal operation strategy of distributed ESSs that considers RES uncertainties and the
impact on ESS lifetime, detailed analysis regarding cost or financial impacts of the obtained ESS sizes, and intelligent control methods via the on-line communication among
the placed ESSs can be targeted.
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Chapter 7

Optimal Sizing of a Grid-scale
ESS in Transmission Networks to
Improve Frequency Response
The frequency response of a large power system is affected by the penetration of renewable energy sources (RESs), where a grid-scale energy storage system (ESS) can alleviate
the problem. This chapter presents a strategy for sizing an ESS to improve frequency response of transmission networks. The location of the ESS in the transmission network is
determined through a sensitivity analysis targeting minimum line loading around a bus.
The ESS sizing strategy considers the minimization of frequency deviation as well as rate
of change of frequency (ROCOF) after generator or load tripping events. The proposed
approach is tested in a modified IEEE-39 bus power system considering a variety of
scenarios where RESs are integrated as four different schemes for peak and off-peak load
conditions. DIgSILENT PowerFactory is used for developing, testing, and analyzing the
system models. A fitness-scaled chaotic artificial bee colony (FSCABC) optimization
algorithm (a hybrid meta-heuristic approach) is used for optimization through a Python
script automating simulation events in PowerFactory. The results obtained from the FSCABC approach are verified through the application of a particle swarm optimization
(PSO) algorithm. The simulation results suggest that the proposed ESS sizing technique
can successfully improve the frequency response of a transmission network.
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7.1

Introduction

The industrial development of RESs has increased due to concerns for climate change,
energy security, and sustainability. According to REN21’s global status report 2018, a
total of 2195 GW of renewable power has been added globally since 2017 [1]. The high
penetration of RESs into present power systems replaces conventional fossil fuel-based
power plants. Such replacements affect the power system frequency. ESSs can be used
as key tools to facilitate RES integration and solve various issues of power networks as
presented in [2–6].
Recently, the deployment of ESSs to improve frequency response has attracted the
attention of both academia and industry [7], [8]. More specifically, the frequency regulation issue is considered as a key concern by the transmission system operator (TSO) to
ensure safe and reliable operation of the networks. According to Order 755 and revised
Order 819, enacted by the U.S. Federal Energy Regulatory Commission (FERC), ESSs
(e.g., batteries) can bid for accurate and fast frequency response, where a market-based
procurement of primary frequency response service is permitted [9, 10]. However, finding
an optimal size of utility-scale ESSs for improving frequency response of a transmission
network is an essential task in case of planning. Therefore, the motivation of this study
is to determine optimal size of a battery energy storage system (BESS) to improve frequency response of transmission networks. Many studies have already been conducted
regarding ESS placement and sizing in power systems.
A comprehensive review of ESS applications in power networks is presented in [11]
focusing on ESS placement, sizing, operation, and power quality. In [12], siting and
sizing of large-scale BESSs are accomplished in RES-integrated transmission networks
to minimize the daily production costs. In [13], a DC optimal power flow framework
is presented to optimize ESS size, placement, and operation in transmission-constraint
networks. Another framework for optimizing the location and sizes of ESSs in a transmission network is proposed to reduce network congestion and facilitate RES (wind)
integration in [14].
An ESS sizing approach is presented in [15] to improve the frequency response of
a wind-penetrated power system. In [10], a frequency control framework is presented
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by integrating ESSs as faster-acting devices to improve frequency regulation of power
systems. In that paper, a droop-based strategy with the feedback of the state of charge
(SOC) is proposed to control the frequency, where the ESS coordinates the frequency
controls of operating generators. In [16], an approach using the controllable loads such as
heat pump water heaters and electric vehicles (together) is proposed to support system
frequency and reduce the capacity of BESSs. In [17], a BESS capacity is optimized to
provide a primary frequency support, while the approach is validated through numerical
simulations based on historic frequency measurements and fulfilling grid code requirements. In [7], an economic optimization strategy of the parameters of LiFePO4 BESSs
is presented for frequency response in the UK power system. As the BESS provides required real power (MW) to improve the frequency response, parameter tuning of active
and reactive power (PQ) controller of a BESS is an important task. Although various
efforts were made by the aforementioned studies, optimizing the size of a grid-scale ESS
through minimizing frequency deviation and ROCOF, and tuning of PQ controller parameters (of the ESS) has attracted little attention. However, this is one of the important
targets of the TSO and this research addresses that need.
This research presents a strategy to determine overall size of a BESS to improve frequency response of a transmission network. A comprehensive investigation is conducted
for finding optimal BESS size applying a hybrid meta-heuristic approach namely−FSCABC
algorithm [18, 19]. DIgSILENT PowerFactory is used for system modeling and analysis,
and Python programming language is employed to control the system models and facilitate optimization. The main contributions of this chapter are summarized as follows:

 A sensitivity analysis is performed for placing the BESS (with the maximum BESS
size) on the network focusing on minimum line loading.

 The BESS size is optimized to improve frequency response by minimizing the
frequency deviation and ROCOF. The optimal BESS size is sought by restricting
the frequency response with frequency nadir (fnadir ) constraint and thus BESS size
is controlled. Different levels of RES-penetration (e.g., around 15% and 30% of
total non-renewable generation) are considered, where the impact of incremental
RES-integration on frequency response as well as BESS sizing are analyzed. The
overall test is performed on 6 different scenarios under peak and off-peak load

201

7. OPTIMAL SIZING OF A GRID-SCALE ESS IN TRANSMISSION
NETWORKS TO IMPROVE FREQUENCY RESPONSE

conditions, and the optimal BESS size is decided from the worst case amongst all
case studies.

 The parameter tuning of the PQ controller related to real power part (KP and Tip )
is performed during optimization run, while KP and Tip are included as decision
variables β & γ, respectively.

 Moreover, results obtained from FSCABC optimization technique are verified using
the PSO approach.

7.2

BESS modeling

The BESS model used in this study is a dynamic model (provided by DIgSILENT
PowerFactory), which is modified according to system requirements. The overall BESS
model is illustrated in Fig. 7.1. The BESS works as a unity power factor (p.f.) system
which consists of three main controllers. The frequency controller and the PQ controller
are described in following sections. The details of the BESS model including the charge
controller can be found in [20–22] and some basic parameters are presented in Chapter
7 Appendix (Table 7.7). The SOC of the model (SOCBESS ) is calculated using (7.1).

Figure 7.1: Overall model of the BESS [21].
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Figure 7.2: Frequency controller of the BESS [20].

Figure 7.3: PQ controller of the BESS-(a) active power part (b) reactive power part [20].

UDC = Umax · SOCBESS + Umin · (1 − SOCBESS )− I · Zi

(7.1)

where, UDC = output DC voltage of the BESS (V), Umax = cell voltage of a fully
loaded cell (V), Umin = cell voltage of a discharged cell (V), Zi = impedance at different
operational states, and I = battery current (A).

The SOCBESS is subject to (7.2), and SOCBESS = 1 and SOCBESS = 0 indicate
that the BESS is fully charged and discharged, respectively. Minimum charging current
and threshold voltage for iq−ref used in this model are 0.1 p.u. and 1 p.u., respectively
[21].
0.2 6SOCBESS 61

(7.2)

The frequency controller is a drooped-based controller where the droop defines the
amount of active power to be delivered in case of a frequency deviation. The controller
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is illustrated in Fig. 7.2. The PQ controller consists of two proportional-integral (PI)
controllers such as PI1 and PI2 for active and reactive power, respectively, as shown in
Fig. 7.1 and Fig. 7.3. The PI controllers regulates the d and q-axis current components
(id−ref

in

& iq−ref

in )

for the charge controller. The parameters of the PQ controller

tuned by DIgSILENT PowerFactory are provided in Table 7.1. However, further tuning of parameters Kp and Tip (active part of the PQ controller) is required for better
frequency response, as the BESS improves the response by providing necessary active
power.
Table 7.1: Parameters of the PQ controller provided by PowerFactory
Parameter
Values

7.3

Tr

Trq

0.01 0.1

AC deadband Kq Tiq id−min

Kp

Tip

2

0.2 0.1

2

1

-1

iq−min
-1

id−max iq−max
1

1

Problem formulation

7.3.1

Sensitivity function for placing the BESS

The BESS can be placed at any bus of a transmission network to contribute to frequency response improvement without violating the loading limit of a line connected
to that bus. To fulfil that objective a sensitivity function is formulated. The sensitivity function (J(Sen)) for placing the BESS in the network is defined in (7.3), which
determines the BESS position on the network based on minimum % line loading (ξ).
The parameter λn represents the BESS location connected to nth bus of the network.
The sensitivity function ensures the BESS placement through avoiding the overloading
problem of a line (i.e. ξ must be within rated line loading ξrated ) in the transmission
network.
J(Sen) =

δξ
· ∆λn
δλn

∀ξ ≤ ξrated

(7.3)

In particular, the algorithm to allocate the BESS includes the following steps:

1. First, a load flow for the base case (without ESS placement) is conducted and the
ξ for each line is obtained.
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2. Second, a maximum size (MVA), equal to the upper bound of decision variable α
(U B1), is set to the BESS.
3. Thirdly, the BESS is allocated to a bus where minimum ξ value of the connected
line is found. The sensitivity test of that BESS location is performed using (7.3)
(another load flow is conducted) and ξ value is checked.
4. Finally, the sensitivity test is continued for other locations around the minimum
loading zone until the optimal BESS location is obtained.

7.3.2

Objective function for BESS sizing

The objective function of the proposed BESS sizing problem is presented in (7.4).
This function mainly determines the optimal BESS size by minimizing ROCOF and
frequency deviation (fdev ) for a given time period (T) during a simulation run. Figure
7.4 illustrates a typical frequency response where ROCOF in addition to the area of the
curve are targeted to be minimized by (7.4).

Figure 7.4: Realization of the objective function for a under-frequency problem.

(
J(CFObj
i ) = min

ROCOF (α,β,γ )+

T
X

)

t
|fnom −fsys
(α,β,γ )|
|
{z
}
t=0

(7.4)

fdev

t
where, the parameter values are in p.u., fnom = nominal frequency, fsys
= system

frequency at time t, and α, β, and γ are the decision variables for the BESS size (MVA),
Kp , and Tip , respectively.
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7.3.3

Objective function constraints

The objective function of (7.4) is subject to (7.5) to (7.10) along with (7.2):
PiGen +

X 



X 
Del
Del
Pj→i
= PiCon +
Pi→k

j∈J+

QGen
+
i

X 

(7.5)

k∈J−



X 
Con
Del
QDel
=
Q
+
Q
j→i
i
i→k

j∈J+

(7.6)

k∈J−

ROCOFmin < |ROCOF | < ROCOFmax

(7.7)

t
fnadir−min < |fsys
| < fnadir−max

(7.8)

PBESS−min < PBESS < PBESS−max

(7.9)

t
t
t
PBESS,c
≤ PBESS
≤ PBESS,d

(7.10)

where,

 (7.5) and (7.6) ensure the real and reactive power balances of a bus i, respectively
[2].

 (7.7) guarantees that the ROCOF during the simulation study must be within the
maximum and minimum limits (ROCOFmax & ROCOFmin ) ±0.5 Hz/s [23].
t
 (7.8) ensures that the fsys
of the attained frequency response must be within the

maximum and minimum limits (fnadir−max & fnadir−min ) 51 Hz to 48.75 Hz [24].

 The BESS supplies required active power for fast recovery (in secs) of frequency
deviation during network events. Hence, (7.9) and (7.10) indicate that the power
(PBESS ) of the BESS should not exceed the limits (PBESS−min & PBESS−max )
during charging and discharging phases. In addition, the BESS operation within
the SOC limits is ensured by (7.2) [2].

7.4
7.4.1

Optimization and proposed approach
FSCABC optimization approach

In this research, the grid-connected BESS sizing problem is optimized by applying
an FSCABC algorithm whose overall steps are represented in Fig. 7.5. The FSCABC
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Figure 7.5: Flowchart of the FSCABC approach.

hybridizes two useful techniques- (1) the fitness scaling technique and (2) the chaotic
technique [18, 19] with artificial bee colony (ABC) algorithm. The fitness scaling and
chaotic techniques are defined by (7.11) and (7.12), respectively [18, 19].
rm
f itScale
= PSNi
i

m
i=1 ri
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where, ri = the rank of ith individual bee, SN = the number of food source, and m =
the exponential value for power computation.
xn+1
= µ xni (1 − xni ) ,
i

i = 1, 2, ...., SN

(7.12)

where, n = the iteration number, xni = the ith chaotic variable, and µBif = the bifurcation parameter of the system with µBif ∈ [0, 4]. The chaotic behaviour is revealed
with µBif = 4, x0i ∈ (0, 1), and x0i ∈
/ {0.25, 0.5, 0.75}. The detail formulation of the
ABC algorithm can be found in [2]. The ABC algorithm works in three different phases
including employed bee, onlooker bee, and scout bee phases. The algorithm is initialized
with the colony size (CS) of solutions xij (i = 1, 2, ...., SN ; j = 1, 2, ..., D) (D = problem dimension) by fulfilling CS = employed bees (NEmp ) + onlooker bees (NOnl ). The
population is initialized with j = 0 as given in (7.13).
RAN D
xi0 = LB + ψij
(U B − LB) ,

i = 1, 2, ...., SN

(7.13)

RAN D signifies a random number within [0, 1] and U B & LB represent upper
where, ψij

and lower bounds, respectively. Each employed bee travels from xij (old position) to vij
(new position) by applying (7.14).
D
vij = xij + ΦRAN
(xij − xkj )
ij

(7.14)

D signifies a random uniform number within the range [-1, 1]. The x
In (7.14), ΦRAN
ij
ij

is replaced with new vij only if vij is improved compared to xij , otherwise xij remains
unchanged. The fitness values (f itF dS ) and (pFi dS ) in relation to food sources of employed
bees are computed as per (7.15) and (7.16), respectively, where, f (xi )ObF = values of
the objective function to be optimized.
(
f itFi dS =

1
,
1+f (xi )ObF
ObF
1 +|f (xi )
|,

f (xi )ObF ≥ 0
f (xi )ObF < 0

f itF dS
pFi dS = PSN i
F dS
j=1 f itj
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Following this, the onlooker bee finds a new location using (7.17) based on pFi dS value,
where, ωiEmp = weight coefficient regarding employed bee phase.
D
vij = xij + ωiEmp ΦRAN
(xij − xkj )
ij

(7.17)

The chaotic sequence of the key factor for convergence in ABC (Φ) is described by (7.18)
[18].
ΦChaos
= 2 × [4Φij (1 − Φij )] − 1
ij

(7.18)

In scout bee phase, the discarded solutions are improved and replaced by a new solution
xChaos
as defined in (7.19).
ij
xChaos
= min (xij ) + ϕij [max (xij ) − min (xij )]
ij

(7.19)

where, max(xij ) = max {x1j , x2j , ..., xN j }, min(xij ) = min {x1j , x2j , ..., xN j }, and ϕij =
a random number in the range [-1, 1]. Similar to parameter Φ, the chaotic sequence of
ϕij is defined by (7.20) and utilized into (7.19).
ϕChaos
= 4ϕij (1 − ϕij )
ij

7.4.2

(7.20)

Proposed approach

The methodology for the proposed BESS sizing is depicted in Fig. 7.6. After placing
the BESS on the network (performing the sensitivity test), the FSCABC optimization
parameters and bounds are set as summarized in Table 7.2. Then the FSCABC optimization process is started through the nomination of parameters α, β, and γ within
their limits and step sizes as specified in Table 7.2. The BESS supplies required active
power for the network to improve frequency response. Hence, the parameters β and γ
are introduced in optimization for tuning parameter Kp and Tip of the PQ controller,
respectively. If the load flow with this parameter setting is successful, then dynamic
simulation is conducted based on the defined events and through the verification of
initial conditions. Of note, the dynamic simulation study is performed in terms of seconds, where the frequency response needs to be recovered immediately after an event
to avoid unwanted situations within the network. Hence, during this short course of
time (in secs), the RES variability has been ignored in this study. The simulation study
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Figure 7.6: Flowchart of the proposed BESS sizing approach.
Table 7.2: Summary of FSCABC optimization parameters and bounds
Type

Parameters

Description/settings

FSCABC
parameters

µBif ,

Settings: µBif ∈ [0, 4], Φij ∈ [−1, 1], ϕij ∈ [−1, 1],
/ {0.25, 0.5, 0.75}.
x0i ∈ (0, 1), and x0i ∈

FSCABC
bounds for
decision
variables
α, β, and γ

and

Φij , ϕij ,

x0i

D, CS, SN ,
LT RIAL , and
ItM AX

Settings: D =problem dimension = 3, CS =colony size
= 100, SN = CS/2 =population size, LT RIAL =trial limit
= 60, and ItM AX =maximum iteration number = 500.

For α: LB1, UB1,
and ∆SSα

Settings: LB1 = lower bound = 10 MVA, UB1 = upper
bound = 500 MVA, and ∆SSα = step size for α = 100 kVA
(0.1 MVA).

For β: LB2, UB2,
and ∆SSβ

Settings: LB2 = 0.5, UB2 = 150, and ∆SSβ = step size for
β = 0.5.

For γ: LB3, UB3,
∆SSγ

Settings: LB3 = 0.02, UB3 = 1, and ∆SSγ = step size for
γ = 0.05.

is conducted for a worst-case scenario where maximum RES penetration in each case
study is considered to determine the BESS size for recovery of frequency response. The
optimization process determines the optimal BESS size to improve frequency response

210

7.5 Study system and testing

(by minimizing the frequency deviation as well as ROCOF) targeting the fnadir = 48.751
Hz during under-frequency period and fnadir = 50.999 Hz during over-frequency period.
Thus, this approach restricts the over-sizing problem of the BESS to recover system
frequency deviation after a generator outage or a load trip event.

7.5

Study system and testing

The proposed approach is tested on the modified IEEE 39-bus power system which
is an equivalent transmission system model of the New England area and Canada (in
the northeast of the U.S.A.) [25, 26]. The single line diagram of the system is depicted
in Fig. 7.7, whose data can be found in [25, 26]. The IEEE-39 bus system has been
selected in this research due to the fact that this network is found suitable to investigate
proposed approach at a high voltage (HV) transmission level. The complete data of the
used IEEE-39 bus system is included in Appendix C (at the end of this thesis). The
model is investigated for a system frequency of 50 Hz. To avoid line loading problem,
the current rating of Line21-22 (L21-22) is changed to 1.2 kA, and a P of 300 MW and
a Q of 50 MVar are shifted from load39 (Ld39) to Ld27. Overall testing is performed
in twelve different case studies under peak and off-peak load conditions. These case
studies originated from three basic scenarios such as base case (without RESs) and cases
with different levels of RES penetration (wind and solar). The solar parks (PVP1=600
MVA and PVP2=420 MVA) and wind parks (WP1=640 MVA, WP2=220 MVA, and
WP3=220 MVA) are installed on the network based on the RES schemes as given in
TABLE 7.3, while their locations are shown in Fig. 7.7. The ratings of newly added
transformers (determined based on system requirements) are XF1=600 MVA, XF2=450
MVA, XF3=700 MVA, XF4=XF5=250 MVA, XF6=500 MVA; while the ratings of newly
added bus40 (B40), B41, B42, B43, B44, B45 are same as of B37 (16.5 kV). Generator2
(G2) is the reference machine of the system whose power limits are: PG2max = 150M W ,
PG2max = 595M W , QG2min = −210M Var, and QG2max = 490M Var. The voltage magnitude and angle of G2 are VG2 = 0.982 p.u. and φV = 0 deg, respectively [25, 26]. Two
types of events such as largest generator outage (based on largest MW generation) and
largest load off are performed. A point to be noted here is that G1 is an interconnection
point. Therefore, G9 is considered for performing an outage (as it generates the next
largest amount of active power), while Ld39 is taken into account for shutting down.
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Figure 7.7: Single-line diagram of the transmission network under study.

The required generator dispatch plans for various scenarios (during peak and off-peak
conditions) are presented in TABLE 7.3. In this model, built-in templates of PowerFactory for wind park (WP) and solar park (PVP) are installed and simulation events are
performed considering their maximum possible generation (worst case scenario). Furthermore, to integrate RESs to the network, the generators are replaced with the same
MW size of WPs and PVPs considering worst case scenarios. Two different levels of
RES penetration, such as around 15% and 30% of total non-renewable generation, are
considered to analyze the incremental RES penetration impact on frequency response
during both peak load and off-peak load conditions. The details of load, generator, and
transformer models including the case studies are described in the following sections.
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Table 7.3: Generator dispatch plans during peak and off-peak periods
Generators

G1

MW during

MW during

peak load

off-peak

condition

condition

S-I

S-II

S-III

S-IV

S-V

S-VI

1000

650

290

1000

370

290

G2 (Ref.)

−

−

−

−

−

−

G3

650

650

650

Off

Off

Off

G4

632

632

632

Off

Off

Off

G5

508

508

Off

508

508

508

G6

650

650

650

516

516

516

G7

560

560

560

560

560

560

G8

540

Off

Off

540

540

Off

G9

830

830

830

680

680

680

G10

250

250

250

250

250

250

RESs

No
RESs

RES

RES

No

RES

RES

sch-I

sch-II

RESs

sch-III

sch-IV

PVP1

−

−

508

−

−

−

PVP2

−

350

350

−

270

350

WP1

−

540

540

−

−

540

WP2

−

−

180

−

180

180

WP3

−

−

180

−

180

180

Where, S = Scenario, sch = scheme, Ref. = Reference machine

7.5.1

Details of load, generator, and transformer models

Models and parameters of loads, generators, and transformers used in this study
can be found in PowerFactory Technical Reference documents and in [25, 26]. Voltage
dependency of load is defined by (7.21) and (7.22) through setting constant current
behaviour for P (kpu =1) and constant impedance behaviour for Q (kqu =2) within the
voltage range 0.8 p.u. to 1.2 p.u., and dynamic load time constant is set to 0.1s [25, 26].
P = PLdf · (V /VLdf )kpu

(7.21)

Q = QLdf · (V /VLdf )kqu

(7.22)

The power ratings of the synchronous generators are adapted for achieving realistic
inertia time constants and allowing the power dispatch within reasonable governor limits. IEEE Type 1 rotating excitation systems are used as automatic voltage regulators
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(AVRs). Depending on the excitation voltage Ef , the feedback block uses a transfer
function to model the saturation as defined in (7.23) where C1 , C2 = saturation factors
(p.u.), KE = exciter constant (p.u.), and VRmax =controller maximum output (p.u.).
Regarding governors (GOVs), IEEE Type G1 (steam turbine) is applied to G2-G9, while
IEEE Type G3 (hydro turbine) is used in G10. Being an interconnection point, G1 is
modelled with constant excitation and has no AVRs or GOVs. According to [26], the
ratings of transformers and tap changers are determined in accordance with generator
ratings to build realistic models. In addition, the vector group of all transformers is
assumed to be YNy0 [25, 26].


ln(C2 /C1 )·Ef
Ef · C2 · exp VRmax /(KE +C2 )−0.75·V
Rmax /(KE +C2 )


y=
ln(C2 /C1 )·VRmax /(KE +C2 )
exp VRmax /(KE +C2 )−0.75·VRmax /(KE +C2 )

7.5.2

(7.23)

Case studies during peak load condition

The proposed sizing approach is tested on three basic scenarios during peak load
conditions namely, Scenario-I (S-I), S-II, and S-III. Under S-I, two cases such as Case 1
and Case 2 are defined and studied for generator outage and load trip events, respectively.
Similarly, Case 3 and Case 4 under S-II, and Case 5 and Case 6 under S-III are defined.
Of note, no RESs are integrated during S-I and active power (MW) of all generators are
presented in TABLE 7.3. Two RES-schemes are considered during peak load condition,
where about 15% and 30% RESs of total generation capacity (as per S-I) replace the nonrenewable generation under RES scheme-I and scheme-II, respectively. RES scheme-I is
integrated during S-II (as given in TABLE 7.3), while PVP2 = 350 MW and WP1 =
540 MW replace the same MW of G1 and G8, recpectively (considering the worst case
scenario). In addition to RES scheme-I, more RESs (RES scheme-II) are added during
S-III where PVP1 = 508 MW and WP2 + WP3 = 360 MW replace the same MW of
G5 and G1, respectively.

7.5.3

Case studies during off-peak load condition

Three more scenarios during off-peak load conditions such as S-IV, S-V, and SVI are considered in this study. It is assumed that the overall load of the network is
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reduced by 30% during off-peak condition, and P and Q of the network reduce to 4267.97
MW and 1115.31 MVar, respectively. Based on this load demand, a new generator
dispatch plan is made for off-peak period (S-IV, S-V, and S-VI in TABLE 7.3). Two
more RES schemes namely- RES scheme-III and RES scheme-IV are considered for SV and S-VI, respectively. Again, 15% and 30% RESs of total generation capacity (as
per S-IV) replace the non-renewable generation during RES scheme-III and scheme-IV,
respectively. Similar to peak load, six cases are studied such as Case 7 and Case 8 under
S-IV, Case 9 and Case 10 under S-V, and Case 11 and Case 12 under S-VI. During S-IV,
no RESs are added to the network. To balance the generation and loads of the network,
G3 and G4 shut down, and a total of 284 MW are reduced from G6 and G9. According
to TABLE 7.3, RES scheme-III is integrated during S-V, while PVP2 = 270 MW and
WP2 + WP3 = 360 MW replace the same MW of G1. In contrast, RES scheme-IV
(with more RESs) is added during S-VI where PVP2 + WP2 + WP3 (= 350 MW + 360
MW) = 710 MW and WP1 = 540 MW replace the same MW of G1 and G8, respectively.

7.6

Results and discussion

This section explores the impact of optimal ESS sizing to improve frequency response
of a transmission network affected by RES integration and unanticipated events such as
large generator outage or large load trip. The performance analysis is conducted for the
case studies described in the preceding section. The BESS sizing results are presented in
Table 7.4. This section also compares the optimization results attained from FSCABC
approach with PSO algorithm. The results of sensitivity analysis and BESS sizing are
described in following sections.

7.6.1

Results of sensitivity analysis

According to the sensitivity analysis performed for the worst scenario S-III, minimum
line loading (7.846%) is found in L14-15. Hence, the BESS is placed on B14 as it acts
as a lightly loaded zone of the network. The sensitivity test with the placed BESS is
also performed for other scenarios to monitor the line loading status as presented in Fig.
7.8. This suggests that the BESS can be placed on B14 for other scenarios also (as the
ξ < ξrated ) rather than changing the BESS location for each scenario.
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Figure 7.8: Line loading status of various scenarios after the sensitivity test.

7.6.2
7.6.2.1

BESS sizing during peak and off-peak load conditions
BESS sizing during peak load

The frequency responses for Case 1, Case3, and Case 5, affected by the outage of
G9, are presented in Fig. 7.9(a). The results, indicating under-frequency problems, are
presented for both categories−with an ESS (w-ESS) and without an ESS (w/o-ESS). It
Table 7.4: ESS sizing results for various cases

Cases

fnadir
(Hz)
w/o
ESS

fnadir
(Hz )
with
ESS

ROCOF
(Hz/s)
w/o
ESS

ROCOF
ESS
(Hz/s)
size
Kp
with
(MVA)
ESS

Tip

Case1

47.658

48.751

0.238

0.224

287.3

100

0.1

Case2

51.202

50.999

0.253

0.248

212.9

5

0.2

Case3

47.353

48.751

0.260

0.251

348.2

100

0.2

Case4

51.335

50.999

0.262

0.254

317.4

5

0.25

Case5

47.023

48.751

0.291

0.262

409.9

100

0.1

Case6

51.444

50.999

0.267

0.256

389.3

4

0.3

Case7

48.078

48.751

0.287

0.270

253.4

100

0.25

Case8

51.079

50.999

0.197

0.194

66.4

5

0.35

Case9

47.983

48.751

0.304

0.282

278.6

100

0.1

Case10

51.095

50.999

0.195

0.192

78.6

8

0.1

Case11

47.815

48.751

0.310

0.282

337.6

100

0.15

Case12

51.229

50.999

0.201

0.195

167.8

6

0.2
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Figure 7.9: Frequency response for various cases during peak load condition− (a) due to
generator outage (b) due to load trip.

is apparent from Fig. 7.9(a) that the fnadir decreases to 47.658 Hz (without the BESS)
after the generator trip for Case 1. This decreases further with RES penetration to 47.353
Hz and 47.023 Hz during Case 3 and Case 5, respectively. These unexpected scenarios
are recovered through employing the BESS with a proper size targeting fnadir = 48.751
Hz as depicted in Fig. 7.9(a). The appropriate BESS sizes for Case 1, Case 3, and Case
5 are 287.3 MVA, 348.2 MVA, and 409.9 MVA, respectively, as presented in Table 7.4.
On the other hand, the over-frequency issue arises after tripping of Ld39 and fnadir
increases beyond the desired limit as illustrated in Fig. 7.9(b). The fnadir after the load
trip event goes to 51.202 Hz (Case 2), which further increases through RES penetration
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to 51.335 Hz and 51.444 Hz during Case 4 and Case 6, respectively. The appropriate
BESS sizes to recover over-frequency issue (i.e. to decrease the fnadir to 50.999 Hz) are
212.9 MVA, 317.4 MVA, and 389.3 MVA for Case 2, Case 4, and Case 6, respectively.

7.6.2.2

BESS sizing during off-peak load

The frequency responses during off-peak load condition are represented in Fig. 7.10.
After the outage of G9, the under-frequency problem is analyzed in Case 7, Case 9, and
Case 11. According to Fig. 7.10 (a) and Table 7.4, without the utilization of the BESS
fnadir decreases to 48.078 Hz, 47.983 Hz, and 47.815 Hz for Case 7, Case 9, and Case 11,

Figure 7.10: Frequency response for various cases during off-peak load condition− (a) due
to generator outage (b) due to load trip.
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Figure 7.11: Generator responses for Case 5−(a) active power (b) reactive power.

Figure 7.12: Generator responses for Case 6−(a) active power (b) reactive power.

219

7. OPTIMAL SIZING OF A GRID-SCALE ESS IN TRANSMISSION
NETWORKS TO IMPROVE FREQUENCY RESPONSE

Figure 7.13: BESS responses (MW) for various cases−(a) during generator outage (b)
during load trip.

Figure 7.14: SOC conditions of the BESS for various cases.
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respectively. The BESS overcomes the situations with an appropriate size for fnadir =
48.751 Hz. The proper BESS sizes for Case 7, Case 9, and Case 11 are 253.4 MVA,
278.6 MVA, and 337.6 MVA, respectively. Contrastingly, fnadir increases to 51.079 Hz,
51.095 Hz, and 51.229 Hz for Case 8, Case 10, and Case 12, respectively, after tripping
of Ld39 (Fig. 7.10 (b)). The over-frequency problem of Case 8, Case 10, and Case 12
are resolved (to get fnadir =50.999 Hz) by the BESS with sizes of 66.4 MVA, 78.6 MVA,
and 167.8 MVA, respectively.
A noticeable point is that the ROCOF of both peak and off-peak load conditions
increases with RES penetration and the BESS (having proper size) assists to reduce the
ROCOF through optimal settings of Kp and Tip (determined through decision variables
β & γ after optimization). The optimal setting found for Kp during generator outage is
100, while the Tip varies closely. During load trip events, both Kp and Tip vary closely.
The real and reactive power responses of generators as well as RESs for Case 5 and
Case 6 are depicted in Fig. 7.11 and Fig. 7.12, respectively. The reference machine
G2 supplies P=532.21 MW and Q=265.17 MVar for both Case 5 and Case 6 during
normal operation, while the P and Q increase and decrease after the generator and load
trip events, respectively. Similarly, all generators contribute P and Q required for the
network during the events. Although the generators contribute to the system frequency
response, the frequency drops or rises beyond the nadir limits. It is noted here that
the RESs do not supply Q as they operate in constant Q mode (Fig. 7.11(b) and
Fig. 7.12(b)). The BESS assists to overcome the unexpected situations of a frequency
response by providing or consuming required P to or from the network as illustrated in
Fig. 7.13. The BESS discharges during under-frequency period caused by the generator
outage and supplies the highest P=360.12 MW to network for Case 5. On the other
hand, it charges during over-frequency period caused by the load trip and consumes the
highest P=271.93 MW for Case 6. The SOC conditions of the BESS during charging
and discharging are depicted in Fig. 7.14. As the SOC at initialization was set to 0.6
(TABLE 7.7), the charging or discharging starts at 0.6 and the BESS provides necessary
supports regarding frequency response after the occurrence of network events.

7.6.3

Statistical analysis of FSCABC approach with PSO algorithm

The above investigation shows that the largest BESS size, for the worst case (Case
5) amongst all other cases that are investigated, is 409.9 MVA. The well-known PSO
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Table 7.5: Optimization results of FSCABC and PSO for 30 runs

Optimization

Kp

statistics

T ip

Total

Objective

ESS

function

size

value

(MVA)

(p.u.)

FSCABC best

100

0.1

409.929

138.352

FSCABC worst

100

0.1

409.778

138.377

FSCABC mean

100

0.1

409.828

138.369

σF SCABC

0.008

PSO best

100

0.1

410.332

138.285

PSO worst

100

0.1

409.82

138.370

PSO mean

100

0.1

410

138.341

σP SO

0.025

Table 7.6: Convergence and computation time of FSCABC and PSO algorithms
FSCABC
convergence
After 110
iterations

FSCABC

PSO

computation

convergence

time

After 137

880 s

iterations

PSO
computation
time
1028 s

approach [27, 28] has been utilized in this study to verify this result obtained from the
FSCABC algorithm. The details of the PSO algorithm can be found in Chapter 4,
Section 4.6.4.3. The PSO settings (as recommended in [29]) are: cognitive and social
components = 1.8, inertia weight = 0.6, and population size = 50. The optimization is
executed 30 times (for both approaches considering T=90 s in the objective function) and
thereby the best, mean, and worst solutions of the objective function are attained. Table
7.5 compares the optimization results for Case 5 obtained from both algorithms. Table
7.5 suggests that the minimum of the objective function is reached around 138 p.u. while
targeting the fnadir = 48.751 Hz. The smaller standard deviation (σF SCABC or σP SO )
of an approach signifies lower variation among solutions attained from 30 optimization
runs. The FSCABC technique is successful in attaining expected optimal solutions as
per statistical analysis of Table 7.5.
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Figure 7.15: Convergence characteristics of FSCABC and PSO algorithms (a) for frequency deviation (b) for ROCOF.

The PC used for the simulation study has the following configuration: Windows 10
(64-bit), Intel (R) Xeon 3.5 GHz processor, and 16 GB RAM. For both optimization
approaches, the convergence and the computation time are listed in Table 7.6, while
Fig. 7.15(a) and Fig. 7.15(b) illustrate the convergence characteristics (in p.u.) for
frequency deviation and ROCOF, respectively. These suggest that the FSCABC-based
algorithm converges after 110 iterations, while the PSO algorithm converges after 137
iterations. Regarding computation time, FSCABC and PSO algorithms require about
880 s and 1028 s, respectively, for finding the BESS size.
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7.6.4

BESS size in terms of energy rating

From the above analysis it is apparent that obtaining power size of a BESS (MVA)
is a sensible approach for frequency support. Hence, the proposed sizing approach is
based on nominating BESS power. However, to determine the energy rating associated
with the obtained power size, the ratio of 1 (power):1.29 (energy) is assumed. This
ratio is nominated based on a successful BESS implementation for frequency control in
South Australia by the Hornsdale Power Reserve Battery Energy Storage System [30].
In this study, the evaluated optimal BESS size is 410 MVA or 410 MW (for a unity p.f.
system). Therefore, based on this assumption, the energy rating for this solution can
be 529 MWh. It should be noted here that the proposed method of this study did not
cover any financial impacts or cost analysis, which could be another constraint in the
objective function, and might be investigated in future works.

7.7

Conclusions

This chapter has presented an effective strategy for BESS sizing in transmission
networks through FSCABC optimization technique. The impact of RES-integration in
frequency response and ESS sizing is investigated considering maximum penetration by
the RESs (worst case scenario). A sensitivity analysis is performed for placing the BESS.
The results obtained from the FSCABC approach are compared with the PSO algorithm.
Based on the investigations conducted in this chapter, the following conclusions can be
made:

 The proposed grid-scale BESS sizing strategy successfully improves the overall
frequency response of a power system by minimizing the frequency deviation and
ROCOF.

 Amongst all case studies investigated in this research, the optimal BESS size found
for the worst case is 410 MVA (rounded). Multiple BESSs of this total size can also
be placed (through the proposed sensitivity approach) to improve the frequency
response of a transmission network.
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 The tuning of parameters Kp and Tip contributes to frequency response improvement and ROCOF minimization.

Overall, with the considerations of above findings, the proposed ESS sizing strategy is
suitable for a transmission system to improve frequency response. For future investigations, financial impacts or cost analysis of the obtained BESS size, the ESS sizing in
relation to system inertia, and optimal operation of the ESS in a transmission network
can be investigated.

7.8

Chapter 7 appendix
Table 7.7: Parameters of the BESS [21]
Parameter

Value

Power factor (p.f.)

1

SOC at initialization (p.u.)

0.6

Capacity/cell (Ah)

120

Voltage of an empty cell (V)

12

Voltage of a full cell (V)

13.85

No. of parallel cells

800

No. of cells in a row

870

Internal resistance/cell (Ω)

0.001

Droop of frequency controller

0.028

Dead band of frequency
controller
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Chapter 8

General Discussions

The proposed study focuses on several power industry issues related to optimal placement
and sizing of distributed utility-scale ESSs. The significance of the study is presented in
Section 1.2. Although various distribution network issues have been addressed in earlier literature, very few studies have focused on ESS placement that minimizes voltage
deviation, real and reactive power losses, and line loading. In addition to the abovementioned performance parameters, the current study also investigates the impact of
ESS placement to minimize network flickers and thereby simultaneously improve performance and power quality. For distribution networks, the study is conducted through
the application of both P injection and PQ injection through the ESSs, where performance improvements are evaluated. Additionally, ESS sizing is performed in two
different scenarios−using both uniform and non-uniform ESS sizes. Similarly, regarding
transmission networks, earlier studies have not considered improvement of frequency response through the minimization of frequency deviation and ROCOF (during ESS sizing
process). Correspondingly, this study analyzes the impact of grid-scale BESS sizing in
improving frequency response by considering these above factors. Moreover, parameter
tuning of the PQ controller of the BESS is performed in this study, which improves the
BESS performance significantly. The ABC, FSCABC, and PSO algorithms are used for
optimization, where the optimization results are verified through the application of two
algorithms.
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8.1 Optimal placement of ESSs using P injection approach

The specific results of each research objectives have already been discussed in each
chapter. This chapter summarizes the fundamental outcomes obtained from this study.
In this regard, the key research questions discussed in Chapter 3 are also addressed in
the following sections.

8.1

Optimal placement of ESSs using P injection approach

The results of optimal ESS placement using the P injection approach are presented
in Chapter 4, demonstrating that the RQ1 is addressed completely. In this study, the
IEEE-33 bus is used as a test distribution network. All ESSs of the system work with
a unity p.f., which means that the ESSs inject only P to the network (Q = 0). The
investigation is conducted for peak load condition. During Case 2(I)(with a uniform
ESS size), eight ESSs of same size (0.724 MVA) are placed on buses 9, 14, 25, 28, 29,
30, 31, and 32, while eleven ESSs of different sizes are allocated on buses 8, 10, 13, 16,
17, 20, 22, 25, 30, 31, and 32 during Case 3(I) (with non-uniform ESS sizes)). The total
ESS size obtained from ESS allocation with a uniform ESS size is 5.793 MWh, while it is
7.195 MWh for ESS placement with non-uniform ESS sizes. The results suggest that the
proposed approach successfully minimizes the voltage deviation, power losses, and line
loading of distribution networks. The evaluated performance indices indicate that the
proposed approach improves voltage profiles and minimizes line losses and loading for
both uniform (Case 2(I)) and non-uniform ESS sizing (Case 3(I)) compared to the base
case (without ESS placement). The VP II for Case 2(I) and Case 3(I) is 1.037 and 1.064,
respectively, while VP II > 1 indicates good voltage profile. On the other hand, Case
3(I) has the P LRIT = 0.802 and the LLI = 0.890 which are lower than those of Case
2(I) (P LRIT = 0.816 & LLI = 0.894). This implies that non-uniform ESS sizing (Case
3(I)) achieves improved performance in regards to voltage profile, line losses, and line
loading compared to uniform ESS sizing (Case 2(I)). The optimization results obtained
from the ABC approach are verified using the PSO algorithm. The total ESS unit cost
is also evaluated for each case studies, as the total ESS unit cost is the highest cost
component of the system. It is apparent from the analysis of results that case 2(I) is
relatively cost effective and is the optimal solution for distributed ESS allocation with a
uniform size, while Case 3(I) is the optimal choice for ESS allocation with non-uniform
sizes.

229

8. GENERAL DISCUSSIONS

8.2

Optimal placement of ESSs using PQ injection approach

RQ2 is addressed in Chapter 5 which focuses on optimal ESS placement using the PQ
injection approach. The study is performed in the same network scenario of Chapter
4. In this investigation, the ESSs work with variable p.f. (within the range 0.95 to
1) during dispatch and inject both P and Q to the network. Similar to the study
of Chapter 4 has been conducted with PQ injection approach, where a new decision
variable for Q and some new constraints (equations (5.20) and (5.24)) are introduced.
During Case 2 (with a uniform ESS size), eight ESSs of same size (P=0.971 MW and
Q=0.291 MVar) are placed on buses 7, 9, 14, 25, 29, 30, 31, and 32, while eleven ESSs
of different sizes are allocated on buses 8, 10, 13, 16, 17, 20, 22, 25, 30, 31, and 32
during Case 3(I) (with non-uniform ESS sizes)). The optimization results obtained from
FSCABC algorithm are verified through the application of ABC, which signifies that the
FSCABC successfully attains optimal results. Further, the FSCABC converges faster
than the ABC algorithm. The results suggest that the PQ injection-based ESS placement
approach performs better than P injection-based approach. The PQ injection approach
achieves 11.107% improvement for voltage deviation, 7.995% for line loading, 7.182%
for active power loss, 11.127% for reactive power loss, and 8.594% for total line loss
over the P injection approach during ESS placement with a uniform ESS size. On the
contrary, during ESS placement with non-uniform ESS sizes, the proposed PQ approach
attains 7.564% improvement for voltage deviation, 14.858% for line loading, 17.450%
for active power loss, 21.772% for reactive power loss, and 18.966% for total line loss
compared to the P injection approach. The total ESS size obtained from ESS allocation
with a uniform ESS size is 8.109 MWh, while it is 10.666 MWh for ESS placement with
non-uniform ESS sizes. It can be noted here that total ESS unit cost attained from
the PQ injection approach is higher than that of the P injection approach. Overall, the
proposed PQ injection approach achieves higher performance improvement compared to
the P injection approach for both investigation categories (uniform and non-uniform ESS
sizing), while the PQ injection approach requires higher distribution network investment
costs.

230

8.3 Optimal ESS allocation to improve performance and power quality of
distribution networks

8.3

Optimal ESS allocation to improve performance and
power quality of distribution networks

In Chapter 6 RQ3 is addressed, where optimal ESS placement is performed using the
PQ injection approach as demonstrated in Chapter 5. The same IEEE-33 bus network
of Chapter 4 is used as a test network for investigations, where six wind DGs (instead
of two WDGs in Chapter4) and three solar DGs are incorporated (instead of seven solar
DGs). The wind DGs inject continuous and switching flickers to the network. In this
investigation, the allocation of distributed ESSs is performed with target to simultaneously minimize voltage deviation, line loading and losses, and flickers. During Case 2
(with a uniform ESS size), nine ESSs of same size (P=1.269 MW & Q=0.417 MVar) are
placed on buses 7, 9, 14, 24, 25, 29, 30, 31, and 32, while thirteen ESSs with different P
and Q values are allocated on buses 7, 8, 10, 13, 15, 22, 24, 25, 27, 29, 30, 31, and 32
during Case 3 (with non-uniform ESS sizes)). The total ESS size obtained from Case
2 and Case 3 is 12.022 MWh and 17.572 MWh, respectively. Similar to Chapter 5, the
optimization results obtained from the FSCABC algorithm are justified through the application of ABC, which signifies that FSCABC is successful in obtaining optimal results
by converging faster than the ABC approach. The performance indices of the system
are estimated, while the V P II = 1.248 Case 3 indicates that this case has good voltage
profile which is better than Case 2 (V P II = 1.200). All other performance indices such
as P LRI P , P LRI Q , P LRI T , and LLI are lower during Case 3 compared to Case 2,
which suggests that Case 3 provides better performance than Case 2. Similarly, flicker
minimization indices such as F M I Cont , F M I ST Sw , F M I LT Sw , F M I T , and RV CII are
lower for Case 3 compared to Case 2. The results also suggest that both Case 2 and
Case 3 have improved the performance as well as power quality of the system compared
to the base case. However, Case 3 has better power quality than Case 2 (Higher P QII
signifies higher power quality of the system).
The comparison of various cases, in relation to overall performance and total ESS
unit cost, suggests that ESS allocation using non-uniform ESS sizes (Case 3) improves
system performance and power quality better than a uniform sizing approach (Case 2),
by minimizing voltage deviation, flicker, power losses, and line loading. However, this
approach (Case 3) involves a higher investment cost of the distribution system compared
to Case 2.
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8.4

Optimal ESS sizing to improve frequency response of
transmission networks

When investigating the optimal sizing of a grid-scale BESS to improve frequency
response of transmission networks, every part of RQ4 is addressed. The IEEE-39 bus
system is used as a test transmission network, where the RESs (solar and wind parks)
are integrated in different levels for various scenarios. Considering worst case scenario
(S-III), the grid-scale BESS is placed on bus 14 (based on minimum line loading) which
is determined through a sensitivity analysis. In this study, the key issues regarding frequency response such as frequency deviation and ROCOF have been addressed. Moreover, the tuning of two important parameters Kp and Tip has been incorporated in the
optimization algorithm that influences the operation of the PQ controller (active power
part) for frequency supports. The FSCABC approach has successfully optimized the
objective function parameters, whose optimal outcome is verified through the application of the PSO algorithm. The optimization process determines the optimal BESS
size to improve frequency response targeting the fnadir limits 48.751 Hz (during underfrequency period) to 50.999 Hz (during over-frequency period), which restricts the BESS
oversizing problem. Accordingly, it is apparent from this investigation that obtaining
power size of a BESS (MVA) is a sensible approach for frequency support. For frequency
support, the optimal BESS power size obtained by this study is 410 MVA, while the size
determined in terms of energy is 529 MWh. Multiple BESSs of this total size can also be
placed (through the proposed sensitivity approach) to improve the frequency response
of a transmission network.
In summary, this PhD project has investigated several key issues of power networks
(both transmission and distribution) and provided solutions through the optimal placement and sizing of utility-scale ESSs. Solving these network issues using the proposed
approaches have barely featured in the current literature. In this study, the application
of several optimization strategies facilitates the searching process for optimal solutions.
More notably, the hybrid meta-heuristic optimization algorithm FSCABC converges
faster than ABC and PSO. The integration of large-scale renewables (wind and PVs)
with possible impacts has also been addressed in this study. The proposed research could
be of benefit to power industries to improve the overall system performance, frequency
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response, and power quality. In this way, an effective ESS placement and sizing strategy
can assist network operators towards solving network issues with tractable ESS sizes as
well as issues related to investment and sustainable development.
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Chapter 9

Conclusions and Future
Recommendations

9.1

Conclusions

This thesis investigates the impacts of utility-scale ESS placement and sizing to
resolve various issues of power networks in both transmission and distribution levels.
To ensure the viability of optimal allocation and sizing of grid-scale distributed ESSs,
this thesis has developed several important strategies which can be implemented in
modeling, analyzing, and establishing ESS application benefits. Whilst optimizing ESS
placement and sizing, this research has also focused on improving performance and power
quality of distribution networks, and the frequency response of transmission networks.
Thus, this thesis covers both steady-state and transient analyzes of power systems while
designing and modeling systems for ESS applications. The application of multiple metaheuristic optimization approaches (single as well as hybrid) validates the optimality of
the obtained results. Two renewable sources (wind and solar PV) are integrated at
a large-scale where their impacts are considered during system implementation. The
evaluated performance indices assist to monitor performance improvement. Overall,
the investigations carried out within this research will benefit both transmission and
distribution network operators by providing solutions to recent power industry problems.
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9.2

Key findings

The key findings reported in this thesis are summarized as follows:
 This research has conducted a comprehensive literature review in relation to overview

of energy storage systems, selection of ESSs, smart charging and discharging rules,
optimal placement, sizing, and operation of ESSs. This study has also conducted
a literature survey on ESS roles to mitigate various power quality issues. The
conducted literature review has provided several important recommendations for
future works in terms of ESS applications in power networks, which may benefit
researchers around the world.
 This research has used a generic model of grid-scale ESSs for solving distribution

network issues. This research has also performed dynamic studies for frequency
response analysis through the application of two important and common network
events such as generator outage and load trip events. These types of study are required to solve various power network issues in both transmission and distribution
levels.
 This research has performed studies on ESS placement and sizing using both P

injection and PQ injection approaches. When applying the P injection approach,
the ESSs only inject P to the network and dispatch with unity p.f. (i.e., Q=0). On
the contrary, the ESSs inject both P and Q to the network during PQ injection
approach, i.e., the ESSs dispatch with a variable p.f. (within the range 0.95 to 1 as
per Western Australia Technical Rules). The comparison results suggest that the
PQ injection approach improves network performance better than the P injection
approach through providing more reactive power compensation. However, the
distribution system investment cost has been increased using the PQ injection
approach. Hence, a tradeoff in relation to performance expectations and costs
should be made.
 For ESS sizing two different methods are used: (a) scenario-A where all ESSs of

the network have a uniform size, and (b) scenario-B where all ESSs have nonuniform sizes. The comparison results indicate that both sizing approaches are
useful during distributed ESS allocations. However, ESS allocation with a uniform
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sizing technique can be implemented more flexibly, while the approach with nonuniform ESS sizes is more adjustable with regards to performance improvement.
 This research has addressed some important problems of distribution networks such

as voltage deviation, real and reactive power losses, and line loading as performance
parameters. In addition, this thesis has proposed a strategy to simultaneously
minimize both continuous and switching flickers along with network performance
parameters, and thereby improving the performance and power quality of distribution networks. Several performance indices are defined mathematically to evaluate
the network performance and power quality, which can be used for performance
evaluation.
 For transmission networks, this research has developed a BESS sizing strategy

to improve frequency response, where a dynamic simulation study has performed
through generator and load trip events under both peak and off-peak load scenarios. Now-a-days, this type of investigation is demanded by transmission system
operators, where transmission networks are facing severe frequency issues due to
renewable integration as well as various network events. The key problems regarding frequency response such as minimization of frequency deviation and ROCOF
have been addressed within this research. Furthermore, this study has performed
tuning of parameters Kp and Tip of BESS PQ controller (active power part), which
is essential for providing required active power to the network for frequency support. In addition, a sensitivity analysis is performed for allocating the grid-scale
BESS in transmission networks based on minimum line loading, which can also be
used for placing multiple BESSs (distributed) in the network. The optimal BESS
power size found by this study is 410 MVA, while the size obtained in terms of
energy is 529 MWh.
 For optimization, this thesis has employed three optimization approaches such as

ABC, FSCABC, and PSO algorithms. The optimization codes have been developed using Python that are further applied to automate the simulation events
in PowerFactory. The results of each chapter are verified using any two of these
approaches. As per investigations conducted in this research, the hybrid metaheuristic optimization algorithm FSCABC converges faster than ABC and PSO.
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 The proposed optimal ESS allocation strategies can be employed for asset man-

agement applications and both transmission and distribution network planning.
As the optimal placement of utility-scale ESSs largely depends on performance
improvement targets, a tradeoff should be made in terms of performance indices,
installation sites, and costs.

9.3

Future recommendations

This PhD project has considered and addressed a number of issues of power networks,
contributing to knowledge in modeling, analyzing, and establishing ESS application
benefits. However, there are still several scopes for further studies with the focus on
the following research factors:

 Intelligent control techniques can be applied that consider the online communica-

tion among the placed ESSs.
 Future works can investigate the development of optimal operation strategy of

distributed ESSs that considers RES uncertainties and the impact on ESS lifetime.
Various ESS control approaches (e.g., multi-agent system) can be employed to
facilitate optimal ESS operation in distribution networks.
 A sensitivity analysis regarding the optimal ESS allocation using both P and PQ

injection approaches can be conducted. This type of analysis can also be investigated for optimal operation of ESSs.
 More power quality parameters such as over voltage, under voltage, interruptions

(short term and long term), and harmonics can be incorporated for overall power
quality analysis through ESS applications.
 It should be noted here that this research did not cover any financial impacts or

cost analysis, which could be another constraint in the objective function. Hence,
the financial or cost analysis might be investigated for every research questions of
this thesis in future works.
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 The BESS sizing in relation to system inertia and optimal operation of the BESS in

a transmission network can be further investigated. Moreover, optimal ESS sizing
can be accomplished by considering other cost factors of distribution networks
(which are not addressed in this study) that are directly related to the benefits of
selected case studies.
 Although there are various types of ESSs with extensive advantages and disadvan-

tages as discussed in the literature, the optimal choice of ESSs will depend on the
expected performance enhancements, ESS characteristics, and application types.
While batteries are widely used ESSs in various applications, other ESS technologies can be considered to compare ESS performance in future works. Furthermore,
a comparison of the selected ESS (after sizing) with other possible types in regard
to cost and performance is recommended to explore an appropriate ESS option for
a specific location in a power network.
 For demand-side management and appropriate system modeling with fluctuating

loads such as electric vehicles (EVs-which are moveable ESSs) load and EV uncertainties can be considered in the optimal ESS placement problem.
 This research investigates on frequency issues of a transmission network. More

research effort can be applied to optimizing other transient/dynamic issues rather
than the steady state characteristics of a power network.
 The reliability of a distribution network with ESS applications can be analyzed

through the verification of reliability indices such as SAIDI, SAIFI, CAIDI, CTAIDI,CAIFI,
MAIFI, ASIFI, ASAI, ASIDI, CEMIn, and CELID.
 The hybridization of one meta-heuristic approach with other optimization algo-

rithms (e.g., PSO) can be applied with proper setting of control parameters. For
example, the ABC approach can be hybridized with PSO algorithm and can be
utilized for optimization purpose.
 As global warming and pollution are pressing issues, environmental and geograph-

ical constraints can be considered along with technical and economic constraints
to provide more realistic solutions for optimal ESS placement.
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Appendices
The appendices presented in each chapter are not included here again. The other essential parts are added as appendices only.
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Appendix A (on DVD): Journal Papers Arising From This
Candidature
Coppies of the articles arising from this thesis have been included in this appendix.
These comprise the following:

Published works (subject to copyright by the publisher):
[1] Choton K. Das, Octavian Bass, Ganesh Kothapalli, Thair S. Mahmoud, Daryoush Habibi, ”Overview of energy storage systems in distribution networks: Placement,
sizing, operation, and power quality” Renewable and Sustainable Energy Reviews,
Vol-91, pp.12051230, 2018. Impact Factor: 9.184.
https://doi.org/10.1016/j.rser.2018.03.068
[2] Choton K. Das, Octavian Bass, Ganesh Kothapalli, Thair S. Mahmoud, Daryoush Habibi, ”Optimal placement of distributed energy storage systems in distribution
networks using artificial bee colony algorithm” Applied energy, Vol-232, pp. 212-228,
2018. Impact Factor: 7.90.
https://doi.org/10.1016/j.apenergy.2018.07.100

Unpublished works (in review, not to be cited without prior approval
from the corresponding author):
[1] Choton K. Das, Octavian Bass, Thair S. Mahmoud, Ganesh Kothapalli, Mohammad A.S. Masoum, Navid Mousavi, ”An optimal allocation strategy of distributed
energy storage systems to improve performance of distribution networks” Journal of
Energy Storage (At the 2nd stage of review process).
[2] Choton K. Das, Octavian Bass, Thair S. Mahmoud, Ganesh Kothapalli, Navid
Mousavi, Daryoush Habibi, Mohammad A.S. Masoum, ”Optimal allocation of distributed
energy storage systems to improve performance and power quality of distribution networks” Applied Energy (At the 2nd stage of review process).
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[3] Choton K. Das, T.S. Mahmoud, O. Bass, S.M. Muyeen, G. Kothapalli, Ali
Baniasadi, Navid Mousavi, ”A sizing strategy of a grid-scale energy storage system in
transmission networks to improve frequency response” IEEE Transactions on Power
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Appendix B (on DVD): Copyright Statements for Using
Contents From Published Papers
As this thesis uses contents from published papers (based on outcomes of current
research), copyright statements regarding permissions from related journals are included
in this Appendix.
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Appendix C (on DVD): Complete Network Data Used in
Chapter 7
In this appendix, the complete network data of the transmission network model
(IEEE-39 bus) of Chapter 7 (which has not included in Chapter 7 Appendix) has been
included. This appendix also comprises the complete BESS model used in Chapter 7,
which is provided by PowerFactory.
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