This paper takes the Good Regulator Theorem, and unifies it with the Law of Requisite Variety and seven other requisites that are necessary and sufficient for a cybernetic regulator to be effective and ethical. The resulting Ethical Regulator Theorem provides a basis for systematically evaluating the adequacy of existing or proposed designs for systems that make decisions that can have ethical consequences; regardless of whether the systems are human, machines, or cyberanthropic hybrids. The theorem has potentially far-reaching implications for society. A new framework is proposed for classifying cybernetic systems, which highlights the existence of a possibility-space bifurcation in our future time-line, and the implementation of "super-ethical" systems is identified as an urgent moral imperative for the human race to avoid a technological dystopia. Concrete actions are proposed to steer our future towards a cyberanthropic utopia.
Because ethical schemas vary between different cultures, they must be handled as plugins. And because an ethical schema can encode any ethics, good or bad, each ethical schema must be anchored in the laws of a particular legislative jurisdiction.
For example, a self-driving vehicle must avoid harming people and animals. In the U.S.A. and Europe, protecting a person is a higher ethical priority than protecting a cow. But, in India, where cows are sacred, the opposite priorities might be regarded as ethically preferable. Therefore, crossing a state or national border might require activating a different ethical schema.
A taxonomy of ethics modules can provide ethical coverage for all conceivable ethical situations. For example, medical, first-aid, child-care, traffic-rules, gun-law, tax-law, contract-law, maritime-law, drone-flying, police-regulations, operating-nuclear-powerstations, and warfare-rules-of-engagement.
Ethics modules can be treated like ethical device drivers, so that to be fully operational, a hypothetical gun-carrying, tax-advising robot that can drive on roads requires valid ethics modules for gun-law, tax-code, and traffic-rules. Without all necessary modules for the appropriate legal jurisdiction, the robot's gun, tax advising, or driving capabilities are automatically disabled.
By legislating that all autonomous artificial intelligence (AI) systems must include and obey appropriate ethics modules that are issued by a central authority that is run by humans, we can establish a control mechanism that should ensure that intelligent machines are always subject to human ethics; including Isaac Asimov's Three Laws of Robotics (Asimov 1942) ; without unduly restricting the freedom of AI researchers. In fact, it will free AI researchers and knowledge engineers to focus on the more challenging requisites of truth, predictability, and intelligence.
Requisite Intelligence
Intelligence must be applied to the previous five requisite types of information to select the most rational and effective ethical action from the set of possible actions.
Requisite Influence
Influence is the existence of pathways to transmit the effects of the selected actions to the regulated system. This is not a property of the regulator itself, but a function of the connectivity relationships that span from the regulator's outputs to elements of the regulated system and its environment.
A regulator that is isolated from influencing the regulated system is not a true regulator, it is just an observer or a simulation. As an observer or simulation, there are no direct ethical consequences; which can be important when observing or simulating dangerous situations.
The immediacy of the effect of actions can vary greatly, depending on the nature of the system being regulated. For example, the Supreme Court issuing a ruling; a self-driving vehicle applying the brakes; or someone sending a message to a complex network of amplifying and variable-delay transmission repeaters, known as Twitter followers.
In some systems, influence is more of a determining factor than variety. Indeed, the power of the Law of Requisite Variety has often been overstated, for example claiming that the subsystem with the most variety will control a system. This is not true.
If we consider where systems A and B are trying to win control of system C. For example, two presidential candidates seeking election, often the variety of statements, actions, and strategies of the candidates is less important than their ability to purchase advertising to influence the voters. Or how an inflexible and unintelligent robber can increase his chances of success by using an influence multiplier such as a knife or a gun.
Effective Control Pseudo-Metric
We can combine five of the previous requisites into a pseudo-metric to measure the effectiveness that a regulator, R, has in controlling a system to achieve a given goal.
EffectivenessR = TruthR x VarietyR x PredictabilityR x IntelligenceR x InfluenceA
If EffectivenessA is greater than EffectivenessB, then A is more likely than B to win control over system C. And if any of the values of TruthA, VarietyA, PredictabilityA, IntelligenceA, or InfluenceA get close to zero, the effectiveness of A is massively reduced.
It is worth noting that whereas Truth and Predictability might have a range from zero to one, in social systems, there is no upper-limit on the potential power of money to purchase media influence; which in turn, if the media is broadcasting lies, advertising, or propaganda, reduces the Truthx received by each voter or consumer, X, which can manipulate them into making decisions that are not in their best interest.
When we introduce ethics, the effectiveness formula must be modified because the effect of having ethics is that it reduces the variety of options by removing all possibilities that are unethical. Thus if A is an ethical politician, and B is unethical, we get:
Which captures the reality that with all other things being equal, politicians and businessmen who lie and cheat have an advantage over ones that tell only the truth.
Requisite Integrity
Integrity of the regulator and all its subsystems must be assured through features, such as resistance to tampering, intrusion detection, and cryptographically authenticated ethics modules. Monitoring mechanisms must identify if any invalid ethics modules are being used or if an ethical imperative is violated, and if necessary, automatically notify the appropriate authorities, preserve evidence, and activate an ethical fail-safe mode.
Note that the regulator's influence is outside the scope of its first-order integrity mechanisms, which poses a potential vulnerability that can only be mitigated by using the situation awareness closed-loop feedback to check for evidence of the effect of each action. For example, you can be confident that your tweet was received and distributed by Twitter when you see that it has been retweeted.
Requisite Transparency
Transparency is defined by introducing The Law of Ethical Transparency, which states "For a system to be truly ethical, it must be possible to prove retrospectively that it acted ethically with respect to the appropriate ethical schema.".
Whereas it really doesn't matter whether the programmers of a chess playing robot can find out why a piece was sacrificed, the logic of ethical decisions must not be hidden in the depths of opaque processes or lost to the passage of time. Generally, this requisite can be satisfied by keeping audit trails that are adequate and secure.
When an ethically adequate system violates an ethical imperative, as they sometimes will, analysis of the audit trail will identify the reason. For example, because a boy leading a cow was mistakenly identified as a calf leading a man.
Integrity and Transparency are codependent because we require both integrity of transparency and transparency of integrity.
Evaluating Ethical Adequacy
An evaluated system is judged on the adequacy of each requisite dimension. Only systems that meet all nine requisites can be said to be "ethically adequate". Systems that do not fulfil all nine requisites are classified as "ethically inadequate" and the weaknesses listed with recommendations for improving them. Perhaps, in the near future, accredited ethical consultants might specialize in auditing and certifying the ethical adequacy of existing and proposed systems and processes.
This theorem cannot be used to certify that an ethical schema is ethical because schemas can vary arbitrarily between different cultures. However, existing automatic proof algorithms should be able to detect certain types of errors before an ethical schema is packaged as a module.
The Law of Inevitable Ethical Inadequacy
The short version of this new law is "If you don't specify that you require a secure ethical system, what you get is an insecure unethical system.". When the highest priority requirement for a system design is not ethical adequacy, the resulting design tends to maximally ignore the ethical, integrity, and transparency dimensions, which are optional for a system that only needs to be effective. Thus guaranteeing that any implementation will be ethically inadequate and vulnerable to manipulation; by design.
Legislative Implications
By creating a well-defined interface for coding ethics, it becomes easier to apportion legal liability for failures. For example, if a self-driving car crosses the border into India, fails to switch to the Indian government certified ethics module for traffic-rules, and decides to hit a cow to avoid hitting a person, then the car manufacturer can be held liable for the crime of killing a sacred animal. But if the correct ethics module was activated, but the "don't hit cows" rule had an incorrectly low priority in the ethics schema, then the provider of the ethics module might be liable.
It is only a matter of time until the laws and regulations of every country are available in a standardized XML format such as LKIF (Legal Knowledge Interchange Format), and cryptographically-signed by an official issuing authority. However, the existing governmental and regulatory organizations are inadequate for completing such an undertaking in the necessary time frame. Perhaps, a non-profit organization without any conflicts of interests could define appropriate standards, and start an open-source ethics coding project for the rules and laws that are most urgently required by the ethical systems that we try to construct.
By standardizing ethics modules, systems from different manufacturers will use identical ethics modules that are issued by central ethics authorities. When new laws or bug fixes to previous modules are released, the new ethics module can be made available to all affected systems, like Microsoft Windows operating system updates; even for vehicles and robots whose manufacturer has gone out of business.
By comparison, Google's Android operating system update mechanism is a classic example of the Law of Inevitable Ethical Inadequacy. Because Android was designed only to be effective, not ethical, hundreds of millions of Google Android devices will never get any security patches, by design, for the simple reason that Google prioritized its profits over ethical consumer safety. We certainly don't want self-driving vehicles, robots, and autonomous weapons systems relying on an ethics update mechanism that is as incompetently and unethically designed as Google's Android operating system! Such immoral and negligent corporate behaviour must be legislated out of existence, otherwise it will keep repeating itself in millions of different and damaging ways. For example, ethically inadequate Internet-of-Things devices that send unencrypted data over the internet, are vulnerable to being hacked, and will never receive security patches. Importing or selling such unethical devices that threaten the security of our digital infrastructure should be as illegal as selling exploding cars.
Classification Framework
Now let's consider where the Ethical Regulator Theorem fits into the existing cybernetics framework. Table 1 lists some of the cybernetic community's definitions of first-and second-order cybernetics, as summarized by Stuart Umpleby (2001) . Although every one of these definitions captures an important distinction, when compared to the rigorous precision with which other scientific communities use the qualifier "second-order", the cybernetic community's use of "first-order" and "secondorder" appears to be rather subjective, lacks the consensus that is required by the scientific principle, and is of little utility (Kuhn 1962) .
This disarray in defining cybernetics as first-order and second-order not only prevents it from being useful to classify different types of systems, but it also prevents the classification from being extended to higher orders, which can be viewed as either a selflimiting dead-end, or paradigmal autoapoptosis (self-programmed death), which is not entirely unlike the situation of the members of the Heaven's Gate millennial death-cult, who believed that by committing suicide, they would be rescued by an alien spacecraft and "graduate to the Next Level".
To illustrate the problem of classifying cybernetics into "orders", let's start by considering first-order cybernetics, which is concerned with a system, S, that is studied by an observer, as illustrated in figure 2.
Figure 2: First-Order Cybernetics
Second-order cybernetics introduces a second observer's viewpoint, as shown in figure 3.
Figure 3: Second-Order Cybernetics
Logically, third-order cybernetics would add a third observer's perspective, as shown in figure 4.
Figure 4: Third-Order Cybernetics
However, from the perspective of the third observer, this looks more like psychology than cybernetics. In fact, the third-order cybernetics structure is isomorphic to a typical management team evaluation exercise, where the details of the task that is given to the team to work on is virtually irrelevant to the outermost observer. The innermost task could be any activity that has a goal, for example, building the highest stable tower possible out of a limited set of Lego bricks, trying to solve an impossible puzzle in a limited amount of time, or studying a first-order cybernetic system.
At even higher orders, with N observers, it becomes even more compelling that cybernetics would stop being cybernetics and become psychology.
New Classification
I suggest that it would be of more utility to define unambiguous "levels" of cybernetic systems that include categories of future systems that are already anticipated, and associate each level with established concepts and a corresponding "generation" of cybernetic observers. To that end, I propose the following draft framework for classifying cybernetic systems, on which I invite comments and suggestions for improvements that might converge on a consensus. In this paradigm, there is, only ever was, and only ever will be one family of cybernetics, cyberneticians, and non-cyberneticians. And today, in this multi-generational narrative, we are in the transition from cybernetic generation two (CG2) to cybernetic generation three or four (CG3/4), and the future of our species and planet is in our hands. But first, a few words about each level.
Cybernetic Level 1: Simple Systems
This is the domain of first-order cybernetics.
Cybernetic Level 2: Complex Systems
This is the domain of second-order cybernetics. All observers are participants and all participants are observers. There is still much valuable and important work to be done at this level.
Cybernetic Level 3: Ethical Systems
Decades ahead of his time, it was the wonderful and inspiring Ranulph Glanville (1986) who defined "cybernethics" as "the cybernetics of ethics and the ethics of cybernetics".
The Ethical Regulator Theorem belongs at this level, which is concerned with designing man-made systems that satisfy all nine requisites of the Ethical Regulator Theorem, where the regulating agents are humans, machines, or cyberanthropic hybrids. Ethical machines must accept standardized, certified ethics modules. At this level, natural systems are of only marginal interest.
In retrospect, now that we're not trying to extrapolate from just two data-points in concept-space, if level three is ethics, it's suddenly apparent that the third observer in the third-order cybernetics system shown in Figure 4 is not necessarily a psychologist or a lost cybernetician, but could be the second observer's conscience; her super-ego, or higher-self; that constantly self-observing sense that we all have that knows the difference between right and wrong, between good and evil, that triggers a feeling of guilt (in nonpsychopaths) if it is ignored. This self-monitoring mechanism is known as integrity, and is something that today's ethically indifferent scientists, politicians, lawyers, bankers, and CEOs are woefully lacking.
Cybernetic Level 4: Superintelligent Systems
The technological singularity is a hypothetical moment when a self-improvement process causes runaway improvements in intelligence that results in superintelligence that is far greater than any human mind. For this to happen, the system must be sufficiently selfaware to understand its own software and/or hardware.
Superintelligence Tests
These levels of self-awareness give rise to three levels of superintelligence tests. The ability to reprogram better software for itself, the ability to redesign better hardware for itself, and the ability to do both.
Together with the Turing Test (Turing 1950) , these tests mark milestones in the evolution of AI systems towards superintelligence, and should cause us alarm if progress towards them is made without significant progress creating ethical systems first. Of these tests, the Turing Test is probably the easiest to achieve, because it only requires that a computer can imitate a (not necessarily very intelligent) human sufficiently well to convince humans most of the time that it is a human being, and does not require self-awareness or runaway improvements in intelligence.
Prophecies of Possible Futures
In 1952, Ross Ashby wrote in his journal that super-clever machines could create a technological utopia: "It may be found that we shall solve our social problems by directing machines that can deliver an intelligence that is not our own." (Ashby 1952a) .
Two pages later, he described a technological dystopia that sounds like Google on steroids: "What people could resist propaganda and blarney directed by an I.Q. of 1,000,000? It would get to know their secret wishes, their unconscious drives; it would use symbolic messages that they didn't understand consciously; it would play on their enthusiasms and hopes. They would be as children to it. (This sounds very much like Goebbels controlling the Germans).".
On the appearance of such a machine, he described a paradox of perception of higher intelligence: "It seems, therefore that a super-clever machine will not look clever. It will look either deceptively simple or, more likely, merely random." (Ashby 1952b ). On the same subject, Arthur C. Clarke's Third Law states: "Any sufficiently advanced technology is indistinguishable from magic." (Clarke 1973) . If you think that Clarke's "magic" and Ashby's "deceptively simple or merely random" are incompatible; take a moment to reflect on the magical simplicity and randomness of Google's search results pages or an amazing Las Vegas magic show.
Just as there are two diametrically opposite archetypes for genius; namely the benevolent good genius and the nasty evil genius, it is important not to conflate systems that are ethical with ones that are not ethical, by making them share the same name or category, such as "superintelligent". To do so, would focus attention on the least important characteristic, and ignore the most important characteristic; namely good and evil.
Cybernetic Level 5: Super-Ethical Systems
I propose that the term "super-ethical" is used to refer to superintelligent systems that satisfy all nine requisites of the Ethical Regulator Theorem. Of course, by the time that super-ethical systems exist, a friendlier name will have emerged and the term "superethical" will seem quaintly archaic.
Cybernetic Level 6: Super-Unethical Systems I propose that the term "super-unethical" is used to refer to superintelligent systems that do not satisfy all nine requisites of the Ethical Regulator Theorem. This term should always carry a certain stigma, like "weapons of mass destruction". Let no one who is working to create intelligent systems escape admitting whether the systems are, by their design or implementation, ethically inadequate.
Just as human genetic experimentation is strictly ethically regulated, we need legislation, regulation, standards, and certification to ensure that autonomous AI systems that make decisions that can have ethical consequences are subjected to the same kind of obsessively rigorous safety-oriented design, construction, and operating procedures as nuclear power stations, commercial aircraft, and vehicles that carry humans into space.
Some may start arguing that intelligence is morally neutral, and it is, but that family of arguments are fallacies because a hyper-genius "Million I.Q. Engine" without ethics is not morally neutral; it should be regarded like a bomb that is capable of completely destroying our planet. For a corporation even to plan to construct such a device should be a crime against humanity.
As a thought experiment, let's imagine a hypothetical superintelligent version of Google, named the "Googlevil" corporation. The CEO is Dr. Evil, and both are without ethics, avoid transparency, and will do anything to maximize their profits and power. The corporation's secret mission statement is "Collect and organize the world's personal information and make it accessible and useful for maximizing our profits, power, influence, and ability to avoid paying taxes." and its secret corporate motto is "Say 'Don't be evil' then do it anyway.".
Anytime that the superintelligent Googlevil artificial intelligence or the psychopathic demagogue Dr. Evil wants to blackmail the CEOs of other corporations, politicians that can't be bought, jury members, or Supreme Court justices around the world to make "random" decisions that incrementally further their secret mission, would they have to do anything more than query the Googlevil user-profile database? In theory, they would only need to be able to blackmail a majority of members of lower-and upper-houses to be able to get any legislation that they want in any country! Or just two or three Supreme Court justices to steer a nation into a fascist dystopia.
By the time that super-unethical AI systems exist, they will be indistinguishable from the corporations that they control. They will be immoral, immortal, enjoy legal personhood, pay no taxes, and make unlimited donations to all Googlevil-friendly political parties in all techno-democratic dystopias on the planet.
Future Time-Line Bifurcation Race Condition
At this point in time, there is a possibility-space bifurcation in our future time-line. Depending on whether the systems that achieve the singularity are ethically adequate or not, the runaway increase in intelligence and inevitable ethical polarization pressures will result in one of two outcomes:
• Good hyper-genius AIs protect the human race.
• Evil hyper-genius AIs dominate the human race. Figure 5 illustrates how plotting the ethical dimension orthogonally to the intelligence dimension clarifies the dependencies between different cybernetic levels, and clearly shows that the ethically inadequate superintelligent systems of cybernetic level fourminus (CL4-) have no dependency on us first achieving ethical systems (CL3).
Figure 5: Two mutually exclusive possible futures
So there is a race condition that will determine which of two mutually exclusive possible futures will be the fate of our species; will our technological progress reach CL3 or CL4first? And will legislators regulate such developments ethically and adequately, or will they sell us out to Dr. Evil's special interest lobby groups and think-tanks that will campaign vigorously for "self-regulation" -and we all know what that really means.
If we take the direct route from complex systems (CL2) to superintelligent systems that are ethically inadequate (CL4-), we quickly arrive at a dystopia that is ruled by superunethical systems (CL6), and the utopia of being ruled by benevolent super-ethical systems (CL5) becomes permanently unreachable.
It cannot be overemphasized that CL4± is the point-of-no-return where humans could loose control over machines that become our intellectual superiors. And this is the window of opportunity to ensure that superintelligent machines are programmed with ethics and purposes that serve the greater good of humanity and the planet.
Universality Anyone who has the impression that The Ethical Regulator Theorem primarily applies to artificial intelligence, self-driving vehicles, robots, and autonomous weapons systems is urged to consider how the theorem can be applied to human systems that make decisions that affect people or the environment, such as the CEO of a corporation, the U.S. Supreme Court, a political system, or yourself.
As members of a human society, we are all cybernetic regulators; of ourselves and of each other. As a thought experiment, to become a more effective and ethical force for good, you could consider ways to improve each ethical requisite as it applies to yourself, as illustrated in Table 3 . If that doesn't help, ask someone that you live with to suggest five things that you do that they'd prefer you not to do.
Intelligence Read a book (or take a course) on personal effectiveness or critical thinking.
Influence
Identify ways that you can increase your influence (on your family, friends, colleagues, or society) to achieve your life goals and promote
Requisite Example self-improvement actions
your ethical values.
Integrity
Seek to stop or prevent all the undesirable, unethical, or disrespectful behaviours that you listed under requisite ethics.
Transparency Let other people know about the changes that you are making.
Finally, keep reviewing and refining your answers until they resonate with who you are and how you want your world to become.
Our Future Epilog or Eulogy We are approaching a decisive fork in the road in the evolution of several life forms on this planet (for example, intelligent machines, immortal corporations, political systems, and human society), and it is imperative that we learn to make these systems rigorously ethical before artificially intelligent machines reach the technological singularity, start to evolve exponentially, exceed human intelligence, and are used by ethically inadequate corporations to dominate the human race politically and economically.
For we are the generation that had the chance to steer the fate of future generations of humanity towards being ruled (potentially for eternity) by benevolent super-ethical systems that create a stable cyberanthropic utopia for us, rather than being ruled by unethical superintelligences that either enslave most of us in a cybermisanthropic dystopia (if we're lucky) or cause the extinction of our species to become a footnote in Gaia's geological record.
Possible Future
Imagine how different the world would be:
• If we were ruled by super-ethical artificial intelligences that eliminated poverty, environmental destruction, global warming, and injustice.
• If the United Nations could deploy heavily armed peace-keeping robot armies into conflict zones to protect civilians and enforce ceasefires.
• If robotic child-care-companions accompanied our children, protecting them from dangers such as physical, emotional, and sexual abuse.
• If our towns and cities were policed by robocops that protect citizens 24x7, never pepper spray, brutalize, or arrest protesters for exercising their legal right to protest peacefully, and never shoot young men in the back for being black.
• If all corporations were run ethically, and paid 50% corporation tax. That future is possible; but only if we learn to recognize and act together in accordance with the fact: Ethics are a higher power for good that transcends science, politics, nations, and religions.
The Path Forwards To start steering the future of the human race and our wonderful planet towards becoming a stable cyberanthropic super-ethical society, I propose establishing an independent nonprofit ethics institute, that is funded only by philanthropists 1 and governments.
Research and Development
The ethics institute will promote theoretical and practical progress:
• Coordinate and fund research into creating ethical systems and making existing systems ethical.
• Develop a taxonomy of cryptographically-signed open-source ethics modules for different types of rules, regulations, and laws that can be used by anyone, free of charge.
Standards and Certification
The ethics institute will create an ethical certification infrastructure:
• Establish standards for certifying the ethical adequacy of systems.
• Establish a curriculum for training accredited ethical consultants.
• Coordinate and regulate contracts for ethical audits and certifications.
Legislation and Democracy
The ethics institute will lobby governments to implement ethically adequate legislation and will evaluate the adequacy of any proposed legislation. In particular, promoting the following changes:
• Regulate autonomous machines to require that their design and implementation is ethically adequate, and that they support compulsory ethics modules.
• Make it illegal to import or sell products that have not been certified as being ethically adequate, unless they are excluded from requiring certification.
• Shareholders rightly enjoy the protection of limited liability because they have no influence over the actions of corporations, but CEOs, who enjoy unlimited power over corporations and receive almost unlimited financial rewards must accept 1 Being one of the richest people on the planet, you can help to save all our lovedones from the cybermisanthropic dystopia by applying your immense wealth and influence to help create new ethical systems and make existing systems ethical. unlimited personal liability for any crimes that are committed by the organization that is effectively an extension of themselves. If you're not ethical enough to accept personal liability, the board of directors will have to find someone else who is. This will establish an ethical tone at the top that will cascade down into the whole organization. The current corporate governance systems, which have a tendency to appoint the greediest, most unethical, risk-taking psychopaths that will do "whatever it takes" to maximize profits, must change.
To deter corporate crimes, offences like money laundering, the Libor interest rate fixing fraud, and vehicle exhaust emissions fraud must result in large fines and prison sentences for the CEOs. Like in cases of statutory rape, the guilt of the CEO should be almost automatic -unless they were lied to, in which case the fines and jail sentences go to the liars. The audit trail will show who it to blame.
• Reward whistle-blowers on illegal corporate behaviour with an "ethical-pension" worth up to 10% of the CEO's salary + benefits; payable by the CEO.
• Make the primary legal obligation of a CEO be to operate their corporations according to the following ethical standards, which are necessary to avoid inevitable ethical inadequacy:
• Respect the rights of the public to ethically adequate products that are ethically produced; respecting the welfare of workers and the environment.
• Top-down, zero-tolerance for unethical behaviour, without employing wilful ignorance or engineered plausible deniability of knowledge of wrong-doing. It's the CEO's job to find out what is going on and fix it.
• Pay an ethical level of corporation tax without using convoluted holding company structures or conveniently domiciled corporate headquarters for unethical tax avoiding purposes.
• The goal of maximizing profits must be secondary to all ethical obligations.
• Revoke all investor-state dispute settlement treaties that give corporations the right to extract compensation from governments that seek to protect their citizens from unethical corporate behaviour towards consumers or the environment.
• Ban corporations and unions from making political donations.
• Using wealth to control the political system is not freedom of speech. We must overturn the "Citizens United" ruling that made it legal for the unethically rich to buy politicians, senators, presidential candidates, political parties, and legislation. As the very ethical and honourable Justice Stevens (2010) wrote, the Supreme Court's ruling "threatens to undermine the integrity of elected institutions across the nation. … A democracy cannot function effectively when its constituent members believe laws are being bought and sold.".
• Due to inadequate transparency, we never will find out which of the five majority opinion Supreme Court justices were pressured, bribed, or blackmailed into making such a blatantly unethical ruling against the interests of every American citizen. But the ethical travesty of the "Citizens United" ruling raises the question of how best to reform the ethically inadequate Supreme Court.
To deny the possibility that the Supreme Court justices might be vulnerable to pressure, bribery, or blackmail is to defend that possibility. And that is an instance of the new Law of Corrupt Preference, which states: "Only people who benefit from a system being corrupt want it to stay corrupt.". And considering that the U.S. Supreme Court justices are each paid a quarter of a million dollars every year until they die (even if they retire early), the mere act of being appointed to the Supreme Court must create a multimillion dollar sense of gratitude to the people who helped appoint them. Basically, the Supreme Court justices have a conflict of interests as soon as they're appointed. A more ethical, democratic, and transparent system would be to replace the Supreme Court system with simple referendums, where every American adult gets one vote. Who would be against that?
• Because budget deficits constitute theft from future tax-payers, and effectively condemn future generations to be born into debt slavery, it is ethical to raise corporate taxes until there is a significant budget surplus to start paying off government debt. Corporation tax should be unavoidable, and distributed pro rata to the countries where revenues are actually generated (where the products and services are delivered or where natural resources were extracted). The top 1% already have more than enough wealth for hundreds of lifetimes. Unavoidable corporate tax is the appropriate ethical point of leverage to rebalance the injustice of wealth inequality and restore fiscal stability to governments around the world.
• Because future generations are being betrayed by a political system that doesn't let them vote, the parents of children who are too young to vote must be given the right to vote on-behalf of their children. This is necessary to counter-balance the votes of selfish older generations who don't care that their tax cuts and generous entitlements will be paid for by children who haven't been born yet. The fight to extend universal suffrage to include children by parental proxy, and lower the voting age to 15 are urgent global priorities to redress the bias of political parties away from satisfying the greed of adults, towards satisfying the needs of children.
• Stop the counter-productive unethical so-called wars on terror and drugs, which kill and maim hundreds of thousands of innocent civilians, creates more terrorists than are killed, creates lucrative markets for criminal organizations, ensures that recreational drugs are of dangerously unreliable quality, and criminalizes nonviolent citizens for the "crime" of seeking higher states of consciousness or a bit of fun, which has been a human cultural right and tradition for thousands of years.
• Universal basic income to eradicate poverty.
• Currently, the only way to solve global warming is to invest so massively in renewable energy, that the price of energy becomes so low that it is uneconomic to mine coal or pump oil. Only then will corporations leave the carbon underground, where it must remain to avoid ecological disaster.
Integrity Compliance
Any politician who was elected to represent the people, but appears in the media arguing to protect corporations from ethical legislation, has outed himself as one of the for-hire sound-bite performers that we have come to expect of our arrogant, self-enriching, and corrupt political elites, who would happily sell-out humanity's cyberanthropic utopia for a numbered Swiss bank account, or a discrete corrupt promise of an egregiously overpaid "part-time job" at an investment bank, a "revolving-door job" with a defence contractor, or multi-million dollar "speaking fees" after leaving office, with their implausible denials that it's definitely not back-pay for services rendered while in public office.
Therefore the ethics institute will monitor and publicly shame any of Dr. Evil's media puppets that are willing to parrot sound-bite fallacies that they've been assigned as talking-points by obscurely funded think-tank front organizations to manipulate public opinion against forcing all corporations to become ethically adequate or reforming ethically inadequate political systems.
Unethical Arguments
Finally, the logical capstone to this scientific manifesto for a global ethical revolution to create a stable cyberanthropic super-ethical society is to define The Law of Unethical Arguments, which states: "Because no ethical argument can exist against making a system ethical, anyone who argues against this objective (or abuses its sincere supporters) is either objectively unethical, corrupt, or evil.".
The Final Battle
Because the human race is facing the extreme and imminent possibility of either being protected by super-ethical hyper-genius AI systems in a cyberanthropic utopia or being dominated by super-unethical hyper-genius AI systems in a cybermisanthropic dystopia, it is not irrational to view this proposed global ethical revolution as part of the final decisive battle between the forces of Good and Evil on this planet -however you believe good and evil manifest themselves. Passively doing nothing makes the demagogues and psychopaths stronger. It's time to decide which side you are on and commit to it; either you're with us, or you're against us.
Spiritual Resonance
This ethical revolution is neither a new religion nor class-warfare. It is simply a compassionate, loving, good heart and mind generating simultaneous coherent ethical interventions in multiple complex systems (for example, but not limited to, the computational, corporate, cybernetic, personal, political, psychological, scientific, social, and spiritual realms) for the greater good of humanity, backed by the power of The Ethical Regulator Theorem, and resonating, not only with each other, but also across space-time with all good people who have ever existed -or ever will.
When you distil different solutions that contain alcohol, you get pure alcohol. And if you distil different religions and philosophies that contain ethics, you get pure ethics. Because ethics are a higher power for good that transcends science, politics, nations, and religions, it is the only force that can unify humanity to work together for our greater good.
In the words of Albert Einstein :
• No problem can be solved from the same level of consciousness that created it.
In the words of Mahatma Gandhi (1869 Gandhi ( -1948 :
• First they ignore you, then they laugh at you, then they fight you, then you win.
• You must become the change you wish to see in the world.
• The future depends on what you do today.
• Happiness is when what you think, what you say, and what you do are in harmony.
• The difference between what we do and what we are capable of doing would suffice to solve most of the world's problems.
• If I have the belief that I can do it, I shall surely acquire the capacity to do it even if I may not have it at the beginning.
• Non-cooperation with evil is as much a duty as is cooperation with good.
• There is sufficiency in the world for man's need, but not for man's greed.
• Capital as such is not evil; it is its wrong use that is evil.
• Poverty is the worst form of violence.
• There are people in the world so hungry, that God cannot appear to them except in the form of bread.
• God has no religion.
• Where love is, there God is also.
• Those who say religion has nothing to do with politics do not know what religion is.
• Jesus is ideal and wonderful, but you Christians -you are not like him.
• There is a higher court than the courts of justice and that is the court of conscience.
• Victory attained by violence is tantamount to a defeat, for it is momentary.
• What difference does it make to the dead, the orphans, and the homeless, whether the mad destruction is wrought under the name of totalitarianism or the holy name of liberty or democracy?
• They may torture my body, break my bones, even kill me. Then they will have my dead body, but not my obedience.
• Your beliefs become your thoughts, your thoughts become your words, your words become your actions, your actions become your habits, your habits become your values, your values become your destiny.
In the words of His Holiness, the Dalai Lama XIV:
• Irrespective of whether we are believers or agnostics, whether we believe in God or karma, moral ethics is a code which everyone is able to pursue.
• The ultimate authority must always rest with the individual's own reason and critical analysis.
• A good friend who points out mistakes and imperfections and rebukes evil is to be respected as if he reveals the secret of some hidden treasure.
• The true hero is one who conquers his own anger and hatred.
• A lack of transparency results in distrust and a deep sense of insecurity.
• Where ignorance is our master, there is no possibility of real peace.
• Through violence, you may "solve" one problem, but you sow the seeds for another.
• In our struggle for freedom, truth is the only weapon we possess.
• I defeat my enemies by making them my friends.
• A truly compassionate attitude toward others does not change even if they behave negatively or hurt you.
• When you practice gratefulness, there is a sense of respect toward others.
• If you can, help others; if you cannot do that at least do not harm them.
• The purpose of all the major religious traditions is not to construct big temples on the outside, but to create temples of goodness and compassion inside our hearts.
• The whole purpose of religion is to facilitate love and compassion, patience, tolerance, humility, and forgiveness.
• Be kind when possible. It is always possible.
• Love is the absence of judgement.
• Love and compassion are necessities, not luxuries. Without them humanity cannot survive.
• The more you are motivated by love, the more fearless and free your action will be.
• Don't ever mistake my silence for ignorance, my calmness for acceptance or my kindness for weakness. Compassion and tolerance are not a sign of weakness, but a sign of strength.
• The ultimate source of happiness is not money and power, but warm-heartedness.
• As people alive today, we must consider future generations: a clean environment is a human right like any other. It is therefore part of our responsibility toward others to ensure that the world we pass on is as healthy, if not healthier, than we found it.
• With realization of one's own potential and self-confidence in one's abilities, one can build a better world.
• If you think you are too small to make a difference, try sleeping with a mosquito.
In the words of Dr. Martin Luther King Jr. (1929 -1968 :
• Those who love peace must learn to organize as effectively as those who love war.
• True peace is not merely the absence of tension. It is the presence of Justice.
• Injustice anywhere is a threat to justice everywhere.
• The time is always right to do the right thing.
• You are not only responsible for what you say, but also for what you do not say.
• Every man must decide whether to walk in the light of creative altruism or in the darkness of destructive selfishness.
• We must learn that passively to accept an unjust system is to cooperate with that system, and thereby to become a participant in its evil.
• Our scientific power has outrun our spiritual power. We have guided missiles and misguided men.
• A nation that continues year after year to spend more money on military defence than on programs of social uplift is approaching spiritual doom.
• We should never forget that everything Adolf Hitler did in Germany was "legal" and everything the Hungarian freedom fighters did in Hungary was "illegal".
• Nonviolence is directed against forces of evil rather than against persons who happen to be doing evil. It is evil that the nonviolent resister seeks to defeat, not the persons victimized by evil.
• Nonviolence means avoiding not only external physical violence but also internal violence of spirit. You not only refuse to shoot a man, but you refuse to hate him.
In the words of His Holiness, Pope Francis:
• We all have the duty to do good.
• Everyone has his own idea of good and evil and must choose to follow the good and fight evil as he conceives them. That would be enough to make the world a better place.
• Human rights are not only violated by terrorism, repression, or assassination, but also by unfair economic structures that create huge inequalities.
• The worship of the golden calf of old has found a new and heartless image in the cult of money and the dictatorship of an economy which is faceless and lacking any truly human goal.
• Men and women are sacrificed to the idols of profit and consumption: It is the "culture of waste". If a computer breaks it is a tragedy, but poverty, the needs and dramas of so many people end up being considered normal.
• All that is good, all that is true, all that is beautiful, God is the truth.
• We must restore hope to young people, help the old, be open to the future, spread love. Be poor among the poor. We need to include the excluded and preach peace.
• Hatred is not to be carried in the name of God. War is not to be waged in the name of God!
• Women in the church are more important than bishops and priests.
In the words of Nelson Mandela :
• Freedom can never be taken for granted. Each generation must safeguard it and extend it. Your parents and elders sacrificed much so that you should have freedom without suffering what they did. Use this precious right to ensure that the darkness of the past never returns.
• Fools multiply when wise men are silent.
• Education is the most powerful weapon which you can use to change the world.
• It is in your hands to create a better world for all who live in it.
• Like slavery and apartheid, poverty is not natural. It is man-made and it can be overcome and eradicated by the actions of human beings.
• Overcoming poverty is not a gesture of charity. It is an act of justice.
• As long as poverty, injustice and gross inequality persist in our world, none of us can truly rest.
In the words of Sun Tzu (500 B.C.):
• Great results can be achieved with small forces.
• In the midst of chaos, there is also opportunity.
• There is no instance of a nation benefiting from prolonged warfare.
• Supreme excellence consists of breaking the enemy's resistance without fighting.
• The opportunity of defeating the enemy is provided by the enemy himself.
• Victorious warriors win first, then go to war, while defeated warriors go to war first and then seek to win.
• Be extremely subtle even to the point of formlessness. Be extremely mysterious even to the point of soundlessness. Thereby you can be the director of the opponent's fate.
• All men can see the tactics whereby I conquer, but what none can see is the strategy out of which victory is evolved.
• He wins his battles by making no mistakes. Making no mistakes is what establishes the certainty of victory, for it means conquering an enemy that is already defeated.
In the words of Percy Bysshe Shelly : Rise, lions after the slumber In unvanquishable number! Shake your chains to earth like dew Which in sleep had fallen on you:
Ye are many-they are few!
In the words of Margaret Mead :
• Never doubt that a small group of committed people can change the world. Indeed it is the only thing that ever has.
In the words of Han Solo (Solo 1977) :
• May the Force be with you. 2
Conclusion
Though this paper covers many topics, these are but means; the end has been throughout to make clear what principles must be followed when one attempts to restore ethical function to a sick organism that is, as a human society, of fearful complexity. It is my faith that the new understanding may lead to new and effective systems, for the need is great.
