Abstract. The aim of this work is to define a clustering method starting from the pretopological results related to the minimal closed subset concepts which provide us the view of relations between groups in its structure; then, we consider this result as the pre-treatment for some classical clustering algorithms. Especially, k-means philosophy is observed by its remarkable benefits. Thus we propose a new clustering method in two processes such as structuring process and clustering one. This method allows us to: obtain a data clustering for both of categorical and numeric data -exclude the limit in determination of cluster number a priori -and attain well-shaped clusters whose shapes are not influenced on existence of outliers.
Introduction
Clustering or unsupervised classification consists in partitioning different objects into groups such that two objects are more closely related according to some criterions if they belong to the same group and quite different otherwise [Gordon, 1999] , [Jain and Dubes, 1988] , [Burges, 1998 ]. Clustering applies in many fields such as finding groups of customers behaviours in marketing, identifying groups of patients behaviours in emergency service...Among existing algorithms and methods of clustering presented in [Celeux et al., 1989] , [Raymond and Han, 1994] , [Gupta et al., 1999] , and in [Kaufman and Rousseeuw, 1990] , the k-means philosophy is frequently used [Picard, 2001] , [He et al., 2005] , [Tran, 2006] , [Chen, 2006] . However, it cannot be used with categorical data, the number of clusters must be predetermined and possible outliers can have influence on classes shapes. For overcoming these difficulties, we present a new clustering method based both on pretopological concepts and k-means algorithm functioning in two steps:
By omitting these limits, we present a new clustering method based on pretopology and k-means algorithm within its two steps:
• The first step is a structuring process. Pretopology [Belmandt, 1993] , [Lamure, 1987] provides us concepts for structuring any data set, even if the data set is not endowed by a metric. The basic concept is the concept of pseudoclosure which leads to define closed subsets and minimal closed subsets. These minimal closed subsets are the basis for analyzing how a set is structured and permit to define an algorithm for analyzing the way of structuring [Bonnevay and Largeron, 2002] , [Le and Lamure, 2006] • The second step is the partitioning process. From the previous step the number k of clusters is directly determined as well as the germs of the clusters. The central point is that the number of clusters and the determination of clusters is fully determined by the structure of the data set, we have not to use more or less adequate procedures to determine them.
The paper is subdivided in three sections after this introduction. Section 2 proposes basic concepts of pretopology which are needed to understand our method. Section 3 presents the extension of k-means algorithm with the structuring process as a pre-treatment and section 4 provides concluding remarks on the proposed method.
Pretopology concepts
Pretopology is an extension of topology which differs by the non idempotence of the pseudoclosure function (which justifies the terminology, the pseudoclosure is not a closure in a topological sense). Applications of pretopology are numerous and various, however structural analysis and clustering have already been well explored [Emptoz, 1983] , [Nicoloyannis, 1988] , [Hashom, 1982] . For the following, it is important to note that the nonidempotence of the pseudoclosure function is a fundamental property for our purpose of following up the process of structuring a data set.
Pseudoclosure
Definition 1 Given a non empty set E, a function a(.) from P(E) into P(E) is called a pseudoclosure if and only if ∀A ∈ P(E), a(∅) = ∅, a(A) ⊃ A Then, (E, a) is said a pretopological space.
According to properties of a(.), we obtain more or less complex pretopological spaces from the most general spaces to topological spaces. Pretopological spaces of V type are the most interesting case. In that case, a(.) fulfills the following property:
Pretopology and binary relationships
Suppose we have a family {R i } i=1,..,n of binary reflexive relationships on a finite set E, it is possible to define a V pretopological space from the family
.,n Let us consider for any x in E: B i (x) is defined by:
We call V(x) the family of the neighborhoods of x, is defined by:
Then given the family V(x) for any x in E, the pseudoclosure a(.) is defined by:
.,n of reflexive binary relationships on a finite set E, the pretopological space(E, a) defined by using the pseudoclosure a(.) as described above is a V one.
We can see here the interest of V pretopological spaces: suppose we have not numeric data to represent members of E in a subset of R n but only opinions of experts who can express similarities between members of E by different relationships according to different points of view, pretopology, by means of V pretopological spaces, enables us structuring the set E and then offers a possibility for clustering E.
Minimal closed subsets
Definition 2 Let (E, a) a pretopological space, A a subset of E is said a closed subset if and only if a(A) = A.
Definition 3 Given (E, a) a pretopological space, for any subset A of E, we can consider the whole family of closed subsets of E which contain A. If so, we determine the smallest element of that family for inclusion. If exists that element is called the closure of A and denoted F(A).
Proposition 2 In any pretopological space of type V, given a subset A of E, the closure of A always exists.
Given a set finite E, the closure F(A) can be calculated by using the following property that is useful in calculating a distance between elements, it will be detailed in the germ function.
We denote Fe the family of elementary closed subsets the set of closures of each singleton {x} of P(E). So in a V pretopological space, we get:
− ∀x ∈ E, ∃F x : closure of {x} − Fe = {F x |x ∈ E} Definition 4 F is called a minimal closed subset if and only if F is a minimal element for inclusion in Fe.
3 The pre-treatment method
The k-means algorithm was proposed by Forgy in 1965 [Gordon, 1999] . It is one of the most frequently clustering algorithm due to its efficiency and simplicity. It provides the possibility to classify objects in k groups by a priori selecting k points which are used as germs to determine the k clusters. Thus, the k-means algorithm works as follows:
1. Selecting k initial objects M i called centres of the k clusters. 2. Assigning each object O to the cluster C i of centre M i such as dist(O, M i ) is minimal. 3. Computing the new centre M i of each cluster C i . 4. Go to step 2 until the objects in any cluster do no longer change.
One of the limits of this algorithm is the number of clusters must be predetermined and a process for selecting initial centres must be performed in one way or another. By means of the pretopological concept of minimal closed set, we propose a structuring process which enables us to know:
1. How many clusters must be searched for, based on information provided by the process about structuring? 2. What objects of the data set can be used as germs or initializing the k-means algorithm?
Thus, we are able to start the k-means algorithm from information provided by the data structure itself and not by using more or less artificial processes.
Structuring process
Let us call Fe = {F e i } i=1..n a set of elementary closed subset of E, Fm = {F m j } j=1..m a set of minimal one with n = |Fe|, m = |Fm|. The structuring process can be describes as follows:
• Given the data set E and a family of reflexive binary relationships R i , define the pseudoclosure a(.) as recalled in section 2.
• Determine the family of elementary closed subsets of E.
• Determine the family of minimal closed subsets of E.
Given the pseudoclosure a(.), we search for Fe in a set finite E by the following function:
Then, we are able to determine the minimal closed subsets Fm by using the following function, by noting that we only need to extract these minimal closed subsets from Fe
Example: we study about the toxic diffusion between 16 geographical areas E = {p 0 , .., p 15 }. The family of reflexive binary relationships reduce to only one relationship: p i Rp j (p j pollutes p i ) if the distance between p i and p j is less than a positive given threshold r and p j is higher in 3D space equal than p i . We thus get the following table which gives for any p i the set of related p j , the successive pseudoclosures a k (p i ) of p i and the closure F pi of p i . 6,7 5,6,7 ... 4,5,6,7 8 8,9 8,9 8,9,10 ... 8,9,10* 9 8,9,10 8,9,10 8,9,10 ... 8,9,10* 10 9,10,11 8,9,10 8,9,10 ... 8,9,10* 11 11,12 10,11 10,11 ... 8,9,10,11 12 12,13,15 11,12,13 10,11,12,13,14 ... 8,9,10,11,12,13,14 13 12,13,16 12,13,14 11,12,13,14 ... 8,9,10,11,12,13,14 14 13,14 14 14 ... 14* 15 15 12,15 11,12,13,15 ... 8,9,10,11,12,13,14,15 16 15 13,16 12,13,14,16 ... 8,9,10,11,12,13,14,16 By performing the minimal closed subset algorithm, we get the family of minimal closed subsets. In this example, we get the following minimal closed subsets: {1}, {4, 5}, {8, 9, 10}, {14}. This example illustrates how we can interpret a minimal closed subset. If we consider {4, 5}, we have a set of two points such as it is not possible to link any other point of E by the relationship. And {4, 5} is the smallest such subset based on the two points 4 and 5. So we can interpret {4, 5} as a strong pattern of the structure defined on E by means of the pretopology.
Thus, by definition, both the family of minimal closed subsets and the elementary closed subsets characterize the structure underlying the data set E. So, the number of minimal closed subsets is a quite important parameter: it gives us the number of clusters to use in the k-means algorithm (here four clusters). Moreover, the initial centres for starting the k-means process must be searched in the minimal closes subsets.
Determining the initial centres
Many possibilities can be used to determine the initial centres. We propose to determine them as follows. Two possibilities can occur for the minimal closed subset of a point x:
1. F m({x}) = x, then x is a centre for a cluster 2. F m({x}) = {x 1 , x 2 , ..., x p }, we have to decide what x i to select in F m({x}).
For that, we calculate ||a(x i )||, for i = 1, ..., p. And we select x o such as ||a(x o )|| = M ax(||a(x i )||), for i = 1, ..., p. This means we select the point x o in F m({x}) which has the greatest number of points in its pseudoclosure, x o is then a point which is greatly linked to other points via the relationships R i . In case where more than one such x 0 exist, we can adopt two strategies:
• The first one, quite simple consists in randomly drawing one x o , • The second one returns to the data and leads to select a x o in a dense area of F m({x}). This implies that we are able to compute a distance between points of E. To remain coherent with the structure induced by the family of relationships R i , this distance can be computed in the same way the well known Hausdorff distance: given two subsets A and B of E, we compute the distance δ(A, B) by determining
In case where A and B are reduced to one element x and y, we get the distance δ(x, y). We call this distance the pseudoclosure distance. By using the above procedure, we obtain the following set M of initial centres: M = {{1}, {4}, {9}, {14}} and the distance table between the elements of E and the initial centres is given hereunder.
With the data of the previous example, we obtain the following distance table.
δ 2 3 5 6 7 8 10 11 12 13 15 16 1 1 1 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 4 ∞ ∞ 1 2 3 ∞ ∞ ∞ ∞ ∞ ∞ ∞ 9 ∞ ∞ ∞ ∞ ∞ 1 1 2 3 4 4 5 14 ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 2 1 3 2
It is then possible to use the classical k-means algorithm in conjunction with the pseudoclosure distance. The data of the example lead us to the final partition of E: {1, 2, 3}, {4, 5, 6, 7}, {8, 9, 10}, {11, 12, 13, 14, 15, 16}.
Conclusion
This paper presents a new clustering method which combine minimal closed subset algorithm based on pretopology with k-means algorithm. Pretopology provides us an approach to analyze the population structure but does not provide a partition. However, it helps us to find automatically a number k of clusters and k centroids for k-means clustering by result from minimal closed subsets algorithm. Thus, the number of iterations of k-means algorithm is reduced because minimal closed subsets are considered as based groups in its structure. The pseudoclosure distance constructed from the relationships family contributes one more benefit for this method. This distance is used to examine the similarity for both numeric and categorical data. Finally, our method was a successful combination between pretopology and k-means algorithm.
