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 Protein interaction data is being generated at unprecedented rates thanks to advancements 
made in high throughput techniques such as mass spectrometry and DNA microarrays.  
Biomedical researchers, operating under budgetary constraints, have found it difficult to scale 
their efforts to keep up with the ever-increasing amount of available data.  They often lack the 
resources and manpower required to analyze the data using existing methodologies.  These 
research deficiencies impede our ability to understand diseases, delay the advancement of 
clinical therapeutics, and ultimately costs lives. 
 
One of the most commonly used techniques to analyze protein interaction data is the 
construction and visualization of protein interaction networks.  This research investigated the 
effectiveness and efficiency of novel domain-specific algorithms for visualizing protein 
interaction networks.  The existing domain-agnostic algorithms were compared to the novel 
algorithms using several performance, aesthetic, and biological relevance metrics.  The graph 
drawing algorithms proposed here introduced novel domain-specific forces to the existing force-
directed graph drawing algorithms.  The innovations include an attractive force and graph 
coarsening policy based on semantic similarity, and a novel graph refinement algorithm.   
 
These experiments have demonstrated that the novel graph drawing algorithms consistently 
produce more biologically meaningful layouts than the existing methods.  Aggregated over the 
480 tests performed, and quantified using the Biological Evaluation Percentage metric defined in 
the Methodology chapter, the novel graph drawing algorithms created layouts that are 237 
percent more biologically meaningful than the next best algorithm.  This improvement came at 
the cost of additional edge crossings and smaller minimum angles between adjacent edges, both 
of which are undesirable aesthetics.  The aesthetic and performance tradeoffs are experimentally 
quantified in this study, and dozens of algorithmically generated graph drawings are presented to 
visually illustrate the benefits of the novel algorithms.  The graph drawing algorithms proposed 
in this study will help biomedical researchers to more efficiently produce high quality interactive 
protein interaction network drawings for improved discovery and communication. 
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1. Introduction 
Background 
Proteins are the biochemical building blocks of cells, and catalyze the essential chemical 
reactions within cells.  They are synthesized according to the genes that encode them and assume 
complex geometric configurations that determine their functions.  The interactions between 
proteins are critical to the realization of biochemical processes within an organism.  These 
processes include cell metabolism, biochemical signaling, protein transport, all of which are 
integral to all forms of life.  With the advancement of high throughput techniques such as mass 
spectrometry (Nilsson, Mann, Aebersold, Yates, Bairoch, & Bergeron, 2010) there is a growing 
need for algorithms capable of processing the vast amounts of proteomic data obtained and made 
available to the scientific community through databases such as BIND and BioGRID (Lehne & 
Schlitt, 2009).  Indeed, public sharing of proteomic data is now an expectation and requirement 
of federal funding agencies and leading scientific journals.  The goal of such interactomes (i.e., 
the set of identified protein interactions) is to give biomedical researchers a reference of the 
human proteome's interactions to aid in both basic research, and the identification of druggable 
targets that may lead to future therapeutics. 
The research detailed in this paper does not focus on the technology for mining or predicting 
interactions from the literature, but on the visualization of the interaction data that has been 
collected and stored in the protein interaction databases.  This research focuses on optimizing, in 
terms of efficiency and quality, the algorithms used to draw force-directed protein interaction 
network (PIN) graph drawings.  In a PIN drawing, the proteins themselves are represented with 
circular or spherical nodes, and their interactions are represented with straight line edges.  PINs 
are undirected, sparse, scale-free, and small-word networks (Dinkla & Westenberg, 2012).  
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Systems biologists use PIN drawings to visualize the complex biological processes of an 
organism.  Visualizations can aid researchers in identifying nodes that may represent essential 
"checkpoints" in cell signaling pathways that may be inhibited or promoted to treat disease.  
Drug molecules can be developed to target specific proteins in order to stop a biological process 
that involves the protein and its upstream and downstream interactors.  The graph structures can 
also help researchers identify hub proteins that are involved in critical processes that cannot be 
disrupted without risking the death of cells or the entire organism.  Another application of PIN 
drawings is to identify a protein's function in humans based on its known function in a model 
organism.  Such cross-species analogs often cannot be identified by sequence comparison alone.  
This application is one of the key motivations behind the development of the Gene Ontology 
standards which will be discussed in later sections. 
In the following sections, the problem will be presented, the relevant literature will be 
summarized, the experimental procedure will be laid out, and the results will be explained. 
 
Problem Statement 
Today, systems biologists are using general-purpose force-directed algorithms to draw 
protein interaction networks.  A common strategy for visualizing protein interaction networks is 
to execute a variety of layout algorithms multiple times until a desirable layout is achieved 
(Tuikkala, Vähämaa, Salmela, Nevalainen, & Aittokallio, 2012).  This process can be especially 
time consuming for large networks that can take several minutes to draw.  Once a suitable layout 
has been generated, systems biologists are manually adjusting the graph drawings in order to 
make them suitable for publication.  These manual modifications include clustering nodes, 
partitioning nodes, removing nodes, or altering node properties such as position, size and color. 
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The general-purpose methods, detailed in the literature review, do not incorporate any of the 
annotations, markup, or other metadata present in protein interaction data.  When protein 
interaction data is drawn using a domain-agnostic algorithm, fewer visual features are being used 
to improve readability.  A PIN drawn with any of the general-purpose force-directed graph 
drawing algorithms will not convey any useful information with the edge lengths or inter-node 
proximities.  The novel algorithms defined in the following pages make it possible to convey 
protein semantic similarity with these visual features. 
 
Dissertation Goal 
The goal of this research was to develop efficient algorithms capable of creating 
aesthetically pleasing PIN drawings with improved comprehensibility that visually convey 
protein semantic similarity information to researchers.  Today, researchers are performing 
manual adjustments to their graph drawings to achieve the improvements being proposed here.  
By automating these manual adjustments, researchers will spend less time preparing their 
Cytoscape drawings for comprehension and publication.  Clearly defined metrics were used to 
prove that the novel algorithms produce superior graph drawings in a computationally efficient 
manner. 
The common “hairball” problem (high density networks in which the nodes and edges are 
overlapping and indistinguishable) encountered with many highly connected protein interaction 
networks was partially resolved by creating coarsened graphs using the novel algorithm.  The 
coarsened graphs can be used when the full networks are too difficult to visualize.  General-
purpose drawing algorithms cluster nodes randomly.  The novel domain-specific clustering 
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algorithm presented here form clusters based on protein semantic similarity, improving the 
usefulness of the coarsened graphs. 
A secondary goal of this research is to establish a framework that can be leveraged by other 
researchers to evaluate their own novel graph drawing algorithms.  All of the source code 
produced for this research will be published in a public GitHub repository. 
 
Research Questions 
The questions proposed in this section are answered in Chapter 5 by the experimental 
procedure outlined in the Methodology section. 
RQ1: With respect to efficiency, how do Gene Ontology-based methods compare to the 
methods currently being used by systems biologists? 
 RQ2: How are the edge crossings, ideal minimum angle conformity and edge orthogonality 
aesthetic metrics affected by Gene Ontology-based coarsening and refinement? 
RQ3: Can incorporating Gene Ontology data (UniProt) into the coarsening and refinement 
phases result in a local minimum energy configuration that conveys ontological data usefully? 
 
Hypothesis 
  The central hypothesis posed by this research was that Gene Ontology data can be used to 
improve the aesthetic properties of force-directed protein interaction network graph drawings.  
By applying GO data to the coarsening policies of multilevel graph drawing algorithms, the 
coarsened graphs would become more useful to biomedical researchers because the node clusters 
would contain proteins with high relative semantic similarities.  The multilevel refinement policy 
and force calculations would also incorporate the GO domain knowledge to improve the final 
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layouts and reduce the need for manual manipulation of the graph drawings using the Cytoscape 
user interface. 
It was further hypothesized that incorporating GO data into the drawing algorithms would 
increase the processing time and consume more memory.  Performance metrics were compared 
in order to quantify the additional computational costs.  
 
Relevance and Significance 
On average, people are living longer than ever before.  Pharmacological advancements are 
required to develop medicines that treat infections, cancer, diabetes, neurodegenerative disorders, 
and other maladies.  A single drug takes an average of 12 to 15 years to develop, and costs as 
much as one billion dollars to bring to market (Csermely, Korcsmaros, Kiss, London, & 
Nussinov, 2013).  Protein interaction networks play a key role in the identification of which 
proteins to target with drugs.  PINs aid in the classification of interaction pathways as essential 
or nonessential to the viability of an organism.  PINs have been used to predict breast cancer 
prognoses for patients (Taylor, et al., 2009), and to detect hereditary disease genes (Xu & Li, 
2006).  Improving the quality of protein interaction network graph drawings will aid the human 
perception and cognition of these critical network structures. 
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Assumptions, Limitations and Delimitations 
There is no universally accepted measure of quality for protein interaction network 
drawings, but the measures commonly used by other researchers were adopted here.  The 
performance, aesthetic (Purchase, 2002), and biological relevance (Tuikkala, Vähämaa, Salmela, 
Nevalainen, & Aittokallio, 2012) metrics developed in the prior research were reused for this 
research. 
 Some of the aesthetic metrics detailed in the literature review were not included in the 
experimental procedure due to the network size limitations imposed by the computational 
complexities of the algorithms required to evaluate those metrics.  Aesthetics that are 
inapplicable to protein interaction network drawings were not included in the experiments.  The 
inapplicable aesthetics are still covered in the literature review for the sake of thoroughness. 
 This research focused only on the algorithmic visualization of protein interaction networks.  
There were no advancements made to the text mining of protein interactions, the inference of 
protein interactions, the recognition of specific subnetworks, or any of the other areas of protein 
interaction network research. 
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Definition of Terms 
Aesthetics – The desirable visual properties of a graph drawing that increase its readability. 
 
Cytoscape – An extensible open source software framework that is used by systems biologists to 
visualize molecular interaction networks. 
 
Domain-agnostic Algorithm – A generic multipurpose algorithm that does not use any domain-
specific knowledge or customizations to improve the algorithm’s performance in a specific 
domain. 
 
Domain-specific Algorithm – A specialized algorithm designed to solve problems in a specific 
problem domain.  
 
Force-Directed Graph Drawing – Aesthetically pleasing graph drawings creating by simulating 
systems of physical forces. 
 
Gene – A unit of encoded instructions composed of DNA that enables cells to produce 
ribonucleic acid and protein gene products. 
 
Gene Ontology – Structured ontologies for describing gene product properties.   
 
Graph – Mathematical structures composed of nodes and edges used to model relationship 
between entities. 
  
Graph Coarsening – The process of simplifying a graph by grouping nodes together to form an 
approximation of the original graph. 
 
Graph Drawing – A visual representation of a graph in which the nodes have been assigned 
Cartesian coordinates. 
 
Graph Refinement – The process of restoring a graph’s detail by reversing graph coarsening. 
 
Interactome – The complete set of interactions between a collection of gene products. 
 
Organism – A complete biological system composing a living plant, animal, or microorganism.  
 
Plugin – A modular software component that extends the functionality of a computer program. 
 
Protein – A chain of amino acids encoded by genes that supports the biochemical processes of 
an organism. 
 
Protein Interaction Network – A model of the functional and structural interactions between 
proteins in a biological system.   
 
Proteome – The complete set of proteins produced in an organism. 
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Ribonucleic Acid – A genetic macromolecule that is transcribed from a DNA sequence and used 
for protein synthesis. 
 
Semantic Similarity – A measure of the similarity between two nodes of a taxonomy based on 
their distance from each other. 
 
Systems Biology – An interdisciplinary field of study that incorporates computational modeling 
and biological systems. 
 
 
Chapter Summary 
 Protein interaction networks are one of the most crucial tools for controlling the biological 
systems that determine our health.  Biological data is being produced and published at an ever-
increasing rate.  Researchers need ways to efficiently inspect the data visually.  Today, preparing 
protein interaction network graph drawings involves many repeated and manually completed 
steps.  This research aims to streamline the graph drawing process by using Gene Ontology data 
to create domain-specific graph drawing algorithms. 
 This study evaluates the novel domain-specific algorithms against the algorithms being used 
by researchers today.  The algorithms are evaluated from both quality and efficiency 
perspectives. 
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2. Review of the Literature 
This section presents the problem foundation and a survey of related works to establish the 
current state of the research. 
 
Graphs and Graph Drawings 
A graph G is a finite set of nodes N and a finite multiset of edges E where each edge is an 
unordered pair of nodes {u, v}.  A graph drawing is a visual representation of a graph in which 
the nodes have been assigned Cartesian coordinates.  The nodes and edges are given visual 
features that allow them to be rendered visually by a computer.  Every graph can be represented 
with an infinite number of graph drawings.  Nodes are typically represented with simple 
geometric shapes such as circles or spheres.  Edges are represented by lines or curves connecting 
two nodes.  Aesthetics of uniform edge length, coloring conventions, symmetry, etc. are often 
applied to graph drawings to improve readability (G. Di Battista, 1998).   
 
Metrics for Graph Drawing Aesthetics 
Graph aesthetics are defined by Battista et. al. (1998) as the "specific graphic properties of 
the drawing that we would like to apply, as much as possible, to achieve readability."  Helen 
Purchase performed seminal work on the quantification of graph drawing aesthetics (2002).  
Instead of focusing on the binary classification of a graph’s conformance to an aesthetic 
property, Purchase presents methods for calculating continuous measures normalized between 0 
and 1.  Table 1 presents the seven aesthetic metrics proposed by Purchase along with their 
optimization goals, time complexity in terms of the number of nodes |N| or the number of edges 
|E| in the graph, and the applicability of each metric to force-directed protein interaction 
networks.  
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 Desired 
Optimization 
Time Complexity Applicable? Explanation 
Edge Crossings MIN O(|E|2) Yes The ratio of edge crossings to 
the total number of possible 
edge crossings is especially 
relevant for 2D PIN drawings. 
Edge Bends MIN O(|E|) No This research involves only 
straight line PIN drawings. 
Symmetry MAX O(|N|7) No The algorithm is too expensive 
for large PIN drawings. 
Minimum Angle Between 
Edges of a Node 
MAX O(|N|) Yes Force-directed drawing 
methods conform nicely to this 
aesthetic. 
Edge Orthogonality MAX O(|E|) Yes The orthogonality of the edges 
can be measured in PIN 
drawings. 
Node Orthogonality MAX O(|N|2) No Node orthogonality would 
require hundreds of billions of 
calculations for large PIN 
drawing. 
Consistent Flow Direction MAX O(|E|) No PINs are undirected graphs. 
Table 1: Graph Drawing Aesthetic Metrics (Purchase, 2002) 
 
 
Three of the seven aesthetic metrics are applicable to large force-directed protein interaction 
networks: edge crossings, ideal minimum angle conformity, and edge orthogonality.  The ratio of 
edge crossings to the total number of possible edge crossings is especially relevant for 2D PIN 
drawings.  Force-directed drawing methods conform nicely to the ideal minimum angle aesthetic.  
This conformance can be quantified for large PIN drawings.  Edge orthogonality can be 
measured in O(|E|) time.  The four inapplicable aesthetic metrics are edge bends, consistent flow 
direction, symmetry, and node orthogonality.  The edge bends and consistent flow direction 
aesthetic metrics are not relevant for undirected straight line PIN drawings because there are no 
bends or flow directions present.  The O(|N|7) complexity of the symmetry metric makes it too 
expensive for large PIN drawings.  The O(|N|2) complexity of the node orthogonality metric also 
makes it too expensive to calculate for large PIN drawings. 
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Force-Directed Graph Drawings 
Force-directed graph drawing algorithms simulate physical and electrical forces to arrange 
the nodes into a locally minimum energy configuration.  Typically the vector form of Coulomb's 
inverse-square law is used to calculate the repulsive forces between the nodes, while the 
attractive forces between connected nodes are calculated by applying the vector form of Hooke's 
law.  These formulas are presented in figures 1 and 2. 
 
F1 = ke 
𝑞1𝑞2
|𝑟21|2
?̂?21 
F1 = force exerted on point 1 by point 2 
q1 = magnitude of electrical charge at point 1 
q2 = magnitude of electrical charge at point 2 
r21 = distance between points 
?̂?21 = unit vector from point 2 to point 1 
ke = Coulomb's constant 
Figure 1: Coulomb's Law 
 
F = -k X 
F = force required to extend or compress spring 
k = spring stiffness 
X = linear displacement of free spring end 
Figure 2: Hooke's Law 
 
The earliest work in force-directed graph drawing was performed by William Tutte in the 
mid-20th century.  Tutte applied simulated spring forces to create barycentric embeddings of 
planary graphs (Tutte, 1963).  Repulsive Coulomb forces were introduced two decades later by 
Peter Eades (Eades, 1984).  A pseudocode representation of Eades's force-directed graph 
drawing algorithm is presented in Figure 3. 
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for i = 1 to iterations 
    for each v in N 
        for each u in N 
            if u ≠v 
                Calculate repulsive forces of u acting on v 
            end if 
        end for each 
    end for each 
 
    for each e in E 
        Calculate attractive forces of e 
    end for each 
 
    for each v in N 
        Update position of v  
    end for each 
end for 
Figure 3: Eades's Force-Directed Graph Drawing Algorithm (Eades, 1984) 
 
Analysis of Eades's algorithm reveals that the time complexity of each iteration is quadratic 
in terms of the number of nodes contained in the input graph (Fruchterman & Reingold, 1991) 
since computing repulsive and attractive forces between two nodes takes constant time.  None of 
the early force-directed graph drawing algorithms guaranteed sub-quadratic run times.  This 
made them suitable for graphs of at most a few hundred nodes (Hachul & Junger, 2005).  As 
there are roughly twenty thousand genes coding one million proteins in the human body 
(Legrain, et al., 2011), brute force graph drawing algorithms are computationally infeasible for 
extremely large PINs with hundreds of thousands of interactors.  Therefore, it is necessary to 
develop heuristics to reduce the complexity of Eades's placement algorithm. 
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Multilevel Force-Directed Graph Drawing 
 Walshaw modified Eades's original force-directed placement algorithm by applying a 
recursive multilevel paradigm to transform an optimization problem into a hierarchy of problems 
which approximate the original one (Walshaw C. , 2001).  Walshaw's multilevel technique 
recursively coarsens the original graph to reduce the size of the problem.  While many 
approaches use clustering to increase the coarseness of the graphs, Walshaw chose to use a 
technique called matching where each node is matched with only one of its neighboring nodes.  
This coarsening scheme reduces the size of the graph by a factor of 2 on each of the log |N| 
levels.  Matching was used for its performance advantage and better compatibility with the force-
directed placement algorithm.  Walshaw’s algorithm continues until a level has been reached 
with a number of nodes below a chosen threshold. 
 
G0 = (N0, E0)  // given the initial graph 
T = desired graph size threshold 
 
function matching(Gn) = 
{ return coarsened graph Gn+1 with at most |N𝑛| 2⁄  nodes } 
 
// generate the graph hierarchy G1, ..., Gn 
i = 0  // initialize the counter to 0 
while |Ni| > T 
    Gi+1 = matching(Gi) 
    i = i +1 
end while 
Figure 4: Coarsening Phase 
 
Once the levels have been constructed, Walshaw's algorithm begins recursively decoarsening the 
graphs starting from the coarsest graph Gk.  The force-directed placement algorithm in Figure 5 
is used to position the nodes at each level.  This version of Eade's original algorithm includes a 
temperature factor to simulate cooling in the system (Fruchterman & Reingold, 1991). 
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 In the refinement phase, the positions calculated for a level are applied to its parent graph.  
Matched nodes are placed at the same initial position in each parent graph.  The attraction and 
repulsion forces are then simulated between the nodes to untangle and position them in an 
aesthetically pleasing manner (Walshaw C. , 2003). 
 
Gk = (Nk, Ek)  // The coarsest graph generated in the coarsening 
phase 
 
function force-directed(Gn) =  
{ compute force-directed placement of Gn } 
 
i = k  // initialize the counter to k 
while i ≥ 0 
    force-directed(Gi) 
    i = i - 1 
end while 
Figure 5: Refinement Phase 
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G = ( N, E )  // the nodes have random initial positions 
k = √𝑎𝑟𝑒𝑎 |N|⁄  
function fa(z) ={  return x2 / k } 
function fr(z) = { return k2 / z } 
 
for i = 1 to iterations 
    // calculate repulsive forces 
    for each v in N 
       // each node has two vectors: .pos and .disp 
       v.disp = 0 
       for each u in N 
          if (u ≠ v) 
            // Δ is short hand for the difference 
            // vector between the positions of the two nodes 
            Δ  = v.pos - u.pos; 
            v.disp = v.disp + ( Δ / |Δ| ) * fr ( |Δ| ) 
          end if 
       end for each 
    end for each 
    // calculate attractive forces 
    for each e in E 
       // each edge is an ordered pair of nodes .v and .u 
       Δ  = e.v.pos – e.u.pos 
       e.v.disp = e.v.disp – ( Δ / |Δ| ) * fa  ( |Δ| ) 
       e.u.disp = e.u.disp + ( Δ / |Δ| ) * fa ( |Δ| ) 
    end for each 
    // limit the maximum displacement to the temperature t  
    // and then prevent from being displaced outside frame 
    for each v in N 
       v.pos = v.pos + ( v. disp/ |v.disp| ) * min ( v.disp, t) 
       v.pos.x = min( W/2, max( -W/2, v.pos.x ) ) 
       v.pos.y = min( L/2, max( -L/2, v.pos.y ) ) 
    end for each 
    // reduce the temperature as the layout improves 
    t = cool(t) 
end for 
Figure 6: Force-Directed Placement Algorithm with Cooling (Fruchterman & Reingold, 1991) 
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Multilevel Coarsening Methods 
 Bartel et al. performed a relatively recent evaluation of the coarsening methods commonly 
used in multilevel graph drawing algorithms (2010).  Those coarsening methods are described 
here.  
 Random Merger is the simplest coarsening method.  Nodes are selected randomly and 
matched with a random neighbor until the graph has been reduced by a desired factor.  This 
method does not produce the highest quality drawings, but is relatively easy to implement and 
allows control over the number of levels computed. 
 Matching Merger is used in Walshaw's original algorithm (2001).  It differs only slightly 
from Random Merger.  The nodes are still selected at random, but care is taken to only form 
clusters of at most two nodes.  This method is equivalent to the maximum cardinality matching 
problem which, for performance reasons, Walshaw solves suboptimally using an edge 
contraction heuristic (Walshaw C. , 2003).  Weighted Matching Merger is a modified version of 
Matching Merger which maintains a balanced graph by merging each node with its neighbor of 
smallest weight.  The weight of a node is defined as the number of nodes that have been merged 
into it.  Edge Cover Merger is another modification of Matching Merger designed to solve a 
specific problem with graphs that may require as many as one level per node.  An edge cover is 
computed to ensure that it will be possible to collapse the desired number of nodes on the next 
coarser level.  
 The Solar Merger coarsening method (Hachul & Junger, 2005) involves partitioning the 
original graph into subgraphs dubbed "solar systems."  
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Figure 7: Solar System Subgraphs (left) and Resulting Coarsened Graph (right) 
 
Each solar system contains one sun node (yellow) and multiple planet (light blue), planet with 
moon (dark blue), and moon nodes (gray).  The graph is partitioned such that each subgraph has 
a bounded diameter (the greatest distance between any two nodes) of at most 4.  The partitioning 
is completed in linear time.  Each sun is selected randomly and the nodes neighboring the sun are 
labeled as its planet nodes.  The nodes with a graph-theoretic distance (shortest path to the sun 
node) of 2 are marked as moon nodes.  Once the moon nodes are labeled, the planets with moons 
can be labeled appropriately.  The coarsening is completed by collapsing each solar system into a 
single node and deleting the parallel edges.  The process is then repeated until the desired 
coarseness has been reached.  While collapsing the solar systems, edges are assigned weights 
equal to the number of edges in the original path that they represent.  These weights are used as 
desired edge lengths in the refinement phase. 
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Cytoscape 
 Cytoscape is an extensible open source software framework that is used by systems 
biologists to visualize molecular interaction networks (Shannon, et al., 2003).  Written in Java, 
the Cytoscape Core contains popular graph drawing algorithms, filters, data integration features, 
and annotation features.  Cytoscape's plugin architecture allows researchers to implement their 
own custom graph analyses, filters, layouts, clustering algorithms, user interfaces, and more.  As 
of August 2015 the Cytoscape App Store contains 231 plugins.  The Cytoscape plugins are free 
to download and many are open source.  One of the most popular Cytoscape plugins is BiNGO 
(Maere, Heymans, & Kuiper, 2005).  The BiNGO plugin is used to determine which Gene 
Ontology annotations are statistically overrepresented in the currently loaded network.  It 
displays the overrepresented terms in a supplementary Cytoscape graph.  Figure 9 was generated 
with the BiNGO plugin. 
 Cytoscape is used to visually discover relationships and patterns in large molecular 
interaction networks.  Data supplemental to the molecular network can be represented with 
visual features such as node size, node color, edge width, edge color, fill patterns, and text labels.  
These visual features are much easier for researchers to analyze than tabular data.  Researchers 
are using Cytoscape to understand and predict gene function (Montojo, et al., 2010), analyze 
disease subnetworks (Reiss, Avila-Campillo, Thorsson, Schwikowski, & Galitski, 2005), and 
solve other bioinformatics problems using the built-in and plugin extended Cytoscape 
functionality. 
 Most researchers using Cytoscape for graph analysis are performing manual adjustments to 
the force-directed graph drawings in order to reduce the “hairball” appearance of force-directed 
layouts with a large number of nodes.  These manual adjustments are made before exporting the 
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network as an image for publication (Cline, et al., 2007).  The novel algorithms defined in this 
experiment aimed to improve the node placement algorithmically to reduce the need for manual 
adjustments to Cytoscape graph drawings. 
 
Gene Ontology 
 Gene Ontology (GO) is a collaborative initiative within the bioinformatics community to 
develop structured ontologies for describing gene product (protein or RNA) properties using 
terms defined in three ontological namespaces: molecular functions, biological processes, and 
cellular components.  The current GO ontologies contain 42,909 terms and have grown 
approximately fourfold in the last decade.  The terms are used to describe gene products in a 
consistent species-independent manner (Ontology Documentation, 2014).  The GO ontologies 
are directed acyclic graphs (DAG) in which the nodes are GO terms, and the edges are 
relationships between GO terms in the same ontology.  The edges represent "is-a" inheritance or 
"part-of" compositions.  The terms become more specific as you follow each edge from parent to 
child node, or more general as you follow from child to parent node.  The root node (e.g., 
cellular component) is the most general term in the ontology while the node of deepest depth is 
the most specific term.  A protein can be annotated with any number of GO terms from each of 
the three ontologies, but the majority of terms only have a single "is-a" relationship to a parent 
term (Lord, Stevens, Brass, & Goble, 2003).  The GO terms and GO protein annotations are 
distributed as separate flat files that are small enough to be stored entirely in memory.  Go terms 
are indexed by id numbers prefixed with the string "GO:".  Figure 8 illustrates the full ancestry 
of the "outer membrane" term.  While not part of this specific ancestry, the "cell" term is 
included as an example of a "part-of" relationship. 
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Figure 8: Complete Ancestry of the "outer membrane" Node 
 Each of the three ontological namespaces represents the root term of its respective GO 
domain: molecular functions, biological processes, and cellular components.  Molecular 
functions represent the activities occurring between molecules or complexes of the protein, but 
do not define the context of the activities.  The molecular function ontology describes what 
biochemical activities a protein has a capability for but does not specify when or where the 
activities occur, or for what reason.  Examples of molecular function ontology nodes include 
"enzyme inhibitor activity" and "transporter." 
 Biological processes are defined as a series of molecular events with a defined beginning 
and end.  The biological process ontology describes the biological objectives that the protein 
contributes to.  Examples of biological process nodes are "cell death" and "translation." 
 Cellular component ontology describes the subcellular or extracellular position of a gene 
product as well as its composition into cellular structures or protein complexes.  The cellular 
component ontology indicates where the protein is active.  Examples of cellular component 
nodes include "nuclear membrane" and "Golgi apparatus." 
 As new discoveries about protein function are continually being made by researchers, the 
gene ontologies must be flexible enough to evolve with our understanding.  GO has been 
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designed with this flexibility in mind in order to describe biological knowledge at different 
stages of completeness and correctness (The Gene Ontology Consortium, 2000). 
 
Figure 9: BiNGO (Maere, Heymans, & Kuiper, 2005) Visualization of GO Categories in the Three Ontologies 
 
Gene Ontology-Based Semantic Similarity  
 Lord et al. were the first to use GO to algorithmically compute a measure of the semantic 
similarity of proteins (2003).  More accurately referred to as a “taxonomical similarity” (Turney 
& Pantel, 2010), their method was inspired by previous work on the WordNet lexicographical 
database (Fellbaum, 1998).  Earlier edge-based methods relied on paths and term depths, but 
these techniques did not produce adequate results due to their incorrect assumption that all edges 
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are equally significant (Lord, Stevens, Brass, & Goble, 2003).  The first step is to compute a 
probability of occurrence for each annotation term in an annotated proteome.  A term occurs if it 
or any of its child terms occur, so the probability of a parent term occurring is always greater 
than or equal to the sum of the probabilities of its children.  The probability of a root term 
occurring will always be 1.  Child terms have a “is a” edge to its parent term in the ontology.  
Edges representing “part of,” “has part,” or “regulates” relationships are not considered when 
computing semantic similarity.  The probability of occurrence for a term is calculated in two 
steps.  First, the occurrences of the term and its descendant terms are counted in the proteome.  
Second, this count is divided by the total number of annotated proteins in the proteome. 
 Once the probabilities have been computed, the semantic similarity of two GO terms is 
given by the formula shown in Figure 10.  
sim(t1, t2) = -ln pms (t1,t2) 
sim = semantic similarity 
t1 = first GO term 
t2 = second GO term 
pms = minimum probability of terms' shared ancestors 
 
Figure 10: Semantic Similarity of GO terms 
As the natural log of 1 is 0, if the only shared ancestor is a root term, then the semantic similarity 
for that term will be equal to 0.  GO terms may share parents by multiple paths.  These multiple 
paths can make the concept of "closest shared ancestor" ambiguous.  To resolve this ambiguity, 
the minimum probability of shared ancestors is used.  As proteins are often annotated by multiple 
GO terms, an aggregation of the semantic similarities of terms must be made.  Lord et al. used 
the average of all term similarities to compute the semantic similarity of two proteins. 
 When working with large networks containing thousands of nodes, it may be beneficial to 
use a cache to eliminate redundant GO traversals and probability calculations. 
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Similar Studies 
 Bang et al. created a domain-specific PIN drawing algorithm by taking hub proteins into 
consideration while performing the multilevel placement algorithm (2007).  This enhancement to 
Walshaw's algorithm dictates that proteins (nodes) neighboring a hub protein should only be 
coarsened and refined once.  This restriction improves the quality of the coarsened graph and 
also reduces the time complexity of the placement algorithm.  Instead of using the matching 
policy of Walshaw’s original algorithm, Bang et al. coalesce several nodes at once into each 
cluster.  This reduces the number of levels being computed by the algorithm.  Their algorithm 
also uniformly arranges the nodes of a cluster around the cluster’s pivot (hub) node in the 
refinement step.  This is opposed to initializing all nodes of a cluster to the same location as in 
Walshaw's refinement phase. 
 Bang’s coarsening algorithm uses a list of the nodes ordered by distance from the hub node.  
Nodes are added to the cluster in order, so that nodes neighboring a hub node are selected first to 
become member nodes.   As each hub node is encountered in the list, the clustering is repeated 
and nodes are added to the cluster.  Nodes are not added to a cluster if they exceed a threshold 
weight.  This is done to promote the formation of clusters of similar weights.  The threshold 
weight is calculated by sorting the nodes by descending weight and averaging the top 20% of the 
weights. 
 The graphs are refined by placing the cluster members on a circle centered at the hub node.  
The diameter of the circle is equal to the natural spring force used in the force-directed 
placement algorithm.  If a member node has relationships to restore with its neighboring nodes 
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during the expansion, the node is placed at the center of a rectangle with nodes at the maximum 
and minimum positions of the neighboring nodes. 
 Bang et al. record up to a 63% improvement over Walshaw's algorithm in the time required 
to generate the visualizations. 
 Social networks are typically drawn with the same domain-agnostic force-directed 
algorithms as protein interaction networks.  Cody Dunne and Ben Shneiderman made 
modifications to the SocialAction social network analysis tool in order to incorporate aesthetic 
metrics into the interactive features of the tool (2009).  Instead of focusing on improvements to 
the automated graph layout algorithms, they wanted to improve the manual adjustment process.  
The new features provide the user with real-time evaluations of the aesthetic metrics of the graph 
layout.  The user can make manual adjustments to the graph layout and immediately see if the 
change improved or degraded the aesthetic qualities of the layout.  Similar modifications could 
be made to the Cytoscape analysis and visualization tool. 
 Dunne and Shneiderman were concerned with real world metrics beyond the classical 
aesthetics such as edge crossings, symmetry, and edge bends.  They were interested in metrics 
such as node occlusion, text legibility, node shape, and node color.  Nodes are typically treated 
as points in a force-directed simulation, but they are actually drawn as shapes with volume in 
graph drawings.  Node occlusion can occur in social and protein interaction network 
visualizations.  The occlusion of nodes is prevented by the repulsive forces between nodes in 
force-directed graph drawings. 
 Garcia et al. implemented a domain-specific force-directed PIN layout algorithm that uses 
GO to guide the graph drawing (2006).  Their algorithm creates a hidden class node for each of 
the GO terms found in the PIN.  Extra attraction forces are applied to the proteins by creating 
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hidden virtual edges to the associated hidden class nodes.  Figure 11 shows a PIN drawn with 
 Cytoscape’s standard spring-embedded layout algorithm.  The proteins in Figure 11 have 
been colored based on their GO terms using GOlorize (Garcia, et al., 2006).  Figure 12, which 
has identical node coloring, has been drawn using the class-directed layout algorithm 
implemented by Garcia et al. in the GOlorize Cytoscape plugin.  The class-directed layout 
algorithm places similar proteins in closer proximity. 
 
Figure 11: Spring-embedded Layout with GO-based Coloring 
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Figure 12: Class-directed Layout with GO-based Coloring 
 
This research incorporated hidden nodes similar to Garcia et al. with the exception that the 
hidden nodes represent the clusters formed during the multilevel coarsening phase.  This 
innovation is detailed in Chapter 3 in the GO-Similarity Refinement section. 
 The experimental framework used in this research is most similar to that used in the work of 
Tuikkala et al.   The work of Tuikkala et al. was published in the 2012 BioData Mining journal.  
Tuikkala et al. implemented the Biological Evaluation plugin for Cytoscape in order to create a 
tool for evaluating a force-directed PIN layout against the GO semantic similarity of its 
interactors.  By making the plugin implementation available to the research community, Tuikkala 
et al. established a reusable method for evaluating layout solutions generated with any present or 
future graph drawing algorithms. 
 Tuikkala et al. used their Biological Evaluation plugin to evaluate their novel force-directed 
methods against the force-directed methods included with the Cytoscape platform.  The 
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Biological Evaluation plugin is presented in detail in the Metrics section of this document.  
Tuikkala et al. introduced a clustering algorithm to Walshaw’s original multilevel approach that 
is very similar to the algorithm used by Bang et al.  The clustering algorithm clusters nodes 
based on their degree of connectivity, and may also be affected by an optional global clustering 
coefficient.  They refer to this modified multilevel layout algorithm as MLL-C (Clustered 
Multilevel Layout). 
 
Research Methods Used in Similar Studies 
 Bang et al. did not use the Cytoscape platform for their research.  This makes their 
experiments harder to verify or extend, compared to the research of Dunne et al. or Tuikkala et 
al.  The research of Bang et al. focused entirely on the performance of the drawing algorithms.  
They did not include any aesthetic metrics or final graph drawings in their publications.  The sole 
quantity that was recorded to evaluate each graph drawing algorithm was the execution time. 
 
Species Network Size Placement Time (ms) (%) 
Nodes / Edges Walshaw Hub Based Improvement 
Rate 
Yeast 4534 / 16383 363750 294687 19 
C. elegans 2353 / 3334 118766 44172 63 
E. Coli 1833 / 6948 48156 30109 37 
D. 
melanogaster 
887 / 1116 19516 8469 57 
Homo Sapiens 846 / 1012 3875 2328 40 
Table 2: Hub-protein based Visualization Performance Results (Bang S. , Choi, Park, & Park, 2007) 
 
Tuikkala et al. selected eleven interaction networks to compose their experimental test set.  They 
evaluated five layout algorithms with their experiments: Walshaw’s multilevel layout algorithm, 
their novel algorithm (MLL-C), Fruchterman and Reingold’s force-directed layout, Cytoscape’s 
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spring embedded layout algorithm, and the yFiles proprietary closed-source force-directed 
Organic layout algorithm.  Since each of the algorithms exhibits run-to-run variability, the 
algorithms are executed between 5 and 20 times each.  The results of these multiple runs are 
aggregated before being compared.  Both the Biological Evaluation percentage (detailed in the 
Metrics section of this document) and the running time was recorded for each layout algorithm 
execution.  In addition to the Biological Evaluation quantities and running times, pictorial 
examples of the final graph layouts are also included in the publication. 
 
Chapter Summary 
 This literature review section covered the fundamentals of the problem domain and the 
current state of the related research.  The target software platform, Cytoscape, was introduced.  
Gene Ontology and Gene Ontology-based semantic similarity was also included in the literature 
review.  These technologies were critical to the research performed here. 
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3. Methodology 
 This section covers the methods for reproducing the prior research, and the methods for 
evaluating the novel algorithms. 
 
Methodology Overview 
The methodological approach used in this research was similar to the approach used by 
Tuikkala et al. with a few key differences.  A new set of layout algorithms were evaluated for 
this research.  Each layout algorithm was executed five times on each of the test networks.  The 
data collected for each execution was the aesthetic metrics, performance metrics, and Biological 
Evaluation plugin results detailed in the following subsections.  The set of tests conducted can be 
expressed in terms of the sets of program parameters that were supplied to the new Cytoscape 
plugin being developed for this research (King & Reznik, 2006).  
 
 
A = { Walshaw, Tuikkala, Garcia, GO-Similarity } 
N = {Dog, Pig, E. coli, Chicken, Cow, Human } 
C = { 2, 4, 8, 16 } 
 
A = Layout Algorithms 
N = Protein Interaction Networks 
C = Cluster size 
Figure 13: Test Parameters 
 
The parameters to the 96 distinct tests are the elements of the set A × N × C.  Since the random 
initial node positions introduce stochasticity to the drawing algorithms, each test was executed 
five times for a total of 480 executed tests.  Each of the 8 artifacts in Figure 14 was recorded for 
each of the 480 executed tests.  Therefore, the experiments resulted in a total of 3,840 elements 
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recorded.  The metrics are explained in greater detail in the subsequent sections. The cluster sizes 
evaluated began at 2 (the standard matching merger cluster size) and were doubled up to 16.  
 
1. Final Graph Drawing (XGMML) 
2. Biological Evaluation Percentage 
3. Algorithm Execution Time 
4. Max Processor Load 
5. Mean Processor Load 
6. Edge Crossings Ratio 
7. Minimum Angle Metric 
8. Edge Orthogonality Metric 
  
Figure 14: Experimental Artifacts 
 
Reproducing the Prior Research 
The algorithms outlined in the literature review were evaluated with Cytoscape to establish a 
scientific control and eliminate the inconsistencies encountered when comparing studies 
conducted on widely varying hardware in different labs by different researchers.  The classic 
brute force Eades algorithm was implemented first, followed by Walshaw's multilevel algorithm.  
Tuikkala’s implementation of Walshaw’s algorithm was evaluated third.  Lastly, Garcia’s 
domain-specific class-directed layout algorithm was evaluated.  The software architecture 
facilitates swapping coarsening and refinement algorithms at runtime.  These algorithms were 
implemented in Java as a Cytoscape 2.8.1 plugin.  In addition to the metrics identified in the 
following section, the final graph drawings (node positions) were recorded in eXtensible Graph 
Markup and Modeling Language format.   This ensured that all of the metrics defined in the 
previous section were reproduced for each graph drawing.  Figure 15 highlights the layout 
extension element used to record the layout coordinates for each node.  XGMML is the standard 
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Cytoscape graph drawing file format.  It is capable of storing graph topology and attributes in a 
single file. 
 
<?xml version="1.0"?> 
  <graph label="XGMML example" directed="1"> 
    <graphics fill="#000000"/>  
      <node label="A" id="1"> 
        <att name="size" type="integer" value="24"/>  
        <layout x="506.4" y="559.4"/> 
      </node> 
      <node label="Node 2" id="2"/> 
      <edge label="Edge 1" source="1" target="2"/> 
  </graph> 
</> 
Figure 15: XGMML Example 
 
Overview of the Novel Algorithms 
Surveying the IEEE, ACM, PubMed, and other popular biomedical publication databases, 
one cannot find many examples that modify force-directed graph drawing algorithms by 
incorporating Gene Ontology data.  One such example is the work of Garcia et. al. covered in the 
literature review.  In all of the other surveyed works, Gene Ontology data is being used by 
researchers to enrich graphs with annotations, and to suppress (Maere, Heymans, & Kuiper, 
2005) or cluster (Asur, Duygu, & Parthasarathy, 2007) nodes. 
 This research included three innovations to PIN visualization: GO-Guided Hooke’s Law, 
GO-Similarity Merger, and GO-Similarity Refinement.  All three innovations apply domain-
specific Gene Ontology information to the domain-agnostic algorithms currently used by 
biomedical researchers.  These novel coarsening and refinement policies are detailed in the 
subsequent sections.  They were implemented and tested using the experiment framework.  All 
of the metrics required to answer the research questions were collected.  GO-Guided Hooke’s 
32 
 
 
 
 
Law, GO-Similarity Merger and GO-Similarity Refinement were implemented for use with the 
same Cytoscape plugin created to reproduce the prior research. 
 
GO-Guided Hooke’s Law 
The protein similarities calculated using the method of Lord et al. can be used to guide 
force-directed graph drawing.  Figure 16 shows the application of similarity scores to the 
attractive forces in a force-directed graph drawing algorithm.  This modification to Hooke’s Law 
increases the attractive force between the two connected nodes in proportion to their semantic 
similarity.  The protein semantic similarity P ranges from 0.0 to 1.0 where a higher number 
indicates more similarity. 
 
F = -k X + sP 
F = force required to extend or compress spring 
k = spring stiffness 
X = linear displacement of free spring end 
s = similarity strength factor 
P = protein semantic similarity 
Figure 16: GO-Guided Hooke's Law 
 
Figure 17 was drawn using the domain-agnostic version of Hooke’s Law.  The attractive forces 
in Figure 17 are based only on the spring stiffness and displacement factors.  Figure 18 illustrates 
the effect that the GO-guided attractive force has on the force-directed layout of the same sample 
network.  Figure 18 visualizes the protein similarities by edge length and also with edge labels.  
Shorter edge lengths between proteins represent greater semantic similarity.  GO-Guided 
Hooke’s Law was used in these experiments to answer RQ2. 
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Figure 17: Standard Attractive Forces 
 
 
Figure 18: GO-guided Attractive Forces 
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GO-Similarity Merger 
 The coarsening schemes detailed in the literature review were developed for general graphs 
and are not optimized for PIN drawings.  Instead of utilizing classical distance-based or graph-
based clustering methods (Lin, Cho, Hwang, Pei, & Zhang, 2007), or selecting arbitrary cluster 
sizes (Yao, Wang, Li, Cao, & Wang, 2011), it stood to reason that taking into account domain 
knowledge of protein interactions would yield superior graph drawings. 
The multilevel drawing algorithm implemented by Tuikkala et al. used a standard Weighted 
Matching Merger in the coarsening phase (2012).  Instead of using GO semantic similarity solely 
for evaluating the resulting drawings, the research being proposed here applied GO semantic 
similarity to the matching method used for coarsening. 
 The novel GO-Similarity Merger is based on Matching Merger.  Instead of matching each 
node with a random neighbor, nodes are matched with their most similar neighbor.  There are 
two motivations for GO-Similarity Merger.  The first motivation is to make the intermediate 
graph partitions more useful to biomedical researchers.  Visualizing every interactor in a PIN 
often results in an overdetailed drawing that has limited usefulness.  Systems biologists solve this 
problem in several ways such as removing nodes with an edge degree below a threshold value 
(Liu, Fan, Liu, Cheng, & Wang, 2015), or by using clustering algorithms such as hierarchical or 
k-means (Morris, et al., 2011).  Clustering nodes with standard clustering algorithms creates 
mathematically balanced graphs, but it does not retain the biological meaning of the graph.  The 
second motivation for GO-Similarity Merger is to guide the nodes into a local minimum energy 
configuration that conveys useful ontological data visually.  The Biological Evaluation 
Cytoscape plugin (Tuikkala, Vähämaa, Salmela, Nevalainen, & Aittokallio, 2012) was used to 
quantify the improvements made to the layout and answer RQ3. 
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GO-Similarity Refinement 
 Graphs coarsened with GO-Similarity Merger can be refined with a novel method that uses 
the clusters of the parent graphs to guide the positioning of the nodes.  GO-Similarity 
Refinement is based on the class-directed layout algorithm used by Garcia et al. (2006).  It was 
used to position the nodes during the refinement phase.  Garcia et al. generated a hidden “virtual 
class node” for each unique GO annotation contained in the PIN.  This results in thousands of 
hidden class nodes for most PIN graph drawings.  GO-Similarity Refinement instead uses the 
nodes of the coarser parent graph as the hidden class nodes.  As each cluster is refined, a hidden 
class node is added to the graph drawing and hidden edges are added between each newly 
dissociated node and the hidden class node.  This novel refinement algorithm contributed to the 
resolution of RQ3.  Figure 19 illustrates the refinement of Gk to Gk-1 and Gk-1 to Gk-2 using this 
technique. 
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Figure 19: GO-guided Refinement of Gk 
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Metrics 
RQ1 seeks to quantify the performance impact of incorporating Gene Ontology information 
into the force-directed placement algorithms.  The asymptotic measures in Table 3 were 
determined through analysis of the algorithms and their implementations.  The performance 
metrics were collected by executing the existing domain-agnostic algorithms and the novel 
algorithms on the same test PINs.  By comparing these metrics, RQ1 was answered and the 
performance differences between the existing and novel algorithms were examined.  
 
Metric Desired Optimization Units / Type  
Asymptotic Time Complexity MIN Big O notation 
Asymptotic Space Complexity MIN Big O notation 
Algorithm Execution Time MIN Milliseconds / Integer 
Max Processor Load MIN Percentage / Float 
Mean Processor Load MIN Percentage / Float 
Table 3: Graph Drawing Algorithm Performance Metrics 
 
It is desirable to minimize the asymptotic complexities, execution time, processor load, and 
memory usage performance metrics. 
 The algorithm execution time metric was computed by recording timestamps at the 
beginning and at the end of each algorithm.  The algorithm execution time is the difference 
between the two time stamps.  The processor load metrics were gathered using the System 
Information Gatherer And Reporter (SIGAR) API (Morgan & MacEachern, 2010). 
 The aesthetic metrics shown in Table 4 were also collected when the algorithms were 
executed.  These metrics were compared between the existing and novel algorithms to answer 
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RQ2.  The aesthetic metrics made it possible to quantify any improvements to or degradation of 
the aesthetic qualities of the graph drawings. 
 
 
Metric Desired Optimization Type 
Edge Crossings Ratio MIN Float 
Minimum Angle Metric MAX Float 
Edge Orthogonality Metric MAX Float 
Table 4: Graph Drawing Aesthetic Metrics 
 
The edge crossings ratio aesthetic metric is calculated by algorithmically counting the number of 
edge crossings and dividing that sum by an estimate of the maximum possible edge crossings in 
order to scale the metric between 0 and 1.  The maximum possible edge crossings is estimated by 
the formula in Figure 20.  The first component of the formula accounts for each edge crossing 
every other edge.  The second component, which is subtracted from the first, removes the 
adjacent edges that could not possibly cross each other. 
 
EMC = 
|𝐸|(|𝐸|−1)
2
−  
1
2
∑ 𝑑𝑒𝑔𝑟𝑒𝑒(
|𝑁|
𝑖=1 𝑛𝑖)(𝑑𝑒𝑔𝑟𝑒𝑒(𝑛𝑖) − 1) 
EMC = Estimated Maximum 
Crossings 
|𝐸| = Number of edges 
|𝑁| = Number of nodes 
degree(ni) = Edge degree of the ith 
node 
Figure 20: Estimated Maximum Crossings (Purchase, 2002) 
The Minimum Angle Metric is based on the average deviation of adjacent incident edge angles 
from the ideal minimum angle (Purchase, 2002).  Figure 21 presents the formula for calculating 
the ideal (maximal) minimum angle of the ith node. 
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𝜗𝑖 =  
360°
𝑑𝑒𝑔𝑟𝑒𝑒(𝑛𝑖)
 
𝜗𝑖  = Ideal minimum angle 
degree(ni) = Edge degree of the ith 
node 
Figure 21: Ideal Minimum Angle (Purchase, 2002) 
 
The formula in Figure 22 is used to calculate the Minimum Angle Metric using the ideal 
minimum angle of each node. 
 
MAM = 1 −  
1
|𝑁|
∑ |
𝜗𝑖− 𝜃𝑖 𝑚𝑖𝑛
𝜗𝑖
|
|𝑁|
𝑖=1  
MAM = Minimum Angle Metric 
|𝑁| = Number of nodes 
𝜗𝑖  = Ideal minimum angle of ith node 
𝜃𝑖 𝑚𝑖𝑛 = Actual minimum angle of ith node 
 
Figure 22: Minimum Angle Metric (Purchase, 2002) 
 
The Edge Orthogonality Metric represents how well the edges of a graph drawing follow the 
perpendicular grid lines of a Cartesian grid.  The main component of the Edge Orthogonality 
Metric is the edge deviation factor computed by the formula given in Figure 23.  The edge 
deviation factor represents how far an edge deviates from an orthogonal angle. 
 
𝛿𝑖 =  
min (𝜃𝑖, |90° − 𝜃𝑖 |, 180° − 𝜃𝑖 )
45°
 
𝛿𝑖 = Edge deviation factor of the ith edge 
𝜃𝑖  = Angle between the i
th edge and the 
axis 
Figure 23: Edge deviation factor of the ith edge (Purchase, 2002) 
 
The formula presented in Figure 24 computes the Edge Orthogonality Metric using the edge 
deviation factors. 
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EOM =  1 −  
1
|𝐸|
∑ 𝛿𝑖
|𝐸|
𝑖=1
 
EOM = Edge Orthogonality Metric 
|𝐸| = Number of edges 
𝛿𝑖 = Edge deviation factor of the ith edge 
Figure 24: Edge Orthogonality Metric (Purchase, 2002) 
 
RQ3, the question of whether or not ontological data can be usefully conveyed with the 
novel coarsening and refinement algorithms, was answered by using Cytoscape's Biological 
Evaluation plugin (Tuikkala, Vähämaa, Salmela, Nevalainen, & Aittokallio, 2012) to record the 
Biological Evaluation Percentage metric for each graph drawing.  This metric quantifies how 
biologically meaningful a graph layout is by computing how closely the node positions conform 
to the semantic similarities defined by the Gene Ontology.  The Biological Evaluation algorithm 
begins by generating two vectors.  The first vector contains all of the connected protein pairs 
sorted by their normalized Euclidean distances.  Each protein pair is connected by an edge, so the 
number of protein pairs is equal to the number of edges |E|.  The second vector contains all of the 
connected protein pairs sorted by their GO semantic similarities.  The correlation of the two 
vectors is then calculated by the following method.  First, the Biological Evaluation plugin plots 
the average semantic similarity of the first n protein pairs against the percentage of protein pairs 
included in the average.  For example, in a graph drawing with 100 protein pairs and a vector 
size of 10, the first data point graphed would have an x component of 10% and a y component 
equal to the average semantic similarity of the first 10 protein pairs.  Similarly, the second data 
point would have an x component of 20% and a y component equal to the average semantic 
similarity of the first 20 protein pairs.  Tuikkala et al. refer to this graph as the semantic 
similarity trace.  Two other traces are used by the algorithm: random trace and optimal trace.  
The random trace is computed from a vector of randomly sorted protein pairs.  The semantic 
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similarity and random traces converge as the number of protein pairs included in the averages 
approaches 100%.  The optimal trace is the theoretical optimal case in which the distance 
ranking is the same as the semantic similarity ranking.  The Biological Evaluation Percentage is 
computed using the formula presented in Figure 25.  BEP is the ratio of the area between the 
semantic similarity trace and random trace to the area between the optimal trace and random 
trace.  The areas are signed such that area above the random trace is defined as positive while 
area below the random trace is defined as negative.  While the area between the semantic 
similarity trace and random trace can be negative, the area between the optimal and random 
traces can at worst be zero.  A high BEP indicates that similar proteins have been placed in 
closer proximity to each other.  This is a desired aesthetic feature that systems biologists achieve 
today through manual manipulation of their layouts after the drawing algorithms have finished. 
 
    BEP = 
𝐴𝑟𝑒𝑎(𝑡𝑟𝑎𝑐𝑒𝑠,𝑡𝑟𝑎𝑐𝑒𝑟)
𝐴𝑟𝑒𝑎(𝑡𝑟𝑎𝑐𝑒𝑜,𝑡𝑟𝑎𝑐𝑒𝑟)
 
Area(A,B) = Signed Area between traces A and B 
traces = Semantic similarity trace 
tracer = Random trace 
traceo = Optimal trace 
 
Figure 25: Biological Evaluation Percentage Formula  
 
Figure 26 shows the semantic similarity (MLL), random, and optimal traces for a domain-
agnostic multilevel force-directed graph drawing of the Bos taurus (cow) organism.  The x-axis, 
percentage of nearest node pairs, represents the percentage of neighboring nodes that have been 
included in the average semantic similarity value.  As the percentage of nearest node pairs 
increases, the traces converge on the average semantic similarity of all protein pairs in the 
network.  The novel algorithms proposed here raised the BEP by using the Gene Ontology to 
guide the graph drawings. 
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Figure 26: Biological Evaluation Percentage for Domain-Agnostic Graph Drawing 
 
Method of Data Analysis 
The primary goal of the data analysis was to discover the trends that answered the research 
questions posed in Chapter 1.  The experimental data collected will inform biomedical 
researchers on the relative efficiency of the novel algorithms as well as the aesthetic quality 
(readability) and biological meaningfulness of the resulting layouts. 
The variance of each graph drawing algorithm was calculated by computing the variance 
over each repeated execution of the algorithm on the same input PIN.  The formula in Figure 27 
was used to calculate the variance of each metric for each algorithm.  The variances were also 
averaged over all metrics and PINs to create a single aggregate variance quantity for each 
algorithm.  Algorithms with low variance are desirable, because high variance algorithms may 
require repeated executions by the researchers creating a visualization.   
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𝑣𝑚
2 =  
1
|𝐸| − 1
∑(𝑥𝑖 − 𝑥)
2
|𝐸|
𝑖=1
 
𝑣𝑚 = Variance of metric m 
|𝐸| = Number of executions = 5 
𝑥𝑖 = value of metric m on the ith execution  
𝑥 = mean value of metric m over all executions 
Figure 27: Metric Variance Formula 
 
Once the variance of each algorithm was calculated, all of the results from the repeated 
executions were averaged for each algorithm and PIN pair.  This reduced the size of the data by a 
factor of five (the number of repeat executions).  The remaining results are presented as line 
graphs similar to Figure 26, and as clustered bar charts that are clustered by graph drawing 
algorithm.  The aggregate results are also presented in tabular format.  These tables and charts 
address all three research questions posed in Chapter 1. 
 
Implementation Details 
All algorithms included in this research were implemented in Java for the popular Cytoscape 
open source bioinformatics application.  Visualization and user interfaces were also implemented 
with Java.  Anaconda 3 (Python) and Microsoft Excel technologies were utilized in these 
experiments for data preprocessing and analysis.  File based data was formatted in XML, CSV, 
OBO, GAF, and GO annotation formats. 
The high-level system architecture is presented in Figure 28.  The semantic similarity engine 
was used as a cache to reduce the time required to compute similarity scores.  The cache is 
cleared and reloaded from storage any time a new graph drawing is generated.  This ensures that 
the similarity scores are accurate. 
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Figure 28: High-Level System Architecture 
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User Interface Features 
The User Interface Plugin provides text fields for specifying the ontology and annotation 
files required for calculating the BEP metric.  A field is available for specifying the path to a 
CSV file containing the semantic similarities required for GO-Similarity Merger and GO-
Similarity Refinement.  A class file, also in CSV format, can be specified for executing the 
Garcia graph drawing algorithm.  Additional fields are present to select the cluster size, results 
path, layout name, and the number of executions to repeat.  There are separate buttons for 
initiating each of the four graph drawing algorithms.  Metrics are automatically collected while 
the graph drawing algorithms are being executed.  Each execution of an algorithm adds an 
additional row to a file named “results.csv.”  Graph drawings are saved to the results folder in 
XGMML format.  
 
 
Figure 29: User Interface for Experimental Framework 
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Test Networks 
 The test networks are summarized by Table 5.  Obtained from the BioGRID database, these 
PINs test the algorithms on very small (Dog) and very large (Human) interactomes. 
 
Organism Common Name Non-Redundant 
Interactions 
GO Annotations 
Canis familiaris Dog 32 116,050 
Sus scrofa Pig 72 139,700 
Escherichia coli E. coli 125 25,857 
Gallus gallus Chicken 353 151,569 
Bos taurus Cow 386 138,497 
Homo sapien Human 278,645 473,083 
Table 5: Benchmark Protein Interaction Networks 
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Resource Requirements 
The following hardware and software resources were used to carry out the research. 
 
Hardware 
• Intel i7 6700K 4.7GHz CPU 
• GeForce GTX 980 Ti SLI GPUs 
 
Software 
• Cytoscape 2.8.1 
• IntelliJ Community Edition 2016.1.1 
• Visual Studio 2017 
• Anaconda 5.3 
• Semantic Measures Library Toolkit 0.9.4 
• Excel Office 365 
• Unity 5.3.1 
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4. Results 
This section presents the experimental results in the form of tables, graphs, and output graph 
drawings. 
 
Introduction 
The goal of this study was to implement a novel graph drawing algorithm and evaluate it 
against the existing algorithms in terms of seven performance and aesthetic metrics.  The three 
research questions proposed in Chapter 1 have been answered using the methodology described 
in Chapter 3.  The novel graph drawing algorithm has been compared to the canonical multilevel 
algorithm established by Walshaw in 2001.  It has also been compared to the algorithms 
developed by Garcia et al. (2006) and Tuikkala et al. (2012).  First, the variance of each graph 
drawing algorithm is presented.  Then, the experimental results are visualized with line graphs 
and bar charts.  Samples of the graph drawings themselves are included in this chapter.  
Aggregate results are also presented in tabular format.  The complete table of numerical results is 
available in Appendix C.   
 
Presentation and Formatting of Results 
Table cells have been colored on a red and green scale.  Green values represent the most 
desirable results whereas red values represent undesirable results.  In the Metrics section of the 
Methodology chapter, each metric is classified as a metric that we want to either maximize or 
minimize.  Results are ordered from smallest to largest PIN size: Dog, Pig, E. coli, Chicken, 
Cow, and Human.  Refer to Table 5 in the Methodology chapter for the binomial nomenclature 
for each species. 
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Algorithm Variance 
The variance of each metric has been computed using the metric variance formula described 
in the Methodology chapter.  The novel algorithm had the lowest variance in biological 
evaluation percentage, but the highest variance in Mean CPU, Time, ECR and MAM.  When the 
variance was averaged across all metrics, the novel algorithm had the second lowest variance.  
The lowest overall variance, computed by the Metric Variance Formula in Figure 27, was 
achieved by the Tuikkala algorithm.  As indicated in Table 6, the novel GO-Guided algorithm 
had the highest variance in four of the seven metrics recorded, and the second highest variance in 
two of the remaining three metrics.  Only the BEP metric had low variance between executions 
of the GO-Guided algorithm.  These results indicate that it may be necessary to run the GO-
Guided drawing algorithm more times to achieve the desired aesthetic qualities. 
 
  Max CPU Mean CPU Time ECR MAM EOM BEP 
Garcia 0.291293 0.139304 0.155636 0.192676 0.061050 0.001475 0.797241 
GO-Guided 0.276543 0.162512 0.274355 0.318961 0.077860 0.001451 0.532202 
Tuikkala 0.249081 0.154125 0.124190 0.165771 0.074814 0.001152 0.650751 
Walshaw 0.268405 0.118585 0.218752 0.098132 0.077011 0.001240 0.775997 
Table 6: Normalized Metric Variance 
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Figure 30: Normalized Aesthetic Metric Variance 
 
 
 
 
Figure 31: Mean Overall Variance 
 
It must be noted that a low variance does not indicate that an algorithm has good performance.  It 
only indicates that the algorithm exhibits consistent performance.   A consistent algorithm does 
not need to be executed as many times because the graph drawings created on each execution 
will have similar layouts.  
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Performance Results 
As expected, the Garcia and novel algorithms required more processing and elapsed time to 
execute.  This is due to the additional processing required to add hidden nodes and calculate the 
additional forces introduced to the simulation by the additional nodes.  The additional processing 
required for the Garcia algorithm scales according to the number of hidden class nodes, which is 
a function of the number of annotations defined by the gene ontology.  Table 7 lists the 
annotation files sizes for each network. 
 
Common Name GAF File Size (KB) Unique Classes in Input CSV 
Dog 25,793 14,524 
Pig 23,796 13,694 
E. coli 3,032 3,150 
Chicken 17,047 11,906 
Cow 30,117 14,786 
Human 67,677 17,026 
Table 7: Garcia Class Sizes 
 
Table 8 lists the mean overall performance results for the four algorithms across all 480 tests 
executed.  The complete results are presented in Appendix C.  In terms of these metrics, the 
Tuikkala and Walshaw algorithms outperformed the Garcia and GO-Guided algorithms. 
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  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 32.92 14.43 33,522.08 
GO-Guided 30.62 14.48 25,625.43 
Tuikkala 30.30 16.74 15,258.15 
Walshaw 28.86 11.99 25,114.93 
Table 8: Mean Performance Results over all executions 
 
Tables 9 through 14 give the mean performance results for each of the six PINs used in these 
experiments. 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 11.00 9.10 128.05 
GO-Guided 13.25 11.25 120.90 
Tuikkala 10.90 10.25 118.50 
Walshaw 8.00 7.95 114.20 
Table 9: Mean Performance Results for Dog PIN 
 
Table 10 shows an exception to the rule of scaling observed with the Garcia class file sizes in 
Table 7.   While the pig PIN has a large annotation file size of 23,796 KB, it is a relatively small 
PIN.  This PIN was drawn quickly compared to the other PINs.  The Pig PIN was drawn on 
average between 0.175 seconds and 0.314 seconds across all four algorithms. 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 11.70 6.80 175.20 
GO-Guided 7.50 6.30 240.80 
Tuikkala 9.70 9.10 210.95 
Walshaw 11.75 11.75 314.15 
Table 10: Mean Performance Results for Pig PIN 
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  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 23.35 23.20 1,438.50 
GO-Guided 34.40 22.20 5,265.65 
Tuikkala 27.80 19.90 4,368.75 
Walshaw 20.25 12.25 5,727.55 
Table 11: Mean Performance Results for E. coli PIN 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 29.05 15.35 10,917.35 
GO-Guided 32.10 15.55 23,344.55 
Tuikkala 44.60 17.30 31,885.50 
Walshaw 50.70 15.50 62,439.55 
Table 12: Mean Performance Results for Chicken PIN 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 39.65 18.60 9,194.55 
GO-Guided 20.65 20.65 1,455.50 
Tuikkala 29.60 29.60 1,478.25 
Walshaw 15.90 15.15 2,517.10 
Table 13: Mean Performance Results for Cow PIN 
 
 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 82.75 13.55 179,278.80 
GO-Guided 75.80 10.95 123,325.15 
Tuikkala 59.20 14.30 53,486.95 
Walshaw 66.55 9.35 79,577.05 
Table 14: Mean Performance Results for Human PIN 
 
Tables 10 through 14, ordered by PIN size, show that there is only a performance impact to using 
hidden class nodes when drawing the larger Cow and Human PINs. 
Tables 15 through 18 show that the additional processing required by the novel GO-Guided 
algorithm scales inversely proportional to the cluster size.  Since the GO-Guided hidden nodes 
are based on coarser parent graph clusters, a larger cluster size results in fewer hidden nodes.  
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This explains why the performance of the novel algorithm approaches that of the fastest 
algorithm (Tuikkala) as the cluster size increases.  The Garcia algorithm performed well with the 
relatively small Pig, E. coli and Chicken PINs.  For these PINs, ranging from 72 to 353 non-
redundant interactions, the Garcia algorithm had the fastest performance. 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 33.13 16.57 18,288.27 
GO-Guided 33.97 19.33 23,702.80 
Tuikkala 30.57 18.73 8,523.23 
Walshaw 24.57 12.77 14,935.20 
Table 15: Mean Performance Results for Cluster Size of 2 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 31.97 13.17 46,205.60 
GO-Guided 27.40 13.00 29,317.77 
Tuikkala 26.60 14.07 14,879.20 
Walshaw 28.30 12.43 19,806.80 
Table 16: Mean Performance Results for Cluster Size of 4 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 31.30 12.67 31,648.00 
GO-Guided 29.87 13.00 24,278.80 
Tuikkala 32.07 17.07 13,714.07 
Walshaw 31.57 12.40 27,959.23 
Table 17: Mean Performance Results for Cluster Size of 8 
 
 
  Max CPU (%) Mean CPU (%) Time (ms) 
Garcia 35.27 15.33 37,946.43 
GO-Guided 31.23 12.60 25,202.33 
Tuikkala 31.97 17.10 23,916.10 
Walshaw 31.00 10.37 37,758.50 
Table 18: Mean Performance Results for Cluster Size of 16 
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 CPU usage and execution time were highest when the largest input PINs were drawn.  The 
Human PIN is approximately two orders of magnitude larger than the other PINs tested.  This is 
due to the fact that researchers focus on the human proteome more often than on model 
organisms such as pigs and dogs.  Studying human protein interactions has the potential to 
benefit public health by leading to clinical applications of the research. 
 Table 19 further aggregates the results presented in Tables 8 through 18 by counting the 
occurrences of best overall performance (green cells).  The simplest algorithm, Walshaw, had the 
best overall performance.  The worst performing algorithm was the novel GO-Guided algorithm.  
Figures 32 and 33 present Table 19 as column and stacked column charts, respectively. 
 
  Best Max CPU Best Mean CPU Best Time 
Garcia 1 1 3 
Go-Guided 2 1 1 
Tuikkala 2 0 6 
Walshaw 6 9 1 
Table 19: Occurrences of Best Overall Performance 
 
  
Figure 32: Aggregated Best Performance Counts 
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Figure 33: Aggregated Best Performance Counts (stacked) 
 
The Walshaw and Tuikkala algorithms consistently outperformed the Garcia and novel 
algorithms in terms of CPU usage and time required for execution.  Computing pairwise 
repulsive interaction forces is quadratic in terms of the number of nodes in the graph.  Adding 
hidden class nodes in the Garcia and GO-Guided algorithms causes the CPU usage and elapsed 
time to increase on this order.  Additional force calculations are also computed for the attractive 
forces between protein nodes and the hidden class nodes.  Calculating these additional attractive 
forces scale linearly in terms of the number of edges in the graph. 
  
0
2
4
6
8
10
12
14
16
18
Garcia Go-Guided Tuikkala Walshaw
Aggregated Best Performance Counts
Best Max CPU Best Mean CPU Best Time
57 
 
 
 
 
Aesthetic Results 
The tables below present the aggregated aesthetic metric results from the 480 executed tests.  
The Walshaw method outperformed the other methods in terms of minimizing the edge crossings 
ratio aesthetic metric.  The Garcia algorithm produced graph drawings with the best measured 
minimum angle metrics.  The Tuikkala and novel algorithms produced graph drawings that 
maximized the edge orthogonality metric.  The novel GO-Guided algorithm produced the most 
biologically meaningful layouts for all PINs. 
 
  Best ECR Best MAM Best EOM Best BEP 
Garcia 4 10 1 0 
Go-Guided 0 0 4 11 
Tuikkala 2 0 5 0 
Walshaw 5 1 1 0 
Table 20: Occurrences of Best Overall Aesthetic Metrics 
 
 
 
Figure 34: Aggregated Best Aesthetic Counts 
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Figure 35: Aggregated Best Aesthetic Counts (stacked) 
 
Table 21 shows the four aesthetic metrics aggregated over all 480 tests.  Each of the four 
algorithms performed optimally for a single aesthetic metric.  The Garcia algorithm performed 
best in terms of maximizing the Minimum Angle Metric.  The GO-Guided algorithm 
outperformed the other algorithms for maximizing the Biological Evaluation Percentage.  The 
Tuikkala algorithm performed best in terms of maximizing the Edge Orthogonality Metric.  The 
Walshaw algorithm best minimized the Edge Crossings Ratio metric. 
 
  ECR MAM EOM BEP 
Garcia 0.001942 0.834956 0.965412 -0.146026 
GO-Guided 0.004845 0.760880 0.965618 0.200618 
Tuikkala 0.000757 0.799074 0.965701 -0.157631 
Walshaw 0.000742 0.794479 0.965541 -0.184447 
Table 21: Mean Aesthetic Results over all executions 
 
Tables 22 through 27 show how each algorithms performed in terms of the aesthetic metrics for 
each of the six PINs tested.  The results are presented in order of increasing PIN size.   
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  ECR MAM EOM BEP 
Garcia 0.000000 0.754477 0.962906 -0.284199 
GO-Guided 0.000641 0.707628 0.965352 -0.244731 
Tuikkala 0.000000 0.679859 0.965162 -0.275739 
Walshaw 0.000000 0.672318 0.963959 -0.308679 
Table 22: Mean Aesthetic Results for Dog PIN 
 
The GO-Guided algorithm consistently performed worst in terms of minimizing the edge 
crossings.  For the Dog and E. coli PINs, only the GO-Guided algorithm created layouts with any 
edge crossings.  The additional attractive forces of GO Similarity Refinement cause the edges to 
cross more often. 
 
  ECR MAM EOM BEP 
Garcia 0.000085 0.848314 0.966020 -0.585464 
GO-Guided 0.003148 0.765773 0.964943 -0.117841 
Tuikkala 0.000137 0.809445 0.964816 -0.596601 
Walshaw 0.001490 0.808681 0.965077 -0.611085 
Table 23: Mean Aesthetic Results for Pig PIN 
 
  ECR MAM EOM BEP 
Garcia 0.000000 0.920060 0.966159 -0.114034 
GO-Guided 0.000800 0.913295 0.965896 0.450500 
Tuikkala 0.000000 0.902506 0.966388 -0.134555 
Walshaw 0.000000 0.901866 0.966225 -0.151515 
Table 24: Mean Aesthetic Results for E. coli PIN 
 
  ECR MAM EOM BEP 
Garcia 0.000421 0.814128 0.965311 0.258446 
GO-Guided 0.003518 0.749393 0.965783 0.401548 
Tuikkala 0.000454 0.785579 0.965217 0.220263 
Walshaw 0.000497 0.771392 0.965389 0.206780 
Table 25: Mean Aesthetic Results for Chicken PIN 
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  ECR MAM EOM BEP 
Garcia 0.000268 0.867398 0.965548 -0.194008 
GO-Guided 0.001406 0.712307 0.965605 0.255803 
Tuikkala 0.000118 0.785575 0.965788 -0.119625 
Walshaw 0.000217 0.780650 0.965696 -0.179034 
Table 26: Mean Aesthetic Results for Cow PIN 
 
The Garcia algorithm maximizes the Minimum Angle Metric up until the largest Human PIN.  
For the Human PIN, both Walshaw and Tuikkala outperform Garcia for MAM.  The Human PIN 
has far more annotations than the other PINs used in these experiments.  The Garcia algorithm 
creates a hidden class node for each of these annotations.  As indicated in Table 5, the Human 
PIN has 18 times as many distinct annotations as the E. coli PIN, and over three times as many 
annotations as the Cow PIN.   
 
  ECR MAM EOM BEP 
Garcia 0.010877 0.805358 0.966530 0.043103 
GO-Guided 0.019559 0.716881 0.966132 0.458430 
Tuikkala 0.003832 0.831482 0.966837 -0.039531 
Walshaw 0.002250 0.831968 0.966902 -0.063147 
Table 27: Mean Aesthetic Results for Human PIN 
 
 No notable trends were observed in the aesthetic results as the cluster size was increased 
from 2 to 16.  These results are presented in Table 28 through 31. 
 
  ECR MAM EOM BEP 
Garcia 0.001983 0.821297 0.965395 -0.120563 
GO-Guided 0.005087 0.760601 0.965312 0.220477 
Tuikkala 0.000894 0.791709 0.965719 -0.152101 
Walshaw 0.000826 0.790094 0.965451 -0.173323 
Table 28: Mean Aesthetic Results for Cluster Size of 2 
 
61 
 
 
 
 
  ECR MAM EOM BEP 
Garcia 0.001670 0.843117 0.965492 -0.156505 
GO-Guided 0.005004 0.759905 0.965906 0.206567 
Tuikkala 0.000969 0.802825 0.965799 -0.155075 
Walshaw 0.000354 0.796676 0.965455 -0.202134 
Table 29: Mean Aesthetic Results for Cluster Size of 4 
 
  ECR MAM EOM BEP 
Garcia 0.002140 0.844668 0.965175 -0.177785 
GO-Guided 0.004569 0.760629 0.965770 0.175448 
Tuikkala 0.000455 0.802424 0.965572 -0.143931 
Walshaw 0.000427 0.796263 0.965563 -0.195003 
Table 30: Mean Aesthetic Results for Cluster Size of 8 
 
  ECR MAM EOM BEP 
Garcia 0.001975 0.830741 0.965588 -0.129250 
GO-Guided 0.004721 0.762383 0.965485 0.199982 
Tuikkala 0.000709 0.799339 0.965715 -0.179417 
Walshaw 0.001363 0.794885 0.965696 -0.167327 
Table 31: Mean Aesthetic Results for Cluster Size of 16 
 
The resulting PIN graph drawings were recorded for each of the 480 tests executed in this study.  
Figures 43 through 60 are PIN graph drawings selected to illustrate the visual differences 
between the layouts. 
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Figure 36: Chicken PIN Maximum MAM Result 
 
The Chicken PIN graph drawing with the best minimum angle metric is shown in Figure 36.  It 
was drawn with the Garcia algorithm and a cluster size of 4.  The MAM measured 0.8365 for 
this graph drawing.  Graph drawings with a high minimum angle metric have adjacent nodes 
spread out evenly around hub nodes. 
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Figure 37: Chicken PIN Minimum MAM Result 
 
Figure 37 shows the Chicken PIN graph drawing with the worst recorded minimum angle metric.  
The MAM for this graph drawing measured 0.7352.  It was drawn with the GO-Guided 
algorithm and a cluster size of 4.  Graph drawings with a low MAM average smaller angles 
between incident edges. 
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Figure 38: Chicken PIN Maximum BEP Result 
 
The Chicken PIN graph drawing with the best recorded BEP was created with the novel GO-
Guided algorithm.  The BEP measured 0.4895 for the graph drawing labeled Figure 38.  The 
GO-Guided algorithm produced the layout with node positions that most closely conformed to 
the semantic similarities defined by the Gene Ontology. 
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Figure 39: Chicken PIN Maximum BEP Result Zoomed 
 
Figure 39 presents a zoomed in view of the nodes between the two hub nodes in Figure 38.  The 
nodes positions can be compared with Figure 41 in order to contrast a high BEP and a low BEP 
graph drawing.  In this graph drawing, the closest protein to HSP90AA1 is HSPD1.  These 
proteins have a semantic similarity of 0.5065.  Semantic similarities range from 0 to 1.  A 
semantic similarity of 0 means that the only shared ancestor of the two proteins is the root node 
of the ontology.  Two identical proteins have a semantic similarity of 1. 
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Figure 40: Chicken PIN Minimum BEP Result 
 
The Chicken PIN graph drawing with the lowest recorded BEP (0.0446) was drawn with the 
domain-agnostic Walshaw algorithm and a cluster size of 8.  Domain-agnostic algorithms 
produce graph drawings with more uniform, but less biologically meaningful, node positions. 
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Figure 41: Chicken PIN Minimum BEP Result Zoomed 
 
In this graph drawing, the closest protein to HSP90AB1 is LDHA.  The semantic similarity of 
these two proteins is 0. 
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Figure 42: Chicken PIN Minimum ECR Result 
 
The Garcia algorithm with a cluster size of 16 produced the Chicken PIN graph drawing with the 
fewest edge crossings.  The edge crossing ratio measured 0.0002 for Figure 42.  The hidden class 
nodes appear to help minimize the ECR. 
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Figure 43: Chicken PIN Maximum ECR Result 
 
The worst recorded edge crossing ratio for the Chicken PIN graph drawings was 0.0059.  This 
graph drawing was produced with the novel GO-Guided algorithm with a cluster size of 16. 
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Figure 44: Cow PIN Maximum EOM Result 
 
The Cow PIN graph drawing with the best 
recorded edge orthogonality metric (0.9673)  
was drawn with the domain-agnostic 
Tuikkala algorithm and a cluster size of 2. 
 
 
 
Figure 45: Cow PIN Minimum EOM Result 
 
The GO-Guided algorithm with a cluster 
size of 2 produced the Cow PIN graph 
drawing with the worst edge orthogonality 
metric: 0.9639. 
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Figure 46: Human PIN Maximum BEP Result 
 
Out of the 80 Human PIN graph drawings produced in this study, Figure 46 had the highest 
Biological Evaluation Percentage.  The BEP measured 0.5425.  Figure 46 was drawn with the 
novel GO-Guided algorithm and a cluster size of 2. 
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Figure 47: Human PIN Maximum BEP Result Zoomed 
 
Figure 47 provides a zoomed in view of hub protein TGFBR1.  Gene product TGFBR2 is seen in 
close proximity to TGFBR1.  These proteins have a semantic similarity of 0.6213 and are both 
related to a connective tissue disorder known as Loeys-Dietz syndrome. 
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Figure 48: Human PIN Minimum BEP Result 
 
The Human PIN graph drawing with the lowest BEP measured -0.2138.  A negative BEP 
indicates that the random trace was more biologically meaningful than the trace resulting from 
the layout.  Figure 48 was drawn with the domain-agnostic Walshaw algorithm and a cluster size 
of 4. 
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Figure 49: Human PIN Minimum BEP Result Zoomed 
 
TGFBR2 is not seen in the zoomed in view of Figure 49.  This may reduce the edge crossing 
ratio, but it results in a less biologically meaningful layout. 
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Figure 50: Human PIN Maximum ECR Result 
 
The Human PIN graph drawing with the worst recorded edge crossing ratio was drawn with the 
Garcia algorithm and a cluster size of 8.  The ECR measured 0.0221.  This is similar to the 
results displayed in Figure 43. 
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Figure 51: Human PIN Minimum ECR Result 
 
The Human PIN graph drawing with the best ECR was produced with the Tuikkala algorithm 
and a cluster size of 8.  Figure 51 has an ECR of 0.0004. 
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Figure 52: Pig PIN Maximum MAM Result 
 
Figure 52 is the Pig PIN graph drawing with the best recorded minimum angle metric.  Figure 52 
was drawn with the Garcia algorithm and a cluster size of 4.  The MAM measures 0.8923 for this 
graph drawing.   
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Figure 53: Pig PIN Minimum MAM Result 
 
The Pig PIN graph drawing with the worst MAM was created with the GO-Guided algorithm 
and a cluster size of 4.  The worst MAM measured 0.7416. 
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Figures 54 through 65 show the semantic similarity, random and optimal traces used to 
calculate the BEP metric for the best and worst layouts generated for each PIN tested.  BEP is 
explained thoroughly in the Metrics section of Chapter 3.  Figure 25 in Chapter 3 gives the 
formula for calculating BEP from the semantic similarity, random and optimal traces.  BEP is the 
ratio of the area between the semantic similarity trace and random trace to the area between the 
optimal trace and random trace. 
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Figure 54: Chicken PIN Minimum BEP Traces 
 
 
Figure 55: Chicken PIN Maximum BEP Traces 
 
Figure 54 shows the BEP traces for the Chicken PIN graph drawing with the lowest recorded 
BEP.  This layout was created in 70.0 seconds using the Walshaw algorithm with a cluster size 
of 8.  Figure 55 shows the GO-Guided semantic similarity trace for the Chicken PIN graph 
drawing with the highest BEP.  This graph drawing was generated in 22.0 seconds.  While the 
GO-Guided graph drawing has a 999 percent better BEP and was drawn in 69 percent less time, 
it has a 293 percent worse edge crossings ratio, and 2 percent worse minimum angle metric. 
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Figure 56: Cow PIN Minimum BEP Traces 
 
 
Figure 57: Cow PIN Maximum BEP Traces 
 
The best Cow PIN graph drawing was created with the GO-Guided algorithm in one tenth of the 
time required by the worst performing Garcia algorithm.  The Garcia layout had fewer edge 
crossings and a 24.2 percent better minimum angle metric. 
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Figure 58: Dog PIN Minimum BEP Traces 
 
 
Figure 59: Dog PIN Maximum BEP Traces 
 
Unique to the Dog PIN, the GO-Guided algorithm created both the best and worst layouts with 
respect to BEP.  This anomalous result is caused by the fact that the Dog PIN is extremely small 
with only 32 protein interactions. 
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Figure 60: E. coli PIN Minimum BEP Traces 
 
 
Figure 61: E. coli PIN Maximum BEP Traces 
 
The E. coli PIN visualization with the lowest BEP was generated using the Garcia algorithm over 
1.68 seconds with a mean CPU usage of 22 percent.  The E. coli PIN drawing with the highest 
BEP was generated with the GO-Guided algorithm over 6.10 seconds with a mean CPU usage of 
37 percent.  The differences in edge crossings ratio and minimum angle metric were less than 1 
percent.  In the Garcia layout, proteins adjacent to hub nodes are more uniformly positioned.  
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Figure 62: Human PIN Minimum BEP Traces 
 
 
Figure 63: Human PIN Maximum BEP Traces 
 
The GO-Guided Human PIN graph drawing took considerably longer to generate than the 
Walshaw graph drawing: 118.8 seconds versus 32.2 seconds.  The GO-Guided graph drawing is 
characterized by longer edges and an edge crossings ratio that is 12 times greater. 
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Figure 64: Pig PIN Minimum BEP Traces 
 
 
Figure 65: Pig PIN Maximum BEP Traces 
 
At only 72 interactions, the Pig PIN is the second smallest PIN included in this study.  The 
lowest BEP graph drawing was generated using the Tuikkala algorithm in 0.179 seconds.  The 
highest BEP graph drawing was generated using the GO-Guided algorithm in 0.235 seconds.     
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Figure 66: 114th Coarsest Cow PIN Intermediate Graph 
 
One of the novel aspects of GO-Similarity Merger is the ability to view the intermediate 
coarsened graphs created in the multilevel drawing process.  Figure 66 is the 114th coarsest graph 
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produced when drawing the Cow PIN using the GO-Guided algorithm.  Intermediate graphs 
created with the novel algorithm contain hidden class nodes.  The hidden class nodes have been 
colored red using Cytoscape’s Vizmapper.  The selected yellow node is a hidden class node 
containing the following proteins listed in Figure 67. 
 
 
CCNA2 
Prkcg 
Uhrf1 
PRKDC 
HIST1H1A 
CALM1 
Grm5 
Grm8 
FLNA 
 
Figure 67: 114th Coarsest Cow PIN Highlighted Node Cluster 
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Figure 68: 88th Coarsest Cow PIN Intermediate Graph 
 
Figure 68 is the 88th coarsest Cow PIN graph drawing.  The highlighted node contains the gene 
products listed in Figure 69. 
 
Hspa8 
DNAJC3 
ERH 
PRKACB 
 
Figure 69: 88th Coarsest Cow PIN Highlighted Node Cluster 
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Figure 70: 31st Coarsest Human PIN Intermediate Graph 
 
Labeling the nodes becomes problematic with larger graphs.  Figure 70 is the 31st coarsest 
Human PIN graph drawing.  The highlighted node contains 318 proteins listed in Appendix D 
Figure 79. 
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5. Conclusions, Implications, Recommendations, and Summary 
This section draws conclusions from the study, details the implications of the findings, and 
makes recommendations for future study. 
 
Conclusions 
Chapter 4 presented the aggregated results of the 480 tests conducted in this experiment.  
The algorithm variance was calculated according to the method described in Chapter 3.  The 
algorithm with the lowest variance of metrics was Tuikkala.  The Garcia algorithm had the 
highest variance of metrics.  The novel GO-Guided algorithm had the lowest variance in biological 
evaluation percentage, but the highest variance in Mean CPU, Time, ECR and MAM.  For the Dog 
PIN graph drawings, the GO-Guided algorithm produced both the minimum and maximum recorded 
edge crossing ratios.  These results indicate that the novel algorithm will require more executions on 
average to achieve the desired aesthetics.  As Figure 29 shows, it is possible to perform unattended 
batched executions of the graph drawing algorithms using the Cytoscape plugin’s UI. 
Three questions were posed when this experimental study was designed.  The first question, 
RQ1, sought to determine how the efficiency of a novel Gene Ontology-based method compared 
to the methods currently being used by systems biologists.  The performance results were based 
on CPU usage and elapsed time.  The Walshaw algorithm consumed the least amount of CPU 
time on average.  This CPU performance advantage was consistent across all protein interaction 
networks and cluster sizes.  The Garcia method was the fastest algorithm for drawing the smaller 
protein interaction networks, but it was the slowest algorithm for drawing large protein 
interaction networks.  Overall, the fastest graph drawing algorithm was the Tuikkala method.  
Varying the cluster size of the coarsening phase affected each algorithm differently.  The 
Walshaw algorithm required more time as the cluster size increased.  The GO-Guided algorithm 
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required less time as the cluster size increased.  With a cluster size of 2, the GO-Guided 
algorithm was 180% slower than the Tuikkala algorithm.  With a cluster size of 16, the GO-
Guided algorithm was only 5% slower than the Tuikkala method.  These results are presented in 
Tables 15 through 18.  The results can also be found, in finest granularity, in Appendix C. 
RQ2 asked how the aesthetic properties quantified by the edge crossings, ideal minimum 
angle conformity and edge orthogonality metrics are affected by the novel Gene Ontology-based 
coarsening and refinement.  Each of the three algorithms from the prior research performed best 
at one aesthetic metric.  The novel GO-Guided algorithm did not improve on any of the tested 
aesthetic metrics.  The Garcia algorithm performed best at maximizing the Minimum Angle 
Metric.  The Garcia algorithm’s hidden class nodes, created based on the GO annotations of the 
nodes, helps to maximize the minimum angles between adjacent edges of the nodes.  The 
Walshaw domain-agnostic force-directed graph drawing algorithm performed best at minimizing 
the edge crossings.  Reducing the number of edge crossings produces graphs that are easier to 
read (Purchase, 2002).  The Garcia algorithm minimized edge crossings well with small cluster 
sizes, but did not perform well with larger cluster sizes.  The Tuikkala domain-agnostic graph 
drawing algorithm created the maximal graph drawings in terms of edge orthogonality.  There 
was little variance in the Edge Orthogonality Metric, because none of the algorithms 
intentionally arranges the edges along an orthogonal grid. 
The goal of answering RQ3 was to determine if incorporating Gene Ontology data into the 
coarsening and refinement phases would result in a local minimum energy configuration that 
conveys ontological data usefully.  For all protein interaction networks tested, the GO-Guided 
novel algorithm produced the most biologically meaningful layouts.  The BEP metric designed 
and implemented by Tuikkala et al. was maximized throughout the experiments by the GO-
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Guided algorithm.  The GO-Guided graph drawing algorithm succeeded in visually capturing the 
semantic similarities computed based on the ontologies.  The BEP metric quantified how much 
of an improvement the novel algorithm made compared to methods used in the prior research.  
As indicated in the aesthetic metric tables in Chapter 4, the GO-Guided algorithm was the only 
method that averaged a positive BEP over all PINs.  The full experimental results listed in 
Appendix C record instances in which the prior algorithms recorded positive BEP values in this 
study, but none of the prior algorithms averaged a positive BEP for all executions of an input 
PIN.  Table 21 shows that when aggregated over the 480 tests performed, the GO-Guided 
algorithm created layouts that are 237 percent more biologically meaningful than the next best 
algorithm.  This improvement to the BEP metric came at a cost of additional edge crossings and 
smaller minimum angles between adjacent edges, both of which are undesirable aesthetics.  
These drawbacks were quantified as a 553 percent increase in Edge Crossing Ratio and a 4.2 
percent reduction in Minimum Angle Metric when compared to the Walshaw algorithm which 
performed best with respect to these two metrics. 
 
Implications 
This study has shown that incorporating Gene Ontology data into the coarsening and 
refinement policies of a multi-level graph drawing algorithm can produce more biologically 
meaningful layouts than the methods used in prior research.  Graph drawings with a high 
Biological Evaluation Percentage are drawn such that gene products with similar function, 
location, or biological process participation are near each other.  This is a very useful property of 
a protein interaction network graph drawing because it will minimize the amount of manual 
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modification required to create a graph drawing that is useful for visualizing the gene products 
related to the specific biochemical process, disease or family of proteins under study.  
For interactive protein interaction network analysis, the coarsened graphs show potential.  
Examples of intermediate coarsened graphs are presented in Figures 61 to 66.  The primary 
challenge with including coarsened graph drawings in literature is giving the nodes meaningful 
labels.  This is one area of potential future study considered in the next section. 
 
Recommendations 
Several areas of further study were identified while conducting this research.  The Garcia 
algorithm succeeded in maximizing the Minimum Angle Metric, but despite being the only other 
algorithm to incorporate domain knowledge, it did not produce biologically meaningful layouts.  
This is likely due to the large number of annotations contained in the GAF input files used to 
generate the class files.  See Table 5 for the annotation file sizes for the protein interaction 
networks used in this study.  See Appendix A for specific details on the GAF file format and the 
Python script used to generate the classes from annotation data.  It may be possible to improve 
the BEP of Garcia PIN graph drawings by defining the hidden class nodes by other means.  One 
option is to generate hidden class nodes that represent protein families.  Protein families are 
groups of proteins that share common evolutionary origin (Apweiler, Attwood, Bairoch, 
Bateman, & Birney, 2001).  While this idea was only briefly explored in this study, a Python 
script is included in Appendix A that is capable of generating the Garcia class node input file by 
parsing the interactors read from a Biogrid protein interaction network and making REST calls to 
the InterPro database hosted online by the European Bioinformatics Institute to obtain each 
protein’s protein family (Pfam attribute). 
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None of the algorithms was particularly dominant in terms of the Edge Orthogonality 
Metric.  This is a desirable aesthetic that improves graph drawing readability (Purchase, 2002), 
so it may be worthwhile to implement changes in these graph drawing algorithms specifically 
designed to improve the EOM.  While the three chosen aesthetic metrics were measured for all 
480 tests in this study, no advancements were made to improve the aesthetic qualities quantified 
by the metrics.  The GO-Guided methods defined in this study only improved the biological 
meaningfulness of the graph drawings. 
Another extension of this research is to measure the effects of filtering the GO annotation 
input data to generate similarity scores focused on more specific problem spaces.  The GO 
annotations span three ontological namespaces: molecular functions, biological processes, and 
cellular components.  Limiting the annotations to a single namespace may produce a layout that 
is more meaningful for the research being performed.  For example, if the visualization is being 
created for a study limited to the structure of biomolecules, then it may be beneficial to consider 
only the annotations in the cellular components ontological namespace.  As of November 2018, 
the Homo sapien proteome has 473,083 annotations defined in the Gene Ontology.  The Bos 
Taurus proteome has been annotated 29,054 times.  Given that each species has an extremely 
large set of annotations, it is reasonable to suspect that additional preprocessing of the GAF files 
will greatly alter the resulting Garcia and GO-Guided layouts. 
A final recommendation for future study is to survey biomedical researchers to assess the 
effectiveness of these different PIN graph drawing algorithms.  The survey could also be used to 
elicit domain expertise to aid in the design of new domain specific graph drawing algorithms. 
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Chapter Summary 
This study demonstrated how a domain-specific graph drawing algorithm that incorporates 
Gene Ontology annotations into the drawing process produces a more biologically meaningful 
layout for the visualization of human and model organism protein interaction networks.  The 
tradeoffs between efficiency, aesthetic measures, and biological meaningfulness have been 
quantified in the results.  These layouts cluster gene products with high relative semantic 
similarities, making it easier for researchers to include impactful graph drawings in their 
literature.  By drawing similar proteins in close proximity to each other, researchers are more 
likely to find a labeled view at a suitable level of granularity that is relevant to the specific area 
of research for which the graph drawing is being created.  The layouts will also help biomedical 
researchers to discover relevant biochemical relationships while viewing the graph drawings in 
Cytoscape. 
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Appendix A 
File Formats and Data Preprocessing 
 
 
Figure 71 shows the Python script used to extract the list of the interactions from a PSI 2.5 XML 
formatted PIN, generate a query file in the tab separated format required by the Semantic 
Measures Library Toolkit and store the semantic similarities in the CSV formatted similarities 
format required by the plugin developed for this study. 
 
from xml.dom import minidom 
import subprocess 
 
def run_command(command): 
    p = subprocess.Popen(command, 
                         stdout=subprocess.PIPE, 
                         stderr=subprocess.STDOUT) 
    return iter(p.stdout.readline, b'') 
 
# Cow 
#psipath = '..\Test_Networks\cow\BIOGRID-ORGANISM-Bos_taurus-3.4.145.psi25.xml' 
#gopath = "../Test_Networks/go.obo" 
#annotspath = "../Test_Networks/cow/goa_cow.gaf" 
 
# E. Coli 
#psipath = '..\Test_Networks\e_coli\BIOGRID-ORGANISM-Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml' 
#gopath = "../Test_Networks/go.obo" 
#annotspath = "../Test_Networks/e_coli/gene_association.ecocyc" 
 
# Human 
psipath = r'..\Test_Networks\human\BIOGRID-ORGANISM-Homo_sapiens-3.4.145_3.psi25.xml' 
gopath = "../Test_Networks/go.obo" 
annotspath = "../Test_Networks/human/goa_human.gaf" 
 
# Chicken 
#psipath = r'..\Test_Networks\chicken\BIOGRID-ORGANISM-Gallus_gallus-3.4.133.psi25.xml' 
#gopath = "../Test_Networks/go.obo" 
#annotspath = "../Test_Networks/chicken/goa_chicken.gaf" 
 
# Dog 
#psipath = r'..\Test_Networks\dog\BIOGRID-ORGANISM-Canis_familiaris-3.4.133.psi25.xml' 
#gopath = "../Test_Networks/go.obo" 
#annotspath = "../Test_Networks/dog/goa_dog.gaf" 
 
# Pig 
#psipath = r'..\Test_Networks\pig\BIOGRID-ORGANISM-Sus_scrofa-3.4.133.psi25.xml' 
#gopath = "../Test_Networks/go.obo" 
#annotspath = "../Test_Networks/pig/goa_pig.gaf" 
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querypath = psipath + '.query' 
resultspath = querypath + '.results' 
 
simcommand = ("java -jar ../SML_Toolkit/sml-toolkit-0.9.4.jar -t sm -profile GO -go " + 
gopath + " -annots " + annotspath 
              + " -filter noEC=IEA -notfound set=-1 -mtype g -queries " + querypath + ' 
-output ' + resultspath 
              + " -pm lin -ic resnik -gm bma -aspect BP -threads 4") 
 
f = open(psipath,'r') 
 
pin = minidom.parse(psipath) 
 
interactors = pin.getElementsByTagName('interactor') 
uniprot_id_map = {} 
 
for interactor in interactors: 
  id = interactor.attributes['id'].value 
  label = interactor.getElementsByTagName('shortLabel')[0].firstChild.data 
  secondaryRefs = interactor.getElementsByTagName('secondaryRef') 
  for element in secondaryRefs: 
      if element.getAttribute('db') == 'uniprot/swiss-prot': 
        uniprot_id = element.getAttribute('id') 
        print(uniprot_id) 
        uniprot_id_map[id] = uniprot_id 
        interactorsFile.write(id + ',' + label + ',' + uniprot_id + '\n') 
 
queryFile = open(querypath, 'w', newline='\n') 
 
interactions = pin.getElementsByTagName('interaction') 
for interaction in interactions: 
   participants = interaction.getElementsByTagName('participant') 
   key1 = participants[0].getElementsByTagName('interactorRef')[0].firstChild.data 
   key2 = participants[1].getElementsByTagName('interactorRef')[0].firstChild.data 
   if key1 in uniprot_id_map and key2 in uniprot_id_map: 
      queryFile.write(uniprot_id_map[key1]) 
      queryFile.write('\t') 
      queryFile.write(uniprot_id_map[key2]) 
      queryFile.write('\n') 
 
f.close() 
interactorsFile.close() 
queryFile.close() 
 
for line in run_command(simcommand): 
    print(line) 
 
 
Figure 71: Python Script used to Generate Similarities CSV File 
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Table 32 lists the annotation fields in the GO Annotation File format (GAF).   
 
 
Table 32: GO Annotation File Format (GAF) 2.0 
 
  
Column Content Required? Cardinality Example
1 DB required 1 UniProtKB
2 DB Object ID required 1 P12345
3 DB Object Symbol required 1 PHO3
4 Qualifier optional 0 or greater NOT
5 GO ID required 1 GO:0003993
6 DB:Reference (|DB:Reference) required 1 or greater SGD_REF:S000047763|PMID:2676709
7 Evidence Code required 1 IMP
8 With (or) From optional 0 or greater GO:0000346
9 Aspect required 1 F
10 DB Object Name optional 0 or 1 Toll-like receptor 4
11 DB Object Synonym (|Synonym) optional 0 or greater hToll|Tollbooth
12 DB Object Type required 1 protein
13 Taxon(|taxon) required 1 or 2 taxon:9606
14 Date required 1 20090118
15 Assigned By required 1 SGD
16 Annotation Extension optional 0 or greater part_of(CL:0000576)
17 Gene Product Form ID optional 0 or 1 UniProtKB:P12345-2
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The SML Toolkit uses Object IDs (column 2), but Object Symbols (column 3) are more useful in 
Cytoscape.  Figure 72 contains the Python script used to convert from IDs to Symbols to be used 
by the plugin created for this study. 
 
from xml.dom import minidom 
import subprocess 
import re 
import requests, sys 
import csv 
 
def getsymbolfromgaf (objectid, gafpath): 
    with open(gafpath) as f: 
        gafdata = csv.reader(f, delimiter='\t') 
        for row in gafdata: 
            #columns = row.split("\t") 
            if(len(row) > 3): 
                if(row[1].lower() == objectid.lower()): 
                    return row[2] 
        return "notfound" 
 
# Cow 
#objectidsimpath = "../Test_Networks/cow/BIOGRID-ORGANISM-Bos_taurus-
3.4.145.psi25.xml.query.results" 
#symbolsimpath = "../Test_Networks/cow/BIOGRID-ORGANISM-Bos_taurus-
3.4.145.psi25.xml.query.results.symbols" 
#annotspath = "../Test_Networks/cow/goa_cow.gaf" 
 
# E. Coli 
#objectidsimpath = "../Test_Networks/e_coli/BIOGRID-ORGANISM-
Escherichia_coli_K12_MG1655-3.4.145.psi25.xml.query.results" 
#symbolsimpath = "../Test_Networks/e_coli/BIOGRID-ORGANISM-Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml.query.results.symbols" 
#annotspath = "../Test_Networks/e_coli/gene_association.ecocyc" 
 
# Human 
objectidsimpath = "../Test_Networks/human/BIOGRID-ORGANISM-Homo_sapiens-
3.4.145_3.psi25.xml.query.results" 
symbolsimpath = "../Test_Networks/human/BIOGRID-ORGANISM-Homo_sapiens-
3.4.145_3.psi25.xml.query.results.symbols" 
annotspath = "../Test_Networks/human/goa_human.gaf" 
 
# Chicken 
#objectidsimpath = "../Test_Networks/chicken/BIOGRID-ORGANISM-Gallus_gallus-
3.4.133.psi25.xml.query.results" 
#symbolsimpath = "../Test_Networks/chicken/BIOGRID-ORGANISM-Gallus_gallus-
3.4.133.psi25.xml.query.results.symbols" 
#annotspath = "../Test_Networks/chicken/goa_chicken.gaf" 
 
# Dog 
#objectidsimpath = "../Test_Networks/dog/BIOGRID-ORGANISM-Canis_familiaris-
3.4.133.psi25.xml.query.results" 
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#symbolsimpath = "../Test_Networks/dog/BIOGRID-ORGANISM-Canis_familiaris-
3.4.133.psi25.xml.query.results.symbols" 
#annotspath = "../Test_Networks/dog/goa_dog.gaf" 
 
# Pig 
#objectidsimpath = "../Test_Networks/pig/BIOGRID-ORGANISM-Sus_scrofa-
3.4.133.psi25.xml.query.results" 
#symbolsimpath = "../Test_Networks/pig/BIOGRID-ORGANISM-Sus_scrofa-
3.4.133.psi25.xml.query.results.symbols" 
#annotspath = "../Test_Networks/pig/goa_pig.gaf" 
 
fout = open(symbolsimpath,'w') 
 
with open(objectidsimpath) as f: 
    simdata = csv.reader(f, delimiter='\t') 
    for row in simdata: 
        if(len(row) < 3 or re.match("^[+-]?\d(>?\.\d+)?$", row[2]) is None): 
            continue   
 
        leftsymbol = getsymbolfromgaf(row[0], annotspath) 
        rightsymbol = getsymbolfromgaf(row[1], annotspath) 
         
        if(leftsymbol != "notfound" and rightsymbol != "notfound"): 
            fout.write(leftsymbol + "," + rightsymbol + "," + row[2] + "\n") 
            print(leftsymbol + "," + rightsymbol + "," + row[2] + "\n") 
             
fout.close() 
     
print("DONE") 
 
Figure 72: Python Script used to Convert Object IDs to Object Symbols 
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The Python script in Figure 73 was used to generate the Garcia classes from the GAF annotation 
files. 
 
from xml.dom import minidom 
import subprocess 
import requests, sys 
import csv 
 
# Cow 
#annotationspath = "../Test_Networks/cow/goa_cow.gaf" 
#classespath = "../Test_Networks/cow/goa_cow.classes.csv" 
 
# E. Coli 
#annotationspath = "../Test_Networks/e_coli/gene_association.ecocyc" 
#classespath = "../Test_Networks/e_coli/gene_association.ecocyc.classes.csv" 
 
# Human 
annotationspath = "../Test_Networks/human/goa_human.gaf" 
classespath = "../Test_Networks/human/goa_human.gaf.classes.csv" 
 
# Chicken 
#annotationspath = "../Test_Networks/chicken/goa_chicken.gaf" 
#classespath = "../Test_Networks/chicken/goa_chicken.gaf.classes.csv" 
 
# Dog 
#annotationspath = "../Test_Networks/dog/goa_dog.gaf" 
#classespath = "../Test_Networks/dog/goa_dog.gaf.classes.csv" 
 
# Pig 
#annotationspath = "../Test_Networks/pig/goa_pig.gaf" 
#classespath = "../Test_Networks/pig/goa_pig.gaf.classes.csv" 
 
f = open(classespath,'w') 
 
annotationdata = csv.reader(open(annotationspath), delimiter='\t') 
for row in annotationdata: 
    try: 
        symbol = row[2] 
        annotation = row[4] 
        f.write(symbol + "," + annotation + "\n") 
        print(symbol + "," + annotation) 
    except: 
        continue 
f.close() 
     
print("DONE") 
     
 
Figure 73: Python Script used to Generate Garcia Class File 
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Figure 74 shows how a Garcia class file can be generated by querying the EBI-hosted InterPro 
database to determine protein families.  This is being included to support the future area of 
recommended research.  It was not used in this study. 
 
from xml.dom import minidom 
import subprocess 
import requests, sys 
import csv 
 
baseRequestURL = "https://www.ebi.ac.uk/proteins/api/proteins?offset=0&size=1&protein=" 
 
# Cow 
#interactorspath = "../Test_Networks/cow/BIOGRID-ORGANISM-Bos_taurus-
3.4.145.psi25.xml.interactors.csv" 
#classespath = "../Test_Networks/cow/BIOGRID-ORGANISM-Bos_taurus-
3.4.145.psi25.xml.classes.csv" 
 
# E. Coli 
#interactorspath = "../Test_Networks/e_coli/BIOGRID-ORGANISM-
Escherichia_coli_K12_MG1655-3.4.145.psi25.xml.interactors.csv" 
#classespath = "../Test_Networks/e_coli/BIOGRID-ORGANISM-Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml.classes.csv" 
 
# Human 
interactorspath = "../Test_Networks/human/BIOGRID-ORGANISM-Homo_sapiens-
3.4.145.psi25.xml.interactors.csv" 
classespath = "../Test_Networks/human/BIOGRID-ORGANISM-Homo_sapiens-
3.4.145.psi25.xml.classes.csv" 
 
# Chicken 
#interactorspath = "../Test_Networks/chicken/BIOGRID-ORGANISM-Gallus_gallus-
3.4.133.psi25.xml.interactors.csv" 
#classespath = "../Test_Networks/chicken/BIOGRID-ORGANISM-Gallus_gallus-
3.4.133.psi25.xml.classes.csv" 
 
# Dog 
#interactorspath = "../Test_Networks/chicken/BIOGRID-ORGANISM-Gallus_gallus-
3.4.133.psi25.xml.interactors.csv" 
#classespath = "../Test_Networks/chicken/BIOGRID-ORGANISM-Gallus_gallus-
3.4.133.psi25.xml.classes.csv" 
 
# Pig 
#interactorspath = "../Test_Networks/pig/BIOGRID-ORGANISM-Sus_scrofa-
3.4.133.psi25.xml.interactors.csv" 
#classespath = "../Test_Networks/pig/BIOGRID-ORGANISM-Sus_scrofa-
3.4.133.psi25.xml.classes.csv" 
 
 
f = open(classespath,'w') 
 
interactorsdata = csv.reader(open(interactorspath)) 
for row in interactorsdata: 
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    requestURL = baseRequestURL + row[1] 
    r = requests.get(requestURL, headers={ "Accept" : "application/xml"}) 
    if not r.ok: 
        continue 
        #r.raise_for_status() 
        #sys.exit() 
    responseBody = r.text 
    pdata = minidom.parseString(responseBody) 
    dbrefs = pdata.getElementsByTagName('dbReference') 
    for dbref in dbrefs: 
        if dbref.getAttribute('type') == 'Pfam': 
            pfam = dbref.getAttribute('id') 
            f.write(row[1] + "," + pfam + "\n") 
            print(row[1] + "," + pfam) 
             
f.close() 
     
print("DONE") 
     
 
Figure 74: Python Script to Generate Garcia Class File from InterPro Database 
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Appendix B 
Metrics Implementations 
 
Figure 75 contains the Java implementation of the Edge Crossings Ratio metric. 
 
public class EdgeCrossingsRatio { 
 
    static public double GetEdgeCrossingsRatio(CyNetwork network, CyNetworkView 
view) { 
 
        double retVal = (double)(CountEdgeCrossings(network, view) / 
(double)CalculateEstimatedMaximumCrossings(network)); 
 
        return retVal; 
    } 
 
    static long CountEdgeCrossings(CyNetwork network, CyNetworkView view) { 
        // This only works for 2D. Should use cylinders for 3D 
        long numCrossings = 0; 
 
        int numberOfEdges = network.getEdgeCount(); 
 
        List<EdgeView> edgeViews = view.getEdgeViewsList(); 
 
        if(edgeViews == null || edgeViews.isEmpty()) { 
            return 0; 
        } 
 
        for(EdgeView edge1 : edgeViews) 
        { 
            if(edge1 == null || edge1.getEdge() == null || 
edge1.getEdge().getSource() == null || edge1.getEdge().getTarget() == null) { 
                continue; 
            } 
            Node p1 = edge1.getEdge().getSource(); 
            Node p2 = edge1.getEdge().getTarget(); 
 
            List<EdgeView> edgeViews2 = view.getEdgeViewsList(); 
            for(EdgeView edge2 : edgeViews2) { 
 
                if(edge2 == null) { 
                    continue; 
                } 
 
                if(edge2.getEdge() != null && edge2.getEdge().getSource() != 
null && edge2.getEdge().getTarget() != null) { 
 
                    Node p3 = edge2.getEdge().getSource(); 
                    Node p4 = edge2.getEdge().getTarget(); 
 
                    if(p3.getIdentifier().contains("hcn:") || 
p4.getIdentifier().contains("hcn:")) 
                        continue; 
 
                    if(DoLinesIntersect(view.getNodeView(p1).getXPosition(), 
                            view.getNodeView(p1).getYPosition(), 
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                            view.getNodeView(p2).getXPosition(), 
                            view.getNodeView(p2).getYPosition(), 
                            view.getNodeView(p3).getXPosition(), 
                            view.getNodeView(p3).getYPosition(), 
                            view.getNodeView(p4).getXPosition(), 
                            view.getNodeView(p4).getYPosition())) { 
                        numCrossings++; 
                    } 
                } 
            } 
        } 
 
        return numCrossings; 
    } 
 
    static long CalculateEstimatedMaximumCrossings(CyNetwork network) { 
 
        // See Purchase 2002 for the formula 
        long emc = 0; 
        int numberOfNodes = network.getNodeCount(); 
        int numberOfEdges = network.getEdgeCount(); 
 
        long summation = 0; 
        long product = 0; 
        long degree = 0; 
        int numberOfHiddenClassEdges = 0; 
        for(int i = 1; i < numberOfNodes; i++) { 
 
            giny.model.Node node = network.getNode(i); 
            if(node != null && node.getIdentifier().contains("hcn:")) { 
                // Skip 
            } 
            else { 
                degree = network.getDegree(i); 
                product = degree * (degree - 1); 
                summation += product; 
            } 
        } 
 
        for(int i = 1; i < numberOfEdges; i++) { 
 
            giny.model.Edge edge = network.getEdge(i); 
            if(edge != null && edge.getIdentifier().contains("hcn:")) 
                numberOfHiddenClassEdges++; 
        } 
 
        numberOfEdges -= numberOfHiddenClassEdges; 
 
        emc = ((numberOfEdges * (numberOfEdges-1))/2) - (summation/2); 
 
        return emc; 
    } 
 
    static boolean DoLinesIntersect(double p1x, double p1y, double p2x, double 
p2y, double q1x, double q1y, double q2x, double q2y) 
    { 
        double k1 = p1x - p2x; 
        double k2 = q2y - q1y; 
        double k3 = p1y - p2y; 
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        double k4 = q2x - q1x; 
        double k5 = p1x - q1x; 
        double k6 = p1y - q1y; 
 
        double d  = (k1 * k2) - (k3 * k4); 
 
        double a  = ((k2 * k5) - (k4 * k6)) / d; 
        double b  = ((k1 * k6) - (k3 * k5)) / d; 
 
        return (( a > 0 && a < 1) && (b > 0 && b < 1)); 
    } 
} 
 
Figure 75: Edge Crossings Ratio Metric Implementation 
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Figure 76 contains the Java implementation of the Edge Orthogonality Metric. 
 
public class EdgeOrthogonalityMetric { 
 
    public static double GetEdgeOrthogonalityMetric(CyNetwork network, 
CyNetworkView view) { 
        double summation = 0; 
 
        int numberOfEdges = network.getEdgeCount(); 
        int numberOfHiddenClassEdges = 0; 
 
        for(int i = 1; i < numberOfEdges; i++) { 
 
            giny.model.Edge edge = network.getEdge(i); 
            if(edge != null && edge.getIdentifier() != null && 
edge.getIdentifier().contains("hcn:")) 
                numberOfHiddenClassEdges++; 
        } 
 
        List<EdgeView> edgeViews = view.getEdgeViewsList(); 
 
        if(edgeViews == null || edgeViews.isEmpty()) { 
            return 0; 
        } 
 
        for(EdgeView edgeView : edgeViews) { 
            if(edgeView.getEdge() == null || (edgeView.getEdge().getIdentifier() 
!= null && edgeView.getEdge().getIdentifier().contains("hcn:"))) 
                continue; 
 
            summation += EdgeDeviationFactor(view, edgeView); 
        } 
 
        numberOfEdges -= numberOfHiddenClassEdges; 
 
        double retVal = (1d - ((1d/(double)numberOfEdges) * summation)); 
 
        return retVal; 
    } 
 
    static double EdgeDeviationFactor(CyNetworkView view, EdgeView edge1) { 
 
        Node p1 = edge1.getEdge().getSource(); 
        Node p2 = edge1.getEdge().getTarget(); 
 
        double angle = angleToAxis(view.getNodeView(p1).getXPosition(), 
                view.getNodeView(p1).getYPosition(), 
                view.getNodeView(p2).getXPosition(), 
                view.getNodeView(p2).getYPosition()); 
 
        double numerator = Math.min(angle, Math.min(90.0 - angle, 180.0 - 
angle)); 
        return (numerator / 45.0); 
    } 
 
    public static double angleToAxis(double px1, double py1, double px2, double 
py2) 
    { 
        double angle1 = Math.atan2(py1 - py2, px1 - px2); 
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        double angle2 = Math.atan2(0.0, 1.0); 
        return Math.abs(angle1-angle2); 
    } 
} 
 
Figure 76: Edge Orthogonality Metric Implementation 
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Figure 77 contains the Java implementation of the Minimum Angle Metric. 
 
public class MinimumAngleMetric { 
 
    static float IdealMinimumAngle(CyNetwork network, CyNetworkView view, Node 
node) { 
 
        return (360f / (float)view.getNodeView(node).getDegree()); 
    } 
 
    static double GetMinimumAngleMetric(CyNetwork network, CyNetworkView view) { 
 
        int numberOfNodes = network.getNodeCount(); 
 
        int numberOfHiddenClassNodes = 0; 
 
        for(int i = 1; i < numberOfNodes; i++) { 
 
            Node node = network.getNode(i); 
            if(node != null && node.getIdentifier() != null && 
node.getIdentifier().contains("hcn:")) 
                numberOfHiddenClassNodes++; 
        } 
 
        double summation = 0d; 
 
        Iterator<NodeView> nodeViewIterator = view.getNodeViewsIterator(); 
 
        while (nodeViewIterator.hasNext()) { 
 
            NodeView nodeView = nodeViewIterator.next(); 
 
            Node node = nodeView.getNode(); 
            if(node == null || (node != null && node.getIdentifier() != null && 
node.getIdentifier().contains("hcn:"))) 
                continue; 
 
            List<giny.model.Edge> adjacentEdgeIndices = 
network.getAdjacentEdgesList(nodeView.getNode(), true, true, true); 
 
            if(adjacentEdgeIndices.size() < 2) 
                continue; 
 
            double minAngle = Double.MAX_VALUE, currentAngle = 0.0d; 
            for(giny.model.Edge edge : adjacentEdgeIndices) { 
                EdgeView edge1 = view.getEdgeView(edge); 
                Node p1 = edge1.getEdge().getSource(); 
                Node p2 = edge1.getEdge().getTarget(); 
                for(giny.model.Edge edge2 : adjacentEdgeIndices) { 
                    if(edge2 == edge1) 
                        continue; 
                    EdgeView edgeView2 = view.getEdgeView(edge2); 
                    Node p3 = edgeView2.getEdge().getSource(); 
                    Node p4 = edgeView2.getEdge().getTarget(); 
                    currentAngle = 
angleBetween(view.getNodeView(p1).getXPosition(), 
                            view.getNodeView(p1).getYPosition(), 
                            view.getNodeView(p2).getXPosition(), 
                            view.getNodeView(p2).getYPosition(), 
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                            view.getNodeView(p3).getXPosition(), 
                            view.getNodeView(p3).getYPosition(), 
                            view.getNodeView(p4).getXPosition(), 
                            view.getNodeView(p4).getYPosition()); 
 
                    // This is in terms of PI radians.  Normalize it to < 180 
degrees 
                    currentAngle = (currentAngle % 1.0d) * 180; 
 
                    if(currentAngle < minAngle && currentAngle != 0d) 
                        minAngle = currentAngle; 
                } 
            } 
 
            if(minAngle == Double.MAX_VALUE) { 
                minAngle = 0; 
            } 
 
            double idealMinAngle = IdealMinimumAngle(network, view, 
nodeView.getNode()); 
            summation +=  java.lang.Math.abs((idealMinAngle - minAngle) / 
idealMinAngle); 
        } 
 
        numberOfNodes -= numberOfHiddenClassNodes; 
 
        double retVal = (1d - ((1d/(double)numberOfNodes) * summation)); 
         
        return retVal; 
 
    } 
 
    public static double angleBetween(double px1, double py1, double px2, double 
py2, 
                                      double qx1, double qy1, double qx2, double 
qy2) 
    { 
        double angle1 = Math.atan2(py1 - py2, px1 - px2); 
        double angle2 = Math.atan2(qy1 - qy2, qx1 - qx2); 
        return Math.abs(angle1-angle2); 
    } 
} 
 
Figure 77: Minimum Angle Metric Implementation 
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Figure 78 contains the partial Java implementation of the Biological Evaluation Percentage 
metric. 
 
public Object construct(final String name, final long time) { 
    layoutname = name; 
    taskMonitor.setStatus("Initializing [v0.9.0]"); 
    final ArrayList<String> names = new ArrayList<String>(); 
    final ArrayList<Edge> alledges = new ArrayList<Edge>(); 
    final CyNetwork net = networkView.getNetwork(); 
    final Iterator eiter = net.edgesIterator(); 
    Node node; 
    Edge edge; 
 
    int edges = 0; 
    while (eiter.hasNext()) { 
        edge = (Edge) eiter.next(); 
        node = edge.getSource(); 
        if (!names.contains(node.getIdentifier())) { 
            names.add(node.getIdentifier()); 
        } 
        node = edge.getTarget(); 
        if (!names.contains(node.getIdentifier())) { 
            names.add(node.getIdentifier()); 
        } 
        alledges.add(edge); 
        ++edges; 
    } 
 
    final String title = net.getIdentifier(); 
 
    try { 
        if (getOnto() == null) { 
            onto = buildOnto(names); 
        } 
        if (plot.isRefsAdded()) { 
            plot.addResults(gofrec(alledges, 1), layoutname, false, title, 
                    time); 
        } else { 
            plot.addResults(gofrec(alledges, 0), "Random", true, title, 0); 
            plot.addResults(gofrec(alledges, 1), layoutname, false, title, 
                    time); 
            plot.addResults(gofrec(alledges, 2), "Optimal", true, title, 0); 
        } 
    } catch (final Exception e) { 
        e.printStackTrace(); 
    } 
    taskMonitor.setPercentCompleted(100); 
    return null; 
} 
 
public boolean shouldReconstruct() { 
    if (plot == null) { 
        return true; 
    } 
    return !plot.isReady(); 
} 
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public double[] gofrec(final ArrayList<Edge> edges, final int m) { 
    taskMonitor.setStatus("Starting ..."); 
    taskMonitor.setPercentCompleted(0); 
    final CyNetworkView finalView = Cytoscape.getCurrentNetworkView(); 
    finalView.setVisualMapperEnabled(true); 
    final VisualStyle style = finalView.getVisualStyle(); 
    final EdgeAppearanceCalculator eac = style 
            .getEdgeAppearanceCalculator(); 
 
    final Random random = new Random(1224580643); 
    int count, topcount; 
    double dist, dsim, cumu = 0, toppc, temp; 
    final double[] histos = new double[41]; 
    Node node1, node2; 
    NodeView nv1, nv2; 
    final Set<Node[]> nodepairset = new HashSet<Node[]>(); 
    GeneDistD[] array; 
    final ArrayList<GeneDistD> distarray = new ArrayList<GeneDistD>(); 
    count = 0; 
 
    for (int i = 0; i < edges.size(); i++) { 
        if (i % (edges.size() / 25) == 0) { 
            taskMonitor 
                    .setPercentCompleted((int) ((((double) i) / ((double) edges 
                            .size())) * 100.0)); 
        } 
        if (cancel) { 
            return null; 
        } 
        node1 = edges.get(i).getSource(); 
        node2 = edges.get(i).getTarget(); 
 
        if (getOnto().hasGene(node1.getIdentifier()) 
                && getOnto().hasGene(node2.getIdentifier())) { 
            nv1 = finalView.getNodeView(node1); 
            nv2 = finalView.getNodeView(node2); 
 
            if (!node1.getIdentifier().equals(node2.getIdentifier())) { 
 
                dist = dist(nv1.getXPosition(), nv1.getYPosition(), 
                        nv2.getXPosition(), nv2.getYPosition()); 
                final double p = (getOnto().dissimilarity( 
                        node1.getIdentifier(), node2.getIdentifier())); 
                dsim = -Math.log(p); 
                if (!Double.isNaN(dist)) { 
                    nodepairset.add(new Node[] { node1, node2 }); 
                    distarray.add(new GeneDistD(dist, dsim)); 
                    ++count; 
 
                    if (useEdgeColoring) { 
                        final int color = (int) (240.0 * Math.min(1.0, 
                                p * 10)); 
                        eac.getDefaultAppearance().set( 
                                VisualPropertyType.EDGE_COLOR, 
                                new Color(color, color, color)); 
                    } 
                    if (useEdgeWeighting) { 
                        eac.getDefaultAppearance().set( 
113 
 
 
 
 
                                VisualPropertyType.EDGE_LINE_WIDTH, dsim); 
                    } 
 
                    style.setEdgeAppearanceCalculator(eac); 
                    finalView.applyVizMap( 
                            finalView.getEdgeView(edges.get(i)), style); 
                } 
            } 
        } 
    } 
    System.out.println(count); 
    array = distarray.toArray(new GeneDistD[0]); 
 
    if (m == 2) { 
        for (int i = 0; i < array.length; i++) { 
            array[i].setSorting(false); 
        } 
    } 
    if (m >= 1) { 
        Arrays.sort(array); 
    } 
 
    for (int i = 0; i < histos.length; i++) { 
        cumu = 0; 
        count = 0; 
        toppc = Math.pow((7.0 / 6.0), ((i) - 10.0)); 
        topcount = Math.min((int) (toppc / 100.0 * ((array.length))), 
                array.length); 
        if (topcount > minTopCount) { 
            for (int j = 0; j < topcount; j++) { 
                if (m == 0) { 
                    temp = 0; 
                    for (int k = 0; k < 30; k++) { 
                        temp += array[random.nextInt(array.length)].dist2; 
                    } 
                    cumu += temp / 30.0; 
                } 
                if (m == 1) { 
                    cumu += array[j].dist2; 
                } 
                if (m == 2) { 
                    cumu += array[array.length - 1 - j].dist2; 
                } 
                ++count; 
            } 
            histos[i] = cumu / count; 
        } else { 
            histos[i] = Double.NaN; 
        } 
    } 
    taskMonitor.setPercentCompleted(100); 
    taskMonitor.setStatus("Done"); 
    return histos; 
} 
 
public double validate(final ArrayList<Node> nodes) { 
    taskMonitor.setStatus("Starting..."); 
    taskMonitor.setPercentCompleted(0); 
    final CyNetworkView finalView = Cytoscape.getCurrentNetworkView(); 
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    final Set<Node[]> nodepairset = new HashSet<Node[]>(); 
    Node node1, node2; 
    NodeView nv1, nv2; 
    double max = -1, dst; 
    double[] dstvals; 
    double[] dsmvals; 
    int count = 0; 
 
    // find max distance between nodes that have annotations 
    for (int i = 0; i < nodes.size(); i++) { 
        node1 = nodes.get(i); 
        if (getOnto().hasGene(node1.getIdentifier())) { 
            nv1 = finalView.getNodeView(node1); 
            if (cancel) { 
                return Double.NaN; 
            } 
            for (int j = 0; j < i; j++) { 
                node2 = nodes.get(j); 
                if (getOnto().hasGene(node2.getIdentifier())) { 
                    nv2 = finalView.getNodeView(node2); 
                    if (!node1.getIdentifier() 
                            .equals(node2.getIdentifier())) { 
                        dst = dist(nv1.getXPosition(), nv1.getYPosition(), 
                                nv2.getXPosition(), nv2.getYPosition()); 
                        if (dst > max) { 
                            max = dst; 
                        } 
                        if (!nodepairset 
                                .contains(new Node[] { node2, node1 })) { 
                            nodepairset.add(new Node[] { node1, node2 }); 
                            ++count; 
                        } 
                    } 
                } 
            } 
        } 
    } 
    System.out.println("Pairs of annotated nodes: " + count); 
    dstvals = new double[count]; 
    dsmvals = new double[count]; 
    count = 0; 
 
    taskMonitor.setPercentCompleted(50); 
    taskMonitor.setStatus("Validating..."); 
    final Iterator<Node[]> iter = nodepairset.iterator(); 
    while (iter.hasNext()) { 
        final Node[] pair = iter.next(); 
        node1 = pair[0]; 
        node2 = pair[1]; 
        nv1 = finalView.getNodeView(node1); 
        nv2 = finalView.getNodeView(node2); 
 
        // normalize distances with max dist 
        dstvals[count] = dist(nv1.getXPosition(), nv1.getYPosition(), 
                nv2.getXPosition(), nv2.getYPosition()) 
                / max; 
        // calculate go dissimilarity between the nodes 
        dsmvals[count] = getOnto().dissimilarity(node1.getIdentifier(), 
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                node2.getIdentifier()); 
        ++count; 
    } 
 
    taskMonitor.setPercentCompleted(80); 
    return spRankCorrelation(dstvals, dsmvals); 
} 
 
public double dist(final double x1, final double y1, final double x2, 
        final double y2) { 
    return Math.sqrt(Math.pow(x2 - x1, 2) + Math.pow(y2 - y1, 2)); 
} 
 
public double spRankCorrelation(final double[] vector1, 
        final double[] vector2) { 
    final GeneDist1D[] array1 = new GeneDist1D[vector1.length]; 
    final GeneDist1D[] array2 = new GeneDist1D[vector1.length]; 
    final double[] ranks1 = new double[vector1.length]; 
    final double[] ranks2 = new double[vector1.length]; 
    boolean tranks1 = false, tranks2 = false; 
 
    for (int j = 0; j < vector1.length; j++) { 
        array1[j] = new GeneDist1D(j, vector1[j]); 
        array2[j] = new GeneDist1D(j, vector2[j]); 
    } 
    Arrays.sort(array1); 
    Arrays.sort(array2); 
    for (int i = 0; i < array1.length; i++) { 
        ranks1[array1[i].gene] = array1.length - i; 
        ranks2[array2[i].gene] = array1.length - i; 
    } 
 
    // check whether tied ranks exist and correct them if exist 
    tranks1 = correctTiedRanks(array1, ranks1); 
    tranks2 = correctTiedRanks(array2, ranks2); 
 
    System.out.println(tranks1); 
    System.out.println(tranks2); 
 
    if (!tranks1 & !tranks2) { 
        return correlation(ranks1, ranks2); 
    } else { 
        return pcorrelation(ranks1, ranks2); 
    } 
} 
 
public static boolean correctTiedRanks(final GeneDist1D[] array, 
        final double[] ranks) { 
    ArrayList<Integer> temp; 
    boolean tiedranks = false; 
    for (int i = 1; i < array.length; i++) { 
        if (array[i - 1].dist == array[i].dist) { 
            tiedranks = true; 
            temp = new ArrayList<Integer>(); 
            temp.add(i - 1); 
            while (i < array.length && array[i - 1].dist == array[i].dist) { 
                temp.add(i); 
                ++i; 
            } 
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            average(array, ranks, temp); 
        } 
    } 
    return tiedranks; 
} 
 
public double correlation(final double[] ranks1, final double[] ranks2) { 
    double sum = 0; 
    final double n = ranks1.length; 
 
    for (int i = 0; i < n; i++) { 
        sum += Math.pow(ranks1[i] - ranks2[i], 2.0); 
    } 
    return 1.0 - ((6.0 * sum) / (n * (Math.pow(n, 2)) - 1.0)); 
} 
 
public static void average(final GeneDist1D[] array, final double[] ranks, 
        final ArrayList<Integer> indexes) { 
    int sum = 0; 
    double avgrank; 
    for (final Integer index : indexes) { 
        sum += array.length - index; 
    } 
    avgrank = ((double) sum) / ((double) indexes.size()); 
    for (final Integer index : indexes) { 
        ranks[array[index].gene] = avgrank; 
    } 
} 
 
public double pcorrelation(final double[] vector1, final double[] vector2) { 
    double ftoret = 0, divider1 = 0, divider2 = 0; 
    double count = 0; 
    double mean1 = 0; 
    double mean2 = 0; 
    final int dim = vector1.length; 
 
    for (int i = 0; i < dim; i++) { 
        mean1 += vector1[i]; 
        mean2 += vector2[i]; 
        ++count; 
    } 
    mean1 /= (count); 
    mean2 /= (count); 
 
    for (int i = 0; i < dim; i++) { 
        ftoret += (vector1[i] - mean1) * (vector2[i] - mean2); 
        divider1 += Math.pow(vector1[i] - mean1, 2.0); 
        divider2 += Math.pow(vector2[i] - mean2, 2.0); 
    } 
    System.out.println(divider1); 
    System.out.println(divider2); 
    ftoret /= Math.sqrt(divider1 * divider2); 
    return ftoret; 
} 
 
public DissimilarityMeasure buildOnto(final ArrayList<String> names) { 
    final Vector<String> types = new Vector<String>(); 
    types.add("cellular_component"); 
    types.add("biological_process"); 
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    types.add("molecular_function"); 
    final String[] ecodes = new String[] { "ALL" }; 
    OntologyBuilder onto = null; 
    onto = new OntologyBuilder("yeast", ontology, annotations, types, 
            ecodes, names, similarities); 
    return onto; 
} 
 
public static double roundDBL(final double d, final int dec) { 
    if (Double.isNaN(d)) { 
        return d; 
    } 
    java.math.BigDecimal bd = new java.math.BigDecimal(d); 
    bd = bd.setScale(dec, java.math.BigDecimal.ROUND_HALF_EVEN); 
    return (bd.doubleValue()); 
} 
 
Figure 78: Biological Evaluation Percentage Metric Partial Implementation 
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Appendix C 
Full Experimental Result Set 
 
 
pin algorithm maxcpu meancpu time ecr mam eom bep 
Gallus_gallus-3.4.133.psi25.xml Garcia16 18 13 10908 2.71E-04 0.811497027 0.965487727 0.219431632 
Gallus_gallus-3.4.133.psi25.xml Garcia16 33 15 12556 1.71E-04 0.802666506 0.965890506 0.239204196 
Gallus_gallus-3.4.133.psi25.xml Garcia16 96 32 12539 4.09E-04 0.813902477 0.965725093 0.300381068 
Gallus_gallus-3.4.133.psi25.xml Garcia16 29 12 13856 2.73E-04 0.806965897 0.965837453 0.156897284 
Gallus_gallus-3.4.133.psi25.xml Garcia16 27 15 14462 3.07E-04 0.79831198 0.965819192 0.232040807 
Bos_taurus-3.4.145.psi25.xml Garcia16 47 14 10943 1.84E-04 0.883492889 0.96640671 -0.036676884 
Bos_taurus-3.4.145.psi25.xml Garcia16 22 13 13739 1.42E-04 0.886565102 0.966030735 -0.017322926 
Bos_taurus-3.4.145.psi25.xml Garcia16 30 14 716 7.87E-04 0.816289494 0.965314797 -0.280357118 
Bos_taurus-3.4.145.psi25.xml Garcia16 22 14 601 2.89E-04 0.805991297 0.966160169 -0.360912982 
Bos_taurus-3.4.145.psi25.xml Garcia16 20 13 601 3.72E-04 0.793082789 0.965611924 -0.336749941 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia16 17 14 154 0 0.791564629 0.962868819 -0.13923308 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia16 16 13 120 0 0.791564633 0.963322784 -0.13923308 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia16 16 14 102 0 0.758049267 0.963299355 -0.122022283 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia16 16 14 106 0 0.758049273 0.961482629 -0.122022283 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia16 16 14 114 0 0.758049273 0.963120925 -0.122022283 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia16 69 69 1687 0 0.91647534 0.96690034 -0.093902445 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia16 7 7 1609 0 0.916524307 0.966894067 -0.102902181 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia16 26 26 1640 0 0.917514504 0.965684442 -0.136292498 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia16 22 22 1677 0 0.916865688 0.967188867 -0.354759811 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia16 13 13 1715 0 0.91654669 0.964920728 0.201519371 
Sus_scrofa-3.4.133.psi25.xml Garcia16 12 6 152 0 0.832063856 0.966419844 -0.675724261 
Sus_scrofa-3.4.133.psi25.xml Garcia16 14 7 185 0 0.834714944 0.966786022 -0.522451139 
Sus_scrofa-3.4.133.psi25.xml Garcia16 11 6 161 0 0.842698831 0.967655704 -0.685582308 
Sus_scrofa-3.4.133.psi25.xml Garcia16 11 6 145 0 0.842833814 0.964759953 -0.557373703 
Sus_scrofa-3.4.133.psi25.xml Garcia16 11 6 166 0 0.83536609 0.966103153 -0.528711899 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia16 96 10 183541 0.01001 0.811359871 0.9664882 0.001145936 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia16 76 8 173493 0.00845 0.836001566 0.966501116 -4.96E-04 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia16 97 26 260846 0.00813 0.797374719 0.965874854 -0.003764802 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia16 94 15 194103 0.01251 0.816772301 0.965884877 0.030963154 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia16 74 9 225756 0.01694 0.813082744 0.967201293 0.079445487 
Gallus_gallus-3.4.133.psi25.xml Garcia2 46 18 9550 3.48E-04 0.805667371 0.9648968 0.311020923 
Gallus_gallus-3.4.133.psi25.xml Garcia2 18 13 7992 4.66E-04 0.806171445 0.965173732 0.29609145 
Gallus_gallus-3.4.133.psi25.xml Garcia2 13 9 9152 4.36E-04 0.809777652 0.964599919 0.340424379 
Gallus_gallus-3.4.133.psi25.xml Garcia2 47 21 9501 4.36E-04 0.81054732 0.964332687 0.266888777 
Gallus_gallus-3.4.133.psi25.xml Garcia2 37 24 9376 3.69E-04 0.806330334 0.964487528 0.320453834 
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Bos_taurus-3.4.145.psi25.xml Garcia2 29 18 9666 1.79E-04 0.869284012 0.966116131 -0.062871143 
Bos_taurus-3.4.145.psi25.xml Garcia2 30 15 8635 4.09E-04 0.863818609 0.965450299 -0.195871651 
Bos_taurus-3.4.145.psi25.xml Garcia2 19 13 8810 4.09E-04 0.860538186 0.965106822 -0.242074168 
Bos_taurus-3.4.145.psi25.xml Garcia2 21 11 8855 3.80E-04 0.866115196 0.965242072 -0.130601928 
Bos_taurus-3.4.145.psi25.xml Garcia2 54 29 9824 6.11E-04 0.865770514 0.966627833 -0.148036218 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia2 9 8 106 0 0.738330241 0.962533881 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia2 10 9 179 0 0.704704913 0.963067538 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia2 10 7 151 0 0.705309061 0.963385942 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia2 10 7 136 0 0.712422228 0.963527005 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia2 10 7 141 0 0.70067249 0.963139004 -0.314290363 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia2 24 24 1674 0 0.927128739 0.966281244 -0.175977253 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia2 74 74 1530 0 0.926137171 0.966998497 -0.225334382 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia2 23 23 984 0 0.92334886 0.965315814 -0.043276551 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia2 25 25 1006 0 0.925000966 0.96758296 -0.051269823 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia2 30 30 1047 0 0.921537897 0.966679271 -0.193907961 
Sus_scrofa-3.4.133.psi25.xml Garcia2 19 8 200 0 0.851885428 0.968019549 -0.307942896 
Sus_scrofa-3.4.133.psi25.xml Garcia2 19 8 189 0 0.839986281 0.965675023 -0.469935033 
Sus_scrofa-3.4.133.psi25.xml Garcia2 19 8 178 0 0.835974402 0.964904235 -0.706240591 
Sus_scrofa-3.4.133.psi25.xml Garcia2 19 8 149 0 0.836692768 0.965940155 -0.640287561 
Sus_scrofa-3.4.133.psi25.xml Garcia2 19 8 163 0 0.837776246 0.965312095 -0.593846305 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia2 44 14 63517 0.00866 0.789379975 0.966565337 0.153116138 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia2 85 14 83722 0.01444 0.768489462 0.966656622 0.060350117 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia2 94 22 100774 0.00978 0.777013805 0.965852766 0.099463739 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia2 91 14 103538 0.01043 0.77882657 0.966617747 0.185466893 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia2 46 8 97903 0.01213 0.774262587 0.965754105 0.108759511 
Gallus_gallus-3.4.133.psi25.xml Garcia4 8 6 11345 2.86E-04 0.836490355 0.963937718 0.107003933 
Gallus_gallus-3.4.133.psi25.xml Garcia4 22 14 10532 2.50E-04 0.820453445 0.964746558 0.099846127 
Gallus_gallus-3.4.133.psi25.xml Garcia4 24 11 12134 3.58E-04 0.823802389 0.965557948 0.204608817 
Gallus_gallus-3.4.133.psi25.xml Garcia4 22 12 13922 2.86E-04 0.82411002 0.965721112 0.285099538 
Gallus_gallus-3.4.133.psi25.xml Garcia4 26 14 14107 2.50E-04 0.825915329 0.965812765 0.204483779 
Bos_taurus-3.4.145.psi25.xml Garcia4 83 37 8959 4.94E-04 0.878050967 0.964977873 -0.10374474 
Bos_taurus-3.4.145.psi25.xml Garcia4 24 15 11463 2.44E-04 0.877067505 0.964916959 -0.163792249 
Bos_taurus-3.4.145.psi25.xml Garcia4 21 12 10382 1.36E-04 0.87763055 0.965112763 -0.173522941 
Bos_taurus-3.4.145.psi25.xml Garcia4 83 27 9984 2.12E-04 0.873743079 0.965990347 -0.130460217 
Bos_taurus-3.4.145.psi25.xml Garcia4 66 22 10774 1.45E-04 0.888828297 0.96531309 -0.382667319 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia4 9 7 147 0 0.799921343 0.963042913 -0.379346482 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia4 9 7 148 0 0.725729948 0.963279301 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia4 9 7 126 0 0.70333493 0.962810334 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia4 9 7 113 0 0.78458267 0.962887933 -0.379346482 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia4 9 7 117 0 0.719869154 0.962769029 -0.1839812 
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Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia4 9 7 1132 0 0.920081638 0.966792418 -0.149948351 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia4 15 15 1098 0 0.916474135 0.965242679 -0.139908412 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia4 19 19 1782 0 0.916475373 0.96579181 -0.13200763 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia4 15 15 1344 0 0.917638048 0.966910466 0.001582889 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia4 29 29 1659 0 0.917983288 0.965871047 0.098532119 
Sus_scrofa-3.4.133.psi25.xml Garcia4 8 6 186 0 0.892335012 0.967288765 -0.591401989 
Sus_scrofa-3.4.133.psi25.xml Garcia4 8 6 226 0.00169 0.888172256 0.966622081 -0.643705244 
Sus_scrofa-3.4.133.psi25.xml Garcia4 8 6 212 0 0.857604321 0.966517017 -0.734785552 
Sus_scrofa-3.4.133.psi25.xml Garcia4 8 6 164 0 0.862079439 0.96661477 -0.528774818 
Sus_scrofa-3.4.133.psi25.xml Garcia4 8 6 156 0 0.862540919 0.966744386 -0.371642404 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia4 90 8 221593 0.00806 0.823995228 0.966536582 0.039976374 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia4 100 27 485239 0.00972 0.814859495 0.966335213 -0.05217201 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia4 97 23 276228 0.00832 0.811104211 0.966340542 0.09302216 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia4 63 8 190760 0.00859 0.806865138 0.966902567 0.024567205 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia4 58 9 90136 0.01105 0.825772168 0.967376309 0.015904935 
Gallus_gallus-3.4.133.psi25.xml Garcia8 24 18 9637 3.96E-04 0.824936173 0.965642639 0.252021458 
Gallus_gallus-3.4.133.psi25.xml Garcia8 16 14 7241 3.62E-04 0.818008504 0.965170592 0.324460596 
Gallus_gallus-3.4.133.psi25.xml Garcia8 26 17 9117 5.07E-04 0.811433575 0.965650996 0.320228671 
Gallus_gallus-3.4.133.psi25.xml Garcia8 24 13 9489 0.00148 0.812672418 0.965992326 0.35624557 
Gallus_gallus-3.4.133.psi25.xml Garcia8 25 16 10931 7.60E-04 0.812905832 0.965736173 0.332087487 
Bos_taurus-3.4.145.psi25.xml Garcia8 19 12 12140 0 0.888937046 0.965507343 -0.256689391 
Bos_taurus-3.4.145.psi25.xml Garcia8 22 11 10584 9.98E-05 0.888979536 0.965944102 0.010449594 
Bos_taurus-3.4.145.psi25.xml Garcia8 60 25 12311 0 0.889613425 0.965205097 -0.473242541 
Bos_taurus-3.4.145.psi25.xml Garcia8 33 20 12682 1.08E-04 0.890015693 0.964220455 -0.132107488 
Bos_taurus-3.4.145.psi25.xml Garcia8 88 37 12222 1.51E-04 0.88414407 0.965708505 -0.262900813 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia8 9 8 132 0 0.781684229 0.962807333 -0.379346482 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia8 9 8 112 0 0.789694263 0.961682787 -0.379346482 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia8 9 8 141 0 0.799162036 0.962552909 -0.379346482 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia8 9 8 111 0 0.784928562 0.962999865 -0.379346482 
Canis_familiaris-
3.4.133.psi25.xml 
Garcia8 9 8 105 0 0.781912438 0.963541121 -0.379346482 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia8 9 8 1297 0 0.923586372 0.96683397 -0.301054466 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia8 21 21 1567 0 0.917640231 0.965751904 -0.245727893 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia8 8 8 1396 0 0.92026039 0.963164209 0.097897964 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia8 10 10 1447 0 0.918993779 0.965774578 -0.206042632 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Garcia8 19 19 1479 0 0.924994808 0.966601814 -0.127897921 
Sus_scrofa-3.4.133.psi25.xml Garcia8 8 7 175 0 0.856401846 0.964886206 -0.697069296 
Sus_scrofa-3.4.133.psi25.xml Garcia8 8 7 194 0 0.840290231 0.962740561 -0.645141453 
Sus_scrofa-3.4.133.psi25.xml Garcia8 8 7 153 0 0.832639067 0.967233082 -0.704228489 
Sus_scrofa-3.4.133.psi25.xml Garcia8 8 7 162 0 0.845784355 0.964590148 -0.558584664 
Sus_scrofa-3.4.133.psi25.xml Garcia8 8 7 188 0 0.838435166 0.965577855 -0.545850634 
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Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia8 90 10 195186 0.00892 0.804460535 0.966867399 0.052372912 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia8 90 15 140992 0.00958 0.815225272 0.966417983 0.058455486 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia8 88 9 191460 0.00923 0.829923331 0.966988561 -0.025276418 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia8 94 10 152217 0.01051 0.802383049 0.966066397 -0.010757591 
Homo_sapiens-
3.4.145_3.psi25.xml 
Garcia8 88 12 154572 0.02208 0.810004851 0.967378251 -0.048475485 
Gallus_gallus-3.4.133.psi25.xml GOGuided16 38 15 26542 0.00348 0.756525312 0.965810712 0.3651545 
Gallus_gallus-3.4.133.psi25.xml GOGuided16 32 13 26568 0.00275 0.754386337 0.964453645 0.424059546 
Gallus_gallus-3.4.133.psi25.xml GOGuided16 40 18 28176 0.0017 0.744730352 0.966226155 0.414801291 
Gallus_gallus-3.4.133.psi25.xml GOGuided16 26 15 28817 0.00206 0.748035622 0.966563938 0.390890647 
Gallus_gallus-3.4.133.psi25.xml GOGuided16 24 16 29299 0.00587 0.754656478 0.966060935 0.391196893 
Bos_taurus-3.4.145.psi25.xml GOGuided16 11 11 1782 0.00136 0.712378451 0.965560721 0.29566508 
Bos_taurus-3.4.145.psi25.xml GOGuided16 15 15 1749 0.00141 0.717501678 0.964256038 0.284192186 
Bos_taurus-3.4.145.psi25.xml GOGuided16 13 13 1797 0.00126 0.715374696 0.966778773 0.29131093 
Bos_taurus-3.4.145.psi25.xml GOGuided16 14 14 1880 0.00148 0.707327072 0.966006533 0.305779119 
Bos_taurus-3.4.145.psi25.xml GOGuided16 2 2 1989 0.00122 0.717288698 0.966809135 0.190947733 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided16 14 12 116 0 0.700920635 0.960695182 -0.277362874 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided16 14 12 123 0.00641 0.69564462 0.967724416 -0.210076041 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided16 14 12 114 0 0.70535443 0.963700625 -0.286978282 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided16 14 12 106 0 0.703030257 0.961864614 -0.201041919 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided16 14 12 107 0 0.723895738 0.969443738 -0.235727208 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided16 16 13 5648 0 0.910532449 0.966891754 0.445612706 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided16 22 14 5571 2.43E-04 0.912645369 0.965913556 0.41342741 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided16 83 44 5995 2.43E-04 0.927579842 0.96572443 0.448806304 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided16 26 10 5692 2.43E-04 0.915963238 0.963873817 0.456171302 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided16 83 37 6095 7.28E-04 0.92051585 0.966282494 0.512469939 
Sus_scrofa-3.4.133.psi25.xml GOGuided16 7 6 243 0.00145 0.752883844 0.964339727 -0.257902675 
Sus_scrofa-3.4.133.psi25.xml GOGuided16 7 6 235 0.00217 0.779726347 0.965456294 0.030034463 
Sus_scrofa-3.4.133.psi25.xml GOGuided16 7 6 231 0.00217 0.751962891 0.963608313 -0.243929806 
Sus_scrofa-3.4.133.psi25.xml GOGuided16 7 6 242 0.00579 0.774575271 0.965158052 -0.166323781 
Sus_scrofa-3.4.133.psi25.xml GOGuided16 7 6 248 0.00217 0.778042165 0.963741283 -0.095236968 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided16 54 8 99912 0.01907 0.721070271 0.966317257 0.443543992 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided16 94 5 108414 0.01955 0.718388344 0.966084235 0.464621736 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided16 85 9 113851 0.02046 0.716742527 0.966761018 0.472976186 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided16 72 6 124445 0.01896 0.72063625 0.966481485 0.455211629 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided16 82 10 130083 0.01937 0.713186905 0.965968269 0.477158733 
Gallus_gallus-3.4.133.psi25.xml GOGuided2 74 27 19729 0.00287 0.747364877 0.96508216 0.415218741 
Gallus_gallus-3.4.133.psi25.xml GOGuided2 63 18 17683 0.00465 0.746260344 0.966927057 0.399287577 
Gallus_gallus-3.4.133.psi25.xml GOGuided2 16 11 18394 0.0045 0.7538656 0.965776007 0.437959114 
Gallus_gallus-3.4.133.psi25.xml GOGuided2 21 11 18983 0.0046 0.753603504 0.966130534 0.393323012 
Gallus_gallus-3.4.133.psi25.xml GOGuided2 30 19 20205 0.00513 0.741386823 0.966767082 0.448615141 
122 
 
 
 
 
Bos_taurus-3.4.145.psi25.xml GOGuided2 35 35 1448 0.00126 0.711494338 0.964008432 0.309620147 
Bos_taurus-3.4.145.psi25.xml GOGuided2 26 26 1050 0.00145 0.706075767 0.964529259 0.237411235 
Bos_taurus-3.4.145.psi25.xml GOGuided2 26 26 1008 0.00145 0.716969236 0.966567788 0.3426706 
Bos_taurus-3.4.145.psi25.xml GOGuided2 70 70 1173 0.00114 0.70876836 0.965345427 0.308239952 
Bos_taurus-3.4.145.psi25.xml GOGuided2 15 15 1297 0.00145 0.716500058 0.963938986 0.349050174 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided2 13 12 116 0 0.694930609 0.96400017 0.044057437 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided2 13 12 171 0 0.706914803 0.963215636 -0.210076041 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided2 13 12 149 0 0.690576824 0.964246825 -0.417818419 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided2 13 12 112 0 0.702531768 0.966796094 -0.336441483 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided2 13 12 120 0 0.721112576 0.964361269 -0.347852731 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided2 21 13 4756 0.0034 0.910035943 0.967269946 0.476156259 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided2 93 68 4643 0.00364 0.914256503 0.966537702 0.448813033 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided2 21 18 5022 4.85E-04 0.912493889 0.964082005 0.440628765 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided2 18 17 4397 4.85E-04 0.914435908 0.965462653 0.430135282 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided2 94 74 4763 4.85E-04 0.915366355 0.964893372 0.447659284 
Sus_scrofa-3.4.133.psi25.xml GOGuided2 7 6 341 0.00289 0.770044346 0.964092952 -0.235623291 
Sus_scrofa-3.4.133.psi25.xml GOGuided2 7 6 228 0.00362 0.771824864 0.964919547 0.010960333 
Sus_scrofa-3.4.133.psi25.xml GOGuided2 7 6 281 0.00434 0.783174132 0.965865667 0.005944715 
Sus_scrofa-3.4.133.psi25.xml GOGuided2 7 6 216 0.00651 0.760176837 0.964697299 -0.164706339 
Sus_scrofa-3.4.133.psi25.xml GOGuided2 7 6 216 0.00362 0.757895416 0.964016147 -0.041705647 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided2 63 10 98585 0.01736 0.713236555 0.965960399 0.469847228 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided2 38 6 114606 0.01897 0.718603309 0.965645869 0.453208229 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided2 55 9 118846 0.01882 0.721815541 0.966177368 0.5425398 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided2 63 7 125407 0.02064 0.717835951 0.96558987 0.490033381 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided2 77 10 127139 0.01882 0.718490464 0.966450248 0.467166153 
Gallus_gallus-3.4.133.psi25.xml GOGuided4 40 16 20525 0.00196 0.735191775 0.967020984 0.357398503 
Gallus_gallus-3.4.133.psi25.xml GOGuided4 41 15 21219 0.00498 0.747517355 0.963209805 0.376791139 
Gallus_gallus-3.4.133.psi25.xml GOGuided4 37 12 21829 0.00145 0.748960535 0.964341338 0.342734203 
Gallus_gallus-3.4.133.psi25.xml GOGuided4 29 16 21980 0.0015 0.74745381 0.968323169 0.489547595 
Gallus_gallus-3.4.133.psi25.xml GOGuided4 21 12 22356 0.00465 0.738252498 0.967123879 0.437550011 
Bos_taurus-3.4.145.psi25.xml GOGuided4 32 32 1166 0.0015 0.711378156 0.965164052 0.201474733 
Bos_taurus-3.4.145.psi25.xml GOGuided4 8 8 1259 0.0015 0.714910353 0.965918786 0.299588442 
Bos_taurus-3.4.145.psi25.xml GOGuided4 7 7 1212 0.00143 0.719338463 0.964868955 0.276853408 
Bos_taurus-3.4.145.psi25.xml GOGuided4 41 41 1321 0.0016 0.711825831 0.965382782 0.220467747 
Bos_taurus-3.4.145.psi25.xml GOGuided4 18 18 1381 0.00148 0.715173389 0.966781098 0.236472554 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided4 14 11 141 0 0.738384145 0.965066199 -0.210076041 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided4 14 11 129 0 0.685411733 0.965742857 -0.305692896 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided4 14 11 111 0.00641 0.69317373 0.969063256 -0.175398787 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided4 14 11 114 0 0.722745882 0.963624809 -0.279806503 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided4 14 11 108 0 0.72792566 0.96861973 -0.096252243 
123 
 
 
 
 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided4 12 8 4589 4.85E-04 0.914853521 0.967209992 0.466760685 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided4 13 7 4568 4.85E-04 0.898302244 0.96580752 0.501609316 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided4 10 7 4987 0 0.9271104 0.967040068 0.423786123 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided4 22 14 5674 2.43E-04 0.915365228 0.968419905 0.441878228 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided4 15 13 4995 7.28E-04 0.911403977 0.964436722 0.433938542 
Sus_scrofa-3.4.133.psi25.xml GOGuided4 8 7 223 0.00217 0.741558731 0.963860348 -0.036559997 
Sus_scrofa-3.4.133.psi25.xml GOGuided4 8 7 220 0.00434 0.773776575 0.965426325 -0.160122718 
Sus_scrofa-3.4.133.psi25.xml GOGuided4 8 7 198 0.00289 0.75488259 0.965103063 -0.108949697 
Sus_scrofa-3.4.133.psi25.xml GOGuided4 8 7 223 0.00579 0.74544858 0.964795184 -0.085984208 
Sus_scrofa-3.4.133.psi25.xml GOGuided4 8 7 208 0.00362 0.769677072 0.965175789 -0.067700712 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided4 72 13 139529 0.0201 0.714493686 0.966024041 0.433558747 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided4 54 11 164764 0.01991 0.716182904 0.965705285 0.445300137 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided4 77 17 136621 0.01947 0.719940365 0.965990386 0.450122763 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided4 77 17 153092 0.02139 0.713865164 0.965616639 0.452726181 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided4 86 16 144791 0.02005 0.722653809 0.966304395 0.434986965 
Gallus_gallus-3.4.133.psi25.xml GOGuided8 24 15 24550 0.00325 0.757005265 0.965741244 0.416635332 
Gallus_gallus-3.4.133.psi25.xml GOGuided8 22 17 23513 0.00374 0.748878487 0.964886961 0.431075112 
Gallus_gallus-3.4.133.psi25.xml GOGuided8 21 16 24332 0.00353 0.755882405 0.965934285 0.3889674 
Gallus_gallus-3.4.133.psi25.xml GOGuided8 21 15 25366 0.00328 0.7465002 0.964814598 0.33590352 
Gallus_gallus-3.4.133.psi25.xml GOGuided8 22 14 26825 0.0044 0.761411491 0.964457223 0.373851222 
Bos_taurus-3.4.145.psi25.xml GOGuided8 4 4 1471 0.00129 0.7154124 0.966849787 0.138365175 
Bos_taurus-3.4.145.psi25.xml GOGuided8 4 4 1481 0.00155 0.693926548 0.966120178 0.203419552 
Bos_taurus-3.4.145.psi25.xml GOGuided8 4 4 1574 0.00143 0.714488207 0.965103848 0.20602282 
Bos_taurus-3.4.145.psi25.xml GOGuided8 16 16 1518 0.00138 0.70637492 0.966809554 0.211569752 
Bos_taurus-3.4.145.psi25.xml GOGuided8 52 52 1554 0.00145 0.71363402 0.965293181 0.206946178 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided8 12 10 135 0 0.717819276 0.965974309 -0.217245357 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided8 12 10 118 0 0.718101551 0.964193887 -0.184664382 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided8 12 10 114 0 0.685045725 0.967428181 -0.336441483 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided8 12 10 104 0 0.713030646 0.964914707 -0.223204863 
Canis_familiaris-
3.4.133.psi25.xml 
GOGuided8 12 10 110 0 0.706014286 0.966354863 -0.38651078 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided8 37 15 5372 0.00364 0.913175391 0.964361093 0.428043016 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided8 30 19 5642 0 0.909269845 0.962997023 0.455968356 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided8 16 14 5825 0 0.919971631 0.966978392 0.45569659 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided8 26 19 5614 0 0.899540858 0.968030833 0.447888946 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
GOGuided8 30 20 5465 4.85E-04 0.903087329 0.965699172 0.4345568 
Sus_scrofa-3.4.133.psi25.xml GOGuided8 8 7 220 0.00217 0.771387884 0.96657801 -0.252032849 
Sus_scrofa-3.4.133.psi25.xml GOGuided8 8 6 299 0.00145 0.79022866 0.967484986 -0.150839353 
Sus_scrofa-3.4.133.psi25.xml GOGuided8 8 6 218 0.00145 0.76065767 0.965682642 -0.200470702 
Sus_scrofa-3.4.133.psi25.xml GOGuided8 8 6 290 0.00217 0.75068876 0.966199094 -0.098918974 
Sus_scrofa-3.4.133.psi25.xml GOGuided8 8 6 236 0.00217 0.776856824 0.962656199 -0.036747367 
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Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided8 97 18 108805 0.01825 0.716846504 0.96661711 0.45148868 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided8 100 13 101015 0.01884 0.715572484 0.965434727 0.44190299 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided8 93 10 110118 0.02016 0.713114456 0.966727813 0.410465803 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided8 97 13 120908 0.02001 0.711664182 0.966382401 0.45571201 
Homo_sapiens-
3.4.145_3.psi25.xml 
GOGuided8 80 11 125572 0.02097 0.713272156 0.966401691 0.456033103 
Gallus_gallus-3.4.133.psi25.xml Tuikkala16 30 15 42697 3.47E-04 0.785063348 0.964130723 0.232825545 
Gallus_gallus-3.4.133.psi25.xml Tuikkala16 51 16 43421 4.37E-04 0.78638918 0.965386584 0.170442357 
Gallus_gallus-3.4.133.psi25.xml Tuikkala16 60 12 41086 5.46E-04 0.788409035 0.964937176 0.323815175 
Gallus_gallus-3.4.133.psi25.xml Tuikkala16 41 21 47090 2.55E-04 0.774998785 0.96592763 0.297404457 
Gallus_gallus-3.4.133.psi25.xml Tuikkala16 47 19 46105 5.09E-04 0.78877486 0.96500853 0.279289519 
Bos_taurus-3.4.145.psi25.xml Tuikkala16 16 16 3008 4.29E-05 0.783554198 0.964065201 -0.233819508 
Bos_taurus-3.4.145.psi25.xml Tuikkala16 21 21 2015 5.82E-05 0.793889489 0.966881766 -0.121019848 
Bos_taurus-3.4.145.psi25.xml Tuikkala16 13 13 1558 0 0.790508001 0.966261198 0.019859849 
Bos_taurus-3.4.145.psi25.xml Tuikkala16 15 15 1611 0 0.793277474 0.96649622 -0.144652824 
Bos_taurus-3.4.145.psi25.xml Tuikkala16 86 86 1519 0 0.791454541 0.965866383 -0.157064192 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala16 8 7 137 0 0.675680268 0.963399759 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala16 8 7 105 0 0.66759552 0.964806353 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala16 8 7 112 0 0.683879099 0.964395373 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala16 8 7 104 0 0.679827159 0.964244583 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala16 8 7 103 0 0.661703495 0.964860997 -0.307276667 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala16 16 15 4184 0 0.897111713 0.9662124 -0.055948804 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala16 27 22 5385 0 0.897049468 0.967303079 -0.160448122 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala16 21 14 6289 0 0.905844849 0.967660597 -0.263655391 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala16 21 14 4309 0 0.898485952 0.966757965 -0.221677159 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala16 15 11 5174 0 0.908332985 0.965402822 -0.216222651 
Sus_scrofa-3.4.133.psi25.xml Tuikkala16 11 10 220 0 0.803453356 0.966368158 -0.519946574 
Sus_scrofa-3.4.133.psi25.xml Tuikkala16 14 12 189 0 0.814717071 0.96467541 -0.581404375 
Sus_scrofa-3.4.133.psi25.xml Tuikkala16 11 10 186 0 0.821954212 0.965518469 -0.697910129 
Sus_scrofa-3.4.133.psi25.xml Tuikkala16 11 10 181 0 0.811480527 0.963549732 -0.56579468 
Sus_scrofa-3.4.133.psi25.xml Tuikkala16 11 10 179 0 0.803343729 0.966205776 -0.776373839 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala16 100 44 250316 0.01162 0.816505031 0.967343083 0.079608712 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala16 85 10 73220 0.00254 0.837243054 0.967038323 -0.01133708 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala16 62 26 45155 0.00188 0.839047523 0.966609351 -0.185642426 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala16 55 13 39525 0.0016 0.841335113 0.967349459 -0.12956325 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala16 79 23 52300 0.00143 0.839268605 0.966791614 -0.199872377 
Gallus_gallus-3.4.133.psi25.xml Tuikkala2 47 22 22904 4.16E-04 0.782137138 0.964383674 0.272173876 
Gallus_gallus-3.4.133.psi25.xml Tuikkala2 54 20 15866 4.21E-04 0.786033729 0.964812219 0.15677809 
Gallus_gallus-3.4.133.psi25.xml Tuikkala2 69 17 19866 6.47E-04 0.781997065 0.965151935 0.252796941 
Gallus_gallus-3.4.133.psi25.xml Tuikkala2 35 10 24630 3.25E-04 0.783907819 0.965747477 0.187413667 
Gallus_gallus-3.4.133.psi25.xml Tuikkala2 32 18 22968 3.64E-04 0.782168437 0.964921445 0.102170247 
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Bos_taurus-3.4.145.psi25.xml Tuikkala2 35 35 1956 3.14E-04 0.743034705 0.965831938 -0.140423288 
Bos_taurus-3.4.145.psi25.xml Tuikkala2 35 35 1105 3.44E-04 0.783941295 0.964486465 -0.419498534 
Bos_taurus-3.4.145.psi25.xml Tuikkala2 35 35 903 3.08E-04 0.779577482 0.967325129 -0.199599757 
Bos_taurus-3.4.145.psi25.xml Tuikkala2 35 35 922 2.70E-04 0.779602158 0.96566475 -0.319040255 
Bos_taurus-3.4.145.psi25.xml Tuikkala2 35 35 865 4.45E-04 0.788184445 0.965291727 0.118566108 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala2 18 10 144 0 0.650914105 0.963929356 -0.311040578 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala2 10 10 141 0 0.667047018 0.968548988 -0.33311289 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala2 10 10 129 0 0.688784514 0.965128835 -0.195895639 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala2 10 10 125 0 0.660330581 0.96638138 -0.195895639 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala2 10 10 111 0 0.661415893 0.966022887 -0.195895639 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala2 33 24 4143 0 0.900494208 0.965316787 -0.003435359 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala2 21 18 3321 0 0.899706542 0.965846981 -0.239848247 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala2 39 27 3433 0 0.900519031 0.966898439 -0.195006924 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala2 16 10 3296 0 0.897641297 0.965733125 -0.159392979 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala2 94 77 3371 0 0.90658969 0.967176761 -0.151737219 
Sus_scrofa-3.4.133.psi25.xml Tuikkala2 8 8 333 0.00273 0.783114744 0.966285892 -0.546588183 
Sus_scrofa-3.4.133.psi25.xml Tuikkala2 8 8 285 0 0.825801579 0.962163242 -0.546259085 
Sus_scrofa-3.4.133.psi25.xml Tuikkala2 8 8 200 0 0.803065527 0.964640094 -0.565991563 
Sus_scrofa-3.4.133.psi25.xml Tuikkala2 8 8 206 0 0.803776383 0.964784407 -0.606744146 
Sus_scrofa-3.4.133.psi25.xml Tuikkala2 8 8 195 0 0.802934072 0.965424403 -0.511396156 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala2 69 11 73910 0.01293 0.774610708 0.966940631 0.065883729 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala2 32 6 25314 0.0045 0.810737695 0.966795626 0.242261339 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala2 58 20 12010 0.00164 0.835747498 0.96634704 -0.057425064 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala2 43 16 6499 6.34E-04 0.843399431 0.966544106 -0.030691876 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala2 2 1 6546 5.28E-04 0.84404814 0.967044036 -0.03616919 
Gallus_gallus-3.4.133.psi25.xml Tuikkala4 33 17 27469 3.57E-04 0.786851175 0.964876709 0.354884857 
Gallus_gallus-3.4.133.psi25.xml Tuikkala4 29 14 23117 4.88E-04 0.789472111 0.965320216 0.100576994 
Gallus_gallus-3.4.133.psi25.xml Tuikkala4 49 16 30377 3.00E-04 0.789153824 0.965429342 0.180687225 
Gallus_gallus-3.4.133.psi25.xml Tuikkala4 38 16 31332 3.38E-04 0.782882133 0.965835402 0.1365847 
Gallus_gallus-3.4.133.psi25.xml Tuikkala4 29 15 22719 4.13E-04 0.78697925 0.96476387 0.09323498 
Bos_taurus-3.4.145.psi25.xml Tuikkala4 24 24 2326 4.02E-04 0.759022082 0.964968027 0.038701338 
Bos_taurus-3.4.145.psi25.xml Tuikkala4 27 27 1526 0 0.798551837 0.964931993 -0.223002395 
Bos_taurus-3.4.145.psi25.xml Tuikkala4 25 25 795 0 0.791502339 0.967104257 -0.136163222 
Bos_taurus-3.4.145.psi25.xml Tuikkala4 25 25 745 0 0.796500599 0.967129031 -0.133019954 
Bos_taurus-3.4.145.psi25.xml Tuikkala4 25 25 759 0 0.795833318 0.966039264 -0.016606682 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala4 12 12 163 0 0.706236933 0.967522353 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala4 12 12 114 0 0.722902243 0.964533734 -0.327853722 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala4 12 12 109 0 0.711835872 0.964888327 -0.184664382 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala4 12 12 107 0 0.713096809 0.965204943 -0.184664382 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala4 12 12 109 0 0.707727908 0.965277047 -0.184664382 
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Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala4 12 11 3504 0 0.90663961 0.964904507 -0.149266445 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala4 38 18 5273 0 0.900157421 0.967461475 -0.091565338 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala4 7 5 3560 0 0.905470871 0.966349252 -0.038769383 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala4 21 18 3609 0 0.898289591 0.966926992 -0.128215116 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala4 38 30 3648 0 0.897718752 0.967639301 -0.136375388 
Sus_scrofa-3.4.133.psi25.xml Tuikkala4 9 8 276 0 0.818955551 0.964940543 -0.683769068 
Sus_scrofa-3.4.133.psi25.xml Tuikkala4 10 8 173 0 0.803124521 0.96520651 -0.658625824 
Sus_scrofa-3.4.133.psi25.xml Tuikkala4 9 8 190 0 0.808736701 0.963841669 -0.671917266 
Sus_scrofa-3.4.133.psi25.xml Tuikkala4 9 8 176 0 0.811884012 0.964559201 -0.435983072 
Sus_scrofa-3.4.133.psi25.xml Tuikkala4 9 8 184 0 0.799046441 0.964985226 -0.583657461 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala4 58 6 119397 0.01166 0.801559467 0.966452438 0.018191375 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala4 96 9 55550 0.0041 0.82133945 0.966625967 -0.026737543 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala4 52 8 36185 0.00385 0.823079772 0.966921944 -0.002500601 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala4 14 6 31181 0.0035 0.822608313 0.966774873 -0.137416048 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala4 52 7 41703 0.00366 0.82759618 0.966563322 -0.125389633 
Gallus_gallus-3.4.133.psi25.xml Tuikkala8 96 38 34684 2.96E-04 0.788439963 0.965743297 0.227142975 
Gallus_gallus-3.4.133.psi25.xml Tuikkala8 40 15 32591 3.75E-04 0.785956626 0.965551054 0.405531909 
Gallus_gallus-3.4.133.psi25.xml Tuikkala8 24 13 35574 0.00124 0.783198066 0.965815683 0.284105453 
Gallus_gallus-3.4.133.psi25.xml Tuikkala8 37 15 38379 6.38E-04 0.793876504 0.965470456 0.234340553 
Gallus_gallus-3.4.133.psi25.xml Tuikkala8 51 17 34835 3.75E-04 0.78488946 0.965122369 0.113052149 
Bos_taurus-3.4.145.psi25.xml Tuikkala8 79 79 2737 0 0.78388842 0.965691955 -0.005830557 
Bos_taurus-3.4.145.psi25.xml Tuikkala8 16 16 1368 0 0.787821329 0.965837062 -0.014446698 
Bos_taurus-3.4.145.psi25.xml Tuikkala8 12 12 1246 0 0.78857183 0.96634812 -0.06768336 
Bos_taurus-3.4.145.psi25.xml Tuikkala8 18 18 1252 1.76E-04 0.791271094 0.964468456 -0.133359298 
Bos_taurus-3.4.145.psi25.xml Tuikkala8 15 15 1349 0 0.791519285 0.965071401 -0.104392486 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala8 12 12 115 0 0.657746025 0.965636744 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala8 12 12 109 0 0.67996818 0.963945713 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala8 12 12 111 0 0.672801045 0.964414048 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala8 12 12 104 0 0.655958714 0.966157095 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Tuikkala8 12 12 118 0 0.671732239 0.963946887 -0.307276667 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala8 8 7 4842 0 0.909790725 0.966315439 -0.020778611 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala8 8 7 3981 0 0.905618109 0.965128393 -0.289006867 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala8 13 8 4691 0 0.906163873 0.966085359 -0.062357275 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala8 82 47 5963 0 0.909969188 0.965767034 -0.002924658 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Tuikkala8 26 15 5399 0 0.898520437 0.966878737 -0.104468838 
Sus_scrofa-3.4.133.psi25.xml Tuikkala8 10 10 267 0 0.826656653 0.964232008 -0.564540382 
Sus_scrofa-3.4.133.psi25.xml Tuikkala8 10 10 216 0 0.812428116 0.964955235 -0.55047435 
Sus_scrofa-3.4.133.psi25.xml Tuikkala8 10 10 192 0 0.805523248 0.96377155 -0.572901776 
Sus_scrofa-3.4.133.psi25.xml Tuikkala8 10 10 177 0 0.817755995 0.965139224 -0.649657351 
Sus_scrofa-3.4.133.psi25.xml Tuikkala8 10 10 194 0 0.811154437 0.96507587 -0.642077107 
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Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala8 68 13 130874 0.00816 0.829244997 0.966687458 0.068089795 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala8 71 13 25561 0.00105 0.856309986 0.967022983 -0.045146452 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala8 21 9 13387 4.94E-04 0.855172159 0.96663211 -0.064993172 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala8 68 23 12436 3.96E-04 0.858484156 0.96742791 -0.083039504 
Homo_sapiens-
3.4.145_3.psi25.xml 
Tuikkala8 99 22 18670 4.47E-04 0.852293003 0.966835226 -0.128721913 
Gallus_gallus-3.4.133.psi25.xml Walshaw16 72 16 80788 4.94E-04 0.770293542 0.965065486 0.126306282 
Gallus_gallus-3.4.133.psi25.xml Walshaw16 66 13 74529 7.24E-04 0.774413206 0.965618102 0.211293322 
Gallus_gallus-3.4.133.psi25.xml Walshaw16 33 13 67816 7.59E-04 0.77432963 0.964853456 0.229308707 
Gallus_gallus-3.4.133.psi25.xml Walshaw16 70 15 74098 5.17E-04 0.759768106 0.965560886 0.210066622 
Gallus_gallus-3.4.133.psi25.xml Walshaw16 33 16 77175 5.17E-04 0.773284189 0.965977591 0.216578866 
Bos_taurus-3.4.145.psi25.xml Walshaw16 18 12 5061 4.58E-04 0.782422783 0.966129347 -0.080228541 
Bos_taurus-3.4.145.psi25.xml Walshaw16 4 4 2483 0 0.794656379 0.965609996 -0.196992256 
Bos_taurus-3.4.145.psi25.xml Walshaw16 2 2 2108 0 0.792623512 0.965040153 -0.213812723 
Bos_taurus-3.4.145.psi25.xml Walshaw16 13 13 2160 0 0.798284789 0.966684595 -0.143390676 
Bos_taurus-3.4.145.psi25.xml Walshaw16 19 19 2345 0 0.796138709 0.965974581 -0.191738377 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw16 10 10 159 0 0.672432843 0.964166081 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw16 10 10 105 0 0.65443973 0.96375804 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw16 10 9 106 0 0.664781719 0.963555875 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw16 10 10 108 0 0.668586376 0.963207096 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw16 10 10 103 0 0.655737684 0.963844571 -0.307276667 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw16 29 12 5422 0 0.898345856 0.966739116 -0.041128934 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw16 33 20 9570 0 0.899080409 0.967286295 -0.150187795 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw16 11 6 5664 0 0.898282276 0.967124822 -0.06693239 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw16 12 5 6357 0 0.89770787 0.965404131 -0.065820038 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw16 15 10 6353 0 0.901090903 0.966014466 0.120994284 
Sus_scrofa-3.4.133.psi25.xml Walshaw16 10 10 407 0 0.8081063 0.966051595 -0.664781678 
Sus_scrofa-3.4.133.psi25.xml Walshaw16 10 10 317 0 0.806895803 0.964224134 -0.539709749 
Sus_scrofa-3.4.133.psi25.xml Walshaw16 10 10 295 0.0298 0.801835844 0.968041264 -0.723833466 
Sus_scrofa-3.4.133.psi25.xml Walshaw16 10 10 307 0 0.809259684 0.964344244 -0.516487144 
Sus_scrofa-3.4.133.psi25.xml Walshaw16 10 10 301 0 0.799732546 0.965015595 -0.61978589 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw16 79 5 118191 0.00151 0.840214677 0.967383648 -0.083912204 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw16 63 5 111789 0.00138 0.839455894 0.967092678 -0.101354639 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw16 91 8 174322 0.0015 0.838005691 0.966982136 -0.040801159 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw16 74 8 141931 0.00168 0.836683366 0.967255381 -0.079086381 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw16 93 10 162385 0.00154 0.839665446 0.966876645 -0.070969724 
Gallus_gallus-3.4.133.psi25.xml Walshaw2 71 17 51388 3.06E-04 0.767553539 0.965253682 0.193204215 
Gallus_gallus-3.4.133.psi25.xml Walshaw2 33 16 43784 3.33E-04 0.782183202 0.965099682 0.240631155 
Gallus_gallus-3.4.133.psi25.xml Walshaw2 30 15 54431 3.01E-04 0.778491885 0.96572631 0.31664906 
Gallus_gallus-3.4.133.psi25.xml Walshaw2 90 18 52895 2.68E-04 0.77620673 0.965284854 0.335507948 
Gallus_gallus-3.4.133.psi25.xml Walshaw2 40 18 35891 2.68E-04 0.778769621 0.965124571 0.207173583 
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Bos_taurus-3.4.145.psi25.xml Walshaw2 22 22 2663 4.12E-04 0.759025963 0.96614604 -0.323665158 
Bos_taurus-3.4.145.psi25.xml Walshaw2 13 13 2575 4.69E-04 0.764404517 0.964698641 -0.162785886 
Bos_taurus-3.4.145.psi25.xml Walshaw2 40 40 1986 1.94E-04 0.774706305 0.966865654 -0.192502531 
Bos_taurus-3.4.145.psi25.xml Walshaw2 21 21 1918 1.01E-04 0.778551439 0.96591031 0.005588502 
Bos_taurus-3.4.145.psi25.xml Walshaw2 12 12 2031 5.24E-05 0.772464087 0.964444157 -0.111392407 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw2 7 7 135 0 0.662684725 0.964280127 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw2 7 7 107 0 0.674510589 0.963666905 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw2 7 7 108 0 0.705256509 0.964153911 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw2 7 7 106 0 0.68065343 0.964033536 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw2 7 7 114 0 0.666980197 0.963526936 -0.307276667 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw2 5 5 4430 0 0.89842956 0.966624932 -0.035904946 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw2 12 7 4435 0 0.906257889 0.9654572 -0.354490444 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw2 18 11 4528 0 0.905207351 0.967530118 -0.346214752 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw2 13 11 4597 0 0.89833148 0.96614601 -0.290690383 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw2 24 21 4660 0 0.90831264 0.965725236 -0.129945442 
Sus_scrofa-3.4.133.psi25.xml Walshaw2 11 11 335 0 0.785616158 0.966676417 -0.723332035 
Sus_scrofa-3.4.133.psi25.xml Walshaw2 11 11 341 0 0.798618625 0.964871773 -0.476398221 
Sus_scrofa-3.4.133.psi25.xml Walshaw2 11 11 298 0 0.817255806 0.963995381 -0.516634748 
Sus_scrofa-3.4.133.psi25.xml Walshaw2 11 11 295 0 0.79565711 0.962965613 -0.659312115 
Sus_scrofa-3.4.133.psi25.xml Walshaw2 11 11 208 0 0.80587207 0.966020427 -0.566124155 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw2 57 10 69857 0.01065 0.783027441 0.966946873 0.01088603 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw2 13 4 25184 0.00428 0.803332848 0.966117899 0.039368088 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw2 12 4 19126 0.00322 0.80963169 0.96713372 -0.029454703 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw2 52 16 30670 0.00244 0.827486737 0.966621351 -0.013246709 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw2 69 12 28960 0.00149 0.837327576 0.966493712 -0.073193988 
Gallus_gallus-3.4.133.psi25.xml Walshaw4 29 15 58555 2.78E-04 0.7693189 0.964871917 0.229462964 
Gallus_gallus-3.4.133.psi25.xml Walshaw4 41 15 57314 4.02E-04 0.773471897 0.966448566 0.315890671 
Gallus_gallus-3.4.133.psi25.xml Walshaw4 65 16 55626 3.09E-04 0.761290596 0.965052425 0.218537393 
Gallus_gallus-3.4.133.psi25.xml Walshaw4 43 16 57169 3.71E-04 0.772260965 0.965531785 0.091654854 
Gallus_gallus-3.4.133.psi25.xml Walshaw4 35 12 65394 3.40E-04 0.776644038 0.965231969 0.184971609 
Bos_taurus-3.4.145.psi25.xml Walshaw4 22 16 3604 4.63E-04 0.765495616 0.966165242 -0.119676639 
Bos_taurus-3.4.145.psi25.xml Walshaw4 4 4 2179 9.45E-04 0.779025778 0.965281627 -0.245005852 
Bos_taurus-3.4.145.psi25.xml Walshaw4 12 12 1938 1.12E-04 0.772068351 0.965192678 -0.163663554 
Bos_taurus-3.4.145.psi25.xml Walshaw4 12 12 1972 5.60E-05 0.779577034 0.964738269 -0.162362822 
Bos_taurus-3.4.145.psi25.xml Walshaw4 57 57 2099 5.60E-05 0.778230152 0.966004226 -0.203967389 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw4 7 7 104 0 0.658848878 0.965489987 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw4 7 7 110 0 0.663634717 0.962370805 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw4 7 7 110 0 0.663086265 0.964635211 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw4 7 7 103 0 0.671439211 0.963535878 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw4 7 7 107 0 0.679133001 0.96325857 -0.307276667 
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Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw4 16 10 4860 0 0.901205492 0.966003176 -0.257385835 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw4 18 18 4791 0 0.899814368 0.966666167 -0.017516457 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw4 15 8 4819 0 0.910430124 0.966557331 -0.172848987 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw4 32 16 8439 0 0.914119705 0.965793772 -0.18376929 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw4 7 4 5047 0 0.898964373 0.965805529 -0.283649682 
Sus_scrofa-3.4.133.psi25.xml Walshaw4 10 10 431 0 0.820373195 0.96461497 -0.658945447 
Sus_scrofa-3.4.133.psi25.xml Walshaw4 10 10 294 0 0.820810046 0.964999683 -0.749701958 
Sus_scrofa-3.4.133.psi25.xml Walshaw4 10 10 313 0 0.832384945 0.964356467 -0.723214682 
Sus_scrofa-3.4.133.psi25.xml Walshaw4 10 10 291 0 0.82282276 0.964922134 -0.565587919 
Sus_scrofa-3.4.133.psi25.xml Walshaw4 10 10 310 0 0.826794219 0.965184211 -0.546906453 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw4 65 14 32170 0.00145 0.838179844 0.966883883 -0.213760059 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw4 46 6 40879 0.0017 0.836113396 0.967548564 0.0051038 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw4 85 8 52270 0.00128 0.83741976 0.966959282 -0.062411781 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw4 88 18 67536 0.0014 0.838636769 0.966958967 -0.140274418 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw4 72 11 65370 0.00144 0.838672272 0.966579585 -0.095602667 
Gallus_gallus-3.4.133.psi25.xml Walshaw8 79 17 66487 3.82E-04 0.769148879 0.965265642 0.253222793 
Gallus_gallus-3.4.133.psi25.xml Walshaw8 35 15 68354 0.00194 0.772367953 0.96486237 0.073614277 
Gallus_gallus-3.4.133.psi25.xml Walshaw8 51 15 66967 6.36E-04 0.769841817 0.966358764 0.228130874 
Gallus_gallus-3.4.133.psi25.xml Walshaw8 58 16 70160 4.14E-04 0.767509251 0.965081047 0.20885135 
Gallus_gallus-3.4.133.psi25.xml Walshaw8 40 16 69970 3.82E-04 0.760694252 0.965519217 0.04455096 
Bos_taurus-3.4.145.psi25.xml Walshaw8 7 4 4641 9.08E-04 0.776088106 0.964956325 -0.179601965 
Bos_taurus-3.4.145.psi25.xml Walshaw8 8 8 2298 1.20E-04 0.789434708 0.966871043 -0.212444432 
Bos_taurus-3.4.145.psi25.xml Walshaw8 15 15 2071 0 0.785228999 0.966157541 -0.125382336 
Bos_taurus-3.4.145.psi25.xml Walshaw8 5 5 2127 0 0.786906025 0.965371846 -0.339435523 
Bos_taurus-3.4.145.psi25.xml Walshaw8 12 12 2083 0 0.787667616 0.965668502 -0.218226849 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw8 8 8 164 0 0.689227677 0.964072833 -0.314290363 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw8 8 8 106 0 0.695367569 0.963709964 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw8 8 8 112 0 0.670427051 0.964241471 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw8 8 8 110 0 0.690135053 0.963951005 -0.307276667 
Canis_familiaris-
3.4.133.psi25.xml 
Walshaw8 8 8 107 0 0.658993969 0.965711842 -0.307276667 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw8 5 3 5072 0 0.898396269 0.966464377 -0.239674802 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw8 38 18 6661 0 0.898180466 0.965565715 0.012811324 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw8 24 16 8015 0 0.906934003 0.965968347 -0.293278973 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw8 51 22 5319 0 0.899670445 0.965666746 -0.07588835 
Escherichia_coli_K12_MG1655-
3.4.145.psi25.xml 
Walshaw8 27 22 5512 0 0.898561767 0.965957893 -0.158776404 
Sus_scrofa-3.4.133.psi25.xml Walshaw8 16 16 329 0 0.804109574 0.968470059 -0.616538756 
Sus_scrofa-3.4.133.psi25.xml Walshaw8 16 16 305 0 0.806276136 0.964237811 -0.618532749 
Sus_scrofa-3.4.133.psi25.xml Walshaw8 16 16 300 0 0.804947564 0.964557631 -0.648223657 
Sus_scrofa-3.4.133.psi25.xml Walshaw8 16 16 293 0 0.802036154 0.964390096 -0.512924583 
Sus_scrofa-3.4.133.psi25.xml Walshaw8 16 16 313 0 0.804215779 0.963593407 -0.574717439 
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Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw8 80 16 71058 0.00153 0.842115471 0.966425878 -0.128640062 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw8 77 10 69098 0.00163 0.835605998 0.967187543 -0.066467424 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw8 69 7 110968 0.00188 0.83722029 0.966740255 -0.098014605 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw8 97 9 96662 0.00141 0.839188027 0.967040491 -0.013553509 
Homo_sapiens-
3.4.145_3.psi25.xml 
Walshaw8 49 6 103115 0.00158 0.841383307 0.966812583 -0.007559092 
Table 33: Full Experimental Results 
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Appendix D 
Additional Figures 
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Figure 79: 31st Coarsest Human PIN Highlighted Node Cluster 
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