In this thesis, we are interested in empirical likelihood (EL) methods for twosample problems, with focus on the difference of the two population means. A weighted empirical likelihood method (WEL) for two-sample problems is developed . We also consider a scenario where sample data on auxiliary variables are fully observed for both samples but values of the response variable are subject to missingness. We develop an adjusted empirical likelihood method for inference of the difference of the two population means for this scenario where missing values are handled by a regression imputation method. Bootstrap calibration for WEL is also developed. Simulation studies are conducted to evaluate the performance of naive EL, WEL and WEL with bootstrap calibration (BWEL) with comparison to the usual two-sample t-test in terms of power of the tests and coverage accuracies. Simulation for the adjusted EL for the linear regression model with missing data is also conducted.
Introduction
Two-sample problems are common in applied statistics. Suppose we have two study populations and our interest is the difference between the two populations. Particularly we are interested in the difference of the two population means. For example, Zhou, Gao and Hui (1997) studied the effects of race on medical costs of patients. Their interest is whether the average medical costs for African American patients is the same as white patients. In this thesis, we focus on comparing the difference of two population means.
Two-sample problems
Suppose {y 11 , · · · , y 1n 1 } is a random sample from a population following the distribution F 0 and {y 21 , · · · , y 2n 2 } is a random sample from a population following the distribution G 0 and the two samples are independent. Let µ 1 and µ 2 be respectively the two population means and σ which is the same as the one for the large sample test. However, there is a major difference in terms of limiting distributions. The key idea is that the distribution of S .
As a result, the distribution of T 1 can be approximated by a t distribution. When the sample sizes are small or the two population variances are equal or approximately equal, then the standard two-sample t-test is more accurate.
Chapter 2 Two-Sample Empirical Likelihood Methods
The empirical likelihood (EL) method, proposed by Owen (1988) , has been one of the most popular inference methods in the last 20 years. It was first introduced to construct confidence intervals for a population mean of a single sample of independent and identically distributed observations. Owen (2001) provides an excellent overview of the EL method, including intuitive ideas, theoretical developments, and applications. In the section, we develop empirical likelihood methods for two-sample problems. We first provide a short review of the EL method for a single sample and then describe a naive EL method and establish a weighted EL method for two-sample problems. Performances of these methods are compared through simulation studies.
A brief review of empirical likelihood for a single sample
Suppose that we are interested in testing the population mean of one single sample using empirical likelihood, which was first proposed by Owen (1988) . Let X 1 , · · · , X n be a random sample from cumulative distribution function (CDF) F 0 and x 1 , · · · , x n is the realization of the sample. Suppose the population mean is µ. The empirical cumulative distribution function (ECDF) of X 1 , ..., X n is defined as
Define F as the class of all distribution functions. Then from Kiefer and Wolfowitz (1956), the ECDF F n uniquely maximizes L(F ). That is, for any
where F 0 ∈ F contains all multinomial distributions which put weights p 1 , · · · , p n entirely on x 1 , · · · , x n respectively.
The (profile) empirical likelihood ratio function for µ is defined as
The above second equality holds because
In the following, we state the important and fundamental result in the empirical likelihood theory, which was proved by Owen (1988) .
This theorem is similar to Wilks' theorem in parametric settings, which can be used to test statistical hypothesis and construct confidence intervals on µ. Since Owen's pioneer work on empirical likelihood, the EL method has been extended and applied to different statistical problems. One of the applications is the two-sample problem described in the next section.
Naive two-sample empirical likelihood
In this section, we briefly introduce how to use Owen (1988) 's method to establish the naive two-sample empirical likelihood method. Owen (2001) provides a multi-sample empirical likelihood theorem, which includes the two-sample problem as a special case. This theorem is stated in the two-sample setting as follows:
Let y 11 , · · · , y 1n 1 ∈ R t ∼ F 0 and y 21 , · · · , y 2n 2 ∈ R t ∼ G 0 , with all observations independent. Let θ ∈ R t be defined by
Define the (profile) empirical likelihood ratio function as
(n 2 q j ) :
Then −2 log R(θ 0 ) converges in distribution to a χ 2 t distribution random variables. Proof: the proof can be found in Owen (2001) . Now we define h(y 1 , y 2 , d) = y 1 − y 2 − d where d = µ 1 − µ 2 , where µ 1 and µ 2 are two population means respectively. Then this theorem provides a naive two-sample empirical likelihood method for general two-sample problems:
Define the naive two-sample empirical likelihood ratio function
Then when d is the true difference of two population means, −2 log R(d) converges in distribution to a χ 2 t distribution random variables. The above result can be derived under a different formulation, as outlined in Wu (2009) . We consider t = 1. We maximize the empirical likelihood function
for a fixed µ 0 , where p 1 = (p 11 , · · · , p 1n 1 ) and p 2 = (p 21 , · · · , p 2n 2 ) are the discrete probability measures over these two samples respectively, and
). This leads to a log empirical likelihood ratio function r(µ 0 , d) with two parameters d and µ 0 , where
and λ 1 and λ 2 are the solutions to
respectively. To derive the empirical likelihood ratio function for d, we findμ 0 , which maximizes r(µ 0 , d) for a fixed d. After pluggingμ 0 into the EL ratio function, we get
Hence we have the following theorem:
Suppose that the log empirical likelihood ratio function r(d) is defined as above, then when d is the true difference of the two population means, −2r(d) converges in distribution to a χ 2 1 random variable.
Weighted two-sample empirical likelihood
As shown by Owen (2001) , EL can be applied to solve multi-sample problems, including two-sample problems. One can use the EL methods to construct confidence intervals without assuming the distributions of the samples. However, the EL method may encounter some problems when applied to multiple-sample problems. The major one is that, EL may not perform well when the distributions are quite skewed or sample sizes are not large or sample sizes from each population are quite different. Fu, Wang and Wu (2009) developed a weighted empirical likelihood (WEL) method, and tried to alleviate the difficulties that EL may encounter. They showed through simulation studies that WEL performs better than the naive EL and some other traditional methods, when population distributions are skewed and sample sizes are small or moderate.
In this section, enlightened by Fu, Wang and Wu (2009)'s idea, we construct the weighted empirical likelihood methods for two sample problems.
We use the same setting as before. We suppose {y 11 , · · · , y 1n 1 } is a random sample from a population following the distribution F 0 and {y 21 , · · · , y 2n 2 } is a random sample from a population following the distribution G 0 and these two samples are independent. Their population means, µ 1 and µ 2 , differ by d. We are interested in testing the hypothesis:
Some inspiring techniques for dealing with multi-sample problems are proposed by Fu, Wang and Wu (2009) . We use similar method to establish a Wilk's type theorem for two-sample problems under a weighted EL formulation. First, we define the weighted log empirical likelihood function as
subject to n i j=1 p ij = 1, i = 1, 2, and
, p ij = P r(Y ij = y ij ), and p 1 = (p 11 , · · · , p 1n 1 ) and p 2 = (p 21 , · · · , p 2n 2 ) . Note that σ 2 1 and σ 2 2 denote respectively the two population variances.
Theorem 2.5
Assume that both σ 2 1 and σ 2 2 are finite and that n 1 /n 2 → c 0 = 0 as n = n 1 + n 2 → ∞. When d is the true difference of two population means, we have
where the weighted log empirical likelihood ratio −2r w (d) is defined in (2.3) and c 1 is an adjusting constant and is specified in (2.4). Proof: we rewrite our constraints as
or rewrite the above equation as
where
Use the standard Lagrange multiplier method, we get
and λ is the solution to
Substituting 1/(1 + λ u ij ) = 1 − λ u ij /(1 + λ u ij ) into the above formula, we have
Noting that
and using similar argument in Owen (2001), we get
The two-sample weighted log empirical likelihood ratio can be defined as
then using the Taylor series expansion, we get
It follows that when d is the true difference of two means, −2 w r(d)/c 1 converges in distribution to a χ 2 1 random variable with one degree of freedom.
Simulation studies
In this section, we assess the power of the tests using the two-sample naive EL method and the two-sample WEL method, and compare them to the student's t-test using pooled sample variance, under small or moderate sample-size settings. We generate our data from four different types of distributions: normal, log-normal, exponential and uniform. Different variance structures and different sample sizes are also taken into account. The null hypothesis is set as
and the alternative hypothesis is
when data are generated by normal, exponential and uniform distributions, where m is chosen for different values. For lognormal distributions, the alternative hypothesis is
Under each simulation run, the data were generated under different distributions, which have different means, variances and sample sizes. The true parameters of µ 1 and µ 2 , and hence d, were set under the alternative hypothesis. The proportion of times of rejecting the null hypothesis is the so-call empirical power of a test. Specifically, let (L b ,Û b ) be the confidence interval for d from the bth simulation. Then the empirical power is defined as
whereL b andÛ b were computed using bi-section methods which is described in the next section, and I is the indicator function.
Tables 2.1, 2.2, 2.3 and 2.4 report the comparison of the empirical powers of t-test, naive empirical likelihood (EL) and weighted empirical likelihood (WEL). In Table 2 .1, sample 1 and sample 2 were both generated from normal distribution with different means, standard deviations and sample sizes, indicated by (µ 1 , µ 2 ), (σ 1 , σ 2 ) and (n 1 , n 2 ) respectively.
From Table 2 .1, we see that three tests have similar performance in terms of power in most settings. However, when (σ 1 , σ 2 ) = (1, 1.5) and (n 1 , n 2 ) = (15, 30) or (30, 15), the empirical powers of EL an WEL are much higher than the t-test. For example, when (µ 1 , µ 2 ) = (1 + 1/ √ 5, 1), (σ 1 , σ 2 ) = (1, 1.5) and (n 1 , n 2 ) = (15, 30), the powers of EL and WEL methods are 0.2440 and 0.2300, respectively, while the power of the t-test method is 0.1610. In this case the powers of EL and WEL are approximately 50% higher than that of t-test. When (µ 1 , µ 2 ) = (1 + 1/ √ 30, 1), (σ 1 , σ 2 ) = (1, 1.5) and (n 1 , n 2 ) = (15, 30), the powers of EL and WEL are approximately 100% higher than that of t-test. In Tables 2.2, 2.3 and 2 .4, data were generated from skewed distributions: the lognormal distribution, the exponential distribution, and the uniform distribution. From these tables, we see that EL and WEL perform better or much better than t-test in most cases.
For instance, when both samples are generated from lognormal distributions with parameters (µ 1 , µ 2 ) = (1 + 1/ √ 5, 1), (σ 1 , σ 2 ) = (1.5, 1) and (n 1 , n 2 ) = (30, 15), the powers of EL and WEL methods are 0.6815 and 0.7185, respectively, while the power of the t-test is 0.0930, which is unacceptably low. 
Computational algorithms
For the naive two-sample empirical likelihood method, the major computational problem is to maximize the joint empirical log-likelihood
We adopt the technique used in the section on WEL to reformulate the constraints as 1 2
where z 1j = (1, y 1j ) , z 2j = (0, −y 2j ) and η = (1/2, d/2) . We define u 1j = z 1j − η and u 2j = z 2j − η and q ij = 1/2p ij and the computational task is equivalent to maximizing
with the re-formulated constraints
The maximization problem thus is changed to a standard formulation. Hence we can use the standard computational procedure developed by Wu (2004) to deal with it. To be specific, we define the Lagrangian
Differentiating G with respect to q ij and set ∂G ∂q ij = 0, we get
where j = 1, · · · , n i , i = 1, 2. This gives
We sum the above equation over i and j and noting that
From (2.5), we have
Substituting this into
Similar to the arguments used by Owen (2001), (2.6) has a unique solution asymptotically with probability one. However, the basic version of Newton's method is not reliable to solve this equation. A modified version of Newton's method developed by Wu (2004) can be used to solve (2.6). Let λ 2 = λ 2 (d) be the solution of (2.6) with a fixed d.
Since
attains its maximum when d =ȳ 1. −ȳ 2. , so thatd el =ȳ 1. −ȳ 2. .
Notice that
then we know the two-sample log-likelihood ratio is
Next our task is to find the confidence interval {d| − 2r(d) < χ 2 1 (α)}. First we note that
where y 1(1) = min{y 11 , · · · , y 1n 1 }, y 2(n 2 ) = max{y 21 , · · · , y 2n 2 }, y 1(n 1 ) = max{ y 11 , · · · , y 1n 1 } and y 2(1) = min{ y 21 , · · · , y 2n 2 }. Then according to Wu (2004) and Tsao and Wu (2006) , −2r(d) is convex for d ∈ (y 1(1) − y 2(n 2 ) , y 1(n 1 ) − y 2(1) ), hence we get the monotone property of −2r(d): it is monotone decreasing in (y 1(1) − y 2(n 2 ) ,ȳ 1. −ȳ 2. ) and monotone increasing in (ȳ 1. −ȳ 2. , y 1(n 1 ) − y 2(1) ). As a result, we can use the bisection method to find the lower and upper bound of {d| − 2r(d) < χ 2 1 (α)} for any given α. Next we briefly introduce the computational algorithms for weighted empirical likelihood.
The maximization procedure of WEL is similar to the naive EL, except that we need to deal with the adjusting factor in this section.
The major task is to maximize
Here u 1j = (1/2, 2y 1j ) and u 2j = (−1/2, −2y 2j − d) . The adjusted weighted twosample log-likelihood ratio is
and λ is the solution of 
Missing data in two-sample problems
As shown by Owen (2001) and many other authors, the naive EL method and it's varieties have been successfully applied to many statistical areas. However, EL methods for multi-sample problems with missing data have not been developed.
For one-sample problems, Qin's University of Waterloo 1992 Ph.D. thesis and Qin (2000) studied a conditional parametric model, say, f (y|x, θ), while leaving the marginal distribution G(x) of X totally unspecified. He assumed the auxiliary information is available and can be summarized through estimating equations. Suppose the observed values are (y i , x i ), for i = 1, · · · , m, and x m+1 , · · · , x n , and the last n − m response data are missing. The major interest is the mean response. His key idea was to combine parametric and empirical likelihood to give an efficient point estimator and to construct confidence intervals. Under this setting, he showed that the point estimator of θ is more efficient than maximum likelihood estimator when the auxiliary information is available. Besides, Qin (2000) proved a Wilks' type theorem for the combined likelihood ratio statistic when making inference for the mean response. However, Qin (2000) simply omitted the missing data. That is, he dropped the observed x i with the missing response from his analysis. This may cause a serious loss of efficiency.
Based on Qin (2000)'s work, Wang and Dai (2008) imputed the missing data in the same setting except that they assumed that the data are missing at random. Hence, they proposed a new point estimator of θ and demonstrated that it's more efficient than Qin (2000)'s estimator. Besides, they also proved that the imputationbased likelihood ratio statistic converges to a weighted sum of chi-squared variables.
However, Qin (2000) and Wang and Dai (2008) did not give point estimation of the mean response. Wang and Veraverbeke (2002) studied the same model by using a different imputation method and didn't combine empirical likelihood with parametric likelihood. Similar results were proved. Furthermore, they gave a point estimator of the mean response, while the efficiency was not studied and the point estimator of θ was not provided. Wang and Rao (2001 , 2002a , 2002b ) and Wang, Linton and Hardle (2004)'s ideas are similar. They used several kinds of imputation, including linear regression imputation and kernel regression imputation, to handle the incomplete data, and then adjusted the empirical likelihood methods to make inference. The empirical likelihood method needs to be adjusted in these situations since the data become dependent after imputation. These adjustments are based on different model assumptions and can lead to efficient point estimators and Wilks' type theorems. Above all, the intuitive idea to handle missing data problems by using EL methods is originated from Qin's 1992 Ph.D. thesis.
Those papers we mentioned above were all dealing with single sample problems. In this section, we will extend their results to two-sample problems where our interest is the difference of two population means. Difficulties arise since the technique to deal with multi-sample problems is quite different from single-sample problems.
Main results
In this section, we consider the following situation. Suppose we obtain i.i.d. (x 1j , y 1j , δ 1j ), and i.i.d. (x 2j , y 2j , δ 2j ), where j = 1, · · · , n i , and δ ij = 1 if y ij observed, and δ ij = 0 otherwise. Here all x ij are t-dimensional vectors and y ij are univariates. Our interest is still the difference of two population means. We assume that y ij 's are missing at random (MAR) assumption. That is, P (δ i = 1|y i , x i ) = P (δ i = 1|x i ).
We further assume the following linear regression model:
where j = 1, · · · , n i , i = 1, 2, and β i are regression parameters. Here ij 's are i.i.d. random errors with mean 0 and variance σ First we estimate β i by the least squares estimator:
where i = 1, 2. Then we definẽ
Next, the (profile) two-sample empirical likelihood ratio is defined as
j=1 p 2jỹ2j = d. Now we establish the main result:
Under the assumed linear regression model and suitable regularity conditions, we have
where c 2 is an adjusted constant and is specified in (3.7). Proof: let µ i0 be the true parameter and µ i is in the neighborhood of µ i0 such that
By using the Lagrange multiplier method, we have
where τ 1 , τ 2 are the solutions to
then we get
Besides, from Wang and Rao (2002), we have
.
and
Hence we can get 6) then (3.5) and (3.6) lead to the solution to (3.4) as
where n = n 1 + n 2 . As a result,
Finally we get
If we define
we can easily see that −2r(d 0 )/c 2 converges in distribution to a χ 2 1 random variable.
Simulation studies
In this section, we report results from a simulation study in comparing our twosample EL method with the student's t-test treating imputed data as the original data, under small or moderate sample-size settings.
We consider the simple linear regression model Y i = X i β i + i , i = 1, 2. Here we set β 1 = 1.5 and β 2 = 1. The dimension of the X i 's is set to be 1. The X i 's and i 's are generated from different distributions.
Different variance structures and different sample sizes are also taken into account. We always set the null hypothesis as
and the alternative hypothesis as Under each simulation run, the data were generated under different distributions, which have different means, variances and sample sizes, and parameters were set under the alternative hypothesis. The proportion of times of rejecting the null hypothesis is the so-call empirical power of a test. See Section 2.4 for detailed definitions.
Under the model Y i = X i β i + i , i = 1, 2, the correlation between the responses Y i and the covariates X i
which indicates the expectation of observed rate of the responses in sample i, where i = 1, 2.
In Table 3 .1, the covariates X 1 and X 2 are both generated from the normal distribution with mean 1 and standard deviation 1.
We consider the following two missing cases under the MAR assumption in Table 3 .1.
Case1:
Case2:
where Case 1 leads to EP (X i ) ∼ = 0.7 and Case 2 leads to EP (X i ) ∼ = 0.5. The error terms i are generated from normal distributions with mean 0 and different variances, that is, i ∼ N (0, σ
). The choose of σ i is specified as follows: In Table 3 .1, we used σ 1 = 1.125 and σ 2 = 0.75. This leads to ρ 2 = ρ 2 = 0.8. Similarly we let σ 1 = 2.598 and σ 2 = 1.732 such that ρ 1 = ρ 2 = 0.5 and σ 1 = 4.770 and σ 2 = 3.180 such that ρ 1 = ρ 2 = 0.3.
In Table 3 .1, t-test and EL have similar performance in terms of power. In some cases, EL performs a little better. When the correlation between the response and covariate decreases, the power of both tests tend to decrease too, which justifies that the information from covariates could help improve the power of the test. For example, when (E[P (X 1 )], E[P (X 2 )]) = (0.7, 0.7), (n 1 , n 2 ) = (60, 60) and the correlations (ρ 1 , ρ 2 ) decrease, the power of both tests also decreases while the power of the EL test is always slightly higher than the power of the t-test. When (ρ 1 , ρ 2 ) = (0.5, 0.5), (E[P (X 1 )], E[P (X 2 )]) = (0.7, 0.7) and (n 1 , n 2 ) = (30, 60) then the power of the t-test is 0.143 while EL is 0.154.
When the sample sizes (n 1 , n 2 ) = (60, 30), the power of the t-test tends to be slightly higher than the power of the EL test. And in some other cases, t-test is a little better than the EL method. For example, when (ρ 1 , ρ 2 ) = (0.3, 0.3), (E[P (X 1 )], E[P (X 2 )]) = (0.5, 0.5) and (n 1 , n 2 ) = (60, 60), the power of the t-test is 0.1515 while EL is 0.1380. ∼ N (1, 1) and i ∼ N (0, σ Tables 3.2 and 3. 3 report results when data are generated from skewed distributions. In Table 3 .2, the covariates X 1 and X 2 are generated from exponential distributions: X i ∼ exp(1), i = 1, 2, so that their means are both 1 and variances are both 1.
We consider the following two missing cases under the MAR assumption in Table 3 .2.
where Case 1 leads to EP (X i ) ∼ = 0.7 and Case 2 leads to EP (X i ) ∼ = 0.5. We set the error terms i ∼ σ i (exp(1)−1) so that they have standard deviations σ i . As a result, σ 1 = 1.125 and σ 2 = 0.75 lead to ρ 1 = ρ 2 = 0.8, σ 1 = 2.598 and σ 2 = 1.732 lead to ρ 1 = ρ 2 = 0.5, σ 1 = 4.770 and σ 2 = 3.180 lead to ρ 1 = ρ 2 = 0.3. Table 3 .2: Comparisons of powers when covariates X i ∼ exp(1) and i ∼ σ i (exp(1) − 1)
In Table 3 .3, the covariates X 1 and X 2 are still generated from exponential distributions: X i ∼ exp(1), i = 1, 2, so that their means are both 1 and variances are both 1.
We consider the same missing cases under the MAR assumption in Table 3 .3 as the one in Table 3 .2.
The error terms are generated from a re-scaled lognormal distribution:
so that they have standard deviations σ i . Here definitions of σ i are the same as in Table 3 .1 and 3.2.
From Table 3 .3, we see that in 21 out of 27 cases, EL performs better or much better than the t-test. When sample sizes are (30, 60), EL has powers approximately 30% ∼ 50% higher than those by the t-test. Bootstrap Procedures for the Two-Sample Empirical Likelihood Methods
Bootstrap procedure for the two-sample weighted empirical likelihood method
As we described in Chapter 2, we derived the so-called weighted two-sample empirical likelihood method for the complete data case, which also involves a scaling constant c 1 in Theorem 2.5. In order to improve the performance of weighted EL method when sample sizes are not large and to avoid calculating c 1 , we now develop a bootstrap procedure to achieve that goal.
Suppose we have univariate data y ij , i = 1, 2, j = 1, · · · , n i , which are our original samples. Here i indicate the i-th sample. The sample sizes n 1 and n 2 are fixed. The two samples are independent.
The weighted EL function defined in Chapter 2 is given by (2.1):
where w 1 = w 2 = 1/2 are the equal "weights" for these two samples, and p 1 = (p 11 , · · · , p 1n 1 ) and p 2 = (p 21 , · · · , p 2n 2 ) are the discrete probability measures over the two samples, respectively. Due to Kiefer and Wolfowitz (1956) , it is easy to verify thatp 1 = (1/n 1 , · · · , 1/n 1 ) andp 2 = (1/n 2 , · · · , 1/n 2 ) uniquely maximize l w (p 1 , p 2 ) subject to n 1 j=1 p 1j = 1 and n 2 j=1 p 2j = 1. As a result, the maximum WEL estimator for the difference d = µ 1 − µ 2 is simplyd =ȳ 1. −ȳ 2. , wherē
for a fixed d. Then the two-sample weighted empirical likelihood ratio function p 2 )}, which has another expression as stated in (2.3). As we showed in Chapter 2, when d 0 is the true difference of two population means, −2r w (d 0 )/c 1 converges in distribution to a chi-squared distribution with one degree of freedom under some mild regularity conditions, where c 1 is defined in (2.4). Hence, the (1-α)-level WEL confidence interval on d 0 is constructed as
However, the two-sample WEL confidence interval has the low coverage probability problem, which can be seen from the simulation studies reported in the next section. Sometimes it performs worse than the usual two-sample t-test. In addition, c 1 has a quite complicated form and one may wish to avoid calculating it every time using the two-sample WEL. These problems motivate us to use bootstrap method, an effective calibration method, to improve the performance in terms of coverage probabilities. Our proposed two-sample bootstrap empirical likelihood method is as follows.
First select a bootstrap sample {y * i1 , · · · , y * in i
} from the i-th original sample {y i1 , · · · , y in i }, i = 1, 2 with replacement. Then the bootstrap analogy of l w (p 1 , p 2 ) can be defined to be 
If this bootstrap version of WEL has the same asymptotic scaled chi-squared distribution as r w (d 0 ), for which we will give a proof in the following, then we can replace b α by using the upper α quantile of the asymptotic distribution of r * w (d), denoted asb α . All we left is to calculateb α , which generally is also not easy to figure out. To do this, we use the Monte Carlo Simulation to approximate b 
As we can see, calculation of c 1 is bypassed. We also expect this bootstrap calibrated WEL confidence interval C * would have better performance than the WEL confidence interval C 1 or equally C 2 . This is demonstrated by our simulation studies reported in the next section. In order to prove that the confidence interval C * has correct asymptotic coverage probability at the (1-α)-level, we only need to show that the bootstrap version of WEL ratio r * w (d) has the same asymptotic scaled chi-squared distribution as r w (d 0 ). That is, the bootstrap procedure provides an approximation to the asymptotic are i.i.d. for i = 1, 2 and these two bootstrap samples are still independent and they are all uniformly distributed on the observations of the i-th sample. As a result, we have E * (y * ij ) =ȳ i. and
Here E * and V ar * means the bootstrap expectation and bootstrap variance respectively. Since E * (y * 2 ij ) =ȳ 
we rewrite this equation to get
After some straightforward algebra, we have
and we obtain |λ * |
In this section, we conducted simulation studies to evaluate the performance of the usual two-sample t-test, naive two-sample empirical likelihood method (EL), weighted two-sample empirical likelihood method (WEL), weighted two-sample empirical likelihood method with bootstrap calibration (BWEL), in terms of their coverage probabilities of confidence intervals. We generated data from different distributions, including normal distribution, lognormal distribution, exponential distribution and uniform distribution, similar to those considered in section 2.4. The total number of simulation runs was 2000. For each simulation run, B = 1000 bootstrap samples were selected by sampling with replacement. Table 4 .1 contains results for the 95% confidence intervals on the difference d 0 of two population means when both samples were generated from normal distributions. We assessed the performances of confidence intervals in terms of empirical coverage probabilities. The true means µ 10 and µ 20 are both set to be 1. Sample sizes (n 1 , n 2 ) are chosen to be (30,30), (15, 30) and (30,15) . The standard deviations (σ 1 , σ 2 ) are chosen is be (1,1) or (1.5,1) . As we can see from Table 4 .1, four methods gave similar results when standard deviations of two samples were set to be equal to 1 while the coverage probability by EL is a little lower than the nominal 95% when sample sizes are set to be different. WEL and BWEL showed improvement of EL in those cases. When standard deviations are set to be (1.5, 1) and sample sizes are the same, the coverage probabilities of the usual two-sample t-interval performs better than EL and WEL, and similar to BWEL. However, When standard deviations are set to be (1.5, 1) and sample sizes are (15, 30) or (30,15), the coverage probabilities by the t-interval are quite far away from the nominal value, while EL, WEL and BWEL all perform much better in these cases. In all five cases we examined here, WEL showed some improvement of EL while BWEL showed slightly improvement of WEL. In total, BWEL performed the best and EL, WEL and BWEL generally would not be far away from the nominal level. The usual two-sample t-interval doesn't perform well in all cases. In 2 cases out of 5 cases, it performs badly.
For the results reported in Table 4 .2, we generated our data from other distributions including lognormal distribution, exponential distribution and uniform distribution. In the exponential and uniform case, the true means µ 10 and µ 20 for sample 1 and 2 are both set to be 1, while in the lognormal case, they are both set to be e 1/2 . We chose two different scenarios of sample sizes: (30,30) and (15, 30) .
In all 6 cased we considered here, the coverage probabilities by the t-interval and BWEL perform better than EL, WEL. WEL still showed slight improvement of EL in terms of coverage probabilities. Both EL and WEL encountered low coverage probability problem in the following two cases: (i) data were generated from lognormal distributions, while sample sizes are either (30,30) or (15, 30) ; (ii) data were generated from exponential distributions and sample sizes were (15, 30) . In both cases BWEL performs very well and don't have low coverage probability problem. In summary, BWEL performs best among four methods considered, which shows that bootstrap calibration does help improve the performance of WEL. There are several cases where the coverage probabilities of the usual two-sample t-interval, EL and WEL are far away from the nominal 95% level. We also note that WEL performs a little better than EL generally in our simulation studies, which shows that the "weighted" approach does have some advantage. In this thesis, we proposed new proof for the naive empirical likelihood method for two-sample problems, developed a two-sample weighted empirical likelihood method for complete data case, an adjusted two-sample empirical likelihood method for linear regression models with missing data, and the two-sample weighted empirical likelihood method with bootstrap calibration for complete data case. Simulation results showed that our new WEL, adjusted EL and BWEL all have favorable properties in terms of coverage probabilities and/or power of tests.
However, there are a lot of future work we can do, especially in the missing data area. An interesting research topic is to develop bootstrap method for the two-sample empirical likelihood with imputation for missing responses. Also, we investigated a parametric conditional model on the response combined with the nonparametric marginal distribution of the auxiliary variables and attempted to develop a semiparametric empirical likelihood but encountered some technical problems.
Applications of the two-sample techniques we developed here to case-control studies will also be of great interest.
