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Abstract This paper presents a human-robot interaction (HRI) study of a dedicated Mission Specialist
interface for performing telemanipulation tasks using
a small unpiloted aerial vehicle (UAV). Current literature suggests that the successful completion of aerial
manipulation tasks in real-world environments requires
human input due to challenges in autonomous perception and control. Visual information of the remote environment in a telemanipulation interface can significantly affect performance under direct control; however, the effects of interface visualizations on task performance have not been studied for UAV telemanipulation. This work evaluated the effects of interface viewpoint on aerial manipulation task performance. The interfaces evaluated in this study included video streams
from cameras located onboard the UAV, including: i)
a manipulator egocentric view, ii) a manipulator exocentric view, and iii) a combination of egocentric and
exocentric views. A total of 36 participants completed
three different manipulation tasks using all three interface conditions. The observations and results showed
that both the exocentric and mixed configurations contributed to improved task performance over an egocentricS. Young
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only interface. Further, this study resulted in data regarding view use, view effectiveness, and task type that
can be used for further developing interfacing for aerial
manipulators that change and adapt to the environment and task.
Keywords manipulation · tablet interface · human
robot interaction · UAV

1 Introduction
Emerging applications indicate that physical interaction and manipulation will be important tasks for small
unpiloted aerial vehicles (UAVs) [1, 2, 3, 4]. Broadly
speaking, however, UAV manipulation tasks are not yet
fully autonomous in unknown, dynamic, unstructured
environments due to challenges in perception and control [5, 6], thus the availability of a human operator
for control input during telemanipulation remains essential. In field situations, the Shared Roles Model describes this necessity by deploying a Mission Specialist, in addition to the Pilot, to perform or monitor the
manipulation task [7]. Prior work on developing interfacing for UAVs has largely focused on inspection and
navigation, exploring the effects of view on a Pilot’s
ability to safely navigate an unknown environment. For
remote manipulation, research has focused on developing interfacing and controls for stationary or groundbased manipulators. To-date, however, limited research
exists on exploring the necessary visual information for
performing manipulation tasks from aerial vehicles [8].
To address this gap, a 36-subject experimental study
was conducted to evaluate the effects of view type in
a mobile interface for a Mission Specialist responsible for aerial manipulation (see Figure 1). This experiment compared task performance for the following vi-
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sualization configurations: i) an exocentric manipulator
view, ii) an egocentric manipulator view, and iii) mixed
egocentric-exocentric views. This work found that both
an exocentric-only and a mixed exocentric-egocentric
view provided performance benefits for manipulation
tasks completed below the UAV using a 2 degree-offreedom manipulator; however, user preference and the
nature of the manipulation task also affected the preferred view based on performance measures.
2 Prior Work
For field UAV operations, the Shared Roles Model provides a framework for informing human-robot teams
and incorporates active human participation with advancements in autonomy and communications by dividing roles between the human(s) and robot [9, 7] (see
Figure 2). The roles used in this work, namely the Pilot and Mission Specialist, were informed by the Shared
Roles Model within the context of UAV field operations. The Mission Specialist is the role responsible for a
mission-specific task, while the Pilot maintains responsibility for navigation. The use of a dedicated Mission
Specialist interface (or an equivalent, dedicated operator) for remote manipulation tasks has been studied in
the literature for ground vehicles [7, 10, 11], underwater
vehicles [12, 13], and stationary manipulators [14, 15].
In UAV field operations, however, there are different
design constraints compared to “traditional” telemanipulation systems that use large or stationary control
stations. Hardware devices that have proven successful in other telemanipulation systems, such as leaderfollower configurations [12, 16, 15], are less suitable
for UAV field applications which require control station mobility and fast deployment. Additionally, UAV
payload limitations restrict the number and size of onboard sensors, and visualization on multiple screens to
enhance visual displays is logistically challenging; therefore, interfacing for Mission Specialists should take on a
dedicated, software-based, small, and mobile (portable)
form-factor [17, 18].
Form-factors of mobile interfaces used for telemanipulation are normally handheld tablets, laptops, or
other portable hardware devices [8]. Joysticks are often
used as input devices for remotely operating manipulators, but because they are geometrically dissimilar to
manipulators, visual motor mapping between the endeffector and joystick affects task completion [19]. Additionally, joysticks have been shown to increase task
completion time compared to leader-follower controllers
that are geometrically similar to the manipulator [20].
Laptop workstations can be used to control networked
remote manipulators by using a keyboard and mouse
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or trackpad for user input. Operators normally control a manipulator through keystroke inputs or deciding where to click within an interface to map inputs
to outputs in 3D space; this requires interface elements
that calculate the desired position through computational approaches such as inverse kinematics, or elements that represent all degrees of freedom individually. Click-based inputs are more effective with computer mice, while keyboard or button-only interfaces
negatively affect task performance [21, 22, 23]. One major constraint when using laptop workstations in field
operations, however, is their limited mobility compared
to other devices that are completely handheld, such as
tablets and smartphones.
Mobile tablets are an attractive interface technology for remotely controlling manipulators given that
they are widely available, low cost, and use standard
touch gestures. One approach for tablet-based manipulator interfaces is direct interaction where users can
touch the screen to control the robot “directly” in the
remote environment (such as a touch-and-drag input
scheme) [11, 24]. In these applications, operators can
directly control a manipulator by moving it within a
view of the world; however, this requires a spatially
accurate view of the entire manipulator and its surrounding environment, normally obtained by external
cameras from a second device, which can be difficult to
implement in dynamic field operations. Another interaction approach is to use multiple 2D touch elements
that enable the 3D control of manipulators in remote
environments. These controls are promising for ad hoc
UAV operations, as elements that enable direct control
of manipulator degrees-of-freedom (DoF) improve performance over gesture and tilt based interactions [25]
and have been previously used with remote operation
interfaces [8].
Visual information must also be appropriately designed in a mobile interface given the limited screen
size. It is well known that interfaces with limited fields
of view are prone to a host of perceptual problems that
can affect performance [26, 27, 28, 29, 30, 31]. The remote operation and telemanipulation of small UAVs require cameras to capture the environment in which the
robot is navigating; however, operator performance is
often compromised due to inadequate placement, number, or quality of video streams [32]. On-board cameras
or sensors can only capture a portion of the remote environment, which may require operators to use additional
cognitive resources to gain situation awareness beyond
direct viewing [26]. Remote perception due to limited
field-of-view (FOV) includes impaired target detection
[33], reduced self-identification within a remote environment [33], lost distance cues [29], and degraded depth
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Fig. 1 Left: An illustration of the experimental setup, including the location of the Pilot (experimenter) and Mission Specialist
(participant), as well as an illustration where the view types used in this study were obtained from. Both the exocentric and
egocentric views were obtained from cameras mounted on the UAV and are from the perspective of the manipulator. Right:
An illustration of the mixed interface, including the views as well as control elements for remotely operating the manipulator.

perception [29]. One possible way to address these issues is to combine multiple views in an attempt to provide more complete information about the remote environment.
Similar strategies have been used for UAV teleoperation, such as creating a third-person view of the UAV
in the remote environment, for example, by a second
robot following a primary robot [34, 35]. Third-person
views of UAVs can also be generated from image rendering techniques using omni-directional cameras to improve UAV navigation in enclosed or unknown environments [36, 37]. Further, adaptive view systems that
automatically configure first- or third-person interface
views based on the environment may result in more
accurate robot operation, although this approach was
only evaluated in virtual systems [38]. While these studies indicate that third person, or exocentric, views can
improve UAV operation, they focused on drone navigation as performed by a Pilot, and did not consider
aerial manipulation.
While studies focused on aerial manipulation interfaces are sparse, many methods have been proposed
to improve awareness of the remote environment for
ground robot telemanipulation interfaces in dynamic
environments. Tethered cameras placed on poles or other
structures above the robot can provide a top-down, exocentric view of the robot to improve performance [39,
40]. Additionally, video obtained from cameras mounted
on UAVs flying above ground robots can also improve
performance compared to front-facing, egocentric cameras only [40, 41]; however, this can lead to increased
motion sickness for the operator. Augmented reality
(AR) and mixed reality (MR), which combine real world
video data with computer-generated graphics, are also
used with the goal of improving telepresence for remote
operation [42]; however, the effectiveness of AR and MR

largely depends on the quality of virtual reconstructions, and their effects on manipulation performance
have been mixed [43, 8, 44]. Taken together, these studies highlight the value of a third-person view, in addition to a first-person or forward-facing view, for mobile robot operation; therefore, this work investigates
the importance of third-person compared to first-person
views for aerial manipulation, which remains to be directly studied.
For a UAV manipulation task, it is important that
a Mission Specialist can view both the manipulator
and the manipulator’s workspace. The close-up, firstperson view of the manipulator and surrounding environment can be obtained with an “eye-in-hand” camera
mounted on the end-effector [45]. For telemanipulation,
third-person views can also enhance task performance
[46], given that exocentric views optimize overall awareness and recognition while the immediate environment
is better viewed egocentrically [26, 47]. There remains a
close relationship between telemanipulation task type,
viewpoint, and the ability to complete tasks [46], and
this study evaluated the effects of exocentric and egocentric views on performance for a series of aerial manipulation tasks performed by a Mission Specialist.

3 Aerial Manipulation System
3.1 UAV Platform
The UAV used in this study was a DJI Matrice 100
quadcopter (DJI Science and Technology Co., Ltd., China).
The Matrice 100 (M100) has a 650 mm diagonal wheelbase and a maximum takeoff weight of 3.6 kg. A 22.8V
LiPo battery powered the vehicle and provided approximately 18 minutes hovering time with the maximum
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3.2 Manipulator

Fig. 2 A Pilot and Mission Specialist focused version of the
Shared Roles Model used in this study, adapted and modified
from [7].

A two-link manipulator with two DoF was mounted in
the ventral region of the UAV (see Figure 3). The manipulator contained two HS-422 servo motors (Hitec,
South Korea) controlled by an Arduino UNO microcontroller and was capable of rotation at the base joint
(where the manipulator was mounted to the UAV) and
the middle joint. This design was used for two reasons:
a) ease of reproducibility and b) usage in the literature [48, 49, 50, 51], making the tasks completed in
this HRI study applicable to other aerial manipulation
platforms.

3.3 UAV Control Implementation

Fig. 3 The manipulator attached to the ventral region of the
UAV, shown in flight above the three task stations (left); a
close-up image of the manipulator and the egocentric camera
providing a view of the end effector (top right); the exocentric
camera mounted to the back leg of the UAV, which provided
a third-person view of the manipulator (bottom right).

payload. A DJI N1 flight controller published IMU data
including acceleration, angular velocity, and quaternion
at 100 Hz and controlled the vehicle’s low level functions. The onboard computer was an Intel NUC Core
Dawson Canyon (NUC7i5DNKE) (Intel, Santa Clara,
CA, USA) with an i5 processor, which had 8 GB of
DDR4 SDRAM memory and ran Ubuntu 14.04 and
ROS Indigo and a custom flight controller. This onboard system also enabled communication with the Mission Specialist interface. Additional components (described further below) mounted to the aircraft included
a custom-built two DoF manipulator, Arduino UNO
controller (Adafruit Industries, New York, NY, USA),
and two USB cameras. Note that 182 g was leftover as
remaining payload before the system reached the maximum takeoff weight of 3.6 kg. Using a larger platform
could easily increase the payload capacity; however, the
indoor lab space required use of the M100 for safety reasons.

Ground Control Station An Intel NUC6CAYH Mini PC
with 128GB SSD and 8GB RAM was the UAV ground
control station and ran Ubuntu 14.04 and ROS Indigo for compatibility with the onboard computer. The
ground control station remotely accessed the onboard
computer via SSH connection over a local 5 GHz wireless network. A motion tracking system consisting of 10
Vero 2.2 Megapixel (MP) infrared cameras (Vicon Motion Systems, Oxford, UK) provided position feedback
of the vehicle. The vicon bridge driver [52] initiated
a connection with the Vicon data source (Tracker software) and published the data streams as ROS topics.

UAV Controller It was important that the flight characteristics were repeatable and reliable due to the nature of the experiments; therefore, this work took a
data-driven modeling approach to identify the UAV system dynamics for vehicle control. Sa et al. [53] previously identified the dynamic system model for the
M100 from test flight data; however, the addition of
a manipulator to the system used in this work required
developing an updated dynamic system model. The vehicle control approach decoupled the manipulator and
UAV systems, treating the manipulator movements as
system disturbances. The on-board computer recorded
input commands from the RC controller and system
outputs from the onboard IMU. Table 1 contains the
input and output data and transfer functions used for
system identification.
Prior to system identification, the input RC commands were scaled to match the output response recorded
on the IMU for roll, pitch, yaw rate, and vertical velocity. The scaling parameters were identified using the
following nonlinear least squares optimization formula-
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Fig. 4 An overview of the system architecture of all aspects related to UAV and manipulator control.

tion [54]:

Table 2 Identification of System Dynamics Summary

λ∗ := arg min
λ

T
X

Roll

zkMeas −

2
λucmd
k

(1)

τroll = 0.18
κroll = 1.26
Fit=77.7%

k=1

where λ = [λφ , λω , λψ̇ , λż ]0 contains the scaling parameters, zkMeas = [φ, θ, ψ̇, ż]0 obtained from onboard the
vehicle, and ucmd
= [uφ , uθ , uφ̇ , uż ] from the RC comk
mands. The resulting scaling parameters were: λφ =
0.452, λω = 0.449, λψ̇ = 1.343, and λż = 0.7352.

Table 1 Input and Output Data For Each Parameter Used
During the System Identification Process [55].
System

RC Input

IMU
Output

Roll (rad)
Pitch (rad)
Yaw Rate (rad/s)
Vert. Vel. (m/s)

roll
pitch
yaw rate
vert. vel.

roll
pitch
yaw rate
vert. vel.

Transfer
Function
Order
1st , 2nd
1st , 2nd
1st , 2nd
1st

Following the approach in [53], the system identification process included conducting two flights of the
M100 with the attached manipulator: one for testing,
and one for validation. During each flight, the system
inputs and outputs were recorded, and classic system
identification techniques were used to determine the
first and second order transfer functions for the system. The table below includes a summary of the system
identification results.
After system identification, a linear model predictive control (MPC) implementation controlled the lateral position of the vehicle, linearized around the hovering condition, following the methods in [56, 53]. This

ωroll = 7.94
κroll = 1.16
ζroll = 0.543
Fit=88.2%

Pitch
1st order
τpitch = 0.175
κpitch = 1.26
Fit=75.5%
2nd order
ωpitch = 7.66
κpitch = 1.13
ζpitch = 0.512
Fit=85.4%

Yaw Rate
τyaw = 0.266
κyaw = 1.05
Fit=79.9%
ωyaw = 20.9
κyaw = 1.05
ζyaw = 2.78
Fit=80.0%

MPC controller used the first order dynamics for position control and second order dynamics for the disturbances observer. The following MPC scheme [56, 53]
was solved for a prediction horizon of N = 20:

min
U,X

N
−1 
X

(xk − xref:k )T Qx (xk − xref:k )+

k=0


(uk −uref:k )T Ru (uk −uref:k )+(uk −uk−1 )T R∆ (uk −uk−1 )
+ (xN − xref:N )T P (xN − xref:N )
(2)
Subject to:

xk+1 = Axk + Buk + Bd dk ;

(3)

dk+1 = dk ; k = 0, ..., N − 1

(4)

uk ∈ U

(5)

d0 = d(t0 ).

(6)

x0 = x(t0 ),

where Qx ≥ 0 is the state error penalty, Ru ≥
0 is the penalty on the control input error, R∆ ≥ 0
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is the penalty on the control change rate, and P is
the penalty on the terminal state error [56]. Following the notation in [56, 53], the state vector is defined as x = (x, y, vx , vy , wφ , wω ), the control input vecT
tor as u = (wuφ , wuθ ), the state sequence is Xref
=
T
T
T
[xref:0 , ..., xref:N ] , the control input sequence as U =
[uT0 , ..., uTN −1 ]T , and the steady state input sequence as
T
Uref
= [uTref:0 , ..., uTref:N −1 ]T . The kth reference state and
control input are defined as xref:k and uref:k , respectively. The following PID controller regulated velocity:

Z
uż (t) = Kp ez (t) + Ki

t

ez (τ )dτ + Kd
0

d
ez (t)
dt

(7)

where ez (t) = z ∗ − z, z ∗ is the desired height, z is
the current height measurements, and Kp , Ki , Kd are
coefficients for the proportional, integral, and derivative
terms respectively. A simple P controller of the form:
uψ̇ (t) = Kψ eψ (t)

RMSEy = 3.21 cm, z̄ = 98.4 cm, RMSEz = 5.34 cm)
were determined sufficient for conducting repeatable experimental flights.

(a)

(8)

regulated yaw rate, where eψ (t) = ψ ∗ − ψ is the yaw
angle heading error and Kψ is the coefficient for the
proportional term.
Figure 4 illustrates the system architecture for all
aspects related to vehicle control. For flight control,
the onboard computer ran the DJI SDK, a multi-sensor
fusion framework, MPC formulation, low-level attitude
P/PID controllers, trajectory generation, and Vicon ROS
client, all accessed through SSH by the ground control PC. The DJI SDK received orientation, angular
velocity, and body frame acceleration from the IMU
at 100 Hz. A Vicon server published position, orientation, translation and angular velocity over WiFi at 30
Hz. A multi-sensor fusion framework [57] filtered noisy
measurements and compensated for possible delays in
the Wi-Fi connection; results from this framework were
used in the roll, pitch, yaw, and height controllers. The
rqt ez publisher [58] published the desired UAV position as a ROS topic using the ground station.
A hovering test was conducted using the control
implementations described above. One requirement of
this experiment was that the UAV maintained a hovering position over each task station while the participants operated the manipulator; therefore, the goal of
the hovering test was to measure precision in stationkeeping for experimentation. During this experiment,
the UAV was tasked to hover at (x, y, z) = (0,0,1) m
while an experimenter randomly operated the manipulator using its full range of motion. Figure 5 shows
results of this 50 s hovering test. The average position and root-mean square error (RMSE) values for this
test (x̄ = −3.32 cm, RMSEx = 2.37 cm, ȳ = 5.04 cm,

(b)

(c)
Fig. 5 (a) The UAV x position, (b) y position, and (c) z position during the hovering test, plotted against time in seconds.
The average position and root-mean square error (RMSE)
values for this test were x̄ = −3.32 cm, RMSEx = 2.37 cm,
ȳ = 5.04 cm, RMSEy = 3.21 cm, z̄ = 98.4 cm, RMSEz = 5.34
cm.
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3.4 Interface Implementation
Communication Architecture The Mission Specialist interface was a web-based application run on an Apple
iPad (Apple, Cupertino, CA, USA), written primarily
using HTML, while Javascript and Ajax sent data to
the server. The server was written in Python using the
Flask module as a host and provided two functions: serial communication with the Arduino, and user interaction with the web page. The web page sent all manipulator control inputs to the web server, which forwarded
the commands to the Arduino over USB serial to move
the manipulator.
Interface Visuals The interface included video streams
from two cameras located onboard the system. Example
views are shown in Figure 6. The egocentric view was
obtained from a camera mounted rigidly to the bottom
link of the manipulator pointing directly at the end effector, also referred to as an “eye-in-hand” camera. The
exocentric view was obtained from a camera mounted to
the rear left leg of the UAV and provided a third-person
view of the manipulator and its workspace. The egocentric camera was a 5 MP RGB sensor with a 45°lens
set to autofocus, while the exocentric camera was a 5
MP RGB sensor with a 170°wide-angle lens, capable of
viewing the entire manipulator workspace in the ventral region of the UAV. Both cameras streamed video at
30 fps. The video streaming element utilized a modified
C++ application [59], and the core of the application
used OpenCV to communicate with the two USB cameras. Depending on which view configuration the experiment required, the video server sent either the egocentric, exocentric, or both the egocentric-exocentric camera frames. An iPad application developed in Swift and
Objective C++ displayed the web interface to the Mission Specialist (refer to Figure 1).
Manipulator Interface Controls The interface contained
four touch-based elements for user control: two buttons,
which put the manipulator in predetermined positions,
and two dials, which were used for directly controlling
the manipulator (see Figure 1). The first button, labeled “Stow Arm”, prepared the manipulator for landing by putting it in a fully extended position to prevent
damage. Participants were instructed to use this button
after each trial when the Pilot was landing the UAV.
The second button, labeled “Task Reset”, moved the
arm to a neutral position, which participants were instructed to press before each task. This position was
neutral because no task could be completed from this
position, and it ensured that each task within and between participants was completed from the same starting condition. Two dials enabled direct control of the

(a)

(b)
Fig. 6 (a) The egocentric, or “eye-in-hand” view of the end
effector, and (b) the exocentric view of the manipulator and
its workspace in the ventral region of the UAV.

position of each manipulator joint by mapping rotational commands to the two joints. Each rotational joint
could travel between 10 and 170 degrees, which were the
physical limits of the manipulator due to practical and
physical constraints. The left dial controlled the base
joint, while the right dial controlled the elbow joint.
Participants could operate the dials individually or at
the same time to complete the desired movements with
the manipulator. A label above each dial in the interface
displayed the current position of the arm in degrees.

4 Methods
4.1 Experimental Design
A 36-participant within-subjects study with three conditions was designed using reported guidelines for planning, designing, and conducting human-robot interaction experiments [60]. The three interface view conditions included the egocentric-only view, the exocentriconly view, and a combined egocentric-exocentric mixed
view. Each participant performed one trial with each
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interface condition, for a total of three trials per subject. The condition assignment was counterbalanced to
avoid confounds and reduce learning effects, which resulted in six total possible condition order assignments
to which participants were randomly assigned without
replacement. During each trial, three tasks were performed, which are described in section 4.3 below.

4.2 Participant Recruitment
(a)

Participant recruitment occurred on campus at Iowa
State University through the use of flyers, email announcements, and word of mouth. Targeted participants
included adult students and professionals on campus
in civil, environmental, agricultural, or related STEM
fields. Exclusion criteria included persons under the age
of 18 and persons who considered themselves expert
UAV pilots to avoid skewing performance results.

4.3 Manipulation Task Design
The three experiment tasks were designed to represent
a wide range of possible physical interactions in the ventral region of a UAV. Participants completed a probing
task, grasping task, and pushing task during each trial,
and the task order varied by trial number (see Table 3).
At each station, the UAV maintained a hovering position while the participants controlled the manipulator
to complete the task. Figure 7 contains photos of the
UAV completing the tasks over the task stations, which
were mounted to the top of traffic monitoring cones approximately 1.4 m from the ground. The probing task
(Fig. 7a) required participants to control the manipulator and touch the end effector as close as possible to
the center of the target (although the task was successfully completed if they touched anywhere on the target). The grasping task (Fig. 7b) required participants
to lift up or grasp the circular hoop with the manipulator and then release it to the ground. The pushing
task (Fig. 7c) required participants to push up and rotate the rectangular plate attached to a ring until it
snapped to magnets at the top. Participants were then
required to read aloud the text written on the bottom
of the plate, which was different for each of the three
trials. Trial three used the example shown in Figure 7c,
while trial one used the numbers “625”, and trial two
used the letters “MAN”.
Each task had a time limit of two minutes, which
was determined from completion time results from preliminary trials and total available flight time of the system. During the experiment, the Pilot directed the UAV
to the next task station after participants successfully

(b)

(c)
Fig. 7 Examples of the UAV completing tasks at each of the
following task stations: (a) the probing and target acquisition
station, (b) the grasping task station, and (c) the pushing and
visualization task station.

completed the task or reached the time limit. Participants were instructed to use the “Task Reset” button
between each task. Upon arriving at the next task station, the UAV maintained a hovering position. If the
participants felt that the UAV was not in the required
position to complete the task successfully, they could
verbally direct the Pilot to adjust the vehicle’s position
as necessary to complete the task by saying, for example, “move right 5 cm” or “move back 3 cm”. For every task and trial, the UAV starting position relative to
the task station location was modified to further reduce
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participant learning effects in issuing verbal commands.
Table 3 shows the specific offset values in the x and y
axes for each task, where the zero position is perfectly
aligned with the task station. Note that for the probing
task, the vehicle’s +x axis was aligned with the global
+y axis, but for the grasping and pushing tasks, the
vehicle and global +x axes were aligned (see Figure 8).
Additionally, the Pilot controlled the constant z positioning for the duration of the experiment for safety
reasons, so there were no offset positions in the z axis
for any task.
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ensure they had prior experience operating touch-based
devices as required to use the interface. After the preassessment, each participant could practice for up to
two minutes with the mixed view interface before beginning the timed trials. During this time, the UAV maintained a hovering position, and participants had a direct
view of the UAV and manipulator in the flight arena.
For the remainder of the timed trials, participants sat
facing away from the flight arena and could only view
the UAV through the tablet interface (see Figure 1).
Each participant attempted the probing, grasping, and
pushing task during each trial as described above. Every
participant completed three trials, one with each interface condition. After each trial, participants completed
a post-assessment to evaluate self-reported role empowerment. There were three post-assessment surveys, one
for each experimental condition, each consisting of 15
questions. Questions addressed confidence and comfort
in using the interface, completing tasks, and interacting with the Pilot, all measured on a standard 5-point
Likert scale (please refer to the Appendix for the full
questionnaire).

4.5 Experiment Data Collection
Fig. 8 Overview of the experimental arena, relative location of the task stations, and the world and UAV coordinate
frames.

Table 3 Task order and starting offset positions in centimeters for each trial.
Trial
1

2

3

Task Order
Probe
Grasp
Push
Push
Grasp
Probe
Grasp
Probe
Push

x offset
0
0
-15
-15
0
-10
-5
15
-15

y offset
-15
15
5
-5
-10
0
10
0
5

4.4 Experimental Procedure
All participants first completed an informed consent
process. Then, each participant completed a survey to
determine individual background knowledge and technology and robot experience. This assessment also served
as a screening tool to ensure that participants did not
self-identify as expert pilots, to identify the types of
robots (if any) participants had experience with, and to

Video and Audio Recordings Three cameras were located throughout the arena, including a wide-angle view
of the entire scene as the primary data source (as recommended in [61]), and captured video with audio for all
experiments. The task completion times, success rates,
and total flight times were determined by reviewing
the start and end of each task and flight. Verbal communication from these recordings were codified by reviewing video after each experiment to identify the frequency, type, and timing of commands issued by the
Mission Specialist to the Pilot. Additionally, a camera
placed directly above the tablet interface facing each
Mission Specialist participant captured horizontal eye
movements. For the mixed interface only, the total time
spent viewing each video feed within the interface and
the switching frequency between views were calculated.
Task Performance Measures The following measures of
task performance [10, 25] were calculated for each task
and trial:
– Success rate (effectiveness): Sr . The percentage of
tasks successfully completed each trial, measured by
reviewing video captured of the robot during each
trial and recording the number of complete and incomplete tasks.
– Task completion time (efficiency): Tc . The total time
required to complete a task, measured by reviewing
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synced video and audio from three cameras placed
around the arena.
– Reversal rate (control effort): nrev . The number of
times the manipulator control inputs reversed direction. A command reversal occurred when similar
manipulator movements were repeated immediately
one after another. Reversals were calculated from
recorded manipulator input commands sent from
the Mission Specialist interface.
Finally, at the end of each trial all participants reported
which interface they preferred and provided a reason for
their choice.

5 Results
5.1 Summary of Participants
A total of 37 participants took part in the study, with
36 participants completing all three trials whose data
appear in the following analyses. Of the 36 participants,
17 identified as women and 19 identified as men. The
age distributions were as follows: 13 participants were
under 25 years, 13 participants were 25 to 34 years,
nine participants were 35 to 44 years, one participant
was 45-54 years, and one participant was older than
55 years. Occupations of the participants included 11
undergraduate and 12 graduate students, two postdoctoral researchers, four university staff, and seven university faculty.

5.2 Task Performance
Success Rate The total number of missed tasks, the
number of missed tasks for each interface condition, and
the number of each type of missed task were calculated
for the entire experiment. Participants missed a total of
N = 38 tasks due to exceeding the time limit. Participants missed the probing task n = 6 times, the grasping task n = 10 times, and the pushing task n = 22
times. Additionally, results from Friedman’s test indicate there was a difference in success rate between the
egocentric (n = 23), exocentric (n = 8), and mixed
(n = 7) conditions (χ2 (2, N = 36) = 10.7, p = .005).
A post hoc test with Bonferroni adjustment showed the
task success rate for the egocentric condition was lower
than the success rate for both the exocentric condition
(p = .016) and the mixed condition (p = .012), but the
success rates for the exocentric and mixed conditions
were not different (p = .999).

Fig. 9 The total time it took for participants to complete all
tasks for all three conditions. The white horizontal line represents the mean, the dark shaded areas represent the standard
error of the mean (SEM), and the colored bars represent the
95% confidence interval. There was no significant difference
in total task completion time between conditions.

Task Completion Time The time it took each participant to complete all tasks for each interface condition
was calculated from the video recordings (see Figure
9). All task completion time data were log-transformed
to a normal distribution. A one-way repeated measures
ANOVA found no difference in total task completion
time between the egocentric (M = 170, SD = 72.9),
exocentric (M = 146, SD = 54.3), and mixed (M =
166, SD = 53.3) interface conditions (F (2, 70) = 2.37,
p = .101). The individual task completion times for all
conditions were also calculated from the video recordings (see Figure 10). Results from a one way repeated
measures ANOVA indicate there was a difference in
pushing task completion time between conditions (F (2,
70) = 4.49, p = .014). The pushing task completion
time for the egocentric condition was longer than the
exocentric condition (p < .01), but no other differences
in task completion times were found. Additionally, results indicate that no learning effects were present, as
there was no difference in total task completion time
between ordered trials (F (2, 70) = 1.33, p = .271).
Reversal Rate The reversal rate was calculated for each
interface condition, as well as each ordered trial, and
log-transformed to a normal distribution. A one-way repeated measures ANOVA test determined there was no
effect of interface condition on number of manipulator
reversals between the egocentric (M = 22.2, SD = 12),
exocentric (M = 18.9, SD = 13), and mixed conditions
(M = 19.8, SD = 9.3) (F (2, 70) = 1.83, p = .169).
There were also no learning effects present for reversal rate reduction, as there was no difference between
the first trial (M = 19.5, SD = 11), second (M =
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Fig. 10 Completion times for each task across all three conditions. The horizontal white line represents the mean, the
dark shaded areas represent the standard error of the mean
(SEM), and the colored bars represent the 95% confidence
interval. The maximum task completion time allowed during
the trials was 120 seconds. (*Difference at the p < .01 level.)
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Fig. 11 The verbal command rate (number of commands per
minute) for ordered trials. The horizontal white line represents the mean, the dark shaded areas represent the standard
error of the mean (SEM), and the colored bars represent the
95% confidence interval. (*Difference at the p < .05 level.)

22.4, SD = 14), and third (M = 19.9, SD = 10) trials (F (2, 70) = 0.264, p = .769).

5.3 Verbal Commands Issued by Mission Specialists
The total number of verbal positioning commands issued by Mission Specialist participants to the Pilot were
recorded for each task for all trials. This total number was then normalized to a rate measurement (verbal commands per minute). The verbal command data
were transformed to a normal distribution. A repeated
measures ANOVA found no difference in verbal command rate between the egocentric (M = 3.63, SD =
2.31), exocentric (M = 3.51, SD = 2.39), and mixed
(M = 3.44, SD = 2.21) interface conditions (F (2, 70) =
0.081, p = .923). A repeated measures ANOVA was
used to test the effects of trial number on Mission Specialist verbal command rate. Results indicate there was
an effect of trial order between the first (M = 2.91, SD =
1.80), second (M = 3.91, SD = 2.59), and third (M =
3.80, SD = 2.28) trials on verbal command rate by participants (F (2, 70) = 4.47, p = .015). A post hoc comparison found that the verbal command rate for trial
two was greater than trial one (p = .049), and a strong
trend that the verbal command rate for trial three was
greater than trial one (p = .076).

5.4 View Usage During the Mixed Condition
Time Spent Using Each View The total duration in
seconds that each participant spent viewing the egocentric and exocentric camera views when using the
mixed interface was recorded for each task. These data
were not recorded for the egocentric- and exocentriconly conditions, as there was only one camera video feed

to view. The nonparametric Wilcoxon signed rank test
determined there was no difference between total time
spent looking at the egocentric view (M = 77.5, SD =
40.5) compared to the exocentric view (M = 89.6, SD =
47.6) (Z = −1.08, p = .278). The total time spent
on each view was also calculated for each task. Results indicate that the task type affected the total time
spent viewing the egocentric view (χ2 (2, N = 108) =
9.83, p = .007), but task type did not have an effect
on time spent viewing the exocentric view (χ2 (2, N =
108) = 0.290, p = .863). A post hoc multiple comparisons test with Bonferroni adjustment found that the
total amount of time spent on the egocentric view was
less during the probing task compared to the grasping
task (p = .006).

Fig. 12 The total amount of time, in seconds, that participants spent viewing each camera feed during all three tasks
for the mixed interface configuration only. The horizontal
white line represents the mean, the dark shaded areas represent the standard error of the mean (SEM), and the colored
bars represent the 95% confidence interval. (*Difference at
the p < .01 level.)
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View Use for Issuing Verbal Commands The verbal
commands for UAV positioning issued by Mission Specialists were separated into two categories: i) horizontal alignment and ii) depth alignment, and the total
number of each command type issued while looking at
either the egocentric or the exocentric view were calculated. Results from a Wilcoxon rank sum test indicate participants gave more verbal commands for horizontal alignment while looking at the egocentric view
(M = 0.731, SD = 0.756) compared to the exocentric
view (M = 0.139, SD = 0.373) (Z(108) = 5.83, p <
.001). There was no difference in number of depth alignment commands given while looking at the egocentric
(M = 0.935, SD = 1.90) compared to exocentric (M =
1.05, SD = 1.38) view for all participants (Z(108) =
−0.0525, p = .958).
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ferred and why. Table 4 shows all responses. Of the 36
total participants, n = 2 preferred the egocentric condition, n = 9 preferred the exocentric condition, and
n = 25 preferred the mixed condition.
Table 4 Summary of Reasons for Choosing A Preferred
Interface∗
Preference
Egocentric
Exocentric
Mixed

*

5.5 Confidence and Comfort
Post-assessment responses were collected after each trial
from all participants. The nonparametric Friedman’s
test determined the effect of interface condition on Mission Specialist role empowerment. Results indicate a
trend in differences in confidence when using the manipulator between conditions (χ2 (2, 70) = 5.81, p = .055).
There was a trend that participants were more confident controlling the manipulator in the mixed condition
compared to the egocentric condition (p = .052). Additionally, there was a difference in participant’s opinion
if the amount of information presented in the interface was adequate (χ2 (2, 70) = 8.00, p = .018); participants thought the information presented in the mixed
interface was more adequate than both the exocentric
(p = .043) and egocentric (p = .043) interfaces.
Trial number generally had greater effects on participant responses. Results indicate that participants were
more confident in controlling the manipulator during
trial three compared to both trials one (p < .001) and
two (p = .020). Additionally, participants were more
comfortable in controlling the manipulator in both trials three (p = .002) and two (p = .021) compared to
trial one. Participants were also more confident (p =
.004) and comfortable (p =< .001) in their ability to instruct the Pilot during trial three compared to trial one.
These results are expected, but counterbalancing and
randomization minimized learning effects in the performance data.

5.6 Interface Preferences and Performance
Interface Preference After all three trials were complete, participants reported which interface they pre-

Reasons for Choosing
Better depth perception
& location determination
Mixed condition was distracting
Preferred to only see manipulator
Improved depth perception
Improved situation awareness
Use exo for some tasks, ego for others
Use ego for alignment, exo for control
Enjoyed having the option to choose
Better use of both manipulator joints

n
2
8
2
10
5
5
3
2
1

Note: some participants gave more than one reason for
identifying their preference, and this table includes all responses.

Effects of Performance on Preference This analysis only
includes the exocentric and mixed condition data, because the sample size of participants who preferred the
egocentric condition (n = 2) was not large enough for
conducting statistical analyses. A paired, single-tail ttest compared total task completion time for the exocentric condition to the mixed condition separately
for each interface preference category (see Figure 13).
For participants who preferred the exocentric condition, the total task completion time for the exocentric condition (M = 129, SD = 61.0) was faster than
the total task completion time for the mixed condition
(M = 204, SD = 46.8); t(8) = −5.57, p < .001. For participants who preferred the mixed condition, there was
no difference between the total task completion time
for the exocentric condition (M = 154, SD = 61.0) and
the mixed condition (M = 152, SD = 46.8); t(24) =
0.059, p = .316.

6 Discussion
This study measured the following measures of task
performance: i) task completion time, ii) task success
rate, and iii) manipulator reversal rate. Table 5 contains
a summary of performance results. Interface condition
did not affect task completion times for the probing
task, grasping task, and the total task completion time;
however, the pushing task completion time was significantly longer for the egocentric condition. The exocentric and mixed interfaces resulted in better task completion success rates compared to the egocentric condition,
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Table 5 Summary of Performance Results∗
Performance Measure
Total Task Completion Time
Probing Task Completion Time
Grasping Task Completion Time
Pushing Task Completion Time
Task Completion Success Rate
Manipulator Reversal Rate
*

(a)

(b)
Fig. 13 Box and dot plots of the total task completion times
during the exocentric and mixed conditions for participants
who preferred (a) the exocentric interface, and (b) the mixed
interface.

with the mixed condition resulting in the highest average success rate. The exocentric view had a larger FOV
compared to the egocentric condition, as the goal of the
exocentric view was to provide complete information of
the manipulator’s surrounding environment below the
UAV, which may have been a contributing factor to the
improved performance of the mixed and exocentric interface conditions. However, the interface condition did
not affect the manipulator reversal rate as a measure of
manipulator control effort.
Overall, the egocentric condition resulted in the lowest performance based on the metrics included in Table
5. This view had a more narrow FOV compared to the
exocentric view and was designed to provide detailed
information of the manipulator end-effector in relation
to the object of interest for the manipulation task. Decreased task performance for the egocentric-only view
could be attributed to the “soda straw” effect (sometimes referred to as the “keyhole” effect), in which operators have difficulty understanding and comprehending

Ego
-

Exo
◦
+
+
◦

Mix
+
◦

The symbols indicate the following statistical properties: - = no statistical difference; + = statistical significance at p < .05; ◦ = statistical trend at p < .1

the remote environment due to a limited viewing angle
[27, 31]. This effect leads to missed information and incomplete situation awareness of the vehicle and manipulator in the remote environment and may explain why
the exocentric and mixed conditions, which provided a
wide viewing angle of the entire manipulator, resulted
in overall better performance. Interestingly, the mixed
interface showed no clear performance benefits over the
exocentric interface, despite that a majority of participants preferred the mixed interface.
When separating task performance data by participant preferences, there are clear performance effects.
For the 69% of participants who preferred the mixed
interface, there was no performance difference in total task completion time between using the exocentric
or mixed interfaces; however for the 25% of participants who preferred the exocentric condition, participants performed tasks nearly 50% faster when using
the exocentric interface (their preference) compared to
using the mixed interface. These results indicate that
the added value of the egocentric view when completing tasks may vary by participant. One consideration of
retaining both the egocentric and exocentric views in a
mixed interface are tradeoffs between increased levels
of information and attentional deficits. The misuse of
additional information is a phenomenon observed in the
literature [62, 28, 63]. The mixed view was not designed
to be overly sensory-rich; however, data suggest that
participants attention allocation when using the mixed
interface was compromised if they did not use the multiple views effectively. Eight out of the nine participants
who preferred the exocentric condition reported feeling
distracted when using the mixed interface (see Table
4). All participants, regardless of interface preference,
equally split their time between both views during the
mixed condition, but having both views available did
not necessarily improve task completion times for all
participants.
Reasons for potential compromised attention when
using multiple views may include attention switching,
cognitive tunneling, or information integration [28]. Multiple view displays require users to switch their atten-
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tion between views, detect changes in multiple views,
and integrate information across different views [28].
Costs associated with integrating information between
views are higher when those views do not present closely
related information [64]; however, information integration may not have been the primary reason for compromised attention allocation in this study because the
views were both from cameras located on the robot itself. Another potential reason for improper attention allocation is cognitive tunneling, which can cause display
anchoring when one view is more information rich than
the other [62]. Cognitive tunneling effect may have occurred towards the egocentric view as the movement of
the egocentric camera on manipulator, compared to the
fixed exocentric camera on the UAV body frame, may
have caused the egocentric view to be comparatively
more sensory rich as the scene changed more frequently
with each manipulator control input.
The telemanipulation tasks from this study required
the Mission Specialists to have an adequate view of the
immediate environment where the task was being completed. Arguably, for dexterous manipulation tasks in
general, this type of visual information is more important for Mission Specialists, while visual information
of the vehicle’s surrounding environment (e.g., a map
in plan view) is of interest to the Pilot for navigation
and collision avoidance purposes. It is known that viewpoints are shifted during a grasping action, suggesting
why the mixed interface was more preferred by participants; however, it remains an open research question
regarding how a view should be changed or adapted
during a telemanipulation task [46]. Data obtained from
this study describe when participants used each view to
complete the three types of manipulation tasks, in addition to describing which view was used when issuing
verbal commands for UAV positioning and alignment.
For example, it was found that the egocentric view was
used more for horizontal alignment commands, and was
also used more during the grasping task. These new
data regarding view use and task type are important
for further developing interfacing for aerial manipulators that change and adapt to the environment and task
type - approaches that have been explored for UAV
teleoperation and navigation [38], but not yet for aerial
manipulation.
7 Conclusions
This study was an experimental investigation of the appropriate interface views for performing aerial telemanipulation tasks using a small UAV. This study implemented a Mission Specialist-Pilot focused version of
the established Shared Roles Model and designed the
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role functions to align with the current state of practice
for manipulating UAVs in real-world environments. A
36-subject study evaluated the effects of three interface
view conditions (egocentric, exocentric, mixed) on telemanipulation performance. The most significant finding
of this work was that participants who preferred the
exocentric condition completed tasks more than 50%
faster when using the exocentric interface compared to
the mixed interface. While the mixed condition did not
yield the best overall performance as hypothesized, it
was the most preferred interface by participants. Additionally, both the mixed and exocentric interfaces provided performance benefits over the egocentric view for
users completing tasks below the UAV, although future
work should consider whether this holds for other approach directions and task types. This study also suggests additional work is needed to understand the cognitive mechanisms that may affect attention allocation
between multiple views streaming from a mobile and
airborne manipulator, which has not yet been extensively studied, and how to best integrate a supplemental egocentric view into a Mission Specialist interface.
Also, future work is needed to explore how other technologies, such as AR and MR, may be used to improve
aerial manipulation performance to address the findings
from this study. It is anticipated that data obtained
from this study can be used to inform the design of dynamic or adaptive interfacing to further optimize userand task-specific interactions and increase overall HRI
performance.
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