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Repairing Reed-Solomon codes: Universally
achieving the cut-set bound for any number of
erasures
Min Ye Alexander Barg
Abstract
The repair bandwidth of a code is the minimum amount of data required to repair one or several
failed nodes (erasures). For MDS codes, the repair bandwidth is bounded below by the so-called cut-set
bound, and codes that meet this bound with equality are said to support optimal repair of one or multiple
failed nodes.
We consider the problem of repairing multiple failed nodes of Reed-Solomon (RS) codes. In a recent
work with I. Tamo (Proc. IEEE FOCS 2017), we gave the first explicit construction of RS codes with
optimal repair of any single failed node from any subset of helper nodes. In this paper, we construct
explicit RS codes that universally achieve the cut-set bound for the repair of any number of failed nodes
from any set of helper nodes. Moreover, the node size of our codes is close to the optimal (smallest
possible) node size of codes with such property.
I. INTRODUCTION
A. Minimum Storage Regenerating codes and optimal repair bandwidth
The problem considered in this paper is motivated by the distributed nature of the system wherein
the coded data is distributed across a large number of physical storage nodes. When some storage nodes
fail, the repair task performed by the system relies on communication between individual nodes, which
introduces new challenges in the code design. In particular, a new parameter that has a bearing on the
overall efficiency of the system is the repair bandwidth, i.e., the amount of data communicated between
the nodes in the process of repairing failed nodes.
Modern large-scale distributed storage systems rely on information encoding using Maximum Distance
Separable (MDS) codes since they provide the optimal tradeoff between failure tolerance and storage
overhead. To encode information with an MDS code, we represent data chunks as elements of a finite
field. More specifically, we divide the original file into k information blocks and view each block as a
single element of a finite field F or a vector over F . We encode the data by adding r “ n ´ k parity
blocks (field symbols or vectors) and distribute the resulting n blocks across n storage nodes. The MDS
property ensures that the original file can be recovered from the content stored on any k nodes. In this
paper we deal only with linear codes, so the parity blocks are formed as linear combinations of the
information blocks over F. We use the notation pn, kq to refer to the length and dimension of a linear
code.
Dimakis et. al. [1] gave a lower bound on the repair bandwidth of MDS codes for the repair of a single
node failure, and Cadambe et. al. [2] generalized this bound to the repair of multiple node failures. Both
these results are now known as the cut-set bound on the repair bandwidth. MDS codes that achieve the
cut-set bound with equality are called minimum storage regenerating (MSR) codes, and they have been
a focal point of current research in coding theory following their introduction in [1].
Most studies of MDS codes with optimal repair bandwidth in the literature are concerned with a
particular subclass of codes known as MDS array codes [3]. Codewords of an pn, k, lq MDS array code
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2over a finite field F have k information nodes and r “ n ´ k parity nodes with the property that the
contents of any k out of n nodes suffices to recover the codeword. Every node is a column vector in F l,
reflecting the fact that the system views a large data block stored in one node as one coordinate of the
codeword. The parameter l that determines the dimension of each node is called sub-packetization.
Throughout the paper we use the notation rns :“ t1, 2, . . . , nu. Consider an pn, k, lq array code C over
a finite field F . We write a codeword of C as c “ pc1, . . . , cnq, where ci “ pci,0, ci,1, . . . , ci,l´1qT P
F l, i “ 1, . . . , n. A node i P rns can be repaired from a subset of d ě k helper nodes R Ď rnsztiu, by
downloading βipRq symbols of F if there are numbers βij , j P R, functions fij : F l Ñ F βij , j P R, and
a function gi : F
ř
jPR βij Ñ F l such that
ci “ giptfijpcjq, j P Ruq for all c “ pc1, . . . , cnq P C
and ÿ
jPR
βij “ βipRq.
This definition extends straightforwardly to the repair of a subset of failed nodes F Ď rns from a subset
of helper nodes R Ď rnszF . We note that the symbols downloaded to repair the failed node(s) can be
some functions of the contents of the helper nodes cj , j P R.
Definition 1 (Repair bandwidth). Let C be an pn, k, lq MDS array code over a finite field F and let
c “ pc1, . . . , cnq P C be a codeword. Given two disjoint subsets F ,R Ď rns such that |F | ď r and
|R| ě k, we define NpC,F ,Rq as the smallest number of symbols of F one needs to download from
the helper nodes tci, i P Ru in order to recover the failed (erased) nodes tci, i P Fu. The ph, dq-repair
bandwidth of the code C equals
βph, dq :“ max
|F |“h,|R|“d,F
Ş
R“H
NpC,F ,Rq. (1)
The following basic result sets a benchmark for the minimum repair bandwidth.
Theorem 1 (Cut-set bound [1], [2]). Let C be an pn, k, lq MDS array code. For any two disjoint subsets
F ,R Ď rns such that |F | ď r and |R| ě k, we have the following inequality:
NpC,F ,Rq ě |F ||R|l|F | ` |R| ´ k . (2)
Definition 2. We say that an pn, k, lq MDS code C has the ph, dq-optimal repair property if the ph, dq-
repair bandwidth of C (see (1)) equals
βph, dq “ hdl
h` d´ k , (3)
meeting the lower bound in (2) with equality.
Another important parameter is the value of sub-packetization l. Due to the limited storage capacity of
each node, we would like l to be as small as possible. At the same time, l cannot be too small; namely,
as shown in [5], for an pn, k, d “ n´ 1, lq MSR array code, l ě 2
?
k{p2r´1q.
Several constructions of MDS array codes with optimal repair property are available in the literature.
For the case of low code rate where k ď n{2, optimal-repair codes were constructed in [6]. For the
high-rate regime see [7]–[11]. In particular, [7] gave explicit constructions of MDS array codes with the
universal ph, dq-optimal repair property for all h ď r and all k ď d ď n ´ h simultaneously. In other
words, the codes in [7] can repair any number of erasures h from any set of d helper nodes with the
repair bandwidth achieving the cut-set bound (3). Recently the concept of repair bandwidth was extended
in [12] to the problem of correcting errors; [12] also presented explicit code constructions that support
error correction under the minimum possible amount of information downloaded during the decoding
process.
3B. Repairing Reed-Solomon codes
While there has been much research into constructions and properties of MDS array codes specifically
designed for the repair task, it is also of interest to study the repair bandwidth of well-known MDS codes,
for instance, Reed-Solomon (RS) codes. In [13], Shanmugam et al. proposed a framework for studying
the repair bandwidth of a scalar linear pn, kq MDS code C over some finite field E (called the symbol
field below). The idea of [13] is to “vectorize” the code construction by considering C as an array code
over some subfield F of E. This approach provides a bridge between scalar MDS codes and MDS array
codes, wherein the extension degree l :“ rE : F s can be viewed as the value of sub-packetization1. The
code C is viewed as an pn, k, lq MDS array code over the field F , and the repair bandwidth is defined in
exactly the same way as above. The cut-set bound (2)-(3) and the definition of the ph, dq-optimal repair
property also apply to this setup.
In this paper we study the repair problem of RS codes, focusing on linear repair schemes, i.e., we
assume that the repair operations are linear over the field F. For the case of single node failure, Guruswami
and Wootters [14] gave a characterization for linear repair schemes of scalar linear MDS codes based
on the framework in [13]. In [14], the authors also gave explicit constructions of RS codes that can be
repaired with smaller repair bandwidth than under the trivial approach. Subsequently, the present authors
[15] used the general linear repair scheme in [14] to construct an explicit family of RS codes with
asymptotically optimal repair bandwidth, and very recently Chowdhury and Vardy [16] further developed
the results of [7], [15]. In [17], Dau and Milenkovic generalized the scheme in [14] and extended their
results to a larger set of parameters. Several works also extended the framework of [14] to repair more
than one erasure (node failure) for RS codes [18], [19]. At the same time, [14] as well as follow-up
papers stopped short of constructing RS codes (or any scalar MDS codes) that meet the cut-set bound (3)
with equality (no matter for repairing single erasure or multiple erasures). All the previous papers (apart
from [15]) focused on small sub-packetization regime, and the repair bandwidth of their constructions is
rather far from the cut-set bound.
Very recently, Tamo and the present authors [4] gave the first explicit construction of pn, kq RS
codes with p1, dq-optimal repair property for any given k ă d ă n. The sub-packetization value of
this construction is l “ exppp1` op1qqn log nq. The authors of [4] also proved an almost matching lower
bound on l, showing that for scalar MDS codes (including the RS codes) to meet the cut-set bound with
linear repair scheme, the sub-packetization l must satisfy
l ě exppp1` op1qqk log kq. (4)
In this paper, we extend the construction in [4] to the repair of multiple erasures. More precisely, given
any n ą k, we construct explicit pn, kq RS codes with the universal ph, dq-optimal repair property for all
h ď r and all k ď d ď n´ h simultaneously. In other words, our codes can repair any number of failed
nodes from any set of helper nodes with repair bandwidth achieving the cut-set bound.
The value of sub-packetization l of our construction equals r! times the product of the first n distinct
primes in an arithmetic progression,
l “ r!
nź
i“1
pi”1 mod pr!q
pi. (5)
As in [4], we invoke classic results of analytic number theory to describe the behavior of (5) for large
n. In particular, the prime number theorem in arithmetic progressions (for instance, [20, p.121]) yields
asymptotic estimates for l; see [4] for a more detailed discussion. For fixed r and growing n, we have
l “ ep1`op1qqn logn, which is asymptotically the same as the result of [4]. According to the lower bound
1The situation may in fact be more involved: namely, the repair schemes for different nodes i can be performed over different
subfields Fi of the field F . For instance, this is the case in [4] for Reed-Solomon codes. In this case, it is a priori unclear what
is the value of l, and we define it by isolating the largest subfield L of F with the property that the repair schemes for every
node can be performed over it. In this case, the extension degree l :“ rF : Ls is viewed as the subpacketization value of the
code C.
4(4), when the code rate k{n is close to 1, the sub-packetization value of our codes is close to the optimal
value among all scalar linear MDS codes with the optimal repair property.
C. Organization of the paper
In Section II below, we present a relatively simple construction of RS codes that achieves the cut-set
bound for the repair of any two erasures. This construction contains the main ideas of the later part and
hopefully makes it easier to understand the case of an arbitrary number of erasures. In Section III, we
present our main construction of RS codes that achieve the cut-set bound for the repair of any number
of failed nodes from any set of helper nodes.
II. OPTIMAL REPAIR OF TWO ERASURES
In this section we present an explicit construction of RS codes that achieve the cut-set bound (3) for
the repair of any two failed nodes.
A. Some definitions
Let us first recall some basic concepts that will be used throughout the paper.
Definition 3 (Dual code). Let C be a linear code of length n over a finite field K. The dual code of C
is the linear subspace of Kn defined by
C
K “  x “ px1, . . . , xnq P Kn
ˇˇ nÿ
i“1
xici “ 0 @c “ pc1, . . . cnq P C
(
.
Definition 4. A generalized Reed-Solomon code GRSKpn, k,Ω, vq Ď Kn of dimension k over K with
evaluation points Ω “ tω1, ω2, . . . , ωnu Ď K is the set of vectors
tpv1fpω1q, . . . , vnfpωnqq P Kn : f P Krxs,deg f ď k ´ 1u,
where v “ pv1, . . . , vnq P pK˚qn are some nonzero elements. If v “ p1, . . . , 1q, then the GRS code is
called a Reed-Solomon code and is denoted as RSKpn, k,Ωq.
It is well known [21, p.304] that
pRSKpn, k,ΩqqK “ GRSKpn, n´ k,Ω, vq, (6)
where vi “
ś
j‰ipωi ´ ωjq´1, i “ 1, . . . , n (the dual of an RS code is a GRS code).
Let E be the extension of degree t of a finite field F “ Fq. The trace trE{F is a mapping from E to
F defined as
trE{F pxq “
t´1ÿ
i“0
xq
i
.
The trace has the following transitivity property: let K be a finite algebraic extension of E, then for all
a P K,
trK{F paq “ trE{F ptrK{Epaqq. (7)
5B. Code construction
Let us fix the values of the code length n and dimension k. Let d, k ď d ď n ´ 2 be the number of
helper nodes used for recovery. In the case of h “ 2 the cut-set bound (2) has the form βp2, dq “ 2dl
d`2´k .
Our goal will be accomplished if we construct codes and a repair procedure that relies on downloading
a 2{pd` 2´ kq fraction of the node contents from each of the helper nodes.
Let Fp be a finite field (for simplicity we can take p “ 2). Define s “ s1s2, where
s1 “ d` 1´ k, s2 “ d` 2´ k. (8)
Let p1, . . . , pn be n distinct primes such that
pi ” 1 mod s for all i “ 1, 2, . . . , n. (9)
According to Dirichlet’s theorem, there are infinitely many such primes. For i “ 1, . . . , n, let αi be an
element of degree pi over Fp, i.e., rFppαiq : Fps “ pi, and define
F :“ Fppα1, . . . , αnq. (10)
Note that for any subset of indices A Ď rns, the field Fpptαi : i P Auq is an extension of Fp of degreeś
iPA pi, and in particular, F has degree
śn
i“1 pi over Fp.
Finally, let K be an algebraic extension of F of degree s and let β P K be such that
K “ Fpβq (11)
(β always exists by the primitive element theorem).
The codes that we construct have length n and use tα1, . . . , αnu as the set of evaluation points. Our
results are summarized in the following theorem.
Theorem 2. Let k, n, d be any positive integers such that k ă d ă n. Let Ω “ tα1, . . . , αnu, where
αi, i “ 1, . . . , n is an element of degree pi over Fp and pi is the ith smallest prime that satisfies (9).
Then the code C :“ RSKpn, k,Ωq has the p2, dq-optimal repair property.
The sub-packetization value of the code C equals
l “ rK : Fps “ s
nź
i“1
pi. (12)
For fixed r and growing n we have l “ ep1`op1qqn logn.
Proof: We write a codeword of C as pc1, . . . , cnq. Referring to (2), let F “ ti1, i2u be the indices of
the failed nodes, and let R Ď rnszti1, i2u be the set of d helper nodes used in repair. Our repair scheme
is performed over the field
F :“ Fpptαj : j P rnszti1, i2uuq. (13)
It is clear that F “ F pαi1 , αi2q and rF : F s “ pi1pi2 . As a consequence, rK : F s “ spi1pi2 . Our strategy
is as follows:
piq First repair node ci1 from the helper nodes in R. We show that this can be done by downloading
pspi1pi2q{s1 symbols of F from each of the helper nodes in R.
piiq Then we use the helper nodes in R together with the already repaired node ci1 to repair the node
ci2 , and we show that this can be done by downloading
spi1pi2
s2
symbols of F from each of the
helper nodes in R.
piiiq We show that for each helper node in R, the two sets of downloaded symbols (for the repair of ci1
and ci2 , respectively) have an overlap of size pi1pi2 .
Therefore in total we need to download
s2pi1pi2 ` s1pi1pi2 ´ pi1pi2
6“ 2s1pi1pi2
“ 2
s2
spi1pi2
symbols of F from each of the helper nodes. This forms a 2{pd`2´kq proportion of the node contents,
and so the scheme achieves the cut-set bound (3) with equality.
Proceeding with the implementation of the above plan, define the setsWi1 ,W
p1q
i1
,W
p2q
i1
andWi2 ,W
p1q
i2
,W
p2q
i2
as follows:
W
p1q
i1
:“
!
βu1α
u1`qs1
i1
: u1 “ 0, 1, . . . , s1 ´ 1; q “ 0, 1, . . . , pi1 ´ 1
s1
´ 1
)
,
W
p2q
i1
:“
!
α
pi1´1
i1
s1´1ÿ
u1“0
βu1
)
,
Wi1 :“W p1qi1 YW
p2q
i1
;
W
p1q
i2
:“
!
βu2s1α
u2`qs2
i2
: u2 “ 0, 1, . . . , s2 ´ 1; q “ 0, 1, . . . , pi2 ´ 1
s2
´ 1
)
,
W
p2q
i2
:“
!
α
pi2´1
i2
s2´1ÿ
u2“0
βu2s1
)
,
Wi2 :“W p1qi2 YW
p2q
i2
.
(14)
We further define two sets of elements
Si1 :“
s2´1ď
u2“0
pi2´1ď
q2“0
´
βu2s1α
q2
i2
Wi1
¯
, Si2 :“
s1´1ď
u1“0
pi1´1ď
q1“0
´
βu1α
q1
i1
Wi2
¯
, (15)
where the product of an element α and a set S is defined as the set αS “ tγα : γ P Su. It is clear that
|Si1 | “ s2pi1pi2 and |Si2 | “ s1pi1pi2 .
The theorem will follow from the next three lemmas.
Lemma 1. Node ci1 can be repaired from the set of symbols ttrK{F pγvjcjq : γ P Si1 , j P Ru.
Lemma 2. Node ci2 can be repaired from ci1 together with the set of symbols ttrK{F pγvjcjq : γ P
Si2 , j P Ru.
For a vector space V over a field F and a set of vectors A Ă V , let SpanF pAq be the linear span of
A over F .
Lemma 3.
dimF pSpanF pSi1q X SpanF pSi2qq “ pi1pi2 .
Let us first show that these three lemmas indeed imply Theorem 2. On account of Lemmas 1 and 2
the sets of symbols
Dj “ ttrK{F pγvjcjq : γ P Si1 Y Si2u, j P R
suffice to find the values ci1 and ci2 . In their turn, the elements in the set Dj , j P R will be found once
we download the elements in the set ttrK{F pγvjcjq : γ P Bu, where the elements in B form a basis of
SpanF pSi1q ` SpanF pSi2q over F . Therefore the number of symbols in F that we need to download
from each helper node is equal to the dimension of SpanF pSi1q ` SpanF pSi2q over F . We have
dimF pSpanF pSi1q ` SpanF pSi2qq “ |Si1 | ` |Si2 | ´ dimF pSpanF pSi1q X SpanF pSi2qq. (16)
7Using Lemma 3, we now obtain
dimF pSpanF pSi1q ` SpanF pSi2qq “ 2s1pi1pi2 “
2
d` 2´ kspi1pi2 .
Since rK : F s “ spi1pi2 , we conclude that the repair bandwidth of tci1 , ci2u from the helper nodes
tcj : j P Ru indeed achieves the cut-set bound (3).
Moreover, since the repair field of the pair ti1, i2u is Fpptαj : j P rnszti1, i2uuq, the largest common
repair field for all possible pair of coordinates is Fp. This justifies the claim about the sub-packetization
of our construction made in (12).
Next we prove Lemmas 1-3.
Proof of Lemma 1: The proof of this lemma is an extension of the argument of Theorem 4 in [4]
(more on this in Remark 2 in the end of this section). Define a field
Fi1 :“ Fpptαj : j ‰ i1uq. (17)
According to (10), we have
F “ Fi1pαi1q, and rF : Fi1s “ pi1 . (18)
Let h1pxq be the annihilator polynomial of the set tαj : j P rnszpRY ti1uqu, i.e.,
h1pxq “
ź
jPrnszpRYti1uq
px´ αjq. (19)
As remarked above (6), the dual code of C is CK “ GRSKpn, n´k,Ω, vq, where v “ pv1, . . . , vnq P pK˚qn.
Clearly, degpxth1pxqq ď s1 ´ 1` n´ pd` 1q ă n´ k for all t “ 0, 1, . . . , s1 ´ 1, so for any such t we
have
pv1αt1h1pα1q, . . . , vnαtnh1pαnqq P CK. (20)
These s1 dual codewords will be used to recover the i1-th coordinate. We define a set Ti1 as follows:
Ti1 :“
s2´1ď
u2“0
´
Wi1β
u2s1
¯
. (21)
The elements in Ti1 will also be used to recover the i1-th coordinate. Using (15), it is easy to verify the
following relation:
Si1 “
pi2´1ď
q2“0
Ti1α
q2
i2
. (22)
Let c “ pc1, . . . , cnq P C be a codeword, and let us construct a repair scheme for the coordinate (node)
ci using the values tcj : j P Ru. Rewrite (20) as follows:
nÿ
j“1
vjα
t
jh1pαjqcj “ 0, t “ 0, . . . , s1 ´ 1.
As an immediate consequence, for all t “ 0, . . . , s1 ´ 1 and γ P Ti1 , we have
nÿ
j“1
trK{Fi1 pγvjαtjh1pαjqcjq “ 0. (23)
8Let us write (23) in the following form:
trK{Fi1 pγαti1vi1h1pαi1qci1q “ ´
ÿ
j‰i1
trK{Fi1 pγvjαtjh1pαjqcjq
“ ´
ÿ
jPR
trK{Fi1 pγvjαtjh1pαjqcjq
“ ´
ÿ
jPR
αtjh1pαjq trK{Fi1 pγvjcjq for all t “ 0, . . . , s1 ´ 1 and all γ P Ti1 ,
(24)
where the second equality follows from (19) and the third follows from the fact that the trace mapping
trK{Fi1 is Fi1-linear, and that αj P Fi1 and h1pαjq P Fi1 for all j ‰ i1.
Next we observe that the set tγαti1 : t “ 0, 1, . . . , s1´1; γ P Ti1u of size spi1 forms a basis of K over
Fi1 (see Prop. 1 in Appendix A). Since vi1h1pαi1q ‰ 0, the set tγαti1vi1h1pαi1q : t “ 0, 1, . . . , s1´1; γ P
Ti1u also forms a basis. Therefore, the value of ci1 can be calculated from the set
ttrK{Fi1 pγαti1vi1h1pαi1qci1q : t “ 0, 1, . . . , s1 ´ 1; γ P Ti1u.
Using (24), we conclude that the value of ci1 can be calculated from ttrK{Fi1 pγvjcjq : γ P Ti1 , j P Ru.
To complete the proof of Lemma 1, it suffices to show that the elements in the set ttrK{Fi1 pγvjcjq : γ P
Ti1 , j P Ru can be calculated from ttrK{F pγvjcjq : γ P Si1 , j P Ru. This is an immediate consequence
of equation (22). Indeed, observe that Fi1 “ F pαi2q and that t1, αi2 , . . . , αpi2´1i2 u forms a basis of Fi1
over F . Therefore, for every γ P Ti1 and every j P R, the value of trK{Fi1 pγvjcjq can be calculated fromttrFi1 {F ptrK{Fi1 pγvjcjqα
q2
i2
q : q2 “ 0, 1, . . . , pi2 ´ 1u. Observe that
trFi1{F ptrK{Fi1 pγvjcjqα
q2
i2
q “ trFi1 {F ptrK{Fi1 pγvjcjα
q2
i2
qq “ trK{F pγvjcjαq2i2 q,
where the first equality follows from the fact that αi2 P Fi1 , and the second equality follows from
(7). Therefore, for every γ P Ti1 and every j P R, the value of trK{Fi1 pγvjcjq can be calculated fromttrK{F pγvjcjαq2i2 q : q2 “ 0, 1, . . . , pi2´1u Ď ttrK{F pγvjcjq : γ P Si1 , j P Ru, where the inclusion follows
from (22). Therefore we have shown that the elements in the set ttrK{Fi1 pγvjcjq : γ P Ti1 , j P Ru can
be calculated from ttrK{F pγvjcjq : γ P Si1 , j P Ru, and this completes the proof of Lemma 1. 
Proof of Lemma 2: Let h2pxq be the annihilator polynomial of the set tαj : j P rnszpR Y ti1, i2uqu,
i.e.,
h2pxq “
ź
jPrnszpRYti1,i2uq
px´ αjq. (25)
Clearly, degpxth2pxqq ď s2 ´ 1` n´ pd` 2q ă n´ k for all t “ 0, 1, . . . , s2 ´ 1, so for any such t we
have
pv1αt1h2pα1q, . . . , vnαtnh2pαnqq P CK. (26)
These s2 dual codewords will be used to recover the i2-th coordinate. Let us construct a repair scheme
for the coordinate (node) ci2 using the values tcj : j P RY ti1uu. Rewrite (26) as follows:
nÿ
j“1
vjα
t
jh2pαjqcj “ 0 for all t “ 0, . . . , s2 ´ 1.
Computing the trace, we obtain
nÿ
j“1
trK{F pγvjαtjh2pαjqcjq “ 0 for all t “ 0, . . . , s2 ´ 1 and all γ P Si2 . (27)
9Let us write (27) in the following form:
trK{F pγαti2vi2h2pαi2qci2q “ ´
ÿ
j‰i2
trK{F pγvjαtjh2pαjqcjq
“ ´ trK{F pγvi1αti1h2pαi1qci1q ´
ÿ
jPR
trK{F pγvjαtjh2pαjqcjq
“ ´ trK{F pγvi1αti1h2pαi1qci1q ´
ÿ
jPR
αtjh2pαjq trK{F pγvjcjq
for all t “ 0, . . . , s2 ´ 1 and all γ P Si2 ,
(28)
where the second equality follows from (25) and the third follows from the fact that the trace mapping
trK{F is F -linear, and that αj P F and h2pαjq P F for all j P R.
According to Prop. 2 in Appendix B, the set tγαti2 : t “ 0, 1, . . . , s2 ´ 1; γ P Si2u forms a basis of K
over F and so does the set tγαti2vi2h2pαi2q : t “ 0, 1, . . . , s2 ´ 1; γ P Si2u (recall that vi2h2pαi2q ‰ 0).
Hence the value of ci2 can be calculated from ttrK{F pγαti2vi2h2pαi2qci2q : t “ 0, 1, . . . , s2´ 1; γ P Si2u.
Using (28), we conclude that the value of ci2 can be calculated from the value of ci1 and the values
of elements in the set ttrK{F pγvjcjq : γ P Si2 , j P Ru. This completes the proof of Lemma 2. 
Proof of Lemma 3: Using the cut-set bound on the left-hand side of Equation (16), we obtain the
inequality
dimF pSpanF pSi1q X SpanF pSi2qq ď pi1pi2 .
Let us prove that
dimF pSpanF pSi1q X SpanF pSi2qq ě pi1pi2 . (29)
To this end, we will find pi1pi2 elements in SpanF pSi1qXSpanF pSi2q that are linearly independent over
F .
Let us recall the definitions of Wi1 and Wi2 given in (14). Note that
Wi2 Ď SpanF
´ s2´1ď
u2“0
pi2´1ď
q2“0
tβu2s1αq2i2 u
¯
.
Combining this with (15), we deduce that
Wi1 dWi2 ĎWi1 d SpanF
´ s2´1ď
u2“0
pi2´1ď
q2“0
tβu2s1αq2i2 u
¯
Ď SpanF pSi1q,
where the product d of sets A1 and A2 is defined as
A1 dA2 :“ tγ1γ2 : γ1 P A1, γ2 P A2u. (30)
Similarly, we also have Wi1 dWi2 Ď SpanF pSi2q, and therefore
Wi1 dWi2 Ď pSpanF pSi1q X SpanF pSi2qq. (31)
It is clear that |Wi1 d Wi2 | “ |Wi1 ||Wi2 | “ pi1pi2 . Moreover, for every u P t0, 1, . . . , s ´ 1u, every
q1 P t0, 1, . . . , pi1 ´ 1u and every q2 P t0, 1, . . . , pi2 ´ 1u, βuαq1i1α
q2
i2
appears at most once2 in Wi1 dWi2 .
Since the elements in the set tβuαq1i1α
q2
i2
: u “ 0, 1, . . . , s´1; q1 “ 0, 1, . . . , pi1´1; q2 “ 0, 1, . . . , pi2´1u
are linearly independent over F , we deduce that all the elements in Wi1 dWi2 are linearly independent
over F . Now (29) follows from (31), and this completes the proof of Lemma 3. 
Remark 1. It is obvious from the proofs that the code construction in this section also has the p1, dq-
optimal repair property and p1, d ` 1q-optimal repair property. In other words, the repair of any single
erasure from any d or d` 1 helper nodes also achieves the cut-set bound.
2Such an element may be itself contained in Wi1 dWi2 , or appear as a summand of an element in Wi1 dWi2
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Remark 2. Let us point out some new ingredients in the repair of multiple erasures compared to the
repair of a single erasure [4]. These ideas will be used in the next section where we present a scheme
for repairing an arbitrary number of erasures.
The first one appears in the proof of Lemma 1. The proof of Lemma 1 consists of two parts: in the
first part we show that ci1 can be calculated from ttrK{Fi1 pγvjcjq : γ P Ti1 , j P Ru; in the second
part we show that the elements in the set ttrK{Fi1 pγvjcjq : γ P Ti1 , j P Ru can be calculated fromttrK{F pγvjcjq : γ P Si1 , j P Ru. The proof of the first part is the same as the proof of Theorem 4 in [4],
and the new idea lies in the second part, where in particular we use transitivity of the trace mapping.
The other new ingredient is Lemma 3, where we calculate the dimension of the intersection. Similar
calculations also allow us to achieve the cut-set bound for the repair of more than two erasures in the
next section.
Remark 3. Finally, consider the full subfield lattice ordered by inclusion, starting with the field Fp as the
root and ending with F as the unique maximal element, i.e., the subset lattice of the n-set tα1, α2, . . . , αnu.
In the above repair scheme we relied on subfields of the form F (see (13)), i.e., those that contain all
but two elements of this set. In a similar way, in our repair scheme for h ě 2 erasures below we rely on
subfields that contain n´ h of the n elements of the set tα1, α2, . . . , αnu.
III. UNIVERSALLY ACHIEVING CUT-SET BOUND FOR ANY NUMBER OF ERASURES
In this section we present an explicit construction of pn, k “ n ´ rq RS codes with the universal
ph, dq-optimal repair property for all h ď r and all k ď d ď n ´ h simultaneously. In other words, the
constructed codes can repair any number of erasures from any set of helper nodes with repair bandwidth
achieving the cut-set bound. Even though the notation in this section is somewhat more involved than
above, the main ideas are similar to the ideas used in the construction of RS codes with optimal repair
for two erasures.
We again begin with a finite field Fp (for simplicity we can take p “ 2). Let p1, . . . , pn be n distinct
primes such that
pi ” 1 mod r! for all i “ 1, 2, . . . , n. (32)
According to Dirichlet’s theorem, there are infinitely many such primes. For i “ 1, . . . , n, let αi be an
element of degree pi over Fp, i.e., rFppαiq : Fps “ pi, and define
F :“ Fppα1, . . . , αnq. (33)
Note that for any subset of indices A Ď rns, the field Fpptαi : i P Auq is an extension of Fp of degreeś
iPA pi, and in particular, F has degree
śn
i“1 pi over Fp.
Let K be an algebraic extension of F of degree r! and let β P K be an element of degree r! over F
such that
K “ Fpβq. (34)
Similarly to (8), we define the following h constants: for i “ 1, 2, . . . , h, let
si “ d` i´ k. (35)
Note that si ď r for all i ď h, and so si|ppi´ 1q. It will also be convenient to have a notation for partial
products of the numbers si. Namely, let
t1 “ 1; ti “
i´1ź
j“1
sj , i “ 2, 3, . . . , h` 1 (36)
and let
sh`1 :“ r!
th`1
. (37)
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Observe the following simple facts:
! hÿ
i“1
uiti : ui “ 0, 1, . . . , si ´ 1; i “ 1, 2, . . . , h
)
“ t0, 1, 2, . . . , th`1 ´ 1u,
! h`1ÿ
i“1
uiti : ui “ 0, 1, . . . , si ´ 1 for all i “ 1, 2, . . . , h` 1
)
“ t0, 1, 2, . . . , r!´ 1u. (38)
Our construction of codes with the universal ph, dq optimal repair property relies on RS codes with
evaluation points α1, . . . , αn. Specifically, the following is true:
Theorem 3. Let k, n be any positive integers such that k ă n and let pi, i “ 1, 2, . . . , n be the ith
smallest prime that satisfies (32). Let Ω “ tα1, . . . , αnu, where αi, i “ 1, . . . , n is an element of degree
pi over Fp. The code C :“ RSKpn, k,Ωq achieves the cut-set bound for the repair of any number h of
failed nodes from any set of d helper nodes provided that h ď r and k ď d ď n´ h. In other words, C
has the universal ph, dq-optimal repair property for all h and d simultaneously.
The sub-packetization value of the code C equals
l “ rK : Fps “ r!
nź
i“1
pi. (39)
For fixed r and growing n we have l “ ep1`op1qqn logn.
Proof: We write a codeword of C as pc1, . . . , cnq. Suppose that the number of failed nodes is h and
the number of helper nodes is d for some h ď r and some k ď d ď n ´ h. Without loss of generality,
we assume that the indices of the failed nodes are F “ t1, 2, . . . , hu and the indices of helper nodes are
R “ th` 1, h ` 2, . . . , h` du. Our repair scheme of these h failed nodes is performed over the field
Frhs :“ Fpptαi : i P rnszrhsuq
(recall that rhs :“ t1, 2, . . . , hu; see also Remark 3). It is clear that F “ Frhspα1, α2, . . . , αhq and
rF : Frhss “
śh
i“1 pi. As a consequence,
rK : Frhss “ r!
hź
i“1
pi. (40)
Our strategy is as follows:
piq Begin with repairing node c1 from the helper nodes in R. We show that this can be done by
downloading
r!
ś
h
i“1
pi
d`1´k symbols of Frhs from each of the helper nodes in R.piiq Then we use the helper nodes in R together with the already repaired node c1 to repair the node
c2, and we show that this can be done by downloading
r!
ś
h
i“1
pi
d`2´k symbols of Frhs from each of the
helper nodes in R.
piiiq We continue in this way until we use the helper nodes in R together with the already repaired nodes
c1, c2, . . . , ch´1 to repair ch.
pivq Finally we show that for each helper node in R, the h sets of downloaded symbols (for the repair
of c1, c2, . . . , ch respectively) have overlaps, and that after removing the overlapping parts it suffices
to download h
d`h´kr!
śh
i“1 pi symbols of Frhs from each of the helper nodes, which achieves the
cut-set bound (3) with equality.
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For every i P rhs, define three sets W p1qi ,W p2qi and Wi as follows:
W
p1q
i :“
!
βuitiα
ui`qsi
i : ui “ 0, 1, . . . , si ´ 1; q “ 0, 1, . . . ,
pi ´ 1
si
´ 1
)
,
W
p2q
i :“
! si´1ÿ
ui“0
βuitiα
pi´1
i
)
,
Wi :“W p1qi YW p2qi .
(41)
We will also use the following notation. Let
u„i :“ pu1, u2, . . . , ui´1, ui`1, . . . , uh`1q
q„i :“ pq1, q2, . . . , qi´1, qi`1, . . . , qhq.
For every i “ 1, 2, . . . , h, let
U„i :“ tu„i : uj “ 0, 1, . . . , sj ´ 1 for all j P t1, 2, . . . , h` 1uztiuu,
Q„i :“ tq„i : qj “ 0, 1, . . . , pj ´ 1 for all j P rhsztiuu.
Finally, define the set Si, i “ 1, 2, . . . , h
Si :“
ď
u„iPU„i
ď
q„iPQ„i
Wiβ
p
ř
h`1
j“1;j‰i
ujtjq
ź
jPrhsztiu
α
qj
j , (42)
which we will use to characterize the symbols downloaded for repairing the i-th node. Again let CK “
GRSKpn, n ´ k,Ω, vq be the dual code of C (6), where the coefficients v “ pv1, . . . , vnq P pK˚qn are
nonzero. The theorem will follow from the following two lemmas.
Lemma 4. Node c1 can be repaired from the set of symbols ttrK{Frhspγvjcjq : γ P S1, j P Ru. Node
ci, i “ 2, 3, . . . , h can be repaired from the values c1, c2, . . . , ci´1 together with the set of symbols
ttrK{Frhspγvjcjq : γ P Si, j P Ru.
Lemma 5.
dimFrhs
`
SpanFrhspS1q ` SpanFrhspS2q ` . . .` SpanFrhspShq
˘ “ h
d` h´ kr!
hź
i“1
pi. (43)
Once these lemmas are established, the proof of the theorem can be completed as follows. According
to Lemma 4, to recover the values of the nodes c1, c2, . . . , ch it suffices to know the elements in the set
Dj “ ttrK{Frhspγvjcjq : γ P Yhi“1Siu from each of the helper nodes tcj : j P Ru. To calculate the values
of elements in the set Dj , it suffices to download the elements in the set ttrK{Frhspγvjcjq : γ P Bu,
where the elements in B form a basis of SpanFrhspS1q`SpanFrhspS2q` . . .`SpanFrhspShq over Frhs. By
Lemma 5, the count of these elements equals h
d`h´kr!
śh
i“1 pi. Combining this with (40), we conclude
that the repair of c1, c2, . . . , ch from the helper nodes tcj : j P Ru indeed achieves the cut-set bound (3).
Moreover, it is clear from the proof that the repair field of the h-tuple ti1, i2, . . . , ihu is Fpptαj : j P
rnszti1, i2, . . . , ihuuq. Therefore the largest common repair field for all the possible h-tuples of coordinates
is Fp. This justifies the claim about the sub-packetization of our construction made in (39).
Next let us prove Lemmas 4 and 5.
Proof of Lemma 4: For every i P rhs, define a field
Fris :“ Fpptαj : j P rnszrisuq. (44)
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Fix i P rhs and let us prove the lemma for the repair of the i-th node. Let hipxq be the annihilator
polynomial of the set tαj : j P rnszpRY risqu, i.e.,
hipxq “
ź
jPrnszpRYrisq
px´ αjq. (45)
Clearly, degpxthipxqq ď si ´ 1` n´ pd` iq ă n ´ k for all t “ 0, 1, . . . , si ´ 1, so for any such t we
have
pv1αt1hipα1q, . . . , vnαtnhipαnqq P CK. (46)
These si dual codewords will be used to recover the i-th coordinate. Further, define a set Ti whose
elements will also be used to recover the ith coordinate:
Ti :“
ď
u„iPU„i
p1´1ď
q1“0
p2´1ď
q2“0
. . .
pi´1´1ď
qi´1“0
´
Wiβ
p
ř
h`1
j“1;j‰i
ujtjq
ź
1ďjăi
α
qj
j
¯
. (47)
It is easy to verify the following relation:
Si “
pi`1´1ď
qi`1“0
pi`2´1ď
qi`2“0
. . .
ph´1ď
qh“0
Ti
ź
iăjďh
α
qj
j . (48)
Let c “ pc1, . . . , cnq P C be a codeword, and let us construct a repair scheme for the coordinate (node)
ci using the values tcj : j P RY t1, 2, . . . , i´ 1uu. Rewrite (46) as follows:
nÿ
j“1
vjα
t
jhipαjqcj “ 0 for all t “ 0, 1, . . . , si ´ 1.
Computing the trace, we obtain
nÿ
j“1
trK{Frispγvjαtjhipαjqcjq “ 0 for all t “ 0, . . . , si ´ 1 and all γ P Ti. (49)
Let us write (49) in the following form:
trK{Frispγαtivihipαiqciq “ ´
ÿ
j‰i
trK{Frispγvjαtjhipαjqcjq
“ ´
i´1ÿ
j“1
trK{Frispγvjαtjhipαjqcjq ´
ÿ
jPR
trK{Frispγvjαtjhipαjqcjq
“ ´
i´1ÿ
j“1
trK{Frispγvjαtjhipαjqcjq ´
ÿ
jPR
αtjhipαjq trK{Frispγvjcjq
for all t “ 0, . . . , si ´ 1 and all γ P Ti,
(50)
where the second equality follows from (45) and the third follows from the fact that the trace mapping
trK{Fris is Fris-linear, and that αj P Fris and hipαjq P Fris for all j P R.
According to Prop. 3 in Appendix C, the set tγαti : t “ 0, 1, . . . , si ´ 1; γ P Tiu forms a basis3 of K
over Fris and so does the set tγαtivihipαiq : t “ 0, 1, . . . , si´ 1; γ P Tiu (recall again that vihipαiq ‰ 0).
Hence the value of ci can be calculated from ttrK{Frispγαtivihipαiqciq : t “ 0, 1, . . . , si ´ 1; γ P Tiu.
Using (50), we conclude that the value of ci can be calculated from the values of c1, c2, . . . , ci´1 and the
values of elements in the set ttrK{Frispγvjcjq : γ P Ti, j P Ru. The proof will be complete once we show
3Note that the size of this set is si|Ti| “ p
śi
j“1 pjqp
śh`1
m“1 smq which equals the extension degree rK : Friss because of our
definition of sh`1 in (37).
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that these elements can be found from the elements in the set ttrK{Frhspγvjcjq : γ P Si, j P Ru. This is an
immediate consequence of (7) and equation (48). Indeed, observe that Fris “ Frhspαi`1, αi`2, . . . , αhq,
and that tśiămďh αqmm : qm “ 0, 1, . . . , pm´ 1,@i ă m ď hu forms a basis of Fris over Frhs. Therefore,
for every γ P Ti and every j P R, the value of trK{Frispγvjcjq can be calculated from!
trFris{Frhs
´
trK{Frispγvjcjq
ź
iămďh
αqmm
¯
: qm “ 0, 1, . . . , pm ´ 1,@i ă m ď h
)
.
Involving transitivity of the trace (7), we see that
trFris{Frhs
´
trK{Frispγvjcjq
ź
iămďh
αqmm
¯
“ trFris{FrhsptrK{Frispγvjcj
ź
iămďh
αqmm qq
“ trK{Frhspγvjcj
ź
iămďh
αqmm q,
where the first equality follows from the fact that αm P Fris for all m ą i. Therefore, for every γ P Ti
and every j P R, the value of trK{Frispγvjcjq can be calculated from!
trK{Frhs
´
γvjcj
ź
iămďh
αqmm
¯
: qm “ 0, 1, . . . , pm´1,@i ă m ď h
)
Ď
!
trK{Frhspγvjcjq : γ P Si, j P R
)
,
where the inclusion follows from (48). This establishes the needed fact, namely, that the elements in
the set ttrK{Frispγvjcjq : γ P Ti, j P Ru can be calculated from ttrK{Frhspγvjcjq : γ P Si, j P Ru, and
completes the proof of Lemma 4. 
Proof of Lemma 5: We will prove the following more detailed claim (which implies the lemma):
Claim 1. For every i P rhs,
dimFrhs
´
SpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiq
¯
“ i
d` i´ kr!
hź
j“1
pj. (51)
Moreover, for every i P rhs, there exist sets Bi and Gi that satisfy the following three conditions:
piq Bi is a basis of SpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiq over Frhs.
piiq
Bi “
si`1´1ď
ui`1“0
si`2´1ď
ui`2“0
. . .
sh`1´1ď
uh`1“0
pi`1´1ď
qi`1“0
pi`2´1ď
qi`2“0
. . .
ph´1ď
qh“0
´
Giβ
ř
h`1
j“i`1
ujtj
ź
iăjďh
α
qj
j
¯
. (52)
piiiq
Gi Ď SpanFrhs
´!
β
ř
i
j“1
ujtj
iź
j“1
α
qj
j : uj “ 0, 1, . . . , sj´1 and qj “ 0, 1, . . . , pj´1 for all j P ris
)¯
.
(53)
Proof of Claim 1: Note that by (36) and (52),
|Bi| “ r!
ti`1
hź
j“i`1
pj|Gi| for all i P rhs. (54)
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We prove Claim 1 by induction on i. For i “ 1, we set G1 “ W1 and B1 “ S1, then conditions
piq–piiiq are clearly satisfied. Moreover, it is easy to see that |S1| “ 1d`1´kr!
śh
j“1 pj . Together this
establishes the induction base.
Now let us prove the induction step. Fix i ą 1 and assume that the claim holds for i ´ 1. By the
induction hypothesis, (51) holds true, and there are a basis Bi´1 of SpanFrhspS1q`SpanFrhspS2q` ¨ ¨ ¨`
SpanFrhspSi´1q over Frhs and a corresponding set Gi´1 that satisfy (52)-(53). We have
|Bi´1| “ i´ 1
d` i´ 1´ kr!
hź
j“1
pj ,
and so by (54)
|Gi´1| “ i´ 1
d` i´ 1´ k ti
i´1ź
j“1
pj “ i´ 1
d` i´ 1´ k
i´1ź
j“1
psjpjq.
Define the sets
Gris :“
si´1ď
ui“0
pi´1ď
qi“0
Gi´1β
uitiα
qi
i , (55)
Wris :“
s1´1ď
u1“0
. . .
si´1´1ď
ui´1“0
p1´1ď
q1“0
. . .
pi´1´1ď
qi´1“0
´
Wiβ
ř
i´1
j“1 ujtj
i´1ź
j“1
α
qj
j
¯
. (56)
Let Gi be a basis of
SpanFrhspGrisq ` SpanFrhspWrisq
over Frhs, and let Bi be the set given by (52). It is clear that Gi satisfies the condition (53).
Next we show that Bi is a basis of SpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiq over Frhs. By
the induction hypothesis,
SpanFrhspS1q` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSi´1q Ď SpanFrhspBi´1q. (57)
Now using (52), we obtain
SpanFrhspBi´1q “ SpanFrhs
´ si´1ď
ui“0
si`1´1ď
ui`1“0
. . .
sh`1´1ď
uh`1“0
pi´1ď
qi“0
pi`1´1ď
qi`1“0
. . .
ph´1ď
qh“0
´
Gi´1β
ř
h`1
j“i
ujtj
ź
iďjďh
α
qj
j
¯¯
“SpanFrhs
´ si`1´1ď
ui`1“0
si`2´1ď
ui`2“0
. . .
sh`1´1ď
uh`1“0
pi`1´1ď
qi`1“0
pi`2´1ď
qi`2“0
. . .
ph´1ď
qh“0
´
Grisβ
ř
h`1
j“i`1
ujtj
ź
iăjďh
α
qj
j
¯¯
ĎSpanFrhs
´ si`1´1ď
ui`1“0
si`2´1ď
ui`2“0
. . .
sh`1´1ď
uh`1“0
pi`1´1ď
qi`1“0
pi`2´1ď
qi`2“0
. . .
ph´1ď
qh“0
´
Giβ
ř
h`1
j“i`1
ujtj
ź
iăjďh
α
qj
j
¯¯
“SpanFrhspBiq, (58)
where the second equality follows from (55); the inclusion on the third line follows from the definition
of Gi, and the last equality again follows from (52). According to (42),
SpanFrhspSiq “ SpanFrhs
´ ď
u„iPU„i
ď
q„iPQ„i
Wiβ
p
ř
h`1
j“1;j‰i
ujtjq
ź
jPrhsztiu
α
qj
j
¯
“
si`1´1ď
ui`1“0
si`2´1ď
ui`2“0
. . .
sh`1´1ď
uh`1“0
pi`1´1ď
qi`1“0
pi`2´1ď
qi`2“0
. . .
ph´1ď
qh“0
´
Wrisβ
ř
h`1
j“i`1
ujtj
ź
iăjďh
α
qj
j
¯
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Ď SpanFrhs
´ si`1´1ď
ui`1“0
si`2´1ď
ui`2“0
. . .
sh`1´1ď
uh`1“0
pi`1´1ď
qi`1“0
pi`2´1ď
qi`2“0
. . .
ph´1ď
qh“0
´
Giβ
ř
h`1
j“i`1
ujtj
ź
iăjďh
α
qj
j
¯¯
“ SpanFrhspBiq, (59)
where the second equality follows from (56), and the inclusion follows from the definition of Gi.
Combining (57), (58), and (59), we obtain that
SpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiq Ď SpanFrhspBiq. (60)
Therefore,
|Bi| ě dimFrhspSpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiqq.
By Lemma 4, the number of symbols of Frhs downloaded from each of the helper nodes in order to
repair the nodes c1, c2, . . . , ci, equals dimFrhspSpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiqq. The
cut-set bound implies that
|Bi| ě dimFrhspSpanFrhspS1q ` SpanFrhspS2q ` ¨ ¨ ¨ ` SpanFrhspSiqq ě
i
d` i´ k r!
hź
j“1
pj. (61)
The proof of the induction step will be complete once we show that
|Bi| ď i
d` i´ kr!
hź
j“1
pj. (62)
Indeed, (60)–(62) together imply (51) and the needed fact thatBi is a basis of SpanFrhspS1q`SpanFrhspS2q`¨ ¨ ¨ ` SpanFrhspSiq over Frhs.
Next let us prove (62). From (54), this inequality will follow if we prove that
|Gi| ď i
d` i´ k
iź
j“1
psjpjq. (63)
By the induction hypothesis and (54), we have |Gi´1| “ i´1d`i´1´k
śi´1
j“1 sjpj. Combining this with (55)–
(56), we obtain that
ˇˇ
Gris
ˇˇ “ |Gi´1|sipi “ i´ 1
d` i´ 1´ k
iź
j“1
sjpj,
ˇˇ
Wris
ˇˇ “ |Wi|
i´1ź
j“1
sjpj “ pi
i´1ź
j“1
sjpj “ 1
d` i´ k
iź
j“1
sjpj .
Therefore,
|Gi| “
ˇˇ
Gris
ˇˇ` ˇˇWris
ˇˇ´ dimFrhspSpanFrhspGrisq X SpanFrhspWrisqq
“
´ i´ 1
d` i´ 1´ k `
1
d` i´ k
¯ iź
j“1
psjpjq ´ dimFrhs
´
SpanFrhspGrisq X SpanFrhspWrisq
¯
.
(64)
Since
Wi Ď SpanFrhs
´ si´1ď
ui“0
pi´1ď
qi“0
tβuitiαqii u
¯
,
we have
Gi´1 dWi Ď SpanFrhspGrisq, (65)
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where d is defined in (30). According to (53),
Gi´1 Ď SpanFrhs
´ s1´1ď
u1“0
. . .
si´1´1ď
ui´1“0
p1´1ď
q1“0
. . .
pi´1´1ď
qi´1“0
β
ř
i´1
j“1
ujtj
i´1ź
j“1
α
qj
j
¯
,
and consequently
Gi´1 dWi Ď SpanFrhspWrisq.
Combining this with (65), we conclude that
Gi´1 dWi Ď SpanFrhspGrisq X SpanFrhspWrisq.
By the induction hypothesis, the elements in Bi´1 are linearly independent over Frhs, and so are the
elements in Gi´1. Using this together with the fact that the elements in the set
!
β
ř
i
j“1
ujtj
iź
j“1
α
qj
j : uj “ 0, 1, . . . , sj ´ 1 and qj “ 0, 1, . . . , pj ´ 1 for all j P ris
)
are linearly independent over Frhs, it is easy to see that the elements in Gi´1 dWi are also linearly
independent over Frhs. Therefore,
dimFrhs
´
SpanFrhspGrisq X SpanFrhspWrisq
¯
ě|Gi´1 dWi| “ |Gi´1| ¨ |Wi|
“
´ i´ 1
d` i´ 1´ k
i´1ź
j“1
psjpjq
¯
pi
“ i´ 1pd` i´ 1´ kqpd` i´ kq
iź
j“1
psjpjq
“
´ i´ 1
d` i´ 1´ k ´
i´ 1
d` i´ k
¯ iź
j“1
psjpjq.
Using this in (64), we obtain that
|Gi| ď
´ i´ 1
d` i´ 1´ k `
1
d` i´ k
¯ iź
j“1
sjpj ´
´ i´ 1
d` i´ 1´ k ´
i´ 1
d` i´ k
¯ iź
j“1
sjpj
“ i
d` i´ k
iź
j“1
sjpj.
This establishes (63) and completes the proof of the claim. 
APPENDIX A
Proposition 1. For the set Ti1 defined in (21), we have
SpanFi1
pTi1q ` SpanFi1 pTi1αi1q ` ¨ ¨ ¨ ` SpanFi1 pTi1α
s1´1
i1
q “ K,
where Sα :“ tγα : γ P Su, and the operation ` is the Minkowski sum of sets, T1 ` T2 :“ tγ1 ` γ2 :
γ1 P T1, γ2 P T2u.
Proof: To establish the proposition, we will prove the following claim:
SpanFi1
pWi1q ` SpanFi1 pWi1αi1q ` ¨ ¨ ¨ ` SpanFi1 pWi1α
s1´1
i1
q “ ‘s1´1u1“0βu1F. (66)
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Note that (21) and (66) together imply that
SpanFi1 pTi1q ` SpanFi1 pTi1αi1q ` ¨ ¨ ¨ ` SpanFi1 pTi1α
s1´1
i1
q
“ ‘s1´1u1“0 ‘s2´1u2“0 βu1`u2s1F
“ ‘s´1u“0βuF
“ K,
where the last equality follows from the fact that, on account of (11), the set 1, β, . . . , βs´1 forms a basis
of K over F. Therefore the proposition indeed follows from (66).
Now we are left to prove (66). This proof is close to the proof of Lemma 1 in [4], and we include it
here for the completeness.
Let
K :“ SpanFi1 pWi1q ` SpanFi1 pWi1αi1q ` ¨ ¨ ¨ ` SpanFi1 pWi1α
s1´1
i1
q.
Let us prove that K “ ‘s1´1u1“0βu1F. Clearly K is a vector space over Fi1 , and by (18) we have K Ď
‘s1´1u1“0βu1F. Let us show the reverse inclusion, namely that ‘s1´1u1“0βu1F Ď K. More specifically, we will
show that βu1F Ď K for all u1 “ 0, 1, . . . , s1 ´ 1.
We use induction on u1. For the induction base, let u1 “ 0, and let us show that the field F defined
in (10) is contained in K. In this case, we have α
qs1
i1
P W p1qi1 for all 0 ď q ă
pi1´1
s1
. Therefore α
qs1`j
i1
P
W
p1q
i1
α
j
i1
for all 0 ď q ă pi1´1
s1
. As a result, α
qs1`j
i1
P K for all 0 ď q ă pi1´1
s1
and all 0 ď j ď s1 ´ 1.
In other words,
αti1 P K for all t “ 0, 1, . . . , pi1 ´ 2. (67)
Next we show that also α
pi1´1
i1
P K. For every t “ 1, . . . , s1 ´ 1 we have 0 ď tpi1´1´ts1 u ă
pi1´1
s1
. As
a result,
βtα
t`t
pi1
´1´t
s1
us1
i1
PW p1qi1 , t “ 1, . . . , s1 ´ 1.
We obtain that, for each t “ 1, . . . , s1 ´ 1,
βtα
pi1´1
i1
“ βtαt`t
pi1
´1´t
s1
us1
i1
α
pi1´1´t´t
pi1
´1´t
s1
us1
i1
P W p1qi1 α
pi1´1´t´t
pi1
´1´t
s1
us1
i1
Ď K.
At the same time,
s1´1ÿ
t“0
βtα
pi1´1
i1
PW p2qi1 Ď K.
The last two statements together imply that
α
pi1´1
i1
“
s1´1ÿ
t“0
βtα
pi1´1
i1
´
s1´1ÿ
t“1
βtα
pi1´1
i1
P K.
Combining this with (67), we conclude that αti1 P K for all t “ 0, 1, . . . , pi1´1. Recall that 1, αi1 , . . . , α
pi1´1
i1
is a basis of F over Fi1 , and that K is a vector space over Fi1 , so F Ď K. This establishes the induction
base.
Now let us fix u1 ě 1 and let us assume that βu11F Ď K for all u11 ă u1. To prove the induction step,
we need to show that βu1F Ď K. Mimicking the argument that led to (67), we can easily show that
βu1αu1`ti1 P K for all t “ 0, 1, . . . , pi1 ´ 2. (68)
Let us show that (68) is also true for t “ pi1´1, i.e., that βu1αu1`pi1´1i1 P K. For every 1 ď t ď s1´1´u1,
we have 0 ď tpi1´1´t
s1
u ă pi1´1
s1
. As a result,
βu1`tα
u1`t`t
pi1
´1´t
s1
us1
i1
P W p1qi1 , t “ 1, . . . , s1 ´ 1´ u1.
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Therefore, for all such t
βu1`tα
u1`pi1´1
i1
“ βu1`tαu1`t`t
pi1
´1´t
s1
us1
i1
α
pi1´1´t´t
pi1
´1´t
s1
us1
i1
PWi1α
pi1´1´t´t
pi1
´1´t
s1
us1
i1
Ď K (69)
By the induction hypothesis, βu
1
1F Ď K for all u11 “ 0, 1, . . . , u1 ´ 1. As a result,
βu
1
1α
u1`pi1´1
i1
P K, u11 “ 0, 1, . . . , u1 ´ 1. (70)
At the same time,
s1´1ÿ
t“0
βtα
u1`pi1´1
i1
“
´ s1´1ÿ
t“0
βtα
pi1´1
i1
¯
αu1i1 P W
p2q
i1
αu1i1 Ď K. (71)
Combining (69), (70) and (71), we obtain that
βu1α
u1`pi1´1
i1
“
s1´1ÿ
t“0
βtα
u1`pi1´1
i1
´
u1´1ÿ
u11“0
βu
1
1α
u1`pi1´1
i1
´
s1´1´u1ÿ
t“1
βu1`tα
u1`pi1´1
i1
P K.
Now on account of (68) we can conclude that βu1αu1`ti1 P K for all t “ 0, 1, . . . , pi1 ´ 1. Therefore,
βu1F Ď K. This establishes the induction step and completes the proof of the proposition.
APPENDIX B
Proposition 2. For the set Si2 defined in (15), we have
SpanF pSi2q ` SpanF pSi2αi2q ` ¨ ¨ ¨ ` SpanF pSi2αs2´1i2 q “ K.
Proof: To establish the proposition, it suffices to prove that
SpanF pWi2q ` SpanF pWi2αi2q ` ¨ ¨ ¨ ` SpanF pWi2αs2´1i2 q “ ‘s2´1u2“0βu2s1Fi1 , (72)
where Fi1 is defined in (17). Indeed, (15) and (72) together imply that
SpanF pSi2q ` SpanF pSi2αi2q ` ¨ ¨ ¨ ` SpanF pSi2αs2´1i2 q “ ‘s1´1u1“0 ‘s2´1u2“0 ‘
pi1´1
q1“0
βu1`u2s1α
q1
i1
Fi1
“ ‘s´1u“0 ‘pi1´1q1“0 βuαq1i1Fi1
“ ‘s´1u“0βuF
“ K,
where the third equality follows from the fact that the set 1, αi1 , . . . , α
pi1´1
i1
forms a basis of F over Fi1 ,
and the last equality follows from the fact that the set 1, β, . . . , βs´1 forms a basis of K over F (see
(11)). Thus the proposition indeed follows from (72).
The proof of (72) is exactly the same as the proof of (66) (also the same as the proof of Lemma 1 in
[4]), and therefore we do not repeat it.
APPENDIX C
Proposition 3. For the set Ti defined in (47), we have
SpanFrispTiq ` SpanFrispTiαiq ` ¨ ¨ ¨ ` SpanFrispTiαsi´1i q “ K.
Proof: To establish the proposition, it suffices to prove that
SpanFrispWiq ` SpanFrispWiαiq ` ¨ ¨ ¨ ` SpanFrispWiαsi´1i q “ ‘si´1ui“0βuitiFri´1s, (73)
where Wi is defined in (41), and Fri´1s is defined in (44). Indeed, (47) and (73) together imply that
SpanFrispTiq ` SpanFrispTiαiq ` ¨ ¨ ¨ ` SpanFrispTiαsi´1i q
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“‘u„iPU„i ‘p1´1q1“0 ‘p2´1q2“0 ¨ ¨ ¨ ‘
pi´1´1
qi´1“0
´
β
ř
i´1
j“1 ujtj`
ř
h`1
j“i`1 ujtj
ź
1ďjăi
α
qj
j
`‘si´1ui“0 βuitiFri´1s
˘¯
“‘s1´1u1“0 ‘s2´1u2“0 ¨ ¨ ¨ ‘
sh`1´1
uh`1“0
‘p1´1q1“0 ‘p2´1q2“0 ¨ ¨ ¨ ‘
pi´1´1
qi´1“0
´
β
ř
h`1
j“1
ujtj
ź
1ďjăi
α
qj
j Fri´1s
¯
“‘r!´1u“0 ‘p1´1q1“0 ‘p2´1q2“0 ¨ ¨ ¨ ‘
pi´1´1
qi´1“0
´
βu
ź
1ďjăi
α
qj
j Fri´1s
¯
“‘r!´1u“0 βuF
“K,
where the third equality follows from (38); the fourth equality follows from the fact that for j “
2, 3, . . . , h, the set 1, αj , . . . , α
pj´1
j forms a basis of Frj´1s over Frjs and the fact that the set 1, α1, . . . , α
p1´1
1
forms a basis of F over Fr1s, and the last equality follows from (34). Thus the proposition indeed follows
from (73).
The proof of (73) is exactly the same as the proof of (66) (also the same as the proof of Lemma 1 in
[4]), and therefore we do not repeat it.
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