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Abstract
Recent investigations involving the decay of unstable D-branes in string theory suggest
that the tree level open string theory which describes the dynamics of the D-brane already
knows about the closed string states produced in the decay of the brane. We propose a
specific conjecture involving quantum open string field theory to explain this classical
result, and show that the recent results in two dimensional string theory are in exact
accordance with this conjecture.
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Recent studies involving decay of unstable D-brane systems in string theory indicate
that while these D-branes are expected to decay into closed string states of mass of order
1/gs[1, 2, 3], tree level open string theory provides an alternative description of the same
process[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. In particular
various properties of the final state closed strings produced during this decay agree with
the predictions based on tree level open string analysis[2, 23, 24, 25]. These properties
include the form of the energy-momentum tensor, dilaton charge and anti-symmetric
tensor field charge of the system at late time. This suggests that in some way, tree
level open string theory already contains information about the final state closed strings
produced during this decay[23, 24].
Clearly, in order to put this correspondence into a firmer footing, one needs a specific
proposal for the full quantum theory. We propose the following
Conjecture: There is a quantum open string field theory (OSFT) that describes the full
dynamics of an unstable Dp-brane without an explicit coupling to closed strings. Further-
more, Ehrenfest theorem holds in the weakly coupled OSFT: the classical results correctly
describe the evolution of the quantum expectation values.
According to this conjecture, the effect of closed string emission is already contained
in the full quantum OSFT, and furthermore, in the weak coupling limit, the results of
quantum OSFT must approach the results in classical OSFT. Thus the above conjecture
is sufficient to explain the observed open closed duality mentioned earlier. For any finite
coupling, the Ehrenfest theorem could break down over a sufficiently long time scale, but
this time scale should approach infinity in the limit of zero coupling constant.
It is instructive to apply the above conjecture to the specific case of unstable D0-brane
system. The quantum OSFT on a D0-brane is a quantum mechanical system of infinitely
many degrees of freedom. If the above conjecture is valid, then this quantum mechanical
system contains complete description of the closed strings produced in the decay of the
D0-brane, even though these closed strings live in the full space-time of string theory,
which is (25+1) dimensional for the bosonic string theory and (9+1)-dimensional for the
superstring theory.
Note that the conjecture stated above does not imply that the OSFT on a D0-brane
(or any Dp-brane for that matter) contains complete information about all states in string
theory. It simply states that the OSFT on the D0-brane is a consistent quantum theory
by itself, and hence has included in it a description of the closed string states into which
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an unstable D0-brane is allowed to decay. In other words, OSFT on an unstable D-brane
describes a closed subsector of the full string theory.
At present in the critical string theory there is not much further evidence for this
conjecture beyond those already mentioned. The only other piece of information which is
relevant is that formally the perturbation expansion of the OSFT around the maximum of
the tachyon potential seems to be complete, in the sense that it reproduces correctly the
Polyakov amplitudes of the first quantized string theory involving external open string
states to all orders in perturbation theory.1 In particular the amplitude has the correct
poles corresponding to intermediate closed string states[33]. This suggests that the quan-
tum OSFT is a consistent quantum theory by itself. Note however that the perturbation
expansion discussed above is purely formal, as the amplitudes are divergent due to the
presence of the open string tachyonic mode which lives on the unstable D-brane. Never-
theless, the formal consistency of the perturbation theory suggests that the same theory,
when quantized correctly by expanding the action around the tachyon vacuum, will give
a fully consistent quantum theory, as the tachyonic mode will be absent around such a
vacuum.
We can however do much better in the two dimensional string theory for which a spe-
cific non-perturbative formulation is available in the form of a matrix quantum mechanics.
There are two specific models for which the correspondence has been established, – the
two dimensional bosonic string theory[34, 35, 36] and the two dimensional type 0B string
theory[37, 38]. Since the matrix models associated with the two systems are very similar,
our discussion will be valid for both theories. In order that the various formulæ in the
two theories look identical, we shall set h¯ = c = 1 and choose α′ = 1 unit for the bosonic
string theory and α′ = 1/2 unit for type 0B string theory. In this convention the open
string tachyon on the D0-brane has mass2 = −1 in both theories. Also we shall define the
closed string coupling constant gs in such a way that the D0-brane has mass 1/gs in both
theories.2 We shall restrict our discussion mainly to D0-branes in type 0B string the-
1This has been established[26, 27] for the cubic bosonic OSFT proposed by Witten[28], and is expected
to hold[29] also for the open superstring field theory proposed by Berkovits[30, 31, 32].
2There is an unresolved issue here. To the best of our knowledge it has not been shown that the
D0-brane mass computed in the continuum string theory (which could be defined e.g. as the height
of the maximum of the open string tachyon potential above the tachyon vacuum) agrees exactly with
the prediction from the matrix model (the height of the maximum of the tachyon potential above the
fermi level). Since the continuum string coupling constant is known in terms of the height of the tachyon
potential in the matrix model(see e.g. [39]), this problem could in principle be solved. We shall proceed by
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ory, since the two dimensional bosonic string theory is believed to be non-perturbatively
inconsistent[40, 41, 42, 43].
q
V(q)
1/g s
Figure 1: The matrix model description of the vacuum state of type 0B string theory in
1+1 dimensions. All the negative energy states are filled as shown by the shaded region
of the diagram.
According to the matrix model - string theory correspondence, the two dimensional
type 0B string theory is equivalent to a theory of infinite number of non-interacting
fermions, each moving in an inverted harmonic oscillator potential with hamiltonian
h(p, q) =
1
2
(p2 − q2) + 1
gs
, (1)
where (q, p) denote a canonically conjugate pair of variables. The coordinate variable q is
related to the eigenvalue of an infinite dimensional matrix, but this information will not be
necessary for our discussion. Clearly h(p, q) has a continuous energy spectrum spanning
the range (−∞,∞). The vacuum of the theory corresponds to all states with negative h
eigenvalue being filled and all states with positive h eigenvalue being empty (see Fig.1).
Thus the fermi surface is the surface of zero energy. In the semi-classical limit, in which
we represent a quantum state by an area element of size h¯ in the phase space spanned by
p and q, we can represent the vacuum by having the region (p2 − q2) ≤ − 2
gs
filled, and
rest of the region empty[44, 45]. This has been shown in Fig.2. Thus in this picture the
assuming that the D0-brane mass computed in the continuum string theory agrees with the corresponding
answer in the matrix model.
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fermi surface in the phase space corresponds to the curve:3
1
2
(p2 − q2) + 1
gs
= 0 . (2)
p
q
Figure 2: Semi-classical representation of the vacuum state in the matrix model.
It has been realized recently[46, 47, 48, 49, 50, 37, 38] that D0-branes in two dimen-
sional string theory[51, 52, 53] also have simple description in the matrix model. In par-
ticular, a state of a single D0-brane of the theory corresponds to a single fermion excited
from the fermi surface to some energy above zero. Since the fermions are non-interacting,
these states do not mix with any other states in the theory (say with states where two or
more fermions are excited above the fermi level or states where a fermion is excited from
below the fermi level to the fermi level). As a result, the quantum states of a D0-brane are
in one to one correspondence with the quantum states of the Hamiltonian h(p, q) given in
(1) with one crucial difference, – the spectrum is cut off sharply for energy below zero due
to Pauli exclusion principle. Thus in the matrix model description, the quantum ‘open
string field theory’ for a single D0-brane is described by the inverted harmonic oscillator
hamiltonian (1) with all the negative energy states removed by hand. The classical limit
3The matrix model description for the two dimensional bosonic string theory is almost identical, except
that only the q < 0, (p2 − q2) ≤ − 2
gs
region is filled, but the q > 0 region is not filled. Clearly such
a configuration is non-perturbatively unstable since the fermions on the left side of the potential could
tunnel to the right side. For this reason the bosonic string theory in two dimensions is thought to be
non-perturbatively inconsistent.
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of this quantum Hamiltonian is described by the classical Hamiltonian (1), with a sharp
cut-off on the phase space variables:
1
2
(p2 − q2) + 1
gs
≥ 0 . (3)
This is the matrix model description of classical ‘open string field theory’ describing the
dynamics of a D0-brane.
p
q
Figure 3: Semiclassical representation of a closed string field configuration in the matrix
model.
Clearly the quantum system described above provides us with a complete description
of the dynamics of a single D0-brane. This is in accordance with the general conjecture put
forward at the beginning of this note. Note in particular that there is no need to couple
this system explicitly to closed strings. In this context we note that according to [44, 45],
classical closed string field configurtions in this theory correspond to deformations of the
fermi surface (2) in the phase space (see Fig.3). In contrast the semi-classical description
of a D0-brane with energy of order 1/gs amounts to filling up an area of order h¯ in the
phase space at an energy of order 1/gs above the fermi surface (see Fig.4), and hence
such a state cannot be described as a deformation of the fermi surface. Thus in general a
D0-brane cannot be described as a classical closed string field configuration. However in
the asymptotic past and asymptotic future all trajectories in the phase space, including
the fermi surface, approach the asymptotes p = ±q. Thus in this limit the D0-brane can
be thought of as a deformation of the fermi surface, i.e. a classical closed string field
configuration[45]. The precise form of this closed string field configuration can be found
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using the bosonization formula[54, 55, 56] and was shown to agree[50, 37, 38, 49, 57] with
the coherent closed string fields produced in the decay of the D0-brane computed directly
from the continuum string theory[1, 2]. This is one of the compelling pieces of evidence
that the identification of the D0-brane with the single excited fermion in the matrix model
description is correct. But this also clearly demonstrates that closed strings produced in
the ‘decay’ of the D0-brane are already included in the quantum ‘open string field theory’
describing the dynamics of the D0-brane, and there is no need to take into account the
closed string emission effect separately.
p
q
Figure 4: Semi-classical representation of a state of the D0-brane in the matrix model.
It remains to see how this simple system described by the Hamiltonian (1) with the
phase space cut-off (3) is related to the more conventional description of the continuum
open string field theories (OSFT) of the type described in [28] and [30, 31, 32].4 To this
end we note the following facts:
1. The effective Planck’s constant (coupling constant) of the single fermion quantum
mechanics described in (1) is of order gs[44]. This can be seen by introducing new
variables p˜ =
√
gsp, q˜ =
√
gsq so that the Hamiltonian expressed in terms of p˜, q˜
4I wish to thank L. Rastelli for pointing out that OSFT on a D0-brane in non-critical string theories
can be formulated in the same way as in the case of critical string theories. The essential point to note
is that while the presence of the linear dilaton background changes the structure of the inner product
in the closed string sector (so that the BPZ inner product between the SL(2,C) invariant vacuum states
vanish), the structure of inner products in the open string sector on a D0-brane remains unchanged since
these open strings do not carry any momentum in the Liouville direction.
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has an overall multiplicative factor of 1/gs, but otherwise there is no gs dependence
either in the Hamiltonian or in the constraint (3). The commutator of q˜ and p˜ is
proportional to igs, and hence in terms of the rescaled variables gs is the effective
Planck’s constant. On the other hand in the standard OSFT also gs is the effective
Planck’s constant since 1/gs appears as an overall multiplicative factor in the action.
Thus we see that gs plays the same role in the quantum OSFT and the quantum
system described by (1), (3).
2. Both the classical Hamiltonian (1) with the constraint (3) and the OSFT on a
D0-brane have a lower bound of zero on the energy[31, 32, 58, 59, 60, 61, 62, 63].5
3. Next we shall compare time dependent classical solutions in the OSFT on a D0-
brane and the system described by (1), (3). During this discussion we shall assume
that given any boundary conformal field theory (BCFT) obtained by deforming the
original D0-brane BCFT by a marginal deformation, we have a classical solution
of the OSFT. We should caution the reader however that explicit construction of
these solutions may involve subtle issues, and so far a clear correpondence between
BCFT and the classical solutions of OSFT have not been established in the context
of time dependent solutions[18, 19].
Comparing the classical solutions of the equations of motion derived from the Hamil-
tonian (1) subject to the constraint (3), and the BCFT’s describing time dependent
configurations on a D0-brane, we find that both systems have a continuous family
of solutions labelled by the energy E for all E ≥ 0. In fact for each energy there
are two inequivalent orbits. In the case of the system described by (1), (3), these
solutions are given by:
q = ±
√
2(g−1s − E) cosh(x0), p = ±
√
2(g−1s − E) sinh(x0), for 0 ≤ E ≤ g−1s ,
q = ±
√
2(E − g−1s ) sinh(x0), p = ±
√
2(E − g−1s ) cosh(x0), for E ≥ g−1s .
(4)
Here x0 is the time coordinate. On the other hand in OSFT for D0-branes in
the continuum type 0B string theory, these solutions correspond to adding to the
5For bosonic string theory, in both descriptions there is a local minimum at the zero of the energy,
but globally the energy is unbounded from below[64, 65, 66, 67, 68, 69, 70, 71, 72].
8
world-sheet theory a boundary deformation proportional to[5]6
±λ˜Ψ0 sinh(X0)⊗ σ1, λ˜ = cos−1(
√
Egs), 0 ≤ λ˜ ≤
1
2
, for 0 ≤ E ≤ g−1s ,
±λ˜Ψ0 cosh(X0)⊗ σ1, λ˜ = cosh−1(
√
Egs), λ˜ ≥ 0, for E ≥ g−1s . (5)
HereX0 is the world-sheet field corresponding to the time coordinate, Ψ0 denotes the
world-sheet superpartner of X0 and σ1 is a Chan-Paton factor. In both the matrix
model description based on (1), (3) and the continuum string theory description,
each of these orbits are open orbits, i.e. they are not periodic. Thus the two theories
have exactly the same family of classical solutions.
If classical OSFT could be viewed as a Hamiltonian system described by a pair
of phase space coordinates (T,Π) with some Hamioltonian H(Π, T ) (e.g. H =√
Π2 + (V (T ))2 with V (T ) = 1/(gs coshT ) as described in [6, 73, 74, 75, 76, 77, 78,
79, 80, 81, 82, 83, 84]) then the above correspondence between classical solutions
would immediately imply that there is a canonical transformation relating this sys-
tem to the one described by (1), (3). This canonical transformation can be found
as follows. Let the trajectories of OSFT for a given energy E be given by
T = F (E, x0), Π = G(E, x0) , (6)
and the trajectories of the system described by (1), (3) be given by:
q = f(E, x0), p = g(E, x0) . (7)
We can now eliminate E and x0 from eqs.(6) and (7) to express q and p in terms of
T and Π or vice versa. As long as the orbits are open, this is always possible and
gives a one to one mapping between the allowed regions of the (q, p) plane and the
(T,Π) plane. In particular, if the (T,Π) coordinates are unconstrained, – as in the
case of the tachyon ‘effective Hamiltonian’ H =
√
Π2 + 1/(g2s cosh
2 T ), – then the
region (3) will be mapped to the full (T,Π) plane. The transformation constructed
6For bosonic string theory, the corresponding boundary deformations take the form[4]:
±λ˜ cosh(X0), λ˜ = cos−1(
√
Egs), 0 ≤ λ˜ ≤
1
2
, for 0 ≤ E ≤ g−1
s
,
±λ˜ sinh(X0), λ˜ = cosh−1(
√
Egs), λ˜ ≥ 0, for E ≥ g−1s .
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this way is also guaranteed to be canonical, and maps H(Π, T ) to h(p, q). Thus the
two systems are related by canonical transformation. (In contrast if the orbits had
been periodic, such a transformation can be constructed only if the periods of the
orbit for any given energy E are identical in the two systems.)
Unfortunately OSFT in its current form cannot be thought of as a Hamiltonian
system since it has interaction terms involving higher order time derivatives. Nev-
ertheless, the fact that the classical solutions in the two systems are in one to one
correspondence strongly suggests that the two systems are classically equivalent.
4. We can also compare the set of classical solutions in the euclidean version of the
two theories. While the euclidean solutions are not directly relevant for comparing
the two classical theories in the Lorentzian signature space-time, in the quantum
theory these euclidean solutions induce tunnelling between two sides of the tachyon
potential for orbits with E < g−1s , and hence comparing them between the two
theories is important for establishing the equivalence between the two quantum
theories[50, 38]. Euclideanization of the system described by (1), (3) is achieved by
making the replacement p→ ip, x0 → ix in the classical solutions and the constraint
(3). Thus the inequivalent classical solutions in this theory are:
q = λ cosx, p = λ sin x, λ2 <
2
gs
. (8)
On the other hand in the continuum string theory the euclidean solutions are ob-
tained as boundary deformation of the world-sheet theory with X0 and Ψ0 replaced
by iX and iΨ respectively. The inequivalent classical solutions on a D0-brane in
continuum type 0B string theory correspond to deformation by[85, 86]7
λ˜Ψ sinX ⊗ σ1, 0 ≤ λ˜ ≤
1
2
. (9)
The important point to note is that in both the matrix theory version and the con-
tinuum version the solutions are periodic in euclidean time coordinate x with the
same (energy independent) periodicity 2pi. Thus even in the euclidean theory the
classical solutions of the system described by (1), (3) are in one to one correspon-
dence to the classical solutions of OSFT. Had OSFT been described by a canonical
7For bosonic string theory the corresponding boundary operator is λ˜ cosX [87, 88, 89, 90].
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Hamiltonian this would imply that the semiclassical tunnelling probability P (E)
for tunnelling across the potential barrier at any given energy E is identical in
OSFT and the matrix model, – P (E) ∼ exp[−2pi( 1
gs
− E)], – since for a canonical
system P (E) is determined in terms of the period τ(E) of the euclidean orbit via
the relation τ(E) = d
dE
lnP (E). (In this context note that the tachyon ‘effective
Hamiltonian’ H =
√
Π2 + 1/(g2s cosh
2 T ) also has orbits of the same period in the
Euclidean theory[1]. Hence the semiclassical tunnelling probability across the po-
tential barrier in this theory is identical to that for the system described by (1), (3),
i.e. P (E) ∼ exp[−2pi( 1
gs
−E)].)
There is however one subtle issue here. The solution associated with λ =
√
2/gs
in the matrix model description corresponds to the point λ˜ = 1
2
in the continuum
OSFT description. Physically in the continuum theory this solution represents a
periodic array of D-instanton - anti-D-instanton pair with periodicity 2pi. But given
this configuration, we can deform it to construct other solutions of the Euclidean
OSFT where the array has a different periodicity. In fact we can construct a family
of solutions parametrized by the periodicity[2], and in the limit of infinite periodicity
we have a single isolated D-instanton.8 The matrix model counterpart does not seem
to have these solutions. The resolution of this puzzle could lie in the fact that while
the quantum mechanics of a single D0-brane system is well defined in the matrix
model description, the semi-classical limit may break down very close to the Fermi
level due to the sharp cut-off on the energy levels. Thus in the gs → 0 limit the
classical Hamiltonian (1) with the constraint (3) may not be the correct description
of the system very close to the fermi level (2). It is precisely at the (euclidean
version of the) fermi level that a new direction of deformation opens up for the
OSFT solution. It is clearly important to investigate this issue in detail.
The various tests described above provide strong evidence that the full quantum OSFT
on a single D0-brane is equivalent to the quantum theory of a single particle described
by (1), (3). Indeed if the matrix model - string theory correspondence is right, and if
the identification of the D0-brane as a single excited fermion is correct, then this must
be the case. This, in turn, would imply that quantum OSFT in the continuum (1+1)
dimensional string theory is an internally consistent theory and is capable of describing
8These solutions also exist for the tachyon ‘effective Hamiltonian’ H =
√
Π2 + 1/(g2
s
cosh2 T ).
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the complete dynamics of the D0-brane, exactly in accordance with the conjecture.
One can easily generalise this discussion to the case of multiple (say n) D0-branes.
In the matrix model a state of n D0-branes corresponds to n fermions excited from the
fermi level to some states above the fermi level. The dynamics of such a system is clearly
described by the quantum mechanics of n non-interacting fermions, each moving under
the Hamiltonian (1) and satisfying the constraint (3). This is clearly a consistent theory
by itself. In the continuum string theory the corresponding OSFT is easily constructed
in terms of the boundary conformal field theory of n D0-branes. The matrix model -
string theory correspondence would imply that this quantum OSFT is exactly equivalent
to the quantum system of n fermions described above. Hence the OSFT describing the
dynamics of n D0-branes will be an internally consistent quantum theory. This is again
in accordance with our general conjecture. However in general (e.g. in critical string
theory) even if the quantum OSFT on n D0-branes provides a complete description of the
system, there is no reason for this theory to be physically equivalent to n copies of the
OSFT describing a single D0-brane.
We must emphasize again that in each case, the states of the D0-brane system, de-
scribed by OSFT or the matrix theory hamiltonian (1), (3), describe only a subset of
states in string theory. Thus we do not recover the full string theory by studying the
OSFT, but recover a subsector of the theory that is a consistent quantum theory by itself.
It is this lesson that we expect will be valid in the full critical string theory, and forms
the basis of the conjecture stated at the beginning of this note. It is however instructive
to ask, in the context of the two dimensional string theory, if there is some D0-brane
system that describes the full string theory. To this effect we note that since a state of
n D0-branes corresponds in the matrix model to a state where n fermions are excited
above the fermi level, as we increase the number n of D0-branes, the system is capable
of describing more and more states in the theory. In the n → ∞ limit, the states of the
OSFT describe arbitrary excitations of multiple fermions from fermi level to any state
above the fermi level. This however leaves out one important class of states, namely the
‘hole states’ where we excite states from below the fermi level to the fermi level. If we had
another set of ‘D0-branes’ whose quantum states describe the hole states of the theory,
then by beginning with n usual D0-branes and m ‘hole type’ D0-branes, and taking the
limit m,n → ∞, we could represent all the states of the matrix model as states of the
OSFT on this D0-brane system. Some proposal for the boundary conformal field theory
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describing the hole states has recently been put forward in [38, 91], but it remains to
be seen to what extent the dynamics of these ‘hole type’ D0-branes can be described by
the standard open string field theory.9 Alternatively one might hope that by taking open
string field theory on a finite number of space-filling non-BPS branes (or brane anti-brane
systems) one might be able to describe all the states of the theory. However since there
is not yet a simple description of the space-filling branes in the matrix model, the matrix
model does not provide any insight into this possibility.
We should add here that the view about the hole states described above represents
perhaps a conservative view of the situation. A more radical viewpoint will be that single
hole states can also be represented as states of the same OSFT that describes the D0-
brane. The proposal for the hole states outlined in [38, 91] involves analytic continuation
in the parameter space of the solution describing a D0-brane and simultaneously changing
the sign of the boundary state. It is not clear whether this combined operation generates
a solution of the original OSFT, but it is worth examining this issue in detail.
We would like to end with the remark that if the conjecture stated in this note is valid
in a general string theory, then we have the possibility of studying different subsectors of
string theory associated with different unstable brane systems without having to study
the whole string theory at once. This might eventually lead to an efficient way of studying
string theory.
Acknowledgement: I would like to thank P. Mukhopadhyay, L. Rastelli, M. Rozali,
M. Schnabl and B. Zwiebach for useful discussions, and L. Rastelli and B. Zwiebach for
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9We note that this way of producing the states of string theory is somewhat different from the proposal
of [48, 49]. In these papers the authors consider taking the n→∞ limit before taking the double scaling
limit of the matrix model so that the Fermi level is lifted by an infinite amount from its original value.
As a result the height of the maximum of the potential above the fermi level changes, and we have a
new string theory with a different coupling constant. In this case the hole states of the new theory can
be considered as particle like excitation in the original theory, and there is no need for exotic ‘hole type’
D0-branes. In contrast we are considering the problem where the double scaling limit has been taken at
the very beginning. Thus in this case the spectrum around the fermi level is continuous, and adding any
finite number n of fermions does not move the fermi level. Thus even as we take the n → ∞ limit, the
Fermi level remains unchanged.
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