Abstract. We consider the covariance selection problem where variables are clustered into groups and the inverse covariance matrix is expected to have a blockwise sparse structure. This problem is realized via penalizing the maximum likelihood estimation of the inverse covariance matrix by group Lasso regularization. We propose to solve the resulting log-determinant optimization problem by the classical proximal point algorithm (PPA). At each iteration, as it is difficult to update the primal variables directly, we first solve the dual subproblem by an inexact semismooth Newton-CG method and then update the primal variables by explicit formulas based on the computed dual variables. We also propose to accelerate the PPA by an inexact generalized Newton's method when the iterate is close to the solution. Theoretically, we prove that, at the optimal solution, the nonsingularity of the generalized Hessian matrices of the dual subproblem is equivalent to the constraint nondegeneracy condition for the primal problem. Global and local convergence results are also presented for the proposed PPA. Moreover, based on the augmented Lagrangian function of the dual problem we derive an alternating direction method (ADM), which is easily implementable, and demonstrated to be efficient for random problems. Numerical results, including comparisons with the ADM on both synthetic and real data, are presented to demonstrate that the proposed Newton-CG based PPA is stable, efficient and, in particular, outperforms the ADM when high accuracy is required.
pattern (and sometimes the values of the nonzero entries) of Σ −1 is called covariance selection, which has diverse applications in, e.g., speech recognition [3] , gene network analysis [13] , etc. Recently, the covariance selection problem has mainly been studied in the low sample size and high dimensional setting, see [40] .
Let S := 1 p p k=1 y k y k be the sample covariance matrix. To estimate Σ −1 , it is natural to consider the maximum likelihood estimation (MLE), which is given bŷ Σ −1 = arg min X 0 S, X − log det X.
(1.1)
Here the notation X 0 represents that X is symmetric and positive semidefinite (in this paper, log(·)
represents the natural logarithm function, and log 0 = −∞ is assumed wherever it might occur). Unfortunately, the MLE alone is usually not sufficient for our purpose because, first, S may not be positive definite (e.g., when p < n), in which case the objective function in (1.1) is unbounded below; and second, even if S is positive definite, the MLE, which is easily shown to be given byΣ −1 = S −1 , may not have the desired sparsity structure determined by a prior given conditional independence. Furthermore, it is well known that the MLE is not a robust estimator for many statistical purposes.
Some existing approaches.
To promote sparsity in the inverse covariance matrix, many heuristic, statistical and variational approaches have been suggested in the literature, e.g., Lauritzen [31] proposed a greedy forward-backward cardinality search algorithm to determine the sparsity pattern of Σ −1 ; Dobra and
West [14] considered Bayesian covariance selection via a stochastic algorithm and utilized prior information;
Li and Gui [33] applied an intuitive thresholding gradient ascent method to the log-likelihood function to estimate Σ −1 ; Huang, Liu and Pourahmadi [29] reparameterized the covariance matrix through its modified Cholesky factorization and considered penalized MLE; and Dahl, Roychowdhury and Vandenberghe [10] considered MLE with predetermined sparsity constraints {X ij = 0 : (i, j) ∈ Ω}, where Ω is an index set. In particular, Banerjee, El Ghaoui and d'Aspremont [2] and Yuan and Lin [62] proposed to penalize the MLE by the 1 -norm of X, resulting an optimization problem of the form min X 0 S, X − log det X + ω X 1 .
(1.2)
Here X 1 := ij |X ij |, and ω > 0 is a parameter to balance the relative importance between the loglikelihood and regularization. In fact, the use of 1 -regularization to promote solution sparsity can be traced back to the 1960s and was mainly started in geophysics for searching the so-called "sparse spike trains", see e.g., [50] . Recently, 1 -regularization has been extensively utilized in various applications including linear regression [53] , overcomplete decomposition [8] , principal component analysis [11] , and compressive sensing [5, 15] , etc. More importantly, the 1 -norm is a simple convex function, which facilitates efficient computation (at least theoretically). In the covariance selection setting, (1.2) is a strictly convex problem due to the presence of the strictly convex function log det X −1 . Therefore, standard interior point methods (IPMs) are in principle applicable, at least to problems with small n, e.g., in [62] the authors utilized standard IPMs to solve (1.2) . Unfortunately, it is impossible to solve (1.2) efficiently on a common PC via IPMs when n is large, say more than 200. As a result, many customized algorithms for solving (1.2) and related problems have been designed in the literature, e.g., block coordinate descent method [22, 2, 64] , projected subgradient method [16] , Nesterov's first-order methods [42, 43] and their variants [2, 35, 36] , alternating direction method (ADM) [63] , Newton-CG based proximal point algorithm (PPA) [54] , and inexact IPM with effective preconditioners [34] . In general, first-order algorithms (block coordinate descent, projected subgradient, ADM, Nesterov's methods and their variants) are easily implementable and fast to obtain low/moderate accuracy solutions. The Newton-CG based PPA works stably and is more efficient in obtaining solutions of higher accuracy. The customized inexact IPM with effective preconditioners can even be faster than the Newton-CG based PPA, but it is not applicable to log-determinant problems like (1.2) with other types of regularization and/or additional generic linear constraints other than {X ij = 0 : (i, j) ∈ Ω}.
1.2. Covariance selection with group Lasso regularization. In many applications, variables are naturally clustered into groups, and those from the same group are more likely to be connected than those from different ones. For example, in machine learning when modeling a two-dimensional shape made up of articulated objects, landmarks along the contours of an animal's different parts (e.g., legs, head and tail, etc.) can naturally be grouped together, as these landmarks move collectively as the animal moves through different articulated forms, see [16] for details. Another example comes from the modeling of gene networks,
where genes can be grouped into pathways and interactions happen at the level of pathways, i.e., either two pathways interact, or they do not interact at all. In such applications, blockwise sparsity structure in the inverse covariance matrix is highly desired. Let A be a generic linear mapping from S n (the set of n × n symmetric matrices) to R m . To promote group sparsity, we penalize the MLE by group Lasso regularization, resulting an optimization problem of the form min X S, X − log det X + ω g∈G X g # : AX = b, X 0 .
Here each g is a subset of {(i, j) : i, j = 1, 2, . . . , n}, G is a collection of such index sets, X g is a vector of length |g| (the cardinality of g) formed by the components of X with indices in g, · # is a certain norm, and b ∈ R m . The equation AX = b in (1.3) enforces a set of additional linear constraints on X, which could be determined via prior knowledge about the inverse covariance matrix in a specific application.
We note that group Lasso regularization has been used in the literature to promote blockwise sparsity, see e.g., [61, 39, 1, 65] for group 2 -regularized (logistic) regression and [16] for group ∞ -regularized covariance selection. A specific example of (1.3) is the multi-task structure learning problem for Gaussian graphical models [28] . Given k arbitrary tasks, the following problem was considered in [28, eq. (3) ] to promote a consistent sparsity pattern across different tasks: min X1,...,X k 0 k t=1 ( S t , X t − log det X t ) + ω m i,j=1
(X 1,ij , . . . , X k,ij ) ∞ , (1.4) where, for each t, S t denotes a given data matrix of size m × m, and X t,ij denotes the (i, j)th component of X t , t = 1, 2, . . . , k. Let S = diag(S 1 , . . . , S k ) and X = diag(X 1 , . . . , X k ). Since the constraint that off-diagonal blocks of X are equal to zero can be represented by AX = b with an appropriate A, it is clear that (1.4) is a special case of (1.3) with · # = · ∞ and an appropriate G. Theoretically, the group Lasso regularization is equivalent to enforcing certain bound constraints on the magnitudes of X g 's. Obviously, the choice of the group structure G, the regularization norm · # and the parameter ω are very important issues, which usually depend on specific application problems. In this paper, we assume that they are given priors, and our objective is to design an efficient algorithm for solving the optimization problem. In practical applications, the group structure G can be either a known prior or learned from statistical machine learning algorithms, see e.g., [37] . For convenience, we assume that G = {g i : i = 1, 2, . . . , r} and it satisfies the following assumption.
In practice, problems more general than (1.3) can be considered, e.g., local weights can be enforced, and different norms can be applied to different groups. Taking into account these two factors, we obtain the model problem which we will concentrate on in this paper:
where, for each , ϕ : R |g | → R is a simple, closed proper convex function (local weights can be implicitly included), A is a generic linear mapping from S n to R m , and b ∈ R m . Obviously, explicit sparsity constraints of the form {X ij = 0 : (i, j) ∈ Ω} can be enforced via the linear constraints AX = b. In this paper, we make the following assumption on A.
Assumption 2. The generic linear mapping A from S n to R m is surjective.
Motivation and contributions.
Recently, Zhao, Sun and Toh [66] proposed to solve the dual form of a standard linear semidefinite programming (SDP) problem by a Newton-CG based augmented Lagrangian (NAL) method, which is essentially a PPA applied to the primal SDP where the inner subproblems are solved by an inexact generalized Newton's method for semismooth equations. The extensive numerical results presented in [66] demonstrated that the NAL method can be highly efficient for solving large scale linear SDP problems whenever the constraint nondegeneracy conditions hold for both the primal and the dual problems. The efficiency of the NAL method can be partly explained by the theoretical results in [6, 52] ,
where it is shown that under the constraint nondegeneracy conditions the augmented Lagrangian method can be locally regarded as an approximate generalized Newton's method applied to a semismooth equation.
Given the efficiency of the NAL method for SDP, Wang, Sun and Toh [54] adopted a similar idea to solve the log-determinant problem (1.2) with additional linear constraints, where the problem is transformed into a smooth problem via introducing auxiliary variables. The resulting algorithm was shown to be approximately 2∼20 times faster than the adaptive Nesterov's smoothing method [35] , one of the fastest first-order methods for solving (1.2) and some of its variants.
Motivated by the robustness and the effectiveness of the Newton-CG based PPA, in this paper we extend the idea of [66, 54] to solving (1.5), which clearly contains a much broader class of problems. Unlike the problem considered in [54] , in the case of group Lasso regularization, it is generally not feasible to transform (1.5) into a smooth problem. Therefore, at each iteration a nonsmooth PPA subproblem needs to be solved.
Our approach is to first solve the dual subproblem via an inexact generalized Newton's method for the dual variables and then update the primal variables via explicit formulas based on the computed dual variables.
We also propose to accelerate the PPA by an inexact generalized Newton's method when the iterate is close to the solution. The key difference of this algorithmic framework with that in [54] is the nonsmoothness of the objective function in the dual subproblem. In [54] , the objective function in the dual subproblem is smooth and thus Newton's method of normal type can be applied. In our case, the objective function of the dual subproblem is only first order continuously differentiable. We used a generalized Newton's method for solving semismooth nonlinear equations and solved the generalized Newton equation iteratively. However, the efficiency of the inexact generalized Newton's method for solving the dual subproblem depends on the nonsingularity of the generalized Hessian matrices of the dual subproblem. We prove that the nonsingularity of the generalized Hessian matrices of the dual subproblem is equivalent to the constraint nondegeneracy of the primal problem. Global and local convergence results of the proposed Newton-CG based PPA are also presented. Moreover, based on the dual problem of (1.5) we derive a first-order ADM-like algorithm, which is used for comparison with the Newton-CG based PPA.
Notation.
In the following, we let S n , S n + and S n ++ be the sets of all n × n symmetric, symmetric positive semidefinite and symmetric positive definite matrices, respectively. For convenience, X ∈ S n + (resp. X ∈ S n ++ ) will be also represented by X 0 (resp. X 0) occasionally. The derivative of a mapping
The transpose operation of a vector or matrix variable will be denoted by superscript " ", and the adjoint operators of A and P are represented, respectively, by A * and P * . The identity matrix of appropriate size will be denoted by I. The signum function is denoted by "sgn", which represents componentwise operation when applied to vector variables. The notation · represents the Frobenius norm · F (resp. the 2-norm · 2 ) for matrix (resp. vector) variables. For matrices X, Y and vectors x, y of appropriate sizes, we define (X, x), (Y, y) = tr(X Y ) + x y, where "tr" represents the trace operation, and the induced norm (X, y) = X 2 + y 2 . The Hadamard product or componentwise multiplication of two vectors or matrices of the same size will be denoted by "•". The set of generalized Jacobian matrices of a mapping f at a certain point x is denoted by ∂f (x) (see the definition in (3.20) ). The notation "∂" is also used to denote partial derivative of a mapping with respect to certain variables (see e.g., (3.25)), and, with a little overloading of notation, the boundary of a set K is also represented by ∂K (see e.g., (4.6)). We note that these uses of the notation "∂" in this paper do not cause confusion in context. Other notation will be defined when it occurs.
1.5. Organization. The rest of this paper is organized as follows. In Section 2, we review the concept of Moreau-Yosida regularization and its basic properties which will be used in subsequent analysis. In Section 3, we present a Newton-CG based PPA for solving (1.5). Some theoretical results, including global and local convergence, are given in Section 4. In Section 5, based on the augmented Lagrangian function of the dual problem we derive an ADM-like algorithm for solving (1.5). Numerical results, including comparisons with the ADM on various types of data, are presented in Section 6. Finally, some concluding remarks are given in Section 7.
2. The Moreau-Yosida regularization. Let E be a finite dimensional real Euclidean space endowed with an inner product ·, · and its induced norm · . Let ϑ : E → R be a closed proper convex function, see e.g., [46] . For any β > 0, the Moreau-Yosida regularization [41, 60] of ϑ is defined by
Since ϑ is proper and convex, it is minorized by an affine function in its effective domain. Therefore, the objective function in (2.1) is coercive (i.e., it goes to infinity as y does). Further considering the closedness and strong convexity of the objective function, for any x ∈ E, problem (2.1) has a unique optimal solution, which is well known as the proximal point of x associated with ϑ and will be denoted by π
The Moreau-Yosida regularization and the proximal point mapping have the following properties given in the next proposition. 
(ii) x * ∈ E minimizes ϑ over E if and only if it minimizes Φ β ϑ over E. (iii) π β ϑ is globally Lipschitz continuous with modulus 1, i.e.,
Let β > 0. For the two scalar functions φ + β (x) := ( x 2 + 4β + x)/2 and φ − β (x) := ( x 2 + 4β − x)/2, x ∈ R, we define their matrix counterparts by
Clearly, φ + β (X) and φ − β (X) are positive definite for any X ∈ S n . The following properties of φ + β and φ − β will be used in our subsequent analysis.
n is given by
where Γ ∈ S n is defined by
The properties (a), (b) and (c) can be verified straightforwardly from the definitions of φ + β and φ − β , while the proofs for (d) and (e) can be found in [54] .
In the following, we derive the Moreau-Yosida regularization and the proximal point mappings of − log det X defined on S n ++ and the vector p-norm · p (1 ≤ p ≤ ∞) defined on R n , which will be utilized subsequently in designing our Newton-CG based PPA.
Proposition 2.3. Let ϑ(X) = − log det X be defined on S n ++ and β > 0. Then, it holds that
Proof. It is easy to show that, for any X ∈ S n , the unique optimal solution Y * to (2.6) must satisfy
β (X) satisfies this condition. By plugging φ + β (X) into the objective function of (2.6), we can show by using Proposition 2.2 that the Moreau-Yosida regularization of ϑ(X) = − log det X, X ∈ S n ++ , is given by (2.7). Proposition 2.4. . A simple proof can also be found in [21] .
As regularization functions, in general the ϕ 's in (1.5) are nonsmooth. In the rest of this paper, we make the following assumption on the ϕ 's. Assumption 3. The ϕ 's in (1.5) are given by ϕ (·) = w · p , where w > 0 and p = 1, 2 or ∞. We note that in principle the Newton-CG based PPA proposed in this paper is applicable provided that i) ϕ 's are simple in the sense that their proximal point mappings either have explicit formulas or can be computed efficiently, and ii) the generalized Jacobian matrices of the proximal point mappings can be evaluated at any given point. Clearly, both projections onto the 2 -norm and the ∞ -norm balls have closed form formulas, and the generalized Jacobian matrices of these projection mappings can also be analytically represented. On the other hand, it is well known that the projection onto the 1 -norm ball can be computed efficiently (usually via a sorting according to the magnitudes of the vector components, see e.g., [17, 21] ).
Furthermore, the corresponding generalized Jacobian can also be evaluated at any given point. Therefore, all the ϕ 's prescribed in Assumption 3 satisfy the two conditions required by the Newton-CG based PPA.
Another example that satisfies the two conditions is the vector k-norm defined by
n , where |x| ↓ is a reordering of |x| (absolute value applied to each component of x) such that |x|
n , see the recent manuscript [56] .
3. A Newton-CG based PPA. In this section, we propose a Newton-CG based PPA for solving (1.5) . The PPA is a classical optimization approach, which goes back to [38] and is extensively studied in [48, 47] . Roughly, suppose we aim to minimize an objective function f : R n → R and x k is the current guess of optimal solution, the PPA generates x k+1 via (approximately) solving a perturbed problem of the form
where {β k > 0 : k = 1, 2, . . .} is a sequence of parameters. It is shown in [47] that PPA is closely related to the method of multipliers of Hestenes [26] and Powell [44] . In the following of this section, we first reformulate (1.5) and then apply the PPA.
3.1. The problem reformulation. For each , we let the operation X → X g be denoted by P , i.e., P X = X g . To decouple the difficulty caused by the overlapping of variables in the log-likelihood function and the regularization, we introduce for each an auxiliary variable y ∈ R |g | to take X g = P X out of the function ϕ . Let s := r =1 |g | be the total number of elements of X involved in the regularization. For convenience, we let P := [P 1 ; P 2 ; . . . ; P r ] : R n×n → R s and
ϕ (y ), where y := (y 1 ; y 2 ; . .
We note that, under Assumption 1, the operator P is also a surjective mapping. With the above notation, (1.5) can be equivalently transformed to min X, y S, X − log det X + ϕ(y) (3.3a)
An advantage of introducing the auxiliary variable y ∈ R s is that the objective function in (3.3) is now separable in X and y. To apply PPA to (3.3), we need to determine the essential objective function. For this purpose, we let the generalized Lagrange function L(X, y, λ, η) :
where f : R n×n × R s → R is the essential objective function of (3.3) defined by
It is easy to show that the dual problem of (3.3) is given by
where ϕ * denotes the convex conjugate of ϕ (see e.g., [46] ). Under Assumption 3, ϕ * is actually the indicator function of
where q satisfies 1/p + 1/q = 1. Therefore, the presence of −ϕ * (−η) in the dual problem (3.7) essentially enforces the ball constraints η ∈ B. The feasible sets of the primal and the dual problems (1.5) and (3.7)
are, respectively, defined by
Throughout this paper, we make the following assumption on (1.5) and (3.7).
Assumption 4. Both the primal and the dual feasible sets F P and F D are nonempty. Under Assumption 4, both problems (1.5) and (3.7) have optimal solutions. Furthermore, the optimal solution to (1.5) is unique since the objective function is strictly convex.
In the following, we concentrate on (3.5), to which we apply the PPA. For convenience, we define
First, we compute the Moreau-Yosida regularization of the essential objective function f , which is derived in the following lemma.
Lemma 3.1. Let W β and z β be defined in (3.10) and Φ β ϕ be the Moreau-Yosida regularization of ϕ defined in (3.2). Then, the Moreau-Yosida regularization of f defined in (3.6) is given by
where
Proof. By the definition of the Moreau-Yosida regularization, it holds that
where the interchange of "min" and "max" follows from [46] , and
From (2.6), the minimization for U in (3.13) is attained at φ + β (W β ), while the minimization for v is attained at π β ϕ (z β ). By using Proposition 2.2 and (2.7), simple computation shows that Θ β (X, y, λ, η) can be simplified to the expression given in (3.11).
3.2. The proposed PPA framework. In this subsection, we present a PPA framework for solving
For simplicity, here the proximal parameter β is assumed to be constant, although it is frequently varying in practice to accelerate convergence. According to (3.12) , the saddle point formulation of (3.14) is given by
From Lemma 3.1, the dual problem of (3.14) is given by
Unfortunately, directly solving (3.14) in practice is by no means an easy task. We emphasize that the saddlevalue of (3.15) exists because the objective function is strictly convex (actually strongly convex) with respect to (X, y), see [46, Theorem 37.3] . Therefore, a feasible way to solve (3.14) is to first solve the dual subproblem (3.16) for the dual variables and then compute the primal variables (X, y) based on the computed dual ones.
Specifically, at each iteration, we first (approximately) solve (3.16) to obtain the dual variables (λ k+1 , η k+1 ) and then update the primal variables (X k , y k ) via
because it is implied by the proof of Lemma 3.1 that, for fixed (λ, η), the minimization in (3.15) with respect to X and y is attained at X = φ
, respectively. Now we are ready to summarize the proposed PPA framework.
Algorithm 1: A PPA framework for solving (3.3).
Input S, A, b, ω 's and β > 0. Initialize (X, y) = (X 0 , y 0 ) and k = 0. (3.16) approximately to obtain the dual variables (λ k+1 , η k+1 ).
3
Update the primal variables via (3.17) and set k = k + 1. Since in practice (3.16) can be only solved approximately, we will use the following stopping criteria considered by Rockafellar [48, 47] for the theoretical analysis in Section 4:
Clearly, the main cost per iteration of Algorithm 1 is to solve the dual subproblem (3.16), which requires its own iterations. In the next subsection, we describe a Newton-CG algorithm for solving the dual subproblem (3.16) and introduce practically implementable stopping criteria in place of (3.18a) and (3.18b) by removing the unknown quantity sup θ k (λ, η).
3.3. Solve the dual subproblem by a Newton-CG method. From Proposition 2.1, for any
is continuously differentiable and concave with respect to (λ, η). Therefore, solving (3.16) is equivalent to solving the following nonlinear system
However, due to the nonsmoothness of the projection mappings onto the p -norm balls (hidden in the proximal point mapping π 
The set of generalized Jacobian matrices (see e.g., [9] ) of π β ϕ is defined by
where "conv" denotes the convex hull. Fortunately, the projection mappings onto the p -norm balls (p = 1, 2, ∞) (and thus, from Proposition 2.4, the proximal point mappings) are semismooth. That is, for any fixedz, π β ϕ is directional differentiable and, for any V ∈ ∂π β ϕ (z), it holds that
As a result, (3.19) is a semismooth equation and the generalized Newton's method developed in [30, 45] for solving semismooth equations can be applied. In our implementation, we solved (3.19) by the inexact generalized Newton's method described in Algorithm 2.
Algorithm 2: A Newton-CG algorithm for solving (3.16).
Given µ ∈ (0, 0.5) and c, δ ∈ (0, 1). Choose (λ k,0 , η k,0 ) and let j = 0.
Apply an iterative algorithm to solve
Set α j = δ mj , where m j is the first nonnegative integer m for which
and break; otherwise set j = j + 1.
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Simple computation shows that the set of generalized Jacobian matrices ∂F k (λ k,j , η k,j ) have the form
are positive semidefinite.
In practical implementation, a proximal term − 2 ( λ − λ k 2 + η − η k 2 ) can always be added to the dual objective function θ k (λ, η). In fact, this corresponds to the PPA of multipliers considered in [47, Section 5] . Convergence analysis of this improvement can be conducted in a parallel way as for Algorithm 1. The benefits of adding a proximal term to θ k (λ, η) are twofold. First, it provides a feasible way of terminating Algorithm 2. In fact, the functionθ
is strongly concave with modulus , and thus the following estimation holds:
Therefore, the stopping criteria (3.18a) and (3.18b) can be practically modified to:
Note that the unknown value sup θ k (λ, η) has been removed, and thus the criteria (3.23a) and (3.23b) are practically implementable. Furthermore, adding this proximal term to θ k (λ, η) changes the coefficient matrix in (3.21) to V k,j + I, which is clearly positive definite. Therefore, the corresponding linear system can be practically solved by a preconditioned conjugate gradient (PCG) method. In practical implementation, we always choose the parameter adaptively to accelerate convergence of inner iterations.
3.4. Acceleration by a generalized Newton's method. For given X and y, we let (λ(X, y), η(X, y)) ∈ arg max λ,η Θ β (X, y, λ, η). According to (i) of Proposition 2.1, it holds that
, where
Therefore, the PPA framework presented in Algorithm 1, which iterates X and y by (3.17) , is equivalent to a gradient descent method applied to Φ β f (X, y). To accelerate convergence, we propose to use the generalized Newton's method for solving semismooth equations when the iterate is close to the solution. Let O be a set of operators and u be an element in the domain of the operators in O. With a slight abuse of notation, in the following we let Ou := {h(u) : h ∈ O} and v + Ou := {v + h(u) : h ∈ O}. Since it is difficult to express
exactly, we define the following alternative for ∂ 2 Φ β f (X, y) just as in [66] : 25) where
denotes the set of generalized Jacobian matrices of π β ϕ (z), and
It follows from [9, page 75] 
When the iterate is close to an optimal solution, we take a generalized Newton's step, i.e., 27) where
Let W and z be defined as in (3.24) . Then, Aφ 
By plugging (3.26) into (3.29) and with simple manipulation, we obtain
.
Here λ X and λ y stand for ∂λ(X, y)/∂X[D] and ∂λ(X, y)/∂y[d], respectively, and similarly for η X and η y .
Note that the coefficient matrix of the above linear system is identical to that in (3.21). Therefore, λ X + λ y and η X + η y , and thus ] in its domain, their multiplication can be computed. As a result, the Newton system (3.28) can be solved by a Krylov subspace method such as the CG method, which depends merely on this "matrix-vector" multiplication.
Theoretical results.
In this section, we present some theoretical results of the proposed PPA. Let (X,ȳ) be the unique optimal solution of (3.3) and (λ,η) be the corresponding unique multipliers. We note that the uniqueness of the optimal solution to the dual problem (3.7) (or multipliers) depends on a primal constraint non-degeneracy as will be stated in (4.8). For λ ∈ R m and η ∈ R s , we define
The efficiency of the Newton-CG method for solving the inner subproblems depends on the positive definiteness of the generalized Hessian matrices of the dual objective function, an important property for the effectiveness of applying an iterative solver, such as CG, to the generalized Newton equation (3.21) . We will show in subsection 4.1 that the primal constraint nondegeneracy condition for (3.3) (with a slight reformulation) at (X,ȳ) is equivalent to the nonsingularity (positive definiteness) of the set of generalized Jacobian matrices ∂F (λ,η). We note that the Newton-CG method cannot be guaranteed to be efficient if the constraint nondegeneracy condition for (3.3) does not hold. Thus, for an effective and stable implementation, a proximal term can be added when solving the dual subproblem (3.16) . We also present in subsection 4.2 global and local convergence results of Algorithm 1 based on the classical results in [48, 47] .
Constraint nondegeneracy and the positive definiteness of ∂F (λ,η). Recall that under
Assumption 3 the regularization function ϕ has the form ϕ(y) = r =1 ω y p , y ∈ R s , where p = 1, 2 or ∞. By introducing an auxiliary variable t ∈ R, (3.3) is clearly equivalent to min X, y,t
where K p , p = 1, 2, ∞, is a closed convex cone defined by
The constraint nondegeneracy condition of (4.2) at (X,ȳ,t) (heret = ϕ(ȳ) since the constraint (y, t) ∈ K p must be active at the optimal solution) is
where, for a set C and v ∈ C, T C (v) denotes the tangent cone of C at v, and "lin" represents the linearity space of a closed convex cone (the biggest linear space contained in the cone). SinceX is positive definite, it follows that T S n + (X) = S n , and thus (4.4) is equivalent to
For any (y, t) ∈ R s × R, the tangent cone of K p at (ȳ,t) is give by 6) where φ(y, t) := ϕ(y) − t, see e.g., [9, Theorem 2.4.7] . In the following, we give a detailed analysis for the case p = 2. As we will explain at the end of this subsection, the analyses for p = 1 and p = ∞ are similar.
For p = 2, direct calculation shows that
Thus, it follows from lin(
Since at the optimal solution the constraint ϕ(y) ≤ t must be active, i.e., (ȳ,t) / ∈ int(K 2 ), it follows from (4.7) that (4.5) can be simplified to
{0 |ȳ | }, otherwise. Proof. First, we show that the constraint nondegeneracy condition (4.8) implies the positive definiteness of all members in ∂F (λ,η). LetW :=X + β(A * λ + P * η − S) andz :=ȳ − βη. Then, the set of generalized Jacobian matrices of F at (λ,η) (upon a scaling of 1/β) are given by
where ∂π
for some V ∈ ∂π β ϕ (z), where the first "≥" holds because all eigenvalues of V are less or equal to one (this is clear from (4.10)). Clearly (4.12) implies that
where V is defined in (4.9). For any v ∈ V, i.e., (v, α) ∈ lin(T K2 (ȳ,t)) (t = ϕ(ȳ)) for some α ∈ R. If (−βη +ȳ ) for each . Therefore, for those such thatȳ = 0, it holds that η = w , and there exist δ > 0 such that δ ȳ = −βη . This implies that, ifȳ = 0, then ȳ − βη > βw and thus
Herez =ȳ − βη . In this case, it is easy to see that
Note that V ∈ ∂π Thus,
where from (4.9) V ⊥ is given by
which implies that (d 2 ) = 0 ifȳ = 0. For such thatȳ = 0, it follows fromȳ = π
(−βη ) = −βη and thus ȳ − βη ≤ βw . Therefore, for any V ∈ ∂π β ϕ (z), it holds that
where U = I if βη < βw and U ∈ {I − tzz /(βw follows directly from that for p = 2 because the 1 -norm is componentwise separable and the absolute value is essentially the only norm in R. The analysis for the case p = ∞ is also analogous to that for p = 2, except that the argument is more tedious in notation because the projection mapping onto the 1 -norm ball and its generalized Jacobian matrices require an ordering of the variable components according to their magnitudes.
Due to this similarity, we omit the analysis for these two cases and merely present in the following the explicit representations of the linearity spaces of K 1 and K ∞ , which are the key of the proofs.
From (4.6), we only need to concentrate on the case (y, t) ∈ ∂K p \ {0}. With a slight abuse of notation, for the case p = 1 we temporarily let v i be the ith component of a vector v (different from the notation y , which represents the th block of y). Direct calculation shows that
Thus, it follows from lin(T K1 (y, t)) = T K1 (y, t) ∩ −T K1 (y, t) that
Analogously, for p = ∞ it can be shown that
where, for each , I := {i : |(y ) i | = y ∞ }. Thus, it follows from lin(T K∞ (y, t)) = T K∞ (y, t) ∩ −T K∞ (y, t)
Finally, we note that, for p = 1, 2, +∞ and under Assumption 4, one can prove that the primal constraint nondegeneracy condition (4.8) implies the positive definiteness of the set of generalized Hessian operatorŝ is well defined if the current point is sufficiently close to (X,ȳ). The proof of this statement can be done by following that of [52, Proposition 5] in the context of non-convex SDP. Note that since we consider convex problems in this paper, we do not need the penalty parameter β to go beyond a threshold value as in [52] .
Here we omit the details of the proof for briefness.
Convergence results.
In this subsection we first establish a lemma, which together with the classical results in [48, 47] ensures the global convergence of Algorithm 1. The local convergence rate of Algorithm 1 can also be directly derived from the results in [48, 47] . For completeness, we shall merely present the convergence results below but omit their proofs.
Lemma 4.2. Let π β f and Θ β be defined in (3.14) and (3.11), respectively. Then, (X k+1 , y k+1 ) generated by Algorithm 1 satisfies
Proof. From (3.13), Θ β (X, y, λ, η) is the Moreau-Yosida regularization of L(·, ·, λ, η) for fixed (λ, η).
Thus, Θ β (X, y, λ, η) is convex in (X, y). Furthermore, it is easy to show from Proposition 2.1 and (3.17)
that
Thus, for any (X, y) ∈ R n×n × R s , it holds that
where the first inequality follows from the fact that θ k (λ k+1 , η k+1 ) = Θ β (X k , y k , λ k+1 , η k+1 ) and the convexity of Θ β as a function of (X, y). On the other hand, it is obvious by definition that
It follows from (4.15) and (4.16) that
The required result in (4.14) follows directly by taking supremum on the right-hand side of (4.17) since it holds for all (X, y) ∈ R n×n × R s .
In order to present the global and local convergence results of Algorithm 1, we define two set-valued operators T f and T L . For (X, y) ∈ R n×n × R s , we define
To ensure the uniqueness of multipliers, we further make the following assumption.
Assumption 5. The primal constraint non-degeneracy condition (4.8) holds.
, it follows from (4.14) and (3.18a) that
Under the assumption that F D = ∅, problem (3.3) has a unique optimal solution, which we denote by (X,ȳ).
It follows from (4.18) that 19) where the first "≤" follows from the triangle inequality, and the second "≤" follows from the nonexpansiveness 
18a).
If F D = ∅, then the sequence {(X k , y k )} generated by Algorithm 1 converges to (X,ȳ), the unique optimal solution to (3.3), and
is asymptotically maximizing the dual problem (3.7) with the same optimal value as the primal problem, i.e., strong duality holds.
If {(X k , y k )} is bounded and F P = ∅, then the sequence {(λ k , η k , Z k )} is also bounded and thus converges to the unique optimal solution to (3.7).
Theorem 4.4 (Local Convergence).
Let Algorithm 1 be executed with stopping criteria (3.18a) and (3.18b). Assume that both F P and F D are nonempty. If T
−1 f
is Lipschitz continuous at the origin with modulus a f , then {(X k , y k )} converges to (X,ȳ), the unique optimal solution to (3.3), and
for all k sufficiently large, where
If in addition condition (3.18c) is satisfied and T −1 L is Lipschitz continuous at the origin with modulus a L (≥ a f ), then for all k sufficiently large it holds that
where τ k = a L (1 + δ k )/β → a L /β and (λ,η,Z) (Z := S − A * λ − P * η ) is the unique optimal solution to the dual problem (3.7).
5.
A dual based alternating direction method. In this section, we derive a simple alternating minimization algorithm, called alternating direction method or ADM, based on the dual problem (3.7). As noted before, under Assumption 3, ϕ * is the indicator function of the set B defined in (3.8). Thus, it is easy to see that (3.7) is equivalent to
The augmented Lagrangian function associated with (5.1) is given by
where (λ, η, Z) ∈ R m ×B×S n ++ , X ∈ S n is the Lagrangian multiplier associated with the equality constraints, and σ > 0 is a penalty parameter. To solve the dual problem (5.1), the classical augmented Lagrangian method (ALM) or method of multiplier of Hestenes [26] and Powell [44] iterates as follows: given X 0 , for
It is easy to verify that the multiplier X is actually the primal variable in (1.5). Therefore, whenever the generated sequence {X k } converges, it converges to the optimal solution of the primal problem (1.5).
Obviously, the practical efficiency of the ALM framework (5.2) depends on our ability to solve the subproblem (5.2a). Unfortunately, solving (5.2a) is not an easy task since it has three blocks of variables (λ, η, Z) and each block is involved in a different structure. To decouple the difficulty caused by the joint minimization with respect to (λ, η, Z), we minimize with respect to each of them separately while keeping the others fixed.
Meanwhile, we adopt the idea of Gauss-Seidel iteration to utilize the latest information. After each sweep of alternating minimization, we update X according to (5.2b ). This leads to an iterative algorithm that is known as the ADM pioneered by Glowinski and Marrocco [25] and Gabay and Mercier [23] :
Now we elaborate that all the three subproblems in (5.3) can be solved easily. First, it is easy to see that (5.3a) is a least squares problem with normal equations given by
For the linear map A which enforces explicit sparsity constraints of the form {X ij = 0 : (i, j) ∈ Ω}, i.e., AX = X Ω , we have AA * = I (the identity operator). In this case, the solution λ k+1 to (5.4) is trivial to obtain. Second, it follows from Assumption 1 and the definition of P that PP * = I, and thus the η-subproblem (5.3b) always has an analytical solution given by
where Π B denotes the Euclidean projection onto B. For p = 1, 2, ∞, the projection onto B, and thus η k+1 in (5.5), can be computed easily. Third, from Proposition 2.2, the solution to the Z-subproblem (5.3c) is analytically given by
Obviously, the computational cost of Z k+1 in (5.6) is one eigenvalue decomposition. In summary, all the three subproblems are easily solvable and thus the ADM framework (5.3) is easily implementable. The implementation details of the ADM framework (5.3), including adaptive choice of the parameter σ and stopping criterion, etc., will be discussed in Section 6.
Due to the simplicity and surprising effectiveness of ADM for a wide range of optimization problems including total variation problems in image processing [19, 59] , 1 -minimizations in compressive sensing [58] , nuclear norm problems in low-rank matrix reconstruction and factorization [7, 57, 51] , semidefinite programming [55] , and many others [4] , the ADM has recently attracted a lot of attentions in the signal, image and data processing communities. We note that the classical ADM [25, 23] is designed for linear equality constrained convex optimization problems where the objective function contains only two blocks of variables. However, here we separated the objective function in (5.1) into three blocks (λ, η, Z) because, for fixed X = X k , the joint minimization of L A in its effective domain with respect to any two of them is not easily solvable. Although the classical ADM is a special case of the PPA (see [18] ) and thus its convergence can be guaranteed even under certain inexactness of solutions to the subproblems, the convergence of the ADMlike algorithm (5.3), which is a natural generalization of the classical ADM when the objective function has three blocks of variables, is still ambiguous. In Section 6, we will verify the convergence of (5.3) numerically.
6. Numerical results. In this section, we present numerical results to demonstrate the performance of the proposed Newton-CG based PPA on (1.5) with both synthetic and real data. We implemented the algorithm in Matlab and referred to it as LGL (short for "Log-determinant optimization with Group Lasso regularization"). Since we are not aware of any publicly available codes customized for solving (1.5) with group Lasso regularization (p = 2, ∞), we only compared LGL with the ADM-like algorithm (5.3). All the experiments were performed under Microsoft Windows XP system and Matlab v7.9 (R2009b), running on a Lenovo desktop with an Intel(R) Core(TM) i7-2600 CPU at 3.40GHz and 3GB of memory.
where Γ and Q are given in Proposition 2.2. Let A, P and T be the matrix representations of the linear mappings A, P and T , respectively. Then the coefficient matrix in (3.21) (for simplicity, here we shall omit the dependence on the iteration counters k and j) has the form
where J ∈ ∂π β ϕ (z β ). Clearly, the efficiency for solving the linear system (3.21) is crucial for the performance of the overall algorithm. To achieve a faster convergence for the CG method to solve (3.21) , an effective preconditioner is desired. In our implementation, we designed an easy-to-compute approximate diagonal preconditioner by using an idea first developed in [24] .
Let the standard basis of S n be given by {E ij := α ij (e i e j + e j e i ) : 1 ≤ i ≤ j ≤ n}, where e i is the ith unit vector in R n , and α ij = 1/ √ 2 if i = j and α ij = 1/2 if otherwise. Then the diagonal element of T with respect to the basis element E ij is given by
where, letting Q i be the ith column of Q, v
It is easy to see from (6.2) that the computational cost for all the diagonal elements of T is O(n 4 ). In our implementation, we merely computed the first term on the right-hand-side of (6.2), which is typically a good approximation of T (ij)(ij) , and the computational
) ij for i, j = 1, 2, . . . , n. We used the following preconditioner for M :
We note that it is also possible to take into account J ∈ ∂π β ϕ (z β ) in the preconditioner because, for ϕ 's prescribed in Assumption 3, the explicit representation of the elements of ∂π β ϕ (z β ) is not complicated. Based on our numerical experience, taking M D as the preconditioner works reasonably well in practice, and thus we adopted it for simplicity.
Implementation details.
We measured the primal and the dual infeasibility of (1.5) and (3.7), respectively, by
Let pobj := S, X − log det X + r =1 ω X g p and dobj := b λ + log det Z + n be the primal and the dual objective function values. Under Assumption 4, strong duality holds. Therefore, in our experiments we terminated both LGL and ADM by Res := max{R P , R D , R G } < Tol, where Tol > 0 is a tolerance and R G is the relative duality gap defined by
We also terminated ADM if the requirement "Res < Tol" is not satisfied after a maximum number of 2000
iterations. In all experiments, we set Tol = 10 −5 . For LGL, we initialized β 0 = 1 and updated β by
where R k D represents the dual infeasibility at the kth iteration. As for the penalty parameter σ in ADM, we add the following note. It is well known that the penalty parameter σ plays an important role for the convergence rate of the ALM scheme (5.2). In general, a larger value of σ leads to a faster convergence of the outer loop. However, extremely large values of σ may cause numerical difficulty and thus should be avoided in practice. The same comments apply to the ADM since it is a practical variant of the ALM for structured problems. In our experiments we initialized σ 0 = 1 for constrained problems and updated it in a way such that the primal and the dual infeasibilities are well balanced. Specifically, we updated σ as follows:
For unconstrained problems, we first rescale the problem data and then set σ = 1 without dynamic adjustment. In all the experiments, we initialized LGL and ADM, respectively, by (X 0 , y 0 ) = (I, PI) and
. A Newton acceleration step (3.28) was also taken if after a PPA iteration the condition "max(R P , R D ) < 10 −2 " is satisfied at the current point.
6.3. Results on random synthetic data. In this section, we present experimental results to demonstrate the performance of LGL and ADM on (1.5) with random synthetic data. To begin with, we describe our procedure for generating random synthetic data, including the inverse covariance matrix Σ −1 , the sample covariance matrix S, the group structure G, and the linear constraints AX = b.
For the inverse covariance matrix Σ −1 , we first generate its sparsity pattern and then the values of its nonzero entries. By reordering the components of x ∼ N (0, Σ) if necessary, without loss of generality, we assume that x can be partitioned into n g groups where the indices of components in each group are adjacent.
That is, x = (x I1 , x I2 , . . . , x In g ), where I j = {i j−1 + 1, i j−1 + 2, . . . , i j } for j = 1, 2, . . . , n g . Here, i 0 := 0 and i ng := n. The group sizes {|I j | : j = 1, 2, . . . , n g } are determined randomly such that each |I j | is around the mean value n/n g . In the graphical model of x, we let two nodes x i and x j from the same group be connected with probability p 1 . On the other hand, for any two different groups I j1 and I j2 , we let the probability of "there exist connections between I j1 and I j2 " be p 2 . In the case that indeed there exist connections between I j1 and I j2 , we let two nodes, one from each group, be connected with probability p 3 . Based on the principle that connections within a group are more likely than connections between different groups, we assume that 0 < p 2 < p 3 < p 1 < 1. Let Mask be the generated sparsity pattern and U be an n × n matrix having the sparsity pattern Mask and entry values ±1 generated with equal probability. The inverse covariance matrix (denoted by A) is generated via the following Matlab scripts.
• d = diag(U'*U); A = sign(sprandn(Mask)) + diag(d+1);
• eig min = min(eig(A)); ep = max(-1.2*eig min, 1E-4); A = A + ep * eye(n);
After generating Σ −1 (and thus Σ), we generated 2n i.i.d. random vectors from N (0, Σ) and calculate the sample covariance matrix S. For two index sets I i and I j , we let
The group structure is then set to be G = {I i × I j : i, j = 1, 2, . . . , n g }. The linear constraints AX = b are determined
where Ω is a subset of E (the set of indices of the zero elements of Σ −1 ). In our experiments, we randomly chose approximately 50% of the elements in E to form the subset Ω.
In the following, we first present an illustrative example to demonstrate the potential superiority of group Lasso regularization (p = 2, ∞) compared to 1 -regularization (p = 1) when the inverse covariance matrix possesses a blockwise sparsity structure, and then present comparison results of LGL and ADM on random synthetic data with different problem sizes. Figure 6 .1 shows the results recovered from (1.5) with p = 1, 2 and ∞. In this experiment, the regularization parameters were chosen by trial-and-error so that the recovered sparsity pattern approximates that of the true inverse covariance matrix sufficiently well. It can be seen from Figure 6 .1 that, with appropriate choices of groups and regularization parameters, group Lasso regularization with p = 2 and p = ∞ can give better results than p = 1. Specifically, the blockwise sparsity structure of the true inverse covariance matrix
True sparsity pattern.
nz = 1662
Recovered by L1.
nz = 6826
Recovered by group L2.
nz = 7266
Recovered by group Linf. is approximately recovered by (1.5) with p = 2 and p = ∞, while the result for p = 1 is much worse no matter how we tune the regularization parameters. LGL, e.g., for p = 1, n = 500 and m = 55194, the value −5.48 × 10 −7 implies that the final primal objective function value obtained by ADM is −1.47963560 × 10 3 − 5.48 × 10 −7 . To evaluate how well we have recovered the true inverse covariance matrix, we compute the quadratic loss (Loss Q ) and the normalized entropy loss (Loss E ) defined, respectively, by
We note that in general it is impossible to recover Σ −1 accurately based on S via solving (1.5). The purpose of solving (1.5) is not to recover the true inverse covariance matrix accurately but to detect its sparsity pattern while maintaining a reasonable approximation to the true matrix. To measure the quality of the sparsity pattern in X in relation to that of the true matrix, we borrow some criteria from the machine its magnitude is less than this value. In our situation, specificity measures the quality of zero entries while sensitivity measures the quality of nonzero entries. In Table 6 .1, the four values in each parenthesis behind the primal objective function values represent, respectively, Loss Q , Loss E , specificity and sensitivity.
It can be seen from Table 6 .1 that both ADM and LGL perform very well on these random problems because both methods are able to reduce Res to less than 10 −5 . With the help of acceleration by outer Newton iterations, LGL is able to reach the required accuracy in less than around 30 PPA iterations for all the tested random problems. The total number of Newton systems (3.21) solved is at most 104 (for p = ∞ and n = 1000). The average PCG steps taken for solving (3.21) is less than 5 for p = 1, and this number is increased to about 70 and 50 for p = 2 and p = ∞, respectively. Convergence faster than linear rate can also be observed from the results of LGL in Table 6 .1, i.e., large decreases in Res were obtained in very few or even two consecutive iterations, which is due to the help of the outer Newton acceleration steps. The performance of ADM on these random problems is also favorable because Res decreases continuously at a relatively stable and fast speed. It can also be seen that ADM is much faster than LGL on these random problems. The In Section 6.4, we mainly examine the performance of LGL for p = 2 and p = ∞ because, first, as illustrated by the results in Figure 6 .1 p = 1 is not suitable for problems with blockwise sparse inverse covariance matrices, and second, it is intuitively true and also justified by our experimental results that Table 6 .1 Results on random problems. Parameters: ng = n/10, p 1 = 0.8, p 2 = 0.2 and p 3 = 0.5; ω ≡ ω = 1/n.
LGL the performance of LGL for p = 1 is comparable with that of the NAL method [54] (which has been well illustrated therein) since both methods adopt the idea of applying Newton's method to solving PPA subproblems. In Section 6.5, we present comparison results of LGL and ADM on solving (1.5) with p = 1 and gene expression data.
6.4.
Results on deterministic synthetic data. In this section, we present extensive comparison results between LGL and ADM on the deterministic synthetic examples considered in [62] and [20] . Specifically, we tested the following sparse inverse covariance matrices (denoted by A):
Again, for each test we first generated 2n i.i.d. random samples from the n-dimensional Gaussian distribution N (0, Σ) and then computed the sample covariance matrix S. For all these tests, we set ω ≡ ω = 0.1. The constraints AX = b are generated in the same manner as in Section 6.3. Here, the nonzero entries of these inverse covariance matrices exhibit a "diagonal" structure (for decay, A ij decays very fast as |i − j| increases and thus can be reset to zero for |i − j| large). Therefore, in our experiments we tested the "diagonal" group structure, i.e., the elements in the same diagonal are grouped together. Specifically, the group structure is given by G = {g : = 1, 2, . . . , 2n − 1}, where
{( − n + 1, 1), ( − n + 2, 2), . . . , (n, 2n − )} \ Ω, = n + 1, . . . , 2n − 1.
Here Ω denotes the set of indices which determine AX = b. To illustrate the performance of LGL and ADM on different groups, we also tested the "columnwise" group structure, i.e., G = {g : = 1, 2, . . . , n}, where g = {(1, ), (2, ), . . . , (n, )} \ Ω, = 1, 2, . . . , n.
Detailed experimental results of LGL and ADM are given in Tables 6.2 (diagonal groups, p = 2), 6.3
(diagonal groups, p = ∞), 6.4 (columnwise groups, p = 2) and 6.5 (columnwise groups, p = ∞), where all the quantities have the same meanings as explained in Section 6.3.
It can be seen from Tables 6.2-6.5 that for all the tests, LGL is able to obtain solutions satisfying the condition Res < 10 −5 . The total number of PPA iterations taken by LGL for these problems are no more than 40. The total number of Newton systems (3.21) solved is mostly less than 100, except for the two hard problems ar1 and circle for which this number was increased to 198 at the most (ar1 and n = 1000 in Table 6 .3). We note that problems ar1 and circle are challenging since Σ −1 has very small eigenvalues (the minimum eigenvalue is in the order of 10 −5 to 10 −6 for n = 500 and 1000). For these two harder problems, the average PCG steps taken for solving (3.21) and the total number of outer Newton acceleration steps are also more than those for the random problems tested in Section 6.3, while, for the other problems, the average PCG steps and the total number of outer Newton acceleration steps are comparable with those in Table 6 .1 for random problems. Specifically, the total number of outer Newton acceleration steps are no more than 6 for the two harder problems and 3 for the others. It is worth noting that the outer Newton acceleration steps are usually able to decrease Res substantially in very few iterations. For example, it can be seen from Tables 6.2-6.5 that for the four easier problems the solution accuracy can be increased by 1 ∼ 3 digits in the final one or two iterations, while for the two harder problems, the acceleration is less.
Based on our experimental results, without the outer Newton acceleration, the CPU time consumed by the Newton-CG based PPA to obtain solutions of the same accuracy can increase by about 10-20% on average.
In contrast, the ADM obtained low accuracy solutions (Res fell into the range 10 −2 ∼ 10 −3 ) for most of the tests after 2000 iterations, except for the four easier problems in Table 6 .5. Based on our experimental results, the residue values produced by ADM either stagnated or improved extremely slowly after it was decreased to a certain level. As a result, it is generally very difficult and even impossible for ADM to produce a solution satisfying the final accuracy requirement Res < 10 −5 for most of these tests. For diagonal groups the final accuracy reached by ADM is mostly in the order of 10 −2 to 10 −3 , while this accuracy is increased by about 1 ∼ 2 digits for the case of columnwise groups. For both type groups, ADM failed to obtain solutions with accuracy Res < 10 −2 for the two hard problems ar1 and circle.
By comparing the results for p = 2 with those for p = ∞, we see that both LGL and ADM consumed longer CPU time for the later case. This is reasonable because the calculations of the proximal point mapping of the ∞ -norm and its generalized Jacobian require projections onto the 1 -norm ball which is practically more expensive than for the case of p = 2. On the other hand, by comparing the results for the two types of group structures, we see that LGL performs stably across the two types of problems in the sense that it can attain the desired accuracy in comparable number of iterations. But for ADM, the case of columnwise groups appears to be easier than the case of diagonal groups, since it can attain higher accuracy for the former case as compared to the latter case. It can also be seen from Tables 6.2 For reference purpose, the results of Loss Q , Loss E , specificity and sensitivity at the final iterations are also presented for all the tests. It can be seen from these results that, with appropriate postprocessing to the computed solutions, the sparsity pattern of the inverse covariance matrices are recovered very well because the specificity and the sensitivity results are close to one for all these problems except decay. The reason that problem decay gives worse specificity and sensitivity results is because its components are less well separated than those of the other tested problems, which causes difficulty in determining appropriate values for thresholding.
6.5. Results on gene expression data. In this section, we present comparison results of LGL and ADM on gene expression data sets that have been widely used in the model selection and classification literature. Specifically, we will test the Lymph node status data (n = 587), the Estrogen receptor data (n = 692), the Arabidopsis thaliana data (n = 834), the Leukemia data (n = 1255) and the Hereditary breast cancer data (n = 1869) tested in [34] , which will be abbreviated, respectively, as Lymph, ER, Arabidopsis, Leukemia and Hereditary. For detailed information about these gene data sets, we refer to [34] and the references therein. Since the sparsity structure of the inverse covariance matrices is unknown for these gene expression data sets, we tested (1.5) with p = 1 and without explicit sparsity linear constraints. We set ω ≡ ω = 0.5 for all the gene data sets. Detailed comparison results are given in Table 6 .6, where all presented quantities have the same meanings as those in Section 6.3.
It can be seen from the results in Table 6 .6 that, for these gene data sets and p = 1, (1.5) is somehow easier than the problems tested in Section 6.4 because ADM reached the final accuracy requirement Res < 10 LGL also performs stably as it requires no more than 16 PPA iterations for all the tested gene data sets. The total number of Newton equations solved, the average PCG steps for solving each Newton equation, as well as the total number of outer Newton acceleration steps taken by LGL are also reasonable. In particular, only 1 to 2 outer Newton acceleration steps were taken at the final iterations. From Table 6 .6, these Newton acceleration steps usually decrease the residue Res substantially, e.g., two digits of accuracy was obtained in the final iteration for the last three gene data sets.
The differences in final objective function values obtained by both methods are negligible. From the CPU time results, it is easy to see that LGL is much faster than ADM on these gene data sets.
6.6. Summary. From the extensive experimental results presented in Sections 6.3-6.5 on both synthetic and real data, we see that the proposed Newton-CG based PPA, together with the outer acceleration by Newton's method, performs very stably and efficiently to obtain solutions of relatively higher accuracy.
Specifically, for all the tested problems LGL successfully generated solutions satisfying the accuracy requirement Res < 10 −5 . By appropriately tuning the algorithmic parameters for inner subproblems, the total number of Newton systems solved and the average PCG steps taken for solving each of the Newton system are also reasonable. Aided by the outer Newton acceleration, LGL demonstrated superlinear convergence.
Therefore, the outer Newton acceleration was only taken for very few iterations at the final stage of algorithm. In contrast, though easily implementable and has cheaper cost periteration, the ADM scheme (5.3) performs very differently for different problem data. In our experiments, the ADM seems to be efficient only for solving random problems where the inverse covariance matrices are well-conditioned. For the deterministic synthetic problems tested in Section 6.4, ADM performs poorly in most cases. For the gene expression data, ADM is also much slower than LGL. Even in cases where ADM obtained solutions of relatively higher accuracy, it takes many iterations and thus its overall efficiency can be much inferior to LGL. Based on our extensive experiments, we observed that the performance of ADM is highly sensitive to the penalty parameter σ, and in many cases ADM performs poorly no matter how we tune the parameter σ, either manually or adaptively. In contrast, LGL with a unified parameter setting performs efficiently and robustly for all the tested problems. Thus, LGL is a promising algorithm for applications in a much wider class of problem scenarios, especially when relatively higher accuracy solutions are desired.
7. Concluding remarks. We designed a practical implementation of the classical PPA for solving the log-determinant optimization problem with group Lasso regularization. At each iteration, we first solve the dual subproblem by a CG based Newton's method to obtain the dual variables and then update the primal variables via explicit formulas based on the computed dual variables. An outer Newton acceleration strategy is also developed when the iterate is close to the optimal solution, which is helpful for fast local convergence. Some theoretical results, including convergence of the Newton-CG based PPA and the nonsingularity of the Newton systems, are also presented. Based on the classical augmented Lagrangian function, we also derived an alternating direction method for solving (1.5) via solving its dual problem. Extensive experimental results on both synthetic and real data sets are presented to illustrate the performance of the proposed Newton-CG based PPA and the ADM. These results clearly demonstrated that the Newton-CG based PPA is stable, efficient, and, in particular, outperforms the ADM in obtaining solutions of relatively higher accuracy. For some easy problems where the inverse covariance matrices are well-conditioned, or when a low accuracy solution is sufficient for a certain application, the ADM can be faster than the Newton-CG based PPA.
Finally, we note that given the simplicity and the potential superiority of the ADM in certain situations, in practical implementation it is advantageous to incorporate the ADM into the Newton-CG based PPA to provide an initial point. The ADM initialization stage can be terminated either by a maximum number of iterations or when "Res" is decreased to a certain level. Clearly, a more flexible switching criterion can be used for this initialization stage, e.g., whenever a satisfactory speed of convergence is detected (which can be realized by checking the values of Res), one should allow ADM to iterate more steps before switching to the more stable and robust Newton-CG based PPA. This way, the advantages of both methods can be fully adopted into a unified practical implementation for solving the log-determinant optimization problem (1.5).
In our implementation of the Newton-CG based PPA, we have incorporated the ADM into initialization. For fairness of comparison, however, we did not activate the ADM initialization when computing all the results reported in Section 6.
