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The successful implementation of algorithms on quantum processors relies on the accurate control of quantum bits
(qubits) to perform logic gate operations. In this era of noisy intermediate-scale quantum (NISQ) computing,1 systematic
miscalibrations, drift, and crosstalk in the control of qubits can lead to a coherent form of error which has no classical
analog. Coherent errors severely limit the performance of quantum algorithms in an unpredictable manner, and mitigat-
ing their impact is necessary for realizing reliable quantum computations. Moreover, the average error rates measured by
randomized benchmarking2–5 and related protocols are not sensitive to the full impact of coherent errors, and therefore do
not reliably predict the global performance of quantum algorithms,6 leaving us unprepared to validate the accuracy of fu-
ture large-scale quantum computations. Randomized compiling7 is a protocol designed to overcome these performance
limitations by converting coherent errors into stochastic noise, dramatically reducing unpredictable errors in quantum
algorithms and enabling accurate predictions of algorithmic performance from error rates measured via cycle bench-
marking.8 In this work, we demonstrate significant performance gains under randomized compiling for the four-qubit
quantum Fourier transform9 algorithm and for random circuits of variable depth on a superconducting quantum proces-
sor. Additionally, we accurately predict algorithm performance using experimentally-measured error rates. Our results
demonstrate that randomized compiling can be utilized to maximally-leverage and predict the capabilities of modern-day
noisy quantum processors, paving the way forward for scalable quantum computing.
In the NISQ era, different error types limit the accuracy of quan-
tum algorithms. Interactions between qubits and the surrounding
environment lead to decoherence. In contrast, systematic imper-
fections in qubit control and crosstalk on multi-qubit processors
result in coherent errors. For single qubits, coherent errors com-
monly manifest as an unwanted unitary rotation by an angle ,
U(nˆ, ) = e−inˆ·σ/2, (1)
where nˆ is the axis of rotation and σ the Pauli vector. Coher-
ent errors are detrimental to algorithm performance due to their
quadratically-worse impact on solution accuracy relative to av-
erage error rates r(E) in quantum circuits (see Supplementary
Information), and can interfere constructively or destructively
during an algorithm, making their global impact hard to predict.
In recent years, there has been growing theoretical interest in
randomization methods to mitigate the problem of coherent er-
rors in quantum computations.7, 10–16 Experimentally, it has been
shown that methods such as Pauli-frame randomization10, 11 and
Pauli twirling can reduce coherent errors in Clifford circuits17
and the two-qubit CPHASE gate,18 respectively, as measured by
gate set tomography.19–22
Randomized compiling7 (RC) is a scalable protocol for re-
ducing coherent error rates in situ without requiring a priori
knowledge of the specific error model, while also closing the
gap between NISQ algorithm performance and predictions from
randomized benchmarks. In this work, we demonstrate the ex-
perimental implementation of RC in the context of the univer-
sal circuits required for NISQ applications and achieving quan-
tum advantage1 on a superconducting quantum processor (see
Fig. 1a) . We show that RC effectively reduces and stabilizes the
otherwise unpredictable impact of actual performance-limiting
coherent errors in both random circuits of variable depth and the
quantum Fourier transform (QFT) algorithm. Furthermore, we
accurately predict algorithm success under RC from error rates
measured in scalable manner via cycle benchmarking8 (CB), and
show how RC performance gains are expected to improve as er-
ror rates in quantum processors continue to decrease, paving the
way for more robust large-scale quantum computation.
Randomized Compiling Protocol. RC tailors coherent errors
into stochastic noise by combining the results of many logically-
equivalent circuits. By inserting and compiling random single-
qubit (virtual) twirling gates into a circuit in a way that preserves
the overall unitary operation, RC creates a family of “random-
ized” circuits that are logically equivalent to the original “bare”
circuit, without increasing circuit depth. Any bare circuit com-
posed of K cycles of interleaved single-qubit “easy” gates and
two-qubit “hard” gates can be randomized using the following
method, shown in Fig. 1b:
1. Conjugate each round of easy gates Ck by a twirling gate
Tk randomly sampled from a set T and an inverting op-
erator T ck−1: Ck → TkCkT ck−1, where T ck−1 is chosen
to undo the twirling gate that was inserted in the previ-
ous cycle when commuted through the hard gate cycle Gk:
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Figure 1: Experimental realization of noise tailoring via randomized compiling on a superconducting quantum processor.
a, False-colored micrograph of our eight-qubit superconducting quantum processor. In this work, we used four transmon qubits23
(green) with independent microwave control lines (blue). Two-qubit cross-resonance24–27 gates are mediated by coupling resonators
(CR, purple) between nearest-neighbors. The qubits are simultaneously measured via dispersive coupling28 to independent readout
resonators (RO, red) coupled to a multiplexed readout bus (MRB, cyan). b, Randomization of a quantum circuit. The circuit, split
into K cycles of easy/hard gates (top), is converted into a logically-equivalent circuit by inserting random single-qubit twirling
gates in each easy cycle, inverting them in the following cycle (middle), and then compiling the twirling gates into a new easy gate
cycle (bottom). c, Experimental single-qubit state-tomography results demonstrating noise tailoring: the combined result (orange
vector) of 12 randomizations (orange points) is more co-aligned with the ideal final state (black vector) than the final state of the
bare circuit (blue vector), but has a lower purity due to the tailored noise, which causes decoherence. RC significantly mitigated the
impact of coherent errors, as measured by a reduction in the total variation distance from dTV,bare = 0.073(8) to dTV,RC = 0.008(2).
T ck−1 = GkT
†
kG
†
k.
2. Compile the original single-qubit gates and twirling gates
into new easy gate cycles: C ′k = TkCkT
c
k−1.
Typically, T is chosen to be the set of tensor products of single-
qubit Paulis, with the edge terms T c0 and TK set to the identity
gate, so that if the hard gates are all Clifford, then the correction
gates will also lie in T , and we need place no restriction on the
types of allowed easy gates. Therefore, RC is efficiently com-
patible with universal quantum computation. In step 2, the new
randomized circuit is logically equivalent to the original bare cir-
cuit and has the same number of elementary gates. Generating
many (N ) logically-equivalent randomizations of a bare circuit
requires very low classical overhead and can be efficiently done
before runtime.
By measuring each randomization n/N times and computing
the union of all N results, we obtain an equivalent statistical
distribution for a circuit measured n times in which coherent er-
rors have been averaged into stochastic Pauli noise (e.g., random
phase- and bit-flips),
E(ρ) =
∑
P
qPPρP
†, (2)
where P ∈ {I,X, Y, Z} is a Pauli operator, qP the relative prob-
ability of an error due to P , and ρ = |ψ〉 〈ψ|, which have a fi-
nite probability of occurring in each gate cycle and only grow
linearly with circuit depth (in the small error limit). Thus, RC
stabilizes the accumulation of errors during an algorithm by mit-
igating the interference effects of coherent errors.
To demonstrate this, we performed state tomography on a
single qubit (Q7) after 50 random gates, as shown in Fig. 1c:
the black vector is the ideal (noiseless) final state of the qubit,
but coherent errors cause an over-rotation in the measured state
(blue vector). The orange vector represents the final state of
the combined distribution of 12 randomizations (orange data
points). The state fidelity F = 0.862 and purity γ = 0.938
for the bare result, and F = 0.879 and γ = 0.881 for the RC re-
sult. While the fidelities are comparable, the rotation error in the
bare result has been tailored into stochastic noise under RC, as
the fidelity and purity of the RC result are approximately equal
in magnitude.
To evaluate the efficacy of RC, we assess algorithmic perfor-
mance by the total variation distance (TVD), a standard metric
for the statistical distance between two probability distributions:
dTV(P,Pideal) = 1
2
∑
x∈X
|P(x)− Pideal(x)|, (3)
where Pideal(x) is the ideal probability of measuring a bit
string x in a set of possible bit strings X , and P(x) is the
experimentally-measured distribution. The TVD is a basis-
dependent metric which determines the probability of obtaining
an incorrect solution, with 0 (1) indicating that the correct distri-
bution of bit strings is always (never) measured. Thus, improve-
ments in algorithmic performance equate to lower TVDs, as ex-
emplified by the observed reduction from dTV,bare = 0.073(8) to
dTV,RC = 0.008(2) for the single-qubit results in Fig. 1c. More
generally, in the presence of coherent errors the TVD can be as
large as dTV(P,Pideal) ≤
√
r(E)√d(d+ 1), but under RC it is
instead upper-bounded directly by the average error rate r(E),
dTV(PRC,Pideal) ≤ r(E)d+ 1
d
, (4)
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Figure 2: Cycle error reconstruction of the tailored noise under cycle benchmarking. a, Schematic of the process by which
single- and two-body gate error rates can be reconstructed using targeted CB measurements of any parallel gate cycle (e.g., CNOT
between Q5 and Q6). These decay rates provide detailed information about the marginal probability of errors occurring during the
cycle, as shown in b. b, Cycle error reconstruction results of four-qubit cycles containing a single CNOT gate and identity gates
on the spectator qubits. The y-axis (x-axis) labels the type of error (where the error occurs), and the color (gradient) indicates the
marginal error rate from all Pauli contributions (95% confidence interval). The first and third rows of subplots show single-body
errors, the second row of subplots shows correlated errors between idling qubits, and the last row of subplots shows correlated errors
between an idling spectator qubit and a CNOT on a different pair. Curly brackets indicate error types that cannot be distinguished
due to degeneracies, and any rows in which all errors are below 30% of the maximum value have been omitted for clarity. This
detailed information can be used to perform targeted gate tuneup to address the most harmful errors. The residual errors in our
system are broadly distributed among many pathways, so any further targeted tuneup will come with diminishing returns.
which is quadratically lower in r(E) and does not scale with
the dimension d (see Supplementary Information). Thus, RC
provides a general error reduction from
√
r(E) −→ r(E) (e.g.,
10−1 −→ 10−2).
Cycle Error Reconstruction. Coherent errors can be very
detrimental on multi-qubit processors due to the complex nature
of crosstalk, and will become a serious impediment to progress
as the size of quantum processors continues to grow. While their
average error rate can be measured using unitary RB,29, 30 this
does not capture the full impact these errors have on idle qubits,
such as those not explicitly involved in an entangling gate.31
Here, we instead rely on cycle benchmarking, a scalable pro-
tocol that isolates errors affecting all qubits during any parallel
gate cycle. Furthermore, the effective noise of any cycle under
CB is equal to the tailored noise under RC (Eq. 2), enabling ac-
curate predictions of algorithmic performance under RC via CB
process infidelities.8, 32
In this work, we leveraged a cycle error reconstruction pro-
tocol8, 33, 34 based on targeted CB measurements to measure the
error rates of parallel gates implemented in our four-qubit sys-
tem. Fig. 2a outlines the process by which CB can be used to re-
construct single- and two-body gate errors that occur during any
hard gate cycle involving a single CNOT gate and identity gates
on the spectator qubits (see Supplementary Information for fur-
ther details). Using this method, we identify the major sources
of errors in our system and compensate the most harmful effects
with targeted decoupling pulses or virtual phase gates. The re-
sults plotted in Fig. 2b show that the residual error syndromes
are broadly distributed, collectively contributing to the process
infidelity of each cycle and making further targeted error mitiga-
tion less fruitful. By utilizing RC, we ensure that the error rates
in algorithms are equal to those in Fig. 2b.
Random Circuits of Variable Depth. To illustrate the broad
applicability and generic benefits of RC for universal circuits,
we demonstrate achievable performance gains for RC applied to
four-qubit circuits of variable depth composed of K interleaved
cycles of easy/hard gates randomly sampled from common gate
sets (see Methods). As shown in Fig. 3a, RC reduces the average
TVD at all circuit depths tested, with N = 20 randomizations
for each bare circuit. For example, at K = 5 the average TVD
is reduced from dTV,bare = 0.23(8) to dTV,RC = 0.13(6). Fur-
thermore, the average TVD at K = 5 under RC is lower than
the average bare TVD at K = 2, similarly for K = 10 under
RC versus K = 5 for the bare circuits, and so on, demonstrating
how longer-depth quantum circuits can be performed under RC
given a fixed error budget in the TVD.
Additionally, we show that a small number of randomizations
is sufficient to saturate the lowest-possible TVD under RC for a
fixed circuit depth (K = 10), plotted in Fig. 3b. After N = 20
randomizations, the average TVD under RC converges to a value
that is better than approximately 90% of the non-randomized cir-
cuits. However, after only N = 10 randomizations, the average
RC TVD is already within 2.7% of the N = 20 level, highlight-
ing the resource-efficiency of this protocol. Furthermore, we
observe that a single randomization offers a slight improvement
over the bare circuits. We conjecture that this is due to RC pro-
viding some level of dynamical decoupling from the adversarial
composition of coherent errors and non-Markovian noise in the
single-shot limit.
Quantum Fourier Transform. RC can be applied to any al-
gorithm, including those at the heart of many quantum appli-
cations, like the quantum Fourier transform. Here, we utilized
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Figure 3: Randomized compiling extends the computational reach with respect to circuit depth. a, Bare and RC TVDs as
a function of circuit depth K. RC reduces the probability of measuring the incorrect solution on average for all circuit depths
tested. The semi-transparent blue points indicate the TVDs for the individual random circuits, and the semi-transparent orange
points represent the TVDs of the unioned data over all N = 20 randomizations of the corresponding bare circuits. Violin plots
depict the distribution of results. b, TVD as a function of number of randomizations, with K = 10 fixed. The average TVD under
RC converges to a value close to the 10% quantile level (dashed line) of the non-randomized circuits for N = 20. However, only
N = 10 randomizations are needed to converge to within 2.7% of the N = 20 level.
a synthesis algorithm35 to numerically approximate the four-
qubit QFT circuit unitary in order to reduce the CNOT count
to 13 for our linear connectivity. Much like the classical discrete
Fourier transform, the QFT maps singular inputs (i.e., |0000〉)
into uniform distributions, and maps superposition states (i.e.,
|++++〉) into singular distributions. To measure the perfor-
mance of RC for different resultant probability distributions, we
applied the QFT to various single-qubit product states involving
permutations of |0〉, |1〉, and |+〉, as well as random input states
(SU(2)⊗4rand |0000〉); see Fig. 4a for several examples of the mea-
sured distributions.
In Figs. 4a/b, we show that RC is most (least) effective at mit-
igating coherent errors when the algorithm generates a uniform
(singular) distribution across all measurement basis states. This
is due to the basis-dependence of the TVD: if the target state
is an eigenstate of the measurement basis, the raw probabilities
will not be sensitive to off-diagonal terms in the error process re-
sulting from coherent errors, so RC provides no overall benefit.
Therefore, distribution uniformity is a good proxy for the sus-
ceptibility of the target state to coherent errors with respect to the
measurement basis, and is thus correlated with improvement un-
der RC. We quantify the distance from a uniform distribution by
computing the TVD of each ideal probability distribution with
the uniform distribution in d = 2nq dimensions for nq qubits,
dTV(Pideal,Puniform), which is 0 (maximized) when Pideal is uni-
form (singular). In Fig. 4b, the bare and RC TVDs are plotted as
a function of dTV(Pideal,Puniform) for all four-qubit QFT results.
For singular input states (|0000〉 or |1111〉), RC significantly re-
duces the TVD, but for a superposition input state (|++++〉),
the bare and RC TVDs are approximately equal. We compute
the Pearson correlation coefficient r to quantify the correlation
strength between the experiment TVD and dTV(Pideal,Puniform),
where +1 (-1) indicates exact positive (negative) correlation and
0 implies no linear correlation. The RC results are strongly cor-
related (r = 0.95 (0.80) for known (random) inputs) compared
to the bare results (r = 0.66 (0.32) for known (random) in-
puts), justifying linear fits and underscoring the stability and
predictability of RC compared to non-randomized circuits.
In Fig. 4c, we predict the TVD performance of the QFT by
constructing a theoretical model of our four-qubit system using
only single-body errors from the results in Fig. 2b, with coher-
ent errors accounting for 70% (90%) of the total error rate for
single-qubit (two-qubit) gates (see Supplementary Information
for more details). We see excellent agreement between exper-
iment and simulation for the RC circuits, but unreliable pre-
dictability for the bare circuits. In Fig. 4d, we validate the model
accuracy by computing the TVD of the experimental results with
the simulated results. Almost all of the simulated RC results are
accurate to within 10%, but the accuracy of the simulated bare
results are much worse due to the difficulty in modeling the com-
plex interplay of coherent errors. By utilizing RC in conjunction
with CB, we dramatically close the gap between the circuit per-
formance predicted from benchmarking diagnostics and experi-
mental results. In Fig. 4d, the lower bound of the model accuracy
is limited by the use of only single-body errors; we suspect that
accuracy can be improved by including higher-order terms.
Fig. 4b shows that when the QFT is applied to random input
states, most of the results are improved under RC. In practice,
the input states to quantum algorithms will not be known a pri-
ori, such as when the QFT is used in Shor’s algorithm.36 A
histogram of the TVD improvement for two-, three-, and four-
qubit random input QFT results can be seen in Fig. 4e (two- and
three-qubit QFT results are provided in the Supplementary In-
formation), showing that the vast majority of circuits (> 83%)
are improved under RC by an average of dTV,bare/dTV,RC ≈ 2.
In the rare instances in which coherent errors in a circuit be-
nignly cancel, RC can hurt performance (dTV,bare/dTV,RC < 1).
While our model cannot accurately predict the individual re-
sults of non-randomized circuits, it does predict the general dis-
tribution of improvement under RC (simulated (gray) results
in Fig. 4e), including the approximate fraction of cases where
dTV,bare/dTV,RC < 1. The good agreement between experiment
4
ab
c
d
e
Figure 4: Improving the quantum Fourier transformwith randomized compiling. a, Measured probability distributions for the
QFT applied to |0000〉, |000+〉, |++++〉, and a random input state (SU(2)⊗4rand |0000〉). b, Bare and RC TVDs for all four-qubit
QFT results, as a function of distribution uniformity of the ideal results. RC provides more improvement as the resultant distribution
spans more basis states (dTV(Pideal,Puniform) −→ 0). Pearson r values listed in the legend quantify the correlation strength of each
data set, justifying linear fits for the RC data (transparent bands indicate the 95% confidence intervals). c, Experimental vs.
simulated TVDs from a theoretical model of our system based on single-body errors from Fig. 2b. d, Accuracy of our model
compared to experimental results. e, Summary of the improvement under RC for all two-, three-, and four-qubit random input
QFT results, showing good agreement between experiment (blue) and theory (grey). Simulations in which single-qubit (green) and
two-qubit (pink) error rates have been scaled down by a factor of 10 suggest that RC performance increases as error rates decrease.
and theory in Figs. 4c/d/e suggests that we can predict the im-
provement under RC as error rates decrease. Included in Fig. 4e
are simulated results in which single-qubit error rates are re-
duced tenfold (green), resulting in a modest improvement, and
when both single- and two-qubit error rates are reduced tenfold
(pink), in which case RC improves > 92% of the simulated
circuits by an average of dTV,bare/dTV,RC ≈ 3.5. These results
suggest that as quantum processors improve and error rates de-
crease, we can expect RC to vastly outperform non-randomized
circuits.
Outlook. In this work, we have demonstrated the promising ca-
pabilities of randomized compiling, a universal protocol for sup-
pressing coherent errors that is agnostic to specific error mod-
els and hardware platforms. RC provides a strategy for miti-
gating complex and intractable crosstalk dynamics, extending
the computational reach of noisy quantum processors. Addi-
tionally, novel error reconstruction methods using CB are well-
suited to characterize the new and emergent forms of crosstalk
errors seen on multi-qubit processors, and offer a method for
accurately predicting error rates under RC. This improved pre-
dictability is essential for scalable quantum computing, and is
necessary for comparing experimental error rates to fault tol-
erant thresholds.7 Furthermore, our methods and results have
broad relevance across all experimental and theoretical efforts
exploring quantum computing applications, from fundamental
physics, to quantum chemistry and biologically-motivated prob-
lems. To this end, RC is not just a stopgap measure in the NISQ
era, but will continue to be a powerful technique beyond NISQ.
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Methods
Experimental Setup
Details and wiring diagrams for the experimental setup can be found in
the Supplemental Material for Ref. 38.
Device Fabrication
Processor and fabrication details can be found in the Supplemental Ma-
terial for Ref. 38.
Crosstalk Compensation
We find microwave drive line crosstalk between qubits when perform-
ing single- and two-qubit gates. For single-qubit gates, we compensate
the error between nearest-neighbor qubits using the techniques outlined
in Ref. 38. The benchmarking fidelities reported in the text and supple-
ment reflect gates tuned with this compensation.
The two-qubit CNOT gates are generated utilizing the cross-
resonance effect.24–27 Each CNOT gate is applied serially with respect
to all other gates. However, neighboring spectator qubits still suffer
from conditional and unconditional phase errors due to crosstalk. Un-
conditional errors are corrected with a virtual phase gate and condi-
tional errors are corrected with a refocusing pulse on the spectator qubit.
Single-qubit State Tomography
The random circuit used for the single-qubit state tomography results in
Fig. 1c was generated by randomly sampling K = 25 interleaved cy-
cles of “easy” and “hard” single-qubit gates, as defined by the following
gate sets: the Clifford set, Ceasy = {C1}, and common non-Clifford
gates, Ghard = {X45, Y 45, T = Z45}. State tomography results are
reconstructed by performing ensemble measurements of the same final
state in the X , Y , and Z bases. For the experimental state tomography
results presented in Fig. 1c, 6,000 shots were taken in each measure-
ment basis for the bare circuit. Since 12 randomizations of the bare
circuit were utilized in the RC result, in order to normalize shot statis-
tics between the bare and RC results, 500 shots were taken for each
randomization in each basis.
Random Circuits of Variable Depth
Random bare circuits were generated by randomly sampling K in-
terleaved cycles of easy and hard gates from the following gate sets:
Ceasy = {C1, X45, Y 45, T} and Ghard = {CX, CY, CZ},
where C1 is the Clifford set. For easy gate cycles, single-qubit gates
are randomly sampled from Ceasy independently for each qubit. For
hard gate cycles, a two-qubit gate is sampled from Ghard for a single
pair of qubits, and identity gates are applied to the remaining specta-
tor qubits. The native two-qubit gate in our system is a CNOT , or
CX gate. Therefore, in order to transpile the CY and CZ gates into
our native CX gate, the appropriate single-qubit gates were inserted
into the circuit and then recompiled with the surrounding single-qubit
gates in order to maintain the same circuit depth, before generating the
experimental pulse sequences.
For each circuit depth K, which we define in terms of the number
of two-qubit gates, 100 random bare circuits were generated, and each
was measured 4,000 times. N = 20 randomizations were generated
for each random bare circuit, and each randomization was measured
200 times. All N = 20 randomizations of the corresponding bare cir-
cuits were combined to obtain an equivalent statistical distribution for
a circuit measured 4,000 times.
Quantum Fourier Transform
Each bare QFT circuit was measured 10,000 times. N = 50 random-
izations were generated for each bare circuit, and each randomization
was measured 200 times. All “random” input states were generated by
applying random SU(2) unitaries to each qubit independently before
applying the QFT algorithm. 100 random inputs were generated for the
data presented in Fig. 4b.
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1. Qubit Characterization
Parameters for the four transmon qubits23 used in this work are given in Tables S1 and S2. Qubit frequencies, readout
frequencies, and anharmonicities are measured using standard spectroscopic methods on a vector network analyzer and/or
Ramsey spectroscopy. Relaxation and coherence times are extracted by fitting decay curves to the excited state lifetime
and (echoed) Ramsey measurements, respectively. Dispersive couplings fZZ between neighboring qubits are measured with
Ramsey experiments on one qubit conditioned on the state of the other qubit. The resonant coupling g for each qubit pair is
calculated from the dispersive coupling fZZ , the frequency detuning ∆ between the qubits, and their anharmonicities α:
2g2 = fZZ
(
1
∆ + |αT | −
1
∆− |αC |
)−1
, (1)
where C and T refer to the control and target qubits, respectively.
Multiplexed qubit readout is performed through a common readout bus connected to independent readout resonators
dispersively-coupled to each qubit.28 We discriminate between the ground and excited states by fitting a Gaussian Mixture
Model (GMM) to the two measurement statistics in the IQ plane, and use these fits to draw a classification boundary between
the two states. Readout fidelities are subsequently determined separately for each qubit by performing ensemble measure-
ments of the qubit prepared in the ground and excited states and classifying them using the aforementioned classification
boundary. All circuit and algorithm measurements presented in this work are heralded to remove erroneous bit string results
due to residual thermal excitations in the qubits. The percentage of measurements discarded due to heralding typically ranges
from 5% - 10%, depending on the number of qubits, since each qubit is heralded independently.
2. Randomized Benchmarking
We perform isolated and simultaneous single-qubit randomized benchmarking2–5 (RB) and isolated two-qubit RB to measure
the infidelity of our single- and two-qubit gates. Furthermore, we perform unitary RB29, 30 to measure the infidelity due to
coherent errors, giving us a quantitative measure of the fraction of the total error rate due to coherent errors versus stochastic
errors. All error rates in Tables S1 and S2 are defined in terms of the process infidelity eF (E),32 which is equivalent to the
average gate infidelity r(E) (Eq. 7) up to a dimensionality constant:
eF (E) = r(E)d+ 1
d
. (2)
3. Cycle Benchmarking and Cycle Error Reconstruction
Cycle error reconstruction results are based on targeted cycle benchmarking8 (CB) measurements, in which specific Pauli
decays are chosen to estimate the error rates of parallel gates in any given cycle. Pauli decays are dual to the Pauli operators
which cause errors, so to measure the error rate of some fixed Pauli P , we measure a set Pauli decays that commute and
anti-commute with P , and then use this info to reconstruct the error of P via a linear inversion. Like randomized compiling7
(RC), CB tailor errors into stochastic Pauli channels, thus producing a diagonal error model. However, this diagonal error
model can result from off-diagonal terms due to coherent errors. More information can be found in Refs. 8, 33, 34.
Cycle error reconstruction measurements were performed throughout the duration of this experiment. Here, we present
the results measured before the random circuits of variable depth and quantum Fourier transform experiments, as shown in
Fig. S1. Due to drift and modifications in the tuneup parameters, these plots are not identical. The results are based on
measurements of each hard gate cycle involving a CNOT gate on one pair of qubits and identity gates applied to the spectator
qubits, represented by the three different columns. In these plots, the y-axis indicates the type of error, the x-axis indicates the
part of the cycle in which the error occurs, and the color indicates the marginal error rate of each type of error occurring from
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Q4 Q5 Q6 Q7
Qubit frequency [GHz] 5.230708(5) 5.297662(5) 5.459108(5) 5.633493(5)
Readout frequency [GHz] 6.56381 6.62310 6.67929 6.73747
Anharmonicity [MHz] -273.66(1) -273.32(1) -270.70(1) -267.45(1)
Relaxation time T1 [µs] 66(5) 58(9) 65(5) 59(5)
Ramsey coherence time [µs] 38(3) 24(2) 39(12) 47(9)
Echo coherence time [µs] 71(5) 77(8) 86(6) 61(3)
Readout fidelity, P (0|0) 0.9969(6) 0.9970(5) 0.9973(6) 0.9958(7)
Readout fidelity, P (1|1) 0.9872(12) 0.9862(12) 0.9786(15) 0.9841(13)
RB infidelity, isolated 1.2(0.06)×10-3 1.1(0.05)×10-3 1.4(0.04)×10-3 1.9(1)×10-3
due to coherent errors 1.6(7)×10-4 1.4(5)×10-4 1.3(5)×10-4 5.9(1.1)×10-4
RB infidelity, simultaneous 3.9(5)×10-3 6.0(8)×10-3 7.2(1.0)×10-3 5.2(5)×10-3
due to coherent errors 2.7(5)×10-3 4.5(8)×10-3 5.4(1.0)×10-3 3.1(5)×10-3
Table S1: Single-qubit parameters for the four qubits used in this work, where all uncertainties are standard deviations. The
transmon frequencies were measured with Ramsey experiments, and the coherence time means and variances were extracted
from repeated experiments taken over the course of a day. Ground and excited state readout fidelities are determined by
repeated measurements of the qubits prepared using identity and X gates, respectively, and are classified according to a
GMM classification boundary in the IQ plane. Randomized benchmarking is used to measure the error rates (defined via the
process infidelity) of single qubit gates performed in isolation and in parallel. Unitary RB is used to measure the error rate
due to coherent errors.
Control qubit Q5 Q6 Q7
Target qubit Q4 Q5 Q6
Dispersive coupling [kHz] 96(1) 170.6(9) 252.3(8)
Inferred resonant coupling [MHz] 2.52 2.08 1.95
CNOT Gate Duration [ns] 135 147 174
RB infidelity 3.3(3)×10-2 4.2(4)×10-2 4.4(7)×10-2
due to coherent errors 2.0(3)×10-2 2.8(4)×10-2 2.9(7)×10-2
Table S2: Two-qubit parameters for chip 34, wafer k180607. The dispersive coupling rates are measured with Ramsey
experiments on one qubit, conditioned on the state of the other qubit. The resonant coupling rates are inferred from the
dispersive coupling, the frequency detuning, and the respective anharmonicities (Eq. 1). CNOT gates are implemented using
the cross-resonance interaction24–27 and consist of square pulses with 30 ns cosine ramps; the total duration of the gates are
listed above. Randomized benchmarking is used to measure the error rates (defined via the process infidelity) of the two-qubit
gates. Unitary RB is used to measure the error rate due to coherent errors.
all Pauli contributions. The first row of subplots shows single-body gate errors on idle qubits; the second row of subplots
shows correlated gate errors between idling qubits (e.g., Z ⊗ I is the probability of a Z error on the first qubit and no error
on the second qubit, Z ⊗Z is the ZZ coupling between qubits, etc.); the third row of subplots shows single-body gate errors
on qubits involved in a CNOT gate, where curly brackets indicate errors that cannot be distinguished due to degeneracies;
and the last row of subplots shows correlated errors between an idle qubit and a CNOT on a different pair of qubits. Here,
a k-body error refers to an error correlator that contains k non-identity Pauli operators. We only measured 1- and 2-body
errors, as the most dominant error syndromes occur at this level. The tensor notation ⊗ between k-body errors indicates
correlators between product states, whereas the lack of tensors indicates correlators for entangled qubits. All individual error
rates collectively contribute to the full process infidelity of any gate cycle as measured by CB.
Additionally, we performed CB measurements a four-qubit cycle containing only identity gates in order to benchmark
the full process infidelity of our single-qubit gate cycles. As shown in Fig. S2, we see that the average process infidelity
of simultaneous single-qubit gates are the same order of magnitude as our two-qubit gate infidelities. These results are not
captured by standard RB measurements, which show that single-qubit error rates under simultaneous RB are an order of
magnitude lower than two-qubit error rates (see Tables S1 and S2). This highlights the primary difference between error rates
marginalized over individual qubits and the total process infidelity of any gate cycle. For this reason, RB measurements are
often not good predictors of circuit performance. Additionally, as shown in Fig. S2, the errors on our single-qubit twirling
gates under simultaneous operation can be significant, which can impact RC performance. RC only fully tailors off-diagonal
terms in the error process in the limit of perfect twirling, thus we can expect performance to improve as error rates in twirling
gates continue to decrease.
2
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Figure S1: Cycle error reconstruction results measured before the (a) random circuits of variable depth and (b) quantum
Fourier transform experiments. Rows in which all errors are below 20% of the maximum value have been omitted for clarity.
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Figure S2: Cycle benchmarking results for our four-qubit cycle containing only identity gates. The total process infidelity is
equal to 2.2× 10-2 (1.4× 10-3), which is worse than simultaneous RB would suggest. For this reason, RB is often not a good
predictor of circuit performance.
4. Quadratic Impact of Coherent Errors
Coherent errors acting on a single qubit can be modeled as a unitary rotation operator,
U(nˆ, θ) = e−iθnˆ·σ/2, (3)
where θ is the rotation angle relative to the intended target state, nˆ is the axis of rotation, and σ the Pauli vector. Coherent
errors map pure states to pure states, ρ = |ψ〉 〈ψ| 7→ E(ρ) = U |ψ〉 〈ψ|U†, and therefore do not result in decoherence.
To understand how coherent errors impact the average gate fidelity versus norm-based metrics for error, even in the
single-step limit and not just through the potential for adversarial accumulation of errors under compositions, consider an
error associated with a rotation about the x-axis for a single computational gate, with evolution operator
U(x, θ) = exp
(
−iθ
2
σx
)
=
(
cos(θ/2) −i sin(θ/2)
i sin(θ/2) cos(θ/2)
)
. (4)
The Pauli-transfer matrix superoperator for this coherent error for a single computational gate takes the form
[E ] =

1 0 0 0
0 1 0 0
0 0 cos(θ) − sin(θ)
0 0 sin(θ) cos(θ)
 . (5)
In the small error limit, we see that the diagonal terms have matrix elements proportional to cos(θ) ∼ 1− θ2, and thus have
errors proportional to θ2, whereas the off-diagonal terms appear at the scale sin(θ) ∼ θ. Under RC, the off-diagonal terms
are suppressed, and under a perfectly implemented twirl this leads to
[E ] =

1 0 0 0
0 1 0 0
0 0 cos(θ) 0
0 0 0 cos(θ)
 . (6)
This corresponds to the general error reduction from √
r(E) ' θ
to
r(E) ' θ2
that is achieved by RC, where r(E) is the average error rate.
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We also observe that error assessments based on the average gate infidelity or process infidelity are only sensitive to
diagonal terms of the error process, and thus cannot benefit from the suppression of the off-diagonal terms through RC.
In contrast, norm-based error-metrics, such as the total variation distance (TVD) dTV(P,Pideal) and the diamond distance
(E − I) (both defined below), generally will be sensitive to the off-diagonal terms in the error process, and thus generally
benefit from RC.
However, it should be noted that, whereas the diamond distance is always sensitive to the off-diagonal terms, the TVD is
a basis-dependent metric and is only sensitive to the off-diagonal terms if the (ideal) target state is coherently spread across
the measurement basis, where a larger coherent spread implies a greater number of off-diagonal terms that can contribute to
the error metric. This observation is consistent with the data shown in Fig. S3, where the degree of uniformity of the target
state across the measurement basis is found to correlate with the degree of error suppression that is observed experimentally.
5. Motivation for Noise Tailoring via Randomized Compiling
Here, we outline some theoretical motivation for why converting coherent errors into stochastic noise provides significant
performance improvements for both NISQ applications and fault-tolerant quantum error correction. First, consider three
common methods for assessing error rates on a gate or a cycle of parallel gates: (i) the error rate r(E), defined as the average
gate infidelity of a noise process E relative to the identity operation I , which is the standard quantity measured by RB (and
is equivalent to the process infidelity eF , defined in Eq. 2); (ii) the diamond distance (E − I) often used to compute fault-
tolerant thresholds;39 and (iii) the total variation distance (TVD) dTV(P,Pideal) between the ideal Pideal and experimental P
probability distributions, which are induced by the noiseless I and noisy E error models, respectively. The infidelity r(E) is
defined via the average gate fidelity of a noisy operation E(ρ),
r(E) = 1−
∫
dψ 〈ψ| E(|ψ〉 〈ψ|) |ψ〉 , (7)
and (E − I) is defined as the diamond distance from the identity operator,40, 41
(E − I) = 1
2
∣∣∣∣E − I∣∣∣∣ = 12 maxρ ∣∣∣∣[I ⊗ E − I ⊗ I](ρ)∣∣∣∣1, (8)
where the maximum is taken over all pure states and
∣∣∣∣X∣∣∣∣
1
= Tr
√
X†X . Finally, the TVD measures the statistical distance
between two probability distributions over a set of possible outcomes:
dTV(P,Pideal) = 1
2
∑
x∈X
|P(x)− Pideal(x)|, (9)
where Pideal(x) is the ideal probability of measuring a bit string x in a set of possible bit strings X , and P(x) is the measured
(noisy) outcome distribution. The TVD is a basis-dependent metric which determines the probability of obtaining an incorrect
solution (i.e., distribution of bit strings) under a NISQ application, and is bounded between 0 and 1, with 0 (1) indicating that
the correct solution is always (never) measured.
These common error metrics are related by the following inequalities in d dimensions,
r(E)d+ 1
d
≤ (E − I) ≤
√
r(E)
√
d(d+ 1), (10)
and
dTV(P,Pideal) ≤ (E − I). (11)
While (E − I) cannot be experimentally measured in general, any stochastic error model ERC (e.g., achieved through RC)
is known42 to saturate the lower bound in Eq. 10, which implies
dTV(PRC,Pideal) ≤ (ERC − I) = r(ERC)d+ 1
d
. (12)
In contrast, for general coherent errors, (E − I) is known to saturate the upper bound of Eq. 10, scaling with
√
r(E).43, 44
For typical two-qubit RB error rates of r(E) ' 10−2 in today’s NISQ systems, coherent errors at this scale can contribute
as much as
√
r(E) ' 10−1 to the probability of an incorrect outcome for each two-qubit gate in the circuit, whereas for
stochastic errors the impact remains at the 10−2 scale and can be directly compared to fault-tolerant thresholds based on the
diamond norm. As gate error rates scale down, the quadratic reduction
√
r(E) → r(E) from RC can provide significantly
greater performance gains by simply tailoring residual coherent errors into stochastic Pauli noise at the compiler level. As
explained in,7 this quadratic reduction in the worst case error rate enables the direct comparison of benchmarked gate fideli-
ties with fault-tolerance thresholds for Pauli errors, making fault-tolerant quantum computation possible with gate fidelities
comparable to those realized in modern-day experiments.
The upper bound in Eq. 11 follows from considering the definition of (E − I), when defining ρE = I ⊗ E(ρ) and
ρI = I ⊗ I(ρ), so that
1
2
||ρE − ρI ||1 ≤ (E − I). (13)
5
Then, defining the partial trace taking any ρ (on the dilated Hilbert space) to σ, a density operator on the (reduced) base
Hilbert space, and noting that the partial trace is a completely positive trace-preserving (CPTP) map and that the norm || · ||1
is contractive under CPTP maps, it follows that
||σE − σI ||1 ≤ ||ρE − ρI ||1. (14)
Finally, if we define Pideal (P) as the probability distribution induced by measurement of σI (σE ), then the definition of the
TVD implies
dTV(P,Pideal) ≤ 1
2
||σE − σI ||1 ≤ (E − I). (15)
6. Quantum Fourier Transform
Experimental TVD results for the QFT applied to two and three qubits can be seen in Fig. S3. For each qubit subset, single-
qubit product states involving permutations of |0〉, |1〉, and |+〉 constitute our “known” input states, and “random” input
states were generated by applying random SU(2) unitaries to each qubit independently before applying the QFT algorithm.
N = 50 randomizations were generated for each bare circuit, and 100 random inputs were generated for each data set.
Each bare circuit was measured 10,000 times, and each randomization was measured 200 times. A summary of the TVD
improvement under RC for all two-, three-, and four-qubit results can be seen in Fig. S4, plotted as the ratio of the bare
to RC TVDs, dTV,bare/dTV,RC, as a function of the distribution uniformity of the ideal results. The histogram of the TVD
improvement under RC (y-axis) for the random input results is included in Fig. 4e of the main text.
Simulated QFT results were generated by first creating a model of our four-qubit system using the single-body error
rates extracted from the cycle error reconstruction results in Fig. S1b (outlined below), and then simulating these errors on
the same circuits that were used in the experiment. Single-body gate errors are those that have only one non-identity Pauli
operator in the error correlator, including those results for which single- and two-body errors cannot be distinguished due to
degeneracies. Our simulator takes into account realistic values for state preparation and measurement (SPAM) errors (see
Table S1) and implements coherent and stochastic errors in each cycle of a circuit. Stochastic noise acts on each qubit per
cycle with a finite probability, and coherent errors are implemented by adding an over-rotation  to each qubit (Eq. 3), where
 is set according to the process infidelity due to coherent errors. A similar model is used for simulating coherent errors on
two-qubit gates. The histograms of the TVD improvement for random input states under RC for the simulated results in Figs.
S5, S6, and S7 are included in Fig. 4e of the main text.
7. Simulation Model
We now detail the simulation model. First, given a probability simplex q ∈ RN and a real vector h ∈ RN−1 we can define a
quantum channel
S(q, h) = UhKq, (16)
where Uh is the unitary superoperator corresponding to the unitary matrix
Uh = exp
(
−i
N−1∑
i=1
hiPi
)
, (17)
and where Kq is the Pauli Kraus channel
Kq(ρ) =
N∑
i=0
√
qiPiρP
†
i . (18)
Here, P0, ..., PN−1 with N = 4n is some enumeration of the n-qubit Paulis such that P0 = I . S(p, h) defines a somewhat
arbitrary but large class of CPTP channels which is sufficient but not necessary to suit our needs: we require a parameterized
class of CPTP channels over which to perform a numerical search.
Next, given any pair (q, h) we can compute the Pauli transfer matrix (PTM) of S(q, h), whose diagonal vector we denote
as d(q, h). We can likewise compute the unitarity of the channel S(q, h) by taking the 2-norm of the lower PTM block,29
denoting it by u(q, h).
Finally, suppose that for some subset of qubits we experimentally measure the PTM diagonal to have a value of f ∈ RN .
This is naturally done with cycle error reconstruction (see, for example the “(5,4): CX” block of the first cycle in Fig. S1),
where the error Kraus probabilities are reported for the qubits (4,5), from which the PTM diagonal for these qubits can be
constructed via the inverse Walsh-Hadamard transform.33 We wish to define a channel for simulation whose PTM diagonal
matches f up to a user-defined scaling, and such that the channel has a user-defined unitarity. Therefore, we perform a
numerical optimization to find (q, h) such that
d(q, h) = 1− s0(1− f) (19)
u(q, h) = 1− (1− s1)(1− f2) (20)
where s0 ∈ [0, 1] defines the factor with which to decrease the process infidelity (recall the process infidelity corresponding
to f is 1− f where f is the mean value of f ), and where s1 ∈ [0, 1] defines the unitarity fraction, where a value of 1 results
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Figure S3: Two- and three-qubit quantum Fourier transform results for (a) Q4 & Q5, (b) Q5 & Q6, (c) Q6 & Q7, (d) Q4, Q5,
& Q6, and (e) Q5, Q6, & Q7. Pearson r values listed in the legend indicate the linear correlation of each data set. Linear fits
are plotted for the RC data, with transparent bands indicating the 95% confidence intervals.
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Figure S4: Experimental results of the TVD improvement under RC for the quantum Fourier transform applied to two, three,
and four qubits, as a function of the distribution uniformity of the ideal results. The qubit subsets are specified in the legend.
Histograms of the known input results (pink) and random input results (grey) are included on both axes to show how the
results are distributed. RC performs better for results in which dTV,bare/dTV,RC > 1, but performs worse for results in which
dTV,bare/dTV,RC < 1. For all random input results, the average improvement is dTV,bare/dTV,RC = 1.92.
in S(q, h) being unitary, and 0 results in S(q, h) being as stochastic as possible given the constraints. This minimization
is performed with SciPy’s BGFS solver for all non-overlapping subsets of qubits of the device, which is valid because
the experimental data show no significant correlated error between gate-bodies. Minima are consistently found to within
numerical precision, though minimum values are not unique.
The resulting channels are used to define cycle-dependent noise with which simulations are performed. We allow a
different value of s for single- and two-qubit subsets. Guided by our CB results, RB, and unitary RB measurements, s1 was
set to 0.7 (0.9) for single-qubit (two-qubit) gates for all simulated results. s0 = 1.0 for the results in Fig. S5 to simulate error
rates that are equivalent to experimental values. However, s0 = 0.1(1.0) for single-qubit (two-qubit) gates for the results in
Fig. S6, and s0 = 0.1 for both single- and two-qubit gates for the results in Fig. S7.
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Figure S5: Simulated QFT results using a model with equivalent error rates. a, Experimental vs. simulated cycle error
reconstruction results based on a model of our system with equivalent single-body error rates in which the fraction of the total
error rate due to coherent errors was set to 0.7 (0.9) for single-qubit (two-qubit) gates. b, Simulated results for data in Fig. S4
using the model presented in a. The average improvement is dTV,bare/dTV,RC = 2.13 for all random input results, showing
good agreement with the experimental results in Fig. S4.
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Figure S6: Simulated QFT results using a model with improved single-qubit error rates. a, Experimental vs. simulated cycle
error reconstruction results, with the single-qubit error rates reduced by a factor of 10 compared to the model presented in
Fig. S5. b, Simulated results for data in Fig. S4 using the model presented in a. The average improvement is dTV,bare/dTV,RC =
2.47 for all random input results.
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Figure S7: Simulated QFT results using a model with improved single- and two-qubit error rates. a, Experimental vs.
simulated cycle error reconstruction results, with both the single- and two-qubit error rates reduced by a factor of 10 compared
to the model presented in Fig. S5. b, Simulated results for data in Fig. S4 using the model presented in a. The average
improvement is dTV,bare/dTV,RC = 3.39 for all random input results.
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