Introduction and results
Consider the classical universal cover of the one dimensional complex torus C * , which gives us the exact sequence
Model theoretically one can interprete the sequence as a structure in various ways. The simplest algebraic structure on the sequence which bears an interesting algebro-geometric information is the one with the additive group structure in the middle and with the full algebraic geometry on C * . The latter is equivalent to treating C * as C \ {0} with the full field structure on C. We call this structure a group cover of the multiplicative group of the field.
Is the group cover of C * determined uniquely? We can put the question in the following precise form:
Given an exact sequence
with H a torsion-free divisible abelian group and ex a group homomorphism, is there an isomorphism σ between the groups covers (1) and (2) , that is a group-isomorphism σ H : C → H and a field automorphism σ C : C → C such that all the arrows commute? 
is another such sequence, with a field F ′ isomorphic to F, then there is an isomorphism σ between the sequences, which is a field isomorphism on F, a group isomorphism on H and Z, and all the arrows commute.
It is worth reminding here that the isomorphism type of an algebraically closed field of a given characteristic is, by Steinitz' theorem, determined by its transcendence degree.
The results of the paper furnish an algebraic background for the study of a more complicated structure, a field with pseudo-exponentiation (see [Z1, section 2] and [Z3]) which takes into account that the cover H bears field structure as well.
The proof of Theorem 1 is a model-theoretic consequence of Theorem 2 (see the introduction below) formulated and proved in a field-theoretic language. The formulation is rather technical but, importantly, it is an arithmetic statement equivalent to the geometric form of Theorem 1. The equivalence is due to the model-theoretical Keisler-Shelah theory of excellency. We do not give full details for this equivalence here leaving it to the forthcoming paper [Z4] .
Theorem 1 is not trivial due to the fact that, once for a ∈ F × we fix an h ∈ H such that ex(h) = a, we fix the whole subgroup ex(Q· h). In particular if, for example, F = F ′ we can not in general take σ to be identity on F.
On the other hand, there is a version of the statement which is quite easy to prove; this is the case when in the definitions Z is replaced byẐ, the completion of Z in the profinite topology. This corresponds to the well-known SGA-construction of "the algebraic π 1 ". We discuss these issues and provide detailed proofs in the last section of the paper.
The author would like to thank Neil Dummigan for a very substantial contribution to this paper. On the initial step of the research he directed the author to certain Galois calculations, which developed later into the proof of the crucial Lemma 2.19, and also took part in the proof of an important Lemma 2.1, not mentioning helpful general discussions and suggestions.
The author is very thankful to D.Pierce for carefully reading the paper and suggesting many valuable improvements. Also thanks are due to P.Voloch who provided us with a proof of a version of Corollary 1.5 over an algebraically closed field.
In the rest of the section we introduce our main definitions and discuss the main results on a more technical level. Notation 1.1 For a non-torsion a ∈ C × let a Q be a (non unique) multiplicative subgroup of C × containing a and isomorphic to the additive group Q of the rational numbers. We call such a subgroup a multiplicatively divisible subgroup associated with a. (An example of such a subgroup one gets by fixing a value for ln a and letting
Notice that the notation a Q makes also sense when a is a root of unity, then this is just the torsion group of the field.
We further denote a 1 , . . . , a n is the multiplicative subgroup generated by a 1 , . . . , a n ∈ C × .
µ n is the group of roots of unity of power n in C × , µ is the group of all the roots of unity in C × .
Remark 1.2 Notice that, for a fixed a ∈ C × as above, a choice of a Q can be done by choosing roots a Remark 1.4 µ is needed in the definition ofP only in case n = 0.
Theorem 2 has the following Corollary 1.5 Let W 1 n be the locus of (the minimal algebraic variety con-
is irreducible overP and is precisely W 1/dm .
The proof of Theorem 1 in case F is countable follows directly from Theorem 2, with n = 0, by the standard back-and-forth construction of the isomorphism. For this we only need to notice that if a partial linear isomorphism σ H : H → H ′ maps a Q-subspace generated by linearly independent h 1 , . . . , h r ∈ H to the subspace generated by linearly independent h 
), and finally put σ H (h) = h ′ . The case of cardinality ℵ 1 can be done applying the case n = 1 of Theorem 2 by using one more standard model-theoretic trick. As we want to extend an isomorphism between two countable sequences (3) one transcendence degree up ℵ 1 times, we need to be able to extend σ 0 = (σ H 0 , σ F 0 ) for countable H 0 and F 0 as above to (H, F ) with F = ex(H) an algebraically closed field of transcendence degree one over F 0 , say
We extend σ 0 by induction to i then the same is true over F 0 . Since such an m is given by case n = 1 of Theorem 2, we can proceed as above extending the isomorphism.
Surprisingly, this does not easily generalise to arbitrary cardinalities. So, the passage from the countable to the general case goes via a direct application of the main result of [Z2], a special case of Shelah's excellency theory [Sh] , which gives very general conditions for an isomorphism between uncountable structures to exist.
It would be useful to remark that the linear disjointness argument used above corresponds to the general notion of splitting, a part of the theory of excellency.
It is highly desirable in view of the discussion of other pseudo-analytic structures in [Z1] :
-to generalise Theorem 2 to fields of arbitrary characteristics; -to prove a version of Theorem 1 for the sequences of the form
where A(F ) is the group of F -points of an abelian variety A of dimension d with the field of definition F 0 ⊆ F, F an algebraically closed field, H an abelian torsion free group, ker an abelian group of rank 2d, and the isomorphism σ on A(F ) is induced by an isomorphism of the field F fixing F 0 .
Proof of the main theorem
Notice first that the above definition can be equivalently given as follows:
Indeed, though the latter formulation is formally weaker, it allows us to define
We prove Theorem 2 through the following series of lemmas. Without loss of generality we assume that L j ∩ P contains a transcendence basis of
Lemma 2.1 The multiplicative group of the field P is isomorphic to a direct product A · C of a free abelian group A and the group C = P × ∩ µ. The multiplicative group of the field P (L), for L an algebraically closed field, is isomorphic to a direct product A · C of a free abelian group A and the group C = L × .
Proof Let first P be a finite (algebraic) extension of Q. Then by the theory of fractional ideals (see [He] ), letting U be the group of units of the ring of integers of P, the quotient-group P × /U is a subgroup of the group of fractional ideals, which is a free abelian group generated by the prime ideals. Hence P × /U is free too. By Dirichlet's Unit Theorem, U = C · U ′ where C is the torsion subgroup of U and U ′ a finitely generated free abelian group. Hence P × /C is free. It follows that P × = A · C for some free A. The multiplicative group of P (L), for P a finitely generated extension of Q, is the multiplicative group of a field which is of finite transcendence degree over the algebraically closed field L. Such a field can be viewed as the field of rational functions of an algebraic variety over L. According to the normalization theorem ([H], I, ex.3.17), we can assume the variety normal. On a normal variety the concept of Weil divisor ([H], II.6) makes sense, and the divisors of functions (the principal divisors) form a subgroup of the free abelian group of all Weil divisors on the variety. So P (L) × /U, where U is the subgroup of functions with trivial divisors, which is the group L × of constant functions, is isomorphic to a subgroup A of a free abelian group, and thus is free itself.
In the case that P is a finitely generated extension of Q we can view P as the function field of an algebraic variety, over some finite extension of Q. We can again assume the variety normal over the algebraic closure of Q, by the normalisation theorem. As the normalization procedure uses only finitely many coefficients, so rather than going to the algebraic closure of Q, some sufficiently large finite extension will do. So let the new P be the function field of the variety over this sufficiently large finite extension K of Q. As above the group of principal Weil divisors P × /K × , is a free abelian group, say A ′ . But K × , the multiplicative group of a finite extension of Q, is isomorphic to A ′′ · C, A ′′ free, by the above proved. By the theory of abelian groups we thus have P × = A ′ · A ′′ · C, with A = A ′ · A ′′ free and the products direct.
Recall that a subgroup B of an abelian group is called pure if whenever the equation x n = b for a b ∈ B and n ≥ 1 has a solution in A, it has a solution in B.
Definition 2.2 A tuple {a 1 , . . . , a k } of elements of P × will be called simple in P if {a 1 , . . . , a k } is multiplicatively independent and the subgroup a 1 , . . . , a k is pure in P × .
Remark 2.3 In case P = Q any tuple of distinct primes is simple.
Lemma 2.4 Let {a 1 , . . . , a r } be a multiplicatively independent tuple in P and C = P ∩ µ. Then the following conditions are equivalent: (i) {a 1 , . . . , a r } can be extended to a basis of a free subgroup A such that
(iii) the image of {a 1 , . . . , a r } in the quotient-group P × /C can be extended to a basis of the free abelian group P × /C. (iv) {a 1 , . . . , a r } is simple.
Proof Let P × = A · C and A a free abelian subgroup of P × . This induces the projection pr : P × → A with kernel C. Suppose now P × = a 1 , . . . , a r · B, direct. Then pr is a monomorphism on a 1 , . . . , a r and pr(A) = A is a direct product of gp(pr(a 1 ), . . . , pr(a r )) and pr(B). Choose now a subset S ⊆ pr(B) freely generating pr(B) and T ⊆ pr −1 (S) such that pr(T ) = S and pr −1 (s) ∩ T consists of one element for any s ∈ S. Then T generates a free subgroup T such that T · C = B and so T completes {a 1 , . . . , a r } to a set of free generators. This proves that (ii) ⇒ (i).
(i) ⇒ (iii) by definition, and (iii) ⇒ (iv) is obvious. Also if (iii) holds, let U be a basis of P × /C extending the image of {a 1 , . . . , a r } and T ⊆ P × a set of representatives of elements of U, containing {a 1 , . . . , a r }. It is easy to see that T generates a free group complementary to C. This proves that (iii) ⇒ (i). Suppose that (iv) holds. Consider a basis U of free generators of A. Let u 1 , . . . , u n be distinct elements of U such that {a 1 , . . . , a r } ⊆ u 1 , . . . , u r . By Corollary 28.3 in [F] , under the assumptions that gp{a 1 , . . . , a r } is a pure subgroup of a finitely generated abelian group, it is a direct summand of the group. I.e. u 1 , . . . , u n = a 1 , . . . , a r · B for some subgroup B of u 1 , . . . , u n . Since the latter is free, B is free too and thus {a 1 , . . . , a r } can be extended to a basis of u 1 , . . . , u n . Adding to the basis U \ {u 1 , . . . , u n } we get a basis of A.
Lemma 2.5 Let {a 1 , . . . , a r , a r+1 } be simple in P r+1 = P (a 1 , . . . , a r+1 ). Then a 1 , . . . , a r is simple in P r = P (a 1 , . . . , a r ).
Proof Indeed, if, for b ∈ a 1 , . . . , a r , the equation x n = b has a solution in P (a 1 , . . . , a r ), it has one in P (a 1 , . . . , a r , a r+1 ), and hence it has a solution in the free group a 1 , . . . , a r , a r+1 . It follows that the equation has a solution in a 1 , . . . , a r . Definition 2.6 Given a number k > 1, a non-zero a ∈ P is said to be k-simple if a / ∈ µ and for any b ∈ P, ǫ ∈ µ and an integer d
Remark 2.7 Obviously, every simple a ∈ P is k-simple. On the other hand, e.g. in Q, 5 2 is 3-simple but not 2-simple.
Lemma 2.8 Let a ∈ P and k > 1, an integer. Then the following three conditions are equivalent (i) a is k-simple;
(ii) given a divisor m > 1 of k there is no α ∈ P and a root of unity ǫ such that a = α m ǫ; (iii) given a divisor m > 1 of k the image of a in the quotient-group P × /C (C = P ∩ µ) has no roots of power m.
Proof (i) ⇔ (iii) since the group P × /C is torsion-free. (i) ⇒ (ii) is obvious. To prove the converse suppose the negation of (i) holds, i.e.
we get the negation of (ii).
Let from now on q be a prime number.
Lemma 2.9 Let ǫ be a root of unity of order q. Suppose a ∈ P is q-simple in P. Then a is q-simple in P (ǫ).
Proof Suppose a = α q ζ for some α, ζ ∈ P (ǫ) and ζ M = 1 for some integer M. Then
The orbit of α under the Galois group (P (ǫ) : P ) consists of d = deg(α/P ) ≤ (P (ǫ) : P ) ≤ q − 1 elements of the form αξ, for ξ ∈ µ qM . Hence the norm has the form
Lemma 2.10 If a is q-simple in P and ı = √ −1 ∈ P then a is q-simple in P (ζ), where ζ is a root of unity of order q t , t ≥ 1.
Proof By Lemma 2.9 the statement holds for t = 1. Suppose it holds for t = t 0 and fails for t = t 0 + 1. We may then assume that ζ 0 , a primitive root of unity of order q t 0 , is in P.
Let ζ be a primitive root of unity of order q t , ζ q = ζ 0 , and we may assume that ζ / ∈ P. By [L], VI,Thm 6.2, polynomial x q − ζ 0 is irreducible over P, thus
By assumptions and Lemma 2.8 there is α ∈ P (ζ) \ P and ǫ ∈ µ such that
Of course, ǫ ∈ P (ζ). If (m, q) = 1 then a m is q-simple in P as well, so by raising the equation (6) to power m we may w.l.o.g. assume that the multiplicative order of ǫ is of the form q r for some non-negative integer r ≤ t 0 + 1. Hence ǫ q ∈ P and
Then, by [L] , VI,Thm 6.2 again, deg(α/P ) divides |P (ζ) : P |, hence deg(α/P ) = q.
Let σ = 1 be an element of the Galois group (P (ζ) : P ). Since α ∈ P (ζ), there are unique c 0 , . . . c q−1 ∈ P such that
and, since ζ q = ζ 0 ∈ P, σ(ζ) = ζ · ǫ, for some ǫ, a primitive root of unity of order q, which is in P.
On the other hand σ(α) = αξ, for some ξ, ξ q 2 = 1.
If σ(ξ) = ξ then ξ ∈ P and which contradicts the assumption of q-simplicity, and we are done in this case. So we assume that ξ is a root of order q 2 , not in P. By definitions σ(ξ) = ξ l for some 1 < l < q 2 such that (l, q) = 1. By induction on k the condition (7) extends to
Since σ is of order q we have σ q (α) = α and thus
But 1 + l + · · · + l q−1 = l q − 1 l − 1 and hence l q ≡ 1(mod q) and l ≡ 1(mod q).
It follows l = q + 1 and l k ≡ kq + 1(mod q 2 ), for k = 0, . . . , q − 1, thus
Comparing with (8) we see that only q = 2 is possible. But in this case ξ = ı ∈ P, the contradiction.
From now on we assume that ı ∈ P.
Let P 0 be a maximal purely transcendental extension of Q in P, and ϕ the Euler function.
Lemma 2.11
If a is q-simple in P but not q w -simple in P (ξ) for some root of unity ξ and a positive integer w, then ϕ(q w ) divides |P : P 0 |.
Proof First consider the case when ξ is a primitive root of unity of order p, some p ∈ N, (p, q) = 1. Suppose
ǫ is a primitive root of unity of order q w , α ∈ P (ξ), and m ∈ N. By [L], VI,Thm 6.2, polynomial x q w − a is irreducible over P, thus deg(α/P ) = q w and for any ǫ, a root of unity of order q w , there is σ in the Galois group of the normal extension (P (ξ) : P ) such that
It follows that a primitive root of unity of order q w , denote it ǫ, belongs to P (ξ). Now we compare the degrees of some Galois extensions:
, VI, Thm 1.12) and
Analogously we get
for some divisor d 2 of |P : P 0 |. So, under the condition ǫ ∈ P (ξ), we obtain
which implies that ϕ(q w ) divides |P : P 0 |.
In the general case assume α ∈ P (ǫξ) and (9) holds. Let β ∈ P (ξ) satisfy the equation β q u = aǫ n for maximal possible integer u and some integer n. Then ϕ(q u ) divides |P : P 0 | by the above proved, and β is q-simple in P (ξ). By Lemma 2.10 β is q-simple in P (ξ, ǫ), which implies u ≥ w and ϕ(q w ) divides |P : P 0 |.
Corollary 2.12
If a is simple in P then there is a positive integer N depending on P such that a 1 N ∈ P (ξ), for some root of unity ξ, and a
Proof Let N be the maximal positive integer with the property that ϕ(N) divides |P : P 0 | and a 1 N ∈ P (ξ) for some ξ. Such an integer exists because the first part of the condition is satisfied by at most finitely many integers.
If there is M and ξ ′ such that Lemma 2.13 Let A be a free abelian subgroup of rank r of a torsion free group A ′ . Suppose there is a natural number N such that a N ∈ A for any a ∈ A ′ . Then A ′ is a free abelian group of rank r.
Proof By assumptions group A ′ /A is periodic, of a bounded exponent. Proposition 18.3 of [F] states under these conditions that A ′ is a direct product of cyclic groups, in our case all the cyclic groups are infinite, i.e. the group is free. The rank of A ′ must be r too, because any b 1 , . . . , b s ∈ A ′ with s > r must be multiplicatively dependent, since b Lemma 2.14 Let a 1 , . . . , a r be a simple tuple in P and A the subgroup of P × generated by a 1 , . . . , a r . LetP = P (µ), the extension of P by all the roots of unity, and A # be the pure hull of A inP × , i.e. the group of the elements b ∈P × such that b n ∈ A for some n. Then A ′ = A # /A # ∩ µ is a free abelian group of rank r.
Proof By assumptions A can be naturally identified with A/A ∩ µ and is a free abelian group of rank r. By Corollary 2.12, given b ∈ A # the least positive integer N such that b N ∈ A · µ is bounded by |P : P 0 |. Thus A ′ /A is periodic of bounded exponent. It follows that A and A ′ satisfy the assumptions of Lemma 2.13. Thus A ′ is free abelian of rank r.
Let from now onP = P (µ), the extension of P by all the roots of unity.
It follows from Lemma 2.14 Corollary 2.15 For any multiplicatively independent tuple {a 1 , . . . , a r } ⊆ P × there is a tuple Indeed, there is a positive integer M ≤ ml such that β M ∈ K and b hand K(β, b 1 , . . . , b r ) = K(b 1 , . . . , b r ) and
. . , a r and b m · c −lm ∈ a 1 , . . . , a r has a root p of power lm in K. Since {a 1 , . . . , a r } is simple in K, we get that p ∈ a 1 , . . . , a r and thus β is equal, up to a root of unity, to c·p ∈ b 1 , . . . , b r . This proves the claim.
The Lemma now follows directly from the claim.
Proof Suppose, for 0 ≤ k < n, we found a Proposition 2.18 Given {a 1 , . . . , a r } ⊆P multiplicatively independent over P ∩L
Proof By Lemma 2.17 we can find {a
for each j ∈ {1, . . . , n}. We may assume a ′ i = a i ∈P , all i, and are going to prove that {a 1 , . . . , a r } is simple in P (L i ) for each i ∈ {1, . . . , n}.
Since L 1 , . . . , L n are countable fields, we can represent
where P (0) =P and 
). To prove the proposition it is enough to check that if an element a ∈P is simple in
That is there is a root α of a of some order m > 1 in P (i+1) (L j ). Choosing m minimal, we have that α generates a cyclic (hence normal) extension of P (i) of order m. Since (P (i+1) : P (i) ) has no intermediate normal extensions, it must be cyclic generated by α, so (L 
with p 0 , . . . , p m−1 ∈ P (i) . Let σ be an automorphism of (P (i+1) : P (i) ) which sends α to αξ, for ξ a primitive root of 1 of order m. Then
and at the same time
Comparing the two expressions we get that all but one p i 's is zero and
Lemma 2.19 Let R ⊆ C be a field containing a primitive root of unity of order n, {a 1 , . . . , a r } ⊆ R be simple in R and α 1 , . . . , α r ∈ C, α (a 1 , . . . , a r ) of order n is conjugated to (α 1 , . . . , α r ) by an automorphism over R.
Proof Let R × n be the n-powers subgroup of R × . Since {a 1 , . . . , a r } is simple, we have the group isomomorphism
On the other hand, by Kummer's theory (
Proof of the theorem. Let C = µ·L
Theorem 1 As was mentioned in the first section of the paper, the proof of Theorem 1 from Theorem 2 is based on a rather general model theoretic construction. First, let us represent a sequence of the form (3) as a one sorted structure H. The domain of H will be H, the only basic operation is +, the group operation, and the basic relations on H are: a binary equivalence relation E, with interpretation
and a ternary relation S with the interpretation
So, each equivalence class hE with a representative h ∈ H corresponds to a non-zero element ex(h) of F. The multiplication in F corresponds to the group operation + on H, and we also have S to speak about addition in F. In particular, the equivalence class corresponding to the unit 1 of F, which is just the kernel of ex, is definable in H.
The appropriate formal logical language to consider the structures is L ω 1 ,ω , the language with countable conjunctions and finite number of variables studied in [K] . Proof Σ should say that: (i) (H, +) is a divisible torsion free abelian group; (ii) H/E, with regards to the operations coming from + and S, can be identified as F \ {0} for some algebraically closed field F of characteristic zero; and
where ker stands for the kernel of the homomorphism ex.
We also can define a closure operator cl on the domain H of a model H of Σ by letting for X ⊆ H cl(X) = ex −1 (acl(ex(X))), where acl is the algebraic closure operator in the sense of the field structure on F = ex(H) ∪ {0}.
Lemma 3.2 For any model H of Σ and X ⊆ H :
is a monotone idempotent operator; (iv) cl satisfies the exchange principle:
(v) cl(X) with the induced relations is a model of Σ.
Proof Follows immediately from the properties of acl. Definition 3.3 Let H, H ′ be models of Σ and G their common subset. A (partial) mapping ϕ : H → H ′ is called a G-monomorphism, if it preserves quantifier-free formulas with parameters from G, that is for any such formula Φ(v 1 , . . . , v n ) and elements h 1 , . . . , h n ∈ H
Remark 3.4 The G-monomorphism type of a linearly independent tuple (x 1 , . . . , x l ) in H is determined by the algebraic type of (ex (q 1 x 1 ) , . . . , ex(q l x l )) for all rational numbers q 1 , . . . , q l . In other words, letting y q i = ex(qx i ), we want to know the field theoretic isomorphism type of (y 
Proof (i) is obvious if one remembers that the cl-independence of X over X 0 means that ex(X) is algebraically independent over ex(X 0 ) in the field F.
(ii) follows directly from Theorem 2 (see also Corollary 1.5), when one takes ex(G) = L = L 1 = · · · = L n , algebraically closed subfield of F, X to be {a 1 , . . . , a r } and y = b 1 , l = 1.
(iii) is obvious.
Lemma 3.6 Given a countable submodels G 1 , . . . , G n ⊆ H and h 1 , . . . , h l ∈ cl(G 1 ∪ · · · ∪ G n ), the locus of (h 1 , . . . , h l ) over G 1 ∪ · · · ∪ G n is finitely determined, i.e. there is a finite subset A ⊆ G 1 ∪ · · · ∪ G n , such that any ϕ : {h 1 , . . . , h l } → H which is an A-monomorphism is also a (
Proof Let L i = ex(G i ), i = 1, . . . , n, b q j = ex(qh j ), for j = 1, . . . , l, q ∈ Q. We may assume that h 1 , . . . , h l are Q-linearly independent over the vector subspace G 1 + · · · + G n , which implies the multiplicative independence of
Apply Theorem 2 with the above notation assuming r = 0. Since the type of (h 1 , . . . , h l ) over G 1 ∪ · · · ∪ G n is determined by the field-theoretic type of In [Z2] we call an L ω 1 ,ω -definable class quasi-minimal excellent if it satisfies the statements of Lemmas 3.2-3.6. in H as well, since any realisation h ′ of p ′ satisfies ex(h ′ ) ∈ acl(ex(X)) ⊆ H 0 and hence h ′ ∈ H 0 .
The last observation contrasts with the case of a cover with compact kernel, that is the case when the kernel of ex is assumed to be Z, the closure of Z in the profinite topology, corresponding to the sequence of the form
Proposition 3.8 If in an exact sequence of groups
G is a divisible torsion-free abelian group, then there is a group isomorphism
Proof Let h ∈ H and g ∈ G satisfy ex H (h) = ex G (g) = a for some a ∈ F × .
Claim. There is a unique ν ∈ ker ex G such that ex H ( h n ) = ex G ( g + ν n ) for all n ≥ 1.
Indeed, let b n = ex H ( h n )ex G ( g n ) −1 and β n ∈ G such that ex G ( β n n ) = b n , for each n ≥ 1.
Obviously, β n ∈ ker ex G and β nm − β n n ∈ ker ex G .
We may identify the additive group ker ex G with the group Z and look for ν as a solution of the system of equations mod n for z ∈ Z z ≡ β n mod n Z, n ∈ N.
The system is finitely satisfiable, for to find a solution for n 1 , . . . , n k , it is enough to solve one equation
The defining property of Z is that any finitely satisfiable system of the form (12) has a unique solution (see [F] , Ch.VII). This proves the claim.
By the Claim to every h ∈ H we can assign unique g with the property ex H ( h n ) = ex G ( g n ) for all n ≥ 1.
Letting σ(h) we have ex H = ex G • σ and also, by uniqueness, σ(h 1 + h 2 ) = σ(h 1 ) + σ(h 2 ).
