The HcscK equations on abelian surfaces by Scarpa, Carlo & Stoppa, Jacopo
ar
X
iv
:2
00
6.
06
25
0v
1 
 [m
ath
.D
G]
  1
1 J
un
 20
20
THE HCSCK EQUATIONS ON ABELIAN SURFACES
CARLO SCARPA AND JACOPO STOPPA
Abstract. The Donaldson-Fujiki Ka¨hler reduction of the space
of compatible almost complex structures, leading to the interpreta-
tion of scalar curvature as a moment map, can be lifted canonically
to a hyperka¨hler reduction. Donaldson proposed to consider the
corresponding vanishing moment map conditions as (fully nonlin-
ear) analogues of Hitchin’s equations, for which the underlying
bundle is replaced by a polarised manifold. However this construc-
tion is well understood only in the case of complex curves. In this
paper we study Donaldson’s hyperka¨hler reduction on a compact
complex two-dimensional torus. We obtain a decoupling result,
a variational characterisation, existence and uniqueness in certain
cases, and discuss some aspects of the analogy with Higgs bundles.
MSC2020: 53C55, 53C26, 32Q15, 32Q60.
1. Introduction
Let (M,ω) denote a compact Ka¨hler manifold of dimension n, with a
fixed Ka¨hler form. Donaldson [4] and Fujiki [8] constructed a Hamilton-
ian action of the group of Hamiltonian symplectomorphisms Ham(M,ω)
on the space J of almost complex structures compatible with the sym-
plectic form ω, endowed with a natural Ka¨hler structure. It turns out
that the moment map for this action, evaluated at J ∈ J on Hamilto-
nians h, is given by
µJ(h) =
∫
M
2(s(gJ)− sˆ)h ω
n
n!
,
where s(gJ) denotes the Hermitian scalar curvature of the Hermitian
metric gJ = ω(−, J−). Thus the zero moment map equation is pre-
cisely the constant scalar curvature condition for gJ . This fact found
important applications in complex differential geometry (see e.g. the
classic [5]).
Donaldson [6] also proposed to study the induced Ham(M,ω)-action
on the cotangent bundle T ∗J . By analogy with the finite-dimensional
case, one expects that this carries the structure of an infinite-dimensio-
nal hyperka¨hler manifold, preserved by the action of Ham(M,ω). Then
the corresponding real and complex moment map equations would give
a close analogue of Hitchin’s equations for harmonic bundles (originally
introduced in [10]), in the context of special metrics in Ka¨hler geometry.
In this analogy T ∗J replaces the cotangent bundle to the space of ∂¯-
operators on a fixed smooth Hermitian bundle, and Ham(M,ω) plays
1
2the role of the unitary gauge group. So one can think of these equations
roughly as deforming the constant scalar curvature condition with a
“Higgs field”. The case of complex curves was considered in detail in
[6, 11, 14] (see also [15] for related results).
In the higher dimensional case the relevant hyperka¨hler structure
on T ∗J was described explicitly in [13]. Let us briefly recall the con-
struction. As in the work of Donaldson and Fujiki, one regards J
as the space of sections of a (non-principal) Sp(2n)-bundle with fi-
bres diffeomorphic to the model space of compatible linear complex
structures, namely the quotient Sp(2n)/U(n). This is a Hermitian
symmetric space of noncompact type, naturally identified with Siegel’s
upper half space. By general results due to Biquard and Gauduchon
[2] there exists a unique Sp(2n)-invariant real function ρ, defined on
an open Sp(2n)-invariant neighbourhood of the zero section of the
cotangent bundle T ∗(Sp(2n)/U(n)), such that adding i∂∂¯ρ to the pull-
back of the invariant Ka¨hler form on Sp(2n)/U(n) we obtain a hy-
perka¨hler metric. As T ∗J is a Sp(2n)-bundle with fibres diffeomorphic
to T ∗(Sp(2n)/U(n)), this can be transferred to an infinite-dimensional,
formally hyperka¨hler metric on a Ham(M,ω)-invariant open neighbour-
hood U of the zero section of T ∗J , preserved by Ham(M,ω): this is
the content of Theorem 1.1 in [13]. Let ΩI denote the corresponding
Ka¨hler form on U with respect to the standard complex structure I on
T ∗J (induced by the Donaldson-Fujiki complex structure). Let Θ be
the tautological holomorphic symplectic form on T ∗J . It is shown in
[13] Theorem 1.2 that the action of Ham(M,ω) on U is Hamiltonian
with respect to both the real symplectic form ΩI and the complex sym-
plectic form Θ. The corresponding real and complex moment maps,
evaluated at a point (J, α) ∈ U ⊂ T ∗J (α denoting an endomorphism
of T ∗M , with dual α∨), are given respectively by
mR(J,α)(h) = µJ(h) +
∫
x∈M
dcρ(J(x),α(x)) (LXhJ,LXhα)
ωn
n!
and
mC(J,α)(h) = −
∫
M
1
2
tr(α∨LXhJ)
ωn
n!
.
The corresponding vanishing moment map conditions are the coupled
equations, to be solved for (J, α),
mR(J,α)(h) = m
C
(J,α)(h) = 0, ∀h ∈ ham(M,ω). (1.1)
Because of their close relation to the constant scalar curvature condi-
tion, and the analogy with Hitchin’s harmonic bundle equations, these
are called the HcscK equations in [13].
In the present paper we study the equations (1.1) in the special
case of a compact complex torus M of dimension 2. Without loss of
3generality we can assume that this is in fact the abelian surface
M = C2/(Z2 + iZ2),
endowed with the standard flat Ka¨hler form given in complex coordi-
nates z = x+ iw by
ω = i
∑
a
dza ∧ dz¯a.
Even on this simple geometry the equations (1.1) are highly nontrivial.
Note that there is a real torus T ⊂ Symp(M,ω), with T ∼= R2/Z2,
acting on M by translations
t · (x+ iw) = x+ i(w + t).
We will study a particular set of solutions (J, α) to the HcscK equations
(1.1) on (M,ω) such that the ω-compatible almost complex structure
J and the endomorphism α (giving a cotangent vector at J) are both
T-invariant. The class of almost complex structures J we consider is
that of Legendre duals to Ka¨hler potentials for invariant Ka¨hler metrics
in the class [ω]. Such a J is automatically integrable, but we make no
integrability assumption on the deformation of complex structure α∨.
This class of Legendre dual almost complex structures is standard in
toric complex differential geometry and can be understood formally as
an orbit of the (non-existent) complexification of the “gauge group”
Ham(M,ω); we refer the reader to [4] for more details.
Under these assumptions, there exist real coordinates (y, w) such
that
J(y, w) = J(y) =
(
0 −(D2u)−1
D2u 0
)
,
where u(y) is a convex function on Rn, with periodic Hessian, of the
form
u(y) =
1
2
|y|2 + φ(y).
Note that u0 =
1
2
|y|2 corresponds to our fixed reference complex struc-
ture J0 on M , with flat Ka¨hler metric gJ0. A cotangent vector α at
such J ∈ J can be regarded as an endomorphism of the (trivial) com-
plexified cotangent bundle T ∗
C
M . We can lower an index of α using the
Hermitian metric gJ and obtain a complex bilinear form ξ on the fibres
of the (trivial) bundle TCM . The fact that α preserves ω-compatibility
to first order (since it is a cotangent vector) translates into the symme-
try condition ξab = ξba. Thus in effect both our relevant tensors D2u
and ξ are functions on the real torus T with values in complex sym-
metric matrices; moreover D2u is real and positive definite. In what
follows we refer occasionally to u as the symplectic potential. Abusing
terminology, sometimes we also call ξ the Higgs tensor, although no
integrability assumption is made on ξ.
4Our first result, Theorem 1 below, shows that the equations (1.1)
become more explicit and treatable in this case. It is formulated in
terms of the spectral functions
δ+(u, ξ) = λmin(ξD
2u ξ¯D2u), δ+(u, ξ) = λmax(ξD
2u ξ¯D2u),
the smallest and largest eigenvalues of the endomorphism ξD2u ξ¯D2u
(which has real, positive spectrum). A simple computation shows that
we have in fact
δ±(u, ξ) =
1
2
(
||ξ||2u ±
((||ξ||2u)2 − 4| det (ξD2u) |2)1/2) , (1.2)
where the pointwise norm of the tensor ξ with respect to the metric gJ
defined by u is given by
||ξ||2u = tr
(
ξD2u ξ¯D2u
)
.
Pairs (u, ξ) corresponding to (J, α) ∈ U ⊂ T ∗J , the admissible neigh-
bourhood of the zero section, must satisfy the bounds δ±(u, ξ) < 1, i.e.
the spectral radius r(u, ξ) = r(ξD2uξ¯D2u) satisfies r(u, ξ) < 1. It is
also convenient to introduce the quantities
ψ(u, ξ) =
1
2
((
1− δ+(u, ξ))1/2 + (1− δ−(u, ξ))1/2)−1 ;
ψ˜(u, ξ) = ψ(u, ξ)
(
1 +
(
1− δ+(u, ξ))1/2)−1 (1 + (1− δ−(u, ξ))1/2)−1 .
These are well defined a priori for solutions of (1.1), by our previous
observation.
Theorem 1. The HcscK equations (1.1) on (M,ω) for T-invariant
(J, α), with J as above, are equivalent to the system of uncoupled par-
tial differential equations
(
ξab
)
,ab
= 0(
−1
2
uab + ψ(u, ξ) ξ¯acucdξ
db − | det (ξD2u) |2ψ˜(u, ξ) uab
)
,ab
= 0,
(1.3)
corresponding the vanishing of the complex and real moment map re-
spectively.
Remark 2. We will show (Proposition 12) that the integrability condi-
tion for the deformation of complex structure α∨ dual to the cotangent
vector α is equivalent to ξ being of the form (D2u)−1D2ϕ (D2u)−1, for
a function ϕ whose Hessian is a periodic function of y. Thus a general
solution to the complex moment map equation does not correspond
to an integrable deformation of complex structure, but rather to an
almost Ka¨hler deformation.
When the Higgs tensor ξ does not have maximal rank the real mo-
ment map equation simplifies considerably (we will see that there are
infinitely many such ξ satisfying the complex moment map equation).
5Corollary 3. If det(ξ) = 0, the real moment map equation in (1.3)
becomes (
−uab + ξ
aducdξ¯
bc
1 + (1− ||ξ||2u)1/2
)
,ab
= 0.
We show that the real moment map equation also admits a useful
variational characterisation. In order to describe this, let us introduce
the strictly decreasing, concave function of a real variable x ∈ [0, 1]
given by
H(x) = (1− x)1/2 − log(1 + (1− x)1/2).
Let us write dµ for the Lebesgue measure on the real torus T. We
define the Biquard-Gauduchon functional as
H(u, ξ) = −1
2
∫
T
(
H(δ+(D2u, ξ)) +H(δ−(D2u, ξ))
)
dµ. (1.4)
The periodic K-energy (see [7] Section 2) is given by
F(u) = −1
2
∫
T
log det(D2u)dµ. (1.5)
Then we define the periodic HK-energy as
F̂(u, ξ) = F(u) +H(u, ξ). (1.6)
Proposition 4. For fixed Higgs tensor ξ, the real moment map equa-
tion in (1.3) is the Euler-Lagrange equation, with respect to variations
of the symplectic potential u, for the periodic HK-energy F̂(u, ξ).
Our main application of this variational characterisation is a unique-
ness result, which relies in turn on a convexity property.
Theorem 5. Fix a Higgs tensor ξ, and suppose that either Re(ξ),
Im(ξ) are (positive or negative) semidefinite, or det(ξ) = 0. Let ut =
(1− t)u0 + tu1, t ∈ [0, 1] be a linear path between symplectic potentials
u0, u1, such that ||ξ||2ui < 1, i = 0, 1. Then the HK-energy F̂(ut, ξ) is a
well defined and strictly convex function of t ∈ [0, 1]. As a consequence,
under these assumptions on ξ, there is at most one symplectic potential
u, up to an additive constant, solving the real moment map equation in
(1.3) and such that ||ξ||2u < 1.
Remark 6. It is important to point our that, even under the assump-
tions of Theorem 5, the Biquard-Gauduchon functional H(u, ξ) is not,
in general, convex with respect to u. However we show that the periodic
K-energy F(u) compensates this lack of convexity.
We now turn to existence results for the system (1.3). First note that
the complex moment map equation (1.3) is linear. As a consequence
the full space of solutions ξ can be described quite easily in momen-
tum space. Indeed writing ξk for the Fourier modes of ξ, the complex
moment map equation is equivalent to the set of conditions
kT ξkk = 0, k ∈ Z2.
6In order to formulate an existence result for the real moment map
equation, recall that ||ξ||u0 denotes the pointwise norm of the Higgs
tensor with respect to the flat Ka¨hler metric gJ0.
Theorem 7. There exists a constant K > 0, depending only on well-
known elliptic estimates on the real torus T with respect to the flat
metric gJ0, such that if ξ satisfies ||ξ||u0 < K then there exists a unique
solution u to the real moment map equation in (1.3), up to an additive
constant.
More precisely K depends only on standard Schauder estimates, on
the classical Morrey-Nirenberg estimates for equations in two variables,
and on Caffarelli’s Ho¨lder estimates for the real Monge-Ampe`re equa-
tion. So Theorem 7 can be seen as a quantitative perturbation result
around the locus ξ ≡ 0, for which the unique solution is given by u0,
up to an additive constant. Of course this result is still rather implicit,
and one would like to obtain a more concrete estimate. We do not know
how to achieve this in general, but we discuss in detail the special case
when the Higgs tensor ξ depends only on a single variable, say y1, and
satisfies det(ξ) = 0. We show that in this case the real moment map
equation is “integrable”, i.e. it reduces to an algebraic condition, and
use this to prove an effective existence result.
Theorem 8. Suppose the Higgs tensor ξ = ξ(y1) solves the complex
moment map equation and does not have maximal rank. Then either
ξ =
(
0 0
0 ξ22(y1)
)
,
in which case the real moment map equation has the unique solution
u = u0 (up to an additive constant), or
ξ =
(
c ξ12(y1)
ξ12(y1)
(ξ12(y1))
2
c
)
, c ∈ C∗
and there is a unique solution u(y) up to constants to the real moment
map equation provided
|ξ12(y1)| ≤ |c| < 3
10
.
In both cases ξ corresponds to an integrable deformation if and only if
it is constant.
Finally we consider further the analogy between the equations (1.3)
and the classical Hitchin equations for harmonic bundles [10]. There
are at least two features which carry over to the general situation of
the HcscK equations on a complex surface. These are conveniently
expressed in terms of the endomorphism A = α∨ = A1,0+A0,1 of TCM
dual to the cotangent vector α.
7On the one hand, there is an action of U(1) on T ∗J , dual to θ ·A1,0 =
eiθA1,0, and this preserves the real and complex moment map equations,
see Remark 11. In the special case of Theorem 1, this is clear: the
action maps ξ to eiθξ, and the equations (1.3) are manifestly invariant.
Secondly, we can consider the map which associates to A the elemen-
tary symmetric polynomials in its eigenvalues. In general, one shows
that the only nonvanishing polynomials are
σ2(A) = −1
2
trA2 = ||A0,1||2gJ , σ4(A) = det(A) = | det(A0,1)|2.
For our special cotangent pairs corresponding to (u, ξ), these are the
same quantities appearing in the equations (1.3):
σ2(A) = ||ξ||2u, σ4(A) = | det(ξD2u)|2.
In general, for ϕ ∈ Ham(M,ω), these quantities transform as
ϕ∗σi(A) = σi(ϕ
∗A),
but, in our special case, if we restrict to T-invariant tensors and to
Hamiltonian symplectomorphisms commuting with the action of T,
then we have
ϕ∗σi(A) = σi(A),
so that it makes sense to consider the “gauge invariant” map given by
pi(A) = (||A0,1||2gJ , | det(A0,1)|2).
Thus the special locus det(ξ) = 0, which we considered in Corollary 3
and Theorem 8 above, shares some features with the “global nilpotent
cone”, the zero fibre of the Hitchin system: in particular, it is the locus
where the Higgs tensor is most degenerate. We prove a first structure
result for this locus.
Theorem 9. Let ξˆ be a constant matrix with det(ξˆ) = 0, r(ξˆ
¯ˆ
ξ) < 1.
Then nearby (u0, ξˆ) the locus of solutions (u, ξ) to the HcscK equations
(1.3) satisfying det(ξ) = 0 is an infinite dimensional submanifold in
the space of all solutions, provided ξˆ does not belong to an exceptional
subset with empty interior.
The paper is planned as follows. Section 2 provides some background
on Ka¨hler geometry in symplectic coordinates on complex tori, and con-
tains the proofs of Theorem 1, Corollary 3 and Proposition 12. Section
3 proves our variational characterisation and convexity/uniqueness re-
sult, Proposition 4 and Theorem 5. The existence results, Theorem 4
and 8, are proved in Sections 7 and 5 respectively. Finally Theorem 9
is proved in Section 6.
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2. The HcscK equations in symplectic coordinates
This Section is devoted to proving Theorem 1, Corollary 3 and
Proposition 12. The proofs rely on the interplay of complex and sym-
plectic coordinates on our abelian surface M = C2/(Z2 + iZ2). (The
idea of developing the Ka¨hler geometry of toric manifolds in symplec-
tic coordinates is due to Abreu [1] and was adapted to complex tori in
[7]). We fix the standard flat Ka¨hler form given in complex coordinates
za = xa + iwa by
ω = i
∑
a
dza ∧ dz¯a.
We restrict to considering tensors which are invariant under the real
torus T ∼= R2/Z2 which acts by translations in the purely imaginary
directions. Then any invariant Ka¨hler form ωg in the Ka¨hler class ω is
given by the expression
ωg = i
∑
a,b
vabdz
a ∧ dz¯b
where v(x) is a strictly convex function of the form
v(x) =
1
2
|x|2 + h(x),
and the Hessian D2v = vab is Z
2-periodic. By convexity, the gradient
y = ∇v(x)
provides an alternative system of (periodic) coordinates; one can check
that in fact these are Darboux coordinates for the symplectic form ωg,
so the y are called symplectic coordinates. The Legendre dual u(y) to
the potential v(x) is defined by the involutive relation
u(y) + v(x) = x · y.
Then the T-invariant tensor
J(y, w) = J(y) =
(
0 −(D2u)−1
D2u 0
)
is an integrable almost complex structure on M compatible with the
reference form ω. Considering (periodic) complex coordinates for J we
return to the viewpoint of the fixed almost complex structure J0 on the
abelian variety M with varying Ka¨hler form ωg.
We have the fundamental Legendre duality identities
uab(y) = v
ab(x), vab(x) = u
ab(y), vab∂xa = ∂yb , u
ab∂ya = ∂xb .
9Using these identities one may obtain the well-known result of Abreu
[1] expressing the scalar curvature of the Ka¨hler metric gJ as
s(gJ) = −1
4
(uab),ab.
The key ingredient in the proof of Theorem 1 is the following com-
putation.
Lemma 10. Let X be a (1, 0)-vector field onM that is invariant under
the T2-action. Then in symplectic coordinates the divergence of X may
be expressed as
div(X) =
1
2
∂ya
(
uabχb(y)
)
where we write χb(y) = X
b(x) for the image under the Legendre duality.
Proof. Using the fundamental relations of Legendre duality, we have
∇aXa = 1
2
(
∂xaX
a(x) +Xb(x)vac∂avbc
)
=
1
2
(
uab∂ybχa(y) + χb(y)∂ycu
bc
)
= ∂ya
(
uabχb(y)
)
as claimed. 
Let us consider the complex moment map equation
mC(J,α)(h) = 0, h ∈ ham(M,ω).
According to [13] this is equivalent to the linear PDE
div(∂∗A0,1) = 0
where A = α∨ = A1,0 + A0,1 is the type decomposition of the endo-
morphism A of TCM dual to the cotangent vector α and ∂
∗ denotes
the formal adjoint with respect to gJ = ω(−, J−). Using complex
coordinates we may write
A0,1 = Ab¯c dz
c ⊗ ∂z¯b = gab¯ϕac dzc ⊗ ∂z¯b
for some bilinear form ϕ on the fibres of T 1,0M . The required com-
patibility between A, J and ω is equivalent to symmetry of this bi-
linear form, so we have in fact ϕ ∈ Sym2(T 1,0∗M). This is true in
general, and in our present T-invariant situation we have moreover
A0,1 = vac(x)ϕcb(x)dz
b ⊗ ∂z¯a . We are now in a position to express the
complex moment map equation in symplectic coordinates. Let us write
ξ for the image of ϕ under Legendre duality, i.e. ξab(y) = ϕ(x)ab. Then
we have A0,1(x) = uac(y)ξ
cb(y), and(
∂∗A0,1
)a
=− gc¯b∇c¯Aa¯b = −
1
2
vcb
(
∂c(v
adϕbd) + v
edϕbdv
af∂cvef
)
=
=− 1
2
(
∂yb(uadξ
bd) + uedξ
bduaf∂ybu
ef
)
= −1
2
uad∂ybξ
bd
10
so by Lemma 10 we find
div
(
∂∗A0,1
)
= −1
4
∂yc
(
uacuad∂ybξ
bd
)
= −1
4
∂yc∂ybξ
bc = −1
4
(
ξcd
)
,cd
.
Thus the vanishing condition mC(J,α)(h) = 0, h ∈ ham(M,ω) is equiva-
lent to the linear PDE
(
ξab
)
,ab
= 0 appearing in (1.3).
The analogous computation for the real moment map is rather more
involved. Consider the spectral quantities associated to the endomor-
phism A given by
δ±(A) =
1
2
1
2
tr(A2)±
((
1
2
tr(A2)
)2
− 4 det(A)
)1/2 ,
as well as their functions
ψ = ψ(A) =
1
2
((
1− δ+(A))1/2 + (1− δ−(A))1/2)−1 ;
ψ˜ = ψ˜(A) = ψ(A)
(
1 +
(
1− δ+(A))1/2)−1 (1 + (1− δ−(A))1/2)−1 .
Recall that we have A0,1 = (D2u)ξ, 1
2
tr(A2) = ||A0,1||2, so 1
2
tr(A2) =
||ξ||2u. Similarly det(A) = | det(A0,1)|2 = | det(ξD2u)|2. Therefore the
quantities above are indeed the same as those appearing in the Intro-
duction. Let us denote by A˜ the adjugate to A, i.e. the endomorphism
satisfying AA˜ = det(A) I. Then according to [13] the real moment map
can be expressed as
mR(J,α) = s(gJ)
+ div
[
2ψRe
(
g(∇aA0,1, A1,0)∂a − g(∇aA1,0, A0,1)∂a
)− 2∇∗(ψ A2)]
− div
[
2ψ˜Re
(
g(∇aA0,1, A˜1,0)∂a − g(∇aA1,0, A˜0,1)∂a
)
+ 2 grad(ψ˜ det(A))
]
(2.1)
where∇ is the Levi-Civita connection of the metric gJ , ∇∗ is the formal
adjoint of ∇ : Γ(TM) → A1(TM) and the identity holds under the
standard L2 pairing on real functions. By Abreu’s formula we have
s(gJ) = −14(uab),ab, so in order to finish the proof of Theorem 1 it
remains to compute the other terms on the right hand side in symplectic
coordinates. As these are in divergence form this can be achieved by
applying Lemma 10.
Let us first note a useful identity: since AA˜ = det(A) I, decomposing
A = A1,0 + A0,1, we find A1,0A˜0,1 = det(A) I. Taking the trace we get
g(A1,0, A˜0,1) = 2 det(A).
Remark 11. The explicit expression (2.1), together with the identity
above, shows that the U(1)-action given by θ · A1,0 = eiθA0,1 preserves
the real moment map.
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In order to compute the divergence term in (2.1) in symplectic co-
ordinates we will use the following fact: if X is a real vector field
and we decompose it as X = X1,0 + X0,1, we have X0,1 = X1,0, so
X = 2Re(X1,0) and
div(X) = div
(
2 Re(X1,0)
)
= 2 Re
(
div(X1,0)
)
.
Now the (1, 0)-part of the first vector field appearing in (2.1) is
ψ
(
g(∇aA0,1, A1,0)− g(∇aA1,0, A0,1))− 2∇∗(ψA1,0A0,1)a
since A2 = A1,0A0,1+A0,1A1,0. We examine the three terms separately:
−2∇∗(ψA1,0A0,1)a =− 2vcb∂z¯b
(
ψ A1,0A0,1
)a
c
= −∂yc
(
ψ ξ¯deuadξ
fcuef
)
=− ∂ycuad
(
ψ ξ¯deuefξ
fc
)− uad∂yc (ψ ξ¯deuefξfc) ;
g(∇aA0,1, A1,0) = 1
2
uce∂yaξ
dfudbξ¯
bc;
g(∇aA1,0, A0,1) = ∂yaubc udeξebξ¯cd + 1
2
uceupd∂ya ξ¯
ed ξcp.
Hence we find
ψ
(
g(∇aA0,1, A1,0)− g(∇aA1,0, A0,1))− 2∇∗(ψ A1,0A0,1)a
=
1
2
ψ
(
uec∂aξ
edudbξ¯
bc − uecξedudb∂aξ¯bc
)
+ uae∂c
(
ψ ξ¯edudbξ
bc
)
.
Notice that the first term in this expression is purely imaginary, so
using Lemma 10 we compute the divergence as
div
[
2ψRe
(
g(∇aA0,1, A1,0)∂a − g(∇aA1,0, A0,1)∂a
)− 2∇∗(ψA2)]
=Re
[
∂p
(
uapuae∂c
(
ψ(A) ξ¯edudbξ
bc
))]
=
(
ψ(A) ξ¯acucdξ
db
)
,ab
.
The computations for the second vector field appearing in (2.1) are
similar; it will be convenient to denote g(A1,0, A˜0,1) by η, and to recall
that we have 2 det(A) = η.
ψ˜
(
g(∇aA0,1, A˜1,0)− g(∇aA1,0, A˜0,1)
)
+ 2 grad(ψ˜ det(A))a
=
ψ˜(A)
2
[
uce∂aξ
edudf
˜¯ξfc − ude∂aξ¯ecucf ξ˜df − η ude∂aude + ∂aη
]
+
1
2
η ∂aψ˜(A)
with divergence
div
[
2ψ˜ Re
(
g(∇aA0,1, A˜1,0)∂a − g(∇aA1,0, A˜0,1)∂a
)
+ 2 grad(ψ˜ det(A))
]
=
1
2
∂b
[
uabψ˜(A)
(−η ude∂aude + ∂aη)+ uab η ∂aψ˜(A)]
=
1
2
∂b
[
η ψ˜(A) ∂au
ab + uabψ˜(A) ∂aη + u
ab η ∂aψ˜(A)
]
=
1
2
∂a∂b
(
η ψ˜(A) uab
)
=
1
2
(
η ψ˜(A) uab
)
,ab
.
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Putting everything together (2.1) becomes
mR(J,α) = −
1
2
(uab),ab +
(
ψ(A) ξ¯acucdξ
db
)
,ab
− 1
2
(
η ψ˜(A) uab
)
,ab
.
Since η = 2det(A) = 2| det(ξD2u)| by definition, this is precisely the
expression for the real moment map appearing in (1.3), as required.
This completes the proof of Theorem 1.
Corollary 3 follows easily: when det(ξ) = 0 we have
δ+(u, ξ) = ||ξ||2u, δ−(u, ξ) = 0,
and so
ψ(u, ξ) =
1
2
((
1− ||ξ||2u
)1/2)−1
, det(ξD2u) = 0,
as claimed.
We complete this Section with a discussion of the integrability cri-
terion which was mentioned in the Introduction. Consider a first-
order deformation A of the complex structure J , decomposed as A =
A1,0 + A0,1. The integrability condition is of course
∂A0,1 = 0. (2.2)
The next result expresses (2.2) in terms of our symplectic coordinates.
Proposition 12. Let J be the complex structure associated to a sym-
plectic potential u, and let ξ be a Higgs tensor for J . Then ξ comes
from an integrable deformation of the complex structure J if and only
if D2u ξ D2u is the Hessian matrix of a function.
Proof. Recall first that ξab(y) is the image of qab(x) := A
c¯
b gac¯ under
the Legendre duality. The integrability condition (2.2) is written more
explicitly as
∂zaA
b¯
c = ∂zcA
b¯
a
and in our case it becomes
∂xa
(
vbdqcd
)
= ∂xc
(
vbdqad
)
i.e. ∂xa
(
vbdqcd
)
should be symmetric in the indices a, c. Under Le-
gendre duality this quantity becomes, using the fact that uij is a Hes-
sian matrix,
∂xa
(
vbdqcd
)
= uae∂ye
(
ubdξ
cd
)
= uae∂ye
(
ubdξ
fdufg
)
ugc + ubdξ
df∂yfu
ac.
The term ubdξ
df∂yfu
ac is symmetric in a and c, while the other term
uae∂ye
(
ubdξ
fdufg
)
ugc is symmetric in a and c iff ∂ye
(
ubdξ
fdufg
)
is sym-
metric in e and g. Thus letting Hab(y) := uacξ
cdudb then equation (2.2)
is equivalent to ∂cHab being symmetric in all indices. 
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3. Variational approach and convexity
In this Section we study the Biquard-Gauduchon functional H(u, ξ)
which we introduced in (1.4), and the corresponding version of the K-
energy F̂(u, ξ) defined in (1.6), in particular proving Proposition 4 and
Theorem 5. Note that, for fixed ξ, these functionals are well defined
on the set
A(ξ) = {u : r(u, ξ) < 1}
where we recall that u is of the shape 1
2
|y|2+ϕ(y) for a periodic function
ϕ such thatD2u > 0. Pairs (u, ξ) corresponding to points of T ∗J satisfy
u ∈ A(ξ).
Remark 13. The set A(ξ) = {u : r(u, ξ) < 1} is not convex, in general,
even if we assume ξ is definite.
We begin by proving our variational characterisation of the equations
(1.3), Proposition 4. Fix a differentiable function R(p, q) of the real
variables p, q, and let u(t) = u+ t ϕ be a path of symplectic potentials
in A(ξ), for a periodic function ϕ. Then
d
dt
∣∣∣
t=0
R
(||ξ||2u(t), | det ((u(t)ij)ξ) |2) =
=D1R
(||ξ||2u, | det ((uij)ξ) |2) ddt∣∣∣t=0||ξ||2u(t)+
+D2R
(||ξ||2u, | det ((uij)ξ) |2) ddt∣∣∣t=0| det ((u(t)ij)ξ) |2.
Let us consider these two terms. First we have
d
dt
∣∣∣
t=0
||ξ||2u(t) =
d
dt
∣∣∣
t=0
(
u(t)abξ
bcu(t),cdξda
)
= 2 ξbcu(t),cdξdaϕ,ab
while for the determinant we find
d
dt
∣∣∣
t=0
| det ((u(t)ij)ξ) |2 = | det(ξ)|2 d
dt
∣∣∣
t=0
det (u(t)ij)
2 = 2| det ((uij)ξ) |2uabϕab.
Suppose we can find a function R such that D1R =
1
2
ψ and D2R =
−1
2
ψ˜. Then the first variation of the functional defined as
R(u) =
∫
T
R
(||ξ||2u, | det ((uij)ξ) |2) dµ
would satisfy
DRu(ϕ) =
∫
T
(
ψ ξbcu(t)cdξda − ψ˜| det ((uij)ξ) |2uab
)
ϕab dµ
=
∫
T
(
ψ ξbcu(t)cdξda − ψ˜| det ((uij)ξ) |2uab
)
ab
ϕdµ.
A function R with the required properties is given by
R
(||ξ||2u, | det(ξD2u)|2) = −12 (H(δ+(D2u, ξ)) +H(δ−(D2u, ξ))) ,
(3.1)
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as in (1.4) (note that indeed δ±(D2u, ξ)) may be regarded as functions
of ||ξ||2u, | det(ξD2u)|2). On the other hand it is well-known that the
first variation of the (periodic) K-energy gives the scalar curvature
term, see [7]. This completes the proof of the Proposition.
We are now in a position to prove our convexity and uniqueness
result, Theorem 5. We fix a linear path ut = (1− t)u0 + tu1, t ∈ [0, 1]
between the symplectic potentials u0, u1. Our first task is to show that,
under the assumptions of the Theorem, namely
Re(ξ), Im(ξ) definite, or det(ξ) = 0; ||ξ||2ui < 1, i = 1, 2
the HK-energy F̂(ut, ξ) is a well defined function of t ∈ [0, 1], i.e. we
have δ±(ut, ξ) < 1, t ∈ [0, 1], or equivalently in terms of the spectral
radius r(ξD2u ξ¯D2u) < 1. In fact we will show that the stronger con-
dition ||ξ||2ut < 1 holds (this is stronger since ||ξ||2u = tr(ξD2u ξ¯D2u) ≥
r(ξD2u ξ¯D2u)). This follows from the fact that with our assumption
||ξ||2u is a convex function of D2u. Indeed we have
d2
dt2
||ξ||2ut = 2 tr(ξD2u˙t ξ¯D2u˙t).
If Re(ξ) is definite, then Re(ξ)D2u˙t is similar to a symmetric ma-
trix and so it has real spectrum, thus tr(Re(ξ)D2u˙tRe(ξ)D
2u˙t) =
tr(Re(ξ)D2u˙t)
2 ≥ 0. The same happens for Im(ξ), and both condi-
tions together imply tr(ξD2u˙t ξ¯D
2u˙t) ≥ 0. The same conclusion holds
when det(ξ) = 0: it is enough to consider the case when D2u˙t is di-
agonal with eigenvalues µ1, µ2, and using the condition det(ξ) = 0 we
compute in that case
tr(ξD2u˙t ξ¯D
2u˙t) = (|ξ11|µ1 + |ξ22|µ2)2 ≥ 0.
It remains to be seen that F̂(ut, ξ) is also a convex function of t ∈ [0, 1].
We use the same notation as in the proof of Proposition 4, in particular
the function R appearing in (3.1). We showed in that Proposition that
d
dt
F̂(ut, ξ)
= −1
2
∫
uabt (u˙t),ab dµ+
∫
D1R
(||ξ||2u, | det(uij ξ)|2) tr(ξ ut,ij ξ¯ (u˙t),kl)dµ
+
∫
D2R
(||ξ||2u, | det(ut,ij ξ)|2) | det ((ut,ij)ξ) |2uabt (u˙t),abdµ.
Setting G = D2ut, G˙ = D
2u˙t for convenience, we can compute the
second variation as
d2
dt2
F̂(ut, ξ)
=
1
2
∫
tr
(
G−1G˙G−1G˙
)
dµ+
∫
D1R
(||ξ||2u, | det(Gξ)|2) tr(ξ G˙ ξ¯ G˙)dµ
(3.2)
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+ 2
∫
D11R
(||ξ||2u, | det(Gξ)|2) tr(ξ G ξ¯ G˙)2dµ
+ 4
∫
D12R
(||ξ||2u, | det(Gξ)|2) tr(ξ G ξ¯ G˙) | det (Gξ) |2 tr(G−1G˙)dµ
+ 2
∫
D22R
(||ξ||2u, | det(Gξ)|2) | det (Gξ) |4 tr(G−1G˙)2 dµ
+ 2
∫
D2R
(||ξ||2u, | det(Gξ)|2) | det (Gξ) |2 tr(G−1G˙)2 dµ
−
∫
D2R
(||ξ||2u, | det(Gξ)|2) | det (Gξ) |2 tr(G−1G˙G−1G˙) dµ. (3.3)
Elementary inequalities show that the functions
D1R(p, q), D11R(p, q), D22R(p, q)
are positive on their domain, while
D2R(p, q), D12R(p, q)
are negative. It follows that, in the expression above for the second
variation, under our assumptions on ξ, all terms are positive except for
the negative term
2
∫
D2R
(||ξ||2u, | det(Gξ)|2) | det (Gξ) |2 tr(G−1G˙)2 dµ
and
4
∫
(D12R) tr(ξ G ξ¯ G˙) | det (Gξ) |2 tr(G−1G˙) dµ
which does not have a definite sign, in general. We claim that we have
in fact
1
2
∫
tr
(
G−1G˙G−1G˙
)
dµ+ 2
∫
(D2R)| det (Gξ) |2 tr
(
G−1G˙
)2
dµ
−
∫
(D2R)| det (Gξ) |2 tr
(
G−1G˙G−1G˙
)
dµ ≥ 0.
Indeed, if we denote by µi, i = 1, 2 the eigenvalues of the endomorphism
G−1G˙ at a point, then the sum of the integrands in the expression above
may be expressed as(
1
2
+ ψ˜δ+δ−
)
(µ21 + µ
2
2)− 2ψ˜δ+δ−(µ1 + µ2)2 (3.4)
since D2R = −ψ˜ and |det(Gξ)|2 = δ+δ−. We will show that, under
the condition δ++ δ− = ||ξ||2u < 1, we have ψ˜δ+δ− < 16 . Assuming this
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for the moment, we have(
1
2
+ ψ˜δ+δ−
)
(µ21 + µ
2
2)− 2ψ˜δ+δ−(µ1 + µ2)2 ≥
≥
(
1
2
− ψ˜δ+δ−
)
(µ21 + µ
2
2)− 4ψ˜δ+δ−|µ1| |µ2| ≥
≥
(
1
2
− ψ˜δ+δ−
)
(µ21 + µ
2
2)− 2
(
1
2
− ψ˜δ+δ−
)
|µ1| |µ2|
so the expression in (3.4) is strictly positive unless µi = 0, i = 1, 2, that
is, G˙ ≡ 0. To check that ψ˜δ+δ− < 1
6
holds, we consider the following
inequality, which holds for δ+ + δ− < 1:
ψ˜δ+δ− =
δ+δ−
2
(√
1− δ+ +√1− δ−) (1 +√1− δ+) (1 +√1− δ−)
=
(
1−√1− δ+) (1−√1− δ+)
2
(√
1− δ+ +√1− δ−) ≤
(
1−√δ+
) (
1−√1− δ+)
2
(√
δ+ +
√
1− δ+
) .
This last term achieves its maximum for δ+ = 1
2
, and this maximum is
strictly less than 1
6
.
Similarly, we claim
2
∫
(D11R) tr(ξ G ξ¯ G˙)
2dµ+ 2
∫
(D22R)| det (Gξ) |4 tr(G−1G˙)2dµ
+ 4
∫
(D12R) tr(ξ G ξ¯ G˙) | det (Gξ) |2 tr(G−1G˙) dµ ≥ 0.
Recall D11R,D22R ≥ 0, while D12R ≤ 0. Then if we have at some
point
tr(ξ G ξ¯ G˙) | det (Gξ) |2 tr(G−1G˙) ≥ 0,
the sum of the integrands at that point is bounded from below by the
quantity
2
(
(D11R)
1/2 tr(ξ G ξ¯ G˙)− (D22R)1/2| det (Gξ) |2 tr(G−1G˙)
)2
≥ 0
provided we have
D12R(p, q) ≤ (D11R(p, q))1/2(D22R(p, q))1/2.
The latter inequality can be checked by an explicit computation similar
to the one above.
Our discussion so far shows that F̂ (ut, ξ) is convex along the linear
path. Moreover, F̂(ut, ξ) is strictly convex unless D2u˙t ≡ 0, i.e. unless
u1 − u0 is constant. By Proposition 4, solutions to the real moment
map equation in (1.3), for fixed ξ, are precisely critical points of F̂(u, ξ),
which only depends on D2u. Therefore a symplectic potential solving
(1.3) is unique up to additive constants. This completes our proof of
Theorem 5.
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4. Quantitative perturbation
In this Section we will prove our general existence result, Theorem
7. The proof is based on regarding the real moment map equation in
(1.3) as a perturbation of Abreu’s equation (uab),ab = A, by considering
the continuity path (
uab
)
,ab
= At (4.1)
given by
At = 2t
(
ψ(u, ξ)ξ¯acucdξ
db − | det (uijξ) |2ψ˜(u, ξ)uab
)
,ab
, t ∈ [0, 1].
(4.2)
We recall a basic estimate on the determinant due to Feng-Sze´kelyhidi.
Proposition 14 ([7] Lemma 3). There exist positive constants c1, c2,
depending only on sup |A|, such that a solution of (uab),ab = A satisfies
0 < c1 < detD
2u < c2.
Note that in fact c1, c2 can be made explicit in terms of sup |A|. We
apply this with source At given by (4.2).
Corollary 15. Suppose u = ut solves (4.1) for some t ∈ [0, 1]. Then
there exist positive constants c, c1, c2, such that a bound
||ξ||C2||u||C4 < c
implies bounds
0 < c1 < detD
2u < c2.
Proof. By Proposition 14 we only need to show that having bounds
on δ±(D2u, ξ) away from 1 and on ||ξ||C2||u||C4 imply C0 bounds on
At. The required bounds for δ
±(D2u, ξ) away from 1 certainly hold pro-
vided ||ξ||2u is bounded away from 1, and this condition only depends on
a sufficiently small upper bound for ||ξ||C0||u||C2. Then, if ||ξ||C0||u||C2
is sufficiently small, a C0 bound on the term
(
ψ(u, ξ)ξ¯acucdξ
db
)
,ab
only
depends on a bound on ||ξ||C2||u||C4. Similarly, since | det (uijξ) |2uab
only depends on ξ and the Hessian of u,
(
−| det (uijξ) |2ψ˜(u, ξ)uab
)
,ab
is also controlled by ||ξ||C2||u||C4, provided ||ξ||C0||u||C2 is sufficiently
small. As a consequence a sufficiently small bound on ||ξ||C2||u||C4
gives a C0 bound on At, as required. 
Next, arguing as in [7] Section 4, we regard (4.1) as a linearised
Monge-Ampe`re equation
U ijwij = At, (4.3)
where U ij denotes the cofactor matrix of D2u, and
wij = (detD
2u)−1.
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Lemma 16. Suppose u solves the HcscK equation. Then there exist
constants 0 < α < 1, c3 > 0 such that the bound
||ξ||C2||u||C4 < c
of Lemma 15 implies the bound
||w||Cα < c3.
Proof. A sufficiently small bound on ||ξ||C2||u||C4 clearly gives a bound
on D2u and by Corollary 15 also on (detD2u)−1, so the eigenvalues
of D2u are bounded and bounded away from 0. Then the classical
Morrey-Nirenberg estimates for equations in two variables (see e.g. [9]
Theorem 12.4) give the required Ho¨lder estimates for a solution of
(4.3), depending only on a C0 bound on At, which is also controlled by
||ξ||C2||u||C4. 
Remark 17. The two-dimensional Morrey-Nirenberg estimates may
be replaced with estimates for linearised Monge-Ampe`re equations valid
in arbitrary dimension, see e.g. [16] Section 3.7, Corollary 3.2. On
the other hand, our equation (4.3) also belongs to the class of two-
dimensional linearised Monge-Ampe`re equations with right hand side
in divergence form, which is studied in detail in [12]. This work shows
that the quantity ||ξ||C2||u||C4 may be replaced with ||ξ||C1||u||C3 in
our argument above.
The subsequent step consists in regarding u as a solution of the
Monge-Ampe`re equation
w detD2u = 1.
Caffarelli’s Schauder estimate [3] provides the following result.
Lemma 18. There exists a constant c4 > 0 such that the bound
||ξ||C2||u||C4 < c
of Lemma 15 implies the bound
||u||2,α < c4.
In turn, standard Schauder estimates applied to the linearised Monge-
Ampe`re (4.3) gives a bound on ||w||C2,α, from which Caffarelli yields a
bound on ||u||4,α. The upshot is the following.
Lemma 19. There exists a constant c∗ > 0 such that the bound
||ξ||C2||u||C4 < c
of Lemma 15 implies the bound
||u||4,α < c∗.
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Suppose now that ||ut||C4,α blows up along our path (uabt )ab = At.
Then for some t¯ ∈ (0, 1) we must have ||ut¯||C4,α = c∗. However if the
Higgs tensor ξ satisfies the bound
||ξ||C2 < c
c∗
then Lemma 19 shows that we must also have ||ut¯||C4,α < c∗, a contra-
diction. This shows that the set of times t ∈ [0, 1] for which (4.1) is
solvable is closed. The equation is solvable for t = 0 with u0 =
1
2
|y|2,
so the set is nonempty. Moreover, by choosing c smaller if necessary,
the bound ||ξ||2ut < 1 holds for all times, so by Theorem 5 a solution
for t = 1 would be unique. It remains to be seen that the set is also
open. As usual this follows from the Implicit Function Theorem. Fix
t ∈ [0, 1] and consider the operator
K(u) = (uab)
,ab
− At
with At given by (4.2). The differential of this operator was already
computed, essentially, in our formula (3.3) for the second variation of
the HK-energy: indeed, consider the Biquard-Gauduchon functional
H(u, ξ) defined in (1.4) and the periodic K-energy F(u) of (1.5); then
K(u) satisfies
D (F + tH)(u,ξ) (ϕ) =
1
2
∫
Kt(u)ϕdµ.
So, for the differential of K we have
1
2
∫
(DKt)u (ϕ)ϕdµ =
d2
ds2
(F + tH) (u+ s ϕ, ξ)
so DK is the Hilbert space Hessian of F̂t := F + tH. This is self-
adjoint by construction, and computations similar to those following
(3.3) show that it has trivial kernel, for t ∈ [0, 1]. This implies openness
and completes the proof of Theorem 7.
5. Translation-invariant solutions
In the present Section we shall prove Theorem 8. Thus we consider
Higgs tensors depending on a single variable, say ξ = ξab(y1). The
complex moment map equation in (1.3) reduces to ξ1111 = 0, i.e. to the
condition ξ11 = c ∈ C, by periodicity. With our further assumption
det(ξ) = 0, all possible solutions are given by(
0 0
0 ξ22(y1)
)
or
(
c ξ12(y1)
ξ12(y1)
(ξ12(y1))
2
c
)
. (5.1)
We look for solutions u(y) of the real moment map equation of the
form
u(y) =
1
2
|y|2 + f(y1)
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for a periodic function f(y1), so
D2(u) =
(
1 + f ′′(y1) 0
0 1
)
.
Remark 20. Once we show that there are such solutions, Theorem
5 will guarantee that in fact all possible solutions u(y) are of this
form. Notice also that under the assumption det(ξ) = 0, the condi-
tions r(u, ξ) < 1 and ||ξ||2 < 1 are equivalent.
By Corollary 3 the real moment map equation becomes(
−(1 + f ′′) + (1 + f
′′)|ξ11|2 + |ξ12|2
1 + (1− ||ξ||2u)1/2
)
,11
= 0.
Notice however that if ξ is of the first type in (5.1) then the equation
reduces to f (4) = 0, i.e. the metric must have constant coefficients. So
it is enough to discuss the case
ξ =
(
c F (y1)
F (y1) F (y
1)2
c
)
for some periodic function F . Then the equation becomes−(1 + f ′′) + (1 + f ′′)|c|2 + |F |2
1 +
√
1− 1
|c|2
((1 + f ′′)|c|2 + |F |2)2
′′ = 0 (5.2)
which is equivalent to the condition
(1 + f ′′)|c|2 + |F |2
1 +
√
1− 1
|c|2
((1 + f ′′)|c|2 + |F |2)2
= 1 + k + f ′′
for some real constant k, or equivalently, f ′′ must satisfy the algebraic
equation
|F |2
|c|2 + (f
′′ + 1) =
2 (f ′′ + k + 1)
|c|2 + (f ′′ + k + 1)2 . (5.3)
When F ≡ 0 a solution f ′′ is a suitable constant, corresponding to a
constant almost-complex structure and a flat metric. We will prove our
existence result by perturbing around F ≡ 0 in a quantitative way. It
is convenient to introduce the operators
P : C∞(C1,R)→ C∞0 (S1,R)
ϕ 7→ ϕ′′;
Q : C∞(S1,R)× C∞(S1,R)→ C∞(S1,R)
(ϕ1, ϕ2) 7→ (1 + ϕ1)|c|
2 + ϕ22
1 +
√
1− 1
|c|2
((1 + ϕ1)|c|2 + ϕ22)2
− (1 + ϕ1);
R : C∞(S1,R)× C∞(S1,C)→ C∞0 (S1,R)
(f, F ) 7→ P (Q(P (f), |F |)) .
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We will show that if |F | ≤ |c| < 3
10
, then there exists f ∈ C∞(S1,R),
unique up to an additive constant, such that
1 + f ′′ > 0;
(1 + f ′′)|c|2 + |F |2 < |c|;
R(f, F ) = 0.
Clearly P is surjective, and its kernel are the constant functions, so
it is enough to show that with our assumptions there is a unique φ ∈
C∞0 (S
1,R) satisfying the positivity condition
φ+ 1 > 0, (5.4)
as well as the uniform nonsingularity condition(
(1 + φ)|c|2 + |F |2)2 ≤ |c|2 − ε|c|2 (5.5)
for some fixed 0 < ε < 1, and such that
P (Q(φ, F )) = 0.
For F = 0 we have a unique solution, φ = 0. We consider the continuity
path
P (Q(φ, t F )) = 0 for 0 ≤ t ≤ 1,
and prove openness and closedness, as usual.
Consider the differential of the operator
C2,α0 (S
1)→ C0,α0 (S1)
φ 7→ P (Q(φ, F )),
namely
φ˙ 7→
 |c|2√
1− 1
|c|2
p2
(
1 +
√
1− 1
|c|2
p2
) − 1
 φ˙
′′ ,
where we set p = (1 + φ)|c|2 + |F |2 for convenience. This is clearly an
isomorphism provided its coefficient is bounded away from 0. Since we
have p2 ≤ |c|2 − ε|c|2 by (5.5), a short computation shows that it is
enough to assume
|c|2 < √ε− ε.
What remains to be seen is that the (automatically open) positivity
condition (5.4) is also closed along the path, while conversely the (au-
tomatically closed) uniform nonsingularity condition (5.5) is also open.
Then further regularity would follow by a standard bootstrapping ar-
gument. Let us prove both claims at once. Our equation holds if and
only if there is a constant k such that
(1 + φ)|c|2 + |F |2
1 +
√
1− 1
|c|2
((1 + φ)|c|2 + |F |2)2
− (1 + φ) = k.
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Note that this implies 1+φ+k ≥ 0. Moreover, since φ has zero average,
we have
k + 1 =
∫ 1
0
p
1 +
√
1− 1
|c|2
p2
dy1, p = (1 + φ)|c|2 + |F |2
so we also have k + 1 ≥ 0 and k + 1 ≤ p, hence k + 1 ≤ |c| along
the continuity path. Moreover we have 1 + φ ≥ −k ≥ 1 − |c|, so if
|c| < 1 then 1 + φ is bounded uniformly away from 0. This shows that
the positivity condition (5.4) is closed along the path provided |c| < 1.
Now as in (5.3) we may write our equation as∣∣∣∣Fc
∣∣∣∣2 + φ+ 1 = 2(φ+ 1 + k)|c|2 + (φ+ 1 + k)2 .
Then φ+ 1 + k is a positive solution of the equation
|F |2 − k|c|2 + |c|2x+
(∣∣∣∣Fc
∣∣∣∣2 − k
)
x2 + x3 = 2x.
Note that all the coefficients on the left hand side are positive. Using
the fact that −k ≥ 1−|c|, we see that a positive solution of the equation
cannot be larger than 1 + |c|. Hence we find
φ+ 1 ≤ 1 + |c| − k ≤ 2 + |c|
from which we get, assuming |F |2 ≤ |c|2,
(1 + φ)|c|2 + |F |2 < |c|2 (3 + |c|) .
It follows that (5.5) certainly holds for 0 < ε < 1 as long as
|c|2 (3 + |c|)2 ≤ 1− ε
hence |c| must be less or equal than the first positive root of the poly-
nomial
x4 + 6x3 + 9x2 + ε− 1. (5.6)
Under these conditions on ε, |c| the uniform nonsingularity condition
(5.5) would hold automatically along the path. Finally we need to
choose the values of |c|, ε in our argument so that all constraints are
satisfied. Recall these are
|c| <
√√
ε− ε, |c| < 1
as well as the fact that |c| is less or equal than the first positive root
of (5.6). Direct computation shows that ε = 1/100, |c| < 3
10
is an
admissible choice.
We conclude by examining the integrability condition, as charac-
terised in Proposition 12, for the solutions of the HcscK system we
have constructed. Since both ξ and D2u depend just on the variable
y1, the integrability condition on ξ implies
∂1 (GξG)22 = ∂2 (GξG)12 = 0.
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Hence, if ξ is of the first type in (5.1), we find F ′ = 0, while for the
second type we must have F F ′ = 0. In both cases ξ must be constant.
This completes our proof of Theorem 8.
6. Low rank solutions
In this Section we shall prove Theorem 9. We work with the set of
smooth pairs (u, ξ), endowed with the topology induced byHp+2(T,R)×
Hp(T,C) for some p ≥ 2. We will show that, at least nearby a constant
ξˆ, lying outside an exceptional subset with empty interior, the locus
of solutions to the complex moment map equation (ξab),ab = 0 satis-
fying det(ξ) = 0 is an infinite-dimensional submanifold in the linear
space of all solutions to that equation. We claim that this is enough
to establish Theorem 9. Indeed we showed in Sections 3 and 4 that
the differential of the operator corresponding to the real moment map
equation in (1.3), with respect to u, is invertible at a point (u˜, ξ˜) for
which det(ξ˜) = 0. By the Implicit Function Theorem this means that
there exists a solution u ∈ Hp+2, which can be expressed locally as a
smooth function of ξ, nearby such a (u˜, ξ˜). We apply this to the pair
(u0, ξˆ), and restrict to ξ to lie in the submanifold cut out by det(ξ) = 0
in the linear space of all solutions to the complex moment map equa-
tion. For such smooth ξ, the corresponding u does not depend on p,
by uniqueness, so it is also smooth and Theorem 9 follows.
Let us show the claimed submanifold property. As the complex mo-
ment map equation is linear, it can be solved by considering the Fourier
expansion
ξ =
∑
k∈Z2
ξke
2piik·x
for constant, complex symmetric matrices ξk. Then we have
(ξab),ab = (2pii)
2
∑
k∈Z2
ξabk kakbe
2piik·x
so the complex moment map becomes
kT ξkk = 0, k ∈ Z2.
Thus solutions can be parametrised as
ξ = ξ(0,0) +
∑
k1 6=0
(
0 ξ12(k1,0)
ξ12(k1,0) ξ
22
(k1,0)
)
e2piik1x1 +
∑
k2 6=0
(
ξ11(0,k2) ξ
12
(0,k2)
ξ12(0,k2) 0
)
e2piik2x2
+
∑
k1k2 6=0
 ξ11k −12 (ξ11k k1k2 + ξ22k k2k1)
−1
2
(
ξ11k
k1
k2
+ ξ22k
k2
k1
)
ξ22k
 e2piik·x.
The set of all Hp solutions S, with p ≥ 2, is an infinite dimensional lin-
ear Hilbert manifold, endowed with the smooth function det : S →
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Hp−2(T,C). We apply the Implicit Function Theorem to the pair
(S, det). The differential of det at a solution
ξˆ =
(
α β
β γ
)
is given by
(d det)ξˆ(ξ) = tr adj(ξˆ)ξ
= γξ11 − 2βξ12 + αξ22
= γξ11(0,0) − 2βξ12(0,0) + αξ22(0,0)
+
∑
k1 6=0
(−2βξ12(k1,0) + αξ22(k1,0)) e2piik1x1
+
∑
k2 6=0
(
γξ11(0,k2) − 2βξ12(0,k2)
)
e2piik2x2
+
∑
k1k2 6=0
(
γξ11k + β
(
ξ11k
k1
k2
+ ξ22k
k2
k1
)
+ αξ22k
)
e2piik·x.
In order to check if det is a submersion we need to see if its differential
is onto, i.e. we need to solve the PDE
(d det)ξˆ(ξ) = f.
Suppose now that ξˆ has constant coefficients. Then this becomes the
system of equations, to be solved for Fourier modes ξabk , given by
γξ11(0,0) − 2βξ12(0,0) + αξ22(0,0) = f(0,0),
− 2βξ12(k1,0) + αξ22(k1,0) = f(k1,0), k1 6= 0,
γξ11(0,k2) − 2βξ12(0,k2) = f(0,k2), k2 6= 0,(
γ + β
k1
k2
)
ξ11k +
(
α + β
k2
k1
)
ξ22k = fk, k1k2 6= 0. (6.1)
The differential is onto iff this system can be solved for arbitrary fk.
If this happens, the tangent space TξˆS is identified with the space
of solutions to the corresponding homogeneous system. Thus we are
interested in conditions under which the system is solvable.
If β 6= 0, then clearly the first (sets of) equations in (6.1) are solvable,
and the last is also solvable provided for each k with k1k2 6= 0 we do
not have both
γ = −k1
k2
β, α = −k2
k1
β.
A sufficient condition is that α, γ are not rational multiples of β. This
completes the proof of Theorem 9.
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