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On the definite integral of two confluent
hypergeometric functions related to the Kampé de
Fériet double series
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A. Goštauto 12, 01108 Vilnius, Lithuania
Abstract. The Kampé de Fériet double series F1:1;11:1;1 is studied through the solution
to the associated first-order nonhomogeneous differential equation. It is shown that
the integral of tβ+lM(·;β;λt)M(·;β;−λt) over t ∈ [0,T], T ≥ 0, l = 0,1, . . ., Rβ + l > −1, is
a linear combination of functions F1:1;11:1;1 . The integral is a generalization of a class of
so-called Coulomb integrals involving regular Coulomb wave functions.
AMS classification scheme numbers: 33C15, 33C20, 33C60
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1. Introduction
In this paper we study the Kampé de Fériet function F1:1;11:1;1 as a solution to the first-
order nonhomogeneous differential equation on C,
(
− d
dz
+
β
z
)
f (z) =
Γ(α +1)Γ(α + γ)
zΓ(β)Γ(δ)
M(α +1;δ;−1/z)M(α + γ;β;1/z) (1.1)
where Γ is the gamma function, M is the Kummer’s function [1, §6, §13]. Throughout,
the parameters α, β, γ, δ ∈C and the argument z ∈C are assumed to be such that the
hypergeometric functions as well as the gamma functions are well-defined unless
additional conditions are imposed.
1.1. Main results : Solution
The solution to (1.1) reads
f (z) ≡
(
α, γ
β, δ
;z
)
=
Γ(α +1)Γ(α + γ)
Γ(β +1)Γ(δ)
F1:1;11:1;1
(
β : α +1; α + γ;
β +1 : δ; β;
− 1
z
,
1
z
)
(1.2)
plus the solution Czβ to the homogeneous equation. As long as the constant of
integration C ∈C is arbitrary, we choose C = 0.
1.2. Main results : Definite integral
The integral of interest is the following,
∫ T
0
tβ+lM(α;β;λt)M(α + γ;β;−λt)dt = Γ(β)Γ(β + l +1)T
β+l+1
Γ(α + γ)
l+1∑
n=0
(−λT)nΓ(α + γ +n)
Γ(β +n)Γ(β + l +n+2)
×
(
l +1
n
)
F1:1;11:1;1
(
β + l +n+1 : α; α + γ +n;
β + l +n+2 : β; β + l +n+1;
λT,−λT
)
(Rβ + l > −1, l = 0,1, . . . , λ ∈C, T ≥ 0). (1.3)
The Barnes integral representation is shown in (3.11).
1.3. Novelty and connection with known results
The class of integrals (1.3), with β ∈ Z+ and β + l ≤ 2, has been considered in [2]
when dealing with the Coulomb wave functions FL(η ,ρ) (L = 0,1, . . . is the angular
momentum; η ∈ R\{0} is the coupling constant; ρ ≥ 0 is the distance) [1, §14]. It
follows that the right-hand side of (1.3) extends the results for −1 < Rβ+ l ≤ 2 as well
as brings forth new results for Rβ + l > 2. In particular, (1.3) yields
2
∫ T
0
ρl FL(η ,ρ)FL(η ,ρ)dρ =
4Le−piηΓ(L+ 1− iη)Γ(2L+ l +3)T2L+l+3
Γ(2L+2)
×
l+1∑
n=0
(−2iT)nΓ(L+n+1+ iη)
Γ(2L+n+2)Γ(2L+ l +n+4)
(
l +1
n
)
× F1:1;11:1;1
(
2L+ l +n+3 : L+1− iη ; L+n+1+ iη ;
2L+ l +n+4 : 2L+2; 2L+ l +n+3;
2iT,−2iT
)
(L, l ∈Z+∪ {0}, η ∈R\{0}, T ≥ 0) (1.4)
where −: C→ C is the complex conjugation; i ≡ √−1.
Unlike the integrals considered by other authors (see eg [2, 6, 8, 14, 15] and the
citations therein), the integrals (1.3)–(1.4) diverge as T→∞, and most likely, this is
the main reason why they were not so widely used in various applications. However,
recent results on the particles inside a finite cubic box [9, 10] add up the present class
of integrals to those with possible request.
In the present paper, we also study the asymptotic expansion (§§4.1–4.2) of
solution (1.2) as well as derive some recurrence relations (§4.3). In virtue of (1.3),
we give an alternative proof (§5) of the integral
∫ ∞
0
tβe−htM(α;β; it)M(α+γ;β;−it)dt = Γ(β+1)h−β−1F2(β+1;α,α+γ;β,β; i/h,−i/h) (1.5)
(Rβ > −1; |h| > 2) studied in [14]; F2(·) denotes the Appell’s hypergeometric function
(see eg [16]).
1.4. Notations
The Kampé de Fériet function F1:1;11:1;1 of two variables is defined in agreement with
[4, 7],
F1:1;11:1;1
(
a1 : b1; b2;
c1 : d1; d2;
z1, z2
)
=
∞∑
m1,m2=0
(a1)m1+m2(b1)m1(b2)m2z
m1
1 z
m2
2
(c1)m1+m2(d1)m1(d2)m2m1!m2!
(1.6)
((a)m the Pochhammer symbol).
The Kummer’s function M(·) ≡ 1F1(·), the generalized hypergeometric function
pFq(·), and the MacRobert’s E-function are related to each other through the relations
[11, 12]
E
(
a1, a2, . . . , ap
b1, b2, . . . , bq
;z
)
=
∏p
j=1Γ(aj )∏q
j=1Γ(bj )
pFq
(
a1, a2, . . . , ap
b1, b2, . . . , bq
;−1
z
)
(p ≤ q) (1.7a)
3
=
1
2pii
∫
B
zζΓ(ζ)
∏p
j=1Γ(aj − ζ)∏q
j=1Γ(bj − ζ)
dζ (|arg z| < pi) (1.7b)
with suitable {aj ∈ C: j = 1, . . . ,p}, {bj ∈ C: j = 1, . . . ,q}, z ∈ C. For p = q = 1 one writes
E(a1;b1;z). The Barnes-type contour B is taken up the Iζ-axis so that the poles of
{Γ(aj −ζ): j = 1, . . . ,p} and {Γ(bj −ζ): j = 1, . . . ,q} lie to the right of the contour and the
poles of Γ(ζ) to the left of the contour.
The notation of E-function is convenient for the proof of (1.3) as well as for
simplification of the recurrence relations §4.3.
2. Proof of Eq. (1.2)
It suffices to prove that the solution to (1.1) can be represented as a series
f (z) ≡
(
α, γ
β, δ
;z
)
=
Γ(α +1)
Γ(δ)
∞∑
ν=0
z−νΓ(α + γ + ν)
ν !Γ(β +1+ ν) 2
F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
. (2.1)
Then the proof of (1.2) is straightforward: Rewrite 2F2(·) in (2.1) as an infinite series;
then (1.2) holds by virtue of (1.6).
In order to prove (2.1), make use of the relation
z
d
dz 2
F2
(
α +1, β + ν
δ, β +1+ ν
;z
)
= (β + ν)
(
M(α +1;δ;z)− 2F2
(
α +1, β + ν
δ, β +1+ ν
;z
))
.
(2.2)
Since z → −1/z implies z(d/dz) → −z(d/dz), assign z(d/dz) to (2.1), then substitute
(2.2) in obtained expression and get that
Γ(δ)
Γ(α +1)
z
d
dz
(
α, γ
β, δ
;z
)
=−
∞∑
ν=1
z−νΓ(α + γ + ν)
(ν − 1)!Γ(β +1+ ν) 2F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
+
∞∑
ν=0
z−νΓ(α + γ + ν)
ν !Γ(β +1+ ν)
z
d
dz 2
F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
=− Γ(δ)
zΓ(α +1)
(
α, γ +1
β +1, δ
;z
)
+
∞∑
ν=0
z−νΓ(α + γ + ν)
ν !Γ(β + ν)
×
(
−M(α +1;δ;−1/z) + 2F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
))
=− Γ(δ)
zΓ(α +1)
(
α, γ +1
β +1, δ
;z
)
− Γ(α + γ)
Γ(β)
M(α +1;δ;−1/z)
×M(α + γ;β;1/z) + βΓ(δ)
Γ(α +1)
(
α, γ
β, δ
;z
)
4
+
∞∑
ν=1
z−νΓ(α + γ + ν)
(ν − 1)!Γ(β +1+ ν) 2F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
=− Γ(α + γ)
Γ(β)
M(α +1;δ;−1/z)M(α + γ;β;1/z)
+
βΓ(δ)
Γ(α +1)
(
α, γ
β, δ
;z
)
as required.
3. Proof of Eq. (1.3)
To simplify algebraic manipulations, we found E-functions more convenient
compared to the generalized hypergeometric functions. For this, let us consider the
integral
∫ T
0
tβ+lE(α;β;λ/t)E(α + γ;β;−λ/t)dt (3.1)
with l ∈Z+∪{0} and suitable λ ∈C. Then (1.3) is easy to recover from (3.1) bymaking
the substitution λ→−1/λ in virtue of (1.7a).
By using the series representation of E-function, the integral (3.1) can be
rewritten as follows
∫ T
0
tβ+lE(α;β;λ/t)E(α+γ;β;−λ/t)dt =
∞∑
µ,ν=0
(−1/λ)µ(1/λ)νΓ(α + µ)Γ(α + γ + ν)
µ!ν !Γ(β + µ)Γ(β + ν)
∫ T
0
tβ+l+µ+νdt.
(3.2)
The integral over t ∈ [0,T] exists and is equal to Tβ+l+µ+ν+1/(β+ l +µ+ ν +1) provided
Rβ + l > −1. Expand (β + l + µ + ν +1)−1 into the binomial series,
1
β + l + µ + ν +1
=
1
β +1
∞∑
r,s=0
(−1)r+sν s(r + s)!
r!s!(β +1)r+s
r∑
u=0
(
r
u
)
µu lr−u . (3.3)
Substitute (3.3) in (3.2) and get that
∫ T
0
tβ+lE(α;β;λ/t)E(α + γ;β;−λ/t)dt = T
β+l+1
β +1
∞∑
r,s=0
(−1)r+s(r + s)!
r!s!(β +1)r+s
×

r∑
u=0
(
r
u
)
lr−u
∞∑
µ=0
(−T/λ)µµuΓ(α + µ)
µ!Γ(β + µ)

∞∑
ν=0
(T/λ)νν sΓ(α + γ + ν)
ν !Γ(β + ν)
. (3.4)
The sum over ν = 0,1, . . . is equal to
(a) s = 0: E(α + γ;β;−λ/T)
(b) s = 1: (T/λ)E(α + γ+1;β +1;−λ/T)
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(c) s = 2,3, . . .:
∞∑
ν=0
(T/λ)νν sΓ(α + γ + ν)
ν !Γ(β + ν)
=(T/λ)
∞∑
ν=0
(T/λ)ν (1 + ν)s−1Γ(α + γ + ν +1)
ν !Γ(β + ν +1)
=(T/λ)E
(
α + γ +1, [2]s−1
β +1, [1]s−1
;−λ
T
)
The symbol [a]n (a ∈ C; n = 1,2, . . .) denotes n copies of a,
E
(
α + γ +1, [2]n
β +1, [1]n
;−λ
T
)
≡ E
(
α + γ +1, 2, 2, . . . 2,
β +1, 1, 1, . . . 1,
;−λ
T
)
; (3.5)
we set [a]0 as being empty so that (c)⇒ (b) for s = 1.
The sum over µ = 0,1, . . . in (3.4) is found from (a)–(c) with the substitutions
λ→−λ, s→ u, α + γ→ α.
The sum over r = 0,1, . . . is extracted into the term with r = 0 and those with
r = 1,2, . . . For r = 0, the sum in the parentheses in (3.4) is given by E(α;β;λ/T). For
r = 1,2, . . ., it is equal to
lrE(α;β;λ/T)− (T/λ)
r∑
u=1
(
r
u
)
lr−uE
(
α +1, [2]u−1
β +1, [1]u−1
;
λ
T
)
= lrE(α;β;λ/T)
− (T/λ)
∞∑
ν=0
(−T/λ)νΓ(α +1+ ν)
(ν +1)!Γ(β +1+ ν)
r∑
u=1
(
r
u
)
(ν +1)u lr−u = lrE(α;β;λ/T)
+ (T/λ)lr
∞∑
ν=0
(−T/λ)νΓ(α +1+ ν)
(ν +1)!Γ(β +1+ ν)
− (T/λ)
∞∑
ν=0
(−T/λ)νΓ(α +1+ ν)(l +1+ ν)r
(ν +1)!Γ(β +1+ ν)
= lrE(α;β;λ/T)+ lr
(
Γ(α)
Γ(β)
− E(α;β;λ/T)
)
+
∞∑
ν=1
(−T/λ)νΓ(α + ν)(l + ν)r
ν !Γ(β + ν)
= E
(
α, [l +1]r
β, [l]r
;
λ
T
)
. (3.6)
[Note that (3.6) yields E(α;β;λ/T) which corresponds to r = 0.] Substitute (a)–(c) and
(3.6) in (3.4). The result reads
∫ T
0
tβ+lE(α;β;λ/t)E(α + γ;β;−λ/t)dt = T
β+l+1
β +1
E(α;β;λ/T)E(α + γ;β;−λ/T)
+ (T/λ)E(α;β;λ/T)
∞∑
s=1
(−1)s
(β +1)s
E
(
α + γ +1, [2]s−1
β +1, [1]s−1
;−λ
T
)
+ E(α + γ;β;−λ/T)
∞∑
s=1
(−1)s
(β +1)s
E
(
α, [l +1]s
β, [l]s
;
λ
T
)
+ (T/λ)
∞∑
r=1
(−1)r
r!(β +1)r
6
× E
(
α, [l +1]r
β, [l]r
;
λ
T
) ∞∑
s=1
(−1)s(r + s)!
s!(β +1)s
E
(
α + γ +1, [2]s−1
β +1, [1]s−1
;−λ
T
). (3.7)
Next, we prove that
∞∑
s=1
(−1)s
(β +1)s
E
(
α +1, [2]s−1
β +1, [1]s−1
;z
)
= −E
(
α +1, β +2
β +1, β +3
;z
)
, (3.8a)
∞∑
s=1
(−1)s(r + s)!
s!(β +1)s
E
(
α +1, [2]s−1
β +1, [1]s−1
;z
)
= zr!
E(α;β;z)
− (β +1)r+1E
(
α, [β +1]r+1
β, [β +2]r+1
;z
) (r = 0,1, . . .), . (3.8b)
Apply (1.7b) to the left-hand side of (3.8a) and write
∞∑
s=1
(−1)s
(β +1)s
E
(
α +1, [2]s−1
β +1, [1]s−1
;z
)
=
1
2pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ)
×
∞∑
s=1
(−1)s(1− ζ)s−1
(β +1)s
= − 1
2pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ) ·
1
β +2− ζ .
By applying (1.7b) once again along with the substitution (β + 2 − ζ)−1 = Γ(β + 2 −
ζ)/Γ(β +3− ζ) one derives (3.8a).
Similarly, apply (1.7b) to the left-hand side of (3.8b) and get
∞∑
s=1
(−1)s(r + s)!
s!(β +1)s
E
(
α +1, [2]s−1
β +1, [1]s−1
;z
)
=
1
2pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ)
×
∞∑
s=1
(−1)s(r + s)!(1− ζ)s−1
s!(β +1)s
=
1
2pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ) ·
r!
1− ζ
×
(
−1+ (β +1)
r+1
(β +2− ζ)r+1
)
= − r!
2pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ)(1− ζ) +
r!(β +1)r+1
2pii
×
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ)(1− ζ)(β +2− ζ)r+1 . (3.9)
In order to calculate the obtained contour integrals, two possibilities are valid: either
apply (1.7b) and then reduce the order of obtained E-functions or make use of the
residues directly recalling that Resζ=−ν Γ(ζ) = (−1)ν /ν ! (ν = 0,1, . . .). The combination
of both strategies yields
1
2pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ)(1− ζ) = E
(
α +1, 1
β +1, 2
;z
)
= z
(
Γ(α)
Γ(β)
− E(α;β;z)
)
,
7
12pii
∫
B
dζ
zζΓ(ζ)Γ(α +1− ζ)
Γ(β +1− ζ)(1− ζ)(β +2− ζ)r+1 = E
(
α +1, [β +2]r+1, 1
β +1, [β +3]r+1, 2
;z
)
=
∞∑
ν=0
(−1/z)νΓ(α +1+ ν)
(ν +1)!Γ(β +1+ ν)(β +2+ ν)r+1
=
zΓ(α)
Γ(β)(β +1)r+1
+
∞∑
ν=0
(−1/z)ν−1Γ(α + ν)
ν !Γ(β + ν)(β +1+ ν)r+1
=
zΓ(α)
Γ(β)(β +1)r+1
− zE
(
α, [β +1]r+1
β, [β +2]r+1
;z
)
.
Substitute obtained expressions in (3.9) and get (3.8b).
By making proper replacements of the parameters substitute (3.8a)–(3.8b) in
(3.7), make use of the equation [in [3, eq. (4.4)] substitute p = q = 2, α1 = α + γ,
α2 = β+1, ρ1 = β, ρ2 = β+2, and after that apply [5, §5.2.1, eq. (7)] with a1 = α+γ−1,
ρ1 = β − 1]
(β +1)E
(
α + γ, β +1
β, β +2
;z
)
= E(α + γ;β;z) + (1/z)E
(
α + γ +1, β +2
β +1, β +3
;z
)
and get that
∫ T
0
tβ+lE(α;β;λ/t)E(α + γ;β;−λ/t)dt = Tβ+l+1
E(α;β;λ/T)E
(
α + γ, β +1
β, β +2
;−λ
T
)
+
∞∑
s=1
(−1)sE
(
α, [l +1]s
β, [l]s
;
λ
T
)
E
(
α + γ, [β +1]s+1
β, [β +2]s+1
;−λ
T
). (3.10)
By (1.7b), the latter sum can be represented by
∞∑
s=1
(−1)sE
(
α, [l +1]s
β, [l]s
;
λ
T
)
E
(
α + γ, [β +1]s+1
β, [β +2]s+1
;−λ
T
)
=
1
2pii
∫
B
dζ
(λ/T)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ) ·
1
2pii
∫
B
dζ′
(−λ/T)ζ′Γ(ζ′)Γ(α + γ − ζ′)
Γ(β − ζ′)
×
∞∑
s=1
(−1)s(l − ζ)s
(β +1− ζ′)s+1 =
1
2pii
∫
B
dζ
(λ/T)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ) ·
1
2pii
∫
B
dζ′
× (−λ/T)
ζ′Γ(ζ′)Γ(α + γ − ζ′)
Γ(β − ζ′)
(
− 1
β +1− ζ′ +
1
β + l +1− ζ − ζ′
)
= −E(α;β;λ/T)E
(
α + γ, β +1
β, β +2
;−λ
T
)
+
1
2pii
∫
B
dζ
(λ/T)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ)
× E
(
α + γ, β + l +1− ζ
β, β + l +2− ζ ;−
λ
T
)
,
and therefore (3.10) obeys the following Barnes integral representation
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∫ T
0
tβ+lE(α;β;λ/t)E(α + γ;β;−λ/t)dt =T
β+l+1
2pii
∫
B
dζ
(λ/T)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ)
× E
(
α + γ, β + l +1− ζ
β, β + l +2− ζ ;−
λ
T
)
. (3.11)
By applying the recurrence relation [in [5, §5.2.1, eq. (9)] substitute a1 = α + γ,
a2 = β + l +1− ζ, ρ1 = β +1, ρ2 = β + l +2− ζ]
E
(
α + γ, β + l +1− ζ
β, β + l +2− ζ ;z
)
=βE
(
α + γ, β + l +1− ζ
β +1, β + l +2− ζ ;z
)
− (1/z)E
(
α + γ +1, β + l +2− ζ
β +2, β + l +3− ζ ;z
)
l +1 times, one derives
E
(
α + γ, β + l +1− ζ
β, β + l +2− ζ ;z
)
=
l+1∑
n=0
(−1/z)nΓ(β + l +1)
Γ(β +n)
(
l +1
n
)
× E
(
α + γ +n, β + l +n+1− ζ
β + l +n+1, β + l +n+2− ζ ;z
)
. (3.12)
Substitute (3.12) in (3.11), apply (1.7b) and (2.1), and get that
∫ T
0
tβ+lE(α;β;λ/t)E(α + γ;β;−λ/t)dt =Tβ+l+1
l+1∑
n=0
(T/λ)nΓ(β + l +1)
Γ(β +n)
(
l +1
n
)
×
(
α − 1, γ +n+1
β + l +n+1, β
;
λ
T
)
(3.13)
(Rβ + l > −1). In virtue of (1.7a), combine (3.13) with (1.2), make a substitution
λ→−1/λ and get (1.3) as required.
To this end, we note that (1.4) follows directly from (1.3) and the definition of
the regular Coulomb wave function FL.
4. Properties of solution
4.1. Convergence
We prove that the series (2.1) converges uniformly for |z| ≥ 1. Let
(
α, γ
β, δ
;z
)
=
Γ(α +1)
Γ(δ)
∞∑
ν=0
uν (z), uν(z) ≡
z−νΓ(α + γ + ν)
ν !Γ(β +1+ ν) 2
F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
.
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We show that for all ε > 0, there exists N = N(ε) such that, for ν > N and for p ∈Z+,
|uν+1(z) +uν+2(z) + . . .+uν+p(z)| < ε for all |z| ≥ 1. (4.1)
One can choose N large enough so that for ν > N, Γ(ν) ∼ √2piν(ν/e)ν (the
Stirling’s formula). But
2F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
∼M(α +1;δ;−1/z)
for ν large, and thus
uν (z) ∼
eβ+1−α−γ√
2pi
M(α +1;δ;−1/z)z−νeννα+γ−β−ν−3/2. (4.2)
As seen, |uν(z)| ≤ |uν (1)| and uν(z) → 0 as ν → ∞ for |z| ≥ 1. By applying the
Minkowski’s inequality to (4.1) and replacing ν by ν + s in (4.2) for s = 1,2, . . . ,p,
one derives
∣∣∣∣∣∣
p∑
s=1
uν+s(z)
∣∣∣∣∣∣ ≤
p∑
s=1
|uν+s(z)| ≤
p∑
s=1
|uν+s(1)|
∼ 1√
2pi
∣∣∣(e/ν)ν+β+1−α−γν−1/2M(α +1;δ;−1)∣∣∣
p∑
s=1
(e/ν)s
∼ e
ν !
∣∣∣(e/ν)β+1−α−γM(α +1;δ;−1)∣∣∣ < ε (ν large and |z| ≥ 1)
for all p = 1,2, . . ., where ε > 0 can be chosen arbitrarily small. This proves that the
series (2.1) converges uniformly for |z| ≥ 1.
Since 2F2(·) is entire, that is, its radius of convergence is∞, one deduces that the
series is convergent for 0 < |z| < 1. We note that all other regions of convergence due
to the parameters α,β,γ,δ ∈ C can be obtained by applying the properties of 2F2(·) to
(2.1).
4.2. Asymptotic expansion
The series expansion of (2.1) reads
Γ(α +1)Γ(α + γ)
βΓ(β)Γ(δ)
+
Γ(α +1)Γ(α + γ +1)Γ(β +2)Γ(δ) −
Γ(α +2)Γ(α + γ)
(β +1)Γ(β)Γ(δ +1)
 · 1z +O(z−2).
Hence,
(
α, γ
β, δ
;z
)
=
Γ(α +1)Γ(α + γ)
Γ(β +1)Γ(δ)
+O(z−1) as |z| → ∞. (4.3)
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We note that the analysis of (1.1) yields the same result. Indeed, functions
M(·; ·;±1/z)→ 1 as |z| → ∞, and so the right-hand side of (1.1) becomes [Γ(α+1)Γ(α+
γ)/(Γ(β)Γ(δ))]z−1 up to O(z−2). By solving the modified differential equation one
obtains (4.3).
By Paris [13],
2F2
(
α +1, β + ν
δ, β +1+ ν
;−1
z
)
∼ (−1/z)α−δe−1/z (β + ν)Γ(δ)
Γ(α +1)
as |z| → 0 (4.4)
for |arg z| < pi/2 and Rz < 0. Substitute (4.4) in (2.1) and get
(
α, γ
β, δ
;z
)
∼ (−1/z)α−δe−1/z
∞∑
ν=0
z−νΓ(α + γ + ν)
ν !Γ(β + ν)
=
Γ(α + γ)
Γ(β)
(−1/z)α−δe−1/zM(α+γ;β;1/z).
But [1, §13] M(α + γ;β;1/z) ∼ (−z)α+γΓ(β)/Γ(β −α − γ) as |z| → 0 for Rz < 0, and so
(
α, γ
β, δ
;z
)
∼ e−1/z(−z)γ+δ Γ(α + γ)
Γ(β −α − γ) (4.5)
as |z| → 0. Note that (4.5) as well as the asymptotic expansion of f for Rz > 0 can be
established from the direct inspection of (1.1). In the latter case the right-hand side
of (1.1) obeys the form e1/zzβ−γΓ(α +1)/Γ(δ −α − 1) (|z| → 0;Rz > 0), and thus
(
α, γ
β, δ
;z
)
∼ e1/zzβ+2−γ Γ(α +1)
Γ(δ −α − 1)
as |z| → 0 (Rz > 0).
4.3. Some recurrence relations
By using the recurrence relations for E-functions [in [3] substitute p = q = 2, α1 =
α + 1, α2 = β + ν , ρ1 = δ, ρ2 = β + 1 + ν and get (4.6a); in [5, §5.2.1, eqs. (7) and (9)]
substitute a1 = α+1, a2 = β+ν , ρ1 = δ, ρ2 = β+1+ν and get (4.6b)–(4.6c)] one obtains
from (2.1) that
E(α +1;δ;z)E(α + γ;β +1;−z) =
(
α, γ
β, δ
;z
)
− 1
z
(
α +1, γ − 1
β +1, δ +1
;z
)
(4.6a)
=
β −α − 1
β
(
α, γ
β, δ
;z
)
+
1
β
(
α +1, γ − 1
β, δ
;z
)
+
1
βz2
(
α +1, γ
β +2, δ +1
;z
)
(4.6b)
=
β − δ +1
β
(
α, γ
β, δ
;z
)
+
1
β
(
α, γ
β, δ − 1 ;z
)
+
1
βz2
(
α +1, γ
β +2, δ +1
;z
)
. (4.6c)
Since the proofs are obvious due to the properties of E-functions we will omit them
by noting that the recurrence relations (4.6b)–(4.6c) are reduced by applying (4.6a)
so that the sum
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∞∑
ν=0
z−νΓ(α + γ + ν)
ν !Γ(β + ν)
E
(
α +2, β +1+ ν
δ +1, β +2+ ν
;z
)
can be calculated by setting Γ(β + ν) = Γ(β +1+ ν)/(β + ν), thus yielding
β
(
α +1, γ − 1
β +1, δ +1
;z
)
+
1
z
(
α +1, γ
β +2, δ +1
;z
)
where the first summand is then represented by (4.6a).
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5. Appendix : Alternative proof of Eq. (1.5)
In [14] the authors have derived the integral (1.5) [in [14, Lemma 1] substitute a = α,
b = b′ = β, a′ = α + γ, d = β + 1, k = −k′ = i]. Here, we shall demonstrate that (1.5) is
easy to obtain from (3.11) by setting λ = i.
Recalling that exp(−ht) = ∑∞l=0(−ht)l /l!, we can multiply (3.11) by (−h)l /l! and
then perform the summation over l = 0,1, . . . This gives the integral
∫ T
0
tβe−htE(α;β; i/t)E(α + γ;β;−i/t)dt =T
β+1
2pii
∫
B
dζ
(i/T)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ)
×
∞∑
l=0
(−Th)l
l!
E
(
α + γ, β + l +1− ζ
β, β + l +2− ζ ;−
i
T
)
.
By applying (1.7b) to E-function,
∫ T
0
tβe−htE(α;β; i/t)E(α + γ;β;−i/t)dt = T
β+1
2pii
∫
B
dζ
(i/T)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ)
× 1
2pii
∫
B
dζ′
(−i/T)ζ′Γ(ζ′)Γ(α + γ − ζ′)
Γ(β − ζ′)
∞∑
l=0
(−Th)l
l!
· 1
β + l +1− ζ − ζ′ .
The sum over l equals (Th)−β−1+ζ+ζ′(Γ(β + 1 − ζ − ζ′) − Γ(β + 1 − ζ − ζ′,Th)), where the
incomplete gamma function Γ(a, t) =
∫ ∞
t
ua−1e−udu.
By the residue theorem,
∫ T
0
tβe−htE(α;β; i/t)E(α + γ;β;−i/t)dt = βΓ(α)Γ(α + γ)
hβ+1Γ(β)
12
× F2(β +1;α,α + γ;β,β; i/h,−i/h)−
h−β−1
2pii
∫
B
dζ
(ih)ζΓ(ζ)Γ(α − ζ)
Γ(β − ζ)
× 1
2pii
∫
B
dζ′
(−ih)ζ′Γ(ζ′)Γ(α + γ − ζ′)Γ(β +1− ζ − ζ′,Th)
Γ(β − ζ′) (|h| ≥ 2), (5.1)
where the contour integral involving the incomplete gamma function is calculated by
using the integral representation of Γ(·,Th) along with the residue theorem, namely,
1
2pii
∫
B
dζ′
(−ih)ζ′Γ(ζ′)Γ(α + γ − ζ′)Γ(β +1− ζ − ζ′,Th)
Γ(β − ζ′)
=
∞∑
ν=0
(−i/h)νΓ(α + γ + ν)Γ(β +1− ζ + ν ,Th)
ν !Γ(β + ν)
=
∫ ∞
Th
dt tβ−ζe−t
∞∑
ν=0
(−it/h)νΓ(α + γ + ν)
ν !Γ(β + ν)
=
∫ ∞
Th
tβ−ζe−tE(α + γ;β;−ih/t)dt = hβ+1−ζ
∫ ∞
T
tβ−ζe−htE(α + γ;β;−i/t)dt, (5.2)
where in the last step the substitution t→ ht has been initiated.
Substitute (5.2) in (5.1) and get by (1.7b),
∫ T
0
tβe−htE(α;β; i/t)E(α + γ;β;−i/t)dt =βΓ(α)Γ(α + γ)
hβ+1Γ(β)
F2(β +1;α,α + γ;β,β; i/h,−i/h)
−
∫ ∞
T
tβe−htE(α;β; i/t)E(α + γ;β;−i/t)dt.
But
∫ T
0
+
∫ ∞
T
=
∫ ∞
0
for all T ∈R, and hence (1.5) holds.
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